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Zusammenfassung. Die kontinuierlich fortschreitende Mi-
niaturisierung in integrierten Schaltungen f¨ uhrt zu einem
erh¨ ohten Modellierungsbedarf verschiedenster Effekte, wie
z.B. Alterung oder Stromverbrauch. Diese h¨ angen von den
auftretenden Signalen innerhalb der Schaltung ab, wodurch
deren statistische Modellierung ein zentrales Problem dar-
stellt. Dieser Beitrag stellt eine neue Methode zur stochasti-
schen Signalmodellierung basierend auf quadratischer Opti-
mierung vor. Die Methode wird mit Hilfe von realen Daten
mit existierenden Ans¨ atzen verglichen. Die Testergebnisse
zeigen hierbei im vorgestellten Modell einen Genauigkeits-
zuwachs von bis zu einem Faktor 10 im Vergleich zu bereits
existierenden Modellen.
1 Einleitung
Ein zentrales Problem beim Entwurf und der Analyse von
integrierten Schaltungen ist die Berechnung von Signal-
wahrscheinlichkeiten innerhalb der Schaltung. Signalwahr-
scheinlichkeit bezeichnet hierbei im Allgemeinen die Wahr-
scheinlichkeit, dass ein Signal innerhalb der Schaltung ei-
ne bestimmte Eigenschaft besitzt, z.B. die Wahrscheinlich-
keit f¨ ur den Signalwert (d.h. logisch Eins oder Null) oder die
Wahrscheinlichkeit f¨ ur den Signalzustand (d.h. konstant oder
schaltend innerhalb eines Taktzyklus).
Der durchschnittliche Stromverbrauch einer Logikzelle
kann z.B. ¨ uber Pdyn = 0.5CLV 2
ddfα abgesch¨ atzt werden.
Dabei ist CL die Lastkapazit¨ at der Zelle, Vdd die Versor-
gungsspannung, f die Taktfrequenz der Schaltung und α
die Wahrscheinlichkeit, dass das Signal am Zellenausgang
innerhalb eines Taktzyklus schaltet (Schneider et al., 1996;
Najm, 1994). Ausgehend vom Stromverbrauch k¨ onnen au-
ßerdem Temperaturunterschiede (Obermeier und Johannes,
2004) und Spannungsabf¨ alle innerhalb der Schaltung (Nas-
sif, 2008) berechnet werden. Weitere Effekte, die von Signal-
wahrscheinlichkeiten abh¨ angen, sind die Degradation von
Transistorparametern durch Alterung (Lorenz et al., 2009;
Najm, 1993), sowie die Maskierungswahrscheinlichkeit von
Fehlern (Chen und Tahoori, 2012).
Da es mit steigender Integrationsdichte zunehmend kost-
spieliger wird diese Probleme allein mit schaltungstechni-
schen Maßnahmen zu l¨ osen, gewinnen zunehmend Algorith-
men an Bedeutung die es erlauben verschiedene Abstrakti-
onsebenenzuber¨ ucksichtigen.HierzuwerdenzurL¨ osungoft
zus¨ atzlich Informationen aus der Systemebene ber¨ ucksich-
tigt. Die Berechnungen dieser Algorithmen werden wieder-
um auf System-Ebene zur Verf¨ ugung gestellt, um die dort
ausgef¨ uhrten Analysen und Optimierungen genauer und efﬁ-
zienter zu machen. Vor allem im Bereich der Signalmodellie-
rung spielt dies eine entscheidende Rolle, da die anliegenden
SignaleunddamitderenWahrscheinlichkeitenoftwesentlich
von der ausgef¨ uhrten Software und den verarbeiteten Daten
auf dem System abh¨ angen.
Die Berechnung von Signalwahrscheinlichkeiten stellt ein
nichttriviales Problem beim Schaltungsentwurf dar. Die ein-
zelnen Signale an den Schaltungseing¨ angen weisen hier-
bei bereits in der Regel deutliche Korrelationen auf bedingt
durch die gegebenen Eingangsdaten. Auch die Schaltungs-
struktur selber f¨ uhrt zus¨ atzliche Korrelationen durch ihre To-
pologie ein. Signalverzweigungen durch Fanouts die sp¨ ater
an einem Gatter wieder rekonvergieren f¨ uhren zu Abh¨ angig-
keiten der Gattereing¨ ange, welches die Signalwahrschein-
lichkeiten im Vergleich zu unabh¨ angigen Eing¨ angen beein-
ﬂusst.
Algorithmen zur Absch¨ atzung von Signalwahrscheinlich-
keiten k¨ onnen in zwei Kategorien unterteilt werden. Statis-
tische Algorithmen legen verschiedene Signalwerte an den
Schaltungseing¨ angen an und rechnen f¨ ur jeden Vektor von
angelegten Signalwerten die Signalwerte an allen anderen
Punkten der Schaltung aus. Mit Hilfe des Gesetzes der
großen Zahlen k¨ onnen dann hiermit die Signalwahrschein-
lichkeiten abgesch¨ atzt werden. Solche Algorithmen k¨ onnen
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beliebige Verteilungen f¨ ur die Signale am Schaltungseingang
modellieren, ber¨ ucksichtigen strukturelle Korrelationen der
Signale innerhalb der Schaltung und sind damit sehr genau.
Da die Schaltung allerdings f¨ ur eine ausreichend große Zahl
von Eingangswerten simuliert werden muss um zuverl¨ assi-
ge Absch¨ atzungen zu bekommen, ben¨ otigen solche Algorith-
men oft sehr lange Laufzeiten.
Stochastische Algorithmen hingegen benutzen analytische
Gleichungen um Signalwahrscheinlichkeiten direkt zu be-
rechnen. Solche Algorithmen k¨ onnen wiederum in zwei Un-
terklassen unterteilt werden. Algorithmen der ersten Un-
terklasse benutzen bin¨ are Entscheidungsdiagramme (eng-
lisch: binary decision diagram, BDD) um die funktiona-
le Abh¨ angigkeit zwischen Signalen innerhalb der Schal-
tung und deren Eing¨ angen darzustellen (Schneider et al.,
1996). Die Schaltungsdarstellung durch BDDs ist vor allem
in großen Schaltungen ein Problem, da BDDs im schlimms-
ten Fall exponentiell mit der Zahl der Schaltungseing¨ ange
wachsen. Dies verursacht oft Speicherprobleme bei der Er-
zeugung dieser BDDs.
Die zweite Unterklasse verwendet Approximationsfor-
meln um Signalwahrscheinlichkeiten iterativ durch die
Schaltung zu propagieren (Ercolani et al., 1989; Marcules-
cu et al., 1994; Parker und McCluskey, 1975). Diese Algo-
rithmen weisen gute Laufzeit und akzeptablen Speicherver-
brauch auf. Andererseits stellt die erreichbare Genauigkeit
durchdieverwendetenApproximationenofteinProblemdar.
Durch die bereits oben erw¨ ahnte Wichtigkeit hierar-
chie¨ ubergreifender Ans¨ atze gewinnen Algorithmen zus¨ atz-
lich an Bedeutung, die hierf¨ ur verwendet werden k¨ onnen.
Grundlegend notwendige Eigenschaft f¨ ur solche Ans¨ atze ist
vor allem eine ausreichend schnelle Laufzeit um Eigenschaf-
ten aus der Schaltungsebene extrahieren und in Analyseme-
thoden auf Systemebene verwenden zu k¨ onnen. Diese Arbeit
stellt einen solchen Ansatz vor der sich neben guter Laufzeit
vor allem durch eine hohe Genauigkeit auszeichnet.
Im Weiteren f¨ uhrt das Kapitel 2 generelle Deﬁnitionen
und Eigenschaften von Signalwahrscheinlichkeiten ein die in
dieser Arbeit verwendet werden. Kapitel 3 stellt den Stand
der Technik in diesem Bereich und die wesentlichen Neue-
rungen dieser Arbeit dar. Kapitel 4 erl¨ autert den neuen An-
satz zur Modellierung von Signalwahrscheinlichkeiten durch
quadratische Optimierung. Anschließend werden in Kapi-
tel 5 experimentelle Ergebnisse dargestellt und mit existie-
renden Ans¨ atzen verglichen, bevor im Kapitel 6 eine kurze
Zusammenfassung die Arbeit abschließt.
2 Deﬁnitionen
F¨ ur die im vorherigen Kapitel beschriebenen Problemstel-
lung sind in der Regel zwei Arten von Wahrscheinlichkeits-
verteilungen entscheidend (Najm, 1994):
Station¨ are Wahrscheinlichkeit: Die station¨ are Wahr-
scheinlichkeit P(xs) eines Signals x ist deﬁniert als der
durchschnittliche Anteil von Taktzyklen in denen der Signal-
wert entweder logisch Eins (P(xs = 1)) bzw. logisch Null
(P(xs = 0)) ist. Damit ist xs Element der Menge {0,1}.
Schaltwahrscheinlichkeit: Die Schaltwahrscheinlichkeit
P(xt) eines Signals x ist deﬁniert als der durchschnittliche
Anteil von Taktzyklen in denen das Signal seinen Wert ¨ andert
(P(xt = s)) oder konstant bleibt (P(xt = k)). Damit ist xt
Element der Menge {s(chaltend),k(onstant)}.
Im Weiteren wird folgende Notation f¨ ur die Beschreibung
von Wahrscheinlichkeitsverteilungen verwendet:
P(abc) := P(a ∩b∩c) (1)
P(ˆ aˆ bˆ c) := P(a = ˆ a ∩b = ˆ b∩c = ˆ c) (2)
ˆ a, ˆ b, ˆ c ∈ {0,1,s,k} (3)
Damit kennzeichnet P(abc) die allgemeine Verteilung und
P(ˆ aˆ bˆ c) einen expliziten Wert ˆ aˆ bˆ c dieser Verteilung. Um die
Begrenzung der Wertemenge auf eine station¨ are bzw. Schalt-
wahrscheinlichkeit zu kennzeichnen wird ein tiefergestelltes
s bzw. t an die Variable angeh¨ angt:
xs ∈ {0,1} xt ∈ {s,k} (4)
Des Weiteren kann die gesamte Wahrscheinlichkeitsver-
teilung P(abc) auch als Vektor P(abc) aufgefasst werden
P(abc) :=

 

 


P(ˆ a0ˆ b0ˆ c0)
P(ˆ a0ˆ b0ˆ c1)
. . .
P(ˆ ai ˆ bi ˆ ci)
. . .

 
 



∀i (5)
wobei ai,bi,ci jeweils das i-te Element der Variablenmenge
(z.B. {0,1}) bezeichnet.
Obwohl station¨ are Wahrscheinlichkeit und Schaltwahr-
scheinlichkeit in der Regel als getrennte Wahrscheinlichkei-
ten angegeben werden sind ihre Werte nicht unabh¨ angig von-
einander. F¨ ur die Schaltwahrscheinlichkeiten eines Signals
l¨ asst sich allgemein zeigen, dass die Wahrscheinlichkeit ei-
nes steigenden Flanke gleich der Wahrscheinlichkeit einer
fallenden Flanke ist (Najm, 1993):
P(xt = s ∩xs = 1) = P(xt = s ∩xs = 0) (6)
Nimmt man zus¨ atzlich die Deﬁnition der Randwahrschein-
lichkeiten f¨ ur die Verbundverteilung aus station¨ arer Wahr-
scheinlichkeit und Schaltwahrscheinlichkeit:
P(xt = s ∩xs = 1)+P(xt = s ∩xs = 0) = P(xt = s) (7)
P(xt = k ∩xs = 1)+P(xt = k ∩xs = 0) = P(xt = k) (8)
P(xt = s ∩xs = 0)+P(xt = k ∩xs = 0) = P(xs = 0) (9)
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P(xt = s ∩xs = 1)+P(xt = k ∩xs = 1) = P(xs = 1) (10)
l¨ asst sich durch Umformung mit Hilfe von (6) zeigen, dass
P(xt = s) ≤ 2·min(P(xs = 1),P(xs = 0)) (11)
gilt.
Damit ist die Schaltwahrscheinlichkeit eines Signals x
durch dessen station¨ are Wahrscheinlichkeiten begrenzt.
3 Existierende Ans¨ atze
Der in dieser Arbeit vorgestellte Ansatz geh¨ ort zur zweiten
Unterklasse der iterativen Algorithmen. Dementsprechend
wird im Folgenden ein kurzer ¨ Uberblick ¨ uber bereits exis-
tierende Arbeiten auf diesem Gebiet gegeben:
3.1 Ans¨ atze zur station¨ aren Wahrscheinlichkeit
Parker und McCluskey (1975) verwenden zur Berechnungen
von Signalwahrscheinlichkeiten die Annahme, dass Signa-
le grunds¨ atzlich unabh¨ angig sind. Damit lassen sich alle Si-
gnalabh¨ angigkeiten auﬂ¨ osen und es gilt:
P(ˆ xs ˆ ys) = P(ˆ xs)P(ˆ ys) (12)
Ercolani et al. (1989) deﬁnieren die Korrelation zwischen
zwei Signalen C:
C(ˆ xs ˆ ys) =
P(ˆ xs ˆ ys)
P(ˆ xs)P(ˆ ys)
(13)
und benutzen diese zur Berechnung der Wahrscheinlichkei-
ten innerhalb der Schaltung. Korrelationen h¨ oherer Ordnung
werden durch
C(ˆ xs ˆ ysˆ zs) = C(ˆ xs ˆ ys)·C(ˆ xsˆ zs)·C(ˆ ysˆ zs) (14)
unter der Annahme
P(ˆ xs ˆ ysˆ zs) =
P(ˆ xs ˆ ys)·P(ˆ ysˆ zs)·P(ˆ xsˆ zs)
P(ˆ xs)P(ˆ ys)P(ˆ zs)
. (15)
approximiert.
3.2 Ans¨ atze zur Schaltwahrscheinlichkeit
Um die Schaltwahrscheinlichkeit abzusch¨ atzen existieren
ebenfalls mehrere Ans¨ atze. Die erste M¨ oglichkeit ist tempo-
rale Unabh¨ angigkeit der einzelnen Signalzust¨ ande anzuneh-
men (Najm, 1994). Damit l¨ asst sich die Schaltwahrschein-
lichkeit durch die station¨ are Wahrscheinlichkeit angeben:
P(xt = s) = 2·P(xs = 0)·P(xs = 1) (16)
Unter der Annahme von temporaler Abh¨ angigkeit eines Si-
gnals zum vorherigen Taktzyklus wurde von Marculescu
et al. (1994) die Deﬁnition von Ercolani et al. (1989) auf
die Modellierung von Schaltwahrscheinlichkeiten erweitert.
Hierbei sind die Variablen in (13) nicht mehr nur aus der
Menge {0,1} sondern alle aus der Menge {0,1,s,k}. H¨ oher-
dimensionale Wahrscheinlichkeiten werden wieder entspre-
chend mit (14) approximiert.
4 Modellierung von Signalwahrscheinlichkeiten durch
quadratische Optimierung
Das Signalmodell in dieser Arbeit geht von zweidimen-
sionalen Wahrscheinlichkeiten P(xy) aus. Außerdem wird
angenommen, dass Schaltwahrscheinlichkeit und station¨ are
Wahrscheinlichkeit unabh¨ angig sind. Damit unterteilt sich
die Aufgabe zur Berechnung von Signalwahrscheinlichkei-
ten in die Approximation von dreidimensionalen Verbund-
wahrscheinlichkeiten auf Basis von bivariaten Verbundwahr-
scheinlichkeiten sowie Regeln f¨ ur die iterative Berechnung.
4.1 Signalmodell
Aufgabe des Signalmodells ist es aus den bekannten Wahr-
scheinlichkeiten P(ˆ x ˆ y), P(ˆ xˆ z) und P(ˆ yˆ z) die Wahrschein-
lichkeiten ˜ P(ˆ x ˆ yˆ z) einer approximativen dreidimensionalen
Verbundverteilung zu konstruieren. Nimmt man hierbei an,
dass Signale nur paarweise abh¨ angig sind m¨ ussen folgende
Gleichungen gelten:
P(ˆ x ˆ yˆ z) = P(ˆ x ˆ y)P(ˆ z) (17)
P(ˆ x ˆ yˆ z) = P(ˆ xˆ z)P(ˆ y) (18)
P(ˆ x ˆ yˆ z) = P(ˆ yˆ z)P(ˆ x) (19)
Da dies f¨ ur beliebige Verbundverteilungen P(xy), P(yz)
und P(xz) im Allgemeinen nicht gilt, wird die gesuchte Ver-
teilung P(xyz) wie folgt durch ˜ P(xyz) approximiert:
L1(ˆ x ˆ yˆ z) = ˜ P(ˆ x ˆ yˆ z)−P(ˆ x ˆ y)P(ˆ z) (20)
L2(ˆ x ˆ yˆ z) = ˜ P(ˆ x ˆ yˆ z)−P(ˆ xˆ z)P(ˆ y) (21)
L3(ˆ x ˆ yˆ z) = ˜ P(ˆ x ˆ yˆ z)−P(ˆ yˆ z)P(ˆ x) (22)
˜ P(xyz) := min ˜ P(x,y,z)
P3
i=1
P
(ˆ x ˆ yˆ z)∈M3(Li(ˆ x ˆ yˆ z))2 (23)
Hierbei geben (20) – (22) den Approximationsfehler der ein-
zelnen Werte der Verteilung ˜ P f¨ ur die Annahmen (17) – (19)
an. Gleichung 23 minimiert dann den summierten quadra-
tischen Gesamtfehler aller einzelnen Werte der Verteilung ˜ P
gegen¨ uber diesen Annahmen. Die Menge M bezeichnet hier-
bei die Variablenmenge, d.h. {0,1} oder {s,k}.
Um sicherzustellen, dass die Verteilung ˜ P(xyz) eine
Wahrscheinlichkeitsverteilung darstellt, muss zus¨ atzlich gel-
ten:
0 ≤ ˜ P(ˆ x ˆ yˆ z) ≤ 1 ∀ˆ x ˆ yˆ z ∈ M3 (24)
X
ˆ x∈M
˜ P(ˆ x ˆ yˆ z) = P(ˆ yˆ z) ∀ˆ yˆ z ∈ M2 (25)
X
ˆ y∈M
˜ P(ˆ x ˆ yˆ z) = P(ˆ xˆ z) ∀ˆ xˆ z ∈ M2 (26)
X
ˆ z∈M
˜ P(ˆ x ˆ yˆ z) = P(ˆ x ˆ y) ∀ˆ x ˆ y ∈ M2 (27)
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Abbildung 1. UND-Gatter mit abh¨ angigem zus¨ atzlichem Signal w
Da jede Variable ˆ x, ˆ y und ˆ z aus einer zweiwertigen Menge
M (entweder {0,1} oder {s,k}) stammt geben die Gleichun-
gen (25) – (27) insgesamt 12 Gleichheitsnebenbedingungen
f¨ ur das Optimierungsproblem aus (23). Hiervon sind 7 Be-
dingungen linear unabh¨ angig.
Durch Wahl einer bestimmten Wahrscheinlichkeit
˜ P(ˆ x0 ˆ y0ˆ z0) (z.B.: ˆ x0 ˆ y0ˆ z0 = 000) lassen sich durch diese
Nebenbedingungen alle anderen Wahrscheinlichkeiten durch
diese eine ausdr¨ ucken. Damit gilt f¨ ur alle Wahrscheinlich-
keiten aus ˜ P(xyz):
˜ P(ˆ x ˆ yˆ z) = a · ˜ P(ˆ x0 ˆ y0ˆ z0)+b ∀ˆ x ˆ yˆ z ∈ M3 (28)
Die Parameter a und b ergeben sich hierbei aus der L¨ osung
des linearen Gleichungssystems (25) – (27) und sind f¨ ur jede
Wahrscheinlichkeit ˜ P(ˆ x ˆ yˆ z) individuell. Zum Beispiel l¨ asst
sich ˜ P(ˆ x0 ˆ y0ˆ z1 = 001) folgendermaßen ausdr¨ ucken, wie sich
leicht anhand von Gleichung (27) nachvollziehen l¨ asst:
˜ P(ˆ x0 ˆ y0ˆ z1) = P(ˆ x0 ˆ y0)
| {z }
=b
+( −1 |{z}
=a
· ˜ P(ˆ x0 ˆ y0ˆ z0)) (29)
Mit Hilfe der sieben nicht-trivialen Gleichheitsbeziehungen
aus (28) l¨ asst sich das Optimierungsproblem in (23) in ein
eindimensionales Optimierungsproblem transformieren. Ge-
nauso lassen sich neue Grenzen m und n f¨ ur die noch unbe-
kannte Wahrscheinlichkeit ˜ P(ˆ x0 ˆ y0ˆ z0) angeben durch Einset-
zen von (28) in (24):
min
˜ P(ˆ x0,ˆ y0,ˆ z0)

d ˜ P2(ˆ x0 ˆ y0ˆ z0)+e ˜ P(ˆ x0 ˆ y0ˆ z0)+f

(30)
m ≤ ˜ P(ˆ x0 ˆ y0ˆ z0) ≤ n (31)
Hierbei sind die Parameter d, e, f, m und n wiederum feste
Funktionen der bereits bekannten zweidimensionalen Wahr-
scheinlichkeiten P(ˆ x ˆ y), P(ˆ yˆ z) und P(ˆ xˆ z).
L¨ ost man nun das eindimensionale Optimierungsproblem
in (30) unter der Nebenbedingung (31), so sind alle vorher
geforderten Nebenbedingungen automatisch erf¨ ullt und alle
verbleibenden Wahrscheinlichkeiten lassen sich durch (28)
berechnen.
Die L¨ osung von (30) l¨ asst sich direkt angeben zu:
P(ˆ x0 ˆ y0ˆ z0) =



− e
2d , falls m ≤ − e
2d ≤ n
m , falls m > − e
2d
n , falls n < − e
2d
(32)
Hierdurch l¨ asst sich die Approximation efﬁzient durch
explizite Formeln implementieren ohne die Notwendigkeit
kostspieliger generischer Optimierungsverfahren.
x y
z
w w
Abbildung 2. Signalverzweigung in einer kombinatorischen Schal-
tung
4.2 Iterative Berechnung
Mit Hilfe der vorgestellten Approximation im vorherigen
Absatz lassen sich Regeln zur iterativen Berechnung von Si-
gnalwahrscheinlichkeiten aufstellen.
4.2.1 Station¨ are Wahrscheinlichkeiten
F¨ ur eine Logikzelle mit 2 Eing¨ angen und einem Ausgang
l¨ asst sich die station¨ are Wahrscheinlichkeit an ihrem Aus-
gang auf Basis ihrer Logikfunktion berechnen (Parker und
McCluskey, 1975). Abbildung 1 zeigt ein UND-Gatter mit
den Eing¨ angen x und y, sowie ein drittes abh¨ angiges Signal
w. Aufgabe des Algorithmus ist es nun die Verbundwahr-
scheinlichkeit P(wz) auf Basis der bekannten Verbundwahr-
scheinlichkeiten P(xy), P(yw) und P(xw) zu berechnen.
Diese Aufgabe l¨ asst sich generell in zwei Teilaufgaben un-
terteilen:
1. Approximation der Verbundverteilung ˜ P(xyw)
2. Transformation von ˜ P(xyw) zu P(zw)
Die Methode zur Approximation der Verbundverteilung
˜ P(xyw) wurde bereits in Kapitel 4.1 vorgestellt. Mit Hilfe
dieser Verbundverteilung kann die Verteilung P(zw) dann
wie folgt berechnet werden:
P(z = 0∩w = ˆ w) = ˜ P(x = 0∩y = 0∩w = ˆ w)
+ ˜ P(x = 0∩y = 1∩w = ˆ w)
+ ˜ P(x = 1∩y = 0∩w = ˆ w)
(33)
P(z = 1∩w = ˆ w) = ˜ P(x = 1∩y = 1∩w = ˆ w) (34)
F¨ ur Zellen mit anderen Funktionen wie z.B. ODER,
NICHT, XOR oder NAND lassen sich ebenso Regeln auf-
stellen.
Jede Signalverzweigung in der Schaltung (siehe Abbil-
dung 2) bei der aus einem Signal x zwei neue Signale y und z
generiert werden f¨ uhrt eine zus¨ atzliche Verbundwahrschein-
lichkeit P(yz), sowie entsprechende Verbundwahrschein-
lichkeiten P(yw) und P(zw) zu weiteren abh¨ angigen Signa-
len, ein:
P(y = 0∩z = 0) = P(x = 0) (35)
P(y = 1∩z = 1) = P(x = 1) (36)
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P(y = 0∩z = 1) = P(y = 1∩z = 0) = 0 (37)
P(yw) = P(zw) = P(xw) (38)
Hierdurch k¨ onnen durch iterative Verarbeitung alle stati-
on¨ aren Signalwahrscheinlichkeiten innerhalb der Schaltung
aus den Verbundwahrscheinlichkeiten der Eing¨ ange berech-
net werden. Zellen mit mehr als 2 Eing¨ angen k¨ onnen hierbei
durch eine Verkettung mehrerer zweistelliger Logikfunktio-
nen integriert werden.
4.2.2 Schaltwahrscheinlichkeiten
Die Berechnung von Schaltwahrscheinlichkeiten folgt prin-
zipiell den selben Regeln wie die von station¨ aren Wahr-
scheinlichkeiten. Am Beispiel des UND-Gatters aus Abbil-
dung 1 lassen sich hier z.B. folgende Formeln aufstellen:
P(z = s ∩w = ˆ w) = ˜ P(x = s ∩y = k ∩w = ˆ w)·P(y = 1)
+ ˜ P(x = k ∩y = s ∩w = ˆ w)·P(x = 1)
+ ˜ P(x = s ∩y = s ∩w = ˆ w)·P(x = y)
(39)
P(z = k ∩w = ˆ w) = P(w = ˆ w)−P(z = s ∩w = ˆ w) (40)
Wie sich in (39) erkennen l¨ asst, gehen in die Berechnung der
Schaltwahrscheinlichkeiten die station¨ aren Wahrscheinlich-
keiten ein, da die Signalwerte an den Gattereing¨ angen be-
stimmen ob sich ein schaltendes Signal zum Ausgang pro-
pagieren kann. In (39) stellen die ersten beiden Summan-
den die Wahrscheinlichkeiten dar, dass nur einer der bei-
den Eing¨ ange schaltet, und der dritte Summand, dass beide
Eing¨ ange gleichzeitig schalten.
DabeiderBerechnungderSchaltwahrscheinlichkeitange-
nommen wurde, dass diese von den station¨ aren Wahrschein-
lichkeiten unabh¨ angig ist, muss anschließend die berechne-
te Verbundwahrscheinlichkeit P(zw) mit Gleichung 11 be-
grenzt werden.
5 Experimentelle Ergebnisse
5.1 Kostenfunktionen zur Bewertung der Approximati-
onsg¨ ute
UmdievorgestellteMethodezubewertenwirdeineFunktion
ben¨ otigt, welche die Approximationsqualit¨ at bewertet. F¨ ur
eine approximierte Verteilung ˜ P(xyz) kann f¨ ur jedes Bele-
gungstupel ˆ x ˆ yˆ z der approximierte Wert dem Wert der realen
Verteilung P(xyz) gegen¨ ubergestellt werden. Da die Wahr-
scheinlichkeitsverteilung P(xyz) auch als Vektor P(xyz)
aufgefasst werden kann (siehe Gl. 5) l¨ asst sich die Approxi-
mationsg¨ ute durch die Distanz der beiden Vektoren ˜ P(xyz)
und P(xyz) absch¨ atzen.
Hierbei bietet sich insbesondere die Tschebyscheff-
Distanz d∞ an:
d∞ = max

 P(xyz)− ˜ P(xyz)

  (41)
Die Tschebyscheff-Distanz gibt somit denjenigen Einzelwert
der Verteilung an, f¨ ur den der gr¨ oßte Approximationsfehler
gemacht wird. Da die Vektoren Wahrscheinlichkeitsvertei-
lungen darstellen, liegt die Tschebyscheff-Distanz zwischen
0 und 1, wobei 0 eine perfekte Approximation und 1 dement-
sprechend die schlechtest m¨ ogliche Approximation darstellt.
0 ≤ d∞ ≤ 1 (42)
Da diese Approximation im Zuge der Berechnung ¨ uber meh-
rere verschiedene Signale gemacht werden muss, ergibt sich
f¨ ur jedes Signaltripel x(i)y(i)z(i) ein Distanzwert d
(i)
∞. So-
mit muss zur globalen Bewertung aus diesen Einzelwerten
wieder ein Gesamtwert gebildet werden. Hierbei werden in
dieser Arbeit der Mittelwert sowie das Maximum ¨ uber alle
ausgerechnetenDistanzengenommen.Diesgibtdementspre-
chend den mittleren Approximationsfehler, sowie den maxi-
malen Approximationsfehler, ¨ uber alle Signale an.
5.2 Test anhand eines Mikroprozessors
Zum Test des vorgestellten Modells und zum Vergleich
mit existierenden Ans¨ atzen wurden verschiedene Program-
me auf einem Instruktionssatzsimulator f¨ ur einen 16 Bit Mi-
kroprozessor ausgef¨ uhrt und auftretende Signale f¨ ur jeweils
2000000 Taktzyklen extrahiert. Hieraus wurden dann ent-
sprechend die realen station¨ aren Wahrscheinlichkeiten und
Schaltwahrscheinlichkeiten der Signale berechnet. Abbil-
dung 3 stellt hierbei die Approximationsg¨ ute des vorgestell-
ten Ansatzes denen existierender Ans¨ atze f¨ ur verschiedene
Programme gegen¨ uber.
Wie zu sehen ist, stellt die vorgestellte Methode einen
wesentlichen Genauigkeitszuwachs bei Verwendung realisti-
scher Signalwahrscheinlichkeiten dar. Dies ist vor allem auf
die Herleitung der Approximation basierend auf den Annah-
men (17) – (19) zur¨ uckzuf¨ uhren.
Um die Laufzeiteigenschaften des Algorithmus zu testen
unddenenexistierenderAns¨ atzegegen¨ uberzustellen,wurden
zus¨ atzlich Schaltungen der ISCAS (Brglez, 1985) und ITC
(Davidson, 1999) Benchmarksammlungen verwendet. Ab-
bildung 4 zeigt die entsprechenden Laufzeiten im Vergleich
mit anderen Algorithmen ¨ uber der Zahl der in der Schaltung
enthaltenen Gatter.
Die Laufzeit ist hierbei nicht nur von der Gatteranzahl
funktional abh¨ angig, sondern im Wesentlichen auch von der
Schaltungstopologie bestimmt. Im Vergleich mit dem Ansatz
nach Ercolani et al. (1989) hat der vorgestellte Ansatz ¨ ahnli-
che Laufzeiten.
www.adv-radio-sci.net/11/213/2013/ Adv. Radio Sci., 11, 213–218, 2013218 V. B. Kleeberger et al.: Signalmodellierung in digitalen Schaltungen
1 2 3
0
0.1
Programm Nummer
M
i
t
t
l
e
r
e
r
F
e
h
l
e
r
Ansatz nach Parker und McCluskey (1975)
Ansatz nach Ercolani u.a. (1989)
Ansatz mit quadratischem Modell (Neu)
(a) Mittlerer Fehler (stati-
on¨ are Wahrscheinlichkeit)
1 2 3
0
0.2
0.4
Programm Nummer
M
a
x
i
m
a
l
e
r
F
e
h
l
e
r
Ansatz nach Parker und McCluskey (1975)
Ansatz nach Ercolani u.a. (1989)
Ansatz mit quadratischem Modell (Neu)
(b) Max. Fehler (station¨ are
Wahrscheinlichkeit)
1 2 3
0
0.2
0.4
0.6
Program Nummer
M
i
t
t
l
e
r
e
r
F
e
h
l
e
r
Temporale Unabh¨ angigkeit (Najm 1994)
Ansatz nach Marculescu u.a. (1994)
Ansatz mit quadratischem Modell (Neu)
(c) Mittlerer Fehler
(Schaltwahrscheinlichkeit)
1 2 3
0
0.2
0.4
0.6
0.8
Program Nummer
M
a
x
i
m
a
l
e
r
F
e
h
l
e
r
Temporale Unabh¨ angigkeit (Najm 1994)
Ansatz nach Marculescu u.a. (1994)
Ansatz mit quadratischem Modell (Neu)
(d) Max. Fehler (Schalt-
wahrscheinlichkeit)
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6 Diskussion
In dieser Arbeit wurde ein neuer Ansatz zur Modellierung
von Signalwahrscheinlichkeiten vorgestellt. Der Ansatz ba-
siert auf der Approximation von Signalwahrscheinlichkei-
ten auf Basis eines quadratischen Modells. Das quadratische
Problem l¨ asst sich analytisch l¨ osen und somit efﬁzient imple-
mentieren.
Beim Vergleich mit anderen Ans¨ atzen zeigt sich ein deut-
licher Genauigkeitszuwachs bei der Verwendung von realis-
tischen Signalwahrscheinlichkeiten. Die Laufzeit ist ¨ ahnlich
der existierender Ans¨ atze gleicher Komplexit¨ at.
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