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Abstract. In this work, we investigate the Ho¨lder spectrum of typical mea-
sure (in the Baire category sense) in a general compact set and we compute
the multifractal spectrum of a typical measures supported by a self-similar set.
Such mesures verify the multifractal formalism.
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1. Introduction and the main result
Let K be a compact set of Rd endowed with the metric induced by any norm on
R
d.
The local Ho¨lder exponent of a positive measure µ on K at x ∈ K, hµ(x), is
defined by
hµ(x) = lim inf
r→0
logµ(B(x, r))
log r
where B(x, r) is the ball of center x and radius r. The purpose of the multifractal
analysis of a measure µ is to investigate the singularity spectrum dµ of µ, that is
the map
dµ : h ≥ 0 7→ dimH(Eµ(h))
where Eµ(h) = {x ∈ K : hµ(x) = h} and dimH is the Hausdorff dimension.
Generally it is very difficult to obtain the singularity spectrum directly from
the definition of the Hausdorff dimension. To avoid this difficulty, the multifractal
formalism provide a formula which link the singularity spectrum to the Legendre
transform of mapping defined by averaged quantities of the measure, precisely to
the Legendre transform of the Lq spectrum defined as follows. If j is an integer
greater than 1 let Gj be the partition of Rd into dyadic boxes: Gj is the set of all
cubes
Ij,k =
d∏
i=1
[
ki2
−j, (ki + 1)2−j
[
where k = (k1, k2, · · · , kd) ∈ Zd.
The Lq spectrum of a measure µ ∈M(K) is the mapping defined for any q ∈ R
by
τµ(q) = lim inf
j→+∞
−
log
∑
Q∈Gj ,µ(Q) 6=0 µ(Q)
q
j log 2
.
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A classical result (see for example [4]) assert that for all measure µ for all h ≥ 0,
(1) dµ(h) ≤ (τµ)∗ (h) := inf
q∈R
(qh− τµ(q)).
A important issue in multifractal analysis is to establish when the upper bound
(1) turns out to be an equality , when this happens we say that the measure
µ satisfies the multifractal formalism at h. A lot of work has been achieved for
specific measures.
In the few last years, a particular interest was allocated to generic results (in
the sense of Baire or prevalence) on the space of the probability measures endowed
with the weak topology or in some space of functions, see for examples [1], [2], [3],
[5], [6], [11], [12].
We denote by M(K) the space of probability measures on K endowed with the
weak topology. Recall that the weak topology onM(K) is induced by the metric ̺
on M(K) defined as follows. Let Lip(K) denote the family of Lipschitz functions
f : K → R with |f | := sup
x∈K
|f(x)| ≤ 1 and Lip(f) ≤ 1 where Lip(f) denotes the
Lipschitz constant of f . If µ and ν belong to M(K) we set
̺(µ, ν) = sup
{∣∣∣∣∫ fdµ− ∫ fdν∣∣∣∣ : f ∈ Lip(K)} .
then the space M(K) is complete and separable.
In [2], the authors determined the multifractal spectrum for typical measures
µ (in the Baire sens) in [0, 1]d and they showed that such measures satisfy the
multifractal formalism. They also made the following conjecture
Conjecture 1. For any compact set K ⊂ Rd, there exists a constant 0 < D < d
such that typical measures µ (in the Baire sens) inM(K) satisfy: for any h ∈ [0, D],
dµ(h) = h, and if h > D, Eµ(h) = ∅.
Whether D should be the Hausdorff dimension of K or the lower box dimension
of K (or another dimension).
In this paper, we give a positive answer to this conjecture in the special case
where K is a self-similar set satisfying the open set condition.
Let X be a complete metric space. We say that a set A of X is a Gδ set if it can
be written as a countably intersection of dense open sets. We say that a property
is typical in X if it holds on residual set, i.e. a set with complement of first Baire
category. By the Baire theorem any Gδ set is dense.
Our main result is the following
Theorem 1.1. Let K be a self-similar set satisfying the open set condition. Let
s be the Hausdorff dimension of K. Then, there exists a Gδ set Ω of M(K) such
that for all µ ∈ Ω,
• for all h > s, Eµ(h) = ∅
• for all h ∈ [0, s], dµ(h) = h.
In particular, for every q ∈ [0, 1], τµ(q) = s(q − 1), and µ satisfies the multifractal
formalism at every h ∈ [0, s], i.e. dµ(h) = (τµ)∗ (h).
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Our paper is organized as follows: in the second section we show, for any compact
K, that for typical measure µ in M(K), for h > s, Eµ(h) = ∅ where s is the upper
box counting dimension, this can be en particular applied to self-similar sets. In
the third section we recall some properties of self-similar sets that will be useful for
us. Then, using the same approach as [2] with suitable modifications we prove the
Theorem 1.1.
2. Results valid on compact K
Let 0 ≤ s < +∞, λ a borelian measure on K and a ∈ K. We define the lower
s−densities of K at a with respect to λ by
Θs∗(K, a, λ) = lim inf
r↓0
(2r)−sλ (K ∩B(a, r)) .
In this section we will prove the following theorems.
Theorem 2.1. Let K be a closed set of Rd.
(1) Let a ∈ K. Then, there exists a Gδ set Ω(a) of M(K) such that for all
µ ∈ Ω(a), hµ(a) = 0.
(2) Let s ∈]0, d] and A ⊂ K. Assume that there exists λ a finite Borel measure
on K such that for all a ∈ A
Θs∗(K, a, λ) > 0.
Then, there exists a Gδ set Ω of M(K) such that for all µ ∈ Ω, for all
x ∈ A, hµ(x) ≤ s. That is, for all µ ∈ Ω, for all h > s, Eµ(h) ∩ A = ∅.
Remark 2.1. Let a ∈ K. For all h > 0 the set Λh(a) = {µ ∈ M(K); hµ(a) = h}
is of empty interior. Indeed, if not then using the dense Gδ set Ω(a) we get Λh(a)∩
Ω(a) 6= ∅ which is impossible.
Let E a non-empty bounded subset or Rd let Nr(E) be the largest number of
disjoint balls of radius r with centers in E. The upper box-counting dimension of
E is defined as
dimBE = lim sup
r→0
logNr(E)
− log r .
Already we can prove the following result.
Theorem 2.2. Let K be a closed set of Rd let s = dimBK. Then, there exists a
Gδ set Ω of M(K) such that for all µ ∈ Ω, for all x ∈ K, hµ(x) ≤ s. That is, for
all µ ∈ Ω, for all h > s, Eµ(h) = ∅.
2.1. Proof of Theorem 2.1. In the sequel, we will always denote by B(x, r) (resp.
B(x, r)) the open (resp. closed) ball of center x ∈ X and radius r, where X any
metric space.
1) Let a ∈ K and s > 0. Let (νn) be a dense sequence in M(K). Let (dn)n be
a decreasing sequence to 0.
Let θ >
2
s
. Put βn =
1
log |log dn| . We consider the following sequences αn = d
βn
n ,
rn = d
θs
n , cn = d
θ
2
s
n . Remark that all the sequences are decreasing to 0.
Denote by
µn = αnδa + (1 − αn)νn
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where δa is the Dirac mass at a. Since ρ(µn, νn) ≤ 2αn →
n→+∞ 0, the sequence
(µn)n is dense in M(K).
Now put
ΩN (a) =
⋃
k≥N
B(µk, rk) and Ω(a) =
+∞⋂
N=1
ΩN .
Ω(a) is a Gδ set in M(K) since for all N , ΩN (a) is a dense open set.
Let µ ∈ Ω. There exists an increasing sequence (mn) of integers such that for
all n,
ρ(µ, µmn) ≤ rmn .
Since 0 < cn ≤ dn, we can construct a Lipschitz function fn which satisfies
0 ≤ fn(y) ≤ cn for all y and fn(y) = cn for all y ∈ B(a, dn
2
) and fn(y) = 0
for all y /∈ B(a, dn) and such that Lip(f) ≤ 1. (For example we can consider
the restriction to K of the function f : Rd → R, f(y) = cn if ‖y − a‖ ≤ dn
2
;
f(y) = −2 cn
dn
‖y − a‖+ 2cn if dn
2
< ‖y − a‖ ≤ dn; f(y) = 0 if ‖y − a‖ > dn).
We have,
(2)
∫
fmndµ ≤ cmnµ(B(a, dmn)).
In other part, using the property of the function f we get for all n∫
fmndµmn ≥ αmn
∫
fmndδa
≥ αmn
∫
B(a,
dmn
2
)
fmndδa
= αmncmn .(3)
We have ρ(µ, µmn) ≤ rmn , thus using (2) and (3), for all n
cmnµ(B(a, dmn)) ≥
∫
fmndµ
≥
∫
fmndµmn − ρ(µ, µmn)
≥ αmncmn − rmn(4)
then by (4)
µ(B(a, dmn)) ≥ αmn −
rmn
cmn
= d
βmn
mn − d
θ
2
s
mn
= d
βmn
mn (1− d
θ
2
s−βmn
mn )
Then for n sufficiently large we get
µ(B(a, dmn)) ≥
1
2
d
βmn
mn .
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Finally
hµ(a) = lim inf
r→0
log µ(B(a, r))
log r
≤ lim inf
n→+∞
logµ(B(a, dmn))
log dmn
≤ lim
n→+∞βmn = 0.
This finish the proof of the first point.
2) Now we must construct a dense Gδ set of M(K) which is independent of a ∈ A.
Let (νn) be a dense sequence in M(K). Let ν = 1
γ(K)
γxK , (remark that since
Θs∗(K, a, λ) > 0 for some point a then λ(K) > 0).
Let (αn)n be a sequence decreasing to 0. Denote by
µn = αnν + (1 − αn)νn.
Since ρ(µn, νn) ≤ 2αn →
n→+∞ 0, the sequence (µn)n is dense in M(K).
Let θ > 1+
2
s
. We consider the following sequences dn = exp
(
− 1
αn
)
, rn = d
θs
n
and cn = d
θ−1
2
s
n . All the defined sequences are decreasing to 0. Remark that
αn = d
βn
n with lim
n→∞βn = 0.
Now we set
ΩN =
⋃
k≥N
B(µk, rk) and Ω =
+∞⋂
N=1
ΩN .
Ω is a Gδ set in M(K) since for all N , ΩN is a dense open set.
Let µ ∈ Ω. There exists an increasing sequence (mn) of integers such that for
all n,
ρ(µ, µmn) ≤ rmn .
Let a ∈ A. By our hypothesis, there exist c > 0 and v > 0, such that
(5) if 0 < r < v, ν(B(a, r)) ≥ crs.
Let fn be the Lipschitz function as constructed in the first point of the theorem
associated to the newer sequences (cn) and (dn).
We get for all n,
(6)
∫
fmndµ ≤ cmnµ(B(a, dmn)).
In other part, using the property of the function f we get for all n such that
dn ≤ v, ∫
fmndµmn ≥ αmn
∫
fmndν
≥ αmn
∫
B(a,
dmn
2
)
fmndν
= αmncmnν
(
B(a,
dmn
2
)
)
≥ c′αmncmndsmn .(7)
Then by (6) and (7) we get
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µ(B(a, dmn)) ≥ c′αmndsmn −
rmn
cmn
= c′dβmn+smn − d
θ+1
2
s
mn
= d
βmn+s
mn (c
′ − d
θ−1
2
s−βmn
mn )
Then for n sufficiently large we get
µ(B(a, dmn)) ≥
c′
2
d
βmn+s
mn .
Finally
hµ(a) = lim inf
r→0
logµ(B(a, r))
log r
≤ lim inf
n→+∞
logµ(B(a, dmn))
log dmn
≤ lim
n→+∞ s+ βmn = s.
This finish the proof of the second point.
2.2. Proof of Theorem 2.2. For all n ∈ N, we put Ln = N2−n(K) and let
a1,n, . . . , aLn,n be Ln points of K such that for i 6= j
B(ai,n, 2
−n) ∩B(aj,n, 2−n) = ∅.
Let αn = 2
−√n. Let (νn) be a dense sequence inM(K). We consider the probability
measures
Πn = L
−1
n
Ln∑
i=1
δai,n
and
µn = αnΠn + (1− αn)νn.
Since ρ(µn, νn) ≤ 2αn →
n→+∞ 0, the sequence (µn)n is dense in M(K).
Now put rn = 2
−(s+2)n. We set
ΩN =
⋃
k≥N
B(µk, rk) and Ω =
+∞⋂
N=1
ΩN .
Ω is a Gδ set in M(K) since for all N , ΩN is a dense open set.
Let µ ∈ Ω. There exists an increasing sequence (mn) of integers such that for
all n,
ρ(µ, µmn) ≤ rmn .
Let x ∈ K. Since Lmn is the largest number of disjoint balls of radius 2−mn with
centers in K then there exists i ∈ {1, . . . , Lmn} such that
B(x, 2−mn) ∩B(ai,mn , 2−mn) 6= ∅.
Thus ai,mn ∈ B(x, 22−mn).
Let fn ∈ Lip(K) such that for all y ∈ B(x, 22−mn), fn(y) = 2−mn , for all
y /∈ B(x, 42−mn), fn(y) = 0 and 0 ≤ fn ≤ 2−mn .
We get for all n,
(8)
∫
fndµ ≤ 2−mnµ(B(x, 42−mn)).
In other part, using the property of the function fn we get for all n,
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∫
fndµmn ≥ αmn
∫
fndΠmn
≥ αmn
∫
B(x,22−mn)
fndΠmn
≥ αmnL−1mn
∫
B(x,22−mn )
fndδai,mn
= αmn2
−mnL−1mn .
Let t such that dimBK = s < t < s + 1. Then there exists v > 0 such that for
all 0 < r < v,
Nr(K) < r
−t.
Thus, for n sufficiently large such that 2−mn < v we get L−1mn > 2
−tmn . Then
(9)
∫
fndµmn ≥ αmn2−mn2−tmn .
We have ρ(µ, µmn) ≤ rmn , thus using (8) and (9), we get for n sufficiently large
2−mnµ(B(x, 42−mn)) ≥
∫
fndµ
≥
∫
fndµmn − ρ(µ, µmn)
≥ αmn2−mn2−tmn − rmn(10)
then by (10)
µ(B(x, 42−mn)) ≥ αmn2−tmn − 2mnrmn
= 2
−tmn(1+ 1t√mn ) − 2−(s+1)mn
= 2
−tmn(1+ 1t√mn )(1 − 2(t−(s+1))mn+
√
mn)
lim
n→+∞(t− (s+ 1))mn +
√
mn = −∞, then for n sufficiently large we get
µ(B(x, 42−mn)) ≥ 1
2
2
−tmn(1+ 1t√mn ).
Finally
hµ(x) = lim inf
r→0
logµ(B(x, r))
log r
≤ lim inf
n→+∞
logµ(B(x, 42−mn))
log 42−mn
= lim inf
n→+∞
logµ(B(x, 42−mn))
log 2−mn
≤ lim
n→+∞ t+
1√
mn
= t.
Then, for all t such that s = dimBK < t < s + 1, we have hµ(x) ≤ t. Thus
hµ(x) ≤ s.
We conclude that for all µ ∈ Ω, for all x ∈ K, hµ(x) ≤ s.
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3. The mulitifractal spectrum of typical measures on self-similar
sets
In this section we focus on the special case where the compact K is a self-similar
set. We recall the definition of such set and some related metric facts that will be
useful for our purpose.
3.1. Recalls on self-similar sets. We refer the reader to [7], [8], [10] for more
properties of self-similar sets.
By Rd, d ≥ 1, we denote the d−dimensional Euclidean space, by B(x, r) the
balls {y : |x− y| < r}, x ∈ Rd, r > 0, | | the canonical Euclidean norm. Let
S = {S1, · · · , Sp} be a given set of contractive similitudes, that is
(11) |Si(x) − Si(y)| = αi |x− y|
i = 1, . . . , p, where we assume that 0 < α1 ≤ · · · ≤ αp < 1. We will call briefly
Si an αi−similitude.
We use the classical following notations: For n ∈ N∗ we note An = {i = i1 · · · in :
∀ k ∈ {1, ..., n}, ik ∈ {1, ..., p}} the sets of words of length n in the alphabet
{1, ..., p}. A∗ =
⋃
n≥1
An. Finally A = {i = i1 · · · ik · · · : ik ∈ {1, ..., p}} the set of
infinite words.
Without confusion we note in bold characters the elements of A and A∗. For
i = i1 · · · in ∈ An, we set |i| = n the length of i. For i ∈ A and n ≥ 1, we note
i[n] = i1 · · · in.
If i = i1 · · · in ∈ An, then Si := Si1 ◦ · · · ◦ Sin is a contraction with ratio
αi = αi1 · · · αin . If T is any subset of Rd, then Ti = Si(T ) with the convention
T∅ = T and S∅ =Id. Particularly, for i ∈ An Ki is called an n−complex.
We say that the self similar K satisfy the open set condition, if there exists an
open set U such that for all i ∈ {1, · · · , p},
Si(U) ⊂ U and Si(U) ∩ Sj(U) = ∅ if i 6= j.
Let R > 0. We set
I(R) =
{
i = i1 · · · in ∈ A∗ : αi ≤ R < αi[n−1]
}
.
Let s the real defined by
p∑
k=1
αsk = 1.
Under the open set condition we have dimH(K) = s and 0 < Hs(K) < +∞ where
Hs is the s−Hausdorff measure (see for example [4]). We set
λ =
1
H(K)H
s
xK.
In the sequel we denote by ♯A the cardinality of the set A.
We gather the useful properties for us in the following proposition (see [10], [13].
Some results are also in the proof of the Theorem 9.3 in [4]).
Proposition 3.1. We assume that the open set condition is satisfied with the open
set U . Let s = dimH(K).
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(1) There exist two constants c1, c2 > 0, such that for all R > 0,
c1R
−s ≤ ♯I(R) ≤ c2R−s.
(2) For all R > 0, ∑
i∈I(R)
αi = 1.
(3) There exist two constants c1, c2 > 0 such that for all R > 0, for all x ∈ K
c1R
s ≤ λ (B(x,R)) ≤ c2Rs.
(4) Let R > 0.
(a) K =
⋃
i∈I(R)
Ki.
(b) For all i, j ∈ I(R) such that i 6= j, we have
Ui ∩ Uj = ∅ and λ (Ki ∩Kj) = 0.
3.2. Proof of Theorem 1.1. Let K be a self-similar set associated to the system
S = {S1, · · · , Sp} of αi−simiitudes satisfying the open set condition, where we
assume that 0 < α1 ≤ · · · ≤ αp < 1. We adopt the notations of the previous
section. Denote by s = dimHK.
Since s = dimBK, then by Theorem 2.2, we know that there exists a Gδ set Ω
′
of M(K) such that for all µ ∈ Λ, for all x ∈ K, hµ(x) ≤ s.
To achieve the proof of the Theorem 1.1, we will prove that there exists a Gδ set
Ω′′ of M(K) such that for all µ ∈ Ω′′, for all h ∈]0, s], dµ(h) = h. Then to recover
h = 0, we fix any point x0 ∈ K and we consider the Gδ set Ω(x0) associated to x0
in Theorem 2.1. We consider finally Ω = Ω′ ∩ Ω′′ ∩ Ω(x0) which stills a Gδ set of
M(K).
Remark 3.1. In our proofs many constants will appear with no importance. To
relieve the work, we will sometimes denote the constants by the same letter between
consecutive inequalities even if the constants are different.
We adopt the same approach of [2] with suitable modifications.
For any i ∈ I(2−JN ) we pick an xi ∈ Ki. The family of point
⋃
N
{
xi : i ∈ I(2−JN )
}
will be fixed in the rest of the paper.
We define the following probability measure
λn =
∑
i∈I(2−Jn )
αsi δxi
where δxi is the Dirac mass at the point xi. λn is probability measure since∑
i∈I(2−Jn)
αsi = 1 (see Proposition 3.1), and is supported by K.
Let βn =
Jn
n
and we denote by
µn = βnλn + (1− βn)νn
the sequence (µn)n is dense sequence in M(K) since ̺(µn, νn) ≤ 2βn.
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Definition 3.1. Let n ∈ N∗. We introduce
Ωn =
⋃
k≥n
B(µk, 2
−sJ2k) and Ω′′ =
⋂
n≥1
Ωn
Ω′′ is a Gδ set of M(K).
Let µ ∈ Ω′′ be fixed. There exists a sequence (JNp)p≥1 such that for all p,
̺(µ, µNp) < 2
−sJ2Np .
Definition 3.2. Let θ ≥ 1. Let us introduce the set of points
Λθ,p =
⋃
i∈I(2−JNp )
B(xi, 2
−θJNp ) ∩K.
and then let us define
Λθ =
⋂
P≥1
⋃
p≥P
Λθ,p.
Lemma 3.1. Let ǫ > 0. There exist pǫ and c > 0, such that for all p ≥ pǫ and for
all x ∈ Λθ,p,
(12) µ(B(x, 22−θJNp )) ≥ c2−s(1+ǫ)JNp .
Proof. Let ǫ > 0 and x ∈ Λθ,p. Then there exists i ∈ I(2−JNp ) such that xi ∈
B(x, 2−θJNp ). Thus
µNp(B(x, 2
−θJNp )) ≥ βNpαsi ≥ c1βNp2−sJNp = c12−s(1+
1
sNp
)JNp ≥ c12−s(1+ǫ)JNp
for p so large that
1
sNp
< ǫ.
Let fθ,p be a lipschitz function on K with f ∈ Lip(K) such that for all z ∈
B(x, 2−θJNp ), fθ,p(z) = 2−θJNp , for all z /∈ B(x, 22−θJNp ), fθ,p(z) = 0, and 0 ≤
fθ,p ≤ 2−θJNp . By construction,∫
fθ,pdµ ≤ 2−θJNpµ(B(x, 22−θJNp ))
and ∫
fθ,pdµNp ≥ c12−θJNp2−s(1+ǫ)JNp
thus
2−θJNpµ(B(x, 22−θJNp )) ≥
∫
fθ,pdµ
≥
∫
fθ,pdµNp − ̺(µ, µNp)
≥ c12−θJNp2−s(1+ǫ)JNp − 2−sJ
2
Np
when p is sufficiently large
2
−sJ2Np ≤ 1
2
c12
−θJNp2−s(1+ǫ)JNp
thus there exists pǫ such that for all p ≥ pǫ,
µ(B(x, 22−θJNp )) ≥ 1
2
c12
−s(1+ǫ)JNp .
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
Proposition 3.2. Let θ ≥ 1 and x ∈ Λθ. Then hµ(x) ≤ s
θ
.
Proof. If x ∈ Λθ, then (12) is satisfied for infinite number of integer p. Hence, for
all ǫ > 0, there is a sequence of infinite real numbers (rp) decreasing to 0 such that
for all p
µ(B(x, 2rp)) ≥ cr
s
θ
(1+ǫ)
p
this implies that hµ(x) ≤ s
θ
(1 + ǫ) for all ǫ > 0, the result follows. 
Proposition 3.3. For all θ ≥ 1, dimHΛθ ≤ s
θ
.
Proof. The result is obvious when θ = 1, since Λ ⊂ K and dimH(K) = s.
Let θ > 1 and t >
s
θ
. For all P ≥ 1, Λθ is covered by
⋃
p≥P
Λθ,p. Hence, for any
δ > 0 and using the fact that ♯I(R) ≤ cR−s (see [13]) we obtain
Htδ(Λθ) ≤ Htδ
⋃
p≥P
Λθ,p

≤
∑
p≥P
∑
i∈I(2−JNp )
∣∣B(xi, 2−θJNp )∣∣t
≤ c
∑
p≥P
2−tθJNp ♯I(2−JNp )
≤ c
∑
p≥P
2−tθJNp2sJNp
since t >
s
θ
, this series is convergent. Hence, Htδ(Λθ) ≤ c lim
P→∞
∑
p≥P
2−tθJNp2sJNp =
0. Thus, Ht(Λθ) = lim
δ→0
Htδ(Λθ) = 0. This implies that dimH(Λθ) ≤ t for all t >
s
θ
,
then we conclude. 
Let m be any Borel measure on K. The Hausdorff dimension of m is defined by
dimHm = inf {dimHE : E ⊂ K, m(E) > 0} .
When m(E) > 0 then dimHE ≥ dimHm. In other words,
(13) if dimHE < dimHm, then m(E) = 0.
As in [2] we have the following result
Theorem 3.1. For every θ ≥ 1, there is a measure mθ supported in Λθ, a constant
C > 0 and a positive sequence (ηp) decreasing to 0 such that for every Borel set B,
(14) if |B| ≤ ηp, mθ(B) ≤ C |B|
s
θ
− 2
p−1 .
In particular, dimHmθ ≥ s
θ
.
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Proof. We will construct a suitable Cantor set Cθ included in Λθ and a measure mθ
supported on Cθ with monofractal behaviour.
We suppose that the sequence (JNp) is sufficiently rapidly decreasing. Precisely,
assume that
(15) JNp+1 > max((p+ 1)θJNp , e
JNp ).
The following lemma will be useful for us to control the cardinality of some sets
of balls.
Lemma 3.2. Let R > 0, i ∈ I(R). For every c > 0, there exists M ∈ N∗
independent of R such that
(16) ♯
{
j ∈ I(R); B(xi, cR) ∩B(xj, cR) 6= ∅
} ≤M.
Proof. In the sequel we denote by λ the measure associated to the self similar K,
see Proposition 3.1 for its properties.
Denote by
Ti = ♯
{
j ∈ I(R); B(xi, cR) ∩B(xj, cR) 6= ∅
}
.
Since B(xi, cR) ∩ B(xj, cR) 6= ∅ and |Kj| = |K|αi ≤ |K|R then there exists a
constant a independent of R such that
Kj ⊂ B(xi, aR).
Hence
Ti ≤ ♯ {j ∈ I(R) : Kj ⊂ B(xi, aR) ∩K} .
It follows that
λ
 ⋃
j; Kj⊂B(xi,aR)
Kj
 ≤ λ (B(xi, aR) ∩K) ≤ cRs.
Since for j 6= j′ ∈ I(R) λ (Kj ∩Kj′) = 0, we obtain∑
j∈I(R): Kj⊂B(xi,aR)
λ(Kj) ≤ cRs.
We know that for all j ∈ I(R), c′Rs ≤ λ(Kj), which gives
c′♯ {j ∈ I(R) : Kj ⊂ B(xi, aR) ∩K}Rs ≤ cRs.
Then
♯ {j ∈ I(R) : Kj ⊂ B(xi, aR) ∩K} ≤ c
c′
.
Since Ti ≤ ♯ {j ∈ I(R) : Kj ⊂ B(xi, aR) ∩K} we get the desired result. 
Denote by F˜1 a set formed by the largest number of disjoint balls B(xi, 2
−JN1 ),
i ∈ I(2−JN1 ). We denote by
D1 =
{
i ∈ I(2−JN1 ) : xi is a center of ball in F˜1
}
.
Then, we set
F1 =
{
B(xi, 2
−θJN1 ) ∩K : i ∈ D1
}
.
We denote by ∆1 = ♯F1. Remark that ♯F1 = ♯F˜1. Using the Lemma 3.2, we get
♯I(2−JN1 )
M
≤ ∆1 ≤ ♯I(2−JN1 ).
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Hence
c
2sJN1
M
≤ ∆1 ≤ c′2sJN1 .
We define a probability measure m1 by giving the value m1(V ) =
1
∆1
for each
element V ∈ F1 and then we extend m1 to a Borel probability measure on the
algebra generated by F1, i.e. on σ(V : V ∈ F1).
Assume that we have constructed F1, . . . , Fp, p ≥ 1 and a measure mp on the
algebra σ(V : V ∈ Fp). Let V ∈ Fp. There exists i ∈ I(2−JNp ) such that
V = B(xi, 2
−θJNp ) ∩K.
Let rp = 2
−θJNp − |K| 2−JNp+1 . We have 1
2
2−θJNp ≤ rp ≤ 2−θJNp . Let us
consider
Dp,i =
{
j ∈ I(2−JNp+1 ) : Kj ∩B(xi, rp) 6= ∅
}
.
Lemma 3.3. There exist two constants c1, c2 > 0 such that for all p
(17) c12
−sθJNp2sJNp+1 ≤ ♯Dp,i ≤ c22−sθJNp2sJNp+1 .
Proof. Recall that K =
⋃
j∈I(2−JNp+1 )
Kj. Then,
B(xi, rp) ∩K =
⋃
j∈I(2−JNp+1 )
B(xi, rp) ∩Kj
=
⋃
j∈Dp,i
B(xi, rp) ∩Kj
thus
λ (B(xi, rp) ∩K) = λ
 ⋃
j∈Dp,i
B(xi, rp) ∩Kj

≤
∑
j∈Dp,i
λ(Kj)
≤ c♯Dp,i2−sJNp+1
But λ (B(xi, rp) ∩K) ≥ c′rsp ≥ c′′2−sθJNp , hence there exists c1 such that
c12
−sθJNp2sJNp+1 ≤ ♯Dp,i.
In the other hand, for j ∈ Dp,i, Kj ∩ B(xi, rp) 6= ∅, this implies that Kj ⊂
B(xi, 2
−θJNp ) (since |Kj| ≤ |K| 2−JNp+1 ). Thus,⋃
j∈Dp,i
Kj ⊂ B(xi, 2−θJNp ) ∩K
hence
λ
 ⋃
j∈Dp,i
Kj
 ≤ λ (B(xi, 2−θJNp ) ∩K)
≤ c2−sθJNp
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But, λ
 ⋃
j∈Dp,i
Kj
 = ∑
j∈Dp,i
λ (Kj) (since λ (Kj ∩Kj′) = 0 for j 6= j′ ∈ I(2−JNp+1 )).
Thus ∑
j∈Dp,i
λ (Kj) ≤ c2−sθJNp
but ∑
j∈Dp,i
λ (Kj) ≥ c′♯Dp,i2−sJNp+1
thus, there exists c2 such that
♯Dp,i ≤ c22−sθJNp2sJNp+1 .

Let us define the set F˜p+1(V ) formed by the largest number of ballsB(xj, 2
−θJNp+1 ) :
j ∈ Dp,i such that if j 6= j′ ∈ Dp,i we have
B(xj, 2
−JNp+1 ) ∩B(xj′ , 2−JNp+1 ) = ∅.
Then, we set
Fp+1(V ) =
{
U ∩K : U ∈ F˜p+1(V )
}
.
Remark that for all U ∈ Fp+1(V ), U ⊂ V = B(xi, 2−θJNp ) ∩K.
We have the following lemma
Lemma 3.4. There exist two constants c′1, c
′
2 > 0 such that for all p
(18) c′12
−sθJNp2sJNp+1 ≤ ♯Fp+1(V ) ≤ c′22−sθJNp2sJNp+1 .
Proof. We have ♯Fp+1(V ) = ♯F˜p+1(V ). Since ♯F˜p+1(V ) ≤ ♯Dp,i, we get obviously
the second inequality.
Using the lemma 3.2 we can pick at least
c′
M
♯Dp,i element of F˜p+1(V ) such that
the balls of radius 2−JNp are disjoint. Since F˜p+1(V ) is of largest cardinality then
we conclude that
c′
M
♯Dp,i ≤ F˜p(V )
and then we get the first inequality by using the lemme 3.3. 
Now we define Fp+1 =
⋃
V ∈Fp
Fp(V ). We define a probability measure mp+1
by giving the mass mp+1(U) =
mp(V )
♯Fp+1(V )
, where V is the unique element of Fp
containing U . We extend then mp+1 to σ(U : U ∈ Fp+1).
Finally we set
Cθ =
⋂
p≥1
⋃
V ∈Fp
V.
By the Kolmogorov extension theorem, (mp)p≥1 converges weakly to a Borel proba-
bility measure mθ supported on Cθ and such that for every p ≥ 1, for every V ∈ Fp,
mθ(V ) = mp(V ).
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3.2.1. Hausdorff dimension of Cθ and mθ. As is [2] we first prove that mθ has an
almost monofractal behavior on set belonging to
⋃
p
Fp.
Lemma 3.5. When p is sufficiently large, for every V ∈ Fp
(19) 2−sJNp(1+
1
p
) ≤ mθ(V ) ≤ 2−sJNp(1− 2p )
and
(20) |V | sθ+ 1|log|V || ≤ mθ(V ) ≤ |V |
s
θ
− 1|log|V || .
Proof. Let V ∈ Fp. We denote ∆p+1(V ) = ♯Fp+1(V ) (recall that Fp+1(V ) is the
set of element of Fp+1 included in V ). For k ≤ p denote by Vk the unique element
in Fk containing V . By construction of the measure mθ we obtain
mθ(V ) =
(
p∏
k=1
∆k(Vk−1)
)−1
.
Using Lemma 3.4, there exist two constants c′1, c
′
2 > 0 such that
c′12
−sθJNk2sJNk−1 ≤ ∆k(Vk−1) ≤ c′22−sθJNk−12sJNk
by (15) and the fact that 2−sθJNk−1 ≤ 1 we get
c′12
sJNk (1− 1k ) ≤ ∆k(Vk−1) ≤ c′22sJNk .
Hence
(c′2)
−p
(
p∏
k=1
2sJNk
)−1
≤ mθ(V ) ≤ (c′1)−p
(
p∏
k=1
2sJNk (1−
1
k
)
)−1
.
Recalling that by (15), JNk > e
JNk−1 for every k, thus
lim
p→+∞
p
JNp
(
p
log c′2
s log 2
+
p−1∑
k=1
JNk
)
= 0
(since
p−1∑
k=1
JNk ≤ (p−1)JNp−1 ≤ (JNp−1)2, we get
p
∑p−1
k=1 JNk
JNp
≤ p(JNp−1)2e−JNp−1 ≤
(JNp−1)
3e−JNp−1 →
p→+∞ 0). Thus there exists p1 such that for all p ≥ p1,
(c′2)
−p
(
p−1∏
k=1
2sJNk (1−
1
k
)
)−1
≥ 2− spJNp
hence, for all p ≥ p1,
2−sJNp(1+
1
p
) ≤ mθ(V ).
As previously, lim
p→+∞
p
JNp
(
p
log c′1
s log 2
+
p−1∑
k=1
JNk(1−
1
k
)
)
= 0. Thus there exists
p2 such that for all p ≥ p2
(c′1)
−p
(
p−1∏
k=1
2sJNk (1−
1
k
)
)−1
≤ 2 spJNp
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hence for all p ≥ p2
mθ(V ) ≤ 2−sJNp (1−
2
p
).
To prove (20), remark that for all V ∈ Fp, |V | ≈ 2−θJNp (where ≈ means that
the ratio of the two quantities is bounded from below and above by two positives
constants independents of p ). Then, p = o(|log |V ||). Thus (19) yields (20). 
Now we extend (20) to all Borel subsets of K.
Lemma 3.6. There is two positive sequences (ηp)p, decreasing to 0 and a constant
C > 0 such that for any Borel set B ⊂ K with |B| ≤ ηp we have
(21) mθ(B) ≤ |B|
s
θ
− 2
p−1 .
Proof. We follow the same ideas of [2]. Let ηp = 2
−JNp . Let B be a Borel set such
that B ⊂ K with |B| < ηp. Let q ≥ p+ 1 the unique integer such that
2−JNq ≤ |B| < 2−JNq−1 .
Since for all V, V ′ ∈ Fq−1, V = B(xj, 2−θJNq−1 )∩K, V ′ = B(xj′ , 2−θJNq−1 )∩K,
we have B(xj, 2
−JNq−1 )∩B(xj′ , 2−JNq−1 ) = ∅ then B intersect at most C elements
of Fq−1, where C is a constant independent of p.
Let us distinguish two cases
• 2−θJNq−1 ≤ |B| < 2−JNq−1 : if B dont intersect no one of Fq−1 then mθ(B) = 0.
Otherwise, denoting by V any one of Fq−1 intersecting B. Using (19) we have
mθ(B) ≤ Cmθ(V ) ≤ C2−sJNq−1 (1−
2
q−1 )
≤ C |B| sθ (1− 2q−1 ) ≤ |B| sθ (1− 2p−1 ) .
• 2−JNq ≤ |B| < 2−θJNq−1 : Let V ∈ Fq−1 that intersect B (if there is no such
one then mθ(B) = 0). We have proved that for any U ∈ Fq, such that U ⊂ V ,
mθ(U) =
mθ(V )
∆q(V )
.
By Lemma 3.4 we have ∆q(V ) ≥ c′12−sθJNq−12sJNq , then
(22) mθ(U) ≤ 1
c′1
mθ(V )2
sθJNq−1−sJNq .
In the other hand, since B is within a ball of side length C |B|, where C ≥
max{2, |K|}, the number of elements of Fq that intersectingB is less than c |B|s 2sJNq .
Indeed, B ⊂ B′ where B′ is a ball of side length C |B|. If U = B(xj, 2−θJNq )∩K
such that U ∩ B 6= ∅, then Kj ⊂ B′ (since |Kj| ≤ |K| 2−JNq and then Kj ⊂
B(xj, |K| 2−JNq ) ⊂ B′). Denote by L the set of U ∈ Fp such that U ∩ B = ∅ and
S the set of j ∈ I(2−JNq ) such that Kj ⊂ B′, for all such j we have Kj ⊂ B′ ∩K.
We have ♯L ≤ ♯S. But
λ
⋃
j∈S
Kα
 ≤ λ (B′ ∩K) ≤ c |B′|s ≤ c′ |B|s
since
λ
⋃
j∈S
Kα
 =∑
j∈S
λ (Ki) ≥ c′′♯S2−sJNq
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we get
♯L ≤ ♯S ≤ c |B|s 2sJNq .
Hence, gathering all the estimation above and the fact that |B|− 1θ > 2JNq−1 we
get
mθ(B) ≤
∑
U∈L
mθ(U)
≤ c′ |B|s 2sJNqmθ(V )2sθJNq−1+sJNq ≤ C |B|s 2sθJNq−1mθ(V )
≤ C |B|s 2sθJNq−12−sJNq−1 (1− 2p−1 ) ≤ C |B|s 2sJNq−1 (θ−1+ 2q−1 )
≤ C |B|s |B|− 1θ s(θ−1+ 2q−1 ) ≤ C |B| sθ (1− 2p−1 ) .

Already we have all the ingredients to finish the proof of Theorem 1.1 with the
same way as in [2] by considering the sets
E˜µ(h) = {x ∈ K : hµ(x) ≤ h} =
⋃
h′≤h
Eµ(h).
For safe completeness we recover their idea.
Proposition 3.4. For any h ∈]0, s], dµ(h) = h.
Proof. Let h ∈]0, s], and θ = s
θ
.
A standard result claim that for all h ≥ 0,
(23) dimHE˜µ(h) ≤ min {h, d} .
Then, by Proposition 3.2, Λθ ⊂ E˜µ(h). Let us write
Λθ = (Λθ ∩ Eµ(h))
⋃⋃
n≥1
Λθ ∩ E˜µ(h− 1
n
)
 .
Now, consider the measure mθ provided by Theorem 3.1 which is supported by the
Cantor set Cθ ⊂ Λθ. We have then
mθ(Λθ) ≥ mθ(Λθ) > 0.
By (23), for any n ≥ 1, dimH
(
Λθ ∩ E˜µ(h− 1
n
)
)
≤ h − 1
n
< h. Since dimHmθ ≥
s
θ
= h, then by property (13) we deduce that mθ
(
Λθ ∩ E˜µ(h− 1
n
)
)
= 0.
Then, we get mθ(Λθ) = mθ (Λθ ∩ Eµ(h)) > 0. Hence, again by property (13)
dimHEµ(h) ≥ dimHΛθ ∩ Eµ(h) ≥ s
θ
= h.
Finally, the upper bound results from the inclusion Eµ(h) ⊂ E˜µ(h). This finish the
proof of the Proposition 3.4. 
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It remains the case h = 0.
Let x0 ∈ K any fixed point. By Theorem 2.1, there exists a Gδ set Ω(x0) of
M(K) such that for all µ ∈ Ω(x0), hµ(x0) = 0. Thus, for all µ ∈ Ω(x0), x0 ∈ Eµ(0).
Hence, for all µ ∈ Ω(x0), Eµ(0) 6= ∅. Thus, for all µ ∈ Ω(x0), dimHEµ(0) ≥ 0. As
already we have the upper bound, then for all µ ∈ Ω(x0), dimHEµ(0) = 0.
Consider Ω = Ω′∩Ω′′∩Ω(x0). Ω is a Gδ set ofM(K) and for all µinΩ, µ satisfy
all the points of Theorem 1.1.
It remains for us to show that any µ ∈ Ω satisfies the multifractal formalism.
Let µ ∈ M(K). We denote by Nj(K), the number of cubes of Gj that intersect
K. By the concavity of t 7→ tq, for q ∈ [0, 1], we have for any q ∈ [0, 1]∑
Q∈Gj ,µ(Q) 6=0
µ(Q)q =
∑
Q∈Gj ,K∩Q6=∅
µ(Q)q
≤ Nj(K)
 1
Nj(K)
∑
Q∈Gj ,K∩Q6=∅
µ(Q)
q = Nj(K)1−q.
Thus, for all q ∈ [0, 1]
τµ(q) = lim inf
j→+∞
−
log
∑
Q∈Gj ,µ(Q) 6=0 µ(Q)
q
j log 2
≥ (q − 1) lim sup
j→∞
logNj(K)
j log 2
= (q − 1)dimB(K) = (q − 1)s.
Let µ ∈ Ω. From (12) it follows that for all h ∈ [0, s],
(24) dµ(h) = h ≤ (τµ)∗ (h) ≤ inf
q∈[0,1]
(qh− τµ(q)).
Hence, for all h ∈ [0, s], for all q ∈ [0, 1], τµ(q) ≤ (q − 1)h. In particular, for h = s,
for all q ∈ [0, 1], τµ(q) ≤ (q−1)s. As we already have the lower bound, we conclude
that for all q ∈ [0, 1], τµ(q) = (q − 1)s. Then, for all h ∈ [0, s],
inf
q∈[0,1]
(qh− τµ(q)) = h = dµ(h).
Thus, the inequalities of (24) turn to be equalities. Hence, for all h ∈ [0, s],
dµ(h) = h = (τµ)
∗
(h).

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