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1 INTRODUCTION 
1.1 Background of the study 
The decades after World War II have witnessed a rapid increase in the number of 
computer models to support the policy making process. In the early days of com-
puter modeling for policy support the use of computer models was limited to what 
is generally called operational problems, and their application was mainly in 
business environments (e.g. problems related to inventory control). Rapidly, how-
ever, models came to be applied in various other settings and also more on the 
tactical and strategic levels of decision making (Majone, 1985). Currently a host of 
computer models is being used routinely for policy making and planning, not 
only in business but also in government organizations. The most notable example 
of the latter is the use of econometric models in socio-economic policy making. 
However, there are also numerous applications of computer models in such 
diverse fields as health care, educational planning, energy forecasting, environ-
mental policy making etc. We can safely conclude that computer models have 
found their way in the policy process. 
Because of this widespread use of computer models one might be inclined to 
believe that much policy making is firmly based on the results of computer model 
studies. However, the available literature on this topic clearly suggests the oppo-
site. Various authors have studied the impact of computer models and seem to 
doubt their effect on policy making. Some of them even profoundly question the 
usefulness of models in the policy process. Particularly in the early 1970s the 
application of computer models in (public) policy making has been seriously 
attacked (cf. Hoos, 1972; Lee, 1973). Lee's article bears the significant title: 
'Requiem for large scale models', a statement that leaves little room for ambigui-
ty. Other authors who have studied the impact records of computer models also 
seem rather sceptical (see for instance Brewer, 1973; Greenberger et al., 1976; 
Watt, 1977; House, 1982; Meadows et al., 1982; Meadows and Robinson, 1985; De 
Man, 1987). 
It is intriguing to observe that on the one hand computer models for policy sup-
port abound in policy making settings, while on the other hand their actual 
impact on policy making is considered to be limited. 
The above mentioned problem of the impact of computer models on policy making 
is the central focus of this study. We will primarily concentrate on the impact of 
computer models with regard to complex, ill-defined policy problems, i.e. prob-
lems that involve many different aspects and variables that are interconnected in 
various, often unknown, ways. Moreover, what is known about these problems is 
not only limited, but the available information is frequently scattered over many 
different sources. 
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The impact issue will be discussed from three different, but related perspectives. 
The first perspective is historical in nature and will form the point of departure 
for our study. It concentrates on the history of the impact of computer models on 
policy making with respect to complex policy problems. This will be done by pre-
senting a review of the literature on this subject. This historical review will reveal 
that the ideas and opinions about the role of computer models as policy support 
systems have undergone substantial change during the last few decades. 
The second viewpoint from which we will deal with model impact, has a more 
normative character. It will concentrate on a number of factors that promote or 
inhibit the use of the results of model studies for policy making as well as 
recommendations to improve the effectiveness of computer policy modeling for ill-
understood policy problems. 
Most recommendations, and certainly the most important ones, point towards a 
profoundly different way of conducting a modeling study of complex, ill-defined 
problems. As we will show, a computer model study is usually carried out by a 
group of modelers, developing the model in relative isolation from the policy 
maker who has to deal with the policy problem. Most of the contact between the 
modeler(s) and the policy maker(s) is usually in the stage of the problem defini-
tion for the model study. During the process of developing the model, contacts be-
tween modeler(s) and policy maker(s) are often limited to some sessions in which 
the progress of the modeling process is evaluated (see also Walker, 1989). 
Discussions about the content of the model are usually rare. It is not until the 
model is finished that contact on this subject takes place, mainly through the pre-
sentation (and discussion) of a research report. We will call this procedure of 
modeling policy problems the traditional approach to computer policy modeling. 
This approach, which is still employed quite often, generally leads to problems in 
communicating the results of the model study to policy makers. Most of the rec-
ommendations, that have been put forward by various modelers, point towards 
more involvement of relevant policy makers in the modeling process, in order to 
mitigate the communication problems. In addition, various practitioners rec-
ommend alternative applications of computer models, other than as predictive 
devices. In the final section of the second chapter we will summarize these rec-
ommendations and demonstrate, that most of them can be realized by using a dif-
ferent way of carrying out a model study. We will label this approach as interac-
tive or participative (as opposed to traditional) policy modeling. In this approach 
relevant policy makers are involved in the modeling process as much as possible. 
In the third chapter we will more specifically concentrate on participative (or in-
teractive) approaches to computer policy modeling and the way in which this can 
be accomplished. 
It is generally assumed that participation of the policy maker in the modeling 
process will have a number of beneficial effects. However, little systematic and ob-
jective empirical research has been done on this topic. Hence, our third viewpoint 
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of model impact will be concerned with a preliminary attempt to empirically 
verify some of the ideas put forward in the second and third chapter. 
Several authors addressing this issue have indicated that it might be difficult to 
actually establish the impact of computer models. They have pointed out that 
much of the impact of computer modeling with regard to ill-defined problems is 
not (directly) on the choice of policy options but primarily (indirectly) on a per-
son's thinking about a policy problem. It is often stated that computer models 
(even if constructed in the traditional mode) influence policy makers' mental 
models about a problem. This is a very interesting viewpoint, which seems to be 
supported by research results based on the (subjective) opinions of policy makers. 
As stated, little research has been done which tries to establish conceptual impact 
in a more objective way. The results of such a study might provide further insight 
into this seemingly intangible phenomenon of conceptual impact. It is thus chal-
lenging to try to establish conceptual impact through objective measurement. 
There are, however, no clear measurement instruments to be found in the litera-
ture. Hence, one of the most important problems we will have to address is the 
development of a number of measurement instruments to establish impact of 
computer modeling on a person's mental model about a policy problem. 
As stated above, various experienced modelers have also indicated that computer 
modeling can be made more effective by having the client participate in (stages of) 
the modeling project. Therefore, we would also like to explore whether participa-
tion of the client in the process of computer modeling (i.e. interactive or participa-
tive modeling) does make any difference in affecting a person's mental model. We 
will not only study the conceptual impact from computer models, we will also try 
to establish the effects of client involvement in the modeling process. 
1.2 Preview of the study 
As pointed out, the study will focus on three types of questions in this study. The 
first has to do with the history of the impact of computer policy models on policy 
making. This will be the topic of the second chapter. We will not only focus on the 
history of the impact of these models, but we will also clarify the concept of impact 
on policy making and the causes for the supposedly low impact on policy making. 
As we will demonstrate one characteristic of policy problems (i.e. their complexi-
ty) plays an important role with regard to the impact issue. 
The third chapter will focus on the second type of questions, i.e. how to improve 
the effectiveness of computer policy modeling. This chapter will discuss a num-
ber of issues which are of importance for interactive approaches to computer 
modeling: the reasons for participation, the potential benefits and various inter-
active modeling approaches. 
As stated before, the third type of questions focusses on the empirical investiga-
tion of some of the ideas, generated in the first and the second chapter. Chapters 
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four through seven will be devoted to this type of questions. The fourth chapter 
will address the research questions, the research design and the conceptual 
framework of the empirical study. We will also discuss the type of computer 
model which will be used in the evaluation study. In the fifth chapter we will con-
centrate on the design of the so-called computer-based learning environment that 
is to be used as the experimental condition and the development of the control 
condition reflecting a traditional modeling approach. In addition we will direct 
attention to the selection of research subjects. The sixth chapter will discuss the 
variables and their operationalization. Important topics which will be addressed 
in this chapter relate to such questions as how to elicit a person's mental model 
on a policy problem and how to measure impact on a person's mental policy 
model. In order to establish impact we will amongst others introduce the concept 
of quality of a policy theory (cf. Leeuw, 1983 and 1986; Hoogerwerf, 1984; 
Ringeling, 1985; Kraan-Jetten, 1986). We will discuss the various dimensions in-
volved in the quality concept and the way they are operationalized. Chapter seven 
will focus on variable and scale construction for the variables in our study. Here 
we will deal with issues related to reliability of measurements and problems 
caused by comparising scales between pretest and posttest. 
The eighth chapter will be devoted to the analyses of the results of the experiment. 
Analysis of variance as a technique to analyze the data seems natural, since we 
employ an experimental design. Because we will also introduce some potentially 
disturbing variables in our study we will employ analysis of covariance tech-
niques to single out these potentially disturbing effects. 
Finally, in chapter nine we will present the conclusions of our study. These will 
in the first place directly relate to the results of the experiment. However, we will 
also address two other important topics. The first topic that we will focus upon is 
some important guidelines for the design of computer-based learning environ-
ments. We will integrate the main findings of our study with the results of other 
interactive modeling procedures that we have carried out over the last few years. 
The second issue concerns questions related to future evaluation studies of com-
puter policy modeling. 
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2 COMPUTER MODELS AND THEIR IMPACT ON POLICY 
MAKING: A HISTORICAL PERSPECTIVE 
2.1 Introduction 
In this chapter we will discuss the impact of computer models on policy making 
from a historical perspective. We will first explain what computer policy models 
are (section 2.2) and discuss the most important types of models and how they 
originated (section 2.3). The purpose of this section is primarily to highlight the 
distinctions in types of models that are usually made by policy modelers. This is 
important with respect to the remainder of this study. In sections 2.4 to 2.7 we 
will describe the history of the impact of computer models on policy making. This 
will be done by reviewing a number of evaluation studies that appeared through-
out the last few decades. Most of the literature discussed in this section originates 
from the United States. There are relatively little systematic studies available 
from other countries. In the Netherlands the debate on the use of models is 
mainly concentrated on econometric models for socio-economic policy making 
and energy forecasting (De Man, 1987; Zalm, 1988).1 However, related literature 
on modeling indicates that experiences in most countries do not differ signifi-
cantly from those in the United States. 
2J2 Models and mathematical models 
The literature on modeling provides many different definitions of a model (see for 
instance Bertels and Nauta, 1974, pp. 167-169). A very general definition stems 
from Apostel: 
"... any subject using a system A that is neither directly nor indirectly interacting with a 
system B, to obtain information about the system B, is using A as a model for B" (Apostel, 
1960, p. 160). 
As Greenberger et al. (1976) point out, the central characteristic of a model is that 
it represents something. Another important characteristic is that modeling is a 
process that consists of various stages. In this respect several authors employ the 
term 'model cycle' (cf. Hanken and Reuver, 1973; Klabbers, 1975; Brewer and De 
Leon, 1983). Generally a distinction is made in three stages in a model cycle: ab-
straction, deduction and realization (or: implementation). This process is visual-
ized in figure 2.1. 
In the first stage a model of the reference system is constructed. This is done by 
selecting from the reference system the relevant variables to be included in the 
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Figure 2.1 The model cycle 
Abstraction 
Deduction 
Mathematical model 
Reference system 
Source: Adapted from Ht 
Realization or 
implementation 
mken & Reuver (1973) 
model (abstraction). In the second stage the model is analyzed and this reveals 
certain conclusions (deduction). In the third stage these conclusions are imple-
mented in the reference system (realization or implementation). 
In the abstraction phase certain features of the reference system are selected to 
be embodied in the model, others are left out. Naturally, it is not easy to decide 
what to incorporate in the model and what to neglect. In computer policy model-
ing an important criterion to decide which elements to incorporate in the model 
and what to leave out is their relevance for the policy problem. We will refer to 
this problem of abstraction again several times throughout this study. 
In the literature on modeling one does not only find numerous definitions of 
models but one also comes across a host of different classifications of models ac-
cording to various criteria (cf. Berteis and Nauta, 1974). Here we will restrict 
ourselves to classifications which are relevant to the field of policy modeling. 
Figure 2.2. represents such a classification. 
Authors on computer policy modeling usually make a distinction between implic-
it and explicit models (cf. Greenberger et al., 1976; Quade, 1982; Meadows and 
Robinson, 1985). Implicit models are also known as mental models. They contain 
the ideas, opinions, assumptions etc. with respect to a policy problem and related 
issues. These models are called implicit, because they reside in a person's head 
as a result of which they are not directly accessible for observation or investiga-
tion by another person. Explicit models, on the other hand, are somehow ex-
pressed on some medium and are thus available for investigation. Within the 
class of explicit models most of the authors on policy modeling make a distinction 
between several types of models based on the way the reference system is repre-
sented, i.e. physical, conceptual and mathematical (or formal) models.2 
A physical model represents the reference system by employing physical analo-
gies. An example of a non-symbolic physical model for policy purposes might be a 
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Figure 2.2 Different types 
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'maquette' of a town designed to study traffic transportation or housing prob­
lems. This type of model is quite old and still used very frequently, particularly in 
the technical sciences. Symbolic physical models are frequently used in gaming-
simulations (see for instance Duke, 1981(b); Greenblat, 1988; Geurts and Vennix, 
1989) and employ physical symbols rather than 'realistic' representations of the 
reference system, such as building blocks to represent houses. Conceptual mod­
els are models that contain concepts as the main means of representation. We 
make a distinction between two kinds of conceptual models: verbal and 
schematic. In a verbal policy model most of the model is represented by verbal 
means, either written or spoken text. This type of model is for instance found in 
policy scenario studies. Schematic policy models usually combine verbal expres­
sions with schematic ones: lines, arrows, boxes, points etc. An example of a 
schematic model is figure 2.1, and more illustrations will be found throughout 
the remainder of this book. Mathematical models represent the reference system 
by means of mathematical equations. An example of this type can be found in ap­
pendix 1, which contains the mathematical equations of the social security simu­
lation model used in the interactive simulation of this study. Mathematical policy 
models can either be programmed for computer processing or not. Quade (1982) 
presents several examples of the latter kind that are used for policy purposes. 
However, in this study we are mainly dealing with complex mathematical mod­
els that are programmed for computer processing. Hence, we will use both con­
cepts, mathematical and computer model, interchangeably throughout this 
study. Apart from mathematical or computer models, we will mainly be con­
cerned with two other types of models: mental and conceptual models. 
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2.3 Types of mathematical models 
Before discussing the impact of computer modeling on policy making it is neces-
sary to further subdivide mathematical models. Two types of distinctions are im-
portant with respect to the discussions in this and the next section. The first di-
vides mathematical policy models in normative (prescriptive) and descriptive 
models (Greenberger et al., 1976; House, 1982). The second divides mathematical 
policy models according to a number of model inherent characteristics. 
Prescriptive mathematical models provide answers to the question how to best 
realize a certain policy goal. The most well-known type of prescriptive mathemat-
ical models are optimization models. This type of models allows to calculate the 
optimal solution from a set of possible solutions. The optimal solution is the one 
that best satisfies a certain set of requirements simultaneously. Descriptive mod-
els on the other hand are models that mimic the behavior of a reference system. 
For this reason they are also called simulation models. Generally a computer is 
used to calculate the values of the variables (contained in the model) over time. 
Although both types of models are discussed in the impact literature, the descrip-
tive type of models is discussed most frequently since it occurs most often in mod-
eling ill-defined policy problems. 
Another relevant classification of mathematical models is made by three impor-
tant characteristics of this type of model. They can all be represented as di-
chotomies: continuous/discrete, deterministic/stochastic, macro/micro. These 
characteristics only apply to the descriptive or simulation type of models. Macro 
models describe the reference system at an aggregate level and simulate the 
overall behavior of the system. Micro simulation models on the other hand de-
scribe the system at the level of the individual units of the system. Micro simula-
tion models are generally event-oriented models, i.e. they produce a result if an 
event in the model takes place. A macro model on the other hand is often charac-
terized by equal time intervals, i.e. it produces results at regularly spaced inter-
vals over the referenced time (e.g. quarters, years). The smaller the time inter-
vals at which the model produces results, the more it can be said to be a (quasi) 
continuous simulation model. Stochastic models use some kind of a random 
mechanism that affects the model results. Deterministic models do not. Well 
known examples of stochastic simulation models are queueing models. They are 
generally of a micro-stochastic type. Most of the models that will be discussed in 
the section on the impact of computer modeling are of the macro and determin-
istic type. 
For the interested reader we will discuss the various modeling methods in some 
more detail in the paragraphs below. 
All these different types of models originated during and after World War II. One of the early 
attempts aimed at mathematical modeling of policy problems stems from techniques developed 
during World War II by the British and U.S. Defense Departments. These techniques came to be 
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known under such diverse names as: operational research, operations analysis, operations 
research, systems analysis, systems engineering, management science etc. As Hoos (1972) 
points out, these names were used more or less interchangebly for various techniques used for the 
design and control of military systems. In Great-Britain, rather soon after World War II the OR 
techniques came to be applied to industrial and business problems. In the United States the 
application of these techniques was restricted to military purposes until long after World War II. 
Here it took until the mid 1960s before OR techniques became applied to business management 
problems (cf. Greenberger et al., 1976, p. 99). The techniques then became also known as 
management science. In the U.S. these techniques spread from military applications through the 
Defense Department to other government departments and agencies. It was used mainly as a way 
to improve performance of departments and agencies by applying a systemic approach. Starting 
with defining an agency's objectives the techniques were employed to find the best strategy (i.e. at 
the lowest cost) to realize these objectives. This came to be known as the Program Planning and 
Budgeting System (PPBS). Rather succesful in the Department of Defense, it spread throughout 
the other Departments during the Johnson administration, when the use of the Program Planning 
Budgeting System was actively promoted to be used in all government departments and agencies 
(Hoos, 1972; Greenberger et al., 1976). At present, Operations Research (OR) is a name for a set of 
various techniques of which the most well-known are different kinds of programming models 
(e.g. linear programming). These are typical optimization models. Another important 
application of OR is discrete stochastic simulation modeling. OR techniques are used frequently 
for solving operational problems e.g. scheduling, routing and planning problems. 
Another 'early' mathematical modeling technique that was going to have a rapid proliferation is 
econometrics. It was founded in the 1930s by the Dutch economist Tinbergen. He was looking for 
ways to systematize economic thinking by the application of a quantitative approach. He therefore 
employed the language of mathematics to design a mathematical model of the business cycle 
phenomenon. At the heart of econometrics is the use of statistical analysis in order to estimate the 
values of the parameters in a mathematical economic model. In the U.S. the econometric work 
was primarily promoted by Mein. Currently econometrics is taught in many universities and is 
not only applied to economic problems. It is for instance also used in energy and environmental 
modeling. Most of the econometric models consist of (linear) difference equations and are of a 
discrete, deterministic, macro type. (For an example see appendix 1.) 
A third well known mathematical modeling method dating back to the 1930s and 1940s is input-
output modeling developed by Leontieff. Input-output modeling perceives the economy as a set of 
interrelated activities, where output from one economic sector is input to another economic sector. 
Displaying these interrelationships in matrix-form and finding numerical values for the 
interrelationships between sectors provides a structural description of interactions between an 
economy's sectors. This matrix can then be manipulated and effects of certain assumptions can 
be calculated. 
In the decades after World War II several other mathematical modeling methods came into 
being. In the 1950s micro-analysis was developed. Rather than describing a policy problem from 
a macro perspective, as is often done in econometrics and in input-output analysis, in micro 
analysis, as we have seen, the emphasis is on the individual elements instead of aggregate 
entities. Choosing a low level of aggregation, micro analysis allows to arrive at a very detailed 
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study of phenomena. Applications can for instance be found in modeling income distribution 
(Haveman and Hollenbeck, 1980; Herwaarden and de Kam, 1981; Kam et al., 1987). 
In the U.S. there have been quite a few efforts in the 1960s to deal with urban transportation and 
regional development problems. Land-use analysis was developed by Lowry as a way to 
mathematically model urban, regional and transportation processes. Land-use analysis is to 
some extent similar to micro-analysis. It divides a land area in zones and employs 
mathematical algorithms to allocate residential activities (e.g. working, renting houses) to the 
various zones. 
In the 1960s another new mathematical modeling technique appeared, i.e. system dynamics. It 
was founded by Forrester in the late 1950s as Industrial Dynamics (Forrester, 1961). The method 
draws from several sources, e.g. cybernetics, engineering, organizational theory. At the core of 
system dynamics are four ideas. First, systems are considered as a whole. In other words, rather 
than modeling one aspect of a system (e.g. the economic or the sociological aspect) the system 
dynamics approach tries to model social systems as a whole. Second, emphasis is placed on the 
internal structure of the system as the cause of its dynamic behavior. Central notion is the concept 
of feedback, i.e. decisions that cause changes in the system which in turn might affect decisions. 
In the opinion of system dynamicists, it is these feedback mechanisms which cause certain types 
of dynamic behavior (e.g. decay, growth, instability) of systems. Third, rather than considering 
relationships in a model as linear (for the sake of simplicity) emphasis is placed on the non-
linear character of many relationships. Fourth, delays (e.g. delays in information) in processes 
in social systems are considered important. Delays may cause decisions to be taken at too early 
or too late a point in time. This often causes undesirable system behavior to be exacerbated, rather 
than diminished. As stated, system dynamics was orginally founded as Industrial Dynamics 
(Forrester, 1961). Later on, it was used for modeling urban problems (Forrester, 1969) and got 
well-known through modeling global problems (Meadows et al., 1974). Thus far it has been used 
as a method to model all kinds of social systems.3 System dynamics models can roughly be 
characterized as macro, deterministic, (quasi) continous models. 
In the following section we will focus on the issue of the impact of mathematical 
policy models on policy making. Prior to that, however, we have to make a few 
remarks that will put the discussions in that section in the right perspective. 
First, it is important to keep in mind that the literature on the impact of comput-
er models is not restricted to one or a few of the types of models mentioned above. 
Different studies often evaluate different types of models. Several larger studies 
even evaluate the impact of different model types within their study, without 
making a clear distinction between the impact of different types of models. As we 
will see, however, the results of the various studies do overlap with each other to 
a large extent. 
The second has to do with the two concepts 'use' and 'impact'. We consider use to 
be conscious as well as unconscious use of the results of a computer policy model. 
Hence, it cannot really be distinguished from the concept of impact. In both cases 
the computer policy model somehow affects policy making, for instance, by the 
way the policy problem is perceived, by the options that are considered or by 
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affecting the process of selecting a policy option. That is why we will employ both 
terms interchangebly in this study. To prevent misunderstandings, we have to 
point out that when we talk about the use or impact of models we naturally mean 
the use of the results of computer model studies rather than the use of computer 
models themselves. 
Third, the information on the impact of models is limited. As for instance 
Greenberger et al. (1976) and House (1982) point out, there are numerous policy 
models that might be used routinely in making day to day policy decisions (see for 
instance Naylor and Schauland, 1976). Not all model designers and users will 
take the time to evaluate the impact of their models on policy making and commit 
this to writing. This is particularly true for models used in the private sector. 
Most 'impact' studies concentrate on the application of models in public policy 
making. Moreover, the modelers who report on impact might be those who had 
some 'bad' experiences with it. We thus have to bear in mind that the written 
record on the impact is certainly not representative for all computer policy mod-
els. In addition, as we have seen, evaluation studies on the impact of models do 
not always focus on the same type of models and the same area of policy making. 
This might explain why, sometimes, evaluators do not exactly agree on the ac-
tual use and the potential reasons for high or low impact. On the other hand, 
there are many issues about which there seems to be general consensus among 
evaluators and modelers, in spite of various modeling methods and applications 
in different policy making settings. 
The fourth point to make is that we have to take into account the historical devel-
opments with regard to the opinions on mathematical policy modeling. Present 
opinions about the use and usefulness of mathematical policy models are partly 
affected by past experiences with implementing results of policy models in the 
policy process. That is why we will also pay attention to the changes in opinions 
that occurred throughout the last few decades. We have to point out, however, 
that the division in separate periods of the historical developments as sketched in 
the coming sections is in part arbitrarily. Changes in opinions did of course not 
emerge at the same point in time among all modelers. Some of them might have 
drawn certain conclusions at a much earlier date than it is located in time by us. 
Others might presently hold opinions, that were discarded by most modelers 
about a decade ago. In our opinion, however, one can observe gradual shifts in 
the opinions on computer policy modeling followed by most policy modelers (see 
also Walker, 1989). We will discuss the most important of these shifts in the next 
sections, more or less ignoring individual differences in opinions between model-
ers over time. 
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2.4 The early days of computer policy modeling 
As we have seen in the general introduction to this study a sharp increase in the 
number of mathematical policy models occurred in the late 1950s and in the 
1960s. The first systematic evaluation studies on modeling projects appeared in 
the early 1970s (Hoos, 1972; Brewer, 1973; Lee, 1973). Seen from the policy perspec-
tive and the potential usefulness of these models for policy making, one might get 
the impression from these studies that almost everything that could go wrong in 
these early modeling projects indeed went wrong. 
Brewer (1973) extensively studied the records of two large-scale simulation pro-
jects aimed at aiding decision making in urban community renewal programs in 
San Francisco and in Pittsburgh. From his study one gathers that a group of sys-
tems analysts and modelers (mostly technical engineers), backed up by the suc-
cesful modeling experiences in engineering and the military field, enthousiasti-
cally plunged into the field of socio-economic policy modeling. However, as be-
came clear rather quickly, modeling socio-economic policy problems is quite dif-
ferent from modeling technical and engineering problems. Brewer evaluated 
both projects quite thoroughly on a number of different criteria: theoretical, tech-
nical, ethical and pragmatic. He identified a number of shortcomings in both 
studies that led to their failure as policy support systems. Some of these are spe-
cific for the projects at hand. We will not be concerned with those here. We will 
focus on shortcomings with a more general character that occurred in both 
modeling projects. 
One of the most important failures in both modeling projects is the comprehen-
siveness of scope and the ultimate goals as defined for the models. The models 
were to be used as an aid in deciding on policy programs, i.e. the models should 
predict the effects of different urban policy programs. Based on the models' pre-
dictions, it was thought that more warranted decisions could be made. The scope 
of the models was apparently too large and the goals were defined too optimistic. 
Too large, because the models lacked a clear problem definition. The modelers 
aimed at modeling a total urban system instead of a particular problem with re-
spect to urban renewal policy making. They were too optimistic in the assump-
tion that the models would be able to predict the effects of many different kinds of 
policy alternatives. According to Lee they were to: "... predict future growth, lo-
cate clusters of new activities, trace out the impact of slum clearance, demon-
strate the effect of a zoning policy, and evaluate changes in the transportation 
system, to mention only a few" (Lee, 1973, p. 164). Most of the models could not 
even accomplish one of these goals let alone all of them. The large scope and op-
timistic goals automatically led to the development of large-scale models (often 
containing thousands of variables). In addition, the models had to be highly dis-
aggregated because of the precise predictions that were to be generated.4 The 
modeling groups soon ran into problems, for various reasons. First, theories on 
the housing market were either not available or far too gross to be readily formal-
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ized. Second, the models needed masses of data that were again either not avail-
able or, if available, not in the right format. 
The modeling efforts were further impeded by the lack of communication be-
tween the modelers and the client, as well as lack of guidance from the client for 
the modeling group. The modeling group more or less went its own way and fi-
nally came up with a model that was apparently not what the client originally 
had in mind about the results of the project. The answers the modelers could 
provide were either irrelevant to the policy problem at hand or they were not reli-
able enough to serve as a basis for policy choices. Communication was further 
impeded by the fact that documentation of the models was poor or completely 
lacking. The only thing that was left after the project was finished was a com-
puter program (thousands of statements and data cards) and some flow charts. 
The programmer usually was the only one who (probably) knew his way around 
in the computer program(s). 
As Brewer indicates, several factors could be held responsible for what hap-
pened. One was overselling of the models by modelers. Another was lack of expe-
rience on the side of both modelers and policy makers with developing large-scale 
computer models of urban policy problems. In short, the two early modeling ef-
forts discussed by Brewer had no real impact on the decision making process. 
Probably the only effect they had was to make policy makers very suspicious with 
regard to the potential usefulness of large scale computer models (and mathe-
matical models in general) for policy making purposes. As Lee points out: 
"... what was learned had almost nothing to do with urban spatial structure; the knowledge 
that was increased was our understanding of model building and its relationship to policy 
analysis" (Lee, 1973, p. 163). 
Lee reviewed several large-scale models in the urban planning field and sum-
marizes various 'sins' of early large-scale computer models, which led to their 
failure as a device in urban planning. The first is, as we already saw in Brewer's 
study, their comprehensiveness. Contrary to what one might expect, Lee men-
tions as the second 'sin' of these early models, that they were too gross to be of any 
use to policy makers. Obviously the level of detail in the models was still not re-
fined enough to provide detailed forecasts on various aspects of urban planning 
problems. The third 'sin' is the models' 'hungriness'. Given their comprehen-
sive scope and their high level of disaggregation the models really required 
masses of data to be fed with. Lee presents an example of the San Francisco's 
housing market model that needed 15,000 items of data for one run (not including 
data needed for testing and calibrating the model). These data were usually not 
available. The fourth 'sin' Lee draws our attention to, is what he calls the 
wrongheadednese of the early models. By this he means that highly complex 
models contain many different assumptions, a number of which might be hidden 
in the model's structure which are difficult to perceive, even for the modeler. 
Both modelers and users might be inclined to think that they understand the 
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model's behavior. Actually they might attribute the model's behavior to some 
known assumptions in the model, while in fact it were some hidden and un-
known assumptions which caused a certain behavior. This leads to erroneous 
conclusions with respect to the policy problem. The fifth 'sin', according to Lee, is 
the complicatedness of the models. This was caused by the large number of vari-
ables and their complex interrelationships. It made the early models highly 
opaque and difficult to understand for 'outsiders'. The sixth 'sin' of the early 
models is their mechanicalness. Lee mentions the consequences of numerical 
errors and iterative approximation procedures, that might have affected the re-
sults of the model's calculations and consequently its predictions. The last sin, in 
Lee's opinion, is their expensiveness. 
Based on his analysis Lee offers some guidelines for future modeling. They can 
be summarized as: build small models, aimed at a specific (policy) problem (not 
at the methodology) and with a balance between theory, objectivity and intuition. 
Hoos (1972) also provides a detailed critique of the application of systems analysis 
and related techniques in public policy. The author discusses the background 
and the intellectual roots of the systems approach and its application to military 
and space programs. The study shows, as we have seen, how techniques like sys-
tems analysis, cost-benefit analysis, operations research techniques, mathemati-
cal modeling, often originated in engineering and the military field and pene-
trated other areas of public policy making via the Department of Defense, 
throughout the 1950s and 1960. Hoos discusses several shortcomings of these 
early modeling projects. The first is the overconcentration on the model, on the 
technical aspects of modeling rather than the policy questions. Related to this is 
the wrong use of mathematical models by concentrating on the model's numeri-
cal output, which is often not central to the policy question at hand. In other 
words, the real policy question is often neglected. Furthermore, the limitations of 
most mathematical models are not made explicit enough, especially regarding 
the range over which relationships between variables in the model would hold. 
Finally, subjective elements are often omitted. Mathematical modeling, accord-
ing to Hoos, is biased to those aspects of a policy problem that allow easy formal-
ization and quantification. Intangible, immeasurable aspects are tended to be left 
out (Hoos, 1972, pp. 126-127). 
As one can see from the above evaluations by Hoos, Brewer and Lee, the main 
emphasis in their evaluations is on modeling problems. The early models failed 
to have a substantive effect on policy making primarily because the models re-
vealed a number of failures (e.g. too comprehensive, too detailed, too much re-
stricted to quantitative aspects). 
In 1977 Watt, after having been involved for over eight years in developing large-
scale computer simulation policy models, concludes: 
"A primary goal of the project has been and is to influence decision-makers, a goal which 
we pursued aggressively. But by any objective standards, all of our efforts have had no im-
pact whatsoever on public policy" (Watt, 1977, p. 1). 
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In Watt's opinion there are three reasons that account for this lack of impact. 
The first reason can again clearly be related to modeling problems as discussed 
above. The second reason Watt holds responsible for the lack of impact stems 
from the way modeling projects are generally run. In his view, modeling groups 
work too much on an ad-hoc basis, without devoting enough of their time and ef-
forts to communicate their findings to a larger audience in a language that this 
audience can understand. Watt suggests that future modeling projects should be 
more on an ongoing basis (long term projects) and that most of the project budget 
should be allocated to communication of the results of the study. The third reason 
Watt mentions, is the motivation of policy makers and the character of the results 
of the model studies. As Watt points out, legislators and policy makers are more 
influenced in their decisions by powerful constituencies than by expert knowl-
edge on the subject. The modeling group assumed that legislators would possess 
expert knowledge and that it thus would be relatively easy to communicate re-
search results with them. As they soon found out, however, the results of the 
study and the way these were expressed did not match the way their clients 
viewed the policy problem. Concepts used in the model were often not familiar to 
the client. In addition, the output of the model was far too detailed to be examined 
by the client. Moreover, the simulations often showed results that ran counter to 
the intuitions of the policy maker. This further aggravated the communication of 
the results, particularly if the model is overly complicated and opaque. 
Watt draws our attention not only to problems related to developing and analyz-
ing models, but also clearly emphasizes problems involved in communicating the 
results of the study to policy makers and the reasons for it. Those aspects are 
more extensively analyzed in the comprehensive study of Greenberger et al. 
(1976). For our purposes, their study reveals two important issues. One has to do 
with the concept of use, the other with the differences in orientations between 
modelers and policy makers. We will discuss these two issues in this and the 
next subsection. 
2.5 Questioning the concept of use 
In their discussion regarding the use of models, Greenberger et al. conclude that 
the concept of use is not clear at all. They point out that different types of use can 
be distinguished. As we have seen, in the early modeling projects it was believed 
that large-scale computer models would allow to make conditional forecasts. 
Forecasts of this kind, it was thought, might in turn be used by policy makers to 
make a selection from various policy programs. This is direct use of the results of 
the computer model. As Greenberger et al. point out, this certainly is not the only 
type of use. One other kind of use or impact that they distinguish is education or 
enlightenment. By this they mean that models might have a more indirect im-
pact. For instance by clarifying a policy problem, refining policy makers' intu-
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itions, or sharpening their perceptions. Yet another type of use the authors dis-
tinguish is the ability of models to focus attention to and to articulate policy is-
sues. The authors provide an excellent example of this kind of use. The World3 
model (Meadows et al., 1974) attracted much attention from the media, policy 
makers and the public. It enhanced the discussion on a number of global prob-
lems like population growth, depletion of natural resources, air pollution etc. 
The distinctions made by Greenberger et al. do not only apply to the use of results 
of computer model studies in policy making. Various types of use have also been 
identified in a number of studies designated by such terms as 'research utiliza-
tion' or 'utilization of knowledge' (cf. Beyer and Trice, 1982; Caplan et al., 1975; 
Caplan and Barton, 1978; Caplan, 1979; Caplan, 1982; Larsen, 1980; Hutjes and 
Cuisinier, 1982; Korsten, 1983; Tijssen, 1988; v.d.Vall, 1980; Weiss, 1982; Weiss 
and Bucuvalas, 1980). Researchers in this field focus on questions pertaining to 
the use of research-based knowledge in policy making settings and the factors 
promoting or inhibiting the use of scientific knowledge. In the literature on 
knowledge utilization one generally finds a distinction between three different 
types of use: instrumental, conceptual (or enlightenment) and symbolic use. 
Instrumental use is the kind of use that most people have in mind when they talk 
about utilization of scientific knowledge. In this type of use research results or 
recommendations are more or less directly translated into policy measures. 
In conceptual (or enlightenment) use research results are used in more indirect 
ways. Research results are not directly translated into policy measures, but re-
search results help to clarify (elements of) a policy problem and thus influence 
policy and decision making indirectly. In conceptual utilization research-based 
knowledge affects a policy maker's thinking about an issue. Knowledge from re-
search is not taken for granted but confronted and possibly merged with already 
existing ideas and opinions. Several pieces of information, often very gradually, 
change a policy maker's ideas. Some pieces of information might just as well be 
ignored because they don't fit in with existing opinions or interests. As might be 
clear, the conceptual type of use of research-based knowledge in policy making is 
not only indirect but might also take more time. 
Symbolic use occure when research results are used selectively or when research 
results are distorted for one's own purposes. For instance to legitimate policy ac-
tions that were already in use. 
The study of Greenberger et al. reveals that all three kinds of use, identified by 
'utilization of knowledge' researchers, also apply to mathematical policy model-
ing. Instrumental types of use will probably be most prevalent in routine-decision 
making (cf. Caplan, 1979). Conceptual types of use will probably occur when deci-
sion-making has a less routine character, because the policy problem might be 
complex and is not well-defined. In these situations it is not so much the predic-
tions made by models that tend to have an impact. Rather the model might pro-
vide certain insights in the policy problem (e.g. its causes, its behavior over time) 
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or it might even be useful in defining and structuring the policy problem as we 
will see in one of the next sections. 
Symbolic types of use might occur in the case of a (highly) controversial policy 
problem. Greenberger et al. indicate that in the past mathematical modeling has 
often been used for studying controversial policy problems (e.g. global pohcy 
problems). This has probably promoted symbolic use of these models in a number 
of cases. For an excellent recent example of this in the area of Dutch energy 
policy we refer to De Man (1987). 
The distinction between different types of use considerably clarifies the debate on 
the impact of mathematical policy models. Many modelers as well as several pol-
icy analysts have pointed out, that in policy making with regard to complex policy 
problems, conceptual impact is probably one of the most prevalent types of im-
pact. Although Greenberger et al. are still a little pessimistic about this, more re-
cently a number of authors (House, 1982; Meadows et al., 1982; Meadows and 
Robinson, 1985) have been striking a more optimistic note. House points out that 
mathematical policy models have often played a role in gaining insights into a 
policy problem that might not have been obtained otherwise. Meadows and 
Robinson (1985) reviewed the implementation records of nine different mathe-
matical policy models. With respect to the type of impact they draw two important 
conclusions. The first is that the models had various effects, some of which could 
be observed and some of which have gone unnoticed. The second conclusion is 
that the "... main impact was on a vital but unmeasurable part of the system: the 
world of ideas" (Meadows and Robinson, 1985, p. 382). 
These conclusions with respect to the occurrence of conceptual use from mathe-
matical policy modeling are supported by a number of authors in the 'utilization 
of knowledge' field (cf. Caplan, 1979; Caplan, 1982; Weiss and Bucuvalas, 1980) 
and might very well explain why it was frequently concluded that research re-
sults were underutilized. 
As several authors (Caplan, 1982; Korsten, 1983) point out, empirical results 
from utilization of knowledge studies might very well have been distorted by a re-
searcher's view on the use of scientific knowledge in policy making. Korsten dis-
tinguishes six types of views on the use of scientific knowledge in policy making 
processes (Korsten, 1983, pp. 16-20). The first is the so-called 'problem solving 
model'. Persons with this model in mind consider utilization of knowledge to oc-
cur directly, instrumentally and specific (i.e. with respect to a certain policy prob-
lem). This model is also known as 'decision-driven model' of utilization. The sec-
ond model is the 'knowledge application model' or 'knowledge-driven model'. 
Here the impetus for research utilization originates from science itself. 
Application of knowledge goes through the following sequential stages: funda-
mental research, applied research, development and application. Hence, this 
model is also denoted as the R&D (Research and Development) model. The third 
is the 'interactive' model. Here the central notion is that scientific knowledge is 
not the only source of information that is used in policy making. Other factors 
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(e.g. experience, political insight) also play a role in the policy making process. 
Frequently, it is interaction between policy makers and mutual consultations 
that give way to policy responses to problems. The fourth model is the 'political' 
model. In this model symbolic types of use are prevalent. Research results might 
be used to legitimatize already held opinions or to defend interests (see for in-
stance De Man, 1987). The fifth is the 'tactical' model. Research is not used to 
produce certain results in the first place, but rather as an instrument in bureau-
cratic politics. For instance a research project is started in order to postpone de-
cision making or to promote someone's image. Finally, the sixth model is the 
'enlightenment' model. Conceptual type of use is predominant. The use of scien-
tific research results is indirect, diffuse and often takes a long time to percolate 
through an organization. 
Research in the utilization of knowledge field has long been dominated by the so-
called 'problem solving' or 'decision-driven' model (cf. Korsten, 1983, pp. 16-20), 
in which use is considered direct, instrumental and specific. Researchers 
frequently started their empirical studies with this model in mind. In many 
cases it was concluded that scientific research was poorly used in policy making. 
These research results might, however, easily be explained by the fact that in 
reality the enlightenment model has probably been prevalent in many cases. 
Utilization researchers, however, were not focussed on this type of use and most 
of it was consequently left untapped by their measurement instruments. This has 
probably also happened in evaluating the impact of a number of mathematical 
policy models. It might explain why a number of modelers and evaluators of 
policy modeling efforts considered (and in many cases still consider) 
mathematical modeling to have a low impact on policy making. 
Although conceptual use seems to be important in mathematical policy model-
ing, thus far little empirical research has been carried out with respect to con-
ceptual use of the impact of mathematical policy models. One of the problems is 
that it is quite difficult to construct instruments with which to (objectively) mea-
sure this type of impact. That is why, in the next chapters of this study, we will 
make a first attempt to develop methods to empirically establish this type of im-
pact of computer policy modeling. 
2.6 Differences between policy makers' and modelers' orientations 
Apart from questioning the concept of use itself, Greenberger et al. discuss an-
other important issue, i.e. the differences between the nature of the modelers' 
and the policy makers' jobs. This point was also touched upon by Watt as we have 
seen in one of the previous sections. Greenberger et al. point to severed tensions 
between the world of policy making and the world of modeling. They mention, for 
instance, the tendency of large-scale modeling to be synthetical, i.e. to integrate 
knowledge from various sources, while on the other hand politics and policy 
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making is often fractional. Another tension they draw attention to is that in 
mathematical modeling of a policy problem all kinds of ambiguities and 
vagueness (e.g. ambiguous concept definitions) have to be removed in order to 
arrive at a mathematical model. On the other hand, as the authors point out, in 
politics and policy making ambiguity and vagueness is often preferred to 
expliciteness. House (1982) further elaborates on the difference in orientations 
between policy makers and modelers. He discusses several mismatches between 
both 'worlds' that account for the limited impact of mathematical models. A first 
factor he draws attention to is the time factor: policy makers are usually 
concentrating on present issues, while modelers tend to concentrate on the 
future. Information generated by computer simulation models often tend to be of 
only minor value to the policy makers. A second factor House mentions is the 
lack of clear-cut policy goals in most public issues. While on the one hand policy 
goals are often fuzzy and ill-defined, using computer simulation models to arrive 
at a choice from a set of policy options demands precise definition of goals and 
options and preferably a quantification of both. A third factor is the time involved 
in mathematical modeling. Developing and implementing a complex computer 
simulation model often takes several years. This is particularly true for the 
stages beyond the conceptualization of the model (House, 1982, p. 121), i.e. 
formalizing and quantifying the model. Policy problems on the other hand 
usually need a quick decision. The answers provided by the computer model often 
arrive at the moment the policy question has lost the attention of policy makers or 
has been 'solved' in the meantime. A fourth factor is that validation of the 
simulation model is usually only possible to a limited degree, since in general too 
little theory and data are available. And even if the model could be validated the 
value of forecasts generated with the aid of the simulation model is quite 
questionable according to House (1982, p. 125). 
In addition to these factors, House indicates that public policy making is often 
severly constrained by the context in which decisions have to be made. 
Mathematically trained modelers usually come up with solutions to policy ques-
tions which might be correct mathematically, but are unfeasible given the 
context of policy making. Modelers tend to focus on only one part of the policy 
making system, i.e. the analysis of the policy problem and neglect the constraints 
and conditions surrounding the decision making process. 
The differences in orientations and the nature between the modelers' and the pol-
icy makers' jobs have also been observed by researchers in the 'utilization of 
knowledge' field. The differences between the scientific and the policy making 
world has been most saliently expressed in the so-called Two-Communities 
Theory (Caplan, 1979). 
From the above explanations it might be clear that effective policy modeling 
might take more than just performing a thorough analysis through 
mathematical modeling. Or as Weil, who evaluated a few applied system 
dynamics modeling projects, puts it: "... we have learned that we cannot just 
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deliver our recommendations and ride off into the sunset, in what Frohmann 
cites as the 'Lone Ranger' syndrome" (Weil, 1980). 
Several authors have provided guidelines for more effective policy modeling, i.e. 
overcoming the difficulties involved in the communication between the two com-
munities. As we have seen, Watt (1977) pointed out that more effort should be put 
in communicating the results of the model study to policy makers. Moreover, 
modeling projects should not be conducted on an ad-hoc basis but have a more 
ongoing character. Greenberger et al. (1976) offer some recommendations which 
specifically aim at overcoming the communication problems between the two 
communities. One of their recommendations includes maintaining frequent two-
way communication between policy makers and modelers throughout the whole 
modeling project, preferably in a jargon-free language. 
Another recommendation they present is to institutionalize modeling efforts. 
This builds on Watt's arguments of ongoing modeling activity as opposed to ad-
hoc modeling projects. As Greenberger et al. suggest, modeling should not be 
undertaken to provide the much sought answer to the policy problem, rather 
models should be used repeatedly and adapted to meet the requirements of a spe-
cific policy problem. 
2.7 Recent views on computer modeling for policy support 
In this section, in which we will discuss more recent evaluation studies, we will 
see that the opinions on the uses of mathematical policy models undergo a fur-
ther shift, which leads to still other recommendations. 
This is not to say that the previous recommendations are put aside, rather the 
line of development in the opinions on effective policy modeling is further pur-
sued. The conceptual types of use are more clearly put forward as is the way to 
run modeling projects. 
House (1982), a policy analyst in Environmental and Energy policy making, re-
views the roles of various mathematical policy models in public policy making. 
He concludes that computer models are certainly not capable of producing accu-
rate predictions or forecasts of future developments. Based on his experiences 
and a detailed case study he concludes that most models played a quite different 
role in the process of policy making. 
"Thus we suggest that our case study has reaffirmed the general consensus of models used 
today: 
- models are often needed to help form insights and discussion points that could not be avail-
able otherwise; 
- their results should not be overly interpreted, especially when the data base is weak or 
changing; and 
- they can support continuing debate on controversial issues and often provide highly plau-
sible relative impact assessments of options as these options are being refined" (House, 
1982, p. 150). 
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In other words models are not only used to calculate future developments and fu-
ture effects of policy programs, although they did produce relative impact 
assessments, but rather they stimulate debate on a policy problem and aid in 
clarifying it (see also Tinbergen, 1983). As House points out, and we agree with 
him fully on this, modeling should thus be considered a starting point for the 
discussion on a policy problem rather than the ultimate basis for decisions 
(House, 1982, p. 154). By this he means that modeling and model analyses often 
leads to insights which form the basis for further systematic discussion or 
research on the issue, instead of directly inducing decisions. 
The conclusions formulated by House are in a general sense confirmed by the 
study carried out by Meadows et al. (1982). In this study, the authors present the 
results of a questionnaire and the discussions on the sixth Conference on Global 
Modeling. Respondents who filled out the questionnaire were members of model-
ing groups working on the design and analysis of global models. Most of them 
also participated in the discussions during the conference. Several issues were 
raised in the questionnaires and the discussions. Two of those are important for 
our study: the goals of global modeling (and modeling in general) and the rela-
tionship between modeler(s) and client(s). 
Most global modelers do not hold the opinion that precise predictions are attain-
able in policy modeling. Nor is building large detailed models. They even doubt 
that complete objectivity in global modeling might be accomplished. On the other 
hand most global modelers stated various goals that could be achieved in global 
modeling and in computer policy modeling in general. These are: 
1. Provide conditional, imprecise predictions; general answers to 'if-then' policy 
questions. 
2. Communicate a world view or policy hypothesis. 
3. Explore the viability of alternative future systems. 
4. Discover unexpected problems from resource stress; eliminate physically im-
possible policy choices. 
5. Produce a management tool; select the best policy. (There was considerable 
disagreement about the feasibility of this goal.) 
6. Construct a neutral synthesis of many different ideas; provide a common lan-
guage to express the assumptions of various actors in a complex system. 
7. Create an impressive-looking technical device for a conclusion already 
reached. (Many modelers complained that clients and other modelers seek to 
use models for this purpose.) (Meadows et al., 1982, p. 192). 
In our view several of the above mentioned achievable goals link up pretty well 
with the roles of policy models as described by House (1982). Particularly the first, 
the second, the third and the sixth goal. The first and the third objective relate to 
the use of models to explore future developments (rather than predicting them) 
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and providing (relative) impact assessments. The second and the sixth goal refer 
to the usefulness of models as a communication tool. 
As one might see from the above arguments of House and Meadows et al., policy 
models are much less considered to be 'predictive' devices, but rather they are re-
garded as tools to discuss a policy problem and gain certain insights in it. This 
has consequences for the way a modeling project should be carried out. 
Greenberger et al. already recommended to maintain two-way communication 
between model(s) and client(s). This is confirmed by modelers' opinions obtained 
in the study of Meadows et al. All of the modelers agreed that if a model is devel-
oped for a client, the client should be involved in the modeling process as inti-
mately as possible (see also Roberts, 1978). 
The results of the above mentioned study are corroberated by another recent study 
with respect to the impact of policy modeling, i.e. the study carried out by 
Meadows and Robinson (1985). This study focusses on nine different models in 
the area of social system's modeling. None of the models is meant for solving 
standard well defined problems. They are all concerned with ill-defined public 
policy problems. The areas covered are quite varied (e.g. economy, environmental 
problems, agricultural development, demography and population growth) as are 
the modeling methods use (e.g. econometrics, input-output models, system 
dynamics, linear programming). The models that were used, according to the 
way the modelers intended them to be used, were the models with a small scope 
(limited purposes) and a relatively short time horizon. In addition, contact 
between modelers and the client was close during the modeling project and the 
modeling group put a lot of effort in "... communicating, promoting and 
institutionalizing their work" (Meadows and Robinson, 1985, p. 379). On the other 
hand the models did not become general policy planning tools and probably fell 
into disuse once the modeling group withdrew after completion of the project. 
Some other models, mainly those with a long time frame and the ones that 
questioned current policy making, were not used. Rather these models were 
dumped by the clients and communication of the results was constrained by the 
client. These also were the models that were designed at 'some distance of the 
intended point of implementation, without client involvement in the modeling 
process' . 
Meadows and Robinson studied various other factors, but none of them seemed to 
be linked to the use or non-use of the model results. The factors considered by the 
authors are: documentation (i.e. technical documentation of the mathematical 
computer model), complexity of the model, the modeling technique used, prompt-
ness (i.e. the time frame within which the model study was finished) and the lo-
cation where the model was developed (i.e. academic settings, in-house models 
and models made by professional consultants). 
Meadows and Robinson divide problems associated with computer policy model-
ing in three categories: knowledge, institutional and practice problems. The first 
category has to do with problems relating to the lack of adequate theories and 
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data. It is interesting to note that they approach the problem from two rather op-
posing angles. On the one hand the authors observe that the more and the better 
the theories and data that are available, the easier it is to construct a model. On 
the other hand, however, the authors suggest that mathematical modeling might 
be very useful to aid the process of theory construction and data gathering. 
Modeling might be used as a device to start generating (policy-oriented) theories 
and to focus attention to what data to collect (cf. House, 1982; Albinski, 1986; 
Vennix, Gubbels and Post, 1986(a) and (b)). At first sight, this might look a bit 
strange. Mathematical models, that need data and theories in order to enable 
their construction, are themselves used as devices to aid in generating theories 
and data collection. One should keep in mind however, that a model that is com-
pletely built on existing (validated) theories would probably add little to our under-
standing of a phenomenon. In addition the process of modeling itself consists of 
designing a set of interconnected hypotheses all relating to a certain problem. 
This process of generating hypotheses might be a first step towards theory con-
struction. Thus, rather than considering a mathematical model as the result of a 
theory and available data, Meadows and Robinson suggest that the very process 
of modeling itself might be a useful guide in theory construction and data gather-
ing. In the second category (institutional problems) the authors discuss two main 
problems. We have already discussed the first: the ad-hoc running and funding 
of modeling projects rather than carrying these out as ongoing activities. The 
second problem they observe is the university structure which impedes 
interdisciplinary problem-oriented research often needed in computer policy 
modeling. In the third category (practice problems) the authors mainly discuss 
modeling problems that we have seen previously. 
The authors also provide a number of general guidelines for effective policy mod-
eling, i.e. to improve the probability of the model being used in policy making. 
Most of these overlap with what has been said previously. They present, however, 
some clear guidelines for effective implementation. These guidelines can be 
summarized in the following statements (see also Roberts, 1978): 
- implementation should be planned from the beginning of the project, rather 
than come at the end of it; 
- modeler(s) should work for the person who can implement the results; 
- make a first rough model that operates very quickly; 
- policy recommendations must be designed taking real-world constraints into 
account; 
- the model should be described in terms the client can understand. 
Moreover, the client should participate in the modeling efforts as much as possi-
ble. Or as the authors point out: 
"Experienced consultants state that the most important guarantee of modeling succes is the 
interested participation of the client in the modeling process" (Meadows and Robinson, 
1985, p. 408). 
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This is also confirmed by a report on the workshop on model acceptance held in 
1981 in Washington (McLeod, 1982). Comments of modelers reported in this study 
also frequently emphasize the importance of including the client in the modeling 
effort. In addition, McLeod's study offers various other recommendations that 
overlap mostly with the ones we have presented in this chapter. 
2.8 Summary and conclusions 
In table 2.1 we have summarized the most important elements of the discussion 
in the previous sections. We have ordered them more or less chronologically. In 
the second column we have mentioned the main failures in effective policy 
modeling as indicated by the various authors. The third column contains the 
most important recommendations from these authors. 
As might be clear from this table and the discussions in the previous section, the 
visions of modelers on effective computer policy modeling have gradually 
changed throughout the last few decades. 
We have to point out again that the history of the impact of mathematical policy 
modeling is not representative for all cases of policy modeling. There have cer-
tainly been a number of cases in which mathematical modeling was successful 
in an instrumental rather than a conceptual way and in which results of the 
model study became implemented rather quickly and straightforward. The ques-
tion then is why in some cases modeling and implementation is easy while in 
others it meets with so much difficulties and resistance. Much seems to depend 
on the type of policy problem to be modeled. Most of the cases studied by the au-
thors we discussed in the previous sections were projects aiming at modeling 
complex, ill-defined policy problems (e.g. global, urban or environmental prob-
lems). In other words policy problems in which many different aspects and vari-
ables are involved, while at the same time it is not quite clear how these variables 
are interrelated with each other (cf. AckofF, 1974; Dunn, 1981; Mason and Mi troff, 
1981). Sometimes it is even unknown what variables are involved. Modeling com-
plex, but rather well-defined problems, i.e. problems in which the relevant vari-
ables are known and can be measured, is difficult enough in itself. But in these 
cases, the modeling efforts are usually rather succesful because the predictive 
value of the model outcomes turns out to be high. It is, however, seldom or never 
true with respect to modeling complex, ill-understood policy problems. 
This has led several policy makers and modelers to conclude that models should 
not be applied to problems like these at all. This conclusion, however, seems pre-
mature. As might be seen from the observations made by most authors in the last 
part of the previous section they arrive at different conclusions. These authors 
emphasize that modeling efforts of complex, ill-understood problems are not only 
useful when trying to arrive at predictions with respect to the policy problem. 
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Table 2.1 Summary of the main findings of evaluation of the impact of computer policy models on 
(public) policy making 
Evaluation 
study 
Brewer (1973) 
Lee (1973) 
Hoos (1972) 
Watt (1977) 
Greenberger 
et.al. (1976) 
House (1982) 
Meadows et al. 
(1982) 
Meadows and 
Robinson (1985) 
Main failures/problems 
Modeling problems: 
- scope too comprehensive 
- too many and too optimistic 
goals 
- not aimed at policy problem 
- restriction to the 
quantifiable parts 
- model characteristics 
- poor model documentation 
- modeling problems 
- communication of results 
- motivation of policymakers 
- types of use/impact: 
instrumental, conceptual, 
symbolic 
- Two-Communities Theory 
- two-communities 
- trying to provide precise 
predictions 
- aiming at unachievable goals: 
• unconditional precise 
predictions 
• establishing goals 
• objectivity 
- knowledge problems: 
• lack of theories/data 
- institutional problems: 
• ad-hoc modeling efforts 
• university structures 
- practice problems 
• modeling problems 
• lack of thorough model 
testing 
Main recommendations 
- model a policy problem, not 
whole system 
- build small models 
- large part budget devoted to 
communicating results 
- comprehensible communication of 
results 
- ongoing projects rather than ad-hoc 
- clear (jargon-free) communication of model 
results 
- two way communication throughout 
modeling process 
- ongoing modeling projects 
- use models as communication device and 
starting point 
- use models to produce insights in policy 
problems 
- use models to provide 
relative impact assesments 
- involve client in modeling efforts 
- achievable goals of modeling: 
• exploring the future 
• communicate policy hypotheses 
• create synthesis of ideas 
- use modeling as device to generate 
hypotheses, policy -oriented theories 
and to direct data search 
- implementation planning: 
• from start of project 
• work for person who can implement 
results 
- client-modeler interaction: 
• clear communication of model and its 
results 
• involve client in modeling efforts as 
much as possible 
Rather, modeling efforts might have a number of other useful benefits which are 
more towards the conceptual end of the impact continuum than the instrumen-
tal. Several recommendations to improve this conceptual type of use and thereby 
making policy modeling of complex ill-understood problems more effective have 
been discussed. The recommendations offered by the modelers in the previous 
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chapter might be grouped into three categories. The first category contains rec-
ommendations with respect to the models themselves (e.g. build small models 
rather than complex, detailed ones). The second category contains recommenda-
tions with respect to the procedure of mathematical policy modeling. Here the 
central recommendation is: involve the client in the policy modeling efforts as 
much as possible (cf. De Greene, 1982). This is known as interactive or participa-
tive policy modeling. The third category contains the recommendations with re-
spect to the uses of mathematical policy models for complex, ill-defined policy 
problems (i.e. do not use them uniquely as predictive devices, but rather use them 
to get insights in a policy problem, use them as a communication or integration 
device). 
From these recommendations the most important seems to us the need for more 
client involvement in the modeling efforts. At the same time, however, this is 
also the most radical and probably the one that is most difficult to realize. 
Modeling complex policy problems is in itself not an easy thing to do. Involving 
persons from the client's organization, who are generally not trained modelers, 
in (stages of) the modeling process might severely complicate it. The question 
then becomes how more client involvement might be achieved and what benefits 
it might produce for the client. These and related questions will be discussed in 
the next chapter. 
36 
3 COMPUTER-BASED LEARNING ENVIRONMENTS FOR 
COMPLEX, ELL-DEFINED POLICY PROBLEMS 
3.1 Introduction 
In the previous chapter we concluded that more client participation seems cru-
cial for more effective policy modeling with regard to complex policy problems. 
Because client participation seems so important, it is appropriate to concentrate 
on it in more detail in this chapter. 
There are four important questions that need to be answered. First, what are the 
main reasons for emphasizing more client involvement when modeling complex, 
ill-defined policy problems? Some reasons have, more or less implicitely, briefly 
been touched upon in the foregoing chapter. In section 3.2 we will focus more sys-
tematically and in more detail on this issue. The second question with respect to 
client involvement relates to the persons that should be involved in modeling a 
policy problem. Client participation in policy modeling has mainly been realized 
in corporate settings, where the number of relevant policy makers is usually lim-
ited and it is generally quite clear who the client is (see for instance Roberts, 1978; 
Weil and Veit, 1989). However, in public policy making as well as in large private 
organizations the number of potential participants is usually large (Stenberg, 
1980). The question then becomes who are the persons that will actually have to be 
involved in a modeling effort. In section 3.3 we will focus on the problem who the 
client actually is. The third question has to do with the realizability of participa-
tive modeling. As was shown in section 2.3, there are various modeling ap-
proaches that are employed more or less frequently in policy modeling. These 
methods differ in their amenability for participative modeling. The descriptive 
(simulation) modeling approaches are probably best suited for this. We will, how-
ever, not try to evaluate the suitability of each of these modeling methods for a par-
ticipative approach. This would demand a thorough knowledge of and experience 
with these various methods, which we do not possess. Rather we will take as our 
point of departure one of these methods, i.e. the system dynamics approach, since 
modelers from this school have not only repeatedly emphasized the need for client 
involvement in modeling but have also frequently realized participative modeling. 
The system dynamics methodology might thus provide us with some initial ideas 
for participative modeling. As an introduction section 3.4 will focus on the stages 
in the process of designing a system dynamics simulation model. Next, in section 
3.5 we will discuss various interactive approaches to computer modeling, which 
have emerged throughout the last decade. 
The fourth and final question with respect to client involvement relates to its use-
fulness. The question is what potential benefits for the client might be expected 
from it. In other words, in what ways might participation of the client in (stages 
of) the modeling process improve policy making with respect to ill-defined policy 
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problems, other than the traditional approach to computer modeling. This issue 
has also been briefly touched upon in the previous chapter, but will be taken up 
more systematically in section 3.6, since it will be one of the points of departure for 
our empirical study that will presented in the subsequent chapters. 
33 Mathematical policy modeling of complex policy problems: the need for 
participation 
The first reason for client involvement or participation has to do with what we 
will call 'knowledge acquisition' for model development. As Mason and Mitroff 
(1981) point out, complex (or wicked) policy problems are characterized by the fact 
that they are both complicated and interconnected. By complicated the authors 
mean that these policy problems consist of numerous important elements that are 
interconnected in intricate ways, often producing feedback processes that tend to 
'multiply' themselves (positive feedback) or 'cancel themselves out' (negative 
feedback). By interconnected the authors mean that wicked policy problems are 
connected to other policy problems. In this respect Ackoff employs the terms 
'systems of problems' or 'problem messes' (Ackoff, 1974; Dunn, 1981). In addition, 
complex policy problems generally involve many different stakeholders, each with 
their own view on the problem. Hence, complex policy problems are ambiguous, 
they defy a clear defini ton (Dunn, 1981; Mason and Mitroff, 1981). Because of these 
characteristics wicked or complex policy problems generally "... span more than 
one person's expertise" (Meadows and Robinson, 1985, p. 370). Usually only part 
of the problem is clear, while other parts have been investigated less thoroughly 
and are ill-understood. Consequently, in developing a mathematical model one 
can only rely in part on existing theories and available data. For various parts of 
the model one would have to rely on 'expert-knowledge' with respect to the policy 
problem. In this respect Randers (1972) has made a distinction between four 
classes of models. 
The first class consists of 'common-sense' models. These models are based entire-
ly on a modeler's intuition of the social system and general available knowledge. 
Models are judged for their validity by checking their plausibility and consistency. 
The second class of models consists of 'expert-opinion' models. These are based 
on the consensus among a number of experts and simultaneously satisfy the cri-
teria for 'common-sense' models. The third class of models are the 'partly esti-
mated' models. These models are partly based on expert opinion and for another 
part on the results of formal techniques that are employed to estimate model pa-
rameters and to check its validity. The fourth class of models are the 'fully esti-
mated' models. All parameters of the mathematical model are either determined 
on theoretical grounds or estimated using formal parameters estimation tech-
niques derived from mathematical statistics. 
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As might be clear, mathematical models of ill-defined policy problems will only 
rarely be of a class four type. At best, they might be in the third class and often 
they will have to be categorized in the second class. This means that experts have 
to be found and their knowledge captured to be incorporated in the model. These 
experts can often be found within the client's agency. The need for their involve-
ment in the modeling process is obvious. Even in econometric modeling, which 
heavily relies on formal statistical techniques and economic theories this expert 
knowledge of policy makers is recognized as a potential source of information (cf. 
de Jong et al., 1983; Zalm, 1988, p. 12). 
The second reason for client involvement has to to with model acceptance. By hav-
ing the client participate in the modeling process he is put in a position to incor-
porate his or her own assumptions into the policy model. This is important from 
the point of view of the client's understanding of the model and his trust in it. As 
Meadows et al. (1982, p. 258) point out: 
"For example, where the part of the model structure clearly relating to client interest is dom-
inated by a structure that does not relate to client conceptualizations, it is very difficult for 
the client to understand or trust the model." 
Or, as De Geus puts it: 
"If a planner walks into a room with a model on his computer that he has made up himself, 
the chances are slim that his audience will recognize this particular microworld" (De Geus, 
1988, p. 73). 
In other words a formal policy model should link up with client conceptualiza-
tion. Frequently, however, models are modified and conceptualized in ways that 
allow easy formalization or quantification. Consequently, the policy model ends 
up with concepts and assumptions which are not familiar to policy makers in the 
policy field (see for instance Watt, 1977; Jager et al., 1987). This greatly decreases 
the chances of the model being used by policy makers.1 
The third reason for client participation relates to learning. As we have seen from 
the 'impact literature' in the previous chapter, mathematical policy modeling 
usually involves considerable learning about various aspects of the policy prob-
lem. This is not specific for mathematical modeling, but could be said to hold for 
almost any kind of research activity (cf. De Groot, 1980). During the research pro-
cess all kinds of (unexpected) insights might be obtained. Through the steps of 
mathematical modeling one is forced to continually adjust and adapt the original 
conceptual model if it appears to be incorrect. Usually, when a modeling project is 
carried out by a group of scientists (without much client involvement) this group 
reports back to the client in the form of a research report. We have called this the 
traditional approach to carrying out a model study. This way of reporting 
research results is not specific for policy modeling. It is probably the method that 
is primarily used in reporting scientific policy oriented studies in general (cf. Van 
Oijen, 1987, p. 173; V.d. Vail, 1980). The report on a computer model project gen-
erally contains a description of the final mathematical model and the results of 
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the policy experiments carried out with it. From the policy experiments follow 
several policy recommendations. There are two problems that are associated with 
research reports on computer modeling of complex policy problems. The first is 
that these reports can be quite comprehensive. Meadows and Robinson point out 
that each of the models they reviewed "... generated on the average, a set of writ-
ten materials stacked one foot high, not counting computer output" (Meadows 
and Robinson, 1985, p. 381). The second is that these reports generally only de-
scribe the final model, rather than the iterative process that led to it. This final 
model, however, probably is a long way from the original conceptualizations and 
mental models of the modelers themselves as well as those of the policy makers. 
Add to this the fact that during the modeling process several choices have to be 
made with regard to conceptualizing and formalizing a policy problem, with 
which the policy maker does not necessarily agree, and it is obvious that the 
chances that the client will accept the model and its conclusions might be rather 
low. This experience is most saliently put into words by Watt: 
"Thus the very language in which OUT output data was expressed often came as a complete 
surprise to legislators (as when alternate forms of transportation were described in terms of 
passengers per foot width of right of way per hour, or passenger miles per unit of energy). In 
short a modeling group which has been funded to have a useful impact on public policy dis-
covers that, after the simulation is complete, it must engage in an exhausting program 
(which may last for years) to educate (emphasis added) the electorate and the legislators." 
(Watt, 1977, p. 2) 
Comparable observations are made in Greenbergers study. The authors do not 
doubt the potential of mathematical models to clarify a policy problem. They do 
doubt, however, whether policy makers were the ones who gained from it. 
According to the authors all policy models do have one common characteristic: 
"Most fall short of their potential as instruments for the clarification of policy issues and the 
enlightenment of policy makers. There is considerable evidence indicating that modeling 
is indeed effective in educating policy modelers." (Greenberger et al., 1976, p. 321) 
Both the above quotations indicate that valuable insights about a policy problem 
are not so much the result of the final model. Rather these are obtained in the 
process of modeling (see also Smits, 1983). Instead of first completing the model 
and next getting involved in an education program of several years, it might be 
better to have the client participate in this modeling effort in order to combine the 
model construction with the education (or enlightenment) process. 
The demand of client participation is also in line with Mason and MitrofTs ar-
guments. The authors extensively discuss the nature of complex, wicked policy 
problems and the demands that methods, employed to analyze them, have to sat-
isfy (Mason and Mitroff, 1981). One of these demands, as the authors point out, is 
that the methods need to be participative in character. Another, which links up 
rather well with the educational aspects of mathematical modeling, is that the 
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methods need to be 'managerial mind supporting'. When dealing with wicked 
policy problems, the authors point out that: 
"The choice of individual courses of action is only part of the manager's or policy maker's 
need. More important is the need to achieve insight into the nature of the complexity and to 
formulate concepts and world views for coping with it. It is the policy makers' thinking pro-
cess and his or her mind that needs to be supported." (Mason and Mitroff, 1981, p. 16) 
As we have explained above, involvement in the modeling process is the best 
guarantee that this demand of 'managerial mind supportingness' is indeed ac-
complished. It forms the third reason for client participation. 
The fourth reason for client involvement has to do with embedding the modeling 
efforts into the policy making process. As we have seen in section 2.2 the model 
cycle consists of at least three stages: abstraction, deduction and realization (see 
figure 2.1). As Strauch (1975) and Brewer and De Leon (1983) point out, however, 
this way of representing the process of modeling complex (or what Strauch calls 
'squishy') policy problems is not complete. Since there are several ways to per-
ceive 'squishy' policy problems, the authors argue that one of the most decisive 
steps in modeling, is the step of the substantive policy problem, as seen by policy 
makers, to the definition of the formal problem, which is used as a point of depar-
ture for the mathematical model. Neither is the step from formal conclusions (as 
derived from experiments with the mathematical model) to substantive conclu-
sions as straightforward as might be thought. This is visualised in figure 3.1. 
Figure 3.1 The model cycle for "squishy" policy problems 
Substantive 
problem 
Selection + 
translation 
Abstraction 
Mathematical 
model 
Deduction 
Translation 
Implementation 
Mathematical 
result 
Source: Adapted from Strauch (1975) 
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Hence, client involvement or participation is crucial in two ways. First, in select-
ing aspects of the policy problem to be modeled and in 'translating' these into a 
formal problem for mathematical modeling. This is closely related with the 
knowledge acquisition aspect that we discussed above. Second, in 'translating' the 
formal conclusions and results of the modeling efforts back into the policy pro-
cess. This latter is an important and in our view often neglected aspect. 
Remember that House pointed out that policy recommendations, offered by mod-
elers, frequently do not take into account the complexity of the actual policy mak-
ing situation. Policy recommendations thus can tend to be easily ignored by policy 
makers because they are not 'realistic'. Having clients participate in the model-
ing process ensures that the 'additional policy relevant information' stemming 
from the 'total' policy making situation is taken into account simultaneously with 
the results of the model study in arriving at policy decisions. In other words, re-
sults of the model study can best be 'translated' back into the policy process by 
those who have a more clear total picture of the policy making situation. Or to put 
the matter even more sharply, persons with a clearer 'total policy picture' in 
mind might attach a different importance to certain insights obtained by the 
modeling effort or might even get different kinds of insights, than the modelers, 
who generally lack this 'total picture'. Modelers are often not in a correct position 
to judge the usefulness of certain insights, or might overlook them, and thus 
might fail to report these explicity. Client involvement in the modeling process 
might prevent this from happening and might improve the relevance of the model 
study for the client's purposes. 
We have to point out that as a consequence 'translations' of the formal conclu-
sions might take on quite different forms. For instance, changing the definition of 
the policy problem, taking new policy alternatives into consideration, different 
assessment of policy alternatives considered. All of these different forms directly 
bear on the policy problem at hand and are thus valuable to the client. 
The fifth and final reason for client participation relates to the time it takes to 
complete a mathematical model. In the traditional approach the client might 
have to wait two to three years before being provided with the results of the model 
study. Participation in the modeling efforts guarantees that results will become 
available much earlier to the client, through the insights obtained during the pro-
cess of computer modeling. 
3J3 Client involvement in computer policy modeling: who is the client? 
The term client is found throughout the literature on policy modeling, although it 
is rather vague and might easily lead to confusion. This is particularly true in 
public policy modeling, where the number of relevant groups of persons involved 
in a policy problem might be quite large (cf. Stenberg, 1980; Dunn, 1981). The 
question then becomes who the actual client of the model study might be. 
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By client, authors about policy modeling usually mean the agency or person who 
provided the assignment for the modeling project. However, we have to make a 
clear distinction between several groups or individuals for whom the modeling 
project might be relevant. In 'Groping in the dark' (Meadows et al., 1982, p. 162) 
we find a classification of six groups of persons, that might be interested in a 
modeling effort: 
- client: person (or agency) who buys a model. 
- user: person (or agency) who uses a model as a source of information or orien-
tation to solve a problem. 
- sponsor: person (or agency) who finances the model. 
- reader: person who reads publications about the model. 
- critic: person who studies and criticizes a model. 
- modeler: person who constructs a model. 
This list of relevant groups is quite detailed and in many cases several of these 
groups will coincide. This is most probably the case in corporate settings where 
frequently only two groups are involved, i.e. the modeless) and the client, who is 
often at the same time the user of the model. In public policy settings this is, how-
ever, generally not the case. All of the above groups might play a role in public 
policy modeling. From the perspective of participative modeling the user is natu-
rally most important. Thus far we have been talking about policy makers as 
clients or users of the model. We have to remember, however, that several of the 
authors, discussed in the second chapter (e.g. Greenberger et al., 1976; House, 
1982), have pointed out that policy makers might be reluctant to participate in a 
policy modeling effort, since this might be rather time consuming, and it is time, 
that policy makers generally lack. Consequently, as House points out, "... there is 
a need to rely on the technical staff for a considerable portion of the analysis and 
only to become involved when options are presented and a choice required" 
(House, 1982, p. 114). In other words, it is the staff of policy advisors or policy ana-
lysts preparing policy advices, who might benefit most from participating in a 
mathematical policy modeling effort, and "... who are the actual client of the 
simulationist" (House, 1982, p. 121). This implies that, given that one is modeling 
complex problems, often cutting through various departments and agencies, staff 
members from these various agencies should be considered the most relevant 
users of the computer model. They will consequently have to be included in the 
modeling efforts. 
The above ideas presented by House stand in contrast with opinions of several 
system dynamicists who emphasize that the persons who have to participate in 
the modeling project are those who make the actual strategic decisions (cf. 
Roberts, 1978; Weil and Veit, 1989). This difference in opinion might be caused by 
differences between the public and private sector. As House discusses the public 
sector, the latter authors mainly talk about modeling projects in private corpora-
tions. In the latter situation the actual decision makers can frequently easily be 
identified. Policy and decision making in public organizations is often quite dif-
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fuse and spread over many different persons (cf. Weiss, 1982). Hence, it is often 
not immediately obvious who the actual client of the modeling project is. 
Having clarified the need for participation (why) and the client concept (who) we 
will now t u m to questions which are related to the 'how' of interactive modeling 
of complex policy problems. Before we are in a position to do so it is important to 
explain in more detail the process of computer modeling and the stages in it. As 
stated before we will employ the stages in designing a system dynamics model as 
an example. 
3.4 Stages in the process of computer modeling 
The process of computer modeling can be divided into several stages (cf. Klabbers, 
1975,1977; Roberts et al., 1983; Richardson and Pugh, 1985) each in turn contain-
ing various steps as can be seen in table 3.1. This table describes the process of 
modeling in its most elaborate form. In many cases of modeling some of these 
steps are skipped or taken more or less implicitly. 
After having formulated the problem for the study, the process usually starts by 
identifying the system boundaries, the time horizon and the level of aggregation. 
In the conceptualization stage, the relevant elements within the system and their 
characteristics are established. Next the interrelationships between these charac-
teristics are determined. This is usually done by using diagrams containing the 
central concepts and the relationships between these concepts which might be 
represented by arrows. The next stage in the process, i.e. formalization, consists 
of specifying mathematical equations for each of the (endogenous) variables in the 
model. In this stage a more precise definition of each of the concepts and of the re-
lationships between the variables has to be made (e.g. statements about their 
value, their form). This often leads to discovering inaccuracies made in the con-
ceptualization phase, and consequently to changes in the conceptual model. The 
formalization stage also contains a quantification step in which the values of the 
parameters of the model are estimated. 
After the model has been formalized and quantified, it needs to be programmed 
for a computer. This entails selecting an appropriate computer language or 
package with which the necessary calculations can be performed.2 Before per-
forming tests and analyses with the model, the program needs to be thoroughly 
tested for programming errors (debugging). In the analysis stage the model is 
first checked for logical values of the model variables. For instance a negative 
number of births in a population model is illogical and the model should be 
checked for errors in the mathematical equations. Next, the model is tested for its 
validity, usually by comparing empirically derived time series for certain vari-
ables with the time series generated by the simulation model. Discrepancies be-
tween the two sets of series can lead to considerable adaption of the model, affect-
ing the conceptualization as well as the formalization phase. Sensitivity analyses 
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can be used to either further validate the model or analyze its behavior more thor-
oughly, or both. Finally, once the model is validated it can be employed to conduct 
a number of policy experiments. These policy experiments can be conducted from 
two different viewpoints. First, the model can be used to calculate the potential ef-
fects of policy measures. Second, one might try to determine, with the aid of the 
model, with what policy options and under what conditions certain prespecified 
policy goals can be realized. 
Table 3.1 Stages in the process of mathematical computer modeling | 
stage 
1. problem formulation 
2. conceptualization 
3. formalization 
4. programming 
5. analysis 
6. policy experiments 
steps 
- preliminary problem definition 
- define system boundaries 
- define time horizon 
- define level of aggregation 
- establish relevant elements and their 
characteristics 
- map relationships between characteristics 
(e.g. by diagramming) 
- design verbal model 
- 'translate' the relationships into 
mathematical equations 
- quantitify model parameters 
- determine programming language 
- write program statements 
- debug program 
- check model variables for logical values 
- validate model 
- conduct sensitivity analyses 
- implement policies in model and calculate 
effects 
- establish under what conditions policy 
goals can be realized 
Source: adapted from Klabbers (1977). 
As might have become clear from the above description, the process of computer 
modeling is of a cyclic rather than a linear nature. In other words there is con-
siderable going back and forth between various stages in the modeling process. 
This is graphically displayed in figure 3.2, which has been adapted from Randers 
(1980). 
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Figure 3.2 The cyclical character of the mathematical modeling process 
Modeling Stages 
Conceptualization 
Formalization 
Programming 
Analysis 
1
 T I M E - * ' 
Start Preliminary End 
model 
Source: Adapted from Randers (1980, page 120) 
The horizontal axis shows the elapsed time in a computer modeling project, while 
the vertical axis shows four important stages in the modeling process. We have 
represented the four central stages in modeling (i.e. conceptualization, formaliza-
tion, programming and analysis) in the above figure, since it is in these stages 
that the cyclical character of computer modeling is most prominent. As can be 
seen from this figure, in the beginning of the project the modeling process moves 
through the various stages fairly quickly. However, after the first computer runs 
with the model, it is generally discovered that adaptions are needed and this 
forces the modeling group to return to the 'drawing board' and rethink the origi-
nal model. Next, there usually is some going back and forth between various 
stages until an ultimately satisfying model is acquired. This also indicates that 
considerable learning about the policy problem takes place during the process of 
modeling. 
In the next section we will discuss some approaches, which aim at participation 
of the user in various stages of the modeling process. Before we are going to focus 
on that we have to make one last remark regarding the terminology that will be 
used. When talking about the process of mathematical computer modeling we 
will employ the term model development (or model design, or construction) for the 
stages: conceptualization, formalization and programming. The term model 
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analysis will be used to refer to the stages: analysis and policy experiments. The 
term modeling will be used to denote all of these stages, i.e. model development as 
well as model analysis. 
3.5 Interactive approaches to computer policy modeling 
During the last decade several approaches have emerged that aim at systemati-
cally involving users in stages of the modeling process.3 In this section we will 
briefly discuss five approaches. The first is known as interactive simulation. The 
second is the so-called Reference groups approach. The third is the Policy-Delphi 
approach. The fourth is known as Cognitive mapping and the fifth as the 
Strategic Forum approach. 
3.5.2 Interactive simulation: merging computer simulation with gaming-
simulation 
One of the early attempts in the Netherlands to involve non-modelers in mathe-
matical computer modeling is the interactive simulation approach introduced by 
Klabbers (cf. Klabbers, 1976,1983,1984; Klabbers et al., 1978; Klabbers et al., 1980; 
V. d. Hijden, 1978; Geurts, 1981). Klabbers describes interactive simulation as: 
"... an integration of all-computer simulation, man-computer simulation and 
gaming" (Klabbers et al., 1980, p. 61). All-computer simulation (or computer 
simulation) can be defined as: "imitating the behavior of a system using a com-
puter for the stepwise solution of a formal dynamic model (cf. Geurts, 1981; trans-
lation J.V.). The computer calculates the values of the model variables over a cer-
tain time period. It thus generates time series for the variables in the model. 
The second element in the above definition is man-computer simulation. Man-
computer simulation implies that human interference occurs during the simula-
tion run. In general, this means that one or more parts of the system's structure 
(representing human decisions or policy decisions) are not formalized but are left 
out of the computer model. Human beings (interacting with the computer model 
and the results calculated by it) have to make decisions regarding certain aspects 
of the system (e.g. have to make a policy decision based on model outputs). These 
decisions are input for the model, which then calculates the effects for the vari-
ables contained in the model. These effects in turn form the basis for new deci-
sions to be made, during the next time increment. Schematically this procedure 
can be represented as in figure 3.3. 
In a man-computer simulation, as the name implies, it is the computer model 
plus the human being(s) interacting with it, that is meant to form the representa-
tion of the system's structure (cf. Klabbers, 1976). 
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The third element in the definition of an interactive simulation is gaming or, 
more precisely, gaming-simulation. Now, interactions between participants are 
added to the man-computer simulation. This adds substantially to the man-ma­
chine simulation, since now it is possible to have not only 'one actor' but also 
'multi-actor' simulations. This enables the introduction of differences of interest 
between different participants in the simulation. It also enables the exploration 
and analysis of effects on the total system of different policies adopted by different 
actors. We will discuss gaming-simulation and the interactive simulation ap­
proach in more detail in the next chapter. For now it will suffice to point out, that 
in an interactive simulation approach individuals interact with a mathematical 
model that is implemented on a computer which allows them to carry out exper­
iments with the model themselves. The interactive simulation approach thus 
concentrates on participation in the later stages of mathematical modeling (i.e. 
analysis and policy experiments) and less on the early stages (i.e. conceptualiza­
tion, formalization and testing). Interactive simulation thus seems a powerful 
tool to have a client carry out his or her own policy experiments and study and 
discuss its results. Hence, their application in computer-based learning envi­
ronments is increasing rapidly. 
3.5.2 Reference groups 
Another approach that aims at involving individuals in mathematical policy 
modeling is the use of so-called reference groups. Elements of this approach have 
been specified by Randers (1977) and Stenberg (1980) and adapted in the 
Netherlands by Beydorff and Van Dieren, who named it Forum-method (Van 
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Dieren et al., 1985). Usually this approach is used in combination with the system 
dynamics method. The Forum method assumes that in most modem societies 
policy decisions are based on a minimum level of consensus between persons who 
actively participate in the debate on a policy problem. These debates, in which the 
policy problem and policy options are discussed thoroughly, are generally held by 
a group of persons of various backgrounds and organizations, all interested in the 
problem and together forming some kind of informal network (e.g. scientists, 
policy makers, affected interest groups). This informal network is called the 
Forum. According to Van Dieren, a Forum in the Netherlands is usually made 
up of about 200 persons (cf. Van Dieren et al., 1985; Knol et al., 1987). Participants 
of the Forum are identified using a so-called 'snowball-sampling' procedure. The 
participants of the Forum are approached as potential participants in a 
mathematical policy modeling effort. Through a series of interviews and three to 
four hours workshops a number of these persons participate in stages of the 
modeling process. Particularly the workshops, consisting of loosely structured 
debates, are used as a means to discuss and structure the policy problem. This is 
done with the aid of causal diagrams used in the system dynamics approach to 
design a conceptual model and by conducting policy experiments with the 
computer (scenario's) and discussing the results. As might be clear from the 
above description the Forum method comes closer to interactive modeling 
throughout all stages of the modeling process than the previous approach. In 
general, however, the stage of formalization is done by the group of modelers 
themselves without participation of the Forum-members. This might produce 
problems since in the formalization stage significant modification may be intro-
duced in the model. Moreover, in formalizing and quantifying a conceptual model 
(i.e. causal diagram and verbal description) significant detail is added to the 
model. It is thus not logical to assume that Forum-members who participated in 
the discussions in the conceptual model will automatically understand and/or 
agree with the resulting formal model. 
Another disadvantage of the Forum method is that the interviews and workshops 
are rather loosely structured. Particularly in the workshops, which might be at-
tended by as many as thirty persons simultaneously, this might be risky. 
Participants might be kept from advancing their opinions. Employing more 
structured procedures, using written as well as verbal means of communication, 
might reduce this risk. 
A third disadvantage of the Forum method is that it is quite time consuming, 
particularly in the interviewing stage. The Policy-Delphi approach that is to be 
described in the next subsection circumvents some of the above mentioned disad-
vantages. 
3.5.3 The Policy-Delphi approach 
Vennix et al. (1988) use a slightly different approach for designing a system dy-
namics policy model (cf. Vennix and Gubbels, 1988; Vennix et al., 1988). Rather 
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than using interviews they apply the Delphi-approach (Linstone and Turofi", 1975; 
Dunn, 1981; Nutt, 1984) and combine it with structured workshops. In contrast 
with the Forum method the modeling group consists of modelers as well as 
several persons from the client's agency. In addition to persons from the client's 
agency, participants for the interactive modeling are recruited through a two 
stage sampling procedure. First, relevant organizations with respect to the policy 
problem are listed and next relevant participants within these organizations are 
recruited employing a 'reputation method' (cf. Felling, 1974a). By using this two 
stage sampling procedure biases in selecting participants are reduced to a mini-
m u m . 
The Delphi-approach is initiated with a mailed questionnaire, containing ques-
tions about a preliminary conceptual model, designed by the modeling group on 
the basis of available research and scientific literature. The Delphi-questionnaire 
has three goals. First, it is meant to elicit the participant's opinion on the con-
cepts and relationships of the preliminary model. Second, it aims at expanding 
the number of concepts considered relevant to the policy problem by participants. 
Third, it accomplishes a reduction of the number of concepts by having respon-
dents prioritize them. Since a mailed questionnaire only allows to discuss binary 
relationships, the second stage of the Delphi employs a so-called workbook in 
which more complex conceptual models, consisting of a set of interrelated vari-
ables, can be discussed. The workbook contains a number of hypotheses about re-
lationships between concepts which are visualized using causal diagrams. These 
hypotheses are based on the preliminary model and the changes made in it, as a 
consequence of the first Delphi-stage. Respondents who study the workbook are 
invited to comment on the hypotheses and the causal diagrams. Based on the re-
sults of the workbook, structured workshops are held in which controversial con-
cepts and relationships are discussed extensively. This is done by employing a 
very structured approach with a tight time schedule, meant to utilize the avail-
able time as effectively as possible. 
Based on the research results of the two Delphi-stages (questionnaire and work-
book) and the workshops, a final conceptual model is designed which is then for-
malized by the project group, using available data and external experts to quanti-
fy the model. The stages in the Policy-Delphi method are visualized in figure 3.4. 
As might be clear from this description the Delphi-workshop method is slightly 
different from the Forum-method. First, it employs a more structured approach 
to knowledge elicitation (Delphi and structured workshops). This allows to in-
clude many relevant persons at relatively low cost and time investment. 
Moreover, it generates various written materials (also from the workshop) which 
might be consulted at later times and which guarantees more or less that all par-
ticipants are 'heard'. 
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Figure 3.4 Stages in Policy-Delphi 
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3.5.4 Cognitive mapping 
Another interactive modeling approach is Cognitive mapping, (cf. Eden, 1980; 
Eden, 1985; Eden et al., 1983). This approach heavily relies on mapping tech-
niques to arrive at conceptual models of policy problems. It does not specifically 
emphasize the need to arrive at formalized and quantified models. On the con-
trary, the approach strongly suggests that developing conceptual models greatly 
aids in solving policy problems. Basically the methods used reflect the ones, 
which have been discussed in the section on Reference groups. As stated, the ap-
proach heavily emphasizes the elicitation of mental maps and the integration of 
these into one overall conceptual model. Special software is used by the modelers 
for this integration process and to arrive at conclusions based on the structure of 
the conceptual model (cf. Eden et al., 1983). 
3.5.5 The Strategic Forum: computer supported model-building 
A very recent and promising interactive approach to computer modeling is the 
Strategic Forum (Richmond, 1987). This approach uses computer assisted model-
ing to arrive at strategic policy plans. The method consists of a number of steps, 
which can be divided into three stages: a pre-work phase, the Forum phase and 
follow-up activities. The pre-work phases include two steps in which the modeler 
visits the group or organization that will participate in the Forum session. It en-
tails discussions with these participants, collecting data on the problem and the 
design of a preliminary 'map' of the organization. This map is translated into a 
computer simulation model using STELLA4, which allows participants to dia-
gram and run a model on a computer, by assisting the user in generating the ac-
companying equations. 
In the second step of the pre-work activities the modeler designs a number of ex-
ercises on which the participants of the Strategic Forum will work during the 
sessions in the Forum phase. 
The Forum phase also consists of several steps. The first entails a discussion on 
strategic objectives. The second consists of internal-consistency check exercises. 
This implies that participants, prior to running the STELLA model are asked to 
predict the dynamic effects of the strategic objectives laid out in the diagram. 
Frequently, the predictions made by a group do not coincide with the predictions 
made by the model. This discrepancy is used as a starting point in discussions on 
the strategic problem. A comparable procedure is followed in establishing the ef-
fects of certain policy plans, which ultimately leads to policy choices. The Forum 
process finishes with a wrap-up discussion. 
The third stage involves follow-up activities, primarily to encourage some form of 
ongoing systems thinking. 
As can be seen, the Strategic Forum approach realizes an interactive modeling 
procedure, with the strong support of very powerful computer software, which 
enables non-modelers to quickly develop a computer model on their policy prob-
lem and explore its dynamic characteristics and certain policy consequences. 
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This can, however, not be done without the aid of trained modelers. Developing a 
computer model is made easy by using STELLA, but this also entails certain dan­
gers. One of the steps in arriving at a consistent model is to check the consistency 
of the dimensional structure of the variables in the model. It is exactly on this 
point that the STELLA software lacks guidance for the non-experienced modeler. 
Hence, a non-experienced modeler runs the risk of specifying equations which 
are internally inconsistent. As a consequence model output automatically will be 
interpreted in a wrong way. 
For a few recent examples of the application of this approach for policy modeling 
guided by experienced modelers we refer to (Morecroft et al., 1989; Richardson 
and Senge, 1989; Senge 1988). 
As will be clear from the above description of the various interactive approaches, 
each of these realizes participation in different stages of the modeling process. 
This is visualized in figure 3.5. 
Figure 3.5 Interactive modeling approaches and the stages in which partici­
pation is realized 
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Of course we have to be careful in interpreting this figure, since there are vari-
ants within the approaches we discussed, which might allow for more (or less) 
participation in the various modeling stages. The figure is meant to indicate that 
the different approaches concentrate their participative efforts on different stages 
in the modeling process. From this one may not straightforwardly conclude that 
one approach is more participative than the other. Realizing participation in 
some stages of the modeling process is more difficult or more important than in 
others. The stage that is least covered with participative approaches is model 
formalization. Clearly this is the most difficult part to accomplish involvement of 
the user, because it demands most technical modeling knowledge. The Strategic 
Forum approach, employing the STELLA program, partly circumvents this prob-
lem by having the computer assist in the generation of the mathematical equa-
tions from the diagram. As we have seen this only partly solves the problem, 
since most people might be quite unaware of what is happening inside the ma-
chine. 
None of the above approaches, maybe with the exception of the STELLA approach, 
realizes full participation in all stages of the modeling process. Hence, it is better 
not to speak of participative or non-participative approaches as a dichotomy. 
Rather we will have to consider participation in modeling as a continuum. On the 
one end there is the traditional approach, allowing little or no participation. On 
the other extreme, one would find a fully participative method, allowing partici-
pation in the modeling process throughout all of its stages. As can be seen the 
Strategic Forum approach comes closest to that latter extreme. In between both 
extremes there are various methods which are employed to allow participation 
from model users in one or more stages of the modeling process. 
3.6 Potential benefits of interactive computer policy modeling 
The potential benefits of interactive variants of computer policy modeling have 
been touched upon briefly and rather implicitely thus far (e.g. learning effects, 
gaining insights). In this section we will discuss these potential benefits in more 
detail. From these we will derive some hypotheses that will be selected as the base 
for empirical investigation, the results of which will be presented in subsequent 
chapters. 
In our view there are three areas in which potential benefits of interactive com-
puter modeling will occur. Interactive policy modeling might improve: 
- communication between relevant problem owners; 
- learning about the policy problem (e.g. conceptual clarification); 
- integration of various perspectives on a problem and organizational learning. 
These potential benefits will be clarified in the next subsections. 
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3.6.1 Communication between relevant problem owners 
The first area in which one might expect interactive computer modeling to be 
beneficial is that of communication between relevant policy makers (cf. Meadows 
and Robinson, 1985; De Geus, 1988; Morecroft, 1988). That computer modeling is 
useful for improving communication is not only recognized by system dynamics 
modelers but also by for instance econometric policy modelers (cf. Tinbergen, 
1983; Zalm, 1988; Nijkamp and Spronk, 1982). 
In our view there are three aspects in which interactive computer modeling en-
hances communication about complex policy problems. The first is in structuring 
the debate between relevant problem owners with various backgrounds. 
Computer modeling provides a common framework (something like a common 
language) in which to express one's ideas and opinions (Meadows and Robinson, 
1985; Senge, 1989). This might prevent or minimize the chances of unnoticed 
misunderstandings and prevent talking at cross-purposes (Hart, 1977, p.139). 
This is further enhanced by the fact that participants have to make explicit their 
(implicit) assumptions. In addition, modeling assists in organizing information 
and in focussing attention (Hall et al., 1989) during the discussion of a policy prob-
lem without losing track of the whole problem. The second respect in which in-
teractive modeling might improve communication between persons, is in show-
ing that different perspectives on a policy problem exist, which might not neces-
sarily exclude each other but rather are complementary to one another. This is 
caused by the more or less systemic way of looking at policy problems. Each of the 
persons involved in the policy problem might look at it from his or her own per-
spective (see for instance Hogarth et al., 1980), either because one views the prob-
lem from one's own expertise or because different persons have different interests 
or different hierarchical positions within organizations each with their accom-
panying level of abstraction (cf. Geurts and Vennix, 1989). Interactive modeling 
allows to systematically compare and discuss differences in mental models. The 
third aspect in which modeling is useful to the communication between relevant 
policy makers is in clearly delineating areas of agreement and disagreement be-
tween the participants. As we have pointed out previously, mathematical model-
ing forces to make one's assumptions about a policy problem more explicit. 
Explicitizing one's assumptions during interactive modeling entails a clearer 
understanding for participants about the assumptions on which they do and on 
which they do not agree. This is very useful since, as Quade indicates, it helps to 
"... eliminate from contention those subissues on which there is no serious question about 
the assumptions, and focus our judgement on those parts of the issue where judgement is 
critical." (Quade, 1982, p. 171) 
3.6.2 Learning about the policy problem 
As we have seen in one of the previous sections Mason and Mi troff (1981), who 
explicitely deal with methods to analyze complex policy problems, state that 
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learning about the policy problem might be the first (and maybe the only) tangible 
result in dealing with complex, ill-defined policy problems. 
In the previous chapter we made clear that computer modeling provides certain 
insights into a policy problem, which might hardly have been obtained otherwise. 
Some modelers call these insights the learning effects involved in computer policy 
modeling. In the literature on policy modeling, however, most statements about 
these expected learning effects are rather vague. In this section we will try to 
make the various types of insights, that might be gained through computer policy 
modeling, more explicit. 
There are two questions that have to be answered in this respect. The first is how 
one might conceive of learning through computer modeling. The second relates to 
what is actually learned. To answer the first question we will use arguments pre-
sented by Greenberger et al. (1976), Quade (1982,1985), Meadows et al. (1982), 
Norman (1983), Meadows and Robinson (1985) and Forrester (1987). These au-
thors make a distinction between mental models and mathematical models of a 
policy problem as we have seen. Mental models, as the authors point out, are rel-
atively flexible, easy to adapt to changing circumstances and relatively cheap. 
Mathematical models are less flexible, less easily to adapt and much more ex-
pensive. On the other hand, however, mental models are often vague and implicit 
and thus elusive to criticism, while mathematical models are more explicit and 
thereby provoke debate and discussion. 
Meadows et al. and Meadows and Robinson sum up five potential advantages of 
mathematical models over mental models. The first is rigor. Mathematical mod-
els do not allow any ambiguity. They require complete and precise specification of 
assumptions. Mental models on the other hand are often vague, implicit and 
change unnoticed. The second advantage of computer models is comprehensive-
ness. This refers to the fact that a computer is capable of handling a large com-
plex model involving many variables and interrelationships. Mental models have 
only limited capacities in this respect. The third advantage is logic. Given a set of 
assumptions contained in a simulation model, the computer can draw logical, 
error-free conclusions where the human mind might easily make errors. The 
fourth advantage Meadows and Robinson mention is accessibility. Since the com-
puter model must contain explicit and precise assumptions, these models are 
open to close examination and critique. Mental models are much less accessible 
in that respect. The last advantage is flexibility. It is relatively easy to calculate 
the model under different sets of assumptions, much more easy than social ex-
perimentation in reality would be.5 
Meadows et al. (1982) and Meadows and Robinson (1985) emphasize that both 
mental and mathematical models are needed. They do not explicitely relate both, 
i.e. they do not explicitely speak of mathematical models affecting mental models. 
Greenberger et al. (1976, p. 53) on the other hand clearly state that a modeler's 
mental model is affected by the process of mathematical modeling. We indeed 
have to assume that this is the case in order to be able to speak of learning effects 
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involved in mathematical policy modeling. Thus, in talking about learning effects 
involved in computer modeling we imply that one's mental model of a policy prob-
lem (i.e. the mental policy model) is affected and consequently changed. In the 
following chapters we will more carefully deal with the concept of a mental policy 
model and take the hypothesized effect of mathematical policy modeling on a per-
son's mental model as the subject of further empirical investigation. 
The second question had to do with what might actually be learned about a policy 
problem. Building on what was stated in the previous paragraphs, one might ex-
pect that developing a mathematical model might aid in explicitizing and sharp-
ening one's mental policy model. We have to make two remarks on this. First, 
this will of course only be true up to a certain point. Mental models will never 
equal mathematical models on the five advantages mentioned above and they had 
probably better not. Second, the learning effects involved in mathematical model-
ing do not only derive from developing and analyzing the mathematical model as 
is usually thought. As we have pointed out in one of the previous sections, model-
ing consists of several stages (conceptualization, formalization, analysis, policy 
experiments). Each stage will generate certain insights often refined or altered in 
another stage.6 In the next paragraphs we will try to point out what might be ex-
pected to be learned with respect to a policy problem in each of the stages of the 
modeling process. 
The conceptualization stage involves generating concepts relevant to the policy 
problem and determining the relationships between them. This results in a con-
ceptual model (i.e. a diagram) and an accompanying verbal description of it. This 
stage entails two kinds of insights. First, it makes explicit the concepts related to 
the problem and the assumed relationships between them. Explicit description of 
these relationships usually leads to refined definitions of concepts and elabora-
tions of the relationships between concepts (see for instance Vennix and Gubbels, 
1988). Second, it results in a comprehensive overview of the problem under study. 
It assists in structuring one's mental model by integrating existing knowledge 
into a comprehensive picture.7 Particularly in dealing with ill-defined policy 
problems, structuring of the ideas and assumptions in one's mental model is of 
great importance (cf. Dunn, 1981; Mason and Mi troff, 1981; Hogarth et al., 1980). 
Consequently it does not only show what is known but also what is not known 
about a policy problem. In this way it might promote what is called second order 
knowledge and learning (cf. Klabbers, 1988) i.e. knowing about what is known 
about a problem. 
The formalization stage contains two important steps: specifying mathematical 
equations and quantifying the model's parameters. This stage generally leads to 
further refinements of the conceptual model. Definitions of concepts and charac-
teristics of relationships have to be considerably refined in specifying mathemati-
cal equations and in quantification (cf. Opp, 1970). It thus aids in further refining 
the concepts and relationships in one's mental model (see also Nijkamp and 
Spronk, 1982). In general we do not expect that in this stage the comprehensive 
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overview of the policy problem is enhanced. A set of mathematical equations, 
although excellently suited to be processed on a computer, is not an proper format 
for processing by the human mind. Conceptual diagrams are much more appro-
priate for these purposes (cf. Thissen, 1978). 
Up to this point in the modeling process learning is related to structural charac-
teristics of the policy problem (i.e. concepts and relationships between them). In 
the next stages (analysis and conducting policy experiments) emphasis is on the 
dynamic characteristics of a policy problem. As Forrester (1987) indicates, the re-
lationship between the structure of a policy problem and its dynamics is not quite 
straightforward when dealing with complex problems, which consist of many 
variables, often non linearly interrelated with each other. In this respect he 
speaks of counterintuitive behavior, i.e. behavior of the policy problem that might 
not be expected given one's knowledge about its structure. De Geus points out 
that: 
"... although the models in the human mind are complex, most people can deal with only 
three or four variables at a time and do so through only one or two time iterations." (De Geus, 
1988, p. 74) 
The steps in the analysis stage of computer modeling might thus be helpful in 
tracing out inconsistencies in one's dynamic conclusions based on the structure 
and in expanding the number of variables considered. Stated differently, the 
analysis stage aids in understanding the relationship between the structure of a 
policy problem and its dynamic characteristics. 
The analysis stage consists of the following steps: checking the model variables 
for logical values, validating the model and conducting sensitivity analyses. Each 
of these steps refines insights and reveals inconsistencies in the mental model. 
First, in checking the model variables for their logical values one can trace errors 
in the computer model and potentially inconsistencies in one's own mental model 
in drawing dynamic conclusions with respect to a policy problem. Second, vali-
dating the computer model leads to adapting it to the real system and conse-
quently possibly validating one's own mental model. Third, sensitivity analyses 
again reveal the logical tenability of the computer model and one's mental policy 
model. It further supplies insights in (future) dynamic characteristics of the poli-
cy problem and potential causes as embodied in the structure of the policy prob-
lem. 
The stage of conducting policy experiments enhances the awareness of the poten-
tial short and longer term effects of policy programs. Rather than considering 
these as precise predictions, they are better seen as an aid in anticipating poten-
tial future developments (either caused by exogenous or by endogenous factors) 
and potential (side) effects of policy programs, i.e. as a kind of 'early warning' 
system. 
The stage of conducting policy experiments with the aid of the computer model 
can be realized in interactive simulation sessions as we have seen in the previous 
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section. This step is rather important since in reality it is often through carrying 
out policies that a complex policy problem becomes clarified. As Mason and 
Mitroff point out: 
"The policy maker cannot insist on full 'clarification' or 'definition' of a problem before 
taking action on it. Often, it is only through taking action that a problem becomes clarified. 
If anything, the trick is to choose the appropriate set of actions that will add significantly to 
the clarification of a problem. Action and clarification, in other words, are not two separate 
things but rather two aspects of the same thing -successful problem management." (Mason 
and Mitroff, 1981, p. 18) 
In other words by taking action and observing results of these actions the policy 
problem becomes more clear. In reality this process might take years, in which 
several 'solutions' are implemented and repeatedly adapted until a satisfactory 
situation is reached. By employing a simulation model and interactive simulation 
sessions this long-term learning process in reality might be simulated and con-
sequently be condensed into a few days or weeks. Klabbers (1986) points out that it 
is difficult or even impossible to test various theories that underly policy-making 
in social reality, to see which of these is best. In this context he considers interac-
tive- and gaming-simulation as support systems which can be viewed as: "... 
learning environments that will enable the actors to grasp some of the complexi-
ties of the policy making process ..." (Klabbers, 1986, p. 79). 
Table 3.2 (next page) gives an overview of the learning effects. Summarizing one 
might say that computer policy modeling provides three kinds of policy relevant 
insights. First, it structures the policy problem. Second, it clarifies the 
relationship between the problem's structural characteristics and the dynamic 
consequences of this structure. This is mainly caused by going through the three 
first stages, i.e. conceptualization, formalization and testing. Third, it shows 
potential effects of policy programs aimed at alleviating the policy problem, and 
might thus be helpful in selecting an appropriate policy program. 
3.6.3 Integration of various perspectives on a problem and organizational 
learning 
We have already demonstrated in one of the previous sections that mathematical 
modeling provides a common framework for persons with various backgrounds 
to express their mental policy models. This does not only enhance clear commu-
nication, it also provides the possibility to consistently integrate the various men-
tal policy models into new shared mental models (Senge, 1989, p. 231) and one 
overall model. As Meadows and Robinson put it: 
"Perhaps most important, they (computer models, J.V.) could simply serve as communica-
tion devices in which different, partial, mental models of the social system could be ex-
pressed and integrated." (Meadows and Robinson, 1985, p. 429) 
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Table 3.2 Potential learning effects involved in the various stages of com-
puter policy modeling 
Stage 
conceptua-
lization 
formali-
zation 
analysis 
policy ex-
periments 
Activities 
- identify relevant concepts 
and assumed relationships 
- structure knowledge into 
overall picture 
- detailing definitions of 
concepts and assumed 
relationships 
- trace out dynamic con-
sequences of model's 
structure 
- validate computer model 
- conduct sensitivity 
analyses 
- explore potential future 
developments 
- calculate policy program 
effects and side effects 
Potential 'learning' effects 
- surfacing assumptions in 
mental model 
- structuring one's knowledge 
- detailing and refining one's 
knowledge 
- trace out inconsistencies in 
mental model 
- adapt mental model to real 
system 
- increase awareness of dynamic 
effects 
- track down causes of policy 
problem 
- increase awareness of potential 
future developments 
- anticipate future events 
- gain insight in potential 
program effects 
Quade is even more decisive in considering models as integrative devices. He 
points out that: 
"A model is a device for assembling the information and hypotheses scattered throughout 
the 'community' pertinent to the question being considered in such a way that all compo-
nents are put into proper relationship." (Quade, 1962, pp. 161-162) 
Hall's study presents a clear example of different departments within a publish-
ing company, each with its own distinct mental map. However, these distinct 
maps can all be linked because of the occurrence of common concepts (Hall, 
1984). In other words the maps each present a partial view of the whole organiza-
tion and if pieced together they give a more adequate description of the way the 
whole organization functions. Integration of these various perspectives might be 
achieved through interactive modeling. This communicative and integrative po-
tential of computer modeling makes it a powerful tool in policy development for 
complex policy problems. Frequently, policies with respect to complex policy prob-
lems are prepared by means of policy documents (see for instance Rosenthal and 
Ringeling, 1976). These generally contain what is called a policy theory (cf. 
Leeuw, 1983,1986; Hoogerwerf, 1984; Ringeling, 1985; Kraan-Jetten, 1986), i.e. a 
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set of assumptions underlying this policy. Such a policy theory can be seen as the 
result of a number of debates between members of the policy analytical staff of one 
or more governments agencies (Rodenhuis, 1987a). Apart from the fact that com-
puter policy modeling might aid in structuring these debates and improving 
communication between participants, it might also be helpful in systematically 
integrating the mental policy models of participants and designing a consistent, 
well-established policy theory which forms the basis for a policy document and 
subsequent policy making. In other words it might improve the quality of the poli-
cy theory. 
Several of the above mentioned authors have also discussed the concept of quality 
of a policy theory and have come up with various criteria with which to evaluate a 
policy theory's quality. In chapter six we will deal extensively with the concept of 
policy theory and we will also discuss its quality in more detail. For now it will 
suffice to point out that some of the most important criteria to evaluate the quality 
refer to: 
- the accuracy of the concepts of the theory and relationships between them; 
- the degree of detail; 
- the integration of the theory. 
From the description in the foregoing sections, it might be clear that computer 
modeling might improve several of the above aspects of the quality of an organiza-
tion's policy theory (e.g. its integration). 
In this respect several authors speak of organizational learning (Argyris and 
Schön, 1978; Senge, 1989) or institutional learning (De Geus, 1988). In other words 
it is not only the individual that learns about a policy problem, as explained in the 
previous section, but it is also the group or organization that gains in the quality 
of a shared knowledge of the problem. Senge (1989) points out that simulation 
models often reveal fundamental inconsistencies and contradictions in operating 
policies in an organization. To change these policies he suggests that the: 
" only possible strategy, (....), is to create an organizational learning process. It is sim-
ply not possible for someone who has gone through an intense learning process to expect 
someone else to agree with the conclusions arrived at from that learning process. Even if 
that person is 'the boss'." (Senge, 1989, p. 232) 
In other words, a group of persons in an organization has to participate in the 
modeling process in order to arrive at a common and shared view of the problem. 
3.7 Summary 
In this chapter we have been concerned with four important questions relating to 
client involvement, since participation of the client seemed one of the most crucial 
recommendations for effective policy modeling, affirmed by almost all policy 
modelers. First, we have presented various reasons for the need for involving the 
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dient (or better the user), i.e. knowledge acquisition, learning involved in the 
modeling process, relating results from the computer model to policy making sit-
uation, the user's trust in the model and the early availability of (conceptual) re-
sults for the user. Second, we have discussed the concept of client of a model study 
and concluded that for our purposes the most important group are the users of 
the model. Third, we have presented several interactive approaches to computer 
policy modeling: interactive simulation, Reference groups, Policy-Delphi, Cogni-
tive mapping and the Strategic Forum. Fourth, we have discussed the potential 
benefits of an interactive modeling approach. These were: 
- improvement of communication between various relevant problem owners 
about a policy problem; 
- learning about a policy problem; 
- improvement of the integration of various perspectives and organizational 
learning. 
In the remainder of this study we will be concerned with the empirical verifica-
tion of some of the ideas put forward in the last section. We will mainly concen-
trate on the issue of individual learning from computer modeling. In the next 
chapter we will discuss the research questions and the basic research design. 
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4 RESEARCH QUESTIONS AND BASIC RESEARCH DESIGN 
4.1 Introduction 
In the foregoing chapters we have dealt with the first two viewpoints on the 
impact of computer modeling on policy making: the history of impact and the 
normative perspective, i.e. ways to promote effective policy modeling. In the first 
chapter we have indicated that the third viewpoint would be empirical and evalu-
ative in character. It will deal with the empirical verification of some of the ideas 
that have been discussed in the previous chapter. The first question is what to 
evaluate. We will concentrate on this question in section 4.2. The second question 
is how to evaluate. This leads to a discussion of the research design of the empiri-
cal study in section 4.3. A topic which is closely related to this is the use of a 
model. In the second chapter we have discussed a variety of model types. In sec-
tion 4.4 we will discuss our choice for a simulation model to be used in this study. 
Finally, in section 4.5 we will present the conceptual model of our study and 
briefly discuss the variables, which are incorporated. 
42 Research questions 
In this study we will particularly concentrate on the learning aspects involved in 
computer modeling. Of course there is a variety of ways in which to empirically 
investigate learning effects of computer modeling. There are, however, two im-
portant topics that emerge from the two previous chapters, which we will take 
into account in designing the empirical study. The first is the emphasis which is 
placed on conceptual impact from modeling complex policy problems. Most stud-
ies focussing on the impact of computer models for policy support and the related 
field of decision support systems do not distinguish between various types of im-
pact. Usually one focusses on the direct impact on (the quality of) the decisions 
(see for instance Van Schaik, 1988; Vogel et al., 1988). As we have clarified in the 
previous chapters much of the impact of computer modeling will be conceptual 
rather than instrumental. Hence, in designing an empirical study we would like 
to be in a position to establish conceptual rather than instrumental impact. We 
will concentrate on changes in 'mental policy models'. 
A second important topic, emerging from the previous chapters, is the need to in-
volve the user in (one or more stages of) the modeling process. As we have seen, it 
is generally assumed that most of the learning on the policy problem takes place 
through the attempts to model a policy problem. By involving the user in (parts of) 
this process, learning on the policy problem is enhanced. In a traditional (non 
participative) approach learning for the user is impeded. In this study we will 
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also investigate whether participation of the user in (stages of) the modeling pro-
cess makes a difference in the resulting learning effects. 
To be quite clear about what we are going to study we present figure 4.1. It 
schematically represents in a very simplified way the effect of computer models 
on policy making. 
Figure 4.1 Impact of computer policy models and points to measure their effects 
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In this study we restrict ourselves to measurement at point A: the effects of com-
puter models on mental models. If we assume that there is a conceptual impact 
of computer models on policy making, the underlying assumption is that changes 
in mental models will lead to changes in the policy making process (e.g. defining 
the problem, selection of policy options) and hence will indirectly influence policy 
effects, which will be established. Naturally, from the point of view of effective-
ness of computer models for policy support, one would be most interested in the 
degree in which computer models improve the effectiveness of policy choices (i.e. 
measurement at point C). As can be seen from the figure, it will be extremely dif-
ficult to establish this. Most important because there are a number of factors, 
which might influence the supposed policy effects, which are often not known to 
the researcher, let alone that they can be controlled.1 
Another interesting point to measure given the above model of conceptual impact 
would be point B. Here, one would try to establish effects of the computer model on 
such things as policy choices or definition of the policy problem by an organiza-
tion. Again it would be diffictjlt to actually establish the influence of the computer 
model, since there will be a host of other factors affecting the policy making pro-
cess, which should have to be taken into account. Even if one is willing to assume 
that the effects of a computer model on policy making would be through changes 
in mental models and at the same time one would be in a position to control other 
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factors affecting the policy making process one would be left with the serious 
problem that mental models will also change due to (policy relevant) information 
other than the information embodied in the computer model. In figure 4.1 this is 
represented in the upper left hand box. Since so little (objective) measurement has 
been done on this subject it seems wise to restrict ourselves to the first 'step', i.e. 
computer models affecting mental models. Future evaluation studies might focus 
on other steps in this process and would have to elaborate on the model outlined 
in figure 4.1 (cf. Vennix, 1988). 
Basically we thus have two different questions for our study. The first has to do 
with the impact of computer models on mental models in general, regardless of 
the way the model is developed and communicated. The second question concen-
trates on differences in effects on mental models as a result of participation of the 
user in (stages of) the modeling process. The concept of mental policy model, 
however, is still rather vague. We will have to refine this concept before we are in 
a position to more precisely define our research questions. 
For our research we will distinguish three aspects, which all somehow relate to 
the concept of mental policy model. In designing computer-based learning envi-
ronments for policy support one frequently integrates elements from computer 
simulation with those of gaming-simulation. It is claimed that interest in the 
subject matter is greatly enhanced through computer-based learning environ-
ments and gaming-simulation in general (cf. Greenblat, 1981; Bredemeier and 
Greenblat, 1981). In computer-based learning environments one activates a par-
ticipant's knowledge by elicitation techniques used in model building. It is sup-
posed that this process of activating and structuring a person's knowledge leads 
to an increase in gathering of information on the topic (cf. Min, 1987). Stated dif-
ferently, through modeling one enhances a person's interest in the subject mat-
ter. This leads us to the first couple of questions: 
la) Does confrontation with a computer model enhance a person's interest in the 
subject matter that is dealt with in the model ? 
lb) Is interest in the subject matter enhanced more if users participate in (stages 
of) the modeling process ? 
The second aspect of mental models , which is of importance in policy making is 
concerned with learning about the subject matter. The question here is whether a 
person's knowledge about the subject is increased through computer models. As 
we have seen in the previous chapter, various modelers suggest that knowledge 
on the structure and particularly the dynamic characteristics of a policy problem 
is usually underdeveloped in mental models. The two questions can be phrased as 
follows: 
2a) What amount and type of knowledge is obtained from a computer model by a 
person who is confronted with it ? 
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2b) Does the amount and type of knowledge obtained from a computer model dif-
fer if the user participates in stages of the modeling process? 
As one can see from the above questions we will not only concentrate on the 
amount, but also on the type of knowledge obtained from a computer policy model. 
In one of the next chapters we will more extensively discuss this. Having an-
swered these two latter questions would basically put us in a position to draw con-
clusions with regard to the impact of computer models on mental models. 
However, these answers would not be very informative about the use of 
(information embodied in) computer models in developing policies. One might 
know a lot about a computer model of a policy problem, the important question in 
policy development is whether a person is capable of usefully applying this 
knowledge to arrive at sound and well-argued policy proposals. Generally, in pol-
icy making one is confronted with an (often ill-defined) policy problem for which 
solutions have to be developed. Hence, the question becomes whether computer 
modeling aids in this process of arriving at solutions for policy problems. What 
modeling might do here is not present solutions which can be directly imple-
mented (instrumental use), but it might aid in surfacing and structuring a per-
son's assumptions about a policy problem and the way it should be dealt with 
(conceptual use). In policy oriented literature the set of assumptions underlying a 
policy is known as a policy theory (cf. Hoogerwerf, 1984). In other words a policy 
theory is not a theory on policy making but a set of assumptions with which policy 
makers argue their policy choices. In this sense they can be called action theories 
(Ringeling, 1985) or theories in use (Schön, 1983). Although hard empirical evi-
dence seems lacking, Hoogerwerf points out that ineffectiveness of policy pro-
grams, i.e. the non realization of policy goals, might at least partially be ex-
plained by the quality of the policy theory (Hoogerwerf, 1984, p. 493 and p. 525-526). 
In addition there are studies, which have shown the relationship between as-
sumptions in mental models, as represented in 'cause maps', and decision mak-
ing (cf. Axelrod, 1976; Hall, 1984). It thus seems that improvement of the quality 
of policy theoretical assumptions might improve the effectiveness of policy mak-
ing. 
In general the application of the concept policy theory is restricted to a theory 
which underlies a certain policy designed by a group of persons. In our case we 
will consider policy theory as an individual characteristic, i.e. the set of assump-
tions about a policy problem held by an individual. We are thus interested in the 
question whether computer modeling affects a person's policy theory. More 
specifically we will study how the quality of a person's policy theory is affected. 
The third couple of questions can thus be formulated as follows: 
3a) Does confrontation with a computer model affect the quality of a person's pol-
icy theory of a policy problem and in what ways ? 
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3b) Is the quality of a person's policy theory affected in different ways, if the user 
participates in stages of the modeling process ? 
In one of the next chapters we will more extensively discuss the concept of policy 
theory and the way we operationalized it in our study. 
4.3 Notes on the research design 
Probably the research approach most commonly used in evaluating impact of 
computer models as policy support systems is what we would like to call the ret-
rospective case-study approach. The researcher takes one or more cases and 
studies their impact records, if those are available. Since this is often not the case 
the researcher then relies on information obtained through interviews with rele-
vant policy makers and modelers, who have been involved in the modeling effort. 
This approach is applied in most of the studies that we have presented in our his-
torical review. It has several methodological weaknesses. First, it is subjective, 
i.e. it relies heavily on the opinions of both the modelers and policy makers. This 
could easily introduce failures in the study, mainly because of biased-viewpoint 
effects.2 A second methodological weakness of the retrospective case-study ap-
proach is that it heavily relies on the correct recollection of the respondents. 
Recollection might, however, very well be disturbed, particularly when the model 
study was completed some time before the respondents are questioned. 
Hence, we find this approach not very useful for our purposes. Given the fact that 
we want to compare two modeling approaches and the effects on a person's inter-
est, knowledge and policy theory, we will have to employ a method that meets the 
following requirements. First, it needs to be objective in the sense that not the 
opinions of individuals about impact are recorded (subjective approach), but 
rather impact needs to be established through more direct measurement of the ef-
fects of computer modeling on a person's interest, knowledge and policy theory 
(objective approach). Second, the approach should not be retrospective. Apart 
from problems caused by incorrect recollection effects, it is almost impossible to 
correctly establish changes which are due to computer modeling. And that is in 
fact what we are actually interested in. In order to be able to correctly establish 
the effects of a computer model on one of the aspects mentioned in the previous 
section, it is necessary to have at least two points in time on which measurements 
are performed. In between these two measurements individuals would have to 
study a policy problem with the aid of a computer model. 
Third, the research design should enable to establish differences between two 
modeling approaches rather than between two different models. This latter point 
is particularly important. Suppose one would compare two modeling projects, 
which would not only differ to the degree of participation, but also on the subject 
matter being modeled, as is often the case in evaluation research on model im-
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pact. One of the projects would for instance focus on environmental problems and 
the other on problems in health care. It would then be difficult to arrive at general 
conclusions on the differential effects of both modeling approaches, since there 
might be a host of other factors in these two policy areas that might cause differ­
ences in impact to occur. Factors, which would be difficult to trace, let alone iso­
late them. Hence, the research design should enable to compare the modeling 
approaches rather than the subject matter being modeled. 
The above requirements call for an experimental research design with two 
groups of persons being exposed to different treatments (i.e. modeling ap­
proaches) and both being measured before and after the treatment. In order to 
rule out potentially disturbing effects, research subjects have to be randomly as­
signed to one of both treatments. This type of research design is known as the 
pretest-posttest control group design (Cook and Campbell, 1979) and can be dis­
played as in figure 4.2, where: 
R = Randomization 
On = Observation η 
Xe = experimental stimulus 
Xc = control stimulus 
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By studying the difference between 02-01 and 04-03 the researcher is able to 
draw conclusions with respect to the effect of the experimental variable on the de­
pendent variable(s) under study. The pretest-posttest control group design is quite 
powerful, particularly because the researcher is in a position to determine which 
person will receive which treatment, by randomly assigning respondents to one of 
the two conditions. This eliminates such important problems as regression to the 
mean and selection (cf. Cook and Campbell, 1979; Segers and Hagenaars, 1980). 
The design has some important disadvantages as well, mainly resulting from its 
artificiality. It is generally not appropriate to test complex theoretical models and 
the generalizability of the research results is usually rather low. We selected this 
design, however, because of its potential to reveal causal effects of both treat-
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ments. Hence, our research subjects were first randomly assigned to one of both 
treatments, next they were measured on a number of variables. After having par-
ticipated in the experiment they were measured again on the same variables. In 
the coming chapters we will extensively discuss both treatments (or conditions) of 
the experiment and the variables on which research subjects were measured. 
In order to carry out the experiment we thus need to design an experimental and 
a control condition. The control condition needs to reflect the traditional approach 
to computer modeling, while the experimental condition needs to enable partici-
pation of the research subjects in one or more stages of the modeling process. As 
we have seen in the previous chapter, where we discussed various interactive ap-
proaches, almost none of these allows full participation of the user, i.e. participa-
tion in all stages of the modeling process. This is obviously difficult to realize. 
Hence, we will also hardly be in a position to compare both extremes of the con-
tinuum: fully participative versus completely non-participative modeling. We will 
have to design a computer-based learning environment, which incorporates a 
number of participative elements. For this we will employ elements of some of the 
interactive approaches discussed in the previous chapter. In order not to compli-
cate the research design too much, we decided to use the same computer model 
for both groups and to base the experimental condition on the interactive simula-
tion approach discussed in chapter three. Hence, we designed a computer-based 
learning environment around an existing computer model and employed this as 
the experimental condition. The design of this learning environment will be dis-
cussed in the next chapter. This choice implies that the experimental group in 
our study will noi be put in a position to decide what to incorporate in the com-
puter model. Stated differently, the experimental group will not be allowed to 
challenge and actually change the assumptions built in the model. 
Although the above choice will limit the conclusions that can be drawn from the 
experiment, it was decided not to have the experimental group design their own 
computer model for several reasons. 
The first reason is that there are numerous computer models in existence and 
various approaches which aim at opening up these models for non experts and 
getting them implemented by making them available to a wider audience. This is 
for instance accomplished through procedures like gaming-simulation as we 
have seen in the previous chapter (cf. Klabbers et al., 1980; Sterman and 
Meadows, 1985; Sterman, 1988; Meadows, 1989; Senge, 1989; Kim, 1989; Hall, 
1989). Here too, modelers aim at more client involvement in the modeling process 
in order to promote insights in the policy problem. Hence, it is useful to compare 
these relatively new approaches with the more traditional approach to 
communicating model insights. Again we have to emphasize that participation 
in the modeling process must not be considered as a dichotomy, but rather it 
should be seen as a continuous variable, i.e. a person can be involved more or less 
in a modeling project. A second reason for having participants not design their 
own model is that it would ask a substantial amount of time investment on the 
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part of the researcher. Since in this study a large amount of time would have to be 
invested in designing and testing measurement instruments to tap the effects on 
mental models, it was decided not to go through a complete model building cycle 
with the experimental group. The third reason is that it would be hard to keep the 
time investment of both groups equal. The experimental group would most 
probably have to invest much more time in the experiment than the control 
group. As we have seen, particularly the formalization of the model can be quite 
time consuming. Finally, both conditions could not be conducted at the same 
point in time. One would first have to design a computer model with one 
(participative) group and next design a research report on this model and 
commmunicate that to another group. Events in between these two time points 
cannot be controlled. This might introduce so-called 'history' effects which might 
disturb the validity of the conclusions (cf. Cook and Campbell, 1979; Segers and 
Hagenaars, 1980).3 
Of course, in drawing conclusions from the experiment, we will have to take into 
account the fact that we did not employ a fully participative modeling project in 
which research subjects participated in all stages of the modeling process. 
Hence, we will refer back to this in the final chapters of this study. 
4 4 Notes on tibe selection of the computer model 
As we have seen in the second chapter there are various modeling approaches 
which are employed in policy modeling. We thus have to make a choice on the 
particular model and modeling approach which will be used in the experiment. 
There are a few constraints which have to be taken into account in selecting a 
computer model. The first has to do with the time investment in creating a com-
puter model. Since developing a well tested model takes rather long (usually at 
least a few years), we decided to select an existing model, which was already well 
established and tested, rather than developing a new model for the purposes of 
our experiment. The second concern is the need for updating and adapting the 
model for its application in the experiment. This implies that one would have to 
be able to rely on a few experts who are able to assist in this process of model 
adaption. After reviewing several possibilities and considering these constraints 
we decided to select an econometric computer simulation model of the Dutch 
Social Security System (cf. Douben, 1987). This model consists of a set of linear re-
gression equations (see appendix 1). In the previous chapter we have approached 
the problem of interactive modeling mainly from the system dynamics perspec-
tive. The econometric model which we selected for our experiment has some typi-
cal characteristics, which distinguish it from a related modeling method like sys-
tem dynamics. In order to remove potential misunderstandings we will briefly 
highlight some of the typical differences between both methods in the next para-
graphs. This will give the reader some insight in the type of model we have been 
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employing in the experiment. In addition, it will be valuable in interpreting the 
results of our empirical study, because selecting one particular modeKing ap-
proach) will naturally have its influence on the type of impact that will result. 
Differences between system dynamics and econometrics have been extensively 
discussed in the literature (see for instance Meadows, 1980; Sterman, 1985; 
Vennix, Smits, Geurts, 1989). Hence we will not discuss this topic in detail. 
Rather we will focus on some characteristic differences that might influence the 
research results in a specific way. 
System dynamics models tend to be more systemic, i.e. they do not only include 
variables coming from one scientific discipline (e.g. economics) but they usually 
encompass variables from a variety of disciplines. System dynamics models are 
interdisciplinary models. As a consequence these models generally cannot rely 
on well established theories, which can be formalized into a mathematical model. 
Rather system dynamics, as we have seen in the second chapter, can be consid-
ered a metatheory on the behavior of social systems in which the concept of feed-
back processes is a central notion (cf. Forrester, 1968; Roberts et al., 1983; 
Richardson and Pugh, 1985). As a consequence there is a clear difference in the 
stages in the modeling process in both methods. Econometric modelers take as 
their point of departure (elements from) economic theories. The modeling process 
generally sets out with the formulation of the mathematical equations. Next sta-
tistical techniques are used to estimate the values of the model parameters. The 
formalization and quantification stage receive relatively much attention in 
econometric modeling. In system dynamics theorizing on the problem and the 
conceptualization stage is an important step in model development. On the one 
hand since theories, which might be readily formalized, are generally lacking 
and on the other hand because the focus of system dynamics is on identifying im-
portant feedback processes causing a policy problem. Establishing relevant con-
cepts and feedback processes is done by using diagramming techniques rather 
than sets of equations to start with. Diagrams play a central role in developing a 
system dynamics model (cf. Morecroft, 1982; Morecroft, 1988; Diffenbach, 1982; 
Richardson, 1986). It is only after having identified the above mentioned elements 
that formalization is started. This leads to some typical differences between 
econometrics and system dynamics. This is visualized in figure 4.3, which is 
adapted from Richmond et al. (1987). 
The figure shows a number of (fictitious) relationships between factors influenc-
ing a general practitioner's tendency to refer patients to a medical specialist. The 
left hand part of figure 4.3 represents a typical system dynamics' view of relation-
ships between a number of variables. Here it is the set of relationships and the 
feedback processes between these, which form the basis to describe the problem. 
The right hand side is typical for the approach in econometrics, where a certain 
(dependent) variable is seen as influenced by a number of (mutually unrelated) 
independent variables. This is typical for the regression type of equations which 
are generally used in econometrics. This is not to say that econometric models do 
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not contain feedback effects. These are, however, the more or less coincidential 
result of the equation formulation stage rather than emenating from conscious 
identification of these feedback processes.4 
Figure 4.3 Examples of causal diagrams 
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The 'regression approach' in modeling also causes some other characteristic dis-
tinctions between econometrics and system dynamics. The first is that the num-
ber of relationships between the variables in the computer model is generally 
much higher than the number of relationships in a system dynamics model of 
comparable size with regard to the number of variables. As a consequence, and 
contrary to what one would expect, an econometric model actually contains many 
more (but simultaneoue) feedback effects than most system dynamics models. As 
stated before, the feedback loops in the system dynamics model are consciously 
modeled. In the econometric model they emenate from the regression approach. 
Another important difference between both methods is the use of 'absolute' vari-
ables in system dynamics as opposed to the use of 'relative' variables in econo-
metrics. The variables in the econometric model in appendix 1 represent relative 
changes from a general equilibrium trend rather than absolute quantities. 
Hence, the model output must be interpreted differently from a system dynamics 
model output. The model employed in this study generates output like in table 4.1 
(see also Gandolfo, 1980). 
Table 4.1 Example of output of the macro econometric model 
year 
variable 
Investments 
Production capacity 
1988 
1.04 
0.89 
1989 
2.02 
0.59 
1990 
1.89 
1.01 
1991 
2.78 
0.65 
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The figures in this table have to be read as follows. Given a certain (expected) eco­
nomic trend and a certain impulse on one or more of the exogenous model vari­
ables investments will increase with 1.04 % in the first year. In the second year, 
investments will have increased by 2.02 % in relation to the beginning of 1988 and 
so on. The same holds for the numbers for production capacity. This leads to 
graphics of the kind as can be seen in the right hand side of figure 4.4. 
Figure 4.4 Typical model output from system dynamics model (left hand graphic) 
and econometric model (right hand graphic) 
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The left hand side again shows typical output of a system dynamics model which 
has a more (quasi) continuous character. Emphasis in econometric modeling is 
usually on trying to arrive at precise (short term) predictions. In system dynam­
ics modeling emphasis is placed on exploring dynamic patterns of the problem 
(e.g. its growth, decay or sudden changes in it) by running the computer model 
under many different conditions. Hence, system dynamics modelers look for 
qualitative changes in the output curves as a result of changing conditions rather 
than aiming at exact quantitative predictions of problem behavior. In system 
dynamics modeling the emphasis is on finding the basic (feedback) mechanisms 
underlying problematic behavior of certain model variables. 
Another important difference between both modeling methods is in the type of 
variables and influences which are distinguished. In an econometric model the 
two above variables (i.e. investments and production capacity) are related to each 
other in a mathematical equation indicating the effect of a percentual change in 
investment on the percentual change in production capacity. The relationship be­
tween the percentual changes in these two variables is estimated using statistical 
73 
techniques on empirical time series. The relationship between these two variables 
might be mathematically expressed in the following way (see also appendix 1): 
y* = 0.10 i + 0.90 i.! 
This equation expresses that the change in the level of the production capacity (y*) 
is affected by the change in this year's investment (with a factor 0.10) and by the 
change in last years investment (indicated by -1), with a factor 0.90. In other 
words in econometric models it is changes in variables which are related to each 
other. 
In a system dynamics model the relationship between these two variables would 
be depicted as in figure 4.5. 
Figure 4.5 Example of system dynamics representation 
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As can be seen from figure 4.5 the production capacity is represented as a 'level' 
variable, indicating the actual stock of investments. This stock is increased when 
investment increases and it decreases through depreciation of existing produc-
tion capacity. The investment and depreciation are 'rate' variables showing the 
in- and outflow in the stock of production capacity. The dotted arrows from pro-
duction capacity to investment and to depreciation indicate that information on 
the stock of production capacity is processed to arrive at decisions on new invest-
ments and depreciation of existing capacity. Hence, in system dynamics a dis-
tinction is made between flows of goods or materials and flows of information. 
This distinction can generally not be found in econometric models. 
Summarizing we can say that modeling policy problems in econometrics differs 
in a number of respects from that in system dynamics. We thus have to realize 
that our choice for an econometric model might somehow influence the research 
results. Hence, in formulating our conclusions at the end of this study we will 
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have to take this into account. As a consequence we will refer back to this again in 
the final chapters. 
4 5 Conceptual framework for the empirical study 
In this section we will further elaborate on the variables that will be included in 
the empirical evaluation. We can make a distinction in three groups of variables: 
a) the independent variable, i.e. the experimental and the control condition in the 
experiment 
b) dependent variables, which can be derived from the research questions dis-
cussed in section 4.2 
c) potentially disturbing variables. 
The independent variable in our study naturally consists of both conditions in the 
experiment. In one of the previous sections we have already briefly discussed 
these. The design of the experimental condition, however, is quite complicated. 
Hence, we will not discuss it here. The next chapter will almost entirely be de-
voted to this subject. We will also discuss the design of the control condition and 
some related topics. At the end of that chapter we will also be in a position to pre-
sent the time table and the various stages and steps in the experimental design. 
We have three dependent variables, which can be derived from the research ques-
tions, i.e. interest in the social security subject matter, knowledge of the informa-
tion embodied in the economic model and the quality of the policy theory underly-
ing policy proposals. Our basic assumption is that if differences between the two 
conditions are found these might be attributed to the effect of the independent (i.e. 
experimental) variable. 
However, we also want to explore some other aspects and introduce some poten-
tially disturbing variables in the research design. We distinguish three groups of 
potentially disturbing variables: background characteristics, the way the experi-
ment is experienced by the research subjects and finally the effort that is put in 
the experiment by the research subjects. These three groups will briefly be dis-
cussed in the next paragraphs. The actual operationalization of these variables 
will be dealt with in chapter 6. 
With regard to the background characteristics we have included such variables 
as age and sexe. We do not have explicit hypotheses on these characteristics, but 
we decided to include them, since it would open up the possibility to see if one or 
more of these characteristics might be held responsible for differences found be-
tween the two conditions. 
Another variable that is included is a person's learning style. Various evaluation 
studies as well as theories on learning state that different persons might have dif-
ferent learning styles, i.e. ways of learning (cf. Cashdan and Lee, 1977; Kolb, 
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1974,1981,1984; Bredemeier and Greenblat, 1981). Cashdan and Lee define learn-
ing style as: "a way of perceiving, solving problems, thinking or learning, which 
someone prefers. Such a preference can be conscious or unconscious and can be 
manifested in many or just a few tasks" (Cashdan and Lee, 1977, p.93). This defi-
nition indicates that cognitive learning style relates to the way a person (prefers 
to) learn. For our study, which deals with learning effects from computer model-
ing, this implies that certain persons might prefer the computer-based learning 
environment, while others might prefer the traditional approach. Kolb, for in-
stance, is most explicit about this. He clearly states that one type of person (i.e. 
learning styles) prefers classroom lectures, while others like more unstructured 
exercises and experimentation in learning about a subject (Kolb, 1976). It might 
thus be important to include a variable like learning style in our study. It enables 
the researcher to explore such hypotheses as whether persons with a learning 
style that matches the condition they were assigned to, will perform better in the 
posttest than persons that have a learning style which does not match the condi-
tion they were assigned to. Hence, we decided to include Kolb's learning style as a 
background characteristic. 
There are several other background characteristics, which were considered for 
inclusion in the experiment. The most important of these are cognitive complex-
ity (Steinitz, 1969; Tromp, 1976) and heuristic competence (Dömer et al., 1983). 
The first of these two variables establishes the complexity with which a person 
perceives a certain phenomenon. The second variable establishes a person's 
competence to employ heuristic rules in decision making. Both variables were 
used in the final test of the experiment and did not show up any significant 
relationships with one of the dependent variables (cf. Schmeets, Vennix and 
Gubbels, 1986). Since the time investment for the research subjects is already 
considerably high we decided not to include these variables in the final 
experiment. 
Another variable that was considered is intelligence. IQ-tests are another kind of 
questionnaires, which usually take much time to fill out. In addition several 
studies seem to indicate, that IQ does not have a significant impact on learning 
effects in interactive modeling and simulations (cf. Dömer et al., 1983; 
Landeweerd, 1978). Hence, it was decided not to incorporate an IQ-test in the 
study. 
The second group of potentially disturbing variables has to do with the way re-
search subjects experience and evaluate their participation in both conditions. 
Both conditions of the experiment will be new and especially developed for the 
purposes of this experiment. We are not sure, but it might very well be that re-
search subjects experience these conditions in markedly different ways. We have 
particularly four aspects in mind to which these experiences might relate.5 These 
aspects have to do with the degree to which participation in the experiment is 
considered: valuable, absorbing, difficult and clear. 
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If differences between both conditions are established, we are now in a position to 
check whether these differences are actually caused by the experimental variable, 
or whether these differences are the result of the fact that one of both groups con-
siders the experiment for instance more difficult. 
Moreover, with the aid of scores on theses variables we will be in a position to 
evaluate the design of both conditions on a number of different aspects. These re-
sults can in the future be used to improve the design of computer-based learning 
environments. 
The last potentially disturbing variable, which we will include in our study has to 
do with the effort that is put into the experiment by the research subjects. Here we 
make a distinction between two aspects: on the one hand the number of sessions 
which is actually attended and on the other the investment in the preparation of 
the experiment. The research subjects will have to study some written material, 
which was designed by us. We will discuss these materials more extensively in 
the next chapter. For now it will suffice to point out that differences in learning 
effects from the experiment might easily be induced by differences in time in-
vestments between research subjects in studying those materials. In order to be 
in a position to control for differences in studying efforts, we will measure the 
time investment during the experiment. 
In figure 4.6 we have summarized the conceptual framework for our study. 
Figure 4.6 Basic conceptual model of the evaluation study 
Potentially disturbing variables 
- background characteristics 
- evaluation of sessions 
- time investment: - attendance 
- preparation 
Experimental variable 
- experimental condition 
- control condition 
Dependent variables 
- interest 
- knowledge 
- quality of policy theory 
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As can be seen from this figure we assume that there are two separate effects on 
the dependent variables. On the one hand the effect of the experimental variable 
and on the other the effects of the potentially disturbing variables. 
4.6 Summary 
In this chapter we have discussed topics related to the design of the empirical 
study. The first has to do with the research questions. We have identified three 
questions each in turn consisting of two subquestions. They relate to the interest, 
knowledge and the policy theory. The subquestions have to do with differential ef-
fects caused by participation in stages of the modeling process. 
In section 4.3 we have been concentrating on the research design. We have cho-
sen for an experimental design with objective ways of measuring changes in the 
above mentioned three variables. In this section we have also explained the rea-
sons why we did not employ participation throughout all stages of the modeling 
process by the subjects in the experimental condition. 
In section 4.4 we have discussed the choice of the econometric social security 
simulation model. We have highlighted the most important differences between 
this econometric model and the system dynamics approach. 
Finally, we have focussed on the conceptual framework for the study and the 
variables, which will be involved. We have made a distinction between the inde-
pendent (experimental) variable, the three dependent variables and potentially 
disturbing variables. 
In the previous section we have briefly discussed the various variables with the 
exception of the independent variable. We have pointed out that the design of the 
experimental condition is quite complicated. Hence, we will devote most of the 
next chapter discussing this subject. In addition, we will of course also focus on 
the design of the control condition, which is by the way more straightforward. In 
the next chapter we will also discuss the full time table for the experiment. 
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5 DESIGN AND DEVELOPMENT OF THE EXPERIMENTAL 
AND CONTROL CONDITION 
5.1 Introduction 
In the foregoing chapter we discussed the research questions and the basic 
research design. In this chapter we will focus on the independent variable, i.e. 
design of both the experimental and the control condition of the experiment. 
Sections 5.2 through 5.5 will describe the design of the computer-based learning 
environment, i.e. the experimental condition. Section 5.6 will be devoted to the 
control condition. In section 5.7 we will present the time table of the experiment. 
In section 5.8 we will deal with the choice of the operator, i.e. the person to 
supervise both conditions. Section 5.9 will be concerned with the choice of the 
research subjects. 
5.2 Basic elements of the computer-based learning environment1 
For the design of the computer-based learning environment we linked up with the 
participative approaches to computer modeling, which we have described in the 
third chapter. From these various interactive approaches interactive simulation 
seemed most appropriate for our purposes, since this approach uses an existing 
computer model as its base. In the third chapter we have pointed out that 
interactive simulations primarily put participants in a position to carry out policy 
experiments with the computer model. However, we have also suggested that in 
interactive simulations participative elements are usually limited to the later 
stages of computer modeling, i.e. carrying out policy experiments with the 
computer model. It does not primarily put participants in a position to study the 
conceptual and formal structure of a computer model. Naturally, for our 
experiment these latter elements are important as well. Hence, for our purposes 
we will have to enrich the usual interactive simulation approach with a number 
of elements, which put participants in a position to work on the conceptual and 
formal structure of the computer model. Rather than using an interactive 
simulation we will design a computer-based learning environment, which will 
include other stages of the modeling process, in addition to carrying out policy 
experiments. To clarify this we have visually represented the correspondence 
between an interactive simulation and the stages in a modeling process in figure 
5.1. As can be seen from this figure, an interactive simulation roughly 
corresponds to the stage of carrying out policy experiments. In order to arrive at a 
computer simulation-game elements aiming at (interactive) model development 
would have to be added. 
79 
Figure 5.1 Elements of the computer-based learning environment 
Main stages in computer Computer simulation 
modeling game 
Conceptualization 
Formalization 
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Policy experiments 
An interactive simulation is basically designed starting with a computer 
simulation model and applying elements of the gaming-simulation approach to 
redesign the computer simulation into an interactive simulation (Klabbers et al., 
1980, p. 63). For the design of the interactive simulation we could thus rely on the 
guidelines and experiences described by these and other authors (Klabbers et al., 
1978; V.d. Hijden, 1978; Geurts, 1981; Geurts et al., 1985). For the design of the 
first part of the computer simulation-game (model development + analysis), 
however, clear guidelines are lacking. We would thus have to create these 
ourselves. The most elaborate guidelines to design a simulation-game have been 
published by Duke (1981a and b) and recently by Greenblat (1988). 
Duke provides a detailed paradigm for game design. He distinguishes nine steps 
in designing a simulation-game. These steps are: 
1) develop written specifications for game design 
2) develop a comprehensive schematic representation of the problem 
3) select components of the problem to be gamed 
4) plan the game with the systems components/gaming elements matrix 
5) describe the contents of each cell (above, 4) in writing 
6) search one's 'repertoire of games' to represent each cell 
7) build the game 
8) evaluate the game (against the criteria of 1, above) 
9) test the game in the field and modify (Duke, 1981b, p. 64). 
Interactive 
model 
development 
Interactive model 
simulation 
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The above guidelines are very helpful in designing a simulation-game of a 
complex problem or social system, which is often complex and ill-understood. In 
this case, particularly steps two through five, can aid the design process 
enormously. We refer the interested reader to Geurts and Vennix (1989) for a 
number of interesting examples of the design simulation-games for policy 
support using this design methodology. 
In our case, however, the system's analysis and the accompanying schematic 
representation could directly be inferred from the economic simulation model. 
Consequently, we used steps two through five in a more implicit than explicit 
manne r . 
In the next sections we will use the above steps (some explicit, others more 
implicit) in describing the design of the game. We will deal with the objectives of 
the simulation-game (step 1), the components to be gamed (step 2 through 5), the 
global overall structure of the game and its style (steps 6 and 7) and the various 
parts in detail (step 7). 
5.3 Specifications for game design: defining the objectives of the computer-based 
learning environment 
Duke (1981a) points out that it is important to be as explicit as possible about a 
simulation-game prior to its actual construction. One way to enhance this 
explicitness is to produce written specifications for game design, which serve as a 
kind of blueprint for the design process. These specifications for game design are 
of value to both designer and client. It provides the designer with clear and 
unambiguous guidelines for the design process and the form of the ultimate 
game to be designed. It gives the client something tangible to review and 
enhances clear communication between client and designer. In our case, we did 
not work explicitly for an external client or agency for whom we had to write a 
concept report. Yet we did write one for our own purposes in order to guide our 
own design actions (cf. Geurts and Vennix, 1984). 
The most important element of the specifications for game design is the objectives 
of the game. Based on what was said about the learning effects involved in 
modeling in the previous chapter, we can define the objectives more specifically 
as: 
- improving a person's insights in the relationship between structure and 
dynamics of a policy problem; 
- improving a person's insights in the effects of policy options aiming at 
realizing one or more policy goals. 
Trying to improve a person's insight in the relationship between the structure 
and the dynamics of a policy problem might be approached in three separate 
steps, i.e. by 
a) improving insight in the structure of the problem (i.e. the set of relevant 
variables and the way they are interrelated); 
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b) improving insight in the dynamic characteristics of the problem; 
c) improving insight in the relationship between structure and dynamics by 
stimulating the active use of the knowledge obtained under a to explain 
knowledge obtained under b. 
Trying to improve a person's insight in the effect of policy options aimed at 
realizing one or more policy goals might also be approached in three separate 
steps, i.e. by 
d) improving insight in how to generate relevant policy options with which 
certain policy goals might be realized; 
e) improving insight in the potential effects of the policy options selected under 
d); 
f) improving insight in how to (ex ante) evaluate the policy effects in relation to 
the various policy goals. 
Having stated these objectives, the next step is to design an operational game 
which meets these objectives. In the next section we will describe how this was 
accomplished. 
5.4 Building the computer simulation-game 
5.4.1 Components to be gamed 
There are four important components in every computer policy modeling effort, 
which are of importance to the design of the computer simulation-game, i.e. the 
user, the modeler, the policy problem and the modeling process consisting of 
several stages. This is not to say that there might be no other components involved 
in policy modeling (e.g. client funding) but those are less relevant given our 
problem statement. 
Duke (1981b) points out that every system component that is deemed important to 
the problem needs to be 'translated' in a gaming element. He distinguishes twelve 
basic elements in every gaming-simulation. We will not describe all these 
elements in detail here (see Duke, 1981b, p. 65), rather we will discuss some of 
them as an example, i.e. the ones that were most important in designing the 
simulation-game. 
One important gaming element is the scenario. Duke describes a scenario as a 
text outlining the plot of the game. It creates the conditions and circumstances 
that start the game. A second gaming element is role. Roles are characters that 
are performed by the players during the game.2 Another important gaming 
element is the steps of play. Steps of play describe the progress of the activities 
during the game: who is doing what at what point in time. Particularly when 
there is more than one role in the game, it is important to address the problem of 
the steps of play in order to ensure correct tuning of the activities of the various 
roles. The fourth element important for our purposes is paraphernalia. These 
82 
include such things as: wall charts, forms to be filled out by players, pencils, 
game board etc. 
The four basic system components that we identified above (i.e. modeler, user, 
policy problem and modeling process) have been translated in one or more of the 
above discussed gaming elements. Both user as well as modeler are roles played 
by participants during the game. The user of the computer model (i.e. potential 
policy makers and/or advisors) are gamed roles played by the game participants. 
The role of the modeler is assumed by the operator, someone supposed to have 
computer modeling experience. The third component (policy problem) is 
introduced in the game through a scenario. We confront participants at the start 
of the game with a policy problem that has to be dealt with. This is done by putting 
them through an interactive simulation exercise and having them experience 
thoroughly the role they are supposed to adopt during the game. The fourth 
component (modeling process) is represented in two ways. First, in the total cycle 
sequence of the game and the steps of play. Second, in the use of a number of 
paraphernalia which are borrowed from techniques and procedures used by 
computer modelers. 
5.4.2 The overall structure of the simulation-game 
In addition to the objectives of the game there are two other criteria we used in 
designing the computer simulation-game. First, as might be clear, the sequence 
of activities in the game should be closely related to those in the modeling process, 
i.e. problem formulation, conceptualization, formalization, testing and policy 
experiments. Second, we set ourselves a limit with respect to the time involved for 
the participants in the simulation-game. It is obvious that simulating a modeling 
process cannot be done in a few hours or even half a day. The computer model 
that is used is far too complex for that. One might easily take weeks or months to 
carefully study and analyze the computer model. This would, however, demand 
too much time investment from participants. It would also cause problems in 
comparison with the time investment of the other (control) group. Hence, we 
decided that the game should consist of no more than five to six sessions each 
taking two to three hours. In each of these sessions one of the stages of the 
modeling process should be dealt with in such a way that the above mentioned 
objectives would be met. Based upon this specification we made a preliminary 
design as can be seen in table 5.1. The first column of the table shows the various 
stages in the process of designing a computer model.3 
The next two columns show the model employed in each of the sessions. Early 
experiments in testing the design of the game revealed that trying to start with 
the full model (containing 40 equations) was unattainable. Participants were 
confronted with the full complex model far too quickly. In order to simplify 
matters for the participants we decided to start with a limited model (containing 
fifteen equations) and to switch to the full model later on in the sessions. With the 
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aid of the 'limited model' it is easier to explain basic structural and dynamic 
characteristics of the model. 
1 Table 5.1 Subjects of the various sessions and the correspondence of these 
subjects with the stages in computer modeling 
stages in 
modeling 
conceptua­
lization 
formali­
zation 
analysis 
policy 
experiments 
policy 
experiments 
mo 
limited 
session 
1 
session 
2 
del 
full 
session 
3 
session 
4 
session 
5 
subject matter of 
the session 
- model's structure 
(diagrams) 
- model's structure 
(diagrams+equations) 
- basic dynamic 
characteristics 
- model's dynamics 
- explaining dynamics 
- policy effects 
- analysis of problem 
- generate policy options 
- select policy options 
- implement options 
- monitor policy effects 
- evaluate policy effects 
goals 
(sect.5.3) 
a 
a 
b 
b 
с 
e 
d 
d,e 
e,f 
f 
The fourth column shows the subject matter of each of the sessions. These are 
described in terms of the objectives for the computer simulation-game stated in 
section 5.3. The fifth column contains the characters of the corresponding 
objectives of the game as stated in section 5.3.4 
Given this overall design structure and the subject matter to be dealt with in each 
of sessions, the next step is to find ways to have participants carry out some 
modeling tasks in each session. We designed a number of exercises that would 
make participants carry out some of these activities. As a basis for the exercises 
in the first three sessions we selected a number of techniques that professional 
computer modelers apply to construct a model and to get a thorough 
understanding of its characteristics. Thissen (1978) has presented a number of 
these techniques and ordered them according to their function in the modeling 
process. We have reproduced his typology in tabel 5.2. 
To make participants acquainted with the structure of the simulation model in 
the first session we used diagram analysis as the basic technique. To explain the 
dynamics of the model we used diagram analysis as well as simplification of 
equations. Usually the leap from causal diagram to mathematical equations is 
rather big for non-modelers. To aid participants in taking this step between 
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causal diagram and mathematical equations we designed a number of exercises 
based on a modified causal diagram in which all of the above mentioned 
Table 5.2 A classification of techniques according to the way in which insight is 
obtained and the kind of insight obtained 
I Structural 
analysis 
- diagram 
analysis 
- decompo­
sition 
Π Simplification/ 
reduction 
- of diagram 
- of equations 
ΙΠ Detailed 
analysis 
- simulation 
experiments 
- analytical 
techniques 
IV Study of behavior 
in the large 
- input/output studies 
- equilibrium analysis 
- phase portraits 
Source: Thissen (1978), p. 124. 
characteristics of relationships between variables are represented. So some of the 
exercises are based on diagram analysis, some are based on analysis of equations 
and calculations with these equations. To aid participants in discovering the 
relationships between the dynamics and the structure we have them carry out 
some simulation experiments with the computer. As stated above for reasons of 
time we restricted ourselves to simulation experiments with policy variables. We 
added to this one technique (i.e. backward analysis) from another source 
(Erikson, 1981). Backward analysis aids the participants in systematically 
tracking down the structural causes for model behavior. In addition, 
input/output analysis was used to analyze the effects of policy interventions on 
potential goal variables. 
The fourth and the fifth session aim primarily at the second group of three goals 
of the simulation-game, i.e. realizing policy goals. To assist participants with this 
we designed some exercises which are based on techniques used by policy 
analysts in developing and analyzing policy plans (cf. Dunn, 1981; Erikson, 1981; 
Nutt, 1984). The most important techniques employed are: problem analysis, goal 
analysis, impact factoring, monitoring and evaluation techniques. When we 
describe the design of the sessions in detail we will explain how these techniques 
are actually used by participants. 
The design of the computer simulation-game, however, is not yet complete. 
Normally, a modeling project would start with a problem definition for the design 
of a computer model. Since, as we explained, we are using an existing computer 
simulation model, that is actually based on a policy problem we had to somehow 
introduce this problem into the modeling game. This is normally done through 
confronting the participants with the scenario of the simulation-game. We 
argued that the best way to do this would be to actually start the whole cycle of 
sessions with a simplified interactive simulation session. In this interactive 
simulation session the participants would be confronted with an actual problem 
they would have to deal with. We use the term 'crash approach' for this first 
session. It serves two important functions. First, it makes persons acquainted 
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with the working of an interactive simulation and the computer. A number of 
mistakes and misunderstandings can be clarified and avoided in the ultimate 
interactive simulation in the final session. Second, and more important, the 
crash approach has a motivating function. By making participants crash, they 
personally experience the difficulties in dealing with a policy problem and this 
might raise a number of questions in them. We had every confidence that most of 
these questions would deal with the structure and dynamics of the problem and 
how to make effective policy choices, the very topics treated in the subsequent 
sessions. Experience indicates that this is indeed often the case. This way the 
excercises in the subsequent sessions become logical and desirable because they 
answer the questions the participants raise about the policy problem in the first 
session. How the questions are gathered and dealt with will be discussed when we 
describe the sessions in more detail. 
In order to still meet the time limit (no more than five sessions) we merged 
session one and two into one session consisting of two parts dealing with 
structure (diagram and mathematical equations) and basic dynamics 
respectively. So the whole interactive modeling simulation-game consists of five 
weekly, two to three hour sessions as can be seen in table 5.3. Column two shows 
the subject matter that is dealt with in each session. This column should be clear 
after the previous explanations. Column three states the approximate time for 
each session and column four shows the model that is used in each session (i.e. 
the full model or the limited model) and the techniques employed. 
5.4.3 Preparation 
Two weeks before the first session of the simulation participants receive an 
introductory text of about 25 pages on the most important characteristics of the 
Dutch social security system and its relationships with the economy. Besides this 
general introductory text every session is preceded by a special introductory text 
(of about 25 pages). Participants receive these texts one week before each session. 
Most texts contain a number of questions or exercises which must be prepared at 
home (Vennix and Geurts, 1986a). 
At the start of the first session participants are divided into groups of three. They 
work parallel in these small groups throughout all sessions. To make the 
sessions more challenging we introduce the concept of credibility points. Since the 
first session (crash approach) is mainly meant for getting acquainted we do not 
use points here. In session two and three each group can, depending on how well 
they do the exercises, earn a total of 100 points, which indicate how well the 
policies put forth in the interactive simulation, are based on knowledge of various 
aspects of the model. Hence the label 'credibility points'. In the fourth and fifth 
session each group receives a number of points depending on the difficulty of the 
policy goals they select (fourth session) and on how well they realize these policy 
goals in the subsequent interactive simulation (fifth session). The complexity of 
the policy goal(s) is judged by the operator and qualified with a 'multiplier' 
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ranging from 1.0 to 1.5: the more difficult the operator judges the policy goal(s) to 
be realized, the higher the multiplier. The points received in the last session 
during the ultimate interactive simulation are multiplied by this figure to give the 
score for a team. Since the maximum number of points for the last session is 100 
(when the policy goals are fully realized) and the maximum value of the 
multiplier is 1.5 the maximum number of points to be gained is 150. To this 
number is added the number of credibility points from session two and three 
(maximum 100) to give the ultimate score for each team (minimally 0 and 
maximally 250). 
Table 5.3 Basic structure of the com] 
week 
1 
2 
3 
4 
5 
subject matter of session 
crash-approach: 
- introducing policy problem 
- acquaint and motivate 
exercises aiming at 
clarifying: 
- part 1 : structure 
- part 2: dynamics 
exercises aimed at 
improving knowledge 
about the relationship of 
structure and dynamics 
policy analytical 
exercises for: 
- problem analysis 
- goal analysis 
- option generation and 
selection 
policy implementation in 
interactive simulation 
overall debriefing: 
- discussing the results of 
the simulation 
- discussing use of models 
in the policy process 
Duter simulation-game | 
time 
3 h . 
2-3 h. 
3 h . 
2-3 h. 
2 h . 
I h . 
model/techniques 
full model (40 variables) 
limited model (15 var.) 
- diagram analysis 
- simpl. of equations 
- analysis of equations 
full model (40 variables) 
- simulation exp. 
- backward analysis 
- input^output analysis 
- goal analysis 
- impact factoring 
full model (40 variables) 
- monitoring technique 
- evaluation techniques 
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5.5 The sessions in detail 
In this section we will describe each session in more detail. 
SESSION 1: CRASH-APPROACH 
The crash-approach is a simplified version of the interactive simulation in the 
last session (e.g. there are less policy options available). We will briefly present its 
basic structure by describing the scenario, the roles and the steps of play. 
a) the scenario for the crash-approach 
On the basis of extrapolation of time series of some exogenous variables (cf. 
Groenen et al., 1986) we determined the exogenous trends, which will influence 
the future developments of the social security. The extrapolated time series 
describe a steady increase in the number of beneficiaries for most of the social 
security categories in the years to come. The figures of these time series are fed 
into the computer model and have several consequences for the variables in the 
model (e.g. increasing social security outlays, increasing premium burden). This 
scenario and its consequences for social security and economy are described in 
the player's manual. 
b) the roles 
One important effect of this scenario is increasing unemployment. The policy 
goal for the players is to gradually decrease the number of unemployed by 10% in 
four years. A number of policy options are available to realize this policy goal. 
Most policy options are in the social security area (e.g. stimulating Early 
Retirement, raising or cutting benefit levels, raising or cutting government 
subsidies to the social funds). During the interactive simulation one member of 
the group of three players assumes the role of minister and the other two of 
secretary of the Department of Social Security of the Ministery of Social Affairs. 
All three have a 'substantive task' and an 'administrative task'. The minister is 
responsible for the realization of the policy goal and the communication with and 
explanations of the policy to the rest of the board of ministers (simulated role of 
the operator). His/her administrative task consists of filling out the policy form 
(see appendix 2a). 
Secretary A is responsible for the development of the real wages and the 
purchasing power of employees and social security beneficiaries. His/her 
administrative task is to fill out the effects-of-policy form (see appendix 2b). 
Secretary В is responsible for the Trust Fund Reserves and the income and 
expenditures of the social security funds. It is his/her task to keep Trust Fund 
Reserves as stable as possible. His/her administrative task is to record questions 
that come up in the discussion within the group concerning the effects of the 
policies and the model. These questions are written down on small adhesive 
sheets of paper and collected by the operator. The operator orders these questions 
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into categories related to the subject matters of the next phases i.e. questions 
about structure and dynamics of the model and about policy making, and sticks 
them on a large board. 
c) sfeps of play 
The introductory text informs the players about their roles, the scenario, the 
policy goals and the policy options. In addition, it presents a schematic 
representation of the steps of play. This scheme is reproduced in table 5.4. 
Table 5.4 Steps of play for the first session (crash-approach) 
step 
1. introduction 
2. make teams/ 
distribute roles 
(three players) 
3. evaluation 
and policy 
formation 
4. policy 
decisions 
players' activities 
- listen 
- choose minister and two 
secretaries: A and В 
(- inspect results of last cycle) 
(- write results on policy 
effects form) 
- discuss policy 
- write down questions on 
'yellow notepads' 
- select policy options 
- fill out decision form 
- enter decisions in computei 
operator's tasks 
- explain purpose of the 
session and the steps 
of play 
- make teams 
- draw graphics 
- order questions of 
notepads on board 
- answer questions 
if this is not the last cycle go to 3 else to 5 
5. debriefing 
6. preview of 
next sessions 
- present simulation results 
in plenary debriefing 
- listen 
- lead discussion 
- employ graphics in 
the discussions 
- discuss questions and 
relate them to next 
sessions 
The session starts with a brief introduction by the operator, in which he explains 
the goals of the session and the steps of play. Next, participants are divided in 
small teams (3 persons) and they distribute the roles and tasks. 
The interactive simulation consists of 4 cycles (4 simulated years: 1986-1989). 
Every year the group can implement a number of policy options and enter them 
into the computer. The computer calculates the effects of the policy on a number 
of economic and social security variables and advances time by one year. There 
are approximately 50 variables divided in six groups: 
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- national accounts (e.g. gross national product); 
- government income and expenditures (e.g. taxes); 
- commerce and industry (e.g. profits, investments); 
- labor market (e.g. labor supply, employment); 
- wages and prices (e.g. nominal and real wages; social security benefits); 
- social security income and expenditures. 
Every simulation cycle starts with a discussion of the policy that the group wants 
to adopt. The selected policy measures and the arguments for selecting them are 
written down on the decision form by the minister and checked by the operator for 
completeness. One of the members of the team then goes to the computer and 
enters the selected policy options. Next the computer calculates the results for the 
economic and social security variables and prints them on the printer. The 
participant takes the printed figures back to the group, where the discussion 
about the policy continues by studying the printed results. Every group completes 
four simulation cycles. Each simulated year the operator copies the values of 
three important variables (i.e. unemployment, purchasing power and Trust 
Fund Reserves) from the computer output of every team. These variables can be 
seen as indicators of the policy performance of each of the three members of the 
group (i.e. minister and the two secretaries). For every group there is a large wall 
chart with two axes, the horizontal axis representing simulation time and the 
vertical axis representing the percentual changes in these three variables over 
time. During the simulation cycles the operator marks the values of the three 
variables on these charts and gradually sketches the graphs for the three 
variables for every group over time. 
In the debriefing phase one member of each group (i.e. the minister) explains the 
policies that have been selected and the problems encountered. The graphs are 
used for two purposes. First, they illustrate the explanations. Second, they show 
that the effects of the policies for most groups are very erratic. Instead of a 
gradual decrease of the number of unemployed most of the groups have, for 
example, a strong decrease in the first year (often as much as 20%, at the cost of 
diminishing the purchasing power in one year with for instance 10%) and an 
increase (for instance 5% or more) in the second year and so on. The graphics 
clearly show that the policy making efforts are not always succesful. The operator 
explains that this is partly caused by the players' lack of knowledge about the 
policy problem, which is also clear from the questions that the groups raised 
during the policy discussions, and which were recorded by secretary В on the 
little yellow adhesive sheets of paper. The operator discusses these questions and 
explains in which sessions they will be dealt with. 
Finally, every participant receives the introductory text for the next session. 
SESSION 2: STRUCTURE AND DYNAMICS OF THE COMPUTER MODEL 
The second session consists of two parts, each taking about one hour. The first 
part deals with the structure, the second with the dynamics of the computer 
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model. The introductory texts contain some exercises and questions which must 
be completed prior to the first session. The last question of the text is the first 
question to be dealt with in the subsequent session. During the session the players 
receive more questions on the subject matter. 
Part 1: the structure of the (limited) computer model 
The introductory text focuses on the main characteristics of causal diagrams and 
how to utilize them. Their use and interpretation is clarified by describing, with 
constant reference to the diagram (see figure 5.2), the various effects from social 
security outlays on employment. This is done by following and explaining all the 
different paths (chains of variables with arrows in the same direction) from social 
security outlays to employment. 
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In this first part of the second session only the direction of the relationships 
(positive and negative) between the variables is explained. Finally, the idea of 
feedback (paths starting and ending with the same variable) is discussed and 
examples of simple feedbackloops are presented. The text ends with a question in 
which the reader has to guess the number of different paths from social security 
outlays to employment and the number of feedbackloops from social security 
outlays to itself. This question forms the point of departure for the session. 
During the session participants, working in small teams of three persons, start 
by comparing their individual answers to the last question in the text and 
selecting one common answer. This answer is fed into the computer and the 
group earns a number of credibility points depending on their answer. 
Participants are frequently surprised that there are so many paths (i.e. 26) and 
feedbackloops (i.e. 37). Some of them even estimate the number of paths as well as 
the number of loops between zero and ten. The function of this question is to make 
participants realize that the causal diagram is far more complex than might 
initially be believed. 
There are three other, progressively more difficult, questions dealing with 
structure. The second question builds on the introductory text in which we 
focused on the various paths from social security outlays to employment. It 
concentrates on various characteristics of relationships between variables in the 
model, which must necessarily be known in order to be able to make more 
quantified statements about the effects of changes in a variable (e.g. employment) 
as a consequence of impulses on another variable (e.g. social security outlays). 
The third question focuses on identifying the strongest feedback loop (from social 
security outlays) in the model on the basis of the characteristics of relationships 
identified in the previous question. The last question is the most difficult one. 
Participants are supposed to name the three most important variables and 
relationships in the diagram and the criteria they use for identifying them. This 
question forces them to identify structurally important variables in the diagram 
and to think about the question what characteristics of variables (e.g. indegree 
and outdegree, cf. Felling, 1974b, p. 35) determine their importance in the model. 
This knowledge can be used in subsequent sessions, for instance when trying to 
explain the model's behavior. 
Part 2: dynamics of the limited computer model 
The introductory text for this part of the second section deals with two important 
characteristics of relationships between variables in addition to the direction: 
their strength and their possible delay. Both characteristics are extremely 
important for model behavior. We designed a diagram (see figure 5.3) in which 
the three characteristics of relationships between variables (direction, strength 
and delay) are visually represented simultaneously. The strength of relationships 
between variables is indicated by the width of the arrows, delays are represented 
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by dotted arrows and the direction of relationships by open (negative) or solid 
(positive) arrows. 
Figure 5.3 Elaborated causal diagram of limited model 
open arrows = negative relationship 
dotted arrows = delayed relationship 
width of arrows = strength of relationship 
Players have to answer five questions, focusing on the dynamics of the model, 
using both the diagram and the mathematical equations of the model. The first 
question deals with the calculation of the changes in employment on the basis of 
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values of other variables in the model. Basically the question is meant to train 
participants in manipulating and solving simple model equations. The second 
question is a more difficult version of the first. The third and fourth question deal 
with the linearity of the model's equations. In the third question participants 
have to estimate effects of reversed policy interventions in the model (e.g. 
lowering social security outlays instead of raising them). In the fourth question 
the effects of combinations of policy interventions is addressed. By answering the 
two questions, participants discover some typical characteristics of linear models, 
e.g. reversed effects when options are reversed. The last question is again the 
most difficult. The teams have to try to explain on the one hand why linearity of 
the equations affects the model's behavior the way it does and, on the other hand, 
they have to generate some consequences of this characteristic for use of this type 
of models in policy analysis. The latter question anticipates the debriefing in the 
last session, where the usefulness of models in policy making in general is 
discussed. Table 5.5 presents a summary of the questions which are dealt with in 
the second session. 
Table 5.5 Summary of questions in the second session 
Part 1 : Structure of the limited model 
1. a) Number of paths from social security outlays to employment 
b) Number of feedback loops from social security outlays 
2. Characteristics of relationships between variables that ought to be 
known for quantitative assessment of policy interventions in the 
model 
3. Strongest feedback loop from social security outlays 
4. a) Most important variables in diagram + criteria on which 
answer is based 
b) Most important relationships in diagram + criteria on which 
answer is based 
Part 2: Dynamics of limited model 
1. Calculate the increase/decrease in employment 
2. Effect (short term and long term) on employment when social 
premiums are increased by 1% 
3. Effect on employment when social premiums are decreased by 1% 
4. Effect on employment of combination of two policy options: 
increasing social security outlay (1%) and decreasing wage level (1%) 
5. Consequences of linearity of relationships in the computer model 
SESSIONS: RELATING STRUCTURE TO DYNAMICS BY EXPLAINING THE MODEL'S 
BEHAVIOR 
While part two of the second session mainly dealt with the dynamic effects of one 
policy measure (increasing social security outlays) on one dependent or goal 
variable (employment), this session expands the number of policy and potential 
goal variables to include the most important policy and goal variables with 
respect to social security. Simultaneously, the attention is shifted to the full 
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model. A diagram would become too complicated to analyze, so participants use 
the model equations which we made them familiar with in the second session. 
The introductory text explains the main differences between the full and the 
simplified model. During the subsequent session the players receive a form 
which contains (in the form of an input/output matrix) the quantitative effects of a 
number of policy variables on a number of potential goal variables. Most of the 
figures are filled out in the matrix (see appendix 2c). There are, however, four 
policy variables for which the effects on the goal variables are not yet (fully) 
known. The players have to make four pre-selected policy runs with the model 
(one at a time) and complete the figures in the matrix. Participants use the 
computer to calculate the necessary figures. For every policy run the players have 
to explain why one potential goal variable (e.g. unemployment or purchasing 
power) behaves the way it does as a consequence of the policy measure (e.g. 
raising the social premiums). To simplify their task two additional techniques 
are introduced which are helpful in explaining the model's behavior from its 
structure: backward analysis and the Pareto principle (Erikson, 1981). Backward 
analysis is a technique that can be used to argue from a goal variable back to 
variables which have an immediate impact on the goal variable and then to 
variables which in turn affect these variables, and so on, until the policy variable 
that has been changed is met. This leads to a tree structure with the goal variable 
in top, the subsequent explaining variables downward in the branches and the 
policy variable in question at the bottom. This process would, however, quickly 
lead to a very large unorganized tree. That is why the Pareto principle is 
introduced: in every step of the analysis only the variable that explains the largest 
part of changes in the preceding variable is further analyzed. Relatively 
unimportant influencing variables are left out. During the tree building process 
these are excluded from further analysis. Figure 5.4 gives an example with social 
provision expenses being the goal variable and OASI (Old Age and Survivors 
Insurance) outlays the policy variable. 
Having completed the tree structure, participants write a verbal explanation for 
the behavior of the goal variable on the basis of the tree structure. The quality of 
these arguments and the underlying tree structure is evaluated by the operator 
and rewarded with a number of credibility points. 
By the end of this session players have been exposed to a number of important 
model characteristics and the resulting model behavior. By completing the 
matrix of the effects of policy measures on potential goal variables they also have 
a global overview of the quantitative effects of various policy options on potential 
goal variables. 
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Figure 5.4 Backward analysis of effect of raising the OASI outlays on expences 
for social provision 
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SESSION 4: EXERCISES IN POLICY DEVELOPMENT 
Session four is entirely devoted to the preparation of the interactive simulation in 
the last session. Interactive simulation is a technique which is very much 
appropriate to have people experience decision making as a cyclical process. 
Dunn (1981) distinguishes several stages in the policy making process which, 
taken together, form a cycle. The cycle starts with problem identification and via 
option generation and option selection policies are implemented. As a next step, 
monitoring is necessary for later evaluation and evaluation in turn often 
contributes to reformulation of the original policy problem which completes the 
policy cycle. 
Most of the interactive simulations we know of make participants operate at the 
operational level and the later stages of decision making process (i.e. choice of 
policy options, implementation and evaluation of policy effects). This leads to a 
kind of interactive simulation in which players spend most of their time behind 
the computer terminal, where they make quick decisions without thinking over 
these decisions thoroughly in advance. This often results in a trial and error 
process in which all policy options are used one or more times without any 
consistency. In our interactive simulation we have very strongly limited the role 
of the computer in the game. In a complete simulation session (which takes about 
3 hours) participants only spend a very small amount of time at the computer 
terminal (about 10 minutes!). In the Social Security Interactive Simulation 
participants spend much time developing a consistent policy plan, before actually 
implementing it on the computer. 
The fourth session is devoted to the early stages of policy making: the development 
of a policy plan based on a policy problem. In the fifth session players actually 
implement their policy and then deal with the later stages of the policy making 
process: monitoring and evaluating it. 
The introductory text for the fourth session summarizes the information of the 
previous sessions and adds new information on recent and probable future 
developments in the social security system. The expected future developments 
create the basis for the formulation of the policy problem. Participants make an 
analysis of the problem and a verbal description of it. On the basis of the problem 
description and its analysis they formulate one or more policy goals. We urge 
them to state goals clearly, i.e. quantitatively (e.g. decreasing unemployment 
with 10% instead of decreasing unemployment), with a time table (e.g. 10% in 4 
years) and in such terms that one or more variables in the simulation model can 
serve as indicators) for the policy goals. The operator checks the formulation of 
the policy problem and the policy goals and has to give his/her approval before 
players may proceed to the next step: analyzing the policy goal(s). This analysis 
generates a number of potential policy options.6 
We provide participants with a long list of policy options regarding the social 
security system (e.g. labor time reduction, cutting or raising benefits). Given the 
problem definition and analysis of the policy goals participants are then in a 
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position to select from this list one or more policy options they might consider to 
implement. To facilitate their choice they use an impact factoring scheme 
(Erikson, 1981). The columns of this scheme state the main and secondary policy 
goals. The rows contain the potential options the participants want to consider for 
implementation. By recording positive (+) or negative (-) signs (maximally 3 per 
option) players indicate how much they expect a certain policy option to contribute 
to the policy goal. (See table 5.6 for an example.) Options with many positive and 
relatively few negative signs should be selected first for implementation. These 
are the options which contribute most to realizing the selected policy goal. 
Moreover, inspection of the scheme can lead to such a combination of options that 
the negative effects of one option are more or less cancelled out by another one. 
Table 5.6 Example of an impact factoring 
policy goals 
policy options 
- labor time reduction 
(1 hour) 
- early retirement (1 year) 
- cut social security 
benefits (1%) 
- raise government 
supplements to 
Trust Funds (1%) 
- decrease social 
premiums (1%) 
reduce 
unemploy-
ment 
+ + + 
+ 
+ 
+ + 
scheme 
stabilize 
premium 
burden 
+ 
+/-
+ 
+ + 
+++ 
keep up 
purchasing 
power 
__ 
0 
+ 
The final selection of options, based on the impact factoring scheme, is then put 
in a time table. Participants write down for the next four (simulation) years 
which options and in what magnitude will be used in each year. 
When the previous steps have been finished by a group (and approved by the 
operator), and if there is still time in the fourth session, participants can start 
with the first simulation cycle on the computer. 
SESSION 5: INTERACTIVE SIMULATION AND DEBRIEFING 
The last session consists of the actual interactive simulation with the computer 
model. The steps of play are very much like those in the first session (see table 5.4) 
with the exception that players, before actually making a final choice from the 
policy options, can ask a forecast of the effects of one or more policy options. In 
principle the number of forecasts a group can have calculated by the computer is 
unlimited. Every forecast, that is being calculated, however, leads to a reduction 
of the number of credibility points. In addition to the forecasting option, there is 
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another distinction: the players now have a few more policy options available. For 
instance they can request the ministers of Finance and/or Economic Affairs 
(simulated roles by the operator) to implement certain policy options (e.g. cutting 
taxes). 
Before the actual policy implementation the group fills out a monitoring scheme. 
In this scheme (on a large tear sheet) they write down the desired quantified 
values for the goal variables as stated in the policy goal(s) for the next four years. 
After each calculation cycle the team records the realized values of the goal 
variables as calculated by the computer. These are recorded next to the desired 
values in the monitoring scheme. Based on this monitoring scheme participants 
have to evaluate their policies. Particularly if there is a discrepancy between the 
desired and realized values for the goal variables, they must try to find an 
explanation before proceeding to the next year. This explanation forms the basis 
for changes in their policy. 
After having completed the four simulation cycles the overall debriefing is 
started. Two main topics are discussed with all the groups present. To begin 
with, the results of the simulation in the last session as compared to the first. In 
general the results of the fifth session are much better than those of the first. 
Second, there is a discussion on the useful and non-useful functions of 
simulation models in policy processes. A number of advantages and 
disadvantages of the actual model used in the interactive simulation and of 
simulation models in general for policy analysis are discussed. 
Thus far we have discussed the design and development of the computer 
simulation-game that will be employed as the experimental condition in the 
empirical study. In the next section we will discuss the design of the control 
condition. 
5.6 The traditional approach to computer modeling as the control condition 
As we have indicated above, the experimental comparison is concerned with the 
differences caused by participation in modeling stages. When it comes to the 
actual information embodied in the computer model, both approaches should be 
equal, i.e. employ exactly the same model. When it comes to the way the 
information about a policy problem is communicated, the traditional approach 
should reflect a traditional computer modeling project as closely as possible. As 
we have explained before in a traditional computer modeling project client 
participation is generally lacking. The computer model is designed by the 
modelers and once it is finished, its results are communicated mainly through 
research reports, scientific journals etc. This implies that for the traditional 
approach to be used as the control condition, the main mode of communication 
would have to be a written research report of the model. As might be expected, a 
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research report on a computer policy model in general also reflects the stages in 
computer modeling. It starts with a description of the model's structure 
(conceptual and formal model), its dynamic characteristics (model analysis), 
validation of the model and the results of a number of policy experiments. We 
could thus conceive of drawing up a research report reflecting the various 
modeling stages and consequently simultaneously paralleling the procedure of 
the computer simulation-game, which also reflects these modeling stages. As we 
have explained, the sessions in the computer simulation-game are all preceded 
by an introductory text on the subject that is dealt with in the session. In order to 
make both conditions similar to each other with respect to the model employed, 
we decided to utilize the introductory texts for the computer simulation-game 
sessions as a base for the research report on the model to be used for the 
traditional group (cf. Vennix and Geurts, 1986b). We had to adapt those texts, 
however, to reflect a traditional research report on modeling. This was rather 
straightforward for the introductory texts for the first sessions, but more difficult 
for the introductory texts for the later sessions. For the introductory texts on the 
second session focusing on the model's structure and its basic dynamics, we just 
copied the introductory text of the interactive group into the research report for 
the traditional group with one exception. At every spot in the texts, where 
questions were asked that had to be studied and answered by the interactive 
group, these questions were removed from the text and replaced by the correct 
answers to them. This guarantees that both groups get exactly the same amount 
and type of information about the computer model but in a different form. 
The introductory text of the third session, however, had to be adapted more 
profoundly. After introduction of the subject matter for this session the text 
focuses on explaining the model's behavior. In the introductory text for the 
interactive group, after explaining the basics of how to conduct this type of 
analyses (see section 5.5), participants are encouraged to carry out the analyses 
themselves. In the research report for the traditional group these analyses were 
carried out by the author of the text and subsequently its results were reported in 
the research report. A similar procedure was followed with the texts for the 
fourth and the fifth sessions. Where the texts for the interactive group encourage 
the participant to carry out certain policy analytic exercises (for instance goal 
analysis, impact factoring; see section 5.5) the research report for the traditional 
group contains the description of the results of these exercises, carried out by the 
author of the texts. This is also true with respect to the policy experiments. These 
were in the interactive group carried out and analyzed by the groups themselves, 
employing a micro-computer during the sessions. In the traditional group a 
number of these experiments were carried out by the author and its results 
systematically described in the research report for the traditional group. 
In short, where chapters and sections in the research report for the traditional 
group allowed for the same text as in the introductory texts for the interactive 
group, this text was also given to the traditional group. Where this was not the 
100 
case, we followed the procedure that is commonly employed in reporting the 
results of a computer model. We tried to keep the information about the model, 
provided to both groups, as similar as possible, in order to prevent differences in 
information about the model's structure and dynamic characteristics to 
introduce biases in the study. 
This left us with two problems, however. The first relates to the introduction of 
the policy problem. In the interactive group this was done through an interactive 
simulation in the first session. This procedure could not be employed in the 
traditional group. We thus decided to introduce this problem in general terms in 
the first chapter of the research report and deal with it more thoroughly in the 
last two chapters, in which the results of the policy experiments with the model 
were described. More specifically, in the fourth chapter of the research report we 
used exactly the same policy problem that was used for the interactive simulation 
in the first session for the interactive group. In the fifth chapter we carried out 
the same problem analyses as were done by the participants in the interactive 
group, and subsequently described the results of a number of policy experiments, 
aimed at realizing policy goals that were set to alleviate the policy problem. 
Although the order in which both groups were exposed to the policy problems 
differs slightly, the problem itself was equal for both. 
The second problem relates to the time investment for both groups. There are two 
problems here. In the first place, the interactive group has a number of sessions 
in which teams meet and work together. The traditional group only receives a 
research report on the computer model. Assuming that reading the introductory 
texts for the interactive group takes about the same amount of time as reading the 
research report for the traditional group, the interactive group would invest more 
time than the traditional group, because of the five sessions that were organized 
for this group. This might introduce biases in the study. Consequently, we 
wanted the time investment of both groups to be roughly equal in order to cancel 
out the effects of unequal time investment. Thus we argued, that in parallel with 
the sessions for the interactive group, we had to conduct an equal number of 
sessions with equal time length for the traditional group in which participants 
would discuss the research report in small subgroups and would be put in a 
position to ask questions about the computer model. 
The second problem with respect to time investment relates to the fact that the 
interactive group starts with an interactive simulation session, which would 
provide them with one extra session in comparison to the traditional group. To 
avoid this, we merged, as we have shown in the previous chapter, the two 
sessions on structure and basic dynamics of the computer model into one session 
for the interactive approach. This became then the second session for this group. 
In the next section we will present the time-table of the experiment which 
summarizes the discussions on the design of the interactive and the traditional 
approach. 
101 
5.7 Time table of the experiment 
In chapter four we outlined the basic experimental design. The sequence of steps 
in the pretest-posttest control group design includes: randomization, pretest 
measurements, stimulus, posttest measurements. In table 5.7 we present the 
complete sequence of actions that takes place in carrying out one single 
experiment. 
As can be seen from this table, carrying out the experiment takes about seven 
weeks, starting with random assignment of participants to both conditions and 
ending with filling out questionnaires. In between the first and the seventh week 
the five sessions take place. As can be seen from the table, in the week prior to the 
first session, all participants fill out individually a number of questionnaires. 
This is done in a classroom. The questionnaires include two of the dependent 
variables (i.e. interest and knowledge about the simulation model) and some of 
the potentially disturbing variables. After having finished these questionnaires, 
the participants receive a general introductory text on social security and 
economy and the so-called policy assignment. They are instructed to first read at 
home the introductory text and next the policy assignment. This assignment 
includes an instruction to write a policy note of about two pages on the social 
security problem (the text of the policy assignment can be found in appendix 3). 
These individually written policy notes serve as the basis for determining the 
scores on the third independent variable, i.e. the quality of the policy theory (see 
next chapter). After returning this policy note to us, the research subjects receive 
the introductory text for the first session. 
In the five weeks following this we have the five sessions for both groups. As we 
explained in the previous sections the basic procedure for the participants in 
these five weeks is: reading an introductory text at home and attend the session. 
Since we wanted to get some more insight in how participants experienced the 
sessions (e.g. as interesting, difficult etc.) we had them fill out an evaluation 
questionnaire at the end of each session. This questionnaire will also be described 
in more detail in the next chapter. 
At the end of the fifth session the participants again receive the same policy 
assignment as the one prior to the first session. They again have to write a policy 
note on the same social security problem at home. In the seventh week they 
return this policy note to us and again have to meet in a classroom to individually 
fill out the questionnaires. 
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Table 5.7 The time table of the experiment 
week 
1 
2 
3 
4 
5 
6 
7 
a c t i v i t i e s 
participants: 
- randomly assigned to one of both 
- individually fill out questionnai 
- receive general introductory text 
- receive policy assignment and w 
- return policy note and receive in 
experimental group 
- read introductory text: instruc-
tions for interactive simulation 
(crash-approach) 
- first session: crash-approach 
- fill out evaluation questionnaire 
- receive text for second session: 
structure and dynamics of the 
limited model 
- second session: answer questions 
about the model's structure and 
dynamics 
- fill out évaluation questionnaire 
- receive text for third session: 
explaining the model's behavior 
- third session: exccrsises in 
explaining the model's behavior 
- fill out evaluation questionnaire 
- receive text for fourth session: 
developing a policy plan 
- fourth session: develop policy 
plan 
- fill out evaluation questionnaire 
- receive introductory text 
for fifth session: 
instruction on interactive 
simulation 
- fifth session: carry out and 
evaluate policy plan developed 
in fourth session 
- fill out evaluation questionnaire 
- receive policy assignment 
- return policy note 
- fill out questionnaires 
individually in classroom 
groups (experimental - control) 
•es (in classroom) 
on social security 
rite policy note (at home) 
roductory text for first session 
control group 
- read introductory text for first 
session: structure of the limited 
model 
- first session: discuss texts, ask 
questions 
- fill out evaluation questionnaire 
- receive text for second session: 
dynamics of the limited model 
- second session: discuss text, ask 
questions 
- fill out evaluation questionnaire 
- receive text for third session: 
explaining the model's behavior 
- third session: discuss text and ask 
questions 
- fill out evaluation questionnaire 
- receive text for fourth session: 
description of developing a policy 
plan, conducting and analyzing 
policy experiments with model 
- fourth session: discuss text, ask 
questions 
- fill out evaluation questionnaire 
- receive text for fifth session: 
description of conducting and 
analyzing more complicated policy 
experiments 
- fifth session: discuss text, ask 
questions 
- fill out evaluation questionnaire 
- receive policy assignment 
- return policy note 
- fill out questionnaires individually 
in classroom 
Note: activities related to measurements have been printed in italics. 
103 
5.8 Selection of the operator 
One of the problems we faced in preparing the experiment was to decide who was 
going to supervise both conditions, i.e. who would be the game-operator in the 
experimental condition and who was going to be the lecturer in the control 
condition. This constituted a problem because of the potential effects of this choice 
on the ultimate research results. 
Basically there are two possibilities: either one person supervising both conditions 
or two persons each supervising one of the two conditions. Both possibilities have 
advantages as well as disadvantages. Selecting one person for both conditions has 
the advantage that the effect of 'teacher characteristics' on research results can 
be eliminated or at least mitigated. The advantage of using different persons for 
each of the conditions is that the time investment for both is reduced considerably. 
(We estimate the time needed for preparation and running one condition roughly 
at 40 to 50 hours.) Using two different persons however has the serious 
disadvantage that 'teacher characteristics' might influence the research results. 
The 'teacher' plays a particularly strong role in this computer simulation-game, 
since it involves a complex computer simulation model. To be able to compare 
both methods correctly this demands that both persons have the same amount 
and kind of knowledge about the simulation model. If this is not the case, 
differences found between both groups (for instance with respect to knowledge 
about the model) might well be attributed to differences in knowledge of both 
supervisors.7 This was the main argument to select as the operator one of the 
game designers, who already had much experience in running the game since 
he tested and redesigned the game several times. Since he also designed and 
wrote the texts for the control condition and tested and redesigned them too, it 
was decided that he would supervise both conditions. 
Naturally, this choice might also introduce biases because the operator is 
familiar with the research questions. The operator might for instance have 
favored one of both conditions. However, this disadvantage was considered less 
important than the disadvantages in employing more than one operator. 
5.9 Selection of research subjects 
Another problem in conducting the experiment is to find a number of persons 
who are willing to participate in it. This problem was the more important since is 
takes rather much time to participate. We estimate the total amount of time 
involved in participation, including filling out the questionnaires, to be about 40 
hours. If asked for volunteers the problem of selection would be immense. In 
particular it might be difficult to find participants for the control condition. This 
was our main problem in trying to get policy makers to participate in the 
experiment. They were rather reluctant to participation, particularly in the 
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control condition. Even participation in the computer simulation-game presented 
difficulties because we came up with an already existing computer model, that 
did not match with their current policy problems. Consequently the time 
investment was considered too high. Ultimately, we decided to approach a group 
of policy advisors, who were interested in the interactive simulation and were 
prepared to reserve two afternoons to participate. For this group we had to 
condense the computer simulation-game to two three hour sessions. 
However this did not enable us to carry out the full experiment that we had 
conceived of. Although we decided to do the computer simulation-game with this 
group of policy advisors we had to find ways to carry out the full experiment. 
Hence, we decided to make the experiment part of the courses we were teaching 
at the university: one course is on construction of simulation models (mainly 
attended by students of organizational psychology). The other course is on policy 
oriented futures research (mainly attended by students in sociology and political 
science). In addition, we were put in a position to conduct the experiment with a 
number of college students who were trained to become social science teachers in 
highschool. The experiment was thus repeated three times: the first time with 
the college students (January until march 1986), the second time with the 
sociology and political science students (march - june 1986) and the third time 
with the psychology students (sept. - nov. 1986). The final test of the experiment 
was held prior to this (september/october 1985) with a number of psychology 
students. 
The first group consisted of 46 students, the second and the third each of 30. This 
brings the total number of participants at 106 students. Since we made the 
experiments part of these courses we could demand every student to attend the 
sessions and prepare themselves well. We told them it would make up part of the 
grades for the course. Consequently, drop-out rates, particularly in the second 
and third group, can be considered low. Moreover, we were in a position to 
randomly assign students to each of both conditions. Of course we had to tell the 
students that we were conducting an experiment. If we would not have done this, 
they would certainly have experienced it from fellow students. We were, however, 
very careful in giving information about the experiment particularly about its 
objectives and which was the control and which was experimental condition. 
This situation of course sometimes led to speculation from students about the 
study we were conducting and whether they were comprising the experimental 
or control group. Since we gave so little information before and during the 
experiment, sometimes, groups who actually were the experimental condition 
supposed they were the control condition and vice versa. Naturally, this situation 
of not knowing what the experiment was all about was not at all comfortable for 
the participants. That is why we decided to give each group a complete 
explanation of the study we were conducting after the experiment was finished, 
i.e. after they filled out the last questionnaire. This session was on a voluntary 
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basis but usually all students were very curious about it and attended this extra 
session to hear our explanations. 
Of course, the use of students rather than policy makers will influence the 
research results. Hence, in the final chapter we will have to pay particular 
attention to the interpretation of the empirical data. We will try to indicate to what 
extent the results of the experiment could be said to hold for policy makers. 
5.10 Summary 
In this chapter we have discussed the design of the experimental and the control 
condition. Designing the traditional approach to modeling is most 
straightforward, since there are numerous examples of this. As we have seen, 
however, we had to make an adaption to the standard traditional approach in 
order to rule out biases in the experiment. This adaption consists of a number of 
sessions in which the control group discusses the computer model in subgroups. 
These discussions might reflect the discussions within the circles of policy 
makers confronted with a research report of a computer model. 
The design of the experimental condition is more complicated, hence it took some 
more space to describe it. We have discussed various reasons for taking an 
existing computer model. This poses some problems in the design of an 
interactive approach. From the interactive approaches discussed in chapter 
three, we decided to take the interactive simulation approach as our point of 
departure and enrich this with a number of elements to reflect participation in 
stages of the modeling process. This led to the design of the computer simulation-
game. 
Next we presented the time table for the experiment and we discussed the choice 
of the operator and the selection of research subjects. 
From the perspective of the variables included in our empirical study, we have 
thus discussed the independent variable, i.e. the experimental and the control 
condition. In the next chapter we will first discuss the operationalization of the 
three dependent variables: interest, knowledge and quality of the policy theory. 
Subsequently, we will focus on the operationalization of the disturbing variables: 
cognitive learning style, the time investment and the evaluation of the sessions by 
participants. 
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6 THE DEPENDENT AND DISTURBING VARIABLES AND 
THEIR OPERATIONALIZATION 
6.1 Introduction 
From the research questions we derived three dependent variables: interest in the 
subject matter, knowledge about the simulation model and the quality of a per­
son's policy theory. In section 6.2 we will focus on the operationalization of inter­
est. Section 6.3 will deal with the operationalization of knowledge and section 6.4 
with the quality of a policy theory. Particularly the description of the quality of the 
individual policy theory will go through some length, since this a complicated 
concept, both its operationalization and its reconstruction. In section 6.5 finally, 
we will discuss the operationalization of the disturbing variables. 
6u2 Interest in the social security subject matter 
In chapter four we defined the level of interest in matters of social security as: the 
degree to which a person (passively or actively) gathers information with respect 
to matters relating to social security. We decided to determine a person's interest 
by designing a questionnaire. We formulated a number of statements, which can 
be considered to be indicators for several ways of collecting information. This led 
to a preliminary questionnaire which was tested with several volunteers and 
which after some revisions led to the ultimate questionnaire used in the experi­
ment. The statements in the questionnaire are formulated as Likert-items, i.e. 
the respondent has to state whether or not he/she (fully) agrees or disagrees with 
it. (The questionnaire can be found in appendix 4). As can be seen from this ques­
tionnaire, the statements are quite diverse. They range from quite simple state­
ments which are easy to be confirmed (e.g. statement 4) to statements that are 
less easy to confirm (e.g. statement 3). In addition several ways of obtaining in­
formation about social security matters are distinguished (e.g. looking TV, read­
ing papers or journals, discussions). 
6Я Knowledge with respect to the information embodied in the simulation 
model 
The second dependent variable is knowledge about social security as embodied in 
the economic simulation model. There are little empirical studies relating to 
knowledge from computer models. One study we found is conducted by Bradsher-
Frederick (1980). He compares three different methods of conveying information 
from the Mesarovic-Pestel World model: an interactive simulation, a book 
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(Mankind at a turning point) and a so called Tool for Policy Assessment (A.P.T.). 
This A.P.T. is a computer interface which allows people to conduct sensitivity 
analyses and to make impact assessments by carrying out experiments with the 
computer simulation model. In order to determine which of these three methods 
will be more effective in conveying information he invited a number of experts 
who have read the book as well as used the A.P.T. to participate in the interactive 
simulation exercise. At the end of the session they are asked to order the three 
communication modes with respect to effectiveness. Although the experts judge 
the interactive simulation positively, the generalizability of the research findings 
is quite questionable, because only four experts participated. Bradsher-Frederick 
thus employs a subjective approach to establish effectiveness. 
In the related field of gaming-simulation several evaluation studies have been 
done on the effectiveness of (computer) simulation games in promoting learning. 
Wolfe particularly warns against the use of subjective questions (i.e participants' 
self-assessments of knowledge gains) as a substitute for measuring objective 
knowledge increase of (computer) simulation games, since the results can be very 
misleading (Wolfe, 1985, p. 267). Thus, instead of using a subjective method we 
chose for a more objective method of establishing the transfer of information, as is 
strongly suggested by Wolfe. 
6.3.1 How to measure knowledge 
In general a simulation model generates three different kinds of information 
about the system under study, i.e. information about 
- the structure of the system; 
- the dynamic characteristics of the system; 
- the relationship between structure and dynamics of the system. 
The dependent variable: knowledge about the information embodied in the 
simulation model thus consists of at least three different aspects. The question is 
how to determine a person's knowledge about these three aspects of the model. 
There are several ways to do this. For instance by having research subjects draw 
a schematic (cf. Landeweert, 1978). In the study of Landeweert the process opera-
tor trainees were familiar with the way to diagram a process. In our study most 
research subjects are not familiar with diagramming techniques to represent a 
system's structure. This is one of the things they learn during the sessions. 
Another way would be to have research subjects write an essay about the relation-
ships between social security and the economy. This approach is already em-
ployed in establishing the quality of the individual policy theory (see section 6.4), 
for which it seems a more appropriate measuring device. Hence, we chose to use 
multiple choice questions since these kinds of questions are very appropriate to 
measure knowledge and are relatively easy to analyze. 
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6.3.2 From learning objectives to multiple choice questions 
In order to be valid, a test containing multiple-choice questions needs to be at least 
representative of the field of knowledge that it is trying to measure. In other 
words the questions should cover the whole field of knowledge (De Groot and 
Naerssen, 1973). This is generally done by first making an overview of the subject 
matter of teaching and next designing a number of questions that adequately 
cover this field. In our case this was accomplished by translating the abstract 
learning objectives into operational goals. These operational goals are character-
ized by the fact that they contain a description of observable behavior by which it 
can be decided whether someone meets the goals or not (cf. Mager, 1974). In the 
next step, on the basis of these operational goals, questions were designed, which 
represent the learning objectives. In actually writing the multiple choice ques-
tions we used the guidelines provided by Lans and Mellenbergh (1973, p. 85). 
Originally, we stated the learning objective of modeling as: "clarifying the rela-
tionship between the structure and dynamic behavior of the social security policy 
problem with the emphasis on the role of the social security policy variables" 
(Geurts and Vennix, 1984). As we have seen in the fifth chapter, this objective has 
to be realized in three separate steps, i.e. by clarifying the structure of the prob-
lem, next by explaining about dynamics and finally by relating both. 
The structure of a (computer simulation) model is generally defined as the set of 
variables and their relationships. Thus knowledge about the structure can be re-
lated to both variables and their relationships. We decided to restrict ourselves to 
the test of relationships between variables, because the proper use of concepts is 
comprised in determining the quality of the policy theory. Relationships between 
variables in a model contain at least four different characteristics: 
- sign (positive, negative) 
- strength (or: magnitude, value) 
- delays (kind of delay, length of delay) 
- form (linear, non linear etc.). 
Since in the social security simulation model all relationships between the vari-
ables are linear, the last category could be omitted in the questions. 
Mager (1974) argues that one should define instructional objectives in terms of ob-
servable behavior, which contain measurable characteristics. This procedure is 
particular useful if instructional objectives and cognitive learning is involved. In 
addition the objectives should also state the conditions under which the behavior 
should be exhibited. Hence, we defined the first operational objective as: 
'research subjects should be able to select from a number of answers with respect to signs, de-
lays and strength of relationships in the model, the answer that is correct given the eco-
nomic simulation model'. 
All together the questionnaire contains 15 questions with regard to the structure 
of the model. Since Uttle was known about how to pose the questions, we decided to 
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use several different formats for the questions on the model's structure. Ten of the 
fifteen questions consist of a number of subquestions. The five first questions 
(category A) are questions about the sign and the delays in relationships between 
variables (see appendix 5). The questions contain chains of (causal) effects from 
one variable on to another. Now and then the respondent has to fill out some gaps 
in these arguments. All together the respondent has to fill out 22 answers. The 
next five questions (category B) deal with the strength of the relationship. The re-
spondent has to select the strongest chain of relationships between two variables. 
The second part of each question deals with the sign of chains of relationships. 
All questions mainly pertain to the social security aspects of the model. 
Next there are five questions (category C) dealing with the strength of relation-
ships, each time comparing two different relationships between two variables. 
The respondent has to determine which of the two is strongest by checking the 
right answer. 
The second aspect of knowledge about the model is concerned with its dynamics. 
The dynamics of this simulation model can be defined as the set of behaviors the 
model can exhibit as a consequence of an impulse given in the model on an in-
strument or exogenous variable. Since the total set of dynamic behaviors is quite 
large and since the emphasis was on social security we restricted ourselves to the 
dynamic effects of impulses on social security policy variables. We distinguished 
two types of knowledge about the dynamics of the model. First, knowledge about 
the effect of an impulse on a policy variable upon some other (potential goal) vari-
able in the model. Second, the other way around, using as a point of departure 
that one wants to realize certain behavior in one or more goal variable(s). Here it 
is knowledge about how this is most effectively done, i.e. by selecting the most ef-
fective instrument variable. Both kinds of questions relate (from a different view-
point) to the dynamics of the model. We decided to add the second category of ques-
tions since in policy and decision making this is the prevailing kind of putting the 
questions. Hence, knowledge about the dynamics can be stated in the following 
operational objectives: 
- 'given a number of graphics showing the behavior of a certain model variable, the 
respondent should be able to select the correct graphic (according to the simulation model) 
that is the result from the impulse stated in the question 
- given a desired value for a potential social security goal variable, the respondent must be 
able to select the most effective policy option from a list of policy options'. 
For the first objective, the questionnaire contains ten questions (category D). Each 
question starts with an impulse on a social security policy variable. Three possible 
dynamic patterns for some other variable in the model are sketched. The respon-
dent has to select the graphic that represents the correct behavior. For the second 
category there are seven questions (category F). Those start with a desired value 
for a certain (potential) goal variable. The question is with what policy variables 
this change can be most effectively established. 
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The final aspect we distinguished is knowledge about the relationship between 
structure and dynamics. This means that given the values of a model variable 
over time and the impulse on one or more policy variables that caused this behav-
ior of the output variable, one should be able to explain which structural charac-
teristics of the model (e.g. chains of strong relationships, feedback loops) caused 
this behavior. Stated in terms of an operational objective: 
'given the value(s) for a certain model variable over time and the values of one or more im-
pulses, the respondent must be able to select the right (structural) explanation for this model-
behavior from a list of alternative explanations'. 
The questionnaire contains ten multiple choice questions (category E) with re-
spect to this aspect. 
Finally, there are six questions (category G) dealing with the usefullness of the 
simulation model used in the sessions. The questions relate to discussions and 
explanations during the sessions on characteristics of the model and the conse-
quences for its use in policy analysis. 
In sum, the questionnaire on knowledge about the economic simulation model 
consists of 48 questions, from which the first 42 questions actually are about 
knowledge of the information which is embodied in the model. The construction of 
the questions about knowledge is summarized in figure 6.1. 
Figure 6.1 Summary of the questions on knowledge about the 
simulation model 
Ultimate learning objective: 
clarifying relationship between 
structure and dynamics 
Clarifying structure 
(set of relationships) 
direction + delays (A 1-5) 
strength + direction (B 6-10) 
strength (01-15) 
Clarifying relationship 
- explain behavior 
from structure 
(E 26-35) 
Clarifying dynamics 
- predict behavior (D16-25) 
- select most effective 
instrument variable (F 36-42) 
Note: Figures between bractets correspond to the numbers of the questions in 
appendix 5 
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6.4 The quality of a person's policy theory 
Hoogerwerf (1984) provides a summary of several approaches to the topic of policy 
theory and shows that they go under such diverse names as cognitive map, policy 
map, appreciative system, impact model, mental map, theory of action, policy 
making framework, policy theory etc. As the author points out, the common ele-
ment in all of these approaches is that they focus their attention on assumptions 
which underly policy and decision making. The approach which is known as pol-
icy theory (Leeuw, 1983,1986; Hoogerwerf, 1984; Ringeling, 1985; Kraan-Jetten, 
1986) has given some systematic detailed attention to the questions pertaining to 
reconstruction of these theories and evaluating their quality. 
We have split up the description of this variable in three separate subsections. 
The first (6.4.1) will focus on the concept of policy theory and its definition. Policy 
theories, as we have seen previously, cannot be readily observed; they are implicit 
in a person's mind. Before they can be analyzed and evaluated with respect to 
their quality, they have to be reconstructed. The second and third section (6.4.2 
and 6.4.3) will concentrate on the problem of reconstruction of a person's policy 
theory. The fourth subsection (6.4.4) deals with the operationalization of the qual-
ity of a policy theory. 
6.4.1 The concept of policy theory 
Hoogerwerf defines a policy theory as: "... the total set of assumptions underlying 
a (specific) policy" (Hoogerwerf, 1984, p. 594, translation J.V.). As the author 
points out, these assumptions could refer to different aspects, e.g. the policy it-
self, the policy process, policy effects. 
The concept of policy theory thus denotes a set of assumptions underlying one 
specific policy. These assumptions can for instance be found in one or more pol-
icy documents. Policy documents are employed quite frequently in today's policy 
making processes (cf. Rosenthal and Ringeling, 1976) and might be perceived as 
the result of the studies of and discussions between various policy advisors. 
Consequently the policy theory, contained in the policy document, might be said 
to be the result of the confrontation and integration of various individual policy 
theories (cf. Rodenhuis, 1987a). In our study we are primarily interested in these 
individual policy theories. The characteristics of a set of assumptions in an indi-
vidual policy theory might be quite similar to those contained in a policy theory. 
Consequently, we will preliminarily define an individual policy theory as: 'the to-
tal set of assumptions of an individual with regard to a (set of) policy problem(s)'. 
Assumptions in a policy theory can be of several kinds. Generally three kinds of 
assumptions are being distinguished: causal, mean-end and normative assump-
tions. Naturally, all three kinds of assumptions can occur simultaneously. 
Causal assumptions state relationships between concepts in a cause-effect order. 
Mean-end assumptions state relationships between means (policy options) and 
ends (policy goals) in policy making. Normative assumptions state premises of 
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the policy i.e. statements in which arguments are given why an existing situa-
tion is unacceptable and should be changed. In general normative assumptions 
state a discrepancy between valued situations (or developments) and existing or 
expected situations (or developments). 
In our study we are primarily interested in the causal and mean-end assump-
tions held by individuals, since modeling can be expected to particularly improve 
the quality of these two kinds of assumptions. We try to investigate whether com-
puter modeling in general, and different approaches to it, affect the quality of a 
policy model held by the participants. This entails two different kinds of ques-
tions. First, how can a person's policy theory be made amenable to empirical in-
vestigation? This question relates to the reconstruction of a policy theory. Second, 
how can the quality of a policy theory be established? We will deal with these two 
questions in the next subsections. 
6.4.2 Reconstruction of a policy theory: various approaches 
Hoogerwerf (1984, p. 502) defines the reconstruction of a policy theory as: "... trac-
ing and reformulating the total set of assumptions underlying a policy" 
(translation J.V.). 
Basically there are two sources that can be used for reconstruction purposes: ei-
ther verbal statements or written documents. We will take as our point of depar-
ture that generally in today's policy making process policy choices are frequently 
prepared by policy documents. These policy documents usually contain a descrip-
tion of the policy problem and its background, the policy options available and the 
selection(s) made from these policy options. The descriptions contain a number of 
assumptions about the policy field. Uncovering these assumptions and thereby 
reconstructing the policy theory, which comprises the base of this document, is 
usually done by means of content analysis. 
In order to be able to uncover the policy theories of the participants of the experi-
ment, a useful way to proceed in our study is thus to have them write a policy 
note on a problem concerning the social security and the economy. To make the 
procedure look as realistically as possible we provided the participants with a pol-
icy assignment (see appendix 3). We instructed them to assume the role of policy 
advisor at the Department of Social Affairs, read the policy assignment and write 
a policy note individually. In the policy assignment we briefly sketched the Dutch 
economic developments in the last few years (a situation that was deteriorating 
rapidly, i.e. no economic growth, increasing unemployement, increasing taxes 
burden etc.). Next we presented a number of policy instruments available to the 
minister of Social Affairs in the social security field. We asked them to prepare a 
policy note containing arguments to decide which of these options and in what 
magnitude should be used by the minister to aid in terminating this rapidly dete-
riorating economic developments. We instructed them (by means of a few hypo-
thetical examples) to emphasize causal and mean-end arguments with respect to 
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the recommendations made to the minister. Participants were asked to use about 
two pages to write down their arguments. 
There are several methods to reconstruct a policy theory contained in the policy 
notes. Following Hoogerwerf s description of methods of reconstruction of a pol-
icy theory (Hoogerwerf, 1984) we will explain some of these methods and argue 
our choice for one of these. 
The first method which is described by Hoogerwerf is the reconstruction of as-
sumptions by means of the formulation of hypotheses extracted from a policy 
note. In other words the text of the policy note is summarized by means of a set of 
hypotheses, which contain important concepts and relationships between con-
cepts. This method of reconstruction is employed in Leeuw's study on population 
policy making (Leeuw, 1983). 
A second method that is mentioned by Hoogerwerf is reconstruction of the policy 
theory by means of decision trees. A decision tree presents a graphical represen-
tation of situations in which a choice has to be made (cf. Behn and Vaupel, 1982; 
Gallhofer and Saris, 1979). Decision trees generally are only suited for concrete 
decision-making situations in which the number of options from which a choice 
has to be made is quite limited, while the various options themselves are dis-
junct. Since in our case the number of options is not limited, and since options 
can be implemented in different magnitudes and in various combinations, this 
method does not seem to be very useful for our purposes. 
A third method, according to Hoogerwerf, is the procedure developed by Bressers 
(1983), which is called the 'procesmodel'. In this method a distinction is made be-
tween elements, actors and processes in a system. By means of a graphical 
representation the elements, actors and processes are being represented. The 
'procesmodel-method' usually leads to quite an elaborate graphical representa-
tion of a policy process, where the emphasis is on the process character of policy 
making. In our study however emphasis was not on this process character of the 
policy making process with respect to social security, but rather on the set of 
more abstract interrelationships between a number of variables in this system. 
Hence the process model method is too refined for our purposes. 
Two other methods mentioned by Hoogerwerf come more close to our purposes. 
One method has been developed by Axelrod and consists of trying to represent 
verbal or written statements by means of a so-called 'cognitive map' (Axelrod, 
1976; Hall, 1984; Weick and Bougon, 1986). The cognitive map is portrayed by 
means of a directed graph. The points in this graph represent concepts and rela-
tionships between concepts are depicted by arrows. Figure 6.2 presents an exam-
ple of a cognitive map. 
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Figure 6.2 Example of part of a cognitive map 
policy of -
withdrawal 
. amount of security 
in Persia + 
ability of Persian 
government to 
maintain order 
British 
utility 
present policy of 
intervention in 
Persia 
removal of 
better governors 
allowing Persians 
to have continued 
small subsidy 
Source: Axelrod (1976, p. 61) 
' strength of 
*· Persian 
government 
A 
ability of Britain 
to put pressure on 
Persia 
This map, which is borrowed from Axelrod (1976, p. 61), represents a person's 
view with regard to British policy in Persia around in 1918/1919. This person's 
causal arguments on the British policy in Persia are represented by means of 
concepts that are linked to each other through arrows. These arrows can be ver-
bally 'translated' into statements like: ... leads to ..., ... will have as a conse-
quence ... etc. This way they can be considered assumptions about the issue at 
hand. For instance from the top left hand one can read: The more a policy of 
withdrawal will be followed (by Britain) the less the amount of security in Persia. 
The method of Axelrod is particularly appropriate to show the causal relation-
ships between concepts in a person's cognitive map in one overall picture. A cog-
nitive map containing only causality relations is also designated as 'cause map' 
(Weick and Bougon, 1986). Thus the total set of relationships can be represented 
by means of a single schematic.1 
The other method in reconstructing a policy theory is by drawing a so-called goal 
tree (Kuypers, 1980). This tree is a way of portraying means-end relationships be-
tween concepts, i.e. relationships between policy means and policy goals. Figure 
6.3 presents an example of a goal tree. 
In the top of the tree is the concept which represents the main policy goal (i.e. 
unemployment). Right underneath are two concepts directly influencing this 
goal variable: employment and labor supply. Unemployment is the net result of 
labor supply and employment. In other words unemployment (goal) can be de-
creased by either decreasing labor supply (means A) or by increasing employ-
ment (means B) or by both. In t um labor supply itself is determined by two fac-
tors: the total effective potential labor population and the degree of participation. 
Hence, this subgoal (decreasing labor supply) can be accomplished by either de-
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creasing the potential labor population (which is for instance done by stimulating 
Early Retirement) or by decreasing the degree of participation (i.e. the percentage 
of the potential labor population who apply for jobs). 
Figure 6.3 Example of part of a goal tree 
reduce 
unemployment 
decrease 
labor supply 
increase 
employment 
decrease effective 
potential labor 
population 
decrease degree of 
participation 
For our purposes this method has some serious weaknesses. First, the goal tree 
only shows mean-end relationships between concepts. Our policy notes, as well 
as policy notes in general, often contain (causal) relationships which cannot be 
considered to represent mean-end relationships. Second, a goal tree does not al-
low to include feedback loops, i.e. concepts influencing themselves through other 
concepts. The concept of feedback, however, is quite prevailing in complex policy 
problems. 
Given the above description of the various methods of reconstruction we can con-
clude that basically the cognitive mapping approach is most appropriate for our 
purposes, since: 
a) a cognitive map can contain mean-end as well as causal relationships be-
tween variables, it is more extensive; 
b) a cognitive map allows for the inclusion of feedback processes, which can be 
considered predominant in complex policy problems; 
c) a cognitive map, represented by means of a graph, can be analysed with the 
aid of graph-analytical techniques, showing all kinds of interesting hidden 
properties of this cognitive map. 
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Hence, we will employ Axelrod's approach to analyze the policy notes and recon­
struct the policy theories. 
6.4.3 The coding procedure 2 
Construction of a cognitive map, on the basis of a policy note, entails identifying 
two important elements in the text of the document: concepts and relationships 
between concepts. Axelrod (1976) describes methodological rules for identifying 
these two elements. Basically his method consists of close reading of every sen­
tence in a policy document and trying to refrase it in a statement which ex­
presses a relationship between two concepts. The author uses a number of rules 
to determine, whether certain statements can be coded as relationships between 
concepts. In our view Axelrod's methodological guidelines offer too little aid for 
an inexperienced coder to correctly interpret different kinds of formulations in a 
policy note. Hence, we adapted Axelrod's method in two ways. First, we divided 
the process of coding a policy document in a number of more simple sequential 
steps and trained six coders in applying these steps. Second, we provided these 
six coders with a list of the concepts, used in the economic simulation model, and 
the definitions of these concepts. From the six coders, five were already familiar 
with the simulation model, since they had previously participated in the experi­
ment. We made sure, however that they did not code policy notes written by 
themselves. As a matter of fact the coders received policy notes, the authors of 
which could not be identified by them. Moreover, all policy notes both from pretest 
and posttest were randomly assigned to the coders. 
The first adaptation of Axelrod's method was made to simplify the coding pro­
cess. Instead of having the coders read the documents and immediately establish 
relationships between concepts, we divided this process in various separate steps. 
In the first step the coders read the policy document in its entirety. In the second 
step they start reading sentence by sentence and record all concepts on a special 
codeform: codeform A (see appendix 6). In the third step the concepts extracted 
from the policy note are translated into concepts from the economic simulation 
model. Below we will explain why this is done. In the fourth step, the coders 
reread the policy document and try to establish relationships between the con­
cepts, which are identified in the previous steps. These relationships between 
concepts are coded on a special codeform too: codeform В (see appendix 6). This 
codeform contains three colums (besides a column for the number of the sentence 
and a column for special remarks). In the first column the cause concept is 
recorded, in the third the effect concept. The middle column contains a sign 
(either +, - or 0) to designate the direction of the relationship (positive, negative or 
neutral). After having finished this step of establising the relationships between 
the concepts, the fifth step is to construct the total network of relationships 
(graph). This is done in order to check this network with the original policy doc­
ument for possible errors, made during the process of coding the policy document 
(step 6). In addition, the coded forms with the relationships between the concepts 
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are fed into the computer. Special software was designed to translate these binary 
relationships into an adjacency matrix (Axelrod, 1976; Felling, 1974b) and to ana­
lyze the resulting network by calculating a number of characteristics of them on 
the basis of these matrices In the next chapter we will explain this in more detail 
and focus on the results. 
Table 6.1 summarizes the steps in coding a policy note. 
Table 6.1 Steps in coding a policy note 
1. Read policy note entirely 
2. Reread policy note sentence by sentence and record relevant concepts on 
codeform A 
3. 'Translate' policy note concepts into model concepts 
4. Establish relationships between concepts (codeform В) 
5. Construct graph 
6. Check graph with text of policy note 
In addition to splitting up the coding process in a number of steps, the second 
adaptation with respect to Axelrod's method consisted of providing the coders 
with a list of concepts and their definitions used in the economic simulation 
model. In the second step of the coding process described above (i.e. identifying 
concepts) the coders establish the concepts used by the author of the policy note. 
Next they were asked to 'translate' these concepts into concepts used in the eco­
nomic simulation model, i.e. the list of concepts and definitions that we provided 
them. For every concept used by the author the coders try to find a corresponding 
'computer model concept' and record this concept in the second column of 
codeform A (see appendix 6). This 'translation' of concepts used in the policy 
notes ('policy note concepts') into concepts used in the computer simulation 
model ('model concepts') was done for four reasons. First, because in the 
experiment we want to convey the knowledge embodied in the computer 
simulation model. By trying to translate policy note concepts into model concepts 
we can empirically investigate whether and to what extent we were succesful in 
this respect. The more difficult the 'translations' that have to be made by the 
coders (particularly in the posttest), the less succesful we would have been. The 
second reason for translating the concepts is that it might enable us to establish 
the precision with which the authors use concepts in their policy notes. Basically, 
research subjects can either employ exactly the same concept as in the economic 
simulation model (i.e. identical concepts), the concept might be less precise (i.e. 
diffuse) than a model concept or it might be more precise (i.e. more specific). 
Concepts which cannot be translated to a model concept cannot be compared with 
model concepts on their precision. An assumption we made at this point is that 
in general the model concepts are more precise than the policy note concepts. 
This assumption seems quite plausible since, as we have argued in the first 
chapter, formalization of relationships between concepts forces a model builder to 
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accurately define the concepts used. The third reason for translation is that this 
will ultimately result in, at least partially, comparable graphs for the 
participants which might more easily enable us to make comparisons between 
research subjects as well as comparisons between pretest and posttest. Moreover, 
the resulting graphs can also be tested for their validity by comparing them with 
the original computer simulation model. The fourth reason to use the list with 
model concepts was to provide the coders with more or less the same frame of 
reference. 
We designed a 'training book' with which we instructed the coders and prepared 
them to the task of coding the policy notes (Vennix et al., 1986). This 'training 
book' contains, besides a description of the list of model concepts and their defini­
tions, a number of rules which should be applied in coding the policy notes. The 
first part of the 'training book' focuses on rules with respect to identifying con­
cepts in policy notes and translating these into model concepts. The second part 
deals with relationships between concepts. Both parts are divided in a number of 
sections starting with simple examples and rules pertaining to them. Gradually 
more complicated examples are dealt with in the subsequent sections. At the end 
of each section there is a number of exercises for the coders. The results of these 
exercises were discussed with the research team. The interested reader is re­
ferred to appendix 7 for a more detailed description of two important steps in the 
coding process (i.e. identifying and translating concepts and establishing rela­
tionships between concepts). 
In order to illustrate the coding process we have selected a policy note from the 
pretest. The text of the policy note is in its entirety reproduced below. In appendix 
6 we have partly filled out codeforms A and В to illustrate their use. Following the 
text of the policy note is the resulting graph in figure 6.4. 
Policy note text of research subject Y from the pretest. 
"In this policy note, which will describe some options to decrease the social security outlays, we 
will mainly concentrate on the reduction of unemployment. This is because unemployment 
outlays take a substantial part of the social security outlays and hence when the former drop this 
will also lead to a reduction of the total social security outlays. 
In order to arrive at a reduction of unemployment the following measures should be applied. 
An important measure is a different distribution of social security premiums over employers and 
workers: workers should pay a larger percentage of the premiums. We have to point out that those 
with higher incomes have to pay more premiums than those with lower incomes: it is a percentual 
increase. For employers this would result in a lower amount of premiums to be paid (the workers 
pay a larger share). This will result in higher employment in several ways. Labor will become 
cheaper and this will lead to higher profits and more opportunity for investment which will result 
in more employment. Moreover, because of cheap labor, Dutch companies will be able to produce at 
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a cheaper level, which leads to an improvement in their competitive level on the foreign markets, 
where more can be sold, which leads to more employment. 
The disadvantage of the increased premium burden for workers on their gross wage level is that it 
will result in a lower net wage level. In the short term this will result in a decrease of the 
purchasing power, which might make companies run the risk of overproduction. Because of the 
increased opportunity to export, this danger will decline somewhat. In addition the employers will 
have to translate the resulting lower cost of production in falling prices, which leads to a slight 
increase of the purchasing power of workers in the longer run. 
Moreover, it is important that net benefits are linked to the net wage level: the net benefits will 
have to decrease too. It is desirable not to decrease all social security categories equally in 
percentages, because dropping the minimium benefits will lead to too much loss of purchasing 
power, which might lead to overproduction of companies. A suggestion might be to reduce the 
unemployment benefits to for instance 68% of the last earned salary (instead of 70%) and not to 
infringe upon the general provision. The decrease of the benefit levels will in the longer run be 
compensated somewhat because of declining price levels, which result in a maintenance of 
purchasing power. 
Because less benefits will have to be paid (because there will be less unemployment and because 
the benefits will be linked to the net wage level) the social security outlays will drop. As a 
consequence premium burden will decrease. Both employers and workers might benefit from 
this. (The former because they will get more opportunity for investment and hence employment 
will increase. The latter because their purchasing power will increase). The disadvantageous 
effects of rolling off premiums on the net wages of workers will be further decreased this way. 
The level of the Government subsidies to the Trust Funds is a means, but not a good one, to make 
the social security outlays decline. If the government would increase the subsidies, the premium 
burden for employers and workers might decline, but this will have a great disadvantage for the 
government because of the increasing budget deficit. 
Measures like Early Retirement and Labor Time Reduction can also make unemployment 
decrease (which will lead to a reduction of social security outlays) and these will thus have to be 
enhanced. In the recent past it has become clear that Labor Time Reduction does not create many 
new jobs. It often did only lead to overoccupation of existing manpower (existing staff has to carry 
out the same amount of work in less time) and it also leads to a lot of paper work. It thus does not 
seem sensible for the government to stimulate Labor Time Reduction". 
In figure 6.4 we have reproduced the graph resulting from the text of the policy 
note above. (See also appendix 6 for partially filled out codeforms.) 
This cognitive map is already reasonably complex. It contains 29 different con-
cepts and 37 relationships between concepts. In the next chapter we will use this 
map to illustrate the calculation of scores on the various quality indicators. 
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Figure 6.4 Example of graph representing the policy theory of research 
subject Y in pretest 
over occupation 
organizational 
costs 
+ amount of 
premiums 
employers 
# of ben 
unempl. ins 
# of ben. special 
unemployment 
# of ben. general 
provision 
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As one can see from the figure and the text above, we employed the rule to stay as 
close to the text as possible. In reading the text one would sometimes be inclined 
to link variables like 'number of beneficiaries' and for instance 'number of bene-
ficiaries unemployment insurance' since the latter is a subcategory of the first. 
However, to reduce ambiguity in interpreting the text, we stayed as close as pos-
sible to the actual text of the policy note. 
6.4.4 Criteria to evaluate the quality of a policy theory 
Given the policy notes and the policy theories reconstructed from them in the 
form of maps, the next step is to evaluate the quality of these policy theories. We 
will use the quality criteria developed in the literature on policy theory as our 
point of departure and we will further operationalize these. 
There has been considerable debate about the quality of policy theories in the 
Dutch literature (cf. Hoogerwerf, 1984; Ringeling, 1985; Leeuw, 1983,1986; Kraan-
Jetten, 1986). Several criteria have been proposed with which to evaluate the qual-
ity of a policy theory. Leeuw (1983) distinguishes three kinds of criteria: epistemo-
logica!, strategic and implementary criteria. Epistemologica! criteria are: (a) 
precision with respect to concepts, (b) scientific information contents, (c) logical 
consistency, (d) empirical contents. Strategic criteria refer to two aspects. First, to 
the degree of accordance between the societal conditions as implied by the policy 
theory and the actual societal conditions. Second, to the inclusion of the factor 
time with respect to the implementation of policy measures. Finally, implemen-
tary criteria are related to the question whether the theory provides practical 
guidelines which can be carried out by policy makers. Leeuw distinguishes two 
implementary criteria: practical information contents and the occurrence of ma-
nipulable variables in the policy theory. Practical information contents is de-
scribed by Leeuw as the precision with which a theory states what policy makers 
should do in order to realize certain policy goals (Leeuw, 1983, p. 161). 
Hoogerwerf (1984) also summerizes a number of criteria with which to evaluate 
the quality of a policy theory. He distinguishes five kinds of criteria: 
a) the precision of formulations in a policy theory; 
b) the degree of differentiation of the theory; 
c) the degree of integration; 
d) the empirical contents of a theory; 
e) the extent to which a theory is legitimate. 
Each of these criteria is in turn subdivided into several elements. We will not 
summarize these here, since we will refer to them when we will discuss the cri-
teria used in this study. 
Other authors, notably Ringeling (1985), emphasize that, since policy theories 
must be considered action theories (theories-in-use), no explicit epistemologica! 
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criteria should be used, but attention must be given to the functions of a policy 
theory in the policy making process. 
We agree with Ringeling (1985) that, since a policy theory underlies a policy, the 
quality can only be determined on the basis of the role of this policy theory in the 
policy making process. If a policy theory is to be used as the base of a policy, i.e. as 
a guide with which to make policy decisions, it should be useful in this respect. 
Consequently, the first criterion with which to judge its quality is the theory's va-
lidity. Invalid policy theories will usually lead to wrong policy decisions. For a 
policy theory to be valid is, however, not enough. In addition, it should also con-
tain variables which are manipulable to the policy maker and with which certain 
policy goals could be realized. A policy theory might be perfectly valid, if it does 
not specify manipulable variables, the policy maker is left with the question what 
decision to take. Strictly speaking, it would be enough if a policy theory, underly-
ing a certain policy, only contains relationships between instrument variables 
(i.e. variables that can be manipulated by the policy maker) and the goal vari-
ables. This could be statements like: if the government expenditures are de-
creased, unemployment will diminish, or: if the number of beds in hospitals is 
reduced, total health care costs will decrease. Statements in the reverse order, of 
the prescriptive kind, would of course even be better. For instance: in order to re-
duce unemployment one should decrease the government expenditures. If these 
statements were known to be valid and the instrument variables manipulable, 
they would provide ample guidelines for policy makers to develop policies. The 
higher the number of these statements, the higher the usefulness of the theory 
and hence its quality to be used as a base for policy making. The quality of the 
statements in the policy theory would be further increased if they were more pre-
cise. Either, because the concepts used are more precise or because the state-
ments are quantified. The problem is, however, that since we are dealing with 
complex policy problems, which are ill-understood, we simply lack this type of 
validated statements. While at the same time policy making cannot wait until 
relevant theories are developed and empirically tested. Since there are little or no 
valid theories available, other criteria become more important in establishing a 
policy theory's quality. As for instance Mason and Mitroff (1981) point out, the 
only thing that is left in dealing with what they call 'wicked policy problems', 
which are ill-understood, is trying to find out on what assumptions policy rec-
ommendations are based and to challenge these assumptions thoroughly in order 
to see just how tenable they are. Translating these ideas to the field of policy theo-
ries this implies that the quality of a policy theory will increase the more the as-
sumptions on which policy recommendations are based are made explicit in the 
theory. This suggests that the policy theory should contain elaborate argumenta-
tion with respect to the relationship between policy means and policy goals. In 
other words the theory should be as elaborate as possible in order to enable out-
siders to check the theoretical assumptions for their plausibility. 
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In sum, we believe that for a policy theory to have a high quality several different 
kinds of criteria should be met, most of which are mentioned in the relevant liter-
ature on this topic. We think that Leeuw provides us with the most general crite-
ria with a broad scope. Following Leeuw (1983) we will thus distinguish three 
main criteria in evaluating the quality of a policy theory: epistemologica!, imple-
mentary and strategic. However, we will merge several of his criteria with crite-
ria that are emphasized by other authors, mainly Hoogerwerf, because they must 
be considered important quality criteria too. We mainly refer to such criteria as 
differentiation and integration of a policy theory. 
Another reason not to restrict the number of indicators too soon but to employ 
many different criteria to establish quality is the fact that little empirical research 
has been done in this area. Rather than limiting the number of criteria and indi-
cators, we will take a broad number of different indicators in order to explore 
their characteristics. 
Under epistemological criteria Leeuw comprises empirical contents, by which he 
roughly means the validity of a theory. Hoogerwerf uses the concept empirical 
contents in the same way. However, as Kraan-Jetten (1986) points out, in the tra-
dition of critical rationalism the concept empirical contents refers to the degree to 
which a theory can be falsified rather than to its validity. We agree with Kraan-
Jetten's critique and we will use the term validity for the degree to which the the-
ory can be said to hold, either because of face validity or since it was (extensively) 
empirically tested, and could not be rejected. Logical consistency, which is men-
tioned by Leeuw and Hoogerwerf, is a prerequisite for a theory to be valid. This 
criterion will be subsumed under validity and be considered a subcriterion of va-
lidity. Precision is another subcriterion that belongs to epistemological criteria. 
Precision can relate to concepts, relationships between concepts as well as policy 
options and policy effects (cf. Hoogerwerf, 1984, p. 520). 
According to Leeuw, implementary criteria refer to: (a) the degree to which the 
theory contains manipulable variables and (b) the practical information contents. 
Contrary to what is usually found in the literature we will not consider manipu-
lable variables to be the only important policy relevant variables. We will make a 
clear distinction between two different types of policy variables: instrument (or 
manipulable) variables and goal variables. For a theory to be useful for policy 
making it seems to us that it should not only contain instrument variables, but 
also goal variables with which the effects of policy plans can be established. We 
will label both these types of variables under the category policy variables. As we 
have seen, Leeuw defines practical information contents as the precision with 
which the policy theory states what a policy maker should do to realize certain 
policy goals. We consider this definition somewhat too confined. Given the argu-
ments presented above on the lack of validated theories, we will define practical 
information contents as the degree to which the theory informs the policy maker 
about what should be done to realize certain policy goals as well as about why he 
should do this in order to realize these goals (i.e. the argumentations for policy 
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choices). At least four subcriteria mentioned in the literature (Hoogerwerf, 1984, 
p. 520; Axelrod, 1976) might be labeled under this criterion: 
(a) the scope of a theory (the wider the scope the higher the informational con-
tents); 
(b) the degree to which it is detailed in its arguments from policy means to policy 
goals. As we have seen above the more detailed the theory, the easier it is to 
criticize it and the higher its quality; 
(c) the degree to which a theory is extended, i.e. the number of different ways to 
affect a goal variable by means of a policy variable. In general, the effect of an 
instrument variable upon a goal variable is brought about in various ways. 
For instance the level of the social security benefits might affect the unem-
ployment on the one hand through higher consumption, and on the other 
through higher social premiums and labor costs. The more these different 
ways are mentioned, the higher the informational contents. This brings us to 
the fourth criterion; 
(d) the degree to which a theory is complex, i.e. whether the theory is balanced or 
not. In the above example both effects 'contradict' each other: higher benefits 
will decrease unemployment through higher consumption, but simultane-
ously increase it through increasing labor costs. The higher the number of 
these contradictory statements the less the quality since it does not provide the 
policy maker with clear guidelines what to do. 
We will label the above four criteria under the differentiation of a policy theory in 
contrast with another element of practical information contents: the integration 
of the theory. In order for a theory to be useful, it should not only be detailed but 
also be integrated to a certain degree. 
The third group of criteria are the strategic criteria. According to Leeuw, they in-
clude on the one hand the time factor and on the other hand the accordance be-
tween actual societal conditions and the conditions as implied by the policy the-
ory. In order not to interfere with the other criteria that we discussed, the second 
of these two criteria will be defined as the degree to which the policy theory takes 
exogenous developments and events into account. No policy theory will have a 
large enough scope to include all relevant aspects. Hence, the more the theory 
takes into account potential exogenous influences the higher its quality. This def-
inition of the accordance between societal conditions and the conditions as im-
plied by the policy theory comes quite close to the way Leeuw describes this crite-
rion (Leeuw, 1983, p. 164-165). 
The time factor concerns the time related to carrying out policies. The more this 
is taken into account the higher the theory's quality. 
Summarizing, we can state that in the three main groups of criteria we can dis-
tinguish a number of subcriteria which in turn may consist of several different 
aspects as can be seen in table 6.2. 
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Table 6 3 Main criteria, subcriteria and aspects to evaluate the quality of 
a policy theory 
main criteria 
epistemologica! 
implementary 
strategic 
subcriteria 
validity 
precision of 
policy variables 
differentiation 
integration 
accordance with 
societal conditions 
time factor 
aspects 
- empirical validity 
- consistency 
- concepts 
- relationships 
- policy options and effects 
- instrument variables 
- goal variables 
- scope 
- degree of detail 
- extension 
- complexity 
6.4.5 The operationalization of quality criteria 
The above criteria, however, have to be operationalized further in order to be able 
to measure the quality of an individual's policy theory. In the next paragraphs we 
will discuss the operationalization of these criteria and the indicators we will 
employ. 
a) Epistemological criteria: validity and precision 
The first subcriterion refers to the validity of the theory. In practice the empirical 
validity of a theory can only be established by testing it. Of course we are not in a 
position to do this for all the policy notes. However, we have an economic simula-
tion model on the social security topic which contains a number of concepts and 
relationships between concepts which are based on other economic models 
(notably the VINTAF model, Compaijen en Van Til, 1978) and has been designed 
by econometricians. This model can be said to have a relatively high degree of va-
lidity. Consequently, what we will do is compare the policy theories reconstructed 
from the policy notes with the actual computer model. From this comparison we 
can establish, whether the assvunptions in the policy notes are correct when 
compared with the economic model. 
If we compare the actual simulation model with a policy theory for its validity, we 
can compare five different kind of aspects, i.e. the occurrence of a relationship, 
the direction (cause-effect) of a relationship, the sign, its strength (or magnitude) 
and a delay in a relationship. For all five of these categories we can determine 
whether the policy theory is in accordance with the simulation model. If a mis-
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take occurs on one of these five aspects the relationship will be labeled incorrect. 
Hence, our indicator will be the number of correct relationships. Naturally, this 
indicator will in part overlap with the measurements on knowledge discussed in 
one of the previous sections. Since this measurement instrument of the quality of 
a policy theory is relatively new it will put us in a position to cross-validate both 
measurement instruments . 
The consistency of a policy theory can be established by checking the consistency 
in relationships between variables. In other words, if relationships between vari-
ables are repeated in the policy note, those should have the same direction, 
strength and delay. If not, there is inconsistency in the policy theory. 
We can also use the computer model to check the second epistemologica! subcri-
terion, i.e. the precision of a policy theory. We can compare the precision of the 
concepts and assumptions with those in the economic model. As we have argued 
before, we can evaluate three aspects of precision, i.e. with respect to the concepts 
used, with respect to the relationships assumed and with respect to the policy 
measures and their effects. 
The first kind of precision will be most difficult to establish when dealing with a 
policy note. Normally, if one were to reconstruct a policy theory from a policy doc-
ument and determine its precision with respect to the concepts used, one would 
try to find out to what extent the concepts were defined and how accurate these 
definitions are. However, usually one will probably look in vain for definitions of 
concepts in a policy document. On the contrary, it is generally assumed that the 
reader of the document is sufficiently familiar with the concepts and their mean-
ing. Within the circles of those dealing with a certain policy issue, there is sup-
posed to be a kind of shared body of knowledge and understanding of the issue. 
One way to establish the precision of the concepts would be to compare them with 
scientific concepts and their definitions (cf. Hoogerwerf 1984, p. 520). That is more 
or less the way we proceeded in our study. As a starting point we took the con-
cepts used in the formal economic simulation model. Those concepts can be said 
to be rather well-defined compared to the routine daily use of economic concepts. 
In one of the previous sections we explained how the concepts used in policy notes 
were coded and how they were 'translated' into the model concepts. We distin-
guished several kinds of situations in this translation procedure: 
- concept of policy note and model concept is identical; 
- concept of policy note can be converted to model concept; 
- concept of policy note is more diffuse than model concept; 
- concept of policy note is more specific than model concept; 
- concept of policy note is new with respect to model concept (see also appendix 7). 
With respect to precision of concepts we will consider the first kind of situation 
neutral, i.e. the precision of the policy note concept equals the precision of the cor-
responding model concept. The second (conversion) and the third (diffuse) kind of 
situation can be said to be situations in which the policy note concept is less pre-
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eise than the corresponding model concept. In the fourth kind of situation 
(specific) the opposite is true, i.e. the policy note concept is more precise than the 
corresponding model concept. In the fifth kind of situation (new concept) a com­
parison between model concepts and policy note concepts is not possible. Hence, 
in this case it is hard to determine the precision. For every respondent we can de­
termine a score on the number of identical concepts, the number of conversions 
etc. With the aid of these scores we can calculate a score for every respondent for 
his/her precision with respect to the concepts used. 
The precision with respect to formulations about relationships between concepts 
has several degrees, depending on the way the relationship is being expressed. 
We will state, from least exact to most exact, the different degrees of precision 
which can be conceived of when dealing with relationships: 
- only a relationship is stated (e.g. A is related to B) but it is undirected; 
- the direction of the relationship is stated (e.g. A influences B); 
- the direction is signed (e.g. a rise of A will lead to an increase of B); 
- the magnitude of the relationship is stated (e.g. a rise of A with 5% will lead to 
a decrease of В with 10%). The relationship is quantified (or valued). 
In the first two situations we have to do with an unsigned relationship. The third 
situation will be most prevalent in the policy notes, while the fourth will most 
probably be more rare. In the economic simulation model all relationships be­
tween variables are quantified and directed. To establish the precision with re­
spect to relationships between concepts for a research subject we will use two 
kind of indicators: the occurrence of signed relationships (the more signed rela­
tionships the higher the preciseness) and the occurrence of quantified relation­
ships (the more quantified relationships the higher the precision). 
The third kind of precision relates to policy measures and policy effects. 
Quantification in the policy notes with respect to policy measures or with respect 
to the (expected) effects of those interventions will be employed as an indicator for 
this type of precision. 
We have summarized the operationalization of the two epistemologica! subcrite-
ria, the validity and preciseness, in table 6.3. 
b) Implementary criteria 
The first subcriterion of the implementary criteria (see table 6.2) is the occurrence 
of policy variables in the policy note. The text of the policy assignment contains a 
number of policy instruments as well as policy goals. The core of this assignment 
was to describe the potential effects of a number of policy options on policy goals as 
stated in the assignment. The degree to which these policy options and policy 
goals are actually discussed in the policy note provides an indicator for the fre­
quency of the occurrence of policy variables in a person's policy theory. 
The differentiation of a policy theory, the second subcriterion of implementation, 
refers to various distinctions made in the theory. 
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Table ft3 Aspects of the epistemologica! subcriteria validity and precise-
ness and their corresponding indicators 
subcriteria 
validity 
precision 
aspects 
empirical 
validity 
consistency 
precision of 
concepts 
precision of 
relationships 
quantification 
of policy 
variables 
indicators 
- correct relationships 
- consistency of relationships 
- identical concepts 
- converted concepts 
- diffuse concepts 
- specific concepts 
- signed relationships 
- quantified relationships 
- quantification of policy 
interventions (options) 
- quantification of policy effects 
(goals) 
We have distinguished four different aspects of differentiation: scope, degree of 
detail, extension and complexity. By scope we mean the number of aspects that is 
incorporated in the theory. The first indicator we use for scope is the number of 
different concepts that are used in a policy note by a respondent. The second indi-
cator relates to the number of different 'fields' from which concepts are drawn. 
These fields are: consumption, finances of market sector, production and invest-
ment, government, labor market, finances of social security sector, social secu-
rity benefit levels, numbers of beneficiaries in several categories and foreign 
trade. From the list of model concepts we determined for each concept to which of 
the above fields it belongs. That way we can determine what fields are 'used' by a 
respondent. If a respondent uses one or more concepts within a field, he receives 
a score of 1 for that field. The minimal score, if any concepts at all are used is 
thus 1, while the maximum score when using all fields equals 9. 
Scope was the first aspect of differentiation. The second aspect is degree of detail. 
Policy theories can differ with respect to the degree of detail of the arguments pre-
sented in the theory. By detailed arguments we mean the degree to which the 
chains of arguments which are presented are elaborate. An example of an unde-
tailed argument would be: more government subsidies to the Trust Fund 
Reserves will result in less unemployment. A more detailed argument of the 
same relationship would run like: 'more government subsidies to the Trust Fund 
Reserves will lead to a decrease of social premiums and consequently to a fall in 
the wage costs. This will lead to lower labor costs and hence higher employment 
thereby reducing unemployment'. Although the starting concept (government 
subsidies to Trust Fund Reserves) and the resulting concept (unemployment) are 
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the same in both cases, the second example is clearly more detailed than the first. 
In a cognitive map these arguments would be represented as follows: 
Figure 6.5 Example of detail in arguments 
Undetailed: 
government 
subsidies 
Detailed: 
government 
subsidies 
' 
social 
premiums * wage costs ι—»• + 0 ι + 
labor costs 
w 
-+ 
unemployment 
unemployment 
i 
employment 
In terms of graph theory both kinds of arguments are represented by paths (i.e. a 
chain of concepts connected by arrows all pointing in the same direction). We will 
use the length of these paths, as measured by the number of arrows in the path, 
as an indicator of the degree of detail of the arguments presented by the authors of 
the policy notes. 
In addition to paths we distinguish feedback loops. A feedback loop is a special 
kind of path which has the same starting and ending point. The length of these 
feedback loops will also be used as an indicator for the degree of detail. 
The third aspect of differentiation (next to scope and detail) is extension. In gen­
eral we can state that the effects of policy interventions upon policy goals is 
brought about by more than one path from an instrument variable to a goal vari­
able. The more different paths an author distinguishes between instrument and 
goal variables the more extended one's policy theory. Figure 6.6 gives an example 
of different paths leading from one instrument variable (premium percentages) to 
one goal variable (employment). 
What is said with respect to different paths leading from one policy variable to a 
goal variable also holds with respect to feedback loops. Thus, the more feedback 
loops, the more extended the policy theory. 
The fourth aspect of extension is the complexity of the arguments. Axelrod (1976) 
introduces the concept of (im)balancedness in a cognitive map. This 
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(im)balancedness is related to a situation, described above, in which there is more 
than one path from a policy variable to a policy goal. If all these paths have the 
same direction of influence on the policy goal, the situation is called 'balanced'. 
Figure 6.6 Example of different paths from policy variable (premium 
percentages) to goal variable (employment) 
premium 
percentages 
employment 
Changes in the policy variable will have a determinate effect on the goal variable. 
If, however, certain paths have a positive, while others have a negative influence 
on the goal variable (and the magnitude of the influencing paths cannot be de-
termined) than the situation is called imbalanced. Figure 6.6 shows an example 
of this situation. Axelrod (1976) emphasizes that most policy makers tend to have 
balanced cognitive maps, since imbalancedness might lead to cognitive disso-
nance and to indétermination with respect to the choice of policy options. We con-
sider a policy theory that reveals this imbalancedness as having a lower quality 
than a policy model that does not show up this imbalancedness. This lower qual-
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ity caused by imbalancedness is only overruled in cases where through quantifi-
cation of relationships between variables the imbalancedness is removed. 
As said before the implementary value of a policy theory is not only determined by 
its degree of differentiation. For a theory to be useful it should also be integrated, 
i.e. there must be some degree of interrelatedness between the elements within 
the theory. Hoogerwerf (1984) distinguishes two aspects of integration: the degree 
of interrelatedness of the hypotheses in the theory and the degree to which those 
hypotheses are consistent, i.e. there is lack of contradiction within the theory. We 
check contradictions within the theory by comparing it with the economic simula-
tion model and by establishing the consistency. This aspect was dealt with in the 
previous section. Integration then is determined by the degree to which concepts 
contained in the theory are connected with each other (see also Weick and 
Bougon, 1986, p.120).3 We will take the number of relationships as an indicator for 
integration.4 
The foregoing description and analysis of the 'differentiation' and the 
'integration' subcriteria of quality of the policy theory is summarized in table 6.4. 
Table 6.4 Aspects of the implementary subcriteria and their correspond-
ing indicators 
subcriteria 
policy variables 
differentiation 
integration 
aspects 
ins t rument 
variables 
goal variables 
scope 
degree of detail 
extension 
complexity 
indicators 
- frequency of occurrence 
- frequency of occurrence 
- number of concepts 
- number of fields 
- length of paths 
- length of feedback loops 
- number of paths 
- number of feedback loops 
- balancedness of paths 
- number of relationships 
c) Strategic criteria 
The strategic criteria refer to the time factor of implementation and the accor-
dance or similarity of societal conditions implied by the policy theory and the ac-
tual social conditions. An indicator for the first subcriterion would be whether or 
not the respondent mentions delays in the implemention and/or the expected ef-
fects of policy interventions. As we have pointed out before, the second subcrite-
rion might be operationalized establishing the occurrence of exogenous variables 
132 
in the policy theory. This can be done by taking as our point of departure the list of 
exogenous variables from the economic simulation model. 
Table 6.5 summarizes the overall operationalization. In the next chapter we will 
deal with the construction of the variables. 
Table 6.5 Operationalization of the quality of a policy theory | 
main crit. 
epistemo-
logica! 
imple-
mentary 
strategic 
subcriteria 
validity 
precision 
policy 
variables 
differenti-
ation 
integration 
accordance 
with sodeta 
conditions 
time factor 
aspects 
- empirical 
validity 
- consistency 
- precision of 
concepts 
- precision of 
relationships 
- precision of 
policy options 
and effects 
- instr. variables 
- goal variables 
- scope 
- degree of detai 
- extension 
- complexity 
indicators 
- correct relationships 
- consistency of relationships 
- identical concepts 
- converted concepts 
- diffuse concepts 
- specific concepts 
- signed relationships 
- quantified relationships 
- quantification of policy 
interventions 
- quantification of policy effects 
- number of instrument variables 
- number of goal variables 
- number of concepts 
- number of fields 
- length of paths 
- length of feedback loops 
- number of paths 
- number of feedback loops 
- balancedness of paths 
- number of relationships 
- number of exogenous concepts 
- number of delays 
6.5 The potentially disturbing variables 
In addition to the independent and dependent variables we concentrated on the 
potential effect of some disturbing variables. Although we used a 'pretest-posttest 
control group design' to compare both modeling methods and thus may assume 
that the effect of number of potentially disturbing variables might be ruled out by 
the randomization procedure, it is useful to incorporate these variables in one's 
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study, since it enables to establish effects of these disturbing variables on the de-
pendent variables. 
In chapter 4 we have discussed three variables which need further operational-
ization: learning style, the evaluation of the sessions by research subjects and the 
time investment. The latter variable consists of two elements: attendance of the 
sessions and preparation. Preparation is measured by asking research subjects 
two questions at the end of each session: the time they invested in reading the 
preparatory text and second, the thoroughness with which they did this. For the 
formulation of the questions we refer to appendix 8. 
In the next subsection we will discuss the other two disturbing variables. 
6.5.1 Cognitive learning style 
From evaluation studies conducted in the related field of (computer) gaming-
simulation it seems that there is a variable learning style which could be held re-
sponsible for different learning effects from simulation games (cf. Bredemeier 
and Greenblat, 1981; Wolfe, 1985). 
As we have seen cognitive learning style relates to the way people (prefer to) 
leam. The concept says nothing about how well people leam or what they actually 
leam. There are quite some scientists who have been occupied with this concept 
and who all made different distinctions in learning style (cf. Cashdan and Lee, 
1977; Kolb, 1984). Most of these theories are not suited for our purposes or they 
lack appropriate measurement instruments. Kolb's theory is an exception. He 
describes an experiential learning model based on theories of the personality 
types developed by Jung. Kolb explicitly states that persons with a specific 
learning style will not like certain learning environments and thus will probably 
profit less from those settings. 
Central in experiential learning is the notion that a learner directly interacts 
with the reality that he/she is studying rather than just thinking about this real-
ity. Drawing from theorists as Lewin, Dewey and Piaget, Kolb develops an experi-
ential learning theory with some distinct characteristics. Kolb distinguishes four 
ways of learning, based on two dimensions: the prehension dimension and the 
transformation dimension. The prehension dimension relates to the way experi-
ence is grasped by a person, i.e. the figurative representation of experience. The 
transformation dimension relates to the way the experience is being transformed 
by a person. In Kolb's view knowledge results from the combination of grasping of 
experience and the transformation of it. Since each of these two dimensions has 
two modes this results in four adaptive learning modes: apprehension through 
either concrete experience (CE) or abstract conceptualization (AC) and transfor-
mation either internally through reflective observation (RO) or externally through 
active experimentation (AE). Kolb links these two dimensions since his definition 
of learning includes both dimensions: "learning is the process whereby know-
ledge is created through the transformation of experience" (Kolb, 1984, p. 38). 
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This linking of the two dimensions leads to four different kinds of elementary 
forms of knowledge as can be seen in the next table. 
Table 6.6 Elementary forms of knowledge (Kolb, 1984) 
experience grasped 
through 
transformation through 
intension (RO) extension (AE) 
apprehension (CE) 
comprehension (AC) 
divergent 
knowledge 
assimilative 
knowledge 
accomodative 
knowledge 
convergent 
knowledge 
For instance, experience grasped through apprehension (CE) and transformed 
through intention (RO) is called divergent knowledge by Kolb. These four ways of 
learning, i.e. of creating knowledge correspond with the four dominant learning 
styles distinguished by Kolb. Each of these ways of learning are incomplete to 
Kolb. Combining the four in a closed-loop feedback process creates the most com-
plete form of learning. This process is depicted in figure 6.7. 
Figure 6.7 Kolb's experiential learning model 
active 
expérimentation 
Kolb does not only present an elaborate theory on cognitive learning style, he is 
also quite decisive about the type of learning styles that will best match certain 
learning environments. In addition Kolb presents results on extensive testing of a 
learning style questionnaire (Kolb, 1976; 1981). We thus decided to use his ques-
tionnaire ('the learning style inventory') to establish a persons learning style. 
However, as was only later found out by us, several independent researchers 
found the validity and reliability of the 'learning style inventory' highly question-
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able. Freedman and Stumpf (1978,1980) and Strumpfand Freedman (1981) report 
that the reliability of the various subscales varies from .40 to .70. Factor analyses 
revealed that there was a large part of unexplained variance. With four factors 
(corresponding to four dimensions of the theory) only 30% of variance was ex-
plained. We did gather data from our research subjects using Kolb's 'learning 
style inventory' and we arrived at similar conclusions. The reliability of the scales 
varies in our case from .22 to .85. Factor analysis reveals that in our case the per-
centage of explained variance is also quite low. 
Basuray (1982) critizes the validity of the learning style inventory by comparing it 
with the theoretically related Myers-Briggs Type Indicator (MBTI). He concludes 
that the correlation between related subscales is close to 0.0 and that the MBTI 
should be preferred because of its higher reliability. 
Unfortunately, we have to conclude that the data on learning style have to be left 
our of the analyses, since both their validity and reliability is highly questionable. 
6.5.2 The evaluation questions 
As stated before we have two reasons for including evaluative questions. First, in 
order to assess the usefulness of the computer-based learning environment. The 
second reason for asking this kind of questions has to do with trying to reach 
more detailed conclusions from the experiment. For instance difference in 
knowledge about model aspects between the two groups might very well be ex-
plained by the fact that in one group the difficulty level or the explanations are 
quite different from the other. 
The evaluation questions were partly derived from the final test of the experi-
ment. There we used so-called learner report questions. These are open questions 
in which participants state their view on what they learned. From the reports in 
these open ended questions we partly derived the main dimensions for our evalu-
ation questions. The questions have to be answered by the subjects at the end of 
every session. We distinguished two kinds of questions, i.e. questions with regard 
to: 
- the subjects treated in the sessions; 
- the explanation of the subjects. 
The questions with regard to the subjects treated in each session were divided in 
two groups: questions concerning the subject of the session itself and questions 
concerning the assignments and discussions in the subgroups. The questions 
were put in the form of a semantic differential. In both cases the respondents had 
to state their opinions on three aspects: useful, absorbing and the level of diffi-
culty. 
The questions with regard to the explanations were also subdivided in two 
groups, i.e. explanations in the preparatory texts and explanations of the opera-
tor. Here, respondents had to give their opinions with regard to four aspects: use-
ful, absorbing, level of difficulty and degree of clarity. The complete questionnaire 
can be found in appendix 8. 
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6.6 Summary 
In this chapter we have discussed the operationalization of the dependent and the 
disturbing variables in our study. Interest in the social security subject matter 
will be established by a number of different items. The questions to tap a person's 
knowledge were determined by translating the abstract goals of the computer-
based learning environment into operational goals and mould these into multiple 
choice questions. The criteria to determine the quality a policy theory were 
derived from literature on policy theories and were further operationalized. Next, 
we discussed Kolb's concept of learning style that we have to disregard for rea-
sons of validity and reliability. Finally we discussed the evaluation questions with 
regard to the sessions. 
In the next chapter we will focus on scale construction and related issues with 
regard to these variables. 
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7 CONSTRUCTION OF THE VARIABLES AND STRUCTURE 
COMPARISON 
7.1 Introduction 
Before we are actually in a position to present results from the experiment, we 
will first have to address a few other issues. The first concerns the problem of se-
lection of respondents for the final analyses. Some respondents did not complete 
all of the questionnaires or the policy note, either in the pretest or in the posttest. 
In section 7.2 we will deal with questions related to this selection issue. 
The second topic of this chapter has to do with scale construction. Particularly the 
three dependent variables and the evaluative questions will be dealt with in this 
way. 
The third issue that we will have to deal with is the problem of scale comparison. 
As stated, what we are actually interested in is the change in the dependent vari-
ables between the pre- and posttest. In addition we will focus on the differences in 
the changes between the experimental and the control group. In order to be able 
to calculate (quantitative) changes in scale scores between pre- and posttest the 
structure of the constructed scales of the pretest will have to be equal to the struc-
ture of the posttest. Hence, we will first have to check the similarity of relevant 
scales. 
The fourth issue relates to the coding procedure employed to analyze the policy 
notes of the research subjects. Before focusing on the scale construction and scale 
structure similarity with regard to the quality of the policy theory we will first 
have to discuss the issue of the accuracy and reliability of the coding procedure. 
In this chapter we will only discuss the main problems and the decisions made 
with regard to the above mentioned issues. The reader who is interested in a 
more detailed description is referred to Vennix (1989a). 
As said, we will deal with the selection issue in the next section. In section 7.3 we 
will focus on the scale construction and scale comparison for the interest items. 
Subsequently, in section 7.4 we will deal with scale construction with respect to 
the multiple choice questions measuring knowledge about the simulation model. 
In section 7.5 we will focus on the calculations and analyses concerning the qual-
ity of the policy theory. We will first concentrate on the issues of accuracy and in-
tercoder reliability. Next we will present the results of the calculations on the var-
ious indicators and the attempts at scale construction. The final section of this 
chapter (7.6) will be concerned with scale construction for the evaluative ques-
tions. 
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7.2 The selection issue 
As we have stated before, 106 persons (excluding the group of policy advisors from 
the department of Social Affairs) participated in the experiment. However, not all 
of them completed all of the questionnaires and/or the policy note. This problem is 
most clearly present in the first group with which we carried out the experiment. 
Lack of scores on some of the tests might pose problems since we try to establish 
differences between pretest and posttest. 
Basically there are two ways to proceed. The first is to exclude respondents with 
missing scores on a dependent variable (either in the pretest or in the posttest) 
when analyzing that particular variable and leaving these respondent in the 
analysis when analyzing another variable for which they have both pre- and 
posttest scores. The second option is to remove respondents with a missing score 
on some dependent variable from all of the analyses. Because we will employ 
some of the dependent variables as covariates in the analyses it is better to select 
the second option.1 
This means that we have to exclude 27 persons lacking one or two policy note(s) 
and two persons with missing interest scores. Most of these (22 of them) stem 
from the first group with which we carried out the experiment. This is also the 
group over which we had least control with regard to attending the course and 
performing the exercises. Removing these 29 research subjects leaves us with 106 
- 29 = 77 respondents for the final analyses. 
Naturally we want to verify whether the persons who are eliminated from the 
analyses have distinctive characteristics from the persons who are comprised in 
the analysis. In the next chapter we will do this by comparing both groups on a 
few characteristic variables. 
7.3 Interest in the social security subject matter 
The first scale to be constructed is interest in the social security subject matter. In 
section 6.2 we have discussed the operationalization of the interest concept and we 
have assumed that all 19 items refer to the same concept. In this section we will 
apply factor analysis in order to see whther this is correct. Next we will turn to 
comparison of scales in pretest and posttest. 
7.3.1 Factor analysis for interest items 
Factor analysis (SPSSX) with extraction of factors having an eigenvalue exceed-
ing 1.0 leads to the extraction of 6 factors (in pretest and posttest).2 Table 7.1 pre-
sents the results of the eigenvalues for the first six factors in both pretest and 
posttest. 
139 
Table 7.1 
factor 
1 
2 
3 
4 
5 
6 
Eigenvalues and percentage of variance explained for five factors 
in pre- and posttest (before rotation) 
pretest 
eigenvalue 
6.45 
1.68 
1.44 
1.22 
1.08 
1.04 
% variance 
explained 
34.0 
8.9 
7.6 
6.4 
5.7 
5.5 
posttest 
eigenvalue 
7.44 
1.53 
1.27 
1.20 
1.07 
1.01 
% variance 
explained 
39.2 
8.1 
6.7 
6.3 
5.6 
5.3 
The figures in table 7.1 clearly point towards a one factor model for two reasons: 
a. the drop in the eigenvalue after the first factor. This is called the Scree-test (cf. 
Kim and Mueller (1983, p. 44) 
b. the relatively low eigenvalues of the subsequent factors which indicate their 
relatively low contribution to the explained variance. 
In addition each of the six factors has only a few high loading items. The next 
step in the analysis of the 19 items is thus the application of a one factor model. 
Applying a one factor solution in SPSS-X (PA2) leads to the results as presented in 
the first two columns of table 7.2. As can be seen from the figures items nr. 7 and 
15 both load below .40 in the pretest as well as the posttest. We decided to repeat 
the one factor solution after removing both items. 
The loadings in the third and fourth column of table 7.2 reveal that after remov-
ing items 7 and 15 from the set the loadings of the items are really very satisfac-
tory. The percentage of variance explained by one factor is, given the number of 
items, also quite satisfactory. The alpha reliability coefficient for the 17 items 
(excluding items 7 and 15) is .89 for the pretest and .91 for the posttest. We will 
thus proceed with the results of the one factor model including 17 items (i.e. ex-
cluding items 7 and 15).3 
In order to check whether the structure of this one factor solution might be im-
proved we considered applying an optimal scaling procedure since the data are 
ordinal in character. For this we applied the PRINCALS procedure (Young, 1981). 
The values of the percentage of explained variance did, however, only improve 
with about 2%. Hence, we decided not to apply PRINCALS before carrying out factor 
analysis. 
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Table 7.2: Item loadings and percentages of variance explained applying a one 
factor solution (PA2) in SPSS-X for all items (columns 2 and 3) and 
after excluding items 7 and 15 (columns 4 and 5) 
item number 
1 
2 
3 
4 
5 
6 
7 
8 
9 
10 
11 
12 
13 
14 
15 
16 
17 
18 
19 
% variance 
explained: 
all items included 
pretest 
.62 
.62 
.51 
.56 
.52 
.48 
.25 
.52 
.61 
.65 
.57 
.70 
.42 
.70 
.27 
.68 
.45 
.63 
.49 
30.6 
posttest 
.52 
.71 
.63 
.65 
.65 
.53 
.38 
.61 
.63 
.65 
.57 
.76 
.70 
.70 
.35 
.56 
.54 
.56 
.52 
36.0 
without items nr. 7 and 15 1 
pretest 
.62 
.63 
.50 
.57 
.52 
.48 
.52 
.61 
.66 
.55 
.70 
.43 
.71 
.69 
.44 
.62 
.49 
33.4 
posttest 
.52 
.73 
.62 
.65 
.66 
.53 
.61 
.62 
.65 
.57 
.76 
.71 
.70 
.59 
.54 
.57 
.52 
38.7 
7.3.2 Comparing factor structures 
As stated in the introduction to this section, after applying scale construction we 
will have to compare the factor structures of the pre- and posttest. In our case 
there are two methods for comparison (cf. Peters et al., 1988): visual inspection of 
data (e.g. means, standard deviations, number of factors, percentage of explained 
variance) and vector comparison (of the factor loadings).4 We have summarized 
the means and the standard deviations for the items in appendix 9. Global inspec-
tion of these figures reveals that in general there are no major shifts except for a 
few items.5 
Comparing the factor solutions for pretest and posttest reveals that the variance 
explained by the factors is almost equal 33.4 and 38.7% respectively. 
Determining the similarity of the factor structures in pretest and posttest is done 
by systematic comparison of the loadings of the various items on the factors. We 
will employ a few statistical indices ( the 'root mean square' and the 'coefficient of 
congruence') to calculate the similarity between the factor structure in pretest 
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and posttest. Reynolds and Harding (1983) have studied the characteristics of var-
ious of these similarity indices and concluded that most of these provide quite 
similar results with the exception of the nonparametric salient variable similari-
ty index. We employed the ROTA-program (Roskam and Borgers, 1969) to carry 
out the comparison procedure.6 The value of the root mean square is 0.10 and the 
coefficient of congruence is 0.99. This is quite satisfactory. Peters et al. (1988) point 
out that as a rule of thumb one might use the criterion that the root mean square 
should be less than 0.20 and the coefficient of congruence should be above 0.90. We 
thus may conclude that the factor solutions in both the pretest and the posttest 
can be said to be similar. This will allow us to make a quantitative comparison be-
tween pre- and posttest based on the factor scores for the research subjects. 
7.4 Knowledge with respect to the information embodied in the simulation 
model 
In this section we will deal with the construction of the variables related to 
knowledge about the economic computer simulation model used in the experi-
ment. In chapter six we have distinguished three different dimensions of knowl-
edge (i.e. knowledge about the structure, the dynamics and the relationship be-
tween both). In this section we will check whether the questions that have been 
posed in these five categories could indeed be said to empirically refer to one of the 
above three dimensions. In order to decide on this we will calculate the reliability 
scores for the scales. 
The sixth category of questions relating to characteristics of the economic simula-
tion model and its usefulness in policy making will be dealt with separately at the 
end of this section. 
7.4.1 Reliability of the various categories 
Since we are dealing with dichotomous data, we decided to use the biserial corre-
lation coefficient and the program ITEMA to calculate this coefficient in order to 
eliminate potential biases of the Pearson correlation (cf. Lancaster and Hamdan, 
1964). 
As we have seen, the first category of questions concerns relationships between 
variables of the computer model. Before applying a reliability procedure we elim-
inated a number of items because these exceeded a p-value of 0.90 both in the pre-
and the posttest (i.e. these items were answered correctly by more than 90% of the 
respondents in both pre- and posttest). These items are omitted from the analysis 
since they do not discriminate well-enough between respondents with respect to 
their level of knowledge and they disturb the correlation pattern. Items with a p-
value equal to or exceeding 0.90 only occur in the first category of questions. These 
are items: 1, 2, 6, 7 ,10,11,14,17 and 21 (see appendix 10 for the frequencies of 
correct answers). Next we calculated the item-total correlation (r¡t) for the various 
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items in the first category. In order to be able to establish the reliability of the first 
category of questions we decided to take the posttest as our point of departure. 7 
Calculating the reliability of the various categories of questions, however, reveals 
that the reliability coefficients are unacceptably low for most categories even after 
removing items having a negative item-total correlation (rit). We have summa­
rized the reliability coefficients in table 7.3. 
Table 7.3 
category 
A 
В 
С 
D 
E 
F 
Reliability coefficients for the various categories of multiple choice 
items, dealing with knowledge about the computer model 
(posttest) 
reliability 
coefficient 
0.65 
0.51 
0.31 
0.58 
0.52 
0.65 
items removed 
1,2,6,7,10,11,14,17,21 (p > .90); 22 (negative тц) 
5, 8 (negative тц) 
2, 3, 4, (negative тц) 
5 (negative (гц) 
Given the low values for the reliability coefficient we decided to merge these cate­
gories into two new categories. The first new category contains the questions from 
the 'old' categories А, В and C. These were merged since they could all be said to 
be questions relating to the structure of the computer model. The second new cat­
egory contains the rest of the questions ('old' categories D, E and F). These ques­
tions could all be said to be related to the relationship between structure and dy­
namics of the computer model. Obviously no reliable set of questions can be iden­
tified with which knowledge about the model's dynamic characteristics alone 
could be established. In the previous chapter we identified categories D and F as 
such (see also appendix 5). Given the reliability of these categories (even when 
merged, see note 8 below), however, we have to abandon this idea. This is not as 
strange a result as it might look at first sight. It can be demonstrated from the 
type of questions that they do not solely ask for the dynamic characteristics of the 
computer model. Respondents, when confronted with the graphics in the ques­
tions in the D and F category, will generally invoke their knowledge about the 
model's structure to select the right answer. It is thus perfectly understandable to 
merge this category with old categories E into one category containing questions 
about the relationship between the model's structure and its dynamic character­
istics. 
7.4.2 Reliability of merged categories 
We are thus left with two categories of items. The first relating to knowledge 
about the model's structure and the second to knowledge about the relationship 
between structure and dynamics. 
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The reliability of the first category is still below .70. Consequently we will have to 
take a closer look at some of the items. We employed the following procedure in 
deciding whether items had to be removed. First we calculated the biserial item 
rest correlations (rit). Negative correlations indicate that an item is endorsed by 
those who actually have a low overall score and missed by those with a high over­
all score. This might be an indication that the item is not a very good one. As De 
Groot and Naerssen (1973) point out, however, it is dangerous to decide to remove 
an item solely on the basis of this criterion. The item might be a perfectly valid 
indicator for the concept to be measured. We thus decided to use negative item-
rest correlations as a first indication to further check these items. This was done 
by carefully reviewing the text of the question for its consistency. In addition to 
checking the formulation of negatively correlating items we also took into account 
the so-called p-value of the item, i.e. the proportion of persons having a correct 
answer to this question. We particularly looked whether the p-value of the items 
was well above the p-value that might be expected by chance. Specifically items 
with a negative item-rest correlation and a low p-value might be considered eligi­
ble for removal from the scale. The left hand part of the table in appendix 12 
summarizes the results of applying the ITEMA program to the data of the first 
category (А, В and С questions). Removing the four items with a negative item-
rest correlation and next calculating the scales' reliability, using the Kuder-
Richardson-20 formula, reveals that the reliability is 0.69. The value of this coeffi­
cient must be considered low. We will thus have to remove some additional items. 
Items with a negative r^ and a low p-value often co-occur in the odd numbered 
questions in the В category. This is due to the fact that we only considered one of 
the four alternatives asking for the strength of paths to be correct.9 In several 
cases, however, there are two paths which strengths (within one B-item) are al­
most equal in value while the other two are considerably lower as can be seen in 
table 7.4. 
Table 7.4 Values of the strength of the paths of each of the alternatives 
in the B-i terns 
item 
alternative 
1 
2 
3 
4 
Bl 
-3.34 
3.01 
0.60 
0.50 
B3 
-0.40 
-0.20 
-0.80 
0.09 
B5 
1.54 
-1.92 
0.19 
4.75 
B7 
1.6 
-1.06 
-0.02 
-0.004 
B9 
0.002 
-0.075 
-0.005 
0.02 
This subtle difference will be difficult to determine for our research subjects. 
Hence, we decided to consider subjects who selected the 'second best' alternative 
as having endorsed the item as well.1 0 We have summarized the results in the 
first column of the right hand side of the table in appendix 12a. As can be seen 
from this table (column 5) items A22, B8, C3 and C5 still have negative item-rest 
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correlations, while the item-rest correlation for item Al6 is fairly low. After care-
ful examination of these items it was decided to remove these from the analysis 
(cf. Vennix, 1989a). 
The item-rest correlations for the remaining 23 items for the scale are presented 
in the last column of the table in appendix 12. The scale's reliability is 0.73 in the 
posttest. The reliability for the pretest is 0.66. Removing other items did not lead to 
any improvement in the reliability coefficient. 
Let us now turn to the second category of questions (D, E and F) about the rela-
tionship between structure and dynamics. The total scale's reliability is 0.77, 
which is considerably better than the original reliability for the first scale. As can 
be seen from the coefficients in the table in appendix 12b items D4 and E5 pose 
some problems. Item D4 does not correlate at all with the total score of the other 
items. We are inclined to exclude this item from the set since it will reduce the 
scale's reliability. We did not find any ambiguity in the formulation of the ques-
tion or the response alternatives. The E-5 item is a clear example of an ambigu-
ous item. Although the second alternative is the right one, many respondents will 
have hesitated to select this alternative because of the formulation: 
... the gross national product will drop. This will lead to a decrease of the labor productivity 
(see appendix 5). 
The computer model defines labor productivity as the quotient of national product 
and employment (= number of workers). As we have seen in chapter four, in sys-
tem dynamics modeling one would assume that (in causal terms) national prod-
uct will drop as a consequence of a decrease of labor productivity rather than the 
other way around as is done in the econometric computer model. Obviously the 
formulation in the computer model is so counterintuitive to how most subjects 
perceive these processes that they are very reluctant to select the second alterna-
tive. Since in this question the third alternative is certainly not right most of the 
subjects probably picked the first alternative as the right one. Considering both 
the first and the second alternative as right answers leads to p-values in the 
pretest and posttest exceeding 0.90. It thus seems fairly acceptable to exclude this 
item from the scale. 
We are then left with a reliability coefficient of 0.77 in the posttest. The reliability 
for the pretest is 0.64. However, excluding other items from the scale does not 
considerably increase these coefficients. Hence, we decided to maintain the re-
maining items and use these as the scale measuring the knowledge about the re-
lationship between the structure and the dynamics of the computer model. 
Finally, we have one category of questions (category G) that contains a number of 
questions about characeristics of the economic simulation-model and the useful-
ness of simulation models for policy making purposes. As might be expected the 
intercorrelations between these variables are rather minor. This is reflected in 
the value of the reliability coefficient. It is 0.35 in the posttest. Hence, in the analy-
sis we will discuss the scores on these variables separately. 
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7.5 The quality of the policy theory 
In the previous chapter we have explained the process of coding the policy notes 
in detail. In this section we will focus on scale construction with respect to the 
quality of the policy theory. Prior to scale construction, however, we will first have 
to deal with the issue of the reliability of the coding process. Of course, if the cod-
ings could not be considered reliable, scale construction would be useless. In sec-
tion 7.5.1 we will focus on the issue of reliability of the coding procedure. Section 
7.5.2 will be concerned with scale construction with respect to the quality of the 
policy theory. 
7.5.1 Accuracy and reliability of the coding process 
Reliability is concerned with the question whether results of the content analysis 
can be said to be independent from the person of the coder or the circumstances in 
which the recording process was carried out. Krippendorf (1980, p. 130 if.) distin-
guishes stability, reproducibility and accuracy. The first refers to the invariability 
of the coding process over time. This is also known as intracoder reliability or 
consistency. The second type, reproducibility, is concerned with the question 
whether the coding process produces similar results under varying conditions 
(e.g. different coders). This is also known as intercoder reliability. The third type, 
accuracy, has to do with the question whether the results of the coding of a coder 
are in agreement with some standard. Usually, the standard consists of an ex-
pert coding. As Krippendorf points out the latter type, i.e. accuracy, is the 
strongest test of reliability that is available. The intracoder reliability is consid-
ered the weakest form of reliability. We employed all three kinds of reliability cal-
culations but in accordance with Krippendorfs remark the main emphasis will 
be on the accuracy of the work of the coders. In our case the accuracy was estab-
lished by determining the agreement between a coder's analysis of a policy note 
and a standard coding that was developed by the project group.11 
At this point we have to make a clear distinction between the training period of 
the coders and the period in which the policy notes were actually coded. During 
the training period the coders made several exercises and by the end of this train-
ing period all coders individually coded the same policy note. By systematically 
comparing the individual codings with the standard coding of the project group 
we calculated an accuracy score for each of the coders. In addition, we calculated 
the intercoder reliability. On the basis of the results of this analysis we discussed 
remaining mistakes and disagreements in coding between the various coders a t 
the end of the training. After that the actual coding process of the policy notes 
from the experiment was started. Policy notes of both pre- and posttest were ran-
domly distributed over the six coders. Of course we wanted to check whether dur-
ing the process of coding the policy notes the work of the coders could be said ro 
remain reliable and accurate. However, given the time and means available we 
were not in a position to have the coders work on the same policy note at regular 
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intervals. Therefore we decided to randomly select twelve policy notes that were 
coded twice by two different coders. From these twelve policy notes we could thus 
establish the accuracy and the intercoder reliability during the coding process. 
There are several ways to calculate the accuracy or intercoder reliability. 
According to Popping (1983) Cohen's kappa is the most frequently used measure 
of agreement for nominal data. Hence, we will employ Cohen's kappa where this 
is appropriate. This will for instance be the case in determining the agreement on 
the precision of concepts. Here we have a limited number of categories in which 
the coders have to classify observations. However, the use of Cohen's kappa will 
not always be useful or necessary. For instance in recording the concepts them­
selves (not their precision) and relationships between concepts. We do not have a 
limited number of categories in which to classify these. The number of concepts 
(from the economic simulation model) to which a policy note concept can be at­
tached is at least 80, thus making the number of categories equal to 80. However, 
the actual number might still be larger due to the fact that persons can use con­
cepts which cannot be related to one single model concept. With regard to the 
number of relationships between concepts matters are even more pronounced. A 
research subject writing a policy note is free to relate any concept to any other 
concept. This makes the number of categories even larger. At least 80 χ 80 = 3600 
potential categories from which to choose. With such a large number of cate­
gories the chances of two coders to select the same category solely on the basis of 
chance diminishes very rapidly. Naturally, from this large set of potential cate­
gories only a very limited part is used in each policy note and coding process. Yet 
the number of categories that is actually employed is generally quite large. On av­
erage 20 concepts and 30 relationships as we will see in the next chapter. At the 
same time the frequency of most categories is quite small usually between 1 and 
5. As a consequence the expected agreement (Pe) usually is very small (between 
0.0 and 0.05) and the actual value of Cohen's kappa is quite close to the observed 
agreement (Po). Consequently, we decided to use Cohen's kappa in calculating 
the reliability when dealing with a small number of prespecified categories. 
When confronted with a large number of prespecified categories the value of 
Cohen's kappa's is close to the observed agreement while on the other hand it 
takes numerous tedious calculations to determine the small value of P(e). Hence, 
we decided to take the observed agreement P(o) as the measure for accuracy and 
intercoder reliability in these cases, i.e. the number of agreements between two 
coders (or between coder and expert coding) divided by the total number of obser­
vations. This latter number equals the highest number of observations from both 
coders. For instance if two coders identify 20 and 22 concepts respectively and they 
have 16 concepts in common, their intercoder reliability score would be deter­
mined as: 16/22 = 0.73. In the next subsection we will present the main results of 
the accuracy and intercoder reliability calculations. For a more detailed analysis 
we refer to Vennix (1989a) 
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7.5.2 Elements to be included in the reliability analysis 
Normally in content analysis coders record single elements: for instance pres­
ence or absence of a phenomenon. The reliability calculations thus focus on these 
single elements. In our case, however, the coders had to record a variety of ele­
ments from the policy notes. These include such diverse things as: concepts, the 
precision of the concepts (diffuseness, specificity, modelconcept etc.), relation­
ships between concepts, signs of relationships, policy measures, quantifications 
etc. All of these different recordings might be subject to reliability analysis. The 
question is which of these should be included. The criterion to decide on this is 
their role as an indicator in determining the quality of the policy theory. As can be 
seen from table 6.5 in the previous chapter most of the scores on the indicators for 
a research subject's policy theory are derived from the ultimate graph (i.e. the set 
of relationships between concepts). This graph is derived from the recordings on 
codeform В, which are put in the computer. With the aid of specifically designed 
software it is possible to calculate the scores for a research subject on a number of 
indicators. For instance the number of different concepts in the graph, the num­
ber of paths, the length of the paths, etc. In order to arrive at valid scores on these 
indicators it is thus important that the sei of relationships between concepts is 
established accurately from the policy note. Identifying the wrong number of rela­
tionships or the wrong directions of relationships from the policy note might have 
profound consequences for the scores on a number of the above indicators. This 
also holds for the number of concepts that is used by a research subject. This is 
also established from the ultimate graph and the recordings on codeform В. 
However, there are also several indicators on which we determine a person's 
score not primarily from the set of relationships as recorded on codeform В, but in 
a different way. For instance, the precision of concepts. We will have to use code-
form A for this. 
Summarizing, we calculated accuracy and reliability scores on the following 
elements: 
a) the concepts in the ultimate graph 
b) the relationships in the ultimate resulting graph 
c) the sign of relationships under b) 
These were all established taking codeform В as a point of departure. The ele­
ments below are derived from the systematic comparison of the recordings on 
codeform A. 
e) the precision of concepts 
i) the occurrence of quantifications 
g) the occurrence of policy measures. 
Accuracy on these elements covers most of the indicators of the quality of a policy 
theory. 1 2 There are a few exceptions to this because, as we have seen, some indi­
cators were added to the original operationalization in a later stage. These indica­
tors were not recorded by the coders. These are: goal variables, exogenous vari-
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ables and delays. The first two of these, however, will be derived from the graphs 
and the accompanying matrices. For the latter we did separate codings and a 
separate calculation of its accuracy. 
7.5.3 Accuracy and intercoder reliability 
The accuracy and intercoder reliability on the elements mentioned in the previ-
ous section was calculated at the end of the training period and during the actual 
coding process. As stated, we had the six coders all code the same policy note at 
the end of the training period. The accuracy scores for the concepts, the relation-
ships and the recording of multiple identical relationships are quite satisfactory. 
The lowest accuracy score is .71. For the sign of the relationships the scores 
range form .62 to .88, which is a little lower than for the above elements. 
Quantifications, policy measures and precision of concepts are even lower, rang-
ing form .11 to .75. The extreme low scores are mostly caused by low frequencies 
in these categories. The intercoder reliability scores reveal the same pattern. But 
in general these are somewhat lower than the accuracy scores. This indicates 
that the coders differ from each other, but in general they are more close to the 
standard coding than to each other. 
Given these results we decided to thoroughly discuss mistakes made by the vari-
ous coders and to add some guidelines to aid in the coding process. We did not 
find any clear reasons to exclude one or more coders form the coding process. 
Hence, all six coders participated in the actual coding of the policy notes. 
As stated, we randomly selected 12 policy notes and had each of these coded twice 
by two different coders. From these twelve policy notes we also made a standard 
coding. This way we were able to calculate the accuracy and the intercoder relia-
bilty scores during the actual coding process. For each of the coders we have four 
of these accuracy and intercoder reliablity scores. 
The accuracy as well as the intercoder reliability scores during the coding pro-
cess are lower than the scores, which were obtained by the end of the training pe-
riod. The only element for which we have satisfying scores for all coders is the 
identification of the concepts from the policy notes. The lowest score obtained here 
is .65. For the relationships and their signs, the individual scores on the four pol-
icy notes range from .38 to .94. The scores on the precision range from .03 to .80. 
The low scores on the latter element have to do with the fact that some pohcy notes 
only contain one or a few specifications (i.e. on diffuse, specific and new con-
cepts). Again, the intercoder reliability scores are in general lower than the accu-
racy scores. 
As will be dear, the quality of the coding process cannot be considered well 
enough to proceed with the analysis of the data. Krippendorf (1980, p. 147) points 
out that in order to draw reliable conclusions the accuracy scores would have to 
exceed .80. Scores have to exceed a value of .67 to draw tentative conclusions. 
Rrippendorf (1980, p. 177-178) also offers some suggestions for the 'solution' of 
problems of this type. The first is to omit unreliable elements from the analysis, 
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either by removing data, which have been produced by unreliable coders or by 
omitting certain variables from the analyses. The second solution is to lump cate-
gories, which are systematically confused by the coders. The third is to have (part 
of) the material receded in order to improve the quality of the codings. For our 
case, the first solution is not satisfactory, since it would imply to remove most of 
the data. Hence, we decided to take the second and third solution and try to im-
prove the accuracy scores. 
With regard to the inaccurate coding of the relationships and their sign we de-
cided to have those recoded by one or more of the six coders we had previously en-
gaged in the coding process. In order to determine which of the six coder would 
be eligible for this, we calculated the overall mean score on this element for all 
coders. There was one coder who produced satisfying scores for all policy notes 
which were coded by him. We had this coder recode the above mentioned 12 policy 
notes in order to find out, whether this would improve the accuracy scores. Four 
of these policy notes had previously coded by him, about one year ago in the actual 
coding process. From these four we calculated the intracoder reliability scores. 
On the three elements: concepts, relationships and their signs these scores range 
from .75 to .87, which is very satisfactory. For the other eight policy notes we cal-
culated the accuracy score after recoding and compared these with the original 
accuracy scores. On all three elements the accuracy scores increase. The average 
scores on the three elements after recoding the twelve policy notes range from .85 
to .95 (identified concepts), from .75 to .80 (relationships between concepts) and 
from .75 to .85 (sign of relationships). Since these scores are very satisfactory we 
decided to have this coder recode the policy notes with regard to these three ele-
ments. Since the improvement scores for his own policy notes and for one of the 
other coders was only minor it was decided that recoding would be done on the 
work of the other four coders. Hence, we may assume that the final accuracy 
scores for the above mentioned three elements after recoding of the policy notes 
will all be above .75. 
With regard to the precision of concepts we first tried lumping of categories. 
However, there does not seem to be systematic confusion of categories by the 
coders. Recoding of the material was considered, but not thought useful. This has 
to do with the fact that there are large individual differences in the interpretation 
of the precision of a concept. This depends very much on the mental map of the 
individual coder and the devotion to the coding work. For instance a coder with an 
elaborate map of the Dutch Social Security system will probably be more inclined 
to relate a policy note concept to more than one model concept than another coder 
with a smaller map of this system. Even the project group had sometimes diffi-
culty in establishing the correct coding for the precision of concepts. Weick and 
Bougon also point out that it is better to do content-free analyses and examine 
structures rather than puzzle over the meaning of words, exactly because of the 
very different meaning which can be attached to concepts. (Weick and Bougon, 
1986, p. 113-114). Hence, we had to decide to drop this indicator from the analysis. 
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However, by slightly changing our procedure we were able to use this indicator 
for other purposes, i.e. as an indicator for conceptual impact from the simulation 
model. What we did was to convert as many concepts, used by our research sub-
jects, as possible into model concepts. This was done from a large list of concepts 
used by the research subjects. Next these conversions were processed through the 
data file. Now we were in a position to determine for every research subject the 
number of concepts, which could sensibly be related to a model concept. The 
higher a person's score on this variable, particularly in the posttest, the higher 
the amount of conceptual impact. 
With regard to the use of policy measures and exogenous variables, we decided to 
employ a different procedure. Since receding of concepts and relationships could 
be considered to provide accurate results (see above), we decided to determine a 
person's score on these indicators by using the ultimate graph. This was accom-
plished by making a list of instrument, goal and exogenous variables, from the 
list of all variables which were used by research subjects. Next, for every research 
subject we had the computer calculate the number of instrument, goal and ex-
ogenous variables in a policy theory. 
Finally, the recording of quantifications and delays in the policy notes was done 
by separate codings. We distinguished three coding categories for these two indi-
cators. Quantifications and delays with regard to: 
- policy interventions 
- policy effects 
- miscellaneous 
After coding of the material on these two elements, the researcher randomly se-
lected ten policy notes (five form the pretest and five from the posttest) recorded 
the quantifications and delays and compared these with the coder's work. In ad-
dition, the researcher checked on five policy notes, which received extremely high 
scores to establish potential mistakes. After calculating accuracy scores it be-
came clear that the three categories had to be lumped together in both cases 
(quantifications and delays) to arrive at satisfying scores. The accuracy scores are 
then all above the .80 level. 
Summarizing, we can say that after receding the material the accuracy scores 
for the various elements will most probably all exceed the value of .75. 
7.5.4 Scale construction for the quality indicators of policy theories 
In the foregoing section we discussed the probems involved in arriving at accu-
rate codings of the policy notes. As will be clear, the actual number of indicators 
is quite large. Hence, as was the case with the interest and knowledge variable, 
we will try to arrive at reduction of the number of indicators through such tech-
niques as factor analysis. Before we are in a position to do so we have to pay atten-
tion to three other questions. 
The first has to do with the way to determine the correctness of a policy theory. In 
the foregoing chapter we have indicated that this would be done by comparing a 
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person's policy theory with the economic simulation model. Naturally, there are 
situations in which persons state relationships between variables which are not 
contained in the economic model. Since these situations are rare and because 
most of these statements did not strike us as being outright incorrect we decided 
to restrict ourselves to the correctness of relationships, which could be compared 
with the economic model. 
The second question concerns the eliminination of indicators, either because of 
their low frequency or because of inaccuracy. There is one indicator which occurs 
rather seldom, i.e. quantification of relationships. Most quantifications relate to 
either policy interventions or policy effects. Hence, we will drop the indicator of 
quantification of relationships and we will employ the occurrence of signed rela-
tionships as an indicator for the precision of relationships. An indicator which 
has to be dropped due to low accuracy scores is the precision of concepts. We have 
pointed out in the previous section that we will use this indicator to determine the 
degree of conceptual impact of the economic model. Finally, there is one indica-
tor, i.e. the quantification of policy interventions and effects, which had to be 
merged into one new overall indicator: the number of quantifications. This was 
done for reasons of accuracy, as we have seen. 
The third question we will have to pay attention to is the way to translate the indi-
cators developed in the previous chapter into variables with which we can actual-
ly determine a person's score on an indicator. The problem here is that for a 
proper comparison, between research subject as well as between scores in the 
pretest and the posttest for one research subject, we will have to employ relative 
rather than absolute indicators. Let us give a simple example of this. Take for in-
stance the number of concepts used by a person, which is employed as an indica-
tor for the scope of a person's policy theory. In order to be in a position te ade-
quately determine whether a person's scope increases or decreases between the 
pretetst and the posttest one would have to take into account the number of lines of 
text that was produced in the pretest and the posttest. Hence, the variable on 
which a score will be determined is the relative number of concepts: i.e. the num-
ber of concepts divided by the number of lines of text. A similar procedure would 
have to be followed for the other indicators. For the interested reader we will dis-
cuss that in more detail in the paragraphs below. 
a) Epistemological criteria 
Determining relative variables for this criterion is rather straightforward. 
The number of correct relationships will be divided by the total number of rela-
tionships in the policy theory. This will also be done for the number of consistent 
relationships and the number of signed relationships. The number of model con-
cepts and the number of quantifications will both be divided by the number of dif-
ferent concepts in the policy theory. 
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b) Implementary criteria 
The number of instrument and goal variables will both be divided by the number 
of different concepts in the policy theory. The number of different concepts will, as 
we have seen above, be divided by the number of lines of text in the policy note. 
This will also be done for the number of fields or categories in which these con-
cepts can be categorized. 
To arrive at a relative variable for the length and number of paths and feedback 
loops we will have to explain in more detail how the length and the number of 
paths and loops is actually established. To be able to establish whether there is a 
path one needs to have a starting and ending point. As such we chose instrument 
and goal variables respectively. 
In order to arrive at the relative mean length of paths we divide by the maximum 
length of paths in a policy theory. This is determined by the number of different 
concepts in the graph minus 1. The maximum length for a feedback loop is equal 
to the number of different concepts. Hence, the relative length of feedback loops is 
established by dividing the absolute length by the number of different concepts. 
With regard to the number of paths and feedback loops matters are somewhat 
more complicated. The actual number of paths is in the first place determined by 
the number of instrument and goal variables. If a person uses more instrument 
and goal variables in the posttest than in the pretest, he will almost automatically 
arrive at a higher number of paths. Hence, the number of paths will be divided by 
the number of instrument as well as goal variables. There is however one addi-
tional complicating factor. The number of paths is also determined by the mean 
length of paths. This can be seen from figure 7.1 
Figure 7.1 Example of effect of length of paths on the number of paths 
Ii — — - G , 
I 2 • G3 
In this figure we have presented two models both containing five concepts and 
four relationships (arrows). For the sake of simplicity we have taken two instru-
ment variables (II and 12) and three goal variables (Gl, G2 and G3). We have left 
out any other concepts which might intermediate between any two of these policy 
variables. In the left hand part of the figure there are four different paths with a 
mean length of 1.0. In the right hand figure there are, however, six paths with a 
mean length of 15/6 = 2.5. What we observe in the right hand part of the figure is 
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what frequently happens in determining the number of paths. When a person 
creates long paths it can often be observed that such long paths contain several 
instrument and goal variables.13 Hence we will also divide the number of paths by 
the mean length. 
A similar argument can be made with regard to the number of feedback loops 
and their mean length. The more concepts the higher the number of feedback 
loops. And the higher their length, the greater the chance that more feedback 
loops will result because of small variations in one feedback loop. An example of 
this is presented in figure 7.2. 
Hence, we decided to divide the number of feedback loops by the number of diner-
ent concepts in the graph as well as the mean length of the feedback loops. 
With regard to the balancedness, we have to point out that there are three differ-
ent situations that can be conceived of. First, there is only one path between an in-
strument and goal variable. We call this situation nonbalanced. If there is more 
than one path between an instrument and a goal variable and if these all have the 
same sign, the situation is balanced. If these do not all have the same sign, the si-
tuation is unbalanced. Hence, for every instrument goal combination in a graph 
for which there is at least one path, we can determine whether the situation is 
balanced, unbalanced or nonbalanced. To arrive at the relative balancedness of 
paths we divide the total number of balanced situations by the sum of the number 
of balanced and unbalanced situations.14 
Finally, for the relative number of relationships we will divide the number of rela-
tionships by the number of different concepts in the graph. This new variable is 
called density. 
c) Strategic criteria 
To arrive at the relative number of exogenous variables we divide by the number 
of different concepts. The relative number of delays is also determined by dividing 
by the number of concepts. 
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Table 7.5 summarizes the variables, which will be used in determining the 
quality of a policy theory and the source from which we derived the accuracy 
scores. 
Table 7.5 Final indicators for the quality of the policy theory and their source 
criterion 
epistemo-
logica! 
implemen-
tary 
strategic 
aspect 
empirical 
validity 
consistency 
precision 
of concepts 
precision of 
relationships 
precision of 
interventions 
and effects 
policy 
variables 
scope 
detail 
extension 
complexity 
integration 
societal 
conditions 
time factor 
variable 
proportion of 
correct relations 
proportion of 
consistent rel. 
proportion of 
model concepts 
proportion of 
signed rel. 
proportion of 
quantifications 
proportion of 
instrument var. 
proportion of 
goal variables 
proportion 
of concepts 
proportion 
of fields 
relative length 
of paths 
relative length 
of 'loop»' 
relative number 
of puths 
relative number 
of 'loops' 
relative balan-
cedness paths 
density 
relative # of 
exogenous cone. 
relative number 
of delays 
calculation 
# of correct relationship»/ 
total # of relationships 
# of consistent rel./ 
total # of relationships 
# of modelconcepts/ 
# of concepts 
# of directed rel./ 
# of rel. 
# of quantifications/ 
# of concepts 
# of instr. var./# of 
concepts 
#ofgoalvar./#of 
concepts 
# of concepts/* of lines in 
policy note 
# of fields/* of concepts 
mean length/ 
(# of concepts -1) 
mean length/* concepts 
# of paths/(# instr. » 
# goalsNength of paths) 
# of loops/(# of concepts * 
mean length of loop») 
(# balanced situations/ 
(# bal. + unbal. situations) 
# of relationships/ 
# of concepts 
# of exogenous var./ 
# of concepts 
# of delays/* of concepts 
source 
matrix 
matrix 
matrix 
matrix 
recoding 
policy 
notes 
matrix 
matrix 
matrix 
matrix 
matrix 
matrix 
matrix 
matrix 
matrix 
matrix 
matrix 
recoding 
poi. note 
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Let us next turn to the correlations between these variables, in order to find out 
whether the number of variables might be reduced. In table 7.6 we present the 
correlations between the variables for the epistemologica! criterion. 
Table 7.6 Correlations between the variables 
sion 
correctness 
consistency 
model concepts 
quantifications 
consistency 
.05 (.01) 
model 
concepts 
.22 (-.05) 
-.13 (-.04) 
indicating validity and preci-
quantifi-
cations 
.22 (.07) 
-.30 (.09) 
.25 (.11) 
signed 
relations 
.19 (-.09) 
-.02 (-.09) 
.02 (-.12) 
.03 ( .00) 
Note: figures between brackets represent correlations for the pretest. 
The correlations between these variables are rather low. In addition, the magni-
tude of the correlations between variables sometimes seems to shift considerably 
between pretest and posttest. The low correlations might be due to the fact that 
these variables are a little skewed. However, dichotomizing the variables and cal-
culating the value of chi-square clearly indicates that there is no association be-
tween the variables. 
Similar observations can be made with regard to the variables in the implemen-
tary criterion. The correlations are presented in table 7.7. 
With a few exceptions correlations between variables are low. The correlation be-
tween the number of paths and feedback loops on the one hand and the correla-
tion between the length of paths and loops on the other is understandable. The 
correlation between the number of paths and loops and the number of relation-
ships is also moderate to high. It is interesting to note the negative correlation be-
tween the number of paths and the balancedness. Here too, for most of the corre-
lations, the magnitude sometimes reveals considerable shifts between the pretest 
and the posttest. Application of factor analysis to these variables does not lead to 
satisfactory results. 
Finally, the correlations between both indicators of the strategic criterion is .00 in 
the pretest and .06 in the posttest. 
Between variables of these three different areas (i.e. epistemologica!, implemen-
tary and strategic) we only find a substantial correlation between the number of 
quantifications and the number of delays. This correlation is .30 in the pretest 
and .52 in the posttest. 
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Table 7.7 Correlations between the relative variables in the implementary category 
instruments 
goals 
concepts 
fields 
paths 
feedbackloops 
length of paths 
length of loops 
balancedness 
goals 
-.23 (-.26) 
concepts 
-.17 (-.13) 
.14 (-.03) 
fields 
.15 ( .05) 
-.17 (-.04) 
-.17 (-.12) 
paths 
.09 (-.05) 
-.05 (-.01) 
-.20 (-.21) 
-.46 (-.24) 
loops 
34 (.02) 
-.14 ( .07) 
-.02 (-.19) 
-.46 (-.11) 
.78 (.77) 
length 
paths 
.24 (.02) 
.21 (.18) 
.08 (-.21) 
-.11 (.14) 
26 (.24) 
.17 (.44) 
length 
loops 
-.20 (-.28) 
-.03 (.14) 
.05 (-.21) 
2b (.23) 
-.02 ( .00) 
.13 (.20) 
m (.70) 
balanced-
ness 
.04 (.16) 
-.01 (-.15) 
.02 (.27) 
.49 (.11) 
-.35 (-.34) 
-.29 (-.22) 
-.36 (-.35) 
.13 (-.15) 
relation-
ships 
.15 (.07) 
.28 (.17) 
-.19 (-.31) 
-.49 (-.49) 
.62 (.73) 
.47 (.65) 
.07 (.28) 
.18 (-.06) 
-.35 (-.36) 
Note: numbers between brackets represent correlations of the pretest scores 
Since correlations between the indicators are generally low and since their mag-
nitude often shifts between pretest and posttest, we are not in a position to reduce 
the number of indicators by factor analysis and related techniques. Hence, in the 
next chapter we will have to present the results of the analyses on the separate 
variables indicating the quality of a person's policy theory. 
For purposes of illustration of scores on the various indicators we will again em-
ploy the text of the policy note presented in the previous chapter. We have repro-
duced the resulting graph in figure 7.3. 
Scores on implementary and strategic criteria can be directly inferred from this 
figure. We employed the software specifically designed for this study. As one can 
see, this figure is a slightly adapted version of figure 6.5. We have added indica-
tions for instrument- and goal variables. From this figure one can see that the 
number of instrument variables equals 9 and the number of goal variables equals 
6. It is striking to see that social security outlays is obviously seen as an important 
goal variable by this research subject. It has a high indegree (i.e. number of in-
coming arrows) and an outdegree of 0. Furthermore, the map shows that there 
are only two feedback loops. These are represented by means of dotted arrows. 
The balancedness score equals 5. This is because there are only 5 pairs of 
instrument-goal variables which have more than one path (here two paths in all 
five cases). These have in each case the same sign. The goal variable which is 
involved is employment. The relevant instrument variables are: labour time, 
labor supply, government subsidies, premium percentage of workers and finally 
amount of premiums employees. In addition, there are 12 other paths, which 
brings the total number of paths in the map at 22. The value of a number of other 
indicators is shown in the lower half of the figure. Al together this is quite a 
complex map for the pretest. 
From the figure one cannot derive scores on the epistemologica! criteria. For this 
particular policy note we found one incorrect and one inconsistent relationship. 
The number of modelconcepts equals 25, which is 86% of the total number of con-
cepts used. The policy note does not contain neutral relationships and only one 
quantification. 
In the next section we will focus on the evaluation questions. 
7.6 The evaluation questions and time investment of research subjects 
As we have explained there are at least two different reasons for including the 
evaluation questions. The first is to gain some more insight into what aspects of 
both conditions might be held responsible for differences found in the scores on 
the dependent variables between both groups. The second is to get some more in-
formation with respect to the question on what aspects computer based learning 
environments might be improved. The first reason demands (maximal) reduction 
of the scores on the questions, since it aims at using the various variables as 
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Figure 73 Example of graph representing the policy theory of research 
subject Y in pretest + scores on a number of indicators 
organizational 
costs 
over occupation premium % 
workers 
amount of 
premiums 
employers 
# of ben.' 
unempl. ins. 
# of ben. special 
unemployment 
Legend: 
# of ben. general 
provision 
= instrument variable 
—-^  = goal variable 
>· = feedbaddoops 
Scores 
# of instr. 
# of goals 
# of concepts 
# of categories 
length paths 
length loops 
# of paths 
# of loops 
balancedness 
# of relations 
# of exogenous 
concepts .00 
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potentially disturbing variables in the analysis. The less the number of disturbing 
variables the easier it is to handle the analysis. The second reason on the other 
hand aims at using the original scores on the single questions, preferably per 
session, in order to evaluate each of the sessions in more detail. In this section we 
are of course primarily interested in the issue of maximal data reduction. 
Employing the data for evaluation of the computer simulation game is rather 
straightforward since we can employ the single raw data for this. These results 
will be presented in the next chapter. 
7.6.1 Time investment of participants 
As stated in the fourth chapter we distinguish between two kind of time invest-
ment indicators. The first relates to the number of sessions that is attended by the 
research subjects. For each participant we will calculate the proportion of ses-
sions that was attended. 
The second is concerned with the preparation of the sessions. With respect to the 
questions on the time spent on reading the texts (see appendix 8) we decided to 
sum the scores of each respondent for the five sessions. Respondents with more 
than two missing scores on these items were given a missing total score, since 
those respondents would have missed two or more of the five sessions. 
Respondents with one or two missing scores were assigned the mean score of the 
values of these variables on other sessions. The same arguments with respect to 
missing values apply to the question on the thoroughness of the reading of the 
preparatory texts. However, here the mean score for the five sessions (rather than 
the total score) for this variable was calculated for every respondent giving an ul-
timate overall score from 1 (= not reading the texts) to 5 (= reading the texts very 
thoroughly). 
7.6.2 Evaluation of the sessions 
With respect to the questions on the four aspects on which the sessions are evalu-
ated by participants matters are a little more complicated. (Here, we also decided 
to give subjects that lacked scores on more than two sessions a missing value.) In 
this case however, we have 70 scores for each respondent: 14 questions on 5 ses-
sions.15 In order to be useful as disturbing variables these data have to be re-
duced. To keep the explanations in the next paragraphs, on how we proceeded, as 
clear as possible let us first visualize the structure of the data and provide appro-
priate names for the various elements in it. 
As can be seen in figure 7.4 we have four aspects (A - D), each with three or four 
questions (we will call these dimensions) and five points in time (the five ses-
sions). This gives us 70 scores per respondent. In fact what we are dealing with is 
a three dimensional data matrix consisting of respondents by aspects (A to D) 
with several dimensions by points in time (1 to 5). Normal factor analysis can only 
deal meaningfully with two-dimensional matrices. In other words it is impossi-
ble to include all the relevant data over five time points in the analysis. 
160 
Figure 7.4 Structure of data on the evaluation questionnaire 
session 
session 
session 
session 
session 3 
2 
flattening 
over 
dimensions 
A: subjects treated 
A: subjects treated 
A: subjects treated 
A: subjects treated 
valuable 
absorbing 
difficult 
B: explanations facilitator 
valuable 
absorbing 
difficult 
| clear 
C: assignments/discussions 
valuable 
absorbing 
difficult 
D: explanations texts 
valuable 
absorbing 
difficult 
clear 
flattening 
over 
occasions/ 
sessions 
evaluation 
aspect of a 
session 
evaluation 
dimension 
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According to Visser (1985) one solution to this problem is to 'flatten' the data box. 
This results in a two-dimensional data matrix that can next be analyzed by 
applying normal multivariate analysis procedures like factor analysis. This 
approach might be particularly useful if the number of observations over time is 
too small to warrant a time-series analysis approach. Flattening the data box can 
be accomplished in a variety of ways. Visser mentions: 
- 'selection' (i.e. taking only part of the data box into consideration); 
- 'means' (i.e. summing scores over one of the three indices of the data box: oc-
casions (or sessions), individuals or variables; and 
- 'flattening out' the data box. 
The latter implies slicing the data box and rearranging these slices to form a two 
dimensional matrix. In our case the first as well as the second approach will be 
used to arrive at data reduction. We will carry out several analyses in order to 
check whether a two dimensional representation of the data is justified before fi-
nally applying factor analysis for data reduction purposes. There are several 
ways to proceed from here. 
1) applying factor analysis per session (i.e. selection of an occasion or session). 
2) summing scores per dimension (e.g. valuable) per respondent over time and 
next applying factor analysis on these new scores (i.e. flattening the data box 
over occasions or sessions). 
3) applying factor analysis (without summation) per dimension over five occa-
sions or sessions (i.e. selection of a dimension). This will reveal if occasions 
are evaluated similarly over time by research subjects. 
4) summing up scores per respondent per session over comparable dimensions 
(valuable, absorbing etc.) and next performing factor analysis over these con-
densed dimensions over 5 sessions (i.e. flattening the data box over dimen-
sions).16 
The first two approaches will be discussed here. The results of the third and the 
fourth are presented in appendix 13a and 13b. 
We decided to start with a factor analysis on the fourteen questions per session in 
order to find out whether dimensions found per occasion would be comparable 
with each other and to establish whether reduction of data could be achieved. 
Performing factor analysis on these five sessions reveals that there are basically 
two factors for every session.17 This is indicated by the number of items loading 
on these two dimensions as well as the values of explained variance and the 
eigenvalues of the factors. Performing factor analysis per session and restricting 
the number of factors to two per analysis produces the results as displayed in 
table 7.8.18 
As can be seen from table 7.8, extracting two factors per session produces in gen-
eral the same overall pattern for every session: 
- the first factor is generally composed of the items on clarity and easiness, with 
fairly high loadings. 
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- the second factor generally consists of items on valuableness and absorbing-
ness. 
There are a few exceptions to this overall pattern. In spite of these 'irregularities' 
however, the overall pattern of two factors per session seems quite clear and these 
Table 7.8: Factor loadings (> .35) for the evaluation 
session 
session 
Factors 
subjects 
valuable 
absorbing 
easy 
1 
I 
.53 
1 
operator's explanation 
valuable 
absorbing 
easy 
clear 
assignments 
valuable 
absorbing 
easy 
explanation texts 
valuable 
absorbing 
easy 
clear 
percentage of 
variance expl. 
.49 
.42 
.71 
.37 
.44 
.48 
.45 
16.3 
Π 
.64 
.36 
.39 
.39 
.55 
.53 
.37 
11.0 
27.3 
2 
I 
.60 
.56 
.35 
.68 
.39 
.42 
.80 
.72 
28.4 
II 
.52 
.45 
.75 
.75 
.35 
.74 
.41 
.54 
12.5 
40.9 
3 
I 
.89 
.77 
.47 
.51 
.52 
.50 
20.0 
Π 
.60 
.82 
.50 
.62 
.45 
.49 
.54 
16.4 
36.4 
I 
.74 
.53 
.53 
.72 
.35 
.40 
.83 
.68 
27.1 
4Ξ 
questions per 
4 
Π 
.67 
.46 
.72 
.61 
.58 
.63 
.48 
16.6 
(.8 
5 
I 
.66 
.41 
.71 
.75 
.75 
.48 
.38 
23.2 
Π 
.59 
.78 
.51 
.67 
.54 
.67 
16.8 
40.0 
Note: loadings below .35 have been left out to improve readability. We chose for the 
.35 level because there are many variables with values between .35 and .40 
on a factor. 
seem to resemble one another for the various sessions. For most of the sessions 
the percentage of explained variance is quite acceptable too. This might allow us 
to derive two scores per respondent per session, leaving us with 10 scores per re­
spondent (which might be used as disturbing variables in the analysis) which is 
still quite a large number. We thus looked for ways to further reduce the number 
of scores per respondent. The most obvious way to do this would be by summing a 
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respondent's scores on one dimension (e.g. usefulness of subjects, absorbingness 
of subjects) over the five sessions and next performing factor analysis on these to-
tal scores. This factor analysis reveals that the first two factors have eigenvalues 
of 4.53 and 3.42 respectively. The eigenvalue of the third factor drops to 1.51. 
Applying the Scree-test (Kim and Mueller, 1983) and considering the results of 
the factor analyses for the single sessions made us decide to apply a two factor so-
lution to the data. The results of this are displayed in table 7.9. 
Table 7.9 Factor loadings (> .35) for factor analysis (PA2) after sum-
ming the scores of the dimensions of the evaluation ques-
tions over the five sessions 
aspects 
subjects 
operator's 
explanations 
assignments 
subgroups 
explanations 
in texts 
% of variance 
explained 
dimension 
valuable 
absorbing 
easy 
valuable 
absorbing 
easy 
clear 
valuable 
absorbing 
easy 
valuable 
absorbing 
easy 
clear 
Factor 1 
.81 
.73 
.67 
-.36 
.84 
.38 
.36 
.67 
.69 
31.9 
Factor 2 
.61 
.79 
.63 
.70 
.62 
.66 
.56 
.52 
21.1 
The structure found with the summed scores is quite similar to, and even more 
pronounced than, the structure found for the individual sessions. Again the use-
ful and absorbing items load high one factor and the simple and clear items on 
the other. There are only a few minor exceptions to this, e.g. the loading of-.36 of 
the usefulness of the subgroup assigments on the first factor and the loadings of 
.38 and .36 of the usefulness and absorbingness of the explanation in the texts (on 
the first factor). However, all three items load highest on their 'original' factor: 
.62, .56 and .52 respectively. We thus decided to leave these items in the factor 
analysis.19 The explained variance for the two factors is 53% which is fairly high. 
Applying this factor solution to calculate the respondents' factor scores would re-
duce the total number of 70 scores per respondent to 2 overall scores per respon-
dent, one for each factor over the five sessions. This would increase both insight 
164 
and simplicity in the analysis of the data. In order to check whether this is justi­
fied we used the ROTA procedure (as we did in the section on scale construction 
for the interest items) to determine whether this factor solution might be consid­
ered acceptable. 
We calculated the root mean square and the congruence coefficient for the com­
parison of the factor solution of each single session (table 7.8) with the factor solu­
tion on the added scores over the five sessions (table 7.9). Table 7.10 summarizes 
the results. 
Table 7.10 Root mean squares and congruence coefficients in comparing 
factor solutions of individual sessions with the factor solu­
tion of added scores over five sessions 
Factor solution of session 
1 
2 
3 
4 
5 
Root mea 
Factor 1 
.18 
.18 
.18 
.12 
.15 
η square 
Factor 2 
.23 
.24 
.17 
.11 
.12 
Congruence coeff. 
Factor 1 | Factor 2 
.96 
.95 
.95 
.97 
.97 
.92 
.88 
.95 
.98 
.97 
The values for both the root mean square and the congruence coefficient are, with 
a few exceptions quite satisfactory. They are all either below the .20 or above the 
.90 level. This is a clear indication that the factor structures of the added scores 
and those of the single session are quite alike. This is confirmed by two additional 
factor analyses, the results of which can be found in appendices 13a and 13b. The 
first aims at checking whether the evaluations of the various sessions are similar 
to each other. The figures in appendix 13a reveal that the scores on one dimen­
sion over five sessions are generally strongly correlated. 
The second analysis cross checks the above analyses by performing a factor anal­
ysis over the various dimensions of the evaluation questionnaire, i.e. valuable-
ness, absorbingness, clarity and easiness, and disregard the aspects. The results 
can be seen in appendix 13b. The figures in this appendix again very clearly indi­
cate that the structure of the data can be represented using a two factor solution. 
Again the valuable and absorbing items load on one, the easy and clear items on 
the other dimension. 
Based on the above analyses and the calculation of the root mean squares and the 
congruence coefficients we have to conclude that the subjects in our study tend to 
evaluate the whole course rather than single sessions using two distinct dimen­
sions. Hence, we decided to first add the scores of the subjects per dimension over 
the five sessions (i.e. flatten the data matrix over time) and use the factor analysis 
over these aggregated date with two factors as the base to calculate two factor 
scores for each subject reflecting his/her evaluation of the course. The first score 
mainly reflecting the easiness and difficulty dimension items will be labeled 
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comprehensibility of the course. The second score, mainly based on the valuable 
and absorbing items, will be labeled interesting. 
7.7 Summary 
In this chapter we have dealt with questions related to data reduction, scale con-
struction and scale comparison for four variables in our study: interest in the 
subject matter, knowledge of the information embodied in the economic model, 
the quality of the policy theory, and the evaluation of the sessions. 
The questions relating to the first independent variable, interest in the subject 
matter, could be reduced to one scale after removing two of the original items. 
The scale's structure of the pretest was compared with the posttest and their sim-
ilarity was established. This implies that quantitative differences between pretest 
and posttest for this variable can be established. 
The original categories of the second dependent variable, knowledge of the eco-
nomic model, that we developed in the operationalization process had to be 
merged into two new categories for reasons of reliability. This results in one cate-
gory containing questions on the model's structure and a second category with 
questions on the relationship between the model's structure and its dynamics. 
With regard to the quality of the policy theory, we have first discussed the prob-
lems related to accuracy and reliability of the coding procedure of the policy notes. 
Since various coders obtained too low scores we had part of the material receded 
in order to improve the accuracy scores. This mainly had to do with the concepts, 
relationships between concepts and their sign. For other indicators we had to 
lump categories after (re)coding of the policy notes: quantifications and delays. 
One indicator variable, the precision of concepts, is hard to be coded accurately. 
Hence we had to remove this indicator from the analyses. By converting as many 
policy note concepts as possible to model concepts, we can use this variable as an 
indicator for the conceptual impact form the economic model. 
With regard to scale construction we came to the conclusion that the correlations 
between the various indicators are rather low and shift between pretest and 
posttest. As a consequence we were not in a position to construct scales for the 
indicator variables. In the next chapter we will thus report on the separate indi-
cators for the quality of the policy theory. 
In addition to these three independent variables there are two other types of vari-
ables that we discussed. The first relates to the time investment, i.e. the atten-
dance of the sessions and the preparation of the sessions. Both questions on the 
preparation concern the reading of the preparatory texts: the amount of time in-
vested in this and the thoroughness with which this is done, will be entered sepa-
rately in the analyses in the next chapter. 
The second type of variables is related to the evaluation of the sessions. In this 
chapter we have primarily focussed on these variables as potentiallly disturbing 
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variables for the analyses. This implies that the emphasis is on reduction of the 
data. We have presented various ways of factor analyzing the data, which indi-
cate that reduction of the data to two factors for the whole course is justified. This 
will ultimately result in two variables that will be entered in the analyses in the 
next chapter. These variables are associated with the question whether the re-
search subjects consider the course comprehensible and interesting. 
In table 7.11 we have summarized the variables which will be included in the fi-
nal analyses in the next chapter. 
Table 7.11 Summary of the variables included in the analyses 
1. Independent variable: 
- experimental condition: computer simulation game 
- control condition: traditional modeling approach 
2. Dependent variables: 
- Interest : factor scores on 17 item scale 
- Knowledge: structure: 23 multiple choice questions 
dynamics: 25 multiple choice questions 
- Quality of policy theory: indicator variables from table 7.8 
3. Potentially disturbing variables: 
a) time investment: 
- preparation of sessions: amount of time of reading 
accuracy of reading 
- attendance of sessions: proportion of sessions attended 
b) evaluation of sessions: comprehensible (factor scores) 
interesting (factor scores) 
We have to take into account, however, that some of the variables listed here as 
dependent variables will be used in the next chapter as covariates and hence as 
disturbing variables. We will explain this in the next chapter. 
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8 RESULTS OF THE EXPERIMENT 
8.1 Introduction 
In this chapter we will present the empirical results of the experiment. Prior to 
that, we will have to make a few introductory remarks. 
The first remark relates to the analysis and the way of presenting the results of 
the study. To establish pure effects as much as possible, we will first single out 
potential disturbing influences by introducing these disturbing variables as co-
variates in our analysis (cf. Wildt and Ah tola, 1978). Using analysis of covariance 
has consequences for the order in which we will present the results of the study. 
Particularly the disturbing variables will be introduced as covariates in the anal-
yses as we have seen. It is thus useful that the reader knows about the values that 
these variables have taken on in our study. Hence, in this chapter we will start 
with a presentation of the results of the potentially disturbing variables, i.e. the 
evaluation questions and the variables measuring the time investment of the par-
ticipants. For each dependent variable we will first discuss the results of a t-test 
for the whole group. This way we will get some insight in changes that have 
taken place between the pretest and the posttest and it will provide us with an-
swers to the first of the three pairs of research questions. We have to point out 
here that strictly speaking we cannot conclude an effect of the computer model 
based on the t-test for the entire research group. One would need to compare the 
entire group with for instance a group that was not exposed to the economic 
model at all, or that was exposed to the information embodied in the economic 
model in some other way than through a simulation model. Hence, we will have 
to keep in mind that when an effect for the entire group is observed we can only in 
a preliminary way conclude that this effect came about through computer model-
ing. 
After carrying out the t-test we will focus on the results of analysis of covariance 
which sheds some further light on the potential differences between the two 
groups. This will answer the second of the three pairs of research questions. 
The second issue we have to discuss is the choice of the dependent variable. 
Basically we have two options here: either the difference scores between pretest 
and posttest or employ the posttest as the dependent variable and the pretest score 
as a covariate. The literature on this topic suggests that, particularly when the 
variances of variables in the pretest and posttest do not equal, it is best to use the 
latter method (cf. Plewis, 1985, pp. 16-18; Visser, 1985, pp. 124-125). We will em-
ploy the posttest score as the dependent variable and introduce the pretest score as 
a covariate. 
A final remark has to do with the scores of the eight policy advisors from the 
Department of Social Affairs who participated as subjects in the experiment. 
These will be referred to as experts. As we have stated previously, this group only 
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had two sessions and participated only in the computer simulation game. The 
main reason for scheduling their participation this way was their lack of time. 
Consequently, we have only two scores on the preparation of the sessions and 
their evaluation. We have a pretest and posttest score from most of them for two of 
the dependent variables: interest in the subject matter and knowledge of the in-
formation embodied in the simulation model. With regard to the policy theory, we 
only have five pretest policy notes. The results of the analyses of these five policy 
notes are, however, as we will see quite revealing sometimes. 
The framework for this chapter is as follows. In section 8.2 we will discuss the 
results with regard to the preparation of the sessions and their evaluation. 
Section 8.3 will focus on the first dependent variable: interest in the social security 
subject matter. The results of the analyses of knowledge of the information em-
bodied in the economic simulation model will be dealt with in section 8.4. In sec-
tion 8.5 we will concentrate on the results of the analyses with regard to the qual-
ity of the policy theory. In section 8.6 we will discuss the results of a comparison 
between the group of 77 research subjects and the group of 29 subjects that were 
removed from the analyses on a number of important variables. Section 8.7 will 
present a summary and some preliminary conclusions. 
8J2 Disturbing variables: time investment and evaluation 
We distinguished two variables measuring the time investment of the partici-
pants: the preparation of the sessions and the attendance of the sessions. The first 
aspect is measured by the amount of time spent on reading the texts and the ac-
curacy with which this is done. We will refer to this as the quantity and quality of 
reading the preparatory texts. 
8.2.1 Preparation of the sessions 
Table 8.1 presents the average scores for both groups and results of the analysis of 
variance. 
Table 8.1 Analysis of variance for the quantity and quality of reading the 
preparatory texts1 
groups 
experim. (N=33) 
control (N=35) 
F-value 
sign, of F 
amount of time 
reading texts 
9.92 (3.40) 
9.73 (4.92) 
.03 
.86 
thoroughness 
of reading texts 
3.65 (.49) 
3.56 (.68) 
.50 
.48 
Note: figures between brackets represent the standard deviation from the mean score 
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For the amount of time invested in reading the preparatory texts we translated 
the answers into decimal scores and then calculated the sum of the amount of the 
single sessions 2. So for the score 9.92 in the above table the equivalent time in 
hours and minutes would be 9 hours and 55 minutes. For the thoroughness of 
reading the texts we calculated the average score for the five sessions. The scores 
for thoroughness can vary from 1 (did not read the text) to 5 (did read text very 
thoroughly). The average scores indicate that the texts were read rather 
thoroughly. 
The figures in the table clearly indicate that both groups do not differ significantly 
on the amount of time invested in reading the text, nor in the accuracy with 
which this was done. On average the amount of time spent in reading the 
preparatory texts is about 2 hours per session. We have to remind the reader of 
the fact that the number of pages to be read is smaller for the experimental group. 
The number of pages for the control group is 186 and for the experimental group 
126. This has to do with the fact that where the text is fully written out for the con-
trol group the texts for the experimental group often contain questions and exer-
cises that have to be answered or carried out by the reader, as we have explained 
in chapter 5 on the design of the interactive simulation. As can be seen, although 
the number of pages difiFers, the amount of time spent in preparing the sessions is 
almost equal for both groups. If the experimental group would have used the 
same amount of time per page of text as the control group they would have used 
about 6.5 to 7 hours to complete the preparatory texts. Obviously the experimental 
group has spent about 3 to 3.5 additional hours over all the sessions to complete 
exercises at home and to prepare the sessions. In sum this implies that both 
groups spent about 20 to 25 hours participating in the experiment: about 10 hours 
reading the texts at home and about 13 hours in the sessions. 
Although there are no differences between the experimental and the control 
group, the average scores for the three groups with which we did the experiment 
do differ from each other. The first group consists of 21 social sciences college 
students, the second of 23 academic students of sociology and political science and 
the third of 33 academic students of psychology. The scores on quantity of reading 
the texts is 7.62, 9.26 and 11.02 for the first, the second and the third group respec-
tively. The scores on the quality of reading are: 3.25, 3.70 and 3.76 respectively. 
Hence, the first groups scores lowest on preparing the sessions, while the third 
group scores highest. Analysis of variance indicates that these differences are 
significant at the 5% level. 
Both variables (quantity and quality of reading) do correlate rather high (r=.54; 
p=.00) as might be expected, since if one studies the preparatory text carefully it 
will of course in general take more time to read them. 
The time investment of the expert group is rather low. Most of them had only su-
perfluously read the texts and spent no more than one hour on it. Their mean 
score on the thoroughness of reading is 1.75 for the first and 2.12 for the second 
session. 
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8.2.2 Attendance of the sessions 
For the attendance of the sessions we find the same overall pattern as for the 
preparation of the sessions. There is no significant difference between the exper-
imental and the control group in attending the sessions. The average proportion 
is .93 for the experimental and .94 for the control group. There is, however, again 
a significant difference for the three groups with which the experiment was car-
ried out. The average scores are: .86 for the first group and .97 and .95 for the sec-
ond and third group respectively. These differences are highly significant (F=8.4; 
p=.001). 
8.2.3 The overall evaluation scores 
As stated, the evaluation questions serve at least two different purposes: as dis-
turbing variables in the ultimate analysis of the results of the experiment and as 
a means to evaluate and possibly improve the design of the interactive modeling 
game. We will first deal with their function as disturbing variables. In the forego-
ing chapter we have demonstrated that the scores for individual research sub-
jects indicate that there are in fact two important overall dimensions on which 
one evaluates the sessions, i.e. the degree to which these are considered interest-
ing and comprehensible. These two new variables will be used as disturbing vari-
ables in the analyses of the data of the experiment. In this section we will present 
the scores on these two variables for the research subjects. In section 8.2.4 we will 
focus the evaluation of each of the single sessions. 
Table 8.2 contains the average scores for both the experimental group and the 
control group and the results of an analysis of variance test to check whether both 
groups differ significantly on both variables. 
Table 8.2 Analysis of variance on evaluating the sessions as comprehen-
sible and interesting 
groups 
experimental (N=33) 
control (N=35) 
F-value 
sign, of F 
comprehensible 
-.44 (.76) 
.44 (.94) 
18.41 
.00 
interesting 
-.02 (.89) 
.02 (.99) 
.03 
.88 
Note: figures between brackets represent the standard deviation from the mean score 
The figures in the table represent the average factor scores calculated for both 
groups. For the whole group these factor scores have a mean of .00 and a stan-
dard deviation of unity. The figures show how much the two groups differ from 
each other with regard to the evaluation of the sessions. As can be seen the differ-
ence is neglectable when one focuses on the question whether research subjects 
consider the sessions interesting. This is in rather sharp contrast with the fact 
that many designers and operators of computer-based learning environments 
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and designers from gaming-simulations observe great interest in their games. 
This was also the case with the social security simulation sessions. We also ob-
served great interest and most of the participants were really deeply involved in it. 
This is for instance indicated by the fact that participants of the computer 
simulation generally reveal the tendency to want to continue the session when it 
is actually finished. Another indicator for this is the fact that participants usually 
ask lots of questions about what is going on and what they ought to do. One does 
not observe that in a normal classroom setting as in the control group. Here we 
encouraged participants to generate questions about the economic model in the 
small groups. In general the number of questions was small and seemed artifi-
cial now and then. The control group clearly had trouble with generating ques-
tions. 
One explanantion for the discrepancy between these observations and our mea-
surements is that the scores between both groups do not differ on the overall eval-
uation dimension, but differ on the underlying variables (i.e. absorbing and valu-
able) in one or more of the sessions. In the next section we will deal with that 
question. 
When it comes to the comprehensibility of the sessions we see a striking differ-
ence. The experimental group considers the sessions in general less comprehen-
sible than the control group. According to the F-test this difference is highly sig-
nificant. It is in accordance with observations made during the experiment. The 
experimental group had more difficulty in carrying out the excercises and sev-
eral persons pointed that out to us, particularly in the first group with which the 
experiment was carried out. As one research subject pointed out: " I would 
certainly not like to be in the Hague" (i.e. where the Department of Social Affairs 
is). 
Here too we find significant differences between the three groups with which the 
experiment was carried out. With regard to comprehensibility the average scores 
for the three groups are -.48, -.21 and .35 respectively. For considering the ses-
sions interesting these are: -.62, .31 and .05. The differences in both variables are 
significant at the 1% level. The low scores for the first group on comprehensibil-
ity will most probably have to be attributed to the lower educational level of this 
group. 
When we look at the correlation with the other variables we discussed above we 
get the following results. Of course the correlation between both evaluation vari-
ables is almost equal to .00 (r=.02), as a result of using orthogonal factor analysis. 
With regard to the correlation with the variables in the previous section (reading 
the preparatory texts) we find a weak correlation between comprehensibility and 
the quality of reading the texts (r=.22). Comprehensibility and the quantity of 
reading the texts do not correlate with each other (r=.01 ). Considering the ses-
sions interesting correlates weakly with both reading variables (r=.19 in both 
cases). Overall, correlations of the preparation variables with the evaluation of 
the sessions are minor. Correlations with other variables in the study will auto-
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matically become clear when we present the results of the analysis of covariance 
and using these variables as covariates. 
8.2.4 Evaluation of the single sessions 
In this section we will focus on a more detailed analysis of the evaluation of the 
single sessions. We will first present the results on the four dimensions that we 
distinguished in the previous chapter. Both factors, discussed in the foregoing 
subsection, consist of two underlying variables each (see figure 7.4). 'Interesting' 
can be decomposed into 'valuable' and 'absorbing'. 'Comprehensible' into 'easy' 
and 'clear'. In the second step we will see whether differences in these variables 
can be attributed to one of the aspects on which we evaluated the sessions, i.e. the 
subject of the session, the explanations of the operator, the explanations in the 
preparatory texts and the assignments in the subgroups. Finally, we will com­
pare the scores on the evaluation questions from the student group with those of 
the experts. 
Table 8.3 contains the average scores for the experimental and the control group 
on the four evaluation dimensions over five sessions.3 
Table 8.3 Average scores on the four evaluation dimensions (valuable, 
absorbing, easy, clear for both groups over the five sessions 
dimen­
sion 
valuable 
absorbing 
easy 
clear 
group 
exp. 
control 
exp. 
control 
exp. 
control 
exp. 
control 
1 
3.94 
3.84 
3.58 
3.52 
2.83 
3.28* 
3.71 
4.01 
s e s s i o n s 
2 
4.06 
3.99 
3.55 
3.41 
2.74 
2.81 
3.65 
3.82 
3 
3.53 
3.65 
3.03 
3.13 
2.72 
3.43 · · 
3.50 
3.90» 
4 
3.69 
3.55 
3.11 
3.21 
2.50 
3.30 · · 
3.38 
3.69 
5 
3.35 
3.70* 
3.30 
3.37 
2.75 
3.37 · · 
3.30 
3.96 · · 
Notes: * = .01 < ρ < .05 *· = ρ = < .01 
The figures in the table reveal several interesting results. First, most of the scores 
in the table are above 3.0 at a scale ranging from 1 to 5. There are only a few ex­
ceptions to this, but even these scores are close to 3.0. The sessions are evaluated 
rather positively on all dimensions by both groups. In addition, most of the scores 
are quite close. We do not observe large shifts in the scores for the various ses­
sions. Second, both groups are quite similar when it comes to assessing the ses­
sions as valuable and absorbing, except for the fifth session where there is a sig-
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nificant difference between both groups in the average 'valuable' score. This is 
quite in line with what we found in the overall factor scores in the previous sec-
tion. There is however one thing that is worth noting at this point. In general we 
can say that for both groups the 'valuable' scores of the sessions are slightly 
higher than the 'absorbing' scores. In figure 8.1 we present the graphical repre-
sentations. As can be seen from this figure, the scores are quite steady over the 
five sessions. 
In the previous section we have seen that there is a significant difference between 
both groups with regard to the comprehensibility of the sessions. From the fig-
ures in table 8.3 it is clear that this is mainly caused by differences in the easiness 
of the sessions. Although there are also significant differences in the clarity of the 
sessions we find more (and more significant) differences in the easiness, 
although the overall pattern is quite consistent: the experimental group generally 
has lower scores for all sessions on both variables.4 From the two variables, easi-
ness and clarity, the latter scores are usually higher than the former for both 
groups. This is clearly depicted in figure 8.2 
The graphics clearly reveal the larger differences in easiness between the exper-
imental and the control group, particularly in the later sessions. The graphics 
also indicate that the non-significant difference for the second session is largely 
due to the low average score of the control group. For the control group this was 
the session focussing on the dynamics of the economic simulation 
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model. On the other hand we have seen that both groups rate the second session 
as rather valuable. Overall it receives the highest score on this latter dimension. 
In other words, explanations on such things as formalization and quantification 
of relationships between model variables are considered difficult, but valuable. 
Another thing worth noting is the steady, albeit slight, decline in the clarity 
scores for the experimental group. For this group sessions tend to become more 
difficult when they progress. This is in line with the way the computer simula-
tion game was designed. Gradually increasing in complexity on two dimensions: 
the model employed and the type of tasks. 
Let us next turn to the scores on the 14 different variables and see whether those 
can further detail the above findings. We have depicted these scores in graphic 
form. The interested reader is referred to appendix 14 for the accompanying av-
erage scores. Figure 8.3 presents the graphics for the four different aspects of the 
valuable and the absorbing. These four aspects are: the subject matter of the ses-
sion, the explanations by the operator, the assignments for the subgroups and the 
explanations in the introductory texts (see also figure 7.4). 
From these graphics it is again clear that the scores for both groups are quite 
alike. Above we have seen that there is a significant difference on the 'valuable' 
scores for the fifth session. The graphics (and the scores in appendix 14) indicate 
that this is mainly due to the relatively low scores on the value of the explanations 
of the operator and the explanations in the preparatory texts. The low scores on 
the explanations of the operator are in large part the result of the low scores of the 
third group we had in our experiment, i.e. the psychology students. This was by 
far the largest group we had to deal with. The experimental group consisted of 18 
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Figure 83 Graphical representation of the average scores on single evaluation 
questions (valuable and absorbing) for experts and experimental and 
control group 
VALUABLE 
45 r- subject operator assignments texts 
30 -
è. 
1 2 3 4 S 1 2 3 4 5 1 2 3 4 5 1 2 3 4 5 
ABSORBING 
1 2 3 4 5 1 2 3 4 5 1 2 3 4 5 1 2 3 4 5 
* experts 
— experimental group 
— control group 
Note 1: Scores for the first and second session of the experts are presented as * at session 1 and 
session 5 of the student group respectively. 
Note 2: In order to highlight differences and changes in scores the scales of the graphics have been 
enlarged slightly. 
students, that is equivalent to 6 subgroups, which all had to be dealt with by the 
operator. Obviously the operator did not have enough time to make explanations 
and answer questions from these subgroups. The other two groups did only have 
4 subgroups and consequently these low scores for the explanations don't show 
up.5 The lower 'valuable' scores for the introductory texts for the last session 
must clearly be attributed to the fact that this text for the experimental group only 
contains the introduction to the interactive simulation and the steps of play for 
this session. It thus contains relatively little new information for the reader. 
The graphics reveal some other interesting things, which remain more or less 
hidden in the aggregated data. First, the experimental group generally scores 
higher on considering the assignments in the subgroups absorbing and valuable. 
For the first and the fourth session the differences in the 'valuable' scores for the 
assignments in the subgroups are significant at the 1% level. For absorbingness 
of the assigments this is the case with the scores in the first and the second ses-
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sion. In the previous section we posed the question why it is that game operators 
generally observe great interest while this does not show up in the interesting 
scores. Here we see that it is not the subject matter or the sessions in general, but 
rather the assignments which are considered more interesting. Obviously, the 
assignments are more varied and more challenging for the experimental than 
they are for the control group. Remember that the former group had to answer all 
kinds of questions and carry out various excercises (for instance developing a pol-
icy plan and implementing it), while the latter just discussed in each session the 
preparatory text in the subgroups and generated questions on it. 
Another interesting thing is that the control group generally rates the preparato-
ry texts as more valuable and more absorbing. This is mainly true for the first, 
the fourth and the fifth session. For the fifth session this might be clear since as 
we have explained above, the text for the experimental group only contains the 
necessary information for the interactive simulation. This is also more or less 
true for the text of the first session, where the experimental group gets the neces-
sary information for the 'crash-approach' while the control group has the text 
dealing with the structure of the economic model. In other words the experimen-
tal group sometimes considers the introductory texts less valuable, but on the 
other hand they assess the assignments in the subgroups as more valuable and 
absorbing. In other words, for the computer simulation group 'it' happens dur-
ing the sessions rather than before. 
Another thing which is revealed by the graphics is that the third session rates 
relatively low on the subject matter of the session, the explanations in the 
preparatory text and the assignments during the session. This session deals with 
the explanations of the model's behavior. Remember that participants had to 
carry out some backward analysis excercises to argue from goal variable to policy 
variable. Obviously this kind of activity, which is a little tedious, is not really at-
tractive for the student group. This might not be surprising since one must have 
rather a deep interest in the subject matter to go through these tedious exercises. 
At the same time, however, this might be one of the most important elements in 
modeling, because it leads to a thorough understanding of the model's behavior, 
which is caused by its structure. The question for the design of future computer-
based learning environments is then how to make this type of exercises more 
challenging and enjoyable for non-modelers. We will offer some suggestions on 
this in the concluding chapter 
We will now focus on the other two variables: clarity and easiness of the various 
aspects of the sessions. Figure 8.4 presents the average scores in graphical form. 
These graphics also add some interesting detail to the foregoing more aggregate 
analyses on the comprehensibility of the sessions. There we found that the exper-
imental group considers the sessions in general less easy, with the exception of 
the second session. In the graphics we can see that the drop in the scores for the 
second session for the control group is mainly the result of the relatively low 
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scores on the easiness of the subject matter and the explanations in the texts. 
These scores are lowest, although the scores on the other variables also 
Figure 8.4 Graphical representation of the average scores on single evaluation 
questions (easy and clear) for experts experimental and control group 
EASY 
subject operator assignments texts 
1 2 3 4 5 
CLEAR 
operator texts 
1 2 3 4 5 1 2 3 4 5 
experts 
experimental group 
control group 
Note 1: Scores for the first and second session of the experts are presented as * at session 1 and 
session 5 of the student group respectively. 
Note 2: In order to highlight differences and changes in scores the scales of the graphics have been 
enlarged slightly. 
show a slight decrease. The most left hand figure clearly reveals that the experi-
mental group systematically considers the subjects dealt with less easy than the 
control group. With regard to the easiness of the explanations of the operator both 
groups differ considerably less, except for the third and the fifth session. The 
lower score in the fifth session for the experimental group is also reflected in the 
clarity of the explanations of the operator. This again can be explained by the low 
scores given by the third group, with the many subgroups, that probably affected 
the quality of the explanations of the operator. 
With regard to the easiness of the assignments in the subgroups, we again see 
that they are most difficult for the experimental group. The difference between 
both groups is most conspicuous in the fourth session. This is the session in 
which the analysis of the policy problem and the formulation of the policy plan for 
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the interactive simulation takes place. The level of difficulty for the experimental 
group is also reflected in the lower scores for easiness and clarity of the prepara­
tory texts in the fourth session. On the other hand however, as we have seen, the 
experimental group considers the exercises in this session quite valuable and ab­
sorbing. 
Before drawing any conclusions let us first contrast the scores given by the stu­
dent group in the experimental condition with those of the experts. 
For a proper comparison of both groups we have to point out that the two sessions 
of the experts are a summary of the five sessions of the student group in the ex­
perimental condition. Roughly we can say that the first session for the experts is 
an abbreviated version of the first three sessions of the student group. The second 
session is comparable to the fourth and the fifth session for the student group. In 
table 8.4 we present the average scores for the experts on the two sessions. These 
scores are also represented in figures 8.3 and 8.4 as an asterix in the first and the 
fifth session. 
Table 8.4 Average scores of the experts on the evaluation questions for 
two sessions (N=6) 
aspect 
session 
valuable 
absorbing 
easy 
clear 
subject 
matter 
1 2 
4.00 4.50* 
4.25 4.50 
3.00 3.25 
4.33 3.67 
explanation 
facilitator 
1 2 
3.88 4.25 
4.38 4.25 
3.25 3.00 
assignments 
subgroups 
1 2 
3.75 4.38" 
3.63 4.25 
2.86 3.14 
explanations 
in texts 
1 2 
3.86 4.14 
3.71 3.86 
3.43 3.29 
3.57 4.14 
Note: * = .01 < ρ < .05 " = ρ < .01 
The figures in this table indicate that the experts usually give somewhat higher 
sores than the students in the experimental group. The difference is particularly 
striking when we compare the scores of the experimental group on the fourth and 
the fifth session with that of the second session of the experts, which are roughly 
comparable to each other. The most notable differences are those with respect to 
the 'valuable' and the 'absorbing' scores. This is so for all four aspects of these 
two variables. With respect to the other two variables, the experts generally con­
sider the sessions less difficult, with the exception of the explanations of the oper­
ator, which receives a rate equal to that of the student group. The clarity of the 
explanations of the operator as well as those in the preparatory texts are general­
ly also rated higher by the experts, particularly in the second session. 
Another thing which is particularly interesting is the fact that the scores of the 
experts tend to increase between the first and the second session, indicating that 
they consider the second session more valuable, more absorbing, more easy and 
more clear. There are only a few exceptions to this (the easiness and clarity of the 
operator's explanations and the 'absorbing' scores on the operator's explana-
179 
tions) which decline slightly. In short we can say that the experts, in contrast 
with the students in the experimental condition, tend to value the session with the 
interactive simulation higher than the session on the structure and dynamics of 
the model. This might of course have to do with the fact that most of this 
information might already be known to them, while the interactive simulation is 
more challenging, because it puts them in a position to carry out simulated policy 
experiments with an economic simulation model. The results of this ques-
tionnaire are confirmed by the remarks in the debriefing of the sessions. The ex-
perts clearly expressed their appreciation and admiration for this way of comput-
er modeling. 
From the above figures and the conclusions that were drawn from them, we 
might derive a number of guidelines which might be used to improve future ef-
forts aimed at developing policy oriented interactive simulations and policy exer-
cises in simulated environments. We will not formulate those here, however, 
rather we will refer to this again as one of the topics in the next chapter, where 
we will formulate a nvmiber of conclusions on various aspects which relate to this 
study. 
8.3 Interest in the social security subject matter 
The first dependent variable we are going to discuss is the interest in the social 
security subject matter.We will start with the differences between the pretest and 
the posttest for the entire group. 
Table 8.5 T-test on interest scores for pretest and posttest for the entire 
group (N=77) 
pretest 
posttest 
mean 
500.04 
485.99 
st. dev. 
100.63 
106.88 
t-value 
-14.05 
df 
76 
p-value 
.07 
The figures in the table show that there is no significant change (at the 5% level) 
in the interest scores for the entire group. The actual decrease is rather small, 
about 3% from the mean pretest score. The next step is to check whether there is a 
difference between both groups with regard to their change in scores. As we have 
explained in the introduction to this chapter we will apply analysis of covariance 
to check potential differences between both groups. In our case this means that 
before applying the analysis of variance, we first rule out all effects of potentially 
disturbing variables. Since we don't know exactly beforehand, which variables to 
consider as disturbing, we decided to include most of the variables that might 
have a disturbing effect in our view. That is in the first place the pretest score. We 
want to make sure that the effect of the score on the pretest is cancelled out. Next, 
we decided to include the scores on the two evaluation dimensions of the sessions 
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as well, i.e. comprehensible and interesting as well as the degree of attendance of 
the sessions. These might very well affect a person's interest score in the posttest. 
This might also be true for the variables on reading the text. Finally, we also in-
cluded the posttest scores of research subjects on the two knowledge dimensions: 
structure and dynamics. Background characteristics like age and sexe did not 
produce any significant results for dependent variables. Hence, we left them out 
of the analyses. Table 8.6 presents the results on this analysis. 
Table 8.6 Analysis of covariance for the interest in the social secu-
rity subject matter (N=66) 
covaria tes 
pretest score 
thoroughness of reading 
amount of time reading 
attendance of sessions 
interesting 
comprehensibility 
knowledge on structure (posttest) 
knowledge on dynamics (posttest) 
main effects 
experimental condition 
group of experiment 
interaction effect 
F value 
83.65 
1.21 
.24 
.05 
.27 
.01 
.99 
5.87 
2.11 
1.51 
.88 
sign, of F 
.00 
.28 
.62 
.82 
.61 
.94 
.32 
.02 
.15 
.23 
.42 
The pretest scores as well as the scores on the knowledge of the relationship be-
tween structure and dynamics of the economic model have a significant effect on 
the interest posttest scores. There is no significant effect from either the experi-
mental condition nor the group with which the experiment was held. In other 
words a strong correlation exists between the pretest and the posttest scores on in-
terest in the subject matter (r=.80). This more or less implies that the effect of the 
experiment is rather minor. In addition, the analysis of covariance indicates an 
effect of the knowledge on dynamics. However, we have to be careful in interpret-
ing this effect, because as the scatter plot reveals this is mainly due to the fact that 
there are two extreme outliers, who cause this effect. Repeating the analysis 
without these outliers consequently demonstrates no significant effect for this lat-
ter variable, while the effect of the other variables remains largely unchanged. 
Here too, we can compare the scores of the students with those of the experts. In 
order to be able to do this we calculated the factor scores for the experts on the 
pretest and the posttest, based on the factor structure of the student group.6 This 
results in an average factor score of 599.5 for the pretest and 594.2 in the posttest. 
This is remarkably higher than the scores for the students. The differences be-
tween experts and students are significant at the .01 level. If we calculate the raw 
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sum score for the 17 items and calculate the average for both students and experts 
there is a difference of about .60 at a five point scale. In other words the level of 
interest is much higher for the experts. This might be considered as an external 
validation of our scale. The difference between pretest and posttest for the experts 
is also not significant at the 5% level (t=-.49; p=.64). In general we can say that the 
interest scores for both the students and the experts are hardly affected by 
participating in the experiment. Hence, we have to come to the conclusion that 
both questions on this topic from the problem definition of our study have to be 
answered negative. We do not find an effect on interest from confronting research 
subjects with the economic model. Neither do we find a difference when 
employing distinct modeling approaches. In other words the findings of modelers 
and gaming simulationists and the oftentimes anecdotal impressions of the in-
terest of participants in a simulation game and it's related subject matter is not 
corroberated by the results of this study. 
One might wonder why the interest level does not increase. We have to keep in 
mind that interest was defined in terms of the degree in which a person actively 
or passively gathers information on social security. Hence, we do not observe an 
increased tendency to gather more information either by reading papers, watch-
ing TV or discussing the subject more frequently with others. On the other hand, 
several research subjects indicated that the economic model provided them with a 
framework which aided in understanding and structuring information present-
ed in for instance newspapers. The economic model helps to put various pieces of 
information together in an overall picture. It provides someone with a kind of 
overall structure in which scattered pieces of information, received from various 
sources, can be systematically brought together. Hence, rather than gathering 
more information on the issue, the economic model might have helped to better 
understand and structure the information presented in the media. 
8.4 Knowledge on the information embodied in the simulation model 
In the previous chapter we distinguished between two types of knowledge, i.e. 
knowledge with respect to the structure and knowledge with respect to the rela-
tionship between the dynamics of the economic simulation model and its struc-
ture. In this section we will discuss the results of the analysis of the data on this 
subject. Table 8.7 presents the necessary figures. 
There is a significant increase in the knowledge on the structure of the economic 
simulation model for the entire group. The average increase is 2.66, which is 
about 20% from the average pretest score. In other words the research subjects 
have better knowledge of the relationships between variables in the economic 
model and their characteristics: sign, strength and delays. This also holds for 
chains of relationships. The research subjects do also gain considerably in 
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knowledge on the relationship between the economic model's structure and its 
dynamics. This type of knowledge is concerned with explaining the model's 
Table 8.7 T-test on pretest and posttest for knowledge 
simulation model (N=77) 
structure 
pretest 
posttest 
dynamics 
pretest 
posttest 
mean 
12.99 
15.65 
11.79 
15.39 
st. dev. 
3.29 
3.75 
3.11 
4.53 
t-value 
6.68 
8.19 
df 
76 
76 
of the economic 
p-value 
.00 
.00 
behavior, predicting dynamic effects of policy interventions and selecting the most 
efficient policy option. The increase is 3.60 which is about 30% of the average 
pretest score. We are, of course, also interested in the question whether both 
groups differ with respect to the gain in knowledge. In order to study this we will 
again carry out an analysis of covariance, in which we will first introduce a 
number of covariates.7 
Table 8.8 Analysis of covariance for the knowledge on the structure and 
knowledge on the relationship between structure and dynamics 
of the economic simulation model (N=66) 
covariates 
pretest score 
thoroughness of reading 
amount of time reading 
attendance 
interesting 
comprehensibility 
interest in social security 
main effects 
experimental condition 
group of experiment 
interaction effect 
structure 
F value 
8.11 
1.56 
4.27 
2.92 
.15 
.02 
.31 
.17 
3.02 
.41 
sign, of F 
.01 
.22 
.04 
.09 
.70 
.89 
.58 
.68 
.06 
.66 
dynamics 
F value 
12.70 
3.36 
1.41 
.58 
.45 
.68 
4.38 
.02 
2.67 
1.31 
sign, of F 
.00 
.07 
.24 
.45 
.50 
.41 
.04 
.90 
.08 
.28 
The figures derived from the analysis of covariance reveal that there are a few 
signiñcant effects on the level of knowledge of the structure in the posttest. The 
first is the degree of knowledge in the pretest. The better a person scores in the 
pretest, the better will the posttest score be. The second important factor which 
183 
correlates positively with knowledge on the structure is the amount of time spent 
on reading the preparatory texts for the sessions (r=.42; p=.00). 
For knowledge on the relationship between structure and dynamics there is also 
a highly significant effect of the pretest score. As was the case in the analysis of 
covariance for interest we find a significant effect of the interest in the subject 
matter on dynamics. This can, however, be explained on the same grounds as the 
effect of knowledge on the dynamics of the economic model on the interest in so-
cial security matters. 
Hence, for knowledge on the relationship between structure and dynamics, we do 
not find any influencing variable except the pretest score. The only other variable, 
which is highly correlated with this type of knowledge is knowledge on the 
model's structure (r=.52; p=.00). Structural knowledge in turn is influenced by 
the amount of reading. In our view structural knowledge is a prerequisite for 
knowledge on the relationship between structure and dynamics. (Remember for 
instance the questions in the latter category relating to explaining the model's 
behavior from certain structural characteristics.) Hence, if one thinks in terms of 
improving the learning effects from computer simulation models, it seems that 
one should increase a person's time investment in reading the accompanying 
texts. It might improve his knowledge on the structure and in turn knowledge on 
the relationship between structure and dynamics.8 
One way to do this would be to make these texts interesting, as our data suggest. 
We have calculated the correlations between the reading quantity and the four 
aspects on which the texts have been evaluated by the research subjects: valuable, 
absorbing, easy and clear. Particularly in the later sessions (three, four and five) 
we find relatively high correlations of reading quantity with 'absorbing' (r= .42; 
.44 and .49 respectively) and 'valuable' (r= .29; .34 and .45 respectively). 
Surprisingly we do not find these high correlations for the other two aspects (easy 
and clear) with the exception of clarity in the fifth session (r=.39). 
Let us next take a look at the scores of the experts and compare these with the 
scores of the student group. 
8.4.1 Comparing experts and students 
In table 8.9 we present the average scores of the experts on both dimensions of 
knowledge about the simulation model. 
The figures in the table reveal some interesting facts. First, the experts' scores do 
not significantly deviate from those of the students, with the exception of the 
pretest score on dynamics. The average score for the whole student group on dy-
namics in the pretest is 11.79. In percentages the experts score about 42 % higher 
on dynamics. It is clear that the difference between the two groups is particularly 
pronounced in the case where we have to do with the understanding of the dy-
namics of the system. The fact that in the pretest the experts score at least equally 
high on structural knowledge and significantly higher on dynamics might be 
seen as a validation of the questionnaire. The second important conclusion that 
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might be drawn from the figures in the table is that the experts gain less in 
knowledge than do the students. This is understandable for two reasons. First, 
the number of sessions for the experts and 
Table 8.9 Average scores of the experts 
structure 
pretest 
posttest 
dynamics 
pretest 
posttest 
mean 
14.67 
15.67 
16.83 
17.17 
st. dev 
3.72 
2.42 
3.60 
4.49 
on knowledge (N=6) 
t-value 
.87 
.38 
p-value 
.43 
.72 
the time they invested in the exercises is much smaller. Second, their level in the 
pretest score is already higher than that of the students. Consequently, it will be 
more difficult for them to gain in knowledge than for the student group. 
8.4.2 Passing and failing the test 
In order to get some more insight in the performance of the research subjects and 
the effect of the sessions the next thing is to decide on the number of persons hav-
ing a satisfying score. In Dutch education the normal way to decide this is to con-
sider persons with a score that is equal to or higher than 5.5 as having passed the 
test, while those with a score lower than 5.5 fail the test. If we apply this criteri-
um for our group of research subjects we get the following results. 
Table 8.10 Number of persons passing pretest and posttest 
pretest 
posttest 
structure 
number percentage 
45 58.4 
62 80.5 
dynamics 
number percentage 
25 32.5 
52 67.5 
For the research group as a whole the number of persons that passes the posttest 
increases considerably.9 For the knowledge on structure the increase is 22.1% 
and for the knowledge on dynamics the increase amounts to 35%. (There are no 
significant differences between the experimental and control group.) These in-
creases must be considered quite large, particularly for the dynamics question-
naire. 
Another question which is interesting has not so much to do with the quantity of 
persons passing the test but more with the quality. The question here is whether 
those who pass the posttest actually do obtain higher mean scores than those 
passing in the pretest. If we look at those who pass the pretest and calculate the 
mean score for this group we get 6.6 for knowledge on structure and 6.0 on 
knowledge on dynamics. In the posttest these figures are 7.4 and 7.2 respectively. 
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Not only do more persons pass the test, the average grade they obtain is generally 
higher too. As might be expected there are no significant differences between the 
experimental and the control group. 
8.4.3 Knowledge on the usefulness of the simulation model 
In the sixth chapter we have pointed out that the questionnaire on knowledge also 
contains a number of questions on the usefulness of this simulation model and 
simulation models in general. We have seen in the previous chapter that these 
questions do not correlate high enough in order to construct a scale from them. 
Hence, we will have to discuss the scores on the single questions. 
The first question (see G category in appendix 5) scores lowest in the pretest as 
well as the posttest (30% correct answers). This is the question on disadvantages 
of the fact that the simulation model is based on percentual changes between 
variables. The last question scores best (88% in pretest and 96% in posttest). This 
is the question on the uses of computer models in the policy process. The fifth 
question increases most between pretest (27%) and posttest (74%). This is the 
question on the causes of the dynamics of the simulation model. The second ques-
tion (with regard to the effects of the linearity of the model) also shows an in-
crease: from 69% in the pretest to 84% in the posttest. The third and the fourth 
question remain rather stable. The score for the third is about 69% in both pre-
and posttest. The score for the fourth is a little over 50% in pre- and posttest. 
These are the questions on the estimation of model parameters and on validation 
of the model respectively. It is clear that from the six questions these latter two 
demand most knowledge about simulation models to be answered correctly. For 
the questions in this category we do not find large differences between the 
experimental and the control group. 
With the exception of the third question the scores for the experts on these ques-
tions are in general higher than for the student group. However it would be use-
less to employ percentages, because of the small number of experts involved. 
8.5 The quality of a person's policy theory 
In the previous chapters we have demonstrated that scale construction for the 
various indicators was untenable. Hence, we are left with a relatively large num-
ber of indicators which will have to be described in this section. In the sections on 
interest and knowledge we basically followed a three step approach in presenting 
the results. First, a comparison between the average scores on the pretest and 
posttest, by means of a t-test for the entire group to see whether any substantial 
changes had taken place. Second, we applied analysis of covariance to explore dif-
ferences between the experimental and the control group. Third, the scores of the 
student group were compared with those of the experts. We might apply the same 
procedure for each of the quality indicators of the policy theory. This would, how-
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ever, lead to a rather dull description and quite some repetitive argumentation. 
Hence, we will follow a slightly different procedure. Instead of taking the 
indicators as the basis for structuring this chapter and discussing these consecu-
tively, we will take the above three steps as our point of departure. In section 8.5.1 
we will discuss the differences between the pretest and the posttest for the entire 
group on all of the indicators. In section 8.5.2 we will focus on comparisons be-
tween experimental and control group. In section 8.5.3 we will compare experts 
and students. 
8.5.1 Differences between pretest and posttest 
In table 8.11 we have summarized the results of t-tests on the indicators for the 
epistemologica! dimension of the quality of the policy theory 
Table 8.11 T-test on pretest and posttest for the entire group on the 
epistemologica! quality indicators of policy theory 
Validity 
correctness 
consistency 
Precision 
model concepts 
signed rel.ships 
quantifications 
pretest 
.99 (.03) 
.99 (.02) 
.87 (.09) 
.98 (.04) 
.10 (.15) 
posttest 
.98 (.03) 
.99 (.02) 
.92 (.08) 
.98 (.04) 
.27 (.29) 
t-value 
-1.77 
-.33 
4.65 
.49 
5.45 
p-value 
.08 
.75 
.00 
.63 
.00 
Note: figures between brackets represent standard deviations 
There are various indicators, which have a high average score in the pretest. 
This is particularly striking for the correctness and the consistency of relation-
ships. We certainly had not expected that the number of correct relationships 
would be as high as is found in the pretest. The absolute number of incorrect rela-
tionships ranges from 0 to 4 in both pretest and posttest. As stated in the previous 
chapter we would naturally expect this variable to correlate with knowledge on 
the model's structure. The correlation between both variables is .38 (p=.00). In 
addition there is also a correlation with knowledge on dynamics (r=.30; p=.01). 
Given these correlations, we may preliminarily conclude that measuring the cor-
rectness of relationships through the quality of a policy theory seems to be cross-
validated this way. 
The absolute number of inconsistent relationships varies from 0 to 3 in the pretest 
and from 0 to 4 in the posttest. The fact that the percentage of consistent relation-
ships is high is not as strange as might look at first sight. This is partly caused by 
the fact that the occurrence of multiple identical relationships is rather low. In 
the pretest the percentage of multiple identical relationships is 7% and in the 
posttest 8%. The number of persons having no multiple identical relationships is 
34% in the pretest ana 29% in the posttest. Our data do, however, not suggest that 
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cognitive maps are inconsistent as is often stated in the literature (cf. Weick and 
Bougon, 1986, p.124). Rather, our results are in accordance with results from an-
other empirical study. Hogarth et al. (1980, p . l l4) also observed that the cognitive 
maps of their research subjects were largely consistent. 
Another variable, which has a high average score in the pretest is the proportion 
of signed relationships. In other words research subjects do in general indicate 
whether a relationship is positive or negative. 
The second thing worth noting has to do with the small differences between 
pretest and posttest. Partly this is a consequence of the high scores in the pretest. 
There are only larger and significant increases for the proportion of quantifica-
tions and the proportion of model concepts. The increase in the absolute number 
of quantifications is quite striking. In the pretest the average number of quantifi-
cations is 1.9. In the posttest this figure is 5.9. Not only does this average score 
rise quite sharply, this is also true for the number of persons using quantifica-
tions. In the pretest 49% of the research group uses one or more quantifications. 
In the posttest this percentage is 87%. The proportion of quantifications correlates 
moderately with knowledge on structure (r=.31) and low with knowledge on dy-
namics (r=.13). 
The proportion of model concepts is already quite high in the pretest. This is of 
course partly the result of the fact that in the coding process coders have to 
'translate' policy note concepts into model concepts. Since policy notes of both 
pretest and posttest were randomly assigned to coders, we may safely assume 
that in the posttest the concepts used by the research subjects come in general 
more close to the model concepts. We have to point out again, that strictly speak-
ing this variable is not a perfect indicator for precision of the policy theory as we 
have seen in the previous chapters. It can, however, be considered as an indicator 
for the degree of conceptual impact from the simulation model. In that sense we 
would expect this indicator to correlate with the knowledge on the structure of the 
economic simulation model. This is indeed the case. The correlation between the 
relative number of model concepts and knowledge on structure is .26. With 
knowledge on dynamics .17. Partly this low correlation is the result of the skew-
ness of both variables. The correlation between the absolute number of model con-
cepts and knowledge on the model's structure is .35 (p=.00) and between the abso-
lute number of concepts and knowledge on dynamics .29 (p=.01). 
With regard to the epistemologica! criteria we overall have to come to the conclu-
sion that it is primarily thinking in quantitative terms, which is improved. 
Research subjects also tend to think more in terms of the economic simulation 
model. The correctness and consistency of the policy theories is already high be-
fore confrontation with the computer model has taken place. 
Let us next turn to the indicators concerning the implementary dimension of the 
quality of a policy theory. Table 8.12 contains the figures on these indicators. 
From this table it is clear that large shifts between the pretest and the posttest are 
rare. There are only two significant changes, i.e. a significant increase in the 
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density, and a significant decrease in the number of fields from which concepts 
are derived. 
Table 8.12 T-test on pretest and posttest for the entire group on the 
implementary quality indicators of policy theory 
Policy variables 
instruments 
goals 
Differentiation 
concepts 
fields/categories 
length paths 
length loops 
number paths 
number loops 
balancedness 
Integration 
density 
pretest 
.36 (.11) 
.20 (.07) 
.43 (.15) 
.39 (.09) 
.22 (.11) 
.24 (.09) 
.60 (.72) 
.14 (.23) 
.35 (.32) 
1.34 (.34) 
posttest 
.34 (.10) 
.20 (.07) 
.43 (.12) 
.35 (.11) 
.20 (.09) 
.20 (.08) 
.70 (.65) 
.15 (.18) 
.30 (.31) 
1.47 (.45) 
t-value 
-1.09 
.08 
.09 
2.62 
1.00 
-1.66 
.90 
.03 
.81 
2.32 
p-value 
.28 
.94 
.93 
.01 
.32 
•11*) 
.37 
.98») 
.42 ·*) 
.02 
Notes: Figures between brackets represent the standard deviations. 
*)The number of persons having one or more feedback loops in both pretest and 
posttest 34 
"OThe number of persons having valid scores for balancedness in pretest is and 
posttest is 53 
At first sight the increase in the density from 1.34 to 1.47 might seem quite small. 
We have to take into account, however, that there also is a significant increase in 
the absolute number of concepts. The average number of concepts increases from 
20.44 to 21.96 in the posttest (p=.05). In other words this implies that the number 
of relationships that is conceived between concepts by the research subjects must 
have increased even stronger than the figures in the table suggest. The average 
number of relationships rises form 28.34 in the pretest to 33.69 in the posttest. As 
can be seen this increase is quite considerable. It is clear that confrontation with 
the computer model thus induces more relationships to be conceived between 
concepts. This is in line with the remarks of students that modeling supports in 
structuring information from various sources on social security matters. 
The figures also reveal that on average the number of relationships is higher 
than the number of concepts. However, in comparison with the economic simula-
tion model, research subjects clearly lag behind. The model's density is 2.63, 
which is considerably higher than the average research group's density.10 In re-
lation to the economic simulation model we will indeed have to admit that the 
cognitive maps of our research subjects are 'simple' with respect to the number of 
concepts and the number of relationships. 
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The absolute number of concepts increases, as we have seen above. This is mainly 
due to the fact that the length of the policy notes increases too. Hence, the propor-
tion of concepts (number of concepts divided by the number of lines of text) 
remains equal. There is a moderate correlation between the absolute number of 
concepts and knowledge on structure in the posttest (r=.31 ) and knowledge on dy-
namics in the posttest (r=.27). In the pretest these correlations are .09. A few con-
cepts clearly receive more attention in the posttest than in the pretest. These are 
the nominal wage level (frequency in pretest: 15.1% and in posttest 21.3%) and 
national income (8.9 % and 13.6 % respectively). Other variables, concerning the 
height of benefit levels receive less attention in the posttest (7.9 % and 3.4% respec-
tively). Concepts which are employed most frequently are: nominal wage level, 
employment and national income. This latter also under such names as: eco-
nomic growth, economic climate etc. 
The second variable which shows a significant change between pretest and 
posttest is the number of categories or fields, which is employed by a person. As 
we have explained, for this we have classified each of the concepts that has been 
used by the research subjects in one of nine categories. These categories are: con-
sumption, finances of the market sector, production and investments, govern-
ment, labor market, finances of the social security sector, social security benefit 
levels, number of beneficiaries and foreign trade. 
The average number of different categories that is used is 7.47 in the pretest and 
7.19 in the posttest for the total group. Taking the relative number of categories 
(i.e. dividing the number of categories by the number of different concepts) reveals 
that there is a slight decrease from .39 in the pretest to .35 in the posttest. The t-
test reveals that this decrease is significant at the 1% level. In other words there 
tends to be a concentration on lesser categories in the posttest. The question then 
becomes where this concentration takes place. Categories which are clearly over-
represented in their use, if we compare them with their proportion derived from 
the total list of 152 concepts used by the research subjects, are finances of the 
market sector and labor market. Mainly such concepts as wage level, profits and 
employment are frequently used. Concepts stemming from the category of the 
number of beneficiaries are clearly underrepresented. The category that is used 
relatively most is the labor market (over 20 % on average). This is also the catego-
ry that increases between the pretest and the posttest. Categories which clearly 
decrease are the number of beneficiaries and foreign trade. Hence, the concentra-
tion seems to take place in the field of labor market and such concepts as 
(un)employment, labor supply, potential employment etc. In the preparatory texts 
and the sessions this was a frequently recurring theme. 
Let us next take a look at the other variables in table 8.12 for which there is no 
significant difference between pretest and posttest. 
The average number of different instrument variables which is employed by a re-
search subject is 7.45 in the posttest (7.27 in the pretest). It thus looks that there is 
small increase between the pretest and the posttest. As can be seen from the fig-
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ures in table 8.12, this is however not true with regard to the relative number of 
instrument variables ( i.e. the number of instrument variables divided by the 
number of different concepts). On average the research subjects tend to employ 
about one third of the total number of concepts in their policy theories as instru-
ment variables. This is somewhat higher than might be expected, when we look 
at the distribution of the various variables in the economic simulation model. 
From the 152 different concepts used by all the research subjects, only 40 are de-
fined by us as instrument variables. That is about 26 %. In other words, in com-
parison with the total number of concepts that might be used, the research sub-
jects tend to employ relatively more instrument concepts. 
The figures in the table also reveal that research subjects tend to use relatively 
more goal variables (.20) than would be expected from the proportion of goal vari-
ables in the list of concepts (.12). Hence, in the policy theories both the number of 
instrument and goal variables seem to be overrepresented. 
We will now turn to the indicators for the degree of detail in the policy theories. 
Before we focus on the results of the relative length of paths, let us first discuss 
the absolute length of the paths in the policy theories. If we take the entire student 
group, we observe that the mean length of the paths is 4.1 in the pretest and 4.23 
in the posttest. The increase is not significant, which is mainly due to the rela-
tively large standard deviation for this variable.11 We determined the relative 
mean length of paths by dividing the absolute length of paths by the maximum 
possible length, which is equal to the number of concepts minus 1. If we take the 
increase in the number of concepts into account, there is no significant change in 
the length of paths. The other indicator for the degree of detail of the policy theory 
is the average length of feedback loops. About one third of the research subjects 
does not have a score for this variable. In the pretest there are only 47 persons 
with one or more feedback loops, for the posttest this figure is 46. The number of 
persons having one or more feedback loops in both the pretest and the posttest is 
34. The average scores on this variable are 4.98 in the pretest and 4.72 in the 
posttest. This difference is not significant. The relative length of feedback loops 
was calculated by dividing the mean length by the maximum possible length, 
which is equal to the number of different concepts used by a subject. As can be 
seen from table 8.12 the relative length of feedback loops does not change signifi-
cantly between pretest and posttest. Hence, we have to conclude that with regard 
to the level of detail of the arguments contained in the policy theories, we do not 
observe any major changes through computer modeling. 
Let us next turn to the extension of the policy theory as measured by the number 
of paths and feedback loops. We will first take a look at the number of paths. The 
average absolute score on this variable is 117.47 in the pretest and 196.48 in the 
posttest. It looks as if this is quite a tremendous increase, but it is nonetheless 
only significant at the .07 level since the standard deviation for this variable is 
considerable, 211.62 in the pretest and 326.34 in the posttest. The scores range 
from 1 to 1071 in the pretest and from 1 to 1509 in the posttest. We have to be care-
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ful in interpreting these figures. None of the research subjects is of course in a 
position to construct for instance 500 different paths in two pages of text in the pol-
icy note. We have to take into account that the high number of paths is partly 
caused by the fact that the research subjects do formulate a number of paths 
which, if brought together in one 'map', might increase rapidly due to the fact 
that these different paths are now combined with each other. We can expect 
something similar to happen with regard to the number of feedback loops. Thus, 
rather than considering the absolute values on this and the next variable as indi-
cators for the extension, we had probably better interpret these figures in an ordi-
nal sense. In other words, rather than saying that a person with a score of 500 on 
the number of paths has a high extension we would say that a person with a score 
of 500 has a higher extension than a person with a score of 400. Overall there is no 
significant change in the relative number of paths in the policy theories. 
With regard to the number of feedback loops we see a similar pattern. The aver-
age number of feedback loops in the pretest (for 34 research subjects) amounts to 
9.21 (standard deviation 23.76). For the posttest this figure is 13.35 (standard devi-
ation 31.39). As can be seen the number of paths is in general much higher than 
the number of feedback loops. Moreover, as we have seen, all research subjects 
have paths in their cause maps, while only 47 (pretest) and 46 (posttest) do have 
one or more feedback loops. This seems in line with the remark of other authors 
who have pointed out that it is in general simpler to think in sequential terms 
than it is to think in feedback loops and hence one will only rarely find feedback 
loops in cause maps (cf. Axelrod, 1976; Weick and Bougon, 1986; Hall et al., 1989). 
In the two cognitive maps presented by Sevon (1984) for instance one also detects 
only one feedback loop. Weick and Bougon point out that when "....cognitive maps 
are coded from documents, it is rare to find loops" (Weick and Bougon, 1986, p. 
121-122). This latter observation does not seem to be confirmed by our data. We 
have to point out that our research subjects do not tend to score low on this vari-
able. However, there is no significant increase in the number of feedback loops be-
tween pretest and posttest. 
Hence, we have to come to the conclusion that for the entire group there is no in-
crease in the extension of the policy theory. Persons do not seem to distinguish 
more paths between instrument and goal variables in the policy theories. Neither 
is feedback thinking increasing due to the economic simulation model. 
In the operationalization of the quality of the policy theory we have also distin-
guished the complexity. One of the things that is conspicuous about cognitive 
maps according to Axelrod (1976) is the fact that they are generally balanced. In 
this subsection we will see if that is also true for our research subjects. 
In table 8.12 the number of valid observations for balancedness is 53. This is due 
to the fact that there are a number of persons that have no balanced nor unbal-
anced situations. Consequently one cannot calculate the balancedness. For the 
whole group the number of nonbalanced situations drops from .53 in the pretest to 
.48 in the posttest. The difference is not significant at the 5% level. 
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The figures reveal that the proportion of balanced situations is smaller than the 
proportion of imbalanced ones. This is in sharp contrast with the findings of for 
instance Axelrod (1976). The question is why this is the case. In our view it might 
have to do with the fact that we do not ask research subject to actually make 
choices between policy options and to come to a conclusion. Rather we ask them, 
as can be seen in appendix 3, to present arguments why certain policy options 
should or should not be used to realize a policy goal. This leads to arguments both 
pro and con certain options. 
Let us next discuss the two final indicators comprising the strategic dimension of 
the quality of a policy theory 
Table 8.13 T-test on pretest and posttest for the entire group on the strategic 
quality indicators of a policy theory 
Strategic 
exogenous var. 
delays 
pretest 
1.08(2.16) 
.08(0.12) 
posttest 
.79 (2.31) 
.23 (0.27) 
t-value 
-.88 
4.73 
p-value 
.38 
.00 
Note: figures between brackets represent standard deviations 
The number of exogenous variables is one of the typical outliers in the whole 
analysis in the sense that it scores low both in the pretest and the posttest for both 
groups. The average scores for the absolute number of exogenous variables are 
.23 for the pretest and .16 for the posttest. When we take the relative number of ex-
ogenous variables (number of exogenous variables divided by number of different 
concepts) we get the results as displayed in table 8.13. The figures in the table 
show that the proportion of exogenous variables does not change significantly be-
tween the pretest and the posttest. Obviously this must be attributed to the fact 
that in both groups relatively little attention was given to that matter. Most of the 
time was devoted to endogenous variables in the economic model. 
The last variable that we have to take a look at is the number of delays. The re-
sults of the analysis are largely comparable to those of the quantifications indicat-
ing a theory's precision. We also do find a high correlation (r=.52 in the posttest) 
between both variables. The average number of delays increases from 1.53 in the 
pretest to 4.64 in the posttest. This increase, which is significant, holds when we 
take the relative number of delays, i.e. the number of delays divided by the num-
ber of concepts. This can be seen in table 8.13. The increase in the relative number 
of delays is highly significant. This implies that research subjects, after having 
been confronted with the computer model, have the tendency to take into account 
the fact that it takes some time to implement policy measures as well as time to 
expect effects of these policy measures. 
Summarizing the changes in the quality of the policy theories for the entire group 
we can draw some interesting conclusions. Large increases are observed for the 
number of quantifications and delays. Moderate to large increases for the density 
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and the absolute number of concepts. The number of categories shows a 
significant decline. Other variables, indicating the validity, the number of policy 
variables, the differentiation of a policy theory and the use of exogenous variables 
do remain largely unchanged between pretest and posttest. 
Having discussed the differences between the pretest and the posttest for the en-
tire group, in the next section we will study potential differences between the ex-
perimental and the control group. 
8.5.2 Differences between the experimental and the control group 
In the foregoing section we have been concerned with changes in the policy theory 
for the entire research group. In other words these analyses were aimed at an-
swering the first of the two research questions on improvement of the quality of 
policy theories, i.e. the question whether confrontation with computer models do 
change the quality of these theories. In this section we will focus on the second 
question: do different modeling approaches have differential effects in this re-
spect. As was the case with the analysis of interest and knowledge we will employ 
analysis of covariance. We will thus report on three important issues: the effect of 
the covariates, the effect of the experimental variable and the potential differences 
between the three groups with which the experiment was carried out. The effects 
of the covariates will be discussed first, since in the analyses these effects are 
cancelled out before the effect of the experimental variable is introduced. Here too, 
rather than discussing the results per indicator we will try to arrive at an 
overview of the results in order to be able to detect some pattern in the data. For 
this we present the main results in table 8.14. Readers who are interested in a 
more detailed description of the analyses are referred to Vennix (1989b). 
The second and the third column contain the main effects, i.e. the effects of the 
experimental variable and the effect of the group with which the experiment was 
carried out. The subsequent columns contain the effect of the various covariates. 
As can be seen from the figures in the table, the significant effects of the covari-
ates on the various indicators is quite scattered. Looking at the epistemologica! 
category reveals that the pretest score has a significant influence in two cases: 
the correctness and the quantifications. There is only one significant effect of the 
other covariates, that is the effect of considering the sessions interesting on the 
relative number of quantifications.12 Both variables correlate positively, i.e. the 
more one considers the sessions interesting, the higher the number of quantifica-
tions in the policy note (r=.42; p=.00). 
In the implementary category we observe several significant effects of covariates. 
The proportion of instrument variables is positively influenced by the quality of 
reading the preparatory texts (r=.18; p=.07). The number of goal variables is 
mainly influenced by both knowledge on the structure and knowledge on the dy-
namic characteristics of the economic model. The correlation between the relative 
number of goal variables and knowledge on the structure is negative (r=-.21·, 
p=.04). With knowledge on dynamics the correlation is .04. This negative and zero 
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Table 8.14 Results of analys is of covar iance for qual i ty of the po l icy theory: ρ - va lues 
Indep./covariates 
Indicators 
Epistemologica! 
correctness 
consistency 
model concepts 
signed relationships 
quantifications 
Implementa ry 
instrument variables 
goal variables 
# of concepts (abs.) 
# of concepts (rel.) 
number of fields 
length of paths 
length of loop» 
number of paths 
number of loops 
balancedness 
density 
Strategic 
exogenous variables 
number of delays 
main effects 
exper. 
.24 
.08 
.83 
.21 
.75 
.58 
.03* 
.32 
.95 
.58 
.41 
.98 
.06 
.01 " 
.93 
.81 
.40 
.56 
group 
.35 
.45 
.51 
.07 
.22 
.33 
.30 
.85 
.96 
.99 
.04* 
.03* 
.09 
.11 
.16 
.12 
.60 
.09 
pretest 
.04* 
.94 
.48 
.53 
.00** 
.06 
.13 
.00»* 
.21 
.13 
.10 
.53 
.57 
.16 
.38 
.26 
.52 
.47 
knowledge 
posttest 
struct. 
.07 
.63 
.08 
.50 
.10 
.17 
.00** 
.93 
.51 
.93 
.09 
.37 
.57 
.70 
.54 
.47 
.04» 
.61 
dynam. 
.35 
.41 
.93 
.97 
.85 
.58 
.03* 
.95 
.43 
.96 
.64 
.88 
.89 
.53 
.86 
.28 
.47 
.21 
reading 
quant. 
.91 
.60 
.92 
.74 
.78 
.14 
.06 
.02* 
.76 
.36 
.98 
.05* 
.73 
.66 
.08 
.14 
.30 
.95 
qual. 
.29 
.70 
.38 
.14 
.53 
.03* 
.67 
.58 
.75 
.50 
.26 
.21 
.09 
.08 
.31 
.40 
.01 *» 
.92 
evaluation 
inter. 
.66 
.74 
.08 
.79 
.01 ** 
.90 
.18 
.50 
.73 
.54 
.12 
.24 
.22 
.89 
.56 
.72 
.28 
.05* 
compr. 
.46 
.69 
.51 
.56 
.16 
.62 
.35 
.06 
.35 
.74 
.03* 
.05* 
.39 
.99 
.40 
.68 
.47 
.12 
interest 
posttest 
.26 
.56 
.07 
.08 
.43 
.23 
.29 
.36 
.79 
.29 
.83 
.51 
.24 
.65 
.13 
.77 
.41 
.47 
atten­
dance 
.22 
.17 
.76 
.31 
.31 
.68 
.11 
.72 
.65 
.18 
.22 
.26 
.13 
.89 
.19 
.02* 
.66 
.52 
Note 1: »= .01 <p < .05 **= ρ < .01 
Note 2: There are no significant interaction effects between the experimental variable and the group with which the 
experiment was carried out. 
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correlation might partly be explained by the fact that there is a positive correlation 
between the proportion of instrument variables and knowledge on the structure. 
Naturally, the higher the proportion of instrument variables, the lower the pro-
portion of goal variables has to be. This is reflected in the negative correlation be-
tween both latter variables in the posttest (r=-.42). 
The absolute number of concepts in the policy theories is influenced by both the 
pretest score and the quantity of reading. The higher the pretest score, the higher 
the score in the posttest and the more one has read, the higher the score on the 
absolute number of different concepts (r=.42; p=.00). 
For the length of paths and the length of feedback loops we find a significant effect 
of the comprehensibility of the sessions. In both cases the correlation is negative. 
The higher the comprehensibility the lower the relative length of paths (r=-.15; 
p=. l l ) and loops (r=-.27; p=.04). The relative length of loops is also significantly in-
fluenced by the quantity of reading. Here the correlation is also negative (r=-.26; 
p=.05). At first sight this might look strange, but it might be that it is not the com-
prehensibility which influences the length of paths and loops but rather that 
those who tend to see the issue in less detailed terms consider the sessions more 
comprehensible. Finally, the density of the policy theory is positively and signifi-
cantly affected by the degree of attendance of the sessions (r=.29; p=.01). 
In the strategic category one observes a significant influence of knowledge on the 
model's structure and the quality of reading on the relative number of exogenous 
concepts. Knowledge on the structure correlates positively with the number of ex-
ogenous concepts (r=.17; p=.07), while quality of reading correlates slightly nega-
tive with this latter variable (r=-.ll; p=.19). This negative correlation is under-
standable, since the more accurate one has read the texts the more emphasis 
might be placed on the endogenous aspects of the model and consequently the rel-
ative number of exogenous concepts will decrease. 
Finally, we have a significant effect of considering the sessions interesting on the 
relative number of delays. The correlation between both variables is positive 
(r=.32; p=.00): the more one considers the sessions interesting, the higher the 
proportion of delays in the policy theory. 
After having singled out the effects of the covariates, there are only two cases in 
which one observes an effect of the experimental variable. This is the case with 
respect to the proportion of goal variables and with regard to the relative number 
of feedback loops. In the first case, the experimental group scores higher than the 
control group. After adjusting for the effects of the covariates the experimental 
group has an average proportion of .22 and the control group scores .18. It might 
very well be possible that the difference on this aspect between the two groups is 
caused by the interactive simulation. The experimental group is clearly forced in 
several sessions to think in terms of realizing certain goals in the simulation and 
checking this with the aid of selected indicator variables. 
With regard to the relative number of feedback loops we observe the opposite. Here 
it is the control group which scores higher. The overall mean score for the entire 
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group is .15 as we have seen. After adjusting for the effects of the covariates, the 
score for the experimental group becomes .05 and .25 for the control group. 
Finally, we observe a significant effect of the group with which the experiment 
was carried out on the relative mean length of paths and feedback loops. The first 
group scores lowest, the last group of psychology students highest. This might 
again have something to do with the lower educational level of the first group. 
Various persons from this group made clear that they sometimes had great diffi-
culty in understanding the economic model and the exercises carried out with it. 
As we have seen in the previous section, there are some interesting changes be-
tween the pretest and the posttest with regard to the categories from which con-
cepts, instrument variables and goal variables are selected. Here there are a few 
differences between the experimental and control group. With regard to the cate-
gories from which the concepts are selected, the differences between both groups 
are mainly concentrated in foreign trade and market sector (both stable for con-
trol group and clearly decreasing for the experimental group) and consumption 
(stable for experimental group and decreasing for control group). 
The changes in the use of various fields is depicted in figure 8.5. 
In the experimental group the increases in certain categories are distributed over 
labor market, social security finances and benefit levels. In the control group 
there is mainly an increase in the use of the labor market category. This again 
might be attributed to the effect of the interactive simulation. Participants are 
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forced not to concentrate on one policy goal, but rather have to try to simultane-
ously realize several policy goals. Labor market, social security finances and ben-
efit levels were the important areas in which policy goals had to be realized in the 
interactive simulation session as we have seen in the fifth chapter. This might 
also explain why the experimental group employs significantly more goal vari-
ables than the control group. 
Comparing the two groups from the experiment we have to come to the overall 
conclusion that we only observe differences for the use of the proportion of goal 
variables (experimental group scores higher) and the number of feedback loops 
(control group scores higher). All other variables do not show any significant dif-
ferences. The effects of the covariates is somewhat scattered. However, as one can 
see from the figures in table 8.14 (particularly if one includes p-values between .05 
and .10), frequently the knowledge of the economic model and the preparation of 
the sessions occur as significant effects on the level of indicator variables for the 
quality of the policy theory. As we have seen these variables do correlate with each 
other. Naturally, we would expect persons who prepared better to receive higher 
knowledge scores. We may thus conclude that the preparation of the sessions 
does not only directly but also indirectly (through knowledge gains) affect various 
quality indicators of the policy theory. 
8.5.3 Comparing experts and students on the quality of the policy theory 
Thus far we have been discussing results of the student group. It is interesting to 
compare the scores of the group of experts with those of the student group, since 
as Weick and Bougon (1986) point out, little is known about the differences be-
tween experts and novices. In our case, there are, however, two problems in-
volved in doing this. First, the number of experts is quite small. Hence, we have to 
be careful in interpreting differences between both groups. Second, we only have a 
pretest score for the group of experts on the policy theory indicators. This implies 
that we cannot use their scores to calculate differences between pretest and 
posttest. Potential improvement in the experts' score will have to be inferred from 
the comparison with the student group. In table 8.15 we have summarized the 
average scores for the student group in the pretest and posttest and the average 
scores for the expert group. 
The figures in this table reveal several interesting things. First, the experts do not 
have any incorrect or inconsistent relationships in their policy theories. We may 
consider this to be an external validation of our measurement instrument. 
Within the precision dimension the experts score significantly higher on the 
proportion of model concepts in comparison with the pretest of the student group. 
In this respect their use of concepts is more close to that of the computer model. 
As can be seen from the figures in the table there is only one other indicator on 
which the experts score significantly higher than the students, i.e. the density. 
Obviously the policy theories of the experts are more integrated than those of the 
students (see also Klein and Cooper (1982) for scores of experts on density). 
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With regard to the indicators in the differentiation category we see a mixed pic­
ture. The relative number of concepts and categories from which these are 
derived is about equal for students and experts. However, there are some differ­
ences with regard to the distribution of the concepts over the various categories. . 
First, the experts give more emphasis to the finances of the market sector and the 
height of the benefits. They use less concepts from the government category, the 
labor market and the finances of the social security sector. 
Table 8.15 Average scores of student group (pretest and posttest) and experts 
on the quality indicators for policy theory 
Validity 
correctness 
consistency 
Precision 
model concepts 
signed relationships 
quantifications 
Policy variables 
instruments 
goals 
Differentiation 
concepts 
categories 
length paths 
length loops 
number paths 
number loops 
balancedness 
Integration 
density 
Strategic 
exogenous v. 
delays 
student 
pretest 
.99 (.03) 
.99 (.02) 
.87 (.09) 
.98 (.04) 
.10 (.15) 
.36 (.11) 
.20 (.07) 
.43 (.15) 
.39 (.09) 
.22 (.11) 
.24 (.09) 
.60 (.72) 
.14 (.23) 
.35 (.32) 
1.34 (.34) 
.01 (.02) 
.08 (.12) 
;roup 
posttest 
.98 (.03) 
.99 (.02) 
.92 (.08) 
.98 (.04) 
.27 (.29) 
.34 (.10) 
.20 (.07) 
.43 (.12) 
.35 (.11) 
.20 (.09) 
.20 (.08) 
.70 (.65) 
.15 (.18) 
.30 (.31) 
1.47 (.45) 
.01 (.02)) 
.23 (.27) 
experts 
(N=5) 
1.0 (0.0) 
1.0 (0.0) 
.93 (.05)* 
.99 (.02) 
.10 (.17) 
.41 (.16) 
.21 (.08) 
.40 (.18) 
.35 (.05) 
.27 (.06) 
.12 (.11) 
.88 (.52) 
.07 (.12) 
.36 (.37) 
1.63 (.09) »· 
.00 (.00) 
.29 (.24) 
Note»: 1)* = ρ < .05 ; ** = ρ < .01 for comparison of expert scores with student scores for the pretest 
2)numbers between brackets represent standard deviations 
As was the case with the student group the experts do not seem to employ much 
feedback thinking in their policy theories. This is in accordance with statements 
of Hoogerwerf (1984) and Axelrod (1976) that policy makers tend to ignore feedback 
processes as we have seen. 
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With regard to balancedness we find the same score as for the student group. 
There is a relatively high level of imbalancedness in the experts' policy theories, a 
finding which does not seem to be in accordance with statements made by 
Axelrod (1976), that policy makers tend to have balanced cognitive maps. Here the 
explanation might be the same as with the student group: we did not ask for ex-
plicit choices from the set of policy options. 
What is striking is the fact that none of the experts employs any exogenous con-
cepts. This is a fact that has derived little attention in the literature on cognitive 
maps. We do find, however, similar results for the cognitive maps presented by 
Hogarth et al. (1980). Obviously the main concentration of these experts is on pro-
cesses within their policy field. There seems to be little attention for processes in 
the environment, which might influence processes within this system and might 
drastically counteract the assumed effects of proposed policies. We are convinced 
that through modeling this quality aspect might be improved, albeit that the 
simulation exercises would have to particularly address this issue of changes in 
the environment of the policy field. 
8.6 Comparison of selected and removed research subjects 
Comparing the 29 subjects who were removed from the analysis with the 77 sub-
jects in the analysis cannot meaningfully be done for the quality of the policy theo-
ry, since most of the research subjects that were removed, were omitted exactly 
because of missing scores on this variable. Hence we will have to restrict our-
selves to three important variables from the analysis: interest, knowledge and the 
evaluation questions. With regard to the latter we have to be careful too, since 
many of these research subjects missed several sessions. As we have seen, the 
larger part of the research subjects that were removed stem from the first group 
with which we carried out the experiment. This was also the group that we did 
have least control over in terms of demanding them to attend the sessions. 
With regard to interest, we do not find any large difference between both groups. 
The group of subjects that was removed scores even a little higher than our re-
search group, although the difference is neglectably small. With regard to the 
knowledge questions the group of removed subjects clearly scores lower than our 
group of research subjects. Their scores in the pretest and posttest remain almost 
equal and are about 10.0 both for knowledge on structure and dynamics. With re-
spect to the evaluation questions the largest differences are found for the easiness 
of the sessions. Clearly the group of research subjects that was removed consid-
ered the sessions considerably more difficult than our research group. This 
might also explain why they tended not to attend the sessions and spend little 
time on preparing these. 
Finally, we have to point out that, although the removed subjects do differ from 
our 77 respondents on a number of characteristics, including the removed sub-
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jects in the analyses and employing missing values does not significantly alter 
the results of these analyses (cf. Schmeets and Vennix, 1987). 
8.7 Summary and discussion 
In this final section we will summarize and discuss the results of the analyses. 
The first variables that we have presented in this chapter were the preparation 
and the evaluation of the sessions. With regard to the preparation of the sessions, 
as measured by the amount of time spent on reading the texts and the thorough-
ness, we found that both groups are equal in this respect. On average our re-
search subjects spent about 2 hours per session to read the texts. In general this 
was done rather thoroughly. The first group with which the experiment was car-
ried out scores lower on preparation. This is also true with respect to attendance 
of the sessions. Here we also do not find differences between experimental and 
control group. 
With regard to the evaluation we find no large differences between the experi-
mental and the control group when it comes to considering the sessions interest-
ing. As we have seen, the fact that the experimental group considers the assign-
ments during the session in general more absorbing and valuable might explain 
the higher interest and involvement frequently observed by game operators dur-
ing the sessions. 
The experimental group clearly considers the sessions less comprehensible than 
the control group. This is probably caused by the excercises that the particpants 
in the experimental conditions had to carry out. The control group might not have 
been aware of these difficulties, because they were presented with the problems as 
well as their solutions. 
Summarizing the results of the evaluation of the single sessions, we can formu-
late the following conclusions. 
First, the scores on the various aspects and their respective dimensions are 
rather high. The average scores are all equal to or higher than 2.5 on a scale 
ranging from 1 to 5. Most of the scores are even above 3.0. Second, the experimen-
tal and the control group are quite alike in assessing the sessions as valuable and 
absorbing. This is in contrast with the difference between these groups when it 
comes to evaluating the easiness and the clarity. The experimental group clearly 
judges the sessions more difficult and less clear. On the other hand research 
subjects in the experimental group clearly indicate that they consider the 
assignments in the subgroups valuable and absorbing. Obviously these are more 
varied and challenging for the experimental group than they are for the control 
group. Third, in most cases the value of the sessions is rated higher than the ab-
sorbingness. The clarity of the sessions is also rated higher than the easiness. 
These conclusions go for both the experimental and the control group. Fourth, the 
experts generally rate the sessions higher on all dimensions for all of the aspects. 
201 
In addition, the experts show the tendency to rate the session which is most 
closely related to the actual interactive simulation higher than the other session. 
For the students we see just the opposite. They consider the early sessions more 
valuable and absorbing. This might have to do with the fact that for the experts 
this represents a new way of thinking about and acting on the problem, as we 
have seen. 
The first dependent variable that we have analyzed is interest in the social securi-
ty subject matter. The level of interest remains largely unchanged. This is true 
for both groups in the experiment. Although the experts clearly have higher 
scores, they also do not change significantly between pretest and posttest. We 
have to answer the first pair of questions of our problem statement, concerning 
the level of interest in social security matters, negative. However, reconsidering 
the questionnaire and taking into account the remarks of several research sub-
jects we came to the conclusion that what might have been affected is not so much 
the amount of information collected by participants as the degree of understand-
ing and being able to structure this information. This is in line with other find-
ings in our study, indicating a higher integration of the cause maps and a better 
knowledge of the structure of the simulation model. 
The second dependent variable, i.e. knowledge on the information embodied in 
the simulation model, shows a significant increase on both aspects of knowledge: 
structure and the relationship between structure and dynamics. Hence, with re-
spect to the first question from our problem definition we can give an affirmative 
answer. There is a considerable amount of knowledge gain for both types of 
knowledge from the model. This is particularly true for the second aspect of 
knowledge, comprising questions relating to explanation of the model's behavior 
and predicting effects of policy interventions. 
However, we do again find no differences between the experimental and the con-
trol group. There seem to be some other more important factors which determine 
a person's knowledge. The first is the pretest score, in other words the knowledge 
one has already available before the experiment starts. Another important factor 
is the preparation of the sessions. The more time and effort one invests in reading 
the preparatory texts, the higher the knowledge. This is in accordance with the 
findings reported by Dubin and Taveggia (1970, p. 47). These authors point out 
that a good textbook does have a rather large effect on the amount of learning and 
that differences between textbooks might be more important to explain differences 
in learning than other factors like teacher characteristics or the use of comput-
ers. As concerns the two types of knowledge from the economic simulation model 
it seems that increasing the amount of reading introductory texts will affect 
knowledge of the model's structure, which in turn is a prerequisite for knowledge 
of the relationship between the model's structure and its dynamics. It is interest-
ing to note that the comprehensibility of the sessions, which is lower for the ex-
perimental group, does not affect the knowledge gains. 
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The experts only score significantly higher in the pretest on knowledge of the re-
lationship between structure and dynamics. They do, however, not change very 
much between pretest and posttest. This might be due to three different factors. 
First, their already higher initial level, which makes it more difficult to gain in 
knowledge. A second factor might be more important. It is their shorter time ex-
posure to the computer model. A third and maybe the most important factor, 
given the results of the student group, is their low degree of preparation of the 
sessions by reading the preparatory texts. 
The third dependent variable is the quality of the policy theory. The first aspect we 
analyzed had to do with differences between pretest and posttest for the entire 
group. We have seen that several variables indicating the precision of a theory 
(i.e. correctness, consistency and sign of the relationships) are already high in 
the pretest. This must be considered in sharp contrast with what is found in the 
literature (cf. Weick and Bougon, 1986; Hall et al., 1989). There are several poten-
tial explanations for this apparent discrepancy. The first is that knowledge on 
economic processes is rather well developed in individuals and this cannot be 
considered an ill-understood policy problem. (Something which will most proba-
bly not be admitted by many economists.) The second explanation is that we forced 
participants to write down their ideas and opinions rather than state these verbal-
ly. This of course also forces them to more correctly formulate their thoughts. The 
third explanation is that we asked participants to formulate their ideas in the 
form of relationships between variables. This also forces them to more precisely 
organize and formulate their thoughts. We have the impression that it is particu-
larly the second and third explanation, which might have contributed to the high 
scores on these indicators. However, we have to keep in mind that our results are 
at least in part in line with those of other empirical studies (cf. Hogarth et al., 
1980). We think that in general it is too easily assumed that cognitive maps are 
inconsistent. 
There are six indicators for which we observe a significant change between the 
pretest and the posttest. An increase for the absolute number of different con-
cepts, the proportion of model concepts, the density, the number of quantifications 
and delays. The number of categories from which concepts are used shows a sig-
nificant decline. Hence, we may conclude that confrontation with the computer 
model enhances thinking in terms employed in the simulation model. In this 
sense it clearly has a conceptual impact. It also induces thinking in quantified 
and time oriented terms about a policy problem. It also provides participants with 
more concepts to describe the problem at hand and enhances the integration of a 
policy theory as measured by the number of relationships between concepts. 
On the other hand most indicators do not change in value between the pretest and 
the posttest, particularly in the implementary category. The number of instru-
ment and goal variables remain largely unchanged for the whole group as well 
as the relative number of concepts. There are, however, slight changes in the type 
of concepts that are used, i.e. the field they are derived from. 
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We had particularly expected the number and length of paths and feedback loops 
to increase. As we will explain below the fact this did not occur might have to do 
with the type of model that we employed. 
Balancedness was found to be high. This is also in sharp contrast with what is 
found in the literature on this topic (Axelrod, 1976; Hoogerwerf, 1984). In our case 
this probably is caused by the way the policy assignment is framed. It primarily 
asks for argumentations, instead of making concrete policy choices. Finally, the 
number of exogenous variables is rather low. This must be attributed to the em-
phasis which was placed on endogenous model concepts during the sessions and 
in the preparatory texts. 
The second aspect from which the data were analyzed relates to differences be-
tween the experimental and the control group. Here we only found differences in 
the proportion of goal variables and the length of feedback loops. We have already 
indicated that the higher proportion of goal variables for the experimental group 
might have been caused by the exercises in the first, fourth and fifth session on 
realizing policy goals. We do not have a clear explanation for the higher length of 
feedback loops for the control group. 
In the next subsections we will discuss the results and present some explana-
tions for our findings. 
8.7.1 The simulation model 
Part of the results that we found in the experiment can be attributed to the type of 
simulation model that we employed. This is most conspicuous for the indicators 
related to paths and feedback loops. We had for instance expected that the model 
would enhance thinking in (longer) paths and feedback loops. In chapter 4 we 
have indicated the most important characteristics of the econometric modeling 
method by highlighting some differences between this method and the system dy-
namics approach. We have pointed out that econometrics is primarily aiming at 
statistically estimated models. Hence, much attention is given to the correct esti-
mation of model parameters from a set of data. The regression equation is the typ-
ical approach in this type of models. System dynamics on the other hand does not 
take the single variable as the level of analysis. Rather, system dynamicists focus 
on a set of causal relationships and on feedback processes underlying policy prob-
lems. The emphasis is on trying to identify the most important feedback loops and 
a network of relationships instead of binary relationships between a dependent 
and one or more independent variables. We have shown that in general econo-
metrics leads to models with a much higher density than system dynamics mod-
els. The fact that we employed an econometric model is reflected in the results of 
the analyses. We find a relatively strong increase in the number of relationships 
between concepts (i.e. density). However, thinking in causal chains (paths) and 
feedback loops is not significantly enhanced. We expect that if the same experi-
ment would have been carried out using a system dynamics model, we would 
most probably have found changes in the number and length of paths and feed-
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back loops rather than in the density of the policy theory. As we have seen the sys-
tem dynamics approach is oriented towards generating theories on certain phe-
nomena, rather than building models of existing scientific theories. It aims, 
more than the econometric approach, at supporting the thinking process of per-
sons. Hence, we conclude that the system dynamics approach is more appropri-
ate for use in participative modeling of complex problems, where the emphasis is 
on assisting thinking processes of the client rather than arriving at precise short 
term predictions with the model (see also Wolstenholme, 1982). In section 7.4.2 we 
have seen a striking example of this in the questionnaire on knowledge of the 
economic model. We have in mind the question which involves the relationship 
between labor productivity, production and number of employees (cf. question 5 in 
the E category of appendix 5). The second alternative (which is the correct accord-
ing to the model) states that a decrease in the total production will lead to a de-
crease in labor productivity. However, it is obviously in sharp contrast with the 
way most people perceive processes in reality. Many of our research subjects did 
not pick the second alternative because of the assumed causal effect of production 
on labor productivity. In the view of most persons it would exactly be the other 
way around: the degree of labor productivity determines the total production. 
8.7.2 The quality concept reconsidered 
Normally, in defining various indicators which all refer to the same underlying 
concept (here: the quality of the policy theory) one would expect these indicators to 
correlate moderately or substantially. However, the correlations between the vari-
ous indicators, once they are made relative to some standard, are rather low with 
only a few exceptions. This implies that scores on different indicators do not tend 
to vary systematically over the research subjects. In retrospect this might be un-
derstandable. Different research subjects might, unconsciously, place different 
values on certain aspects that they want to emphasize in a policy note. Satisfying 
one or more of the criteria that we have developed, might very well go at the ex-
pense of satisfying other criteria. It is extremely difficult to satisfy all quality cri-
teria simultaneously. This brings us to the concept of quality of a person's policy 
theory itself. The literature on the quality of policy theories suggest a large num-
ber of different criteria to establish quality. The question becomes whether high 
quality must be considered identical with a high score on all of the indicators. As 
we have pointed out in the sixth chapter it is not always feasible to use scientific 
validity criteria in order to determine quality of a policy theory on ill-understood 
problems, simply because these theories cannot be compared with existing scien-
tific theories. Hence, other criteria, in the implementary domain, become impor-
tant, because they put others in a position to check a person's argumentation and 
determine its plausibility. In addition our data reveal that most of our research 
subjects already have high scores on a number of indicators in the precision di-
mension. 
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If one wants to improve the quality of policy theories it might be useful to concen-
trate on only some of the criteria discussed in the literature. Particularly those 
presented in this study which prove to be 'forgotten' or ill-developed, while these 
are important aspects of ill-understood problems. In particular the occurrence of 
feedback processes is one of the pervasive characteristics of 'wicked' policy prob-
lems (Mason and Mitroff, 1981). Hence, in future (interactive) modeling processes 
it is useful to specifically emphasize this aspect. Again we have to point out that 
system dynamics modeling is particularly suited to capture feedback processes. 
On the other hand, system dynamics strongly emphasizes the internal processes 
within a system as the cause of persistent dynamic problems rather than exoge-
nous events (see for instance Forrester, 1961; Meadows 1980). However, our data 
suggest that this might be another important 'blind spot' for policy makers. 
Depending on the client for which the modeling project is carried out, exogenous 
variables should be more explicitely taken into account. 
8.7.3 Differences between experimental and control group 
Overall, it is clear that the experimental and the control group in our experiment 
do not differ with respect to almost all of the quality indicators. This is also true 
with regard to knowledge about the economic model and interest in the subject 
matter. The question is why there are so little differences between both groups. 
We can think of two explanations for this. 
In the fourth chapter we have discussed the research design for this study. We 
have pointed out that participative and non participative modeling are two ex-
tremes of a continuum rather than a dichotomy. More precisely, we can make a 
distinction in degrees to which persons are confronted with a model. On the one 
hand of the continuum we would have the least form of confrontation (e.g. indi-
viduals who have only heard about the model). More confrontation might take 
place through reading about the model in for instance newspapers, or more thor-
oughly by reading about it in scientific journals. Even more thorough confronta-
tion might take place through active participation in parts of the modeling pro-
cess. For instance as in our computer simulation game. The highest form of con-
frontation would of course be the participation throughout all stages of the model-
ing process. 
In our study, we decided to employ an existing computer model for both the tradi-
tional approach and the computer-based learning environment. The participative 
approach was accomplished by introducing as many participative elements as 
our research design allowed. This excluded for instance the possibility of chang-
ing the assumptions of the model by the participants. On the other hand, in order 
to make time investment for both groups equal we also conducted a number of 
sessions with the traditional group. Hence, in retrospect, what we did was com-
paring two conditions which resembled each other more on the dimension of par-
ticipation or confrontation than we initially conceived. The participative approach 
was not fully participative, particularly not when it comes to eliciting and 
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mapping the participants' knowledge. On the other hand the control condition 
probably has more participative elements than a traditional approach in reality, 
in which explanations about the model and discussions in groups might be more 
limited than in our case. This is one reason why differences between both condi-
tions are absent. 
A second reason relates to the fact that the participative approach in our experi-
ment was relatively new and hence the procedure was not fully matured. This 
was for instance revealed by the relatively little time for debriefing in the sessions. 
Debriefing is however a crucial element in order to assimilate learning experi-
ences (cf. Duke and Greenblat, 1981; Lederman, 1984). 
We have to conclude that the absence of differences between both groups might be 
due to the fact that the computer-based learning environment was not fully ma-
tured and to the fact that the differences between the two conditions when it 
comes to participation in the modeling process are relatively small. Particularly 
the fact that it is not the participant's knowledge which is modeled might have 
induced this lack of difference between both groups. It is this aspect which might 
make modeling more attractive since it starts from the mental model of the par-
ticipant rather than from an existing computer model. In our case participants 
are not really forced to activate and sharpen their knowledge, but they rather 
have to assimilate the knowledge embodied in the computer model. Stated differ-
ently, if one would want to establish differences between participative and non 
participative modeling it is necessary to include the first step of the modeling pro-
cess (i.e. conceptualization) and to start from the various mental models of the 
participants. To reduce the time investment for participants one might put partic-
ipants in a position to change a preliminary model, which has previously been 
designed by a group of modelers (cf. Vennix and Gubbels, 1988; Vennix et al., 
1988). 
8.7.4 Experts and novices 
As concerns differences between experts and novices the literature is not quite 
clear on that. Several studies show that there are significant differences between 
experts and novices, particularly when this involves carrying out expert tasks (cf. 
Reither, 1980; Bouman, 1982; Terlouw, 1985). This is confirmed by our own ob-
servations in the computer simulation game. The experts make more extreme 
decisions and they make their decisions faster. However, when it comes to cogni-
tive and mental maps, differences between experts and novices seem smaller. 
Ford and Hegarty (1984) come to the conclusion that the mental maps of MBA 
students and actual managers resemble each other to a large extent, not only qua 
content, but also on a number of structural characteristics. This is largely con-
firmed by our data. 
Reither (1980) found that experts, in contrast to novices, tend to think more in nets 
of causal relationships, rather than single relationships (see also Dörner, 1980). 
In this study this is also confirmed. The experts score higher on the density of 
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their cause maps than the students. In addition, we have seen that the experts 
also have higher scores than the students on the number of model concepts. 
The question remains whether experts, given the scores in our study, will im-
prove much on the quality of the policy theory. Given the similarity of the cogni-
tive maps of the experts and the students we expect that improvement for the ex-
perts might be realized on the same indicators as for the students. There seem to 
be a few indicators on which experts score low and which might be improved in 
our view: the number of quantified statements, feedback thinking and the use of 
exogenous concepts. Above we have pointed out that given that a proper modeling 
approach is employed we would expect that the quality of policy makers' mental 
maps on these aspects might be improved through modeling. 
In the next chapter we will formulate a number of more general conclusions with 
regard to participative modeling and computer-based learning environments. 
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9 CONCLUSIONS 
9.1 Introduction 
In this study we have discussed the impact of computer modeling on policy mak-
ing with regard to complex, ill-defined policy problems from three perspectives. 
The first perspective was historical and evaluative in nature. We reviewed the lit-
erature on the impact of computer modeling for complex policy problems and 
summarized a number of failures and recommendations made by modelers. One 
of the most frequently mentioned recommendations is the need for more client in-
volvement in the modeling process. This was the point of departure for our second 
perspective on the matter. It had a more normative character. We stated that the 
more the process of modeling has a participative character, the more effective it 
will be in supporting policy making. We discussed the reasons for participation, 
its potential benefits and various participative approaches that have emerged 
throughout the last decade. The potential benefits of participation in computer 
policy modeling constituted the link to our third perspective, i.e. the empirical 
evaluation of some of the assumed benefits. The main emphasis in this study has 
been on conceptual impact and the learning effects involved in computer model-
ing. Both the effects of modeling in general and the distinctive effects of two ways 
of modeling: i.e. traditional and interactive have been addressed. 
In this chapter we will formulate some conclusions with regard to the study that 
we have carried out. We will make a distinction between several categories of 
conclusions. The first category is directly related to the interpretation of the em-
pirical results of this evaluation study. These conclusions will be presented in 
section 9.2. They will mainly focus on the implications of our study for the view on 
mental models. The second category of conclusions is concerned with the design 
of computer-based learning environments. From the literature and our evalua-
tion study we can derive a number of guidelines which might be used by modelers 
to design more effective computer-based learning environments. We will discuss 
these in the section 9.3. 
The final category of conclusions relates to future evaluation studies in the area of 
the impact of computer policy modeling. The main focus will be on useful re-
search questions for future evaluation studies on computer policy modeling. 
These will be presented in section 9.4. 
9.2 Mental models reconsidered 
Formulating conclusions from our empirical study is not as straightforward as 
might be expected. In the previous chapter we have already pointed out a number 
of factors that limit the degree to which conclusions can be 'translated' to the real 
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world of policy making. Among the most important limitations are: we only had a 
relatively small number of experts in our study, the experimental condition only 
partially reflects a participative modeling procedure and finally, among several 
alternatives, we used a specific model type. We will have to bear these limitations 
in mind while formulating our conclusions. 
In the previous chapter we concluded that there are only a few differences be-
tween both groups in the experiment. We have indicated that this is at least partly 
caused by the fact that the control condition also had a relatively high degree of 
participation, while the experimental condition cannot be considered fully partic-
ipative. Hence, we will primarily focus on effects for the entire group of research 
subjects. We have to point out that strictly speaking we are not in a position to 
draw conclusions with regard to the effect of modeling on mental models. In 
order to be able to do that we would have to compare our entire group with a con-
trol group which has not been confronted with this model at all or was only par-
tially confronted with it. Technically speaking we only have a one group pretest-
posttest design (Cook and Campbell, 1979; Segers and Hagenaars, 1980). Hence, 
we cannot really conclude that the effects found in our study are caused by com-
puter modeling and could not have been brought about by some other method. 
In this study we have primarily focused on conceptual impact from computer 
models, i.e. their effect on mental models. In the third chapter we have pointed 
out the strengths and weaknesses of both mental and computer models. 
Following Meadows and Robinson (1985) we have demonstrated that computer 
models are more comprehensive, have more rigor and logic, are less ambiguous 
and more explicit and thus open to inspection. We have argued in the third chap-
ter that mental models might improve on a number of these aspects in the pro-
cess of computer modeling. 
The first aspect on which we would expect improvement to take place is the com-
prehensiveness of mental policy models. As we have seen in the results of the 
analyses the number of different concepts that were used by our research subjects 
increased. Although the increase seems small at first sight we have to take into 
account that at least one factor might produce a reduction in the number of lines 
of text and hence the number of concepts. We asked participants to write about 
two pages of text both in the pretest and the posttest. Writing more pages leads to 
employing more different concepts. However, more comprehensive mental mod-
els is in itself not enough. One does not only want mental models to be compre-
hensive and differentiated with regard to the number of different concepts, one 
would also want them to be integrated and well-structured at the same time. As 
we have seen in the previous chapter, structure will also increase in the process 
of modeling. We have three indications for that. First, the increase in the know-
ledge on the structure of the economic model (representing a set of interrelated 
concepts). Second, the increase in density. And finally the remarks of research 
subjects that they felt the modeling excercise served to structure information 
found in the media. 
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A second aspect in which we expect mental models to be affected is their preci-
sion. As we have seen in the third chapter, a clear disadvantage of mental models 
seems to be their lack of rigor and their high level of ambiguity. However, given 
our study we are now in a position to modify this statement. We employed various 
indicators which refer to the ambiguity of mental policy models, i.e. correctness, 
consistency, sign of relationships, precision of concepts and number of quantifi-
cations. Some point towards ambiguity of mental policy models, others do not. 
Contrary to what we had expected mental models do not seem to be largely incor-
rect or inconsistent. We found a high level of correctness and consistency, which 
correlates positively with knowledge on the relationship between structure and 
dynamics of the economic model. In addition, the number of signed relationships 
is also rather high. Hence, in these respects we may conclude that mental policy 
models are generally not ambiguous, or at least not as ambiguous as is generally 
thought. 
This is also true for the concepts employed by the research subjects. These are in 
general rather precise. This is in our view partially caused by the fact that we 
asked research subjects to write in terms of relationships between concepts. This 
forces them to employ their concepts in an accurate way. Modeling thus forces to 
better define concepts and to make them more explicit. Although we were not re-
ally in a position to establish this in our study, we think that mental models 
might profit from modeling in this respect. 
There are, however, other aspects of mental policy models which do seem am-
biguous and might improve due to computer modeling. The first and most clear 
example is the quantified nature of statements. Here we observed a large im-
provement and consequently a decrease in the level of ambiguity. This is also im-
portant from the perspective of balancedness. We did observe a rather moderate 
level of imbalancedness. This increase might however be leveled off by the use of 
more quantitative statements, thus removing some ambiguity introduced by im-
balancedness. Hence, precision of mental models seems to be high rather than 
low and modeling seems to induce quantitative thinking. 
A third aspect of mental models is their lack of explicitness. We do not have cri-
teria with which to decide the absolute degree of explicitness. Compared with the 
economic simulation model, however, we have to conclude that explicitness is not 
too high. It also does not seem to improve. We have observed that a number of 
variables for the differentiation of policy theories (paths and feedback loops), 
which indicate the explicitness of argumentations, do not increase between 
pretest and posttest. As stated, this might have to do with the type of computer 
model we employed in the experiment. 
Another important weakness of mental models is their lack of logic, i.e. the in-
ability to correctly derive the dynamic consequences of a certain structure. 
Hogarth et al. point out that the cognitive maps of their research subjects were : 
"... not sufficiently well developed for seeing various implications of the actors' 
goals and viewpoints "(Hogarth et al., 1980, p. 114). Our data of the knowledge 
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questionnaire suggest that there is considerable improvement in seeing the rela-
tionship between structure and dynamics due to computer modeling. In addition 
there are two indicators that we employed to determine the quality of a policy the-
ory from which we might derive conclusions with regard to the logic of mental 
models. This is the use of delays, i.e. taking the time factor into account. Here we 
observed considerable improvement. Using more quantifications might also be an 
indication that insight in potential dynamic effects has increased. Hence, we may 
conclude that the ability to anticipate and understand the dynamic effects of a 
particular problem's structure might be considerably enhanced through com-
puter modeling. 
Another important point is feedback thinking. As has been stated, mental models 
generally do not contain much feedback loops. Several authors have pointed out 
that lack of feedback in policy theories comprised in policy documents is also pre-
dominant (cf. Hoogerwerf 1984, p. 525). The importance of feedback thinking 
could hardly be overemphasized. The danger of neglecting feedback processes in 
an organization, leading to the ultimate bankruptcy of a publishing company is 
clearly illustrated by Hall (1984; see also Hall and Menzies, 1983). We have ob-
served this lack of feedback thinking in our experiment too. Contrary to what we 
thought at the outset, confrontation with the computer model did not really im-
prove mental models on this aspect. In the final section of the forgoing chapter we 
have explained that this is at least in part caused by the type of computer model 
we employed. We have indicated that system dynamics modeling might be more 
effective in this respect. 
So far we have taken as our point of departure the assumed weaknesses of mental 
policy models and discussed on which aspects we expect improvements as a con-
sequence of confrontation with a computer model. However, there are also some 
improvements we have observed, which are not mentioned in the literature on 
modeling and policy making. 
The first is the increase in the number of policy variables, particularly the num-
ber of goal variables. As we have pointed out in one of the previous chapters, em-
phasis is generally placed on the importance of including manipulable variables 
in a policy theory. Goal variables are usually not mentioned explicitly. Naturally 
these are important too. For instance to be able to monitor and evaluate policy per-
formance. In our experiment we clearly observed an increase in the number of 
goal variables. This was particularly striking for the group that was confronted 
with the interactive simulation. We tentatively conclude that a computer-based 
learning environment like interactive simulation might be helpful in promoting 
thinking in terms of policy goals. 
Another interesting finding has to do with elements of strategic thinking. We had 
certainly expected that persons would have paid more attention to the environ-
ment of a policy problem in discussing policies. However, both experts and stu-
dents largely ignore potential exogenous effects, which might profoundly affect 
the results of policies. As we have explained, this is probably partly caused by the 
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fact that in both groups most of the emphasis was on endogenous factors. In fu-
ture modeling projects these environmental developments will have to receive 
more attention in participative modeling efForts, in order to increase awareness 
for potential external events and to design policies which take these into account. 
It will improve anticipatory decision making. 
Overall, we conclude that computer modeling does improve mental policy models 
on a number of aspects, even in the relatively short time span that our research 
subjects were exposed to a computer model. There is one important aspect we did 
not give much attention thus far. That is the question of the relationship between 
mental models and decision making. As Ford and Hegarty (1984) state: is it the 
actual theories of decision makers or their espoused theories (Argyris and Schon, 
1978) which are elicited through cognitive mapping? One might ask oneself what 
good it would be to change mental models if this does not affect decision making. 
There are, however, indications that a close relationship between mental models 
and action exists. Axelrod's work, for instance, suggests that people tend to act in 
accordance with their mental maps. The mental maps themselves are, however, 
simplified, for instance because feedback processes are largely ignored. In addi-
tion, Hall's study is a clear example of the strong relationship that exists between 
cause maps and organizational behavior (Hall, 1984). Senge did an extensive 
modeling study in a U.S. property and liability insurance company identifying a 
number of problems (e.g. runaway costs, which threaten the entire liability in-
surance business in the U.S.) requiring a reverse of long-term trends in the in-
dustry in order to solve these problems. He concludes after a year-long study that: 
"Reversing these trends is unlikely without fundamental changes in prevailing 
mental models" (Senge, 1989, p. 230). Bonham et al.(1988) compare the outcome of 
a computer simulation, based on cognitive maps, with behavior in a simulation 
game of participants from which these maps were derived. They find a high re-
semblance between actual game behavior of participants and the predictions of 
the computer simulation model. 
Hence, it seems that there is evidence of the strong relationship between 
(organizational) cause maps and behavior. This makes the effort of trying to im-
prove the quality of mental models worthwhile. 
In addition to effects on mental policy models we have observed a few other inter-
esting phenomena that relate to two other potential benefits of interactive comput-
er policy modeling. In the third chapter we have argued that participative com-
puter modeling might also improve the communication between policy makers as 
well as the quality of policy theories contained in the policy notes. Of course we 
have to be careful to draw any conclusions with regard to this, because our study 
was not specifically designed to answer these questions. However, we do think 
that there are a few indications in our data that support these assumptions. The 
first has to do with the increase in the use of model concepts. In other words par-
ticipants are obviously developing a common language in the process of model-
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ing. This might of course significantly improve communication between them as 
well as the quality of the policy theoretical statements through integration of men-
tal models. The second thing worth noting is the fact that the number of fields 
from which persons picked their concepts shows a decline. We have seen that cer-
tain concepts increase in frequency of use among the research subjects (e.g. na-
tional income and wage level). This might support Quade's (1982) statement that 
we presented in the third chapter, that models might have a focusing function: 
models focus attention to certain aspects (in this case important concepts) of the 
problem. This in turn might again improve the communication as well as the in-
tegration of various mental models and arriving at a common view of the policy 
problem. Naturally these latter conclusions have to be considered very tentative. 
Apart from conclusions with regard to the effect on mental models the results of 
the experiment also allow to draw conclusions with respect to the design of com-
puter-based learning environments. This brings us to our second category of con-
clusions. 
9.3 Conclusions with regard to the design of participative modeling procedures 
and computer-based learning environments 
As we have seen, particularly the experts clearly expressed their appreciation for 
this computer-based learning environment in the debriefing of the sessions as 
well as through the evaluation questionnaires. It thus seems worthwhile to 
develop computer-based learning environments and to increase participation of 
policy makers in computer modeling. In this section we will formulate some 
guidelines, which might aid future designers in developing effective computer-
based learning environments. We will not present an overall methodology for the 
design. For this we refer to for instance Duke (1981 a and b), Greenblat (1988), 
Klabbers et al. (1980), Vennix and Geurts (1987) and Geurts and Vennix (1989). 
Rather we will restrict ourselves to some important aspects, which frequently 
tend to be overlooked in the design process and which seem to be of importance as 
might be concluded from our study. 
a) put participants in a position to challenge the model's assumptions 
One of the reasons that we found little difference between the experimental and 
control group has to do with the fact that we did not start from the mental models 
of our participants, but rather provided both groups with an existing model. We 
have pointed out that if differences between participative procedures and tra-
ditional modeling are to be found mental models need to be the point of departure 
in modeling policy problems and emphasis must be placed on conceptualizing the 
problem. Participants must have the feeling that it is their model they are talking 
about (Huxham et al., 1988; Senge, 1989; Geurts and Vennix, 1989). 
There are, however, numerous models in existence. Moreover, as Senge (1989) 
points out, in a participative modeling process usually only part of the organiza-
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tion is involved. Decision making is often widely distributed throughout the orga-
nization and hence it becomes important to design strategies to effectively com-
municate the insights obtained in the modeling process to other members of the 
organization. For this purpose so called computer-based learning environments 
or computer-based learning laboratories are created. An existing model is em-
ployed in these circumstances. However, in order to improve the feeling of owner-
ship of the model by the group participating in the learning lab it is essential that 
they are put in a position to challenge the model's assumptions. In other words 
they do not have to take the structure of the computer model for granted. On the 
contrary, participants are stimulated to challenge and change the model's con-
ceptual structure (Senge, 1989; Kim, 1989). By doing this the gap between fully 
participative modeling procedures, starting from scratch, and employing exist-
ing models to discuss policy problems and strategies is narrowed. By putting par-
ticipants in a position to actually recreate the model according to their own in-
sights their feeling of ownership and the learning effects involved in computer 
modeling will be enhanced. (For an example of this procedure in conceptual 
modeling see Vennix et al., 1988.) 
b) use computer model repeatedly 
In the second chapter of this study we have seen that modehng with regard to ill-
understood problems should be seen as an ongoing activity, rather than being 
conducted at an ad-hoc basis. Given what was said under the previous point, this 
becomes easily tenable once a computer model has been turned into a computer-
based learning environment. It can then not only be used with different groups of 
persons from the client's agency, it can also be used with the same group at dif-
ferent points in time. For instance to reconsider the organization's mission at 
certain time intervals. 
This can be conceived of as follows. During the sessions in the learning laboratory 
the group develops scenario's to solve a particular policy problem.These sce-
nario's are assessed using the computer model. Based on these scenario analyses 
the following step is to make a selection of the different potential policy scenario's 
and to implement one scenario in reality. The potential effects of this scenario 
(predictions) as determined by the policy group with the aid of the computer are 
committed to writing and saved up for later evaluation. 
Next, the processes concerning the policy problem are monitored in reality for 
some time (for instance one year). After this period the same group of partici-
pants joins again and carries out new exercises with the computer model. The 
first step in this process would now be aimed at: 
- determining in what ways and to what degree the adopted policy was succesful; 
- if the policy was not succesful: find the reasons why it was not. Here the model 
might function as a useful aid. Particularly since one is in a position to compare 
the predictions made with the model with what happened in reality. Not only for 
the dependent (goal) variable, but also for other interrelated variables. This 
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might provide more insight in the developments and it might aid in evaluating 
the policy scenario that was adopted. 
The following steps would be to: 
- decide whether the model needs adaptation. This might be needed for two rea-
sons. First, since one gained a better understanding of the problem and conse-
quently wants to adapt the model. Second, reality itself might have changed, 
thus necessitating adaptation of the simulation model; 
- develop a new policy scenario for the period that is ahead. 
Basically one might follow the same procedure here as in the previous period. 
However, as we have seen the actual model that is used might have changed now. 
The steps above might raise the question whether this is attainable and how 
much this will cost. We have to take into account, however, that the discussions 
and policy excercises, if fitting in with the client's problem can be considered a 
more structured way of discussing the problem and arriving at a solution (cf. 
Beer, 1981; Morecroft, 1988; Lane, 1989). Consequently, the modeling excercise 
should not be seen as additional to policy discussions, but rather as a means to 
structure these, i.e. as an improved way to discuss the problem. Modelers will 
have to look for more and better ways to apply the process of modeling to discus-
sions on policy problems in order to improve the usefulness of computer modeling 
and models. It might remove some of the haziness which now often characterizes 
policy debates and meetings. 
c) limit role of the computer 
In the design of the computer-based learning environment for this study we de-
liberately limited the role of the computer. Very frequently computer simulation 
game designers stress the need for user friendliness of the software. However, too 
much attention given to this aspect might turn out to be counterproductive. As 
Senge points out overemphasis on design of user friendly computer interfaces 
might lead to the 'video-game phenomenon' (Senge, 1989, p. 233), i.e. participants 
trying to beat the game, rather than thinking about strategies and their effective-
ness to solve problems. Again we have to emphasize that what it is all about in in-
teractive modeling for policy purposes is supporting thinking processes and the 
mind of managers and decision-makers. 
d) use computer-based learning environment as motivator and plan debriefing in 
the design of it 
As we have seen in the previous chapter, computer simulation games are very 
much appropriate to challenge a person's thinking process and generating ques-
tions about the subject matter during the sessions. This is in contrast with tradi-
tional classroom lectures. Hence, it is useful to use computer-based learning en-
vironments as motivators. However, it is important that questions are answered 
in order not to frustrate participants. Debriefing plays an important role in this 
respect. 
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In the literature on gaming-simulation it is widely recognized that one of the crit-
ical succes factors in promoting learning effects is a well-organized debriefing. 
Generally, participants will undergo a lot of different experiences during a com-
puter simulation game and there will be hardly time to structure all relevant in-
formation and reflect the decisions. Debriefing, amongst others, serves this pur-
pose of structuring experiences and relating game experiences back to reality. 
Duke and Greenblat (1981) distinguish three stages in debriefing. The first aims 
at having participants vent some of their emotions. The second stage is a careful 
analysis of the model employed in the simulation and the different perspectives 
with which participants viewed this model. The third stage aims at relating the 
game experience to the real world problem and at discussing potential strategies 
to solve it. The authors suggest that one-fourth to one-third of the total time spent 
on the simulation game should be reserved for debriefing. Meadows (1989) formu-
lates as a rule of thumb that the time to debrief the simulation game should equal 
the time of the game itself. In our experiment as we have seen, too little time was 
spent on debriefing, which might have been another cause of the small differ-
ences between experimental and control group. In order to prevent this from 
happening it is useful to plan the debriefing from the start of the design of the 
simulation game and reserve the necessary time for that. 
In this respect it is important to clearly formulate the objectives of the computer-
based learning environment and preferably commit these to writing in a concept 
report (cf. Duke, 1981 a and b). The importance of clearly stating the objectives, 
hard as it sometimes may be, can hardly be overestimated. Clear objectives can 
serve as guidelines for both design of the learning environment and its evaluation 
and adjustment. In the concept report the role and design of the debriefing given 
the goals of the computer-based learning environment should be clearly ad-
dressed. 
e) design involving preparatory texts and assignments 
Computer-based learning environments usually employ written texts in order to 
introduce participants to the sessions. For instance in the form of a participant's 
manual. Particularly if more complex computer models are being used in the 
simulation, it is useful to communicate some of the necessary information about 
the model before the actual session, in order to use the time of the session as effec-
tively as possible. This study has shown the importance of these introductory 
texts. Hence, in the design of a computer-based learning environment it is impor-
tant to pay attention to the design of these texts. One of the ways to increase the 
involvement of the participant is to use the text as some kind of a workbook or 
questionnaire. This can be done by including several questions and/or excercises 
for the readers. This has several advantages. It will promote involvement and 
feeling of ownership of the model on the part of the reader. Second, if participants 
are asked to return these workbooks before the actual session, the information 
provided by participants can be used to structure the group session (cf. Vennix et 
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al. 1988 for an example of using workbooks in system dynamics modeling). Third, 
it will speed up the process of the actual session because participants will be bet-
ter prepared. In addition, it is our experience that the chances that participants 
will attend the session are higher. 
This study has also shown that participants in the computer simulation game 
tend to value the assignments and excercises during the sessions. Hence, it is 
also important to pay attention to the process during the session. Generally, if the 
group is somewhat larger it is useful to divide it in subgroups, and have these 
small groups carry out some tasks (cf. Huxham et al., 1988) and make them 
report on their exercises and activities in a plenary session (for examples, see 
Senge, 1989; Kim, 1989; Richmond, 1987; Vennix et al., 1988; Geurts and Vennix, 
1989). Working with subgroups will increase the involvement of participants and 
it will increase the chances that everyone's opinion is heard. 
In addition, it is useful to design a variety of excercises, commit these to writing 
and have the group work on them. As we have shown excercises can be borrowed 
from methods and techniques used by modelers to design and analyze computer 
models. Specially designed forms can be used, which have to be filled out by the 
groups. These will focus their attention on the tasks to be carried out and it will 
provide them with some notes for the plenary presentations. 
9.4 Condusioiis with respect to future research on the impact of computer policy 
modeling 
Probably one of the most frequently drawn conclusions from empirical studies is 
that more research is needed. This also holds for our study. We have only been in 
a position to explore some of the effects of computer models on mental policy mod-
els. Our conclusions must naturally be tentative and indeed more research is 
needed to be able to more specifically establish the impact of computer modeling. 
In this section we will present some ideas for future evaluation studies, that 
might be useful to researchers in this field. We do not intend to present an ex-
haustive overview of research questions. Instead we will deal with some impor-
tant issues that have emerged during our evaluation study. We will do that by 
discussing some important questions. 
The first question might be: why evaluate at all? There seem to be several reasons 
for this. First, to enhance our understanding of what is achieved by employing 
participative modeling procedures and computer-based learning environments. 
Moreover, results of evaluation studies can be used for the improvement of com-
puter-based learning environments. We have presented examples of that in the 
previous section. 
A second important question in designing evaluation studies of this type is: what 
projects to evaluate ? Of course it is valuable to select policy makers as research 
subjects. Moreover, it might be interesting to focus on projects, which allow par-
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ticipants to actually design a computer model themselves, or as a substitute 
would give them the opportunity to challenge a model's assumptions. 
Furthermore, it will be useful to conduct evaluation studies employing other 
modeling techniques such as system dynamics, since this modeling method em-
phasizes the need for participation, stresses the importance of mental policy 
models as a point of departure for policy modeling and heavily focuses on the 
feedback structure underlying policy problems. 
A third question relates to the aspects on which the evaluation study should be fo-
cused. We have primarily been concerned with the effects of participative model-
ing on an individual's mental policy model. In one of the previous chapters we 
have argued that this is useful, since little is known about the effects of interactive 
modeling procedures at this individual level. More research as well as the devel-
opment of theories is certainly needed here. However, we have also pointed out 
that in most decision making situations in our society, decisions are not made by 
individuals but rather by groups of people, particularly when it comes to complex, 
ill-defined policy problems. Organizations and collective images of organizations 
are thus an important element in the succes of an organizations existence. Hall's 
study (cf. Hall, 1984) clearly reveals this. Or as Weick and Bougon put it: 
"Organizations exist largely in the mind and their existence takes the form of cognitive 
maps. Thus what ties an organization together is what ties thoughts together." (Weick and 
Bougon, 1966, p.102) 
The first important suggestion that we would make for future research efforts 
would be to evaluate at the organizational level in addition to or apart from the in-
dividual level. Establishing effects at the group level might focus on such concepts 
as organizational learning (see for instance Argyris and Schön, 1978; Dery, 1986; 
Sims and Gioia, 1986; Senge, 1989) or institutional learning (De Geus, 1988) and 
self-organization and self-steering capacity of organizations (see for instance 
Klabbers, 1986). Bougon et al. (1977) and Ford and Hegarty (1984) present ways of 
assembling and analyzing group's cause maps. We have presented an elaborate 
procedure to code and analyze cause maps. This procedure has been extensively 
discussed in chapter 6. We have described the steps in the coding process, proce-
dures to arrive at a representation in a cause map and the way to establish scores 
on a number of characteristic indicators. 
However, various ways of establishing the effects of computer modeling will have 
to be employed. Graham et al. (1989) summarize a number of measures to estab-
lish the effectiveness of computer-based case studies. These range from self-eval-
uation (which is frequently used), through measuring game performance (cf. 
Bakken, 1989) and protocol analysis of game play (cf. Gould, 1989) to measuring 
actual job performance. The authors point out that in order to improve our in-
sight one will have to employ a combination of various measurement methods. 
As a follow up on our study an evaluation study has been started which is exactly 
aiming at evaluating participative modeling procedures at the organizational 
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level rather than the individual level (cf. Vennix, 1988). In addition it tries to 
establish differences between (subjective) opinions of participants on the useful-
ness of modeling and objective measures of the quality of policy theories as a con-
sequence of interactive computer modeling for policy support. Many evaluation 
studies gather data on the opinions of participants rather than trying to establish 
objective changes (see for instance Comelissen, 1987). Naftulin et al. (1973) have 
presented a very fine example of the misleading results of subjective evaluations. 
By comparing subjective opinions and objective measures we might be in a posi-
tion to shed some more light on this phenomenon and determine the value of sub-
jective opinions of participants. Moreover, an attempt will be made to get some 
more insight in the effects of the various stages of the modeling process on the 
quality of the resulting policy theory, rather than the effect of the whole modeling 
process. This becomes necessary since, as we have argued, different stages in 
modeling might each have their own learning effects. 
So far we have only considered research questions with regard to individual or 
organizational learning. There are however other important topics that have to be 
dealt with in future research. These partly relate to the claims that were made for 
interactive modeling. One of the claims that we presented in chapter 3 was the 
expected improvement of communication between policy makers by employing 
participative modeling techniques. Here too speculation abounds, but empirical 
research on the topic is scarce. Based on our experiences with this study as well 
as other participative modeling projects we have the impression that this is an 
important aspect of computer modeling that warrants the time and effort of sys-
tematic empirical research. Closely related to the topic of communication one 
could also focus research attention on the question of integration of mental mod-
els and the quality of policy theories in policy documents. 
A final aspect which has received relatively little systematic attention in evalua-
tion studies is the phenomenon of knowledge elicitation and mapping for partici-
pative modeling. However, this situation is changing rapidly. Several modelers 
and planners have emphasized the importance of starting a modeling project 
from the mental models of the users (cf. Meadows and Robinson, 1985, Forrester, 
1987; de Geus, 1988; Morecroft, 1988). Processes of eliciting and mapping know-
ledge from participants is thus an important aspect of computer policy modeling. 
Morecroft (1988) and Richardson et al.(1989) point out that outside the (system dy-
namics) computer modeling field these processes have already been the subject of 
empirical research, the results of which might be used in interactive modeling 
processes. In the system dynamics computer modeling field experiments with 
various ways of capturing knowledge from management teams are underway (cf. 
Richmond, 1987; Senge, 1988; Morecroft et al. 198S; Richardson and Senge, 1989; 
Vennix et al. 1988). These will serve to: 
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"....better understand which modeling activities should be conducted during meetings and 
which beforehand; to better understand what balance to strike between qualitative mapping 
and simulation; and to better understand how to use partial model tests and simple 
scenarios to challenge policymakers' intuition." (Morecroft, 1988, p. 315) 
In addition, experiments are also going on with the use of various kinds of tech-
nological aids (cf. Richmond, 1987) and the composition of groups for interactive 
modeling (cf. Morecroft, 1988, p. 215). Closely related to the latter aspect is the role 
of the facilitator of the group process. Richmond (1987) suggests to make a distinc-
tion between the role of the modeler and of the facilitator. The former assists in 
piecing together the computer model with a group, while the latter specifically 
pays attention to the group process and soliciting of relevant information from 
this group. Here too, research might serve to better understand the processes go-
ing on and the most effective way to design these. 
Richardson et al. (1989) describe various methods which are used in knowledge 
elicitation and mapping for modeling purposes. These range from interviews and 
informal group discussions aided by a modeler through more formal and struc-
tured procedures like the policy Delphi presented in chapter 3. However, research 
on the effects and effectiveness of various knowledge elicitation and mapping 
techniques for computer modeling is scarce. This is understandable, since this 
type of research will entail a host of methodological difficulties and might in ad-
dition meet with practical resistance from participants in modeling projects. 
However, as Richardson et al. point out: 
"As a result, the critical phases of problem definition and model conceptualization appear to 
be arrested at the point where they remain true art forms. ( ) The field of system dynam-
ics needs to begin the work of formulating rigorous research programs that get at general 
rules helping to make more precise and less artful the process of eliciting and mapping 
knowledge." (Richardson et al., 1989, p. 355) 
Starting with the mental models of participants is a prerequisite for effective 
modeling for policy support. Without the use of the right procedures to elicit men-
tal models all the rest of the modeling effort might be in vain. 
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NOTES 
ChaptEX-2 
1. See for instance the series of discussions on econometric models in the 1983 volume of the 
journal "Economisch Statistische Berichten" under the title: "Macro-economische 
modelbouw in discussie". We also refer to Herweyer (1980), V.d. Beld (1979), Driebuis & V.d. 
Zwan (1978). 
2. Some authors (e.g. Greenberger et al., 1976) denote all explicit models as formal. We will, 
however, use the term formal model as an equivalent to mathematical model. This is more in 
agreement with the way in which these terms are commonly employed by most policy 
modelers. 
3. Examples of various applications in such diverse fîelds as economy, health care, population 
growth, business investment problems, project management etc. can be found in the yearly 
proceedings of the International System Dynamics Conference and the journal System 
Dynamics Review. 
4. Brewer, for instance, mentions that in the San Francisco model no less than 114 groups of 
household types were distinguished, each having a distinct demand for housing. 
Chapters 
1. Following this procedure of including a client's assumptions in the mathematical model 
might look dangerous at first sight. It looks as if the modeler is just modeling the client's view 
of the policy problem, which might very well be biased or incorrect. This would then raise 
questions with regard to the validity of the resulting mathematical model. We have to point 
out, however, that when we talk about client involvement or participation, we do not just mean 
that the client serves as an 'expert' providing his assumptions which subsequently have to be 
modeled by the modeler (the knowledge acquistion aspect). Rather participation of the client 
should take place throughout all stages of the modeling process, including the model's 
validation. This ensures that the client will be confronted with the validity of his own 
assumptions, which might have to be modified if the model does not seem to be valid. 
2. System Dynamics models are programmed in the special programming language DYNAMO 
(cf. Richardson and Pugh, 1985). 
3. Interactive approaches to mathematical modeling have also been developed in other areas, for 
instance in system's analysis (cf. Checkland, 1981) and with regard to optimization models. 
An example is Interactive Multiple Programming (IMGP).(cf. Nijkamp and Spronk, 1982; 
Van Driel et.al. 1983). 
Basically Interactive Multiple Goal Programming proceeds by means of interaction between 
one or more policy makers, a computer optimization model and one or more modelers, who 
assume the role of intermediate between policymaker and computer model. The policy maker 
is supposed to provide information with regard to the desired state of the system. This is done 
by specifying desired values for a number of goal variables. The procedure operates in a 
stepwise manner. In the first step the policymaker is confronted with the most pessimistic and 
the most ideal values of all the goal variables separately. Starting with the most pessimistic 
values of the separate goal variables, the policy maker selects one (or more) goal variables 
that ought to be improved. These are input for the model, which next calculates (through 
optimization procedures) the attainable values of all the (other) goal variables in the system. 
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(In general, improving one goal variable will have an effect on the attainability of realizing 
ideal values of other goal variables). Based on this output (values of goal variables) the policy 
maker proceeds by indicating again one or more goal variables that have to be improved. 
These are again input for the optimization model. This procedure is repeated until a 
satisfactory overall solution has been obtained. 
4. STELLA is a software package allowing to diagram policy problems. This can be done by 
piecing together system dynamics building blocks on the screen of a micro computer. The 
special thing about STELLA is that it does not only allow to draw and redraw this diagram, but 
the package also assists in generating the accompanying mathematical equations according 
to this diagram. These equations are of the system dynamics type (cf. Richardson and Pugh, 
1985). Once the diagram is finished, it can immediately be run on the computer to show the 
dynamic behavior over time (cf. Richmond et al., 1987). 
5. Note that when these authors speak of flexibility, they mean flexible with regard to social 
reality not with regard to mental models. Mental models are considered much more flexible 
by most authors than mathematical computer models. 
6. For instance Smits (1983), after carefully reviewing the results of a system dynamics study, 
comes to the conclusion that most of the policy relevant results from the model study were 
derived from the conceptual model rather than any other part of the modeling process. As can 
be seen in section 3.5.4 the cognitive mapping approach also strongly emphasizes the valuable 
function of developing conceptual models. 
7. On the other hand most computer models do have to leave out a lot of detail (they are usually 
aggregate models) and consequently the latter type of insight (systemic overview) is 
accompanied by a certain loss of detail (cf. Quade, 1982; p. 173). 
Chapter4 
1. A very fine example in the Netherlands is the effect of government policies on 
unemployment. On the one hand there are persons claiming that reduction in unemployment 
is caused by government policies, while on the other hand other persons point out that this was 
mainly caused by a number of exogenous factors like the volume of world trade and the 
exchange rate of foreign currencies. 
2. This is clearly illustrated by van de Vall's study (v.d. Vail, 1980). He systematically 
compared the impact scores of both scientists (having carried out a study) and policy makers 
(the clients of the study). Generally, scientists provided a much lower impact score for a 
particular study than the policy makers. This was even more prominent when studies were 
conducted and their impact evaluated by scientists from outside the organization. Scientists 
working within the organization usually came up with impact scores that were much closer to 
those of the policy makers (v.d. Vail, 1980, p.74 and p.91). 
3. In our study this effect is more than hypothetical. We have made use of a computer model of the 
Dutch social security system. During this study there was a considerable revision of this 
system, which was accompanied by extensive information campaigns from the department of 
Social Affairs to inform citizens about the changes in the social security system. 
4. This can be seen in the equations of the econometric model in appendix 1. In equation 15 the 
wage level is amongst others determined by the price level. On the other hand the price level 
(equation 21) is determined by the wage level through the hourly wage level (equation 16). 
Hence by estimating the value of the impact of independent variables upon a dependent 
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variable for successive dependent variables (i.e. by creating the quantified mathematical 
equations) one (more or less) automatically creates feedback loops. Because variables in these 
feedback loops do affect each other within the same time interval, they are called 
simultaneous equations. Careful study of the equations in appendix 1 will reveal that this 
model contains numerous (probably thousands) of this type of feedback loops. 
5. These four aspects were derived from previous tests with the experiment. We presented 
research subjects with so-called 'learner report' questions. From these open ended questions 
we derived a number of important topics, which were included in the questionnaire on the 
evaluation of the sessions in the experiment. 
CliaptH"5 
1. Sections 5.2 through 5.5 are partly based on an article which has previously been published in 
Simulation and Games (Vennix and Geurts, 1967). 
2. Duke (1981b) distinguishes three types of roles: pseudo, gamed and simulated roles. Gamed 
roles are the most straightfoward and are played by the actual participants of the game. 
Simulated roles are roles that are not physically present in the game room itself. Rather they 
are presented in what Duke calls the accounting system of the game. An example of this in the 
social security game are the social security beneficiaries who are present in the figures 
(calculated by the computer) about their purchasing power. Pseudo roles, finally, are roles that 
often arise spontaneously during the game. They are not formally represented in the game or 
the accounting system. An example of this is when some expert on a topic who actually is a 
player during the game is suddenly consulted for more information on a certain topic that the 
game is dealing with. 
3. Two stages are not explicitely dealt with, i.e. problem definition and computer programming. 
The problem definition stage for the interactive modeling game will discussed later on in this 
section. Computer programming was not considered useful for inclusion in the game, since 
once the model is specified this activity usually does not add substantially to the 
understanding of the policy problem. Hence, we left this out of the game and had this done by a 
computer programmer. 
4. As can be seen from this column, not all of the objectives are neatly dealt with in one of the 
sessions. This is caused by the fact that we had set ourselves a time limit of about five sessions. 
We thus had to combine several activities. For instance by restricting the discussion on the 
dynamic characteristics to those as a consequence of policy interventions in the model, rather 
than discussing all potential changes in the model and their effects. This way we serve goal с 
and e at the same time. 
5. The in degree of a variable is determined by the number of incoming arrows. The outdegree by 
the number of outgoing arrows. 
6. This is accomplished by splitting the original policy goal in one or more subgoals. For 
instance decreasing unemployment can be realized by either increasing employment, or by 
decreasing labor supply, or both. Both, decreasing labor supply and increasing employment, 
can be considered as subgoals of the original goal (decreasing unemployment). These two 
subgoals are then in turn divided into subgoals. Finally, this process of goal analysis leads to 
subgoals, which can be considered potential policy options for the Ministry of Social Affairs. 
7. This problem might partly be solved by repeating the experiment with different groups and by 
switching both supervisors to the other condition between two experiments. This however 
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introduces some new problems. It would mean extra time-investment for the two persons since 
they would both have to be instructed on running the game. In addition, considerable learning 
is involved from the part of the operator. The operator should have the chance to run the game 
several times in order to get familiar with its rules and dynamics and to know how 
participants react to it. After the first runs the operator generally adapts his own behavior 
based on his/her experiences. The more he or she has ran the game, the less the adaption in 
behavior. Of course adaptions in administering the game by the operator between two runs of 
the experiments could disturb research results. To overcome this problem would imply that 
both persons would have to run the game several times prior to the final experiment, which 
would mean an even larger time investment. 
Chaptere 
1. The 'cognitive map' method also has some disadvantages. In representing verbal policy 
documents by means of a graph some of the original information might be lost, because it is 
difficult to graphically represent non additive relationships or whole-part relationships. 
2. This and the next section is partly based on an earlier article which appeared in 
Beleidswetenschap (Vennix, Schmeets, Wester, 1987). 
3. There are two other ways to operationalize this concept of integration. For instance by 
determining the connectedness of the cognitive map (cf. Felling, 1974b, p. 46-47) or by 
determining the density of the map (Felling, 1974b, p. 260). The first way of determining the 
integration by calculating the degree of connectedness has the disadvantage that it leads to 
only three levels of integration: strong, unilateral or weak interconnectedness. In other 
words this measure only differentiates between three levels of integration. The density on the 
other hand is much more differentiated. It is calculated by dividing the number of 
relationships (arrows) in the map between the number of potential relationships. This statistic 
can vary between zero and one. However calculating the density also has a serious 
disadvantage. Its numerical value is generally extremely low. 
4. Originally we defined integration as the number of paths (or feedbackloops) divided by the 
number of concepts (see Vennix, Schmeets, Wester, 1987). Rodenhuis (personal note) however, 
correctly pointed out to us that this introduces artificial correlations since both indicators, 
number of paths and number of concepts, are employed separately to determine the 
differentiation. Keeping the number of concepts constant and increasing the number of paths 
will automatically increase both the differentiation and integration. 
5. We have to point out here that a few of the indicators in table 6.5 were not incorporated in the 
original operationalization of the quality of a policy theory (Vennix, Schmeets, Wester, 1987). 
Several indicators were added later when reconsidering the original operationalization in 
more detail (e.g. delays, exogenous variables, goal variables). 
Chapter? 
1. In the first case a special problem arises. If we perform the analyses on a dependent variable, 
including all the respondents who have valid scores on that particular variable, we would 
obtain certain results (means, standard deviations etc.) for that variable, that would not be the 
results that would be used when employing this variable as a disturbing variable. In this latter 
case only the scores of the respondents having valid data for both the dependent and the 
disturbing variable would be incorporated in the analysis. The latter number of respondents 
(having valid scores on both variables) will usually be smaller than the number of 
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respondents having a valid score on either one of the variables. The effect from the disturbing 
variable could thus not be explained by using the statistics (means, standard deviations etc.) 
from the single analysis of this variable, since these will probably be based on a larger 
number of respondents. This is quite confusing when trying to explain the results of the study. 
2. Before applying factor analysis to the data we first reversed the scores on item numbers 6, 9, 
10,11 and 15 in order to have all the scores point in the same direction, i.e. a high score on an 
item representing a high level of interest. 
3. A two dimensional factor analysis reveals that this decision is right. We find many items 
loading on both factors or not loading high enough on one of both. In addition, an oblique 
rotation procedure reveals that both factors correlate considerably (r = .59 in pretest and 
posttest). The interested reader is referred to Vennix (1989a) for a more detailed analysis. 
4. A third method, matrix comparison is only applicable when there are two or more factors. 
5. The largest changes between pretest and posttest can be observed for items 4 and 11 with respect 
to the means and for items 3, 5, 6 and 10 with respect to the standard deviations. Given the 
changes in the standard deviations it seems wise to use the covariance matrix instead of the 
correlation matrix to perform the factor analyses for the final comparison of both structures. 
This is because in the correlation matrix the items are first divided by the variance before 
actually calculating the correlations (Peters et al., 1988). 
6. In ROTA the factor patterns of both factor analyses will be rotated towards each other in order 
to make both factors comparable. Next the relevant statistics are calculated. We applied the so-
called procrustus rotation in which correlations between the factors are unrestricted, since we 
had a one factor solution. 
7. In the pretest one might expect a lot of incorrect answers since research subjects are not yet 
familiar with the computer model. In the posttest this situation should have changed. Research 
subjects have been confronted with the computer model and one might consequently expect the 
number of correct answers to increase. In other words it is the posttest that must first be 
checked for its reliability. 
8. Applying a two- and three factor solution on the merged categories D, E, and F reveals that this 
decision is correct. 
Before applying factor analysis, item four of the D category and item 5 of the E category were 
removed because of their zero and negative correlation respectively with the total scale. The 
factor loadings are presented in appendix 11. The results of the factor analysis reveal that the 
first factor has an eigenvalue of 5.87 while the eigenvalue of the second is only 2.68. Moreover, 
several items (for instance D2, D9, DIO; £1, E3; F2 do not load high enough on one of both 
factors, while on the other hand various items load relatively high on both (for instance D5, 
D7, Fl and F4). In addition, the pattern of loadings cannot be "translated" into meaningful 
dimensions. Items from all three categories (D, E and F) do not load systematically on one 
dimension. A three factor solution even shows a more diffuse picture. Again the factor 
loadings for items from one category seem more or less randomly distributed over the three 
factors. 
9. Remember that the questions in the B-category asked to select the strongest chain of 
relationships (path) from one variable to another from four of these chains. What we did in 
deciding on the correct alternative is calculate the strength of each of the chains, mentioned in 
the alternatives, by multiplying the coefficients of the single relationship in the chain. 
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10. The p-value for the above mentioned items does then rise from 0.61 to 0.90 (Bl), from .52 to .79 
(B3), from .18 to .58 (B5), from .12 to .62 (B7) and from .34 to .42 (B9). In general the overall 
structure of the item-rest correlations remains largely unchanged with the exception of the B-
category that shows slight to moderate increases for most of the coefficients. 
11. The project group consisted of four persons: one student and three social scientists including 
the author of this study. 
As was described in the previous chapter the project group itself had gone through a procedure 
of designing the training book for the coders. Basically this means that the project group took a 
number of policy notes (from the last test round before the actual experiment), started coding 
these and gradually developed guidelines and rules for coding the policy notes, which were 
subsequently committed to writing in the training book (Vennix et al., 1986). At the end of this 
process the project group developed standard codings for a few policy notes that could 
subsequently be used to calculate the coders' accuracy scores. 
12. The recording of multiple identical relationships, which is employed to determine the 
consistency, will automatically be accurate if the recording of relationships and their sign is 
accurate. 
13. Regression analysis supports this conjecture. It reveals that the length of paths is even a better 
predictor for the number of paths than the the number of instrument and goal variables. 
14. We do not divide by the total number of balanced, unbalanced and nonbalanced situations, 
since if there is for instance a shift in the number of nonbalanced situations between pretest 
and posttest, this would introduce biases in the calculations. 
15. The first group (Tilburg college students) had in fact 6 sessions. For this group the actual 
interactive simulation (experimental group) and the discussion of the results of the policy 
experiments with the economic simulation model (control group) was divided over two 
sessions, i.e. the fifth and the sixth. Hence we decided to replace the score for the fifth session 
with the average score for both the fifth and the sixth session. This was done to have an equal 
number of scores for all subjects in the factor analysis. 
16. A fifth possibility, i.e. applying factor analysis to all the items at once, has to major 
drawbacks: 
- it does not explicity take into account the time dimension; 
• the number of variables to be entered in the factor analysis (70) is rather large in 
comparison with the number of respondents. Applying this type of factor analysis might 
consequently produce invalid results. 
17. As with the calculation of the scores on time investment in reading the texts, here too we 
decided to exclude research subjects with two or more missing scores from the factor analysis. 
For the other subjects the missing scores were replaced by the mean scores of all other subjects 
having a valid score for that item. This last step is necessary in order for the statistical 
program to provide these individuals with a factor score. 
18. Before applying factor analysis the scores on certain items (i.e. the valuable/valueless 
dimension and the clear/unclear dimension) were receded in such a way that high scores 
indicate: valuable and clear. This is in line with the other two dimensions where high scores 
indicate absorbing and easy. Low scores on the four dimensions consequently refer to: 
valueless, unclear, boring and difficult. 
19. Double loadings might, however, refer to the fact that the two factors should not be considered 
totally independent To check this we performed a factor analysis on the same data, but 
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applying an oblique rotation procedure (OBLIMIN in SPSS-X). However, this revealed that the 
correlation between the two factors is only .14 which is considerably low. Hence, we can fairly 
safely conclude that the two factors may be considered independent. 
Chapta-8 
1. The number of research subjects on which the analysis of variance is based does not add up to 
77. This is caused by the fact that a number of persons have missing scores on one or both of 
these variables. 
2. In order to arrive at one single score for each session we took the midpoint of the category that 
was checked by a research subject. For instance when an individual fills out that he or she 
spent 1 to 2 hours in reading the text we took as a score the midpoint between the two. The score 
for this person for that particular session would thus become 1.5. 
3. For the first of the three groups the scores for the fifth and sixth session were averaged because 
for this group the last session was split over two meetings. 
4. This can also be seen from the t-tests and the significance on the differences in clarity. For 
session one and session four the scores on clarity also approach significance. The p-values 
are .06 and .10 respectively. 
5. Remember that the first group with which we carried out the experiment originally consisted 
of 48 persons, but was split in two. Hence the number of persons in the experimental group did 
not exceed 12. 
6. The reason for this is that a factor analysis on 19 items with 6 expert respondents would not 
produce any reliable results. Hence, we decided to apply the same factor structure as found for 
the students to the raw scores of the experts. 
7. We will use the same covariates as in the analysis of covariance for interest. Of course we 
will have to replace the posttest scores on knowledge of the structure with the posttest scores of 
interest in the subject matter. We do not use knowledge on structure and the knowledge of 
dynamics of the economic simulation model as covariates, since this would mean explaining 
knowledge on structure with knowledge on dynamics and the other way arround. As might be 
expected both variables are highly correlated (r=.52). Hence, employing either of these as a 
covariate would not greatly increase our understanding. 
8. Regression analysis might shed some light on the question how much increasing a persons 
time investment in reading would aid in increasing knowledge. The regression equations 
are shown below: 
STRUCT2 = 7.75 + .42 STRUCTl + .28 (RQ) (R2 = .56) 
(.00) (.00) (.00) 
DYNAM2 = .89 + .61 DYNAM1 + .47 STRUCK (R2 = .63) 
(.70) (.00) (.00) 
The first equation suggests that an increase of 1 hour in the amount of reading (RQ) would 
lead to an increase of .28 in knowledge. Knowledge on dynamics in the posttest (DYNAM2) 
will be affected by a factor .47 by an increase in knowledge on the structure. Comparing the 
accompanying beta's reveals that in the first equation the relative influence of the pretest 
score is .38 while the relative influence of reading is .33. For knowledge on dynamics the 
relative influence of the pretest is .40 and for knowledge on structure .37. Hence, it might be 
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concluded that the relative influence of the manipulable variable (RQ) is quite high. It is thus 
useful to concentrate on increasing the time amount of reading accompanying texts. 
9. There might be a relatively large number of persons passing the pretest and failing the 
posttest. If this is the case the course cannot be considered very succesful. In order to check for 
this we made a crosstabulation of persons passing and failing the pretest and the posttest. The 
figures clearly reveal that the number of persons passing the pretest and failing the posttest is 
acually quite small. In the case of knowledge of the model's structure this number is 1 and in 
the case of dynamics this number is 2. On the other hand, the number of persons that failed the 
pretest and and passes the posttest is rather large in both cases: 18 and 29 respectively, which is 
23.4 and 37.7% of the entire group. 
10. Actually a few research subjects come quite close to this figure, but this is primarily due to the 
fact that they employ relatively little concepts and consequently quickly arrive at a high 
density score. 
11. The standard deviation for the length of paths is over 2.0 and the scores range from 1.0 to 8.01 
in the pretest and from 1.0 to 10.05 in the posttest 
12. Most of the variables in this category are slightly skewed. We did, however, perform analysis 
of covariance, since in general the F-test can be considered quite robust with respect to 
violations of the normality assumption (cf. Wildt and Ahtola, 1978, p. 90). 
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APPENDIX 1: Mathematical equations of the social security simulation model 
This appendix contains the mathematical equations of the social security simula­
tion model, that was used in the experiment. The equations state relationships be­
tween percentual changes in variables. For instance in the first equation it is, 
amongst others, stated that a 1% increase of consumption (c) will result in a 0.6% 
increase of national product (y), other things being equal. In brackets is the name 
of the dependent variable of the equations. The model is a slightly adapted version 
of the model developed by Douben (1987). 
1) y = .6c + .15i + .25(G-p) + .5e - .5m 
2) y* = .1 i + .9 i . j- .5 (whr-py) + .05 (G-p) 
(national product) 
(production capacity) 
3) с = .6 (Lb-p) + .15 (Zb-p) + .25 (SZ t o t-p) + rifili) (consumption) 
4) i = (y-y*) + (Zb.j -ρ) + (Kr.j -ρ) + i (nu) 
5) ν = .67 y + .33 m 
6) e = mar -1 .5 (p -E , ) - . 5 (y -y*)+ÊÎâ l i ) 
7) m = ν - .5 (um - p) + (y-y*) + m iâu) 
8) G = 2 0 - .3 R - .7 Kr - .3 SVO + Q (nu) 
9) 0 = .9 Τ + .1 Fs 
10) T = .7Tl + .3Tz 
11) Tl = 1.2 (L+.4 SZtot) + TI iw) 
12) TzsZ. i+ .Tï ÎBU) 
13) Fs = .1 (u+w) + .25 (e-m) + Fs(au) 
14) Kr = -.6(y-y*) + .Kr(PUÌ. 
15) w=p+(y-a)+2a+.50(PSZ-y-py)+.25(Tl-y-py)+ 
w(au) 
16) whr = w - A d 
17) L = ap + w 
18) Z = 3(y+py)-2L 
19) Lb = 1.67 L - .25 Tl - .42 PSZ 
20) Zb=1.67Z-.67Tz 
21) ρ = .5 (whr-(y-a)) + .5 pm + .5 (y-y*) + E fau) 
22) py = 1.5p- .5 ЕШ 
23) a* = y* - (whr-py) + a* (pu) 
24) a = .8 a* + .5 (y-y*) 
25) a = ap- .75 M 
26) asp= 1.17 asían) 
27) u = 6as£aiiì-5a 
28) u p = 6asp-5ap 
29) SVE =.27 ZK+.31 AOWW+.19 AAWAO+ 
(investments) 
(sales) 
(exports) 
(imports) 
(gov. expenditures) 
(government outlays) 
(taxes) 
(income tax) 
(taxes on profits) 
(budget deficit) 
(subsidies on 
investment) 
(nominal wage 
level) 
(hourly wage level) 
(gross sum of wages) 
(gross profits) 
(net sum of wages) 
(net profits) 
(price level) 
(price national product) 
(potential employment) 
(employment (labor-hours)) 
(employment (persons)) 
(labor supply (persons)) 
(unemployment (labor-years)) 
(unemployment 
(persons)) 
(social insurance outlays) 
.04 WW+.10 ZW+.09 AKW 
30) ZK = zk íaiü + Ρ + Ezk + Ж í rni i u 
31) AOWW = aoww (au) + w + AOWW (au) u 
32) AAWAO = aawao (au) + w + AAWAO (au) u 
(health care insurance outlays) 
(Old age and survivors 
insurance outlays) 
(disabled insurance outlays) 
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33) AKW = akw (au) + w + AKW (au)u (children's allowance 
insurance outlays) 
34) WW = .2 u + w + WW (au)u (unemployment 
insurance outlays) 
35) ZW = Z A iâJl) + w + Ш. ( au) u (sickness benefit 
insurance outlays) 
36) SVO = svo (au) + w + .264 up + SVO (au) u (social provision outlays) 
37) SZtot= -89 SZ + .11 SVO (social security outlays) 
38) PSZ = SVE - .025 Sf + ZSZ iâlll (social premiums) 
39) Sf = 8 R + 32 PSZ - 40 SVE (trust fund reserves) 
40) R = AOWW + fi (au) (government supplements 
to trust funds) 
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APPENDIX 2: Forms used in the sessions of the computer simulation game 
2a) policy form for the first session 
Group number: 
Year: 19 
Policy: write down (briefly!) next year's policy below. Emphasize the reason(s) 
for selecting this policy ! 
Record the selected policy options below. For LTR write the number of hours of 
Labor Time Reduction (don't forget the - for reduction); for the Early Retirement 
(ER) the number of years (- for reduction), for the benefit level and the subsidies 
the percentage increase or decrease in one or more of these benefits or subsidies. 
In the third column write a "u" if you want to untie the level of a social security 
category from the development in the wage level or if you want to untie the wage 
level from the prices. Write "t" if you want to tie them again. 
Volume 
LTR ...(h) 
ER ...(y) 
benefit level 
wages 
OASI 
HD 
GDI/DIW . 
CAI 
UI 
SUF 
GP 
.% 
.% 
.% 
.% 
.% 
.% 
.% 
.% 
linkages (t/u) 
wages 
OASI 
HD 
GDI/DIW ... 
CAI 
UI 
SUF 
GP 
others 
subsidies...% 
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Write down new premium percentages (not the changes in these percentages) for 
the employers and workers in the right hand colums below. The percentages for 
January 1st, 1985 are shown in the left hand columns. 
OAI (AOW) 
SI (AWW) 
CAI (AKW) 
GDI (AAW) 
DIW (WAO) 
UI (WW) 
IID (ZW) 
premium percentages 
januari 1st 1985 
employers 
1.4% 
3.95% 
6.05% 
0.15% 
0.25% 
4.6% 
workers 
11.7% 
16.00% 
2.3% 
1.0% 
new premium 
percenta 
employers 
ges 
workers 
If you have completed this form consult the operator 
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2b) Effects-of-policy form used in the first session of the computer 
simulation game 
Year 
Wages/prices 
nominal wage level 
purchasing power workers 
Labor market 
unemployment (labor-years) 
unemployment (persons) 
social insurance (total) 
social provision (total) 
government subsidies 
social premiums 
trust fund reserves 
Purchasing power social 
security 
-OASI 
- GDI/DIW 
- I I D 
- CAI 
- U I 
- SUF/GP 
1986 1987 1988 1989 
2 с) Input/output matrix used in the third session of the computer simulation 
game 
Percentual changes of goal variables as a result of a 1% 
instrument variable after 1 year and after 4 years. 
goal-
variables 
instrument 
variables 
wage level 
OASI outlays 
CAI outlays 
UI outlays 
ІШ outlays 
DI/DISE 
outlays 
Soc. provision 
outlays 
Government 
Supplements 
Social 
premiums 
yeai 
expenditures on 
social 
insur . 
social 
prov. 
0.72 
0.51 
0.39 
0.31 
0.14 
0.13 
0.06 
0.06 
0.15 
0.15 
0.29 
0.28 
1.62 
1.27 
0.21 
0.09 
0.10 
0.09 
0.05 
0.04 
0.11 
0.10 
0.21 
0.19 
increase of the 
employ­
ment 
0.58 
0.56 
-0.03 
-0.03 
-0.02 
-0.01 
-0.04 
-0.04 
-0.07 
-0.07 
premium 
burden 
0.58 
0.66 
0.13 
0.13 
0.06 
0.06 
0.15 
0.15 
0.28 
0.28 
wage 
level 
0.80 
0.53 
0.06 
0.05 
0.03 
0.02 
0.06 
0.05 
0.12 
0.10 
Trust 
Fund 
0.60 
0.10 
-0.36 
-0.38 
-0.16 
-0.17 
-0.40 
-0.42 
-0.76 
-0.80 
OASI = Old-Age and Survivors Insurance (AOW/AWW) 
CAI = Children's Allowance Insurance (AKW) 
U I = Unemployment Insurance (WW) 
I I = Income Insurance Diseased 
DI = Diasbility Insurance 
DISE = Diasbility Insurance Self-Employed 
GSP = General Social Provision 
SUF = Special Unemployment Fund 
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APPENDIX 3: Text of the policy assignment 
Suppose you are a policy analist at the Ministery of Social Affairs and 
Employment. You receive an assignment to write a policy note about the policy 
problem formulated below. 
The Board of Ministers has come to the conclusion that the amount of the social 
security expenditures has increased rapidly over the last few years. On the one 
hand this is caused by the continuously increasing number of beneficiaries for 
the social security and on the other hand by the continuous adaptation of the level 
of the benefits to the developments in the wage- and price level. The gradually 
increasing amount of social security expenditures probably has a number of 
negative effects on the Dutch economic development. For instance: rising 
premium - and taxes burden, increasing pressure on the government budget, 
mounting labor costs, problems on the labor market (employment), effects on the 
budget deficit, economic growth, inflation etc. 
The Board of Ministers has decided that the Department of Social Affair's policy 
with respect to the social security in the next four years will mainly aim at adap-
tations in the social security system in such a way that negative effects on eco-
nomic developments will be eliminated as much as possible. 
The policy goal of the Minister can be described as: making adaptations in the so-
cial security system in such a way, that this system will exert as little negative in-
fluences on the economic development as possible, or better still affects the eco-
nomic development in a positive way. 
From the point of view of the government an optimal economic development is re-
alized when the five national economic goals are being achieved. These five eco-
nomic goals are: 
- full employment. 
- acceptable economic growth. 
- fair income distribution. 
- stable price level. 
- equilibrium on the balance of payments. 
It will be clear that the Department of Social Affairs and Employment is particu-
larly responsible for helping to realize the first three goals and less for the last 
two goals, with respect to an optimal economic development. 
The minister proposes to make necessary adaptations in one or more of the fol-
lowing elements in order to realize the policy goals. These elements can be con-
sidered his policy instruments. 
- the premium percentages: the level of the percentages as well as the distribu-
tion of the premium burden over employers and employees. 
- the level of the bene fits for the different categories of the social security system. 
Those include the benefit levels for: 
- Income Insurance Diseased (IID). 
- Old Age and Survivors Insurance (OASI). 
- Disability Insurance (DI). 
- General Disability Insurance (GDI). 
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- Children's Allowance Insurance (CAI). 
- Unemployment Insurances (UI). 
- General Provision (GP). 
- the level of the wages. 
- the amount of the Government supplements to the Trust Funds. 
- the labor time: the weekly/yearly labor time (Labor Time Reduction) as well as 
the Early Retirement Regulations and part time labor. 
With respect to the policy problem described above (the negative consequence of 
the increasing social security outlays) the minister is planning to have a policy 
document developed. Prior to that, he would like to receive from you a short (about 
2 pages) policy note in which you discuss all of the above mentioned policy in­
struments and whether or not they might be appropriate to (help) realize the pol­
icy goal. The minister expects you to indicate the magnitude of adaptations in 
these instruments as well as the time frame (within the coming administration 
period of four years) within which the adaptations have to take place to be effec­
tive. In particular he expects you to indicate why the adaptations that you propose 
will (help) realize the policy goal. Thus, the minister would like the note to con­
tain clear argumentations why or how the propose policy interventions help to 
achieve the policy goals. He would like you to do this as follows: 
'Given the policy goal (improving economic development, which can be divided in 
the following subgoals etc.) it is necessary that A be increased. Because this will 
lead to a rise in В and C, which in turn will together contribute to a decrease in D. 
D, however, can be negatively influenced, because В has a negative effect on E and 
thereby on С via F. However, an increase of G, combined with a strong decrease 
in H, will mitigate the side-effects via E and F, which will have a positive effect on 
the policy goal. This also causes В to drop, thereby "... etc. 
(In this example economic and social security factors are replaced by characters.) 
The minister does not want you to focus on issues like: (un)wanted political devel­
opments or decision processes or processes of communication between policy 
makers and between policy makers and society with respect to social security. 
The minister expects that you emphasize the description and argumentation 
what policy instruments will (help) realize the policy goal. If, in your opinion, 
more than one policy instrument is needed to realize the goal, you can also de­
scribe relationships between those instruments. However, stick to the policy in­
struments described above. 
The policy note should take about two pages. You should be able to finish it in 
about 2 to 3 hours. 
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APPENDIX 4: Questionnaire with respect to interest in the social security subject 
matter 
1 I consider it very important to be 
engaged in social security matters 
2 In the paper(s), I often read 
articles about social security 
3 I would like to become a member 
of (new) organizations who are 
engaged in social security 
4 About social security, I would 
like to leam more 
5 I am much interested in people's 
opinions about social security 
6 The changes in the social 
security system (revision of the 
system) do not interest me 
7 I consider it very important that 
there are journals which mainly 
focus upon social security problems 
8 I am strongly interested in the 
way social security affects 
economic developments 
9 In discussions with friends and 
acquaintances I never discuss 
subjects related to social security 
10 What is being published in papers 
about social security matters, I 
consider that not important at all 
11 I never participate in discussions 
about social security 
12 Apart from this course, I often 
read about social security 
13 If there is a program on TV about 
social security, I certainly watch 
that program 
14 Generally, I inform myself well of 
developments with respect to 
social security 
15 I consider discussions about social 
security unimportant 
fully 
agree 
agree agree 
nor 
disagree 
dis-
agree 
agree 
fully 
dis-
16 I am strongly interested in legisla-
tion with regard to social security 
17 If a live debate on social security 
is being broadcasted on TV, 
I would hate to miss it 
18 I would like to know more about 
(new) organizations dealing with 
social security 
19 I often read journals which devote 
a lot of attention to social security 
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APPENDIX 5: Questionnaire with respect to knowledge about the social security 
simulation model 
Instructions: 
1. Check the circle in front of the correct answer: 
о A 
• В 
о С 
o D 
2. If you want to change an answer, put a cross through the wrong answer 
(circle) and check another circle. For instance: 
о A 
0 В 
о С 
• D 
3. Do not skip any questions. If you are not sure about the answer, select the an­
swer that looks best to you. 
A. Questions with respect to direction and delays of relationships 
1. If the total amoimt of the OASI (Old Age and Survivors Insurance Fund) in­
creases, then the outlays of the social security will (1) (increase/de­
crease). As a consequence the social premiums will (2) (increase/de­
crease), by which the level of the wages will (3) (increase/decrease) 
in (4) (this/the next) year. 
2. If the level of the wages increases, the potential employment will (5) 
(increase/decrease), by which the employment will (6) (rise/fall), which 
causes the social security outlays to (7) (increase/decrease). As a 
consequence of this the consumption will (8) (rise/fall) in (9) 
(this/the next) year. 
3. If the labour supply increases the unemployment will (10) (increase/ 
decrease), which causes the social insurance outlays to (11) (rise/fall). 
This might lead to a (12) (rise/fall) in the level of the government 
expenditures in (13) (this/the next) year. 
4. If the government supplements to the social security Trust Funds will be de­
creased this year, the Trust Fund Reserves will (14) (increase/ 
decrease) (15) (this/next) year, which causes the social premiums to 
(16) (increase/ decrease) (17) (this/next) year. 
5. If the social insurance outlays rise, government expenditures will most 
probably (18) (increase/decrease). This will lead to a (19) (rise/fall) 
in the level of the gross national product, which causes the degree of occupa-
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tion of the production capacity to (20) (rise/fall) (21) (this/next) 
year. Consequently the employment will (22) (increase/ decrease). 
B. Questions with respect to strength and direction of relationships 
In each question below, there are three or four different chains of relationships 
from one (starting) variable to one (end) variable. In the first question for 
instance all four chains of variables start with "wage level" and end with 
"investments". The three chains however do not pass through exactly the same 
variables. Take a close look at each of those chains and check the circle in front of 
the strongest chain. The strongest chain is the one through which the end 
variable in the chain is affected strongest by the starting variable. 
1. Chains from wage level to investments. 
о wage level - sum of wages - profits - investments 
о wage level - sum of wages - consumption - gross national product - profits -
investments 
о wage level - sum of wages - consumption - gross national product - degree of 
occupation of production capacity - investments 
о wage level - production capacity - degree of occupation of production 
capacity - investments 
Check the strongest chain above. 
Now suppose that the level of wages increases, what do you think will happen 
to the investments if you only take into account the chain you checked above? 
The investments will, according to that chain, (increase/decrease). 
2. Chains from social security outlays to employment. 
о social security outlays - social premiums - premium burden - wage level -
potential employment - employment 
о social security outlays - social premiums - premium burden - wage level -
production capacity - potential employment - employment 
о social security outlays - social premiums - premium burden - wage level -
sum of wages - profits - investments - production capacity - potential 
employment - employment 
о social security outlays - social premiums - wage level - sum of wages -
consumption - gross national product - degree of occupation of production 
capacity - employment 
Check the strongest chain above. 
Now, suppose that the social security outlays would fall, what do you think 
will happen to employment if you only take into account the chain you checked 
above? 
The employment will, according to that chain (increase/decrease). 
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Chains from labor supply to Trust Fund Reserves. 
о labor supply - unemployment - social security outlays - social premiums -
Trust Fund Reserves 
о labor supply - unemployment - social security outlays - Trust Fund 
Reserves 
о labor supply - unemployment - social security outlays - social premiums -
premium burden - wage level - OASI outlays - government supplements to 
trust funds - Trust Fund Reserves 
о labor supply - unemployment - social security outlays - government 
expenditures - gross national product - labor productivity - wage level -
social security outlays - Trust Fund Reserves 
Check the strongest chain above. 
Now, suppose that labor supply is increasing, what will happen with the 
Trust Fund Reserves if you only take into account the chain you checked 
above? 
The Trust Fund Reserves will (increase/decrease). 
Chains from potential employment to social insurance outlays. 
о potential employment - employment - wage level - social insurance outlays. 
о potential employment - employment - unemployment - socialJnsurance 
outlays 
о potential employment - employment - unemployment - social security 
outlays · social premiums - premium burden - wage level - social 
insurance outlays 
о potential employment - employment - unemployment - social security 
outlays - consumption - gross national product - labor productivity - wage 
level - social insurance outlays 
Now, suppose potential employment decreases, what do you think will happen 
to the social insurance outlays, if you only take into account the chain you 
checked above? 
The social insurance outlays will (increase/decrease). 
Chains from social insurance outlays to social security outlays. 
о social insurance outlays - government expenditures - gross national 
product - degree of occupation of production capacity - employment -
unemployment - social security outlays 
о social insurance outlays - government expenditures - gross national 
product - labor productivity - wage level - social security outlays 
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о social insurance outlays - government expenditures - gross national 
product - labor productivity - wage level - sum of wages - profits -
investments - production capacity - potential employment - employment -
unemployment - social security outlays 
о social insurance outlays - outlays collective sector - consumption - gross 
national product - wage level - social security outlays 
Now, suppose the social insurance outlays will rise, what do you think will 
happen to the social security outlays, if you only take into account the chain 
you checked above? 
The social security outlays will (increase/decrease). 
C. Questions with respect to strength of relationships 
1. If the wage level rises, the sum of wages will increase. Because of the 
increase in the sum of wages, on the one hand the consumption and the 
national product will increase which will enlarge profits. On the other hand 
profits will decrease because of the increase of the sum of wages. What will 
the net result be? 
о profits will increase 
о profits will decrease 
о profits will remain equal 
2. If the wage level rises, the potential employment will decrease and so will 
employment. On the other hand because of the rise in the wage level the 
production capacity will decrease, which will also cause the potential 
employment and employment to fall. Which of both effects will make 
employment decrease most? 
о the direct effect of wage level via potential employment on employment 
о the indirect effect of wage level via production capacity on potential 
employment or employment 
о both effects are equally strong 
3. If the social insurance outlays increase, the social premiums will rise, so the 
Trust Fund Reserves will go up. On the other hand, because of the rise in the 
social insurance outlays, the Trust Fund Reserves will decrease. What is the 
net result of these two effects on the Trust Fund Reserves? 
о Trust Fund Reserves will increase 
о Trust Fund Reserves will decrease 
о Trust Fund Reserves will remain equal 
4. If employment increases, unemployment will decrease. As a consequence the 
expenses for social insurances will decrease which causes the social 
premiums and the premium burden to level off. Because of the increase of the 
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employment, the level of the wages will rise. As a consequence the social 
insurance expenses and the premiums will increase again, which will make 
the premium burden go up again. What will be the net effect on premium 
burden? 
о premium burden will increase 
о premium burden will decrease 
о premium burden will remain equal 
5. If the social provision expenses increase, the government expenditures and 
consequently the gross national product will decrease. Because of the increase 
in social provision expenses the consumption will rise, which causes gross 
national product to grow. What will be the net effect on gross national 
product? 
о gross national product increases 
о gross national product decreases 
о gross national product will remain equal 
D. Questions with respect to behavior as result of impulses 
Below you will find a number of questions about expected future developments (at 
a time frame of 4 years) in a factor in the economic of social security field (affected 
variable) as a consequence of a change that took place in another factor. In each 
question you have to pick one of three possible answers that are graphically 
depicted. The horizontal axis represents time (4 years), the vertical axis 
represents the percentual increase or decrease of the affected variable. The 
graphic thus shows the percentual developments in the affacted variable over 
t ime. 
1. Suppose that the level of the OASI-benefits will be increased by 5%. Below you 
will see three potential effects of this increase in OASI-benefits on the social 
insurance expenses (= the affected variable) for the next four years. Which of 
the three developments, as sketched in the graphics below is right in your 
opinion? (Check the appropriate circle above the correct graphic). 
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2. Suppose the wage level will be decreased by 1%. Which of the developments 
(sketched below) will result for the expenses for social provisions? 
3. Suppose that unemployment will decrease by 5%. Which of the three 
developments (sektched below) will result for the amount of expenses for 
social insurances? 
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4. Imagine that the benefit level of the Income Insurance of the Diseased is 
decreased by 5%. Which of the three developments (sketched below) of 
premium burden will result? 
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5. Which of the three developments in employment sketched in the graphics 
below, will result as a consequence of a decrease in the benefit level of the 
Children's Allowance Insurance by 10%? 
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6. Which of the three developments in the wage level sketched below will occur 
as a result of an increase in the wage level by 3%? 
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7. Which of the developments in the premium burden, sketched below, will 
result if the Government supplements to the Trust Fund Reserves will be 
increased by 10%? 
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8. Suppose that the outlays of the unemployment insurance were to raise by 
5%. Which of the three developments in the amount of the Trust Fund 
Reserves as sketched below will result? 
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9. Suppose that the benefit levels of the OASI will be raised by 5% and at the 
same time the benefit levels of the Income Insurance for the Diseased will be 
decreased by 5%. Which development will result for unemployment? 
10. Suppose that the benefit levels for the special unemployment insurance and 
the unemployments provision are raised by 5%, which of the three 
developments in premium burden will result? 
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E. Questions with respect to the explanation of model behavior 
Below, in each statement, you will find the description of the (quantitative) effect 
of a change in a social security or economic factor on some other social security or 
economic factor. After this statement you will find three different explanations 
for this effect. Check the right explanation. 
1. If the wage level is increased by 1% the premium btirden will go up with at 
least 0.5%. The rise in the premium burden can be explained as follows: 
о because of the rise in the wage level the social security outlays will go up. 
As a consequence the premium income will tend upwards. This leads to 
an increase in the premium burden. 
о because of the rise in the wage level the premiums that are to be paid will 
increase, that is why premium burden will go up. 
о because of the increase in the wage level, the premium-income-level will 
tend upwards. That is why the premium burden increases. 
When the benefit level for the OASI is raised by 5%, the government 
supplements to the Trust Fund Reserves will increase with at least 5%. 
Those supplements increase because: 
о the government wants to prevent the reserves of the OASI fund to 
decrease as a consequence of the increased OASI outlays. 
о as a consequence of the increased social security outlays, the social 
premiums and the wage level will go up and this will lead to an increase 
in unemployment. This causes the subsidies to go up. 
о because of the rise in the OASI outlays there will be inflation, which 
forces the government to increase the subsidies. 
Suppose that the number of people who have been unemployed for a long 
time (i.e. longer than two years) increases rapidly. As a consequence the 
Trust Fund Reserves will decline. The explanation for this decline is that: 
о the social benefits increase, so the reserves decrease. 
о the increased social provision outlays lead (because of the linking 
mechanism) to an increase in the social security outlays. This 
subsequently leads to a decrease of the Trust Fund Reserves. 
о the increase of the social provision outlays leads to a decrease of the 
government expenditures and the gross national product. This causes a 
decrease in the social security outlays and subsequently to a decrease in 
the social premiums and Government Subsidies to the Trust Funds. As a 
consequence the Trust Fund Reserves will decrease. 
4. Suppose, that the wage level is increased by 1%. As a result the wage level 
would ultimately (after four years) be increased by 0.55%. This can be 
explained as follows: 
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о raising the wage level causes the labor costs to increase. As a 
consequence employment will drop, which ultimately leads to a decrease 
or a less stronger increase of the wage level. 
о raising the wage level causes the labor costs to increase. As a 
consequence employment will drop and unemployment will go up. This 
causes the social premiums to level off and consequently to a decrease in 
rolling off the premium burden. This leads to a less strong increase in the 
wage level. 
о raising the wage level causes the labor costs to increase. Consequently the 
degree of occupation of the production capacity decreases. This causes the 
wage level to level off. 
If the social premiums are raised structurally by 1%, the wage level will 
initially increase but after that decrease again. This can be explained as 
follows: 
о because of the increase in the social premiums the premium burden will 
go up. This will lead to rolling off the premium burden and thus rising 
wages. As a consequence the wage costs will increase, the employment 
will decrease again and the wage level will level off again. 
о because of the increase in the social premiums the available sum of wages 
will decrease and as a consequence consumption and the gross national 
product will drop. This will lead to a decrease of the labor productivity, 
which causes the wage level to drop. 
о because of the increase in the social premiums, the social security outlays 
will increase. This will lead to increased production and profits, which 
causes prices to drop after some time. As a consequence the wage level 
will drop. 
Suppose, that the government supplements to the Trust Fund Reserves are 
raised by 5%. This will cause the social insurance outlays to drop by 0.7%. 
This can be explained as follows: 
о increase of the government supplements to the Trust Funds will cause the 
Trust Fund Reserves to mount. This causes a decrease of the social 
insurance outlays. 
о increasing the government supplements to the Trust Funds causes the 
government expenditures to decline and via a decrease of the gross 
national product and the labor productivity this will cause the wage level 
to drop. Consequently the social insurance outlays will decrease. 
о increasing the government supplements to the Trust Funds will cause the 
government expenditures to go up. This will lead to increasing 
employment, decreasing unemployment and as a consequence the social 
insurance outlays will decrease. 
If the number of beneficiaries for the social security disabled regulations 
(GDI = General Disability Insurance and DIW = Disability Insurance 
Workers) will increase by 5%, the total outlays for disability insurances will 
raise by 5.5%. This is because: 
о an increase in the number of beneficiaries for the GDI/DIW, will lead to 
increasing outlays for GDI/DIW. This causes the social premiums to go 
up, a higher wage level and consequently higher outlays for GDI/DIW. 
о an increase in the number of beneficiaries for the GDI/DIW, will lead to 
an extra inflow of people in these regulations/categories. 
о an increase in the number of GDI7DIW beneficiaries will cause an 
increased inflow from the unemployment regulations. 
Decreasing the mean labor-time by 2% (= 1 hour) and applying a cut in 
salaries (also 2%), while the re-occupation rate is between 50 and 100%, will 
lead to a decrease in unemployment (as measured in the number of people 
unemployed) of about 2%. This drop in unemployment is mainly caused by: 
о a drop in the wage costs. 
о an increase in the employment (as measured in the number of people 
employed). 
о a drop in the social security outlays. 
Suppose, that the average number of days of sick-leave decreases. This 
causes the wage costs to drop. This is a consequence of: 
о an increase in labor-productivity. 
о a drop in the social insurance outlays, which causes the social premiums 
and the premium burden to decline and thus leads to a drop in the wage 
level. 
о a drop in the taxes burden as a consequence of the decrease in the outlays 
for the Income Insurance for the Diseased. 
Suppose that the labor supply increases by 1%. As a consequence the wage 
level will drop a little. This could be explained as follows: 
о increase of the labor supply leads to more unemployment, higher social 
security outlays, higher social premiums, decreasing employment and 
consequently to moderate wage demands from the unions. 
о increase of the labor supply leads to more unemployment, higher social 
security outlays, higher taxes and consequently lower wages. 
о increase of the labor supply leads to more unemployment, more part-time 
jobs and consequently lower wages. 
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F. Questions with respect to effectiveness of policy options 
1. Suppose that unemployment increases. Which of the policy variables below is 
most effective to reduce unemployment by 5%? (By most effective we mean the 
policy variable that would need the lowest impulse to realize this policy goal, 
i.e. decreasing unemployment by 5%). 
о amount of government subsidies to the Trust Funds. 
о amount of the social premiums. 
о amount of OASI outlays. 
о amount of outlays for Income Insurance Diseased. 
2. Suppose that you would plan the total amount of social security outlays (social 
insurances and social provision) to be decreased by 5%. Which of the policy 
measures below would come most near to realizing this policy goal? 
о decreasing the benefit levels of the disability social security categories (GDI 
and DIW) by 10%. 
о decreasing the benefit levels for the OASI outlays by 10%. 
о decreasing the benefit levels for the unemployed (the unemployment 
insurance as well as the special unemployment Fund) by 10%. 
о increasing the government subsidies to the Trust Fund by 10%. 
3. Which of the four policy measures, mentioned below, will diminish the 
premium burden most? 
о decreasing the social premiums by 1 %. 
о decreasing the OASI benefit levels by 1%. 
о decreasing the wage level by 1%. 
о increasing the government subsidies to the Trust Funds by 3%. 
4. Suppose you would want the Trust Fund Reserves to increase by 5% and you 
plan to do this through an increase of the premiums, how strong should this 
increase of the social premiums have to be? 
о 0 - 1 % . 
о 1 - 2%. 
о 2-3%. 
о more than 3%. 
5. How much (in percentages) should the benefit level of the Income Insurance 
be decreased in order to make the premium burden drop by 1%? 
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о 0-5%. 
о 5-10%. 
о 10-15%. 
о more than 15%. 
6. Suppose that the wage level increases by 5% during several years. Which of 
the four (conbinations of) policy measures, mentioned below, is in your 
opinion most effective to level off this steady increase? 
о decreasing both the Unemployment Insurance benefit level and the Income 
Insurance for the Diseased benefit level by 5%. 
о raising the government supplements to the Trust Funds by 5% and at the 
same time decreasing the social premiums by 1%. 
о decreasing all social insurance benefit levels by 5%. 
о decreasing the social provision benefit levels by 5%. 
7. If the govemement supplements to the Trust Fund Reserves are increased by 
10% and if you want to keep the Trust Fund Reserves stable, by how much (in 
percentages) would you have to drop the social premiums? The social 
premiums would have to be: 
о dropped by 0 - 3%. 
о dropped by 4 - 6%. 
о dropped by 7-10%. 
о dropped by more than 10%. 
G. Questions with respect to characteristics and usefulness of models 
1. The simulation model that is used in the interactive simulation presents 
percentual changes in economic variables as a consequence of a policy 
measure. The disadvantage of models presenting percentual changes in 
variables is that 
о they are linear models. 
о they are only useful in a growing economy. 
о the predictions made with these models are only reliable when minor 
policy interventions are simulated. 
о the absolute values of the model variables cannot be established. 
2. The model used in the interactive simulation is a linear model. This means 
that all the relationships between the variables in the model are linear 
relationships. The disadvantage of a linear model is that: 
о its predictions are unreliable. 
о its predictions are only reliable within a certain range of the values of the 
model variables. 
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о its predictions are only reliable for periodes shorter than one year. 
о one cannot make predictions on the base of these models. 
3. The strength of the relationships between the variables in an (economic) 
simulation model is determined by: 
о statistical estimation procedures. 
о theoretical considerations. 
о both statistical estimation procedures and theoretical considerations. 
о computer simulations with other (comparable) models. 
4. The validity of a simulation model could best be established by 
o ex ante predictions. 
о ex post predictions. 
о experts. 
о the validity cannot be established. 
5. Simulation models are dynamic because they 
о contain more than one equation. 
о contain delays. 
о contain non linear relationships. 
о are solved by means of a computer. 
6. Simulation models are particularly appropriate for: 
о analyzing policy problems. 
о formulating policy goals. 
о determining the potential effects of policy measures. 
о monitoring policy effects. 
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APPENDIX 6: Codeforms used in coding the policy notes 
Codeform A 
NR. OF 
RESP.: CODER: DATE: PAGE NR.: 
Line 
number 
1/2 
2 
3 
3 
9 
9 
10 
11 
12 
13 
13 
14 
14 
15 
15 
16 
16 
17 
17 
Policy note concept 
social security outlays 
unemployment 
number of beneficiaries 
unempl. insurance 
number of beneficiaries 
special unemployment 
number of beneficiaries 
general provision 
premium percentage 
employers 
premium percentage 
workers 
amount of premiums 
employers 
amount of premiums 
workers 
employment 
cheaper labor 
profits 
investment 
employment 
cheap labor 
produce cheaper 
competitive level 
more can be sold 
employment 
Modelconcept 
(abbreviation) 
SS 
UE 
BUI 
BSU 
BOP 
PEPE 
PRPW 
PRE 
PRW 
EMPL 
WC wage cost 
PR 
INV 
EMPL 
WC 
Cost of prod. 
COMP 
EXP (export) 
EMPL 
Spec. 
С 
С 
Ν 
С 
Rem. 
Codeform В 
NR. OF 
RESP.: ENCODER: DATE: PAGE NR.: 
Line 
3/4 
3/4 
3/4 
12 
13 
14 
14 
1415 
1516 
16 
16 
16 
direc-
cause concept 
BUI 
BSU 
BGP 
PRPW 
PRE 
WC 
PR 
INV 
WC 
Cost of prod. 
COMP 
EXP 
tion 
+ 
+ 
+ 
+ 
-
+ 
+ 
+ 
-
+ 
+ 
effect concept 
SS 
SS 
SS 
PRE 
WC 
PR 
INV 
EMPL 
Cost of prod. 
COMP 
EXP 
EMPL 
Spec Rem. 
264 
APPENDIX 7: Detailed description of the coding procedure of the policy notes 
The coding procedure: identifying and translating concepts 
Before starting the coding procedure, the coders read the policy note in its en-
tirety. Next one starts reading all over again and now records all relevant con-
cepts of the policy note on codeform A (appendix 6). After having recorded all the 
policy note concepts, the next step is to translate these policy note concepts into 
the concepts of the economic simulation model (model concepts). In this transla-
tion process several different kinds of situations can emerge. First, the coder 
cannot find one or more modelconcepts which can be related to the policy note 
concept. In this case one has to do with a "new" concept. The coder writes down 
this new concept in the column under modelconcept and specifies "N" (for new) 
in the specifications (SPEC.) column. On the other hand, if the policy note concept 
can be related to one or more modelconcepts, two different kinds of situations 
may occur: either the policy note concept relates to one and only one modelcon-
cept, or it can sensibly be related to more than one modelconcept. 
In the first case (only one modelconcept) again two different kinds of situations 
may occur. First, the policy note concept is identical with the model concept. In 
this case the task of the coder is quite easy. He writes down this concept in the 
model concept column of codeform A. Second, if the policy note concept and the 
model concept, that it was originally related to, are not indentical, the coder 
checks the definition of the modelconcept in question and decides whether it re-
lates to the policy note concept: if it does not, he treats this policy note concept as a 
new (N) concept. If it does, he checks if the policy note concept is more specific in 
relation to the model concept. If this is the case the coder writes down "S" (for 
specific concept) in the SPEC column and records this concept in the model con-
cept column. If the concept is not specific he writes down the model concept. (An 
example of a specific concept is price of the natural gas, because the economic 
simulation model only contains the general concept price). These are the various 
possible situations if the policy note concept can be related to only one model con-
cept. 
In cases where the policy note concept can be related to more than one model 
concept, two situations can be conceived of. First, after reading the context again 
and reviewing the definitions of the model concepts, the coder is able to convert 
the policy note concept into one of the potential model concepts. In this case he 
writes down the modelconcept in question and specifies a "C" (for conversion) in 
the SPEC column. If, after having read the context and having reviewed the defi-
nition of the modelconcept, the coder cannot decide on the selection of one of the 
modelconcepts, he checks whether the policy note concept can sensibly be related 
to the definitions of the different modelconcepts in question. If noi, it can be con-
sidered a new concept. If, on the other hand, he can sensibly relate the policy note 
concept to more than one of the definitions of the modelconcepts the policy note 
concept can be said to be diffuse. The coder writes down the policy note concept 
under the modelconcept column and specifies a "D" (for diffuse) in the SPEC col-
umn . 
In addition to this general procedure to code policy note concepts, several specific 
situations can occur. First, an author of a policy note proposes a policy interven-
tion. The coder then selects a corresponding model concept with which the policy 
intervention would be implemented and simulated in the model, records this 
concept in the model concept column and records a "P" (for policy) in the SPEC 
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column. Second, if an author of a policy note somehow quantifies statements 
(either by quantifying policy interventions or a relationships between concepts or 
policy effects) the coder checks the SPEC column with a "Q" (for quantification). 
In the "training book" all these different situations are explained and trained 
and the coders are provided with a flow-chart (see figure on next page) in which 
the choices that have to be made and the actions taken are systematically sum­
marized. The use of this flow-diagram is also extensively trained. 
As can be seen from this figure, after having selected a policy note concept 
(P.N.C.: see cell 1 in top of figure ) for review, the first step is to check whether a 
policy option is concerned (cell 2). If so, a Ρ is recorded in the SPEC column (cell 
3) and a check is made whether the option was quantified (cells 4) and the figure 
accompanying this quantification is put in the column remarks (cell 5). If no pol­
icy option is concerned, or after the coding of the policy option part has been fin­
ished, the actual translation process from policy note concept (P.M.C.) into model 
concept (M.C.) starts (cell 6). If no modelconcept can be identified (cell 7) the right 
hand side of the flow-chart (cell 8) urges the coder to reread the context in which 
the concept occured and one again tries to identify a related model concept (cell 
9). If unsuccesful, the concept is new (cell 10). If succesful, the translation pro­
cess is proceeded. Identification of exactly one modelconcept (cell 12) leads after 
comparison of policy note concept with model concept (cell 13) to either recording 
the (identical) modelconcept (cell 14 + 15) if both are identical or a new (cell 17 + 
18) or specific (cell 19 + 20) concept. In the latter case the policy note concept con­
tains an addition in comparison with the corresponding model concept as we ex­
plained in the previous paragraphs. Identification of more than one model con­
cept (cell 12) leads via cell 22 to either a converted (cell 23 + cell 24), a new (cell 25 
+ cell 26), or a diffuse (cell 27) concept. In the first case, after rereading the con­
text, checking the concepts used and checking the definitions of the selected 
model concepts the coder can convert the policy note concept to one model con­
cept. In the second case this conversion is not possible and in addition one cannot 
determine that the policy note concept corresponds to more than one concept 
given the exact definitions of these model concepts. The policy note concept must 
then still be considered new. In the third case the policy note concept can sensibly 
be related to more than one model concept. After the process is finished, the coder 
returns to the first cell and selects the next policy note concept. 
The coding procedure: establishing relationships between concepts 
After having identified and translated all the relevant concepts from the policy 
note, the coder starts looking for relationships between concepts as stated in the 
policy note. Since relationships between concepts can verbally be stated in quite 
different ways we first deal with various kinds of verbal statements in the 
"training book". Examples of simple verbal statements of (causal) relationships 
are presented to the coders. It is explained that these kind of statements can be 
recognized by certain words (e.g. leads to, has as a consequence, consequently, is 
caused by, hence, is affected). Next there is a section in the training book that 
deals with the direction of the relationships between concepts: positive, negative, 
neutral. Positive relationships are characterized by the fact that the affected vari­
able changes in the same direction as the influencing variable (they both increase 
or decrease). 
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Flowchart for translation of Policy Note Concept (P.N.C.) into Model Concept (M.C.) in the 
coding process 
Pin spec 
column . 
select 
P.N.C. © 
Q in SPEC 
column 
- figurein 
REM column 
Θ 
- reread context 
- check concepts already used 
® 
write M.C. - write P.N.C. Nin spec 
column fà) 
write M.C. 
© 
- reread context 
- check already used concepts 
- check definitions M.C.'s 
• write M.C. 
- С in SPEC 
column 
• write P.N.C. 
• N in SPEC 
column 
check definitions 
M.C. 
© 
- write P.N.C. 
-Ν in SPEC 
column 
yes 
- write P.N.C. 
-Sin SPEC 
column 
<§) 
Negative relationships operate the other way around: the affected variable 
increases (decreases) as the influencing variable decreases (increases). In 
neutral relationships the direction of the relationships is left unspecified (e.g. 
labor time reduction affects labor productivity). The subsequent sections in the 
training book are again gradually increasing in level of difficulty, starting with 
simple relationships (between two concepts) in one sentence. A distinction is 
made between certain and probable relationships (e.g. decreasing the wage level 
might lead to more investments). Next chains of arguments are dealt with, i.e. 
statements in which three or more concepts are involved, but in which the con­
cepts might not appear in the same order as they should be coded (e.g. decreasing 
wages leads to more investments, because profits will raise). The next section in 
the training book deals with the way to handle combination and conditional rela­
tionships. A special section is devoted to referrals to previous or subsequent sen­
tences in the policy text and how to handle these. 
For coding the relationships between concepts we developed codeform В 
(appendix 6), in which two concepts are related to each other by means of a sign 
(+ for positive, - for negative and 0 for neutral relationships). 
The coder starts by taking the modelconcepts from codeform A one by one and 
checks the text of the policy notes for relationships between these concepts. 
After having coded the concepts and the relationships between them, the coder 
then constructs a cognitive map (graph) of all the relationships between all the 
concepts as coded on form B. This step is carried out to have a final check on the 
coding procedure and to uncover potential mistakes made during this procedure. 
To accomplish this, the map is compared with the original text of the policy note. 
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APPENDIX β: Evaluation questions 
Below you will find a number of opposing adjectives on both sides of each line. 
You can react to the statements by checking the appropriate point on the line, as 
in the next example 
1 2 3 4 5 
useful | X | | | | | useless 
when your opinion is that it was very useful. 
I consider the subjects treated today : 
1 2 3 4 5 
useful | | | | | | useless 
boring | | | | | 1 absorbing 
difficult | | | 1 | | easy 
I consider the explanation by the operator : 
1 2 3 4 5 
useful 1 | | | | | useless 
boring | | | | | | absorbing 
difficult | | | | | | easy 
clear | | | | | | confusing 
I consider the assignments and the discussions in the subgroups : 
useful 
boring 
difficult 
1 
1 
1 
1 
2 
I I 
I 1 
1 1 
3 4 
I I 
I 1 
1 1 
5 
I 
I 
1 
useless 
absorbii 
easy 
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I consider the explanations I information in the preparatory text : 
1 2 3 4 5 
useful | | | | | | useless 
boring | | | | | | absorbing 
difficult | | | | | 1 easy 
clear | | | | | | confusing 
I have studied the preparatory texts for this session: 
о very thoroughly 
о thoroughly 
о superficial 
о hardly (glanced it through) 
о not at all 
The time I've spent on reading this text is: 
о less than half an our 
о half Ein hour to one hour 
о one to two hours 
о two to three hours 
о three to four hours 
о four to five hours 
о more than five hours: i.e hours. 
270 
APPENDIX 9: Means and standard deviations for interest items in pretest and 
posttest 
item 
1 
2 
3 
4 
5 
6 
7 
8 
9 
10 
Π 
12 
13 
14 
15 
16 
17 
18 
19 
pretest 
m e a n 
3.71 
3.33 
2.20 
4.13 
3.91 
4.05 
(3.29) 
3.71 
3.86 
4.17 
4.14 
2.99 
3.01 
3.04 
(4.23) 
3.22 
3.00 
3.09 
2.40 
standard deviation 
.86 
.94 
.96 
.90 
.85 
1.11 
(1.06) 
1.01 
1.09 
.79 
.98 
.95 
1.01 
.82 
(.78) 
.91 
.97 
.86 
.96 
posttest 
m e a n 
3.81 
3.36 
2.05 
3.79 
3.68 
4.10 
(3.22) 
3.70 
3.65 
4.04 
3.82 
2.88 
3.05 
3.07 
(3.95) 
3.09 
3.21 
2.91 
2.44 
standard deviation 
.80 
.95 
.86 
.85 
.99 
.88 
(.87) 
.95 
1.14 
.95 
.98 
.97 
1.04 
.83 
(.99) 
.95 
.98 
.86 
.85 
Note: the means and standard deviations of item nr. 7 and 15 have been put 
between brackets, because these will be excluded from further analysis. 
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APPENDIX 10: Frequencies of correct answers for the variable: 
knowledge of the economic simulation model (N = 77) 
question 
Category A 
1 
2 
3 
4 
5 
6 
7 
8 
9 
10 
11 
12 
13 
14 
15 
16 
17 
18 
19 
20 
21 
22 
Category В 
1 
2 
3 
4 
5 
6 
7 
8 
9 
10 
Category С 
1 
2 
3 
4 
5 
pretest 
frequency 
77 
76 
34 
56 
65 
6Θ 
69 
44 
17 
72 
77 
20 
41 
73 
64 
40 
69 
37 
47 
32 
75 
63 
30 
39 
40 
50 
11 
48 
3 
14 
5 
37 
43 
44 
44 
5 
52 
percentage 
100.0 
98.7 
44.2 
71.4 
84.4 
89.6 
89.6 
57.1 
22.1 
93.5 
100.0 
26.0 
53.2 
94.8 
83.1 
51.9 
89.6 
48.1 
61.0 
41.6 
97.4 
81.8 
39.0 
50.6 
51.9 
64.9 
14.3 
62.3 
3.9 
18.2 
6.5 
48.1 
55.8 
57.1 
57.1 
6.5 
67.5 
posttest 
frequency 
77 
76 
55 
56 
75 
74 
73 
52 
25 
73 
76 
53 
51 
73 
62 
45 
70 
64 
68 
36 
73 
68 
57 
57 
40 
43 
14 
49 
9 
14 
26 
48 
59 
53 
40 
19 
61 
percentage 
100.0 
98.7 
71.4 
72.7 
97.4 
96.1 
94.8 
67.5 
32.5 
94.8 
98.7 
68.8 
66.2 
94.8 
80.5 
58.4 
90.9 
83.1 
88.3 
46.8 
94.8 
88.3 
74.0 
74.0 
51.9 
55.8 
18.2 
63.6 
11.7 
18.2 
33.8 
62.3 
76.6 
68.8 
51.9 
24.7 
79.2 
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question 
Category D 
1 
2 
3 
4 
5 
6 
7 
8 
9 
10 
Category E 
1 
2 
3 
4 
5 
6 
7 
8 
9 
10 
Cateçorv F 
1 
2 
3 
4 
5 
6 
7 
pretest 
frequency 
40 
30 
35 
Ш 
53 
37 
50 
46 
25 
45 
16 
45 
17 
33 
26 
30 
51 
51 
45 
26 
41 
2L 
52 
27 
16 
28 
48 
percentage 
51.9 
39.0 
45.5 
77.9 
68.8 
48.1 
64.9 
59.7 
32.5 
58.4 
20.8 
58.4 
22.1 
42.9 
33.8 
39.0 
66.2 
66.2 
58.4 
33.8 
53.2 
27.3 
67.5 
35.1 
20.8 
36.4 
62.3 
posttest 
frequency 
46 
50 
52 
68 
56 
49 
61 
48 
25 
47 
37 
48 
27 
46 
12 
52 
70 
5Θ 
59 
40 
5Θ 
47 
54 
33 
22 
49 
49 
percentage 
59.7 
64.9 
67.5 
88.3 
72.7 
63.6 
79.2 
62.3 
32.5 
61.0 
48.1 
62.3 
25.1 
59.7 
15.6 
67.5 
90.9 
76.6 
76.6 
51.9 
76.6 
61.0 
70.1 
42.9 
28.6 
63.6 
63.6 
APPENDIX 11: Factor loadings for category II (containing categories 
D, E and F of knowledge items) with two and three 
factor solution with VARIMAX rotation (posttest) 
item 
Dl 
D2 
D3 
D5 
Ш 
D7 
D8 
D9 
DIO 
El 
E2 
ЕЗ 
Е4 
Е6 
Е7 
Е8 
Е9 
ElO 
F l 
F2 
F3 
F4 
F5 
F6 
F7 
Two factor solution 
factor 
1 
-.225 
-.114 
.121 
-.524 
-.550 
-.603 
-.241 
-.095 
-.348 
-.360 
-.603 
-.177 
-.542 
-.669 
-.835 
.084 
.618 
-.080 
-.442 
-.315 
-.557 
-.590 
-.238 
-.011 
-.165 
2 
.541 
.328 
.710 
.364 
.086 
.392 
.592 
.261 
.175 
.108 
.234 
.365 
.165 
.054 
.280 
.529 
.127 
.432 
.302 
.315 
.108 
.453 
.576 
.728 
.519 
Three factor solution 
factor 
1 
-.227 
-.144 
.120 
-.507 
-.543 
-.602 
-.211 
-.042 
-.309 
-.370 
-.590 
-.084 
-.583 
-.647 
-.786 
.138 
-.638 
-.013 
-.460 
-.352 
-.569 
-.582 
-.241 
-.024 
-.172 
2 
.524 
.418 
.692 
.290 
.053 
.370 
.471 
.075 
.036 
.137 
.176 
.041 
.231 
-.030 
-.446 
.331 
-.061 
.359 
.349 
.426 
.138 
.406 
.565 
.745 
.522 
3 
-.155 
.146 
-.180 
-.269 
-.113 
-.152 
-.417 
-.499 
-.381 
.034 
-.205 
-.855 
.262 
-.234 
-.368 
-.576 
.160 
-.263 
.036 
.191 
.031 
-.223 
-.149 
-.104 
-.103 
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APPENDIX 12: Biseríal item-rest correlation coefficients (rjt) and p-value for 
items in two categories of knowledge 
12a) questions А, В and С before and after changing scores in the B-
category (posttest) 
original scores 
item 
A 3 
4 
5 
8 
9 
12 
13 
15 
16 
18 
19 
20 
22 
В 1 
2 
3 
4 
5 
6 
7 
8 
9 
10 
С 1 
2 
3 
4 
5 
rit 
including 
all items 
.64 
.36 
.21 
.34 
.45 
.41 
.22 
.50 
.17 
.30 
.31 
.32 
-.30 
.47 
.18 
.05 
.33 
.01 
.14 
.26 
-.05 
.57 
.35 
.36 
.16 
-.31 
.40 
-.02 
rit after 
excluding 
items with 
r i t < 0 
.70 
.40 
.32 
.31 
.45 
.44 
.23 
.50 
.16 
.38 
.36 
.33 
.54 
.23 
.02 
.35 
.01 
.11 
.23 
.61 
.41 
.33 
.20 
.38 
p-
value 
.71 
.73 
.97 
.68 
.33 
.69 
.66 
.81 
.58 
.83 
.88 
.47 
.88 
.61 
.79 
.52 
.83 
.18 
.64 
.12 
.82 
.34 
.62 
.77 
.69 
.52 
.25 
.79 
corrected scores for B-items 
rit 
including 
all items 
.61 
.28 
.15 
.28 
.45 
.43 
.17 
.57 
.09 
.32 
.33 
.36 
-.26 
.57 
.15 
.15 
.41 
.26 
.29 
.46 
-.11 
.45 
.37 
.41 
.20 
-.26 
.38 
.00 
rit 
excluding 
items with 
r i t ^ O 
.67 
.33 
.26 
.26 
.45 
.47 
.18 
.56 
.09 
.39 
.38 
.37 
.62 
.21 
.21 
.42 
.20 
.26 
.43 
.48 
.43 
.39 
.23 
.36 
after 
excluding 
Al 6 
.63 
.30 
.25 
.23 
.44 
.48 
.17 
.59 
.41 
.38 
.36 
.66 
.23 
.24 
.47 
.21 
.28 
.43 
.48 
.42 
.39 
.23 
.37 
12 b) Biserial item rest correlations for items in the second category of ques-
tion (D, E and F) regarding knowledge about the simulation model 
(posttest) 
i tem 
D 1 
2 
3 
4 
5 
6 
7 
8 
9 
10 
E 1 
2 
3 
4 
5 
6 
7 
8 
9 
10 
F 1 
2 
3 
4 
5 
6 
7 
rjt including 
all items 
.47 
.26 
.31 
.00 
.56 
.41 
.61 
.52 
.20 
.29 
.27 
.49 
.33 
.35 
-.15 
.43 
.35 
.26 
.28 
.24 
.41 
.36 
.32 
.59 
.43 
.44 
.39 
rjt with negative 
rjt items removed 
.45 
.25 
.30 
.55 
.40 
.62 
.51 
.22 
.29 
.29 
.53 
.29 
.37 
.44 
.33 
.25 
.30 
.25 
.41 
.37 
.35 
.58 
.44 
.47 
.41 
p-value 
.60 
.65 
.68 
.88 
.73 
.64 
.79 
.62 
.33 
.61 
.48 
.62 
.35 
.60 
.16 
.68 
.91 
.77 
.77 
.52 
.77 
.61 
.70 
.43 
.29 
.64 
.64 
276 
APPENDIX 13: Loadings of factor analysis for evaluation questions 
13a) Factor analysis for each dimension of evaluation questions over five 
sessions 
aspects 
subjects 
subgroup 
assign-
ments 
operator's 
explanation 
explanation 
in texts 
dimensions 
valuable 
absorbing 
easy 
valuable 
absorbing 
easy 
valuable 
absorbing 
easy 
clear 
valuable 
absorbing 
easy 
clear 
session 
1 2 3 4 5 
.54 
.45 
.51 
.62 
.54 
.62 
.44 
.51 
.62 
.59 
.62 
.45 
.55 
.43 
.37 
.18 
.48 
.63 
.74 
.52 
.67 
.43 
.60 
.61 
.55 
.48 
.50 
.55 
.59 
.47 
.70 
.77 
.53 
.47 
.51 
.38 
.65 
.50 
.33 
.58 
.79 
.59 
.34 
.28 
.74 
.59 
.48 
.80 
.48 
.59 
.57 
.50 
.51 
.75 
.66 
.64 
.24 
.50 
.65 
.42 
.64 
.66 
.39 
.72 
.48 
.58 
.60 
.58 
.74 
.73 
% expl. 
variance 
19.0 
15.4 
39.0 
38.0 
35.3 
39.1 
25.6 
29.1 
34.7 
31.4 
28.3 
33.5 
42.9 
35.5 
13 b) Factor analysis on evaluation questions after summing scores over 
comparable dimensions within one session (loadings > .35) 
i tem 
valuable 
absorbing 
easy 
clear 
1 
2 
3 
4 
5 
1 
2 
3 
4 
5 
1 
2 
3 
4 
5 
1 
2 
3 
4 
5 
factor 1 
.63 
.66 
.77 
.79 
.69 
.58 
.59 
.63 
.58 
.61 
factor 2 
.49 
.59 
.65 
.66 
.62 
.51 
.61 
.62 
.59 
.71 
.36 
Note L· The total variance explained by the two factors is 43.1%. 
Note 2: For this analysis we added the scores of a certain dimension (e.g. 
valuableness) on the four different aspects (subjects, explana-
tions etc.). This is what we have called "flattening" over dimen-
sions in figure 7.3. After summing these scores per session we get 
20 new variables (4 dimensions over 5 sessions). For instance 
"valuableness" 2 indicates the overall score of an individual on 
all the valuableness items in the second session. Next we per-
formed a factor analysis on these 20 variables. 
278 
APPENDIX 14: Average scores on the evaluation questions for the single 
sessions 
aspect 
subject 
operator 
assign­
ments 
preparatory 
text 
subject 
operator 
assign­
ments 
preparatory 
text 
subject 
operator 
assign­
ments 
preparatory 
text 
operator 
preparatory 
text 
VALUABLE 
group 
exp. 
contr. 
exp. 
control 
exp. 
contr. 
exp. 
control 
ABS 
exp. 
control 
exp. 
control 
exp. 
control 
exp. 
control 
EA 
exp. 
contr. 
exp. 
control 
exp. 
control 
exp. 
control 
CI 
exp. 
control 
exp. 
control 
session 
1 
4.06 
4.21 
4.00 
4.08 
3.82 
3.03* 
3.94 
4.27 
2 
4.00 
4.06 
4.05 
4.14 
3.95 
3.48 
4.16 
4.18 
JORBING 
I 
4.09 
3.76 
3.35 
3.71 
3.94 
3.10* 
2.97 
3.51* 
3.84 
3.34* 
3.53 
3.60 
3.76 
;
 3.28 * 
3.16 
3.26 
L S I N E S S 
I 
2.29 
2.89* 
3.26 
3.34 
2.71 
3.45* 
3.15 
3.08 
2.21 
2.54 
3.00 
2.94 
2.73 
'2.97 
3.00 
2.53 
.ARITY 
I 
3.85 
4.05 
3.58 
3.97 
3.63 
3.97 
3.70 
3.68 
3 
3.42 
3.86* 
3.92 
3.94 
3.29 
2.93 
3.56 
3.83 
2.75 
3.17 
3.44 
3.42 
2.94 
2.76 
2.97 
3.03 
2.03 
2.86 *' 
2.97 
3.44* 
2.91 
3.45 ** 
2.97 
3.11 
3.71 
3.97 
3.33 
3.83* 
4 
3.63 
3.68 
4.00 
3.84 
3.53 
2.87 ** 
3.59 
3.77 
3.09 
3.14 
3.31 
3.41 
3.13 
3.00 
2.91 
3.34 * 
2.06 
3.08 ** 
3.06 
3.11 
2.34 
3.40 *" 
2.53 
3.11* 
3.69 
3.78 
3.06 
3.54 * 
5 
3.43 
3.76 
3.21 
3.82 ** 
3.22 
2.87 
3.34 
3.88 ** 
3.54 
3.43 
3.20 
3.63* 
3.17 
2.76 
3.06 
3.37 
2.19 
3.36 ** 
3.04 
3.65 ** 
2.68 
3.39 ** 
3.11 
3.02 
3.06 
3.99** 
3.55 
3.78 
Note: * =.01 < ρ ¿.05 **=p ¿ .01 
SAMENVATTING 
MENTALE MODELLEN EN COMPUTERMODELLEN: 
Ontwerp en evaluatie van een computer ondersteunde leeromgeving voor 
beleidsvorming 
Deze studie richt zich op het effect van computersimulatiemodellen voor beleids-
ondersteuning op mentale modellen van een bepaald beleidsprobleem. Het gaat 
met name om computersimulatiemodellen van complexe, slecht gedefinieerde 
beleidsproblemen. 
In het tweede hoofdstuk richt de aandacht zich op de historie van het gebruik van 
computersimulatiemodellen voor beleidsondersteuning. Eind jaren zestig en 
begin jaren zeventig verschijnen de eerste evaluatiestudies over het gebruik van 
simulatiemodellen in beleid. Daaruit blijkt dat de eerste modelbouwstudies niet 
erg succesvol zijn geweest. In termen van ondersteuning van het oplossen van 
beleidsproblemen faalden deze studies. Oorzaken hiervoor waren onder andere de 
onervarenheid met deze relatief nieuwe vorm van onderzoek. Daarnaast waren 
de simulatiemodellen in het algemeen te omvangrijk en complex en moesten ze 
teveel doelen tegelijkertijd dienen. Ze leverden in het algemeen dan ook geen 
bruikbare resultaten om beleidsbeslissingen op te baseren. Beleidsmakers 
begrepen in het algemeen weinig van de modellen. 
In de loop van de jaren zeventig verschijnen er nieuwe evaluatiestudies op dit ter-
rein. Deze maken duidelijk, dat nog lang niet alle problemen opgelost zijn, maar 
tegelijkertijd signaleert men ook twee belangrijke zaken. In de eerste plaats 
wordt het begrip 'gebruik' (of 'impact') onder de loupe genomen. Het blijkt dat 
veel modelbouwstudies niet zozeer instrumenteel als wel conceptueel effect 
hebben. In plaats van direkte konkrete oplossingen voor problemen 
(instrumenteel effect) is er veel meer sprake van beïnvloeding van het denken 
over problemen (conceptueel effect): de wijze waarop het probleem wordt gezien, 
in welke termen het wordt beschreven, wat als oorzaken voor een probleem wordt 
beschouwd etc. Daarnaast wordt ook de aandacht gevestigd op verschillen tussen 
de beleids- en de onderzoekswereld. Verschillen in oriëntatie tussen deze beide 
werelden (two-communities) leiden er volgens een aantal onderzoekers toe dat 
resultaten van wetenschappelijke studies in het beleid mogelijk onderbenut 
worden. Aan het eind van de jaren zeventig en begin jaren tachtig wordt nog 
sterker de nadruk gelegd op de conceptuele effecten van modelbouw. Het nut van 
modelbouw wordt vooral gezien in het structureren van complexe, slecht 
gedefinieerde problemen en het uitvoeren van 'impact-assessments' met behulp 
van computersimulaties. Modelbouw helpt bovendien de discussies rondom een 
bepaald probleem te verhelderen en te structureren. Ze hebben vooral als effect 
dat ze de mentale modellen van deelnemers in het modelbouwproces veranderen. 
Wanneer men te maken heeft met complexe beleidsprobelemen, blijkt het proces 
van modelbouw vaak belangrijker dan het uiteindelijke produkt. Een van de 
aanbevelingen om het gebruik van simulatiemodellen te bevorderen is dan ook de 
cliënt zoveel mogelijk in het modelbouwproces te laten participeren. Met cliënt 
wordt meestal bedoeld de uiteindelijke gebruiker van het model. 
In het derde hoofdstuk wordt nader ingegaan op het probleem van participatie 
van de cliënt in het ontwerpen van een computersimulatiemodel van een complex 
beleidsprobleem. We onderscheiden vijf redenen voor participatie. De eerste is het 
eliciteren van kennis over het probleem. De tweede reden is acceptatie van het 
280 
model door de cliënt. De derde reden wordt gevormd door de leereffecten die optre-
den tijdens het proces van modelbouw. Het modelbouwproces stelt de 
participanten in staat geleidelijk een duidelijker en meer gestructureerd beeld 
van het probleem op te bouwen. Anders gezegd: modelbouw biedt ondersteuning 
aan het denkproces van beleidsmakers. De vierde reden is het vertalen van het 
probleem naar een model en het vertalen van de resultaten van de 
modelbouwstudie naar beleidsimplicaties. Dit kan het best gedaan worden door 
diegenen, die beleid moeten ontwikkelen. De laatste reden is dat door participatie 
van de cliënt deze op een veel vroeger tijdstip dan gebruikelijk inzichten verwerft, 
die gebruikt kunnen worden in beleidsdiscussies over het probleem. 
In dit hoofdstuk worden ook een aantal participatieve benaderingen besproken. 
Elk van deze benaderingen legt de nadruk op participatie in bepaalde fasen van 
het modelbouwproces. 
De veronderstelde nuttige effecten van participatie van de gebruiker in het model-
bouwproces liggen op drie terreinen. In de eerste plaats verbetering van de com-
municatie tussen verschillende bij het probleem betrokkenen, die vaak ieder hun 
eigen visie op het probleem hebben. In het verlengde hiervan ligt het tweede voor-
deel: integratie van de verschillende mentale modellen van betrokkenen tot een 
gedeelde visie op het probleem. Het derde voordeel bestaat uit het leereffect dat op-
treedt: het verhelderen van de structuur van een probleem en het uit deze struc-
tuur voortkomend gedrag van dit probleem. Deze laatste veronderstelde voordelen 
vormen het uitgangspunt voor een empirische evaluatie van de leereffecten van 
computersimulatiemodellen. 
In het vierde hoofdstuk wordt de probleemstelling en het onderzoeksdesign voor 
de empirische evaluatie besproken. Uitgangspunt voor de formulering van de 
probleemstelling vormt het veronderstelde effect van computersimulatiemodellen 
op mentale modellen. Aan het begrip mentaal model van een beleidsprobleem 
worden drie aspecten onderkend: interesse in het onderwerp, kennis over de 
relatie tussen structuur en dynamiek van het probleem en het vermogen om die 
kennis om te zetten in argumentaties voor beleidsaanbevelingen. Dit laatste staat 
bekend als de kwaliteit van de beleidstheorie. Dit begrip wordt in deze studie dus 
als een individueel kenmerk beschouwd. Om het effect van computermodellen op 
mentale modellen op objectieve wijze te kunnen vaststellen dient tenminste een 
voor- en een nameting op deze verschillende aspecten plaats te vinden. 
Naast deze algemene vraag van het effect van computermodellen zijn we ook 
geïnteresseerd in het differentiële effect van verschillende wijzen waarop mensen 
met het model geconfronteerd worden. We onderscheiden twee vormen: de 
traditionele wijze van modelbouw en verslaglegging en een participatieve variant. 
Om verschillen tussen beide te kunnen vaststellen maken we gebruik van het 
pretest-posttest control group design, waarin deelnemers aan het experiment 
volgens het toeval over de beide condities verdeeld worden. 
Om het onderzoeksontwerp niet te gecompliceerd te maken en om aan te sluiten 
bij de steeds meer opkomende computer ondersteunde leeromgevingen, waarin 
participatie een belangrijke rol speelt, wordt voor het ontwerp van beide condities 
in het experiment gebruik gemaakt van hetzelfde computermodel. Dit is een 
econometrisch model dat een beschrijving geeft van de samenhangen tussen het 
Nederlandse sociale zekerheidsstelsel en de economie. 
Aan het eind van hoofdstuk 4 wordt het conceptuele model van de studie 
gepresenteerd. De afhankelijke variabelen zijn: interesse in sociale 
zekerheidsvraagstukken, kennis van sociale zekerheid en de kwaliteit van de 
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beleidstheorie. De onafhankelijke variabele wordt gevormd door de condities van 
het experiment. Vervolgens worden nog enkele mogelijke storende variabelen 
geïntroduceerd. In de eerste plaats de tijdsinvestering door de deelnemers: zowel 
ten aanzien van het lezen van teksten als het aantal bijgewoonde sessies. 
Vervolgens de wijze waarop men de sessies over het model ervaart, met als 
dimensies: moeilijk, duidelijk, boeiend en waardevol. Tenslotte het begrip 
leerstijl. 
In hoofdstuk 5 wordt een beschrijving gegeven van de ontwikkeling van de beide 
condities in het experiment. Voor het ontwerp van de experimentele conditie (met 
participatie van deelnemers) wordt uitgegaan van een interactieve simulatie-
benadering, waaraan een aantal elementen wordt toegevoegd, die de deelnemers 
de verschillende fasen in het modelbouwproces laten doorlopen. Er wordt een in-
teractief computersimulatiespel ontworpen, dat bestaat iñt een vijftal bijeenkom-
sten (van elk ca. 2 uur), waarin successievelijk de verschillende stappen in een 
modelbouwproces worden nagebootst, uitgaande van het bestaande simulatiemo-
del. Om de deelnemers op de verschillende sessies voor te bereiden wordt elke bij-
eenkomst voorafgegaan door een inleidende tekst, die een of meer vragen en opga-
ven bevat, die de deelnemers thuis dienen te beantwoorden. Tijdens de sessie vol-
gen meer opdrachten, die in groepen van drie personen worden uitgewerkt. Deze 
opdrachten zijn een weerspiegeling van de activiteiten die modelbouwers zelf 
uitvoeren bij het construeren van een model. 
Voor het ontwerp van de controleconditie wordt zoveel mogelijk aangesloten bij de 
opzet van de experimentele conditie, zij het dat deelnemers hier niet zelf model-
bouwactiviteiten uitvoeren, maar de resultaten daarvan in de vorm van een on-
derzoeksrapport krijgen voorgelegd. Om de tijdsbesteding voor de beide condities 
gelijk te houden worden ook voor deze groep een aantal sessies georganiseerd, die 
het karakter hebben van discussiebijeenkomsten over modelonderdelen en uitleg 
hierover in de vorm van hoorcolleges. 
Voor de selectie van proefpersonen werd gebruik gemaakt van drie groepen 
studenten: een groep HBO-studenten maatschappijleer, een groep sociologie- en 
politicologiestudenten en een groep psychologiestudenten van arbeid en 
organisatie. Het experiment werd dus drie keer herhaald in de periode begin 1986 
tot eind 1986. 
Beleidsmedewerkers op het terrein van sociale zekerheid konden moeilijk bereid 
worden gevonden om in het experiment te participeren. We hebben tenslotte een 
groep van acht beleidsmedewerkers van het Ministerie van Sociale Zaken bereid 
gevonden om aan een tweetal sessies (van elk ruim drie uur) mee te doen. Men 
was echter alleen geïnteresseerd in de computer gesteunde variant. 
In hoofdstuk 6 wordt ingegaan op de operationalisatie van de meetinstrumenten, 
met name de afhankelijke en de mogelijk storende variabelen. 
Interesse in sociale zekerheid wordt omschreven als de mate waarin men actief 
of passief informatie verzamelt over het onderwerp. Dit wordt geoperationaliseerd 
in 19 Likert items. Kennis werd vastgesteld door een aantal meerkeuzevragen 
over bepaalde aspecten van het model: structuur, dynamiek en de relatie tussen 
beide. De kwaliteit van de beleidstheorie wordt vastgesteld door deelnemers een 
beleidsnotitie (ca. 2 pagina's) over een sociaal zekerheidsprobleem te laten 
vervaardigen. Uit deze notitie wordt met behulp van de methode Axelrod (1976) de 
beleidstheorie gereconstrueerd. Aan de hand van de literatuur over de kwaliteit 
van de beleidstheorieën wordt een aantal indicatoren ontwikkeld om de kwaliteit 
vast te stellen. Er wordt een drietal globale categorieën onderscheiden: 
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epistemologische, implementaire en strategische criteria. Binnen deze 
hoofdcriteria worden een aantal subcriteria onderscheiden. Binnen de 
epistemologische: validiteit (empirische validiteit en consistentie) en precisie (van 
begrippen, relaties tussen begrippen en beleidsingrepen en -effecten). Binnen de 
implementaire criteria: 
- het voorkomen van beleidsvariabelen (zowel instrument- als doelvariabelen) 
- de diñerentiatie van de theorie, tot uitdrukking komend in aantal gebruikte 
concepten, het aantal en de lengte van paden en feedbackloops en de 
balancedness van paden. 
- de integratie van de theorie, tot uitdrukking komend in het aantal relaties 
tussen de gebruikte concepten. 
De strategische criteria worden onderscheiden in het aantal exogene concepten 
dat wordt gebruikt en het rekening houden met tijdsvertragingen in de uitvoering 
en het optreden van beleidseffecten. 
Voor de meting van de evaluatie van de sessies wordt gebruik gemaakt van een 
semantische differentiaal. Er zijn vier dimensies (waardevol, boeiend, moeilijk 
en duidelijk) op een viertal aspekten: onderwerp van de sessie, uitleg van de 
docent, opdrachten in de subgroepen en uitleg in de voorbereidende tekst. In deze 
vragenlijst zijn ook twee vragen opgenomen, die betrekking hebben op de mate 
van tijdsinvestering door de deelnemers: voorbereiding van de sessies: een vraag 
over de hoeveelheid tijd die besteed is aan het lezen van de voorbereidende teksten 
en de grondigheid waarmee dit gedaan is. Tenslotte is van iedere deelnemer ook 
bekend hoeveel sessies daadwerkelijk bijgewoond zijn. 
Het begrip leerstijl dient vanwege lage betrouwbaarheid en validiteit te vervallen. 
Hoofdstuk 7 gaat in op de schaalconstructie voor de verschillende variabelen. De 
interesse items worden onderworpen aan factoranalyse en er resulteren 
uiteindelijk 17 van de 19 items die een schaal vormen. De verschillende 
theoretisch onderscheiden kennisdimensies dienen om 
betrouwbaarheidsredenen te worden samengevoegd tot twee dimensies: kennis 
over de structuur van het model en kennis over de relatie tussen dynamiek en 
structuur. Bij de vaststelling van de indicatoren voor de beleidstheorie blijkt de 
codering van de beleidsnotities niet accuraat genoeg. Via samenvoeging van 
categorieën en hercodering van een gedeelte van het materiaal worden de 
accuratesse scores verhoogd. De correlaties tussen de verschillende indicatoren 
blijken te laag om deze via factoranalyse te comprimeren tot een kleiner aantal 
dimensies. 
Wat betreft de evaluatievragen van de sessies, deze blijken te kunnen worden 
teruggebracht tot twee dimensies over de gehele cursus: 
- interessant (bestaat uit de dimensies boeiend en waardevol) 
- begrijpelijk (bestaat uit de dimensies moeilijk en duidelijk) 
Hoofdstuk 8 presenteert de resultaten van de empirische evaluatie. Deze zijn in te 
delen in vier categorieën. Ten eerste de evaluatie van de sessies door de beide 
groepen. Ten tweede antwoorden op de vraag wat het effect is van het computer-
model op interesse, kennis en kwaliteit van de beleidstheorie. Vervolgens of er 
verschillen zijn tussen de beide condities en tenslotte hoe de groep 
beleidsmedewerkers (experts) scoort in verhouding tot de studenten. 
Wat betreft de evaluatievragen blijkt dat er geen verschillen zijn in de mate 
waarin beide groepen de cursus interessant vinden. Wel is er een verschil in de 
begrijpelijkheid. De experimentele groep vindt de cursus minder begrijpelijk dan 
de controlegroep: men vindt het vooral moeilijker; wat de duidelijkheid betreft 
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zijn de verschillen tussen de beide groepen kleiner. Tegelijkertijd vindt de 
experimentele groep de opdrachten in de subgroepen boeiender dan de 
controlegroep. 
Over het algemeen echter zijn de scores op de verschillende vragen tamelijk hoog. 
Gemiddeld vinden de beide groepen de cursus zowel interessant als begrijpelijk. 
Dit geldt ook voor de experts. Opvallend is dat deze laatsten met name het 
interactieve simulatie gedeelte hoger waarderen dan de studenten. 
De interesse, de mate waarin men op zoek is naar informatie over het onderwerp 
sociale zekerheid verandert niet tussen de voor- en de nameting. Dit geldt zowel 
voor de experimentele als de controlegroep. Ook bij de groep beleidsmedewerkers 
verandert de interesse niet. Er is een belangrijke covariaat: de voormeting van 
interesse. Wel is het opvallend dat een aantal studenten opmerkt dat deelname 
aan de sessies en confrontatie met het computermodel hen helpt om informatie 
uit verschillende bronnen (bv. krantenartikelen) te structureren. 
Bij de groepen studenten neemt de kennis ten aanzien van de structuur en ten 
aanzien van de relatie tussen structuur en dynamiek duidelijk toe. Er is geen ver-
schil tussen de experimentele en controlegroep in dit opzicht. De experts scoren 
in de voormeting al tamelijk hoog. Zij nemen dan ook weinig in kennis toe. Dit is 
waarschijnlijk ook te wijten aan hun geringe voorbereiding van de sessies. 
De derde afhankelijke variabele (kwaliteit van de beleidstheorie) dient besproken 
te worden aan de hand van de scores op de afzonderlijke indicatoren. Er zijn een 
zestal indicatoren, waarop een duidelijke stijging voor de gehele groep 
(experimentele en controlegroep) valt waar te nemen. Dit zijn bij de epistemologi-
sche criteria: het aantal gebruikte concepten dat rechtstreeks uit het economische 
model afkomstig is en het aantal gekwantificeerde uitspraken. In de categorie 
implementaire criteria het aantal gebruikte concepten en de dichtheid van het 
netwerk. Het aantal velden waaruit de verschillende concepten afkomstig zijn 
vertoont een significante daling. Bij de strategische criteria neemt het aantal 
vertragingen sterk toe. 
Opvallend zijn de hoge scores in de voormeting op een aantal epistemologische 
criteria: juistheid van gelegde relaties en consistentie. 
De resultaten van de analyses laten zien dat voor een aantal belangrijke 
variabelen het lezen van de voorbereidende teksten van invloed is. 
Van de experts hebben we slechts een beleidsnotitie uit de voormeting. 
Vergelijking met de scores van de studenten leert dat de groep 
beleidsmedewerkers in het algemeen niet hoger scoort dan de studenten. Hierop 
zijn echter enkele duidelijke uitzonderingen. Op het aantal modelconcepten en de 
dichtheid van het netwerk scoren de beleidsmedewerkers hoger dan de groep 
studenten. 
Het feit dat er betrekkelijk weinig verschillen worden gevonden tussen de experi-
mentele en de controlegroep heeft waarschijnlijk te maken met het feit dat beide 
condities qua graad van participatie van de deelnemers dichter bij elkaar liggen 
dan in werkelijkheid het geval zou zijn. De traditionele modelbouwvariant 
(controlegroep) besteedde relatief veel aandacht aan discussies ever het model en 
was in de gelegenheid hierover een groot aantal vragen te stellen tijdens de 
sessies. De participatieve variant (experimentele conditie) mist als belangrijk 
participatief element het uitgaan van het mentale model van betrokkenen: men 
wordt geconfronteerd met een bestaand economisch model, waarvan de structuur 
niet gewijzigd kan worden. 
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In het laatste hoofdstuk worden een aantal conclusies geformuleerd. Deze zijn 
ingedeeld in drie categorieën: conclusies die rechtstreeks betrekking hebben op 
dit onderzoek, conclusies met betrekking tot toekomstig (evaluatie) onderzoek en 
conclusies over het ontwerp van computer ondersteunde leeromgevingen. 
De belangrijkste conclusies uit het onderzoek hebben we hierboven weergegeven. 
Met betrekking tot kenmerken van mentale modellen dient het beeld genuanceerd 
te worden: ze zijn niet zo diffuus, onlogisch en beperkt als vaak verondersteld 
wordt. Bovendien blijkt er op een aantal punten duidelijk verbetering op te treden: 
overzien van dynamische konsekwenties, samenhang in de theorie, 
uitgebreidheid van de theorie, kwantificeringen en het denken in vertragingen. 
Vervolgens worden een aantal conclusies getrokken en richtlijnen geformuleerd 
voor het ontwerp van computer ondersteunde leeromgevingen, die gebruik 
maken van computer simulatiemodellen. 
Tot slot wordt ingegaan op mogelijk toekomstig onderzoek. Toekomstig onderzoek 
zou zich dienen te richten op andere dan leereffecten op individueel niveau. 
Bijvoorbeeld het leren op groeps- of organisatieniveau. Onderzoeksvragen op dit 
gebied hangen nauw samen met de veronderstelde nuttige effecten van participa-
tieve modelbouw op communicatie en integratie van mentale modellen. Een be-
langrijk onderzoeksterrein is ook het proces van kenniselicitatie voor modelbouw. 
Ook op dit terrein is weinig onderzoek verricht naar methoden en processen die 
op valide en efficiënte wijze in staat zijn mentale modellen te extraheren ten 
behoeve van modelontwikkeling. 
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Stellingen behorende bij het proefschrift: Mental models and computer models, 
design and evaluation of a computer-based learning environment for policy 
making, van J.A.M. Vennix. 
1. Meer dan op interesse in het onderwerp heeft modelbouw effect op het 
vermogen van de deelnemers informatie met betrekking tot een beleidspro-
bleem te structureren (dit proefschrift). 
2. In het kader van de bevordering van feedback gericht denken van 
beleidsmakers verdient het aanbeveling het (post-)academisch onderwijs in 
de systeemdynamica methode krachtig te bevorderen (dit proefschrift). 
3. "...de bijdrage van de sociale wetenschappen aan het beleid ligt veel meer in 
de educatie van de beleidslieden via zinnig onderzoek, dan in het direct 
aanwijzen van de richting waarin zich het concrete beleid zou moeten ont-
wikkelen." 
(Munsters, Q.J.: "E.W. Hofstee: Tussen speculatieve fantasie en empirisch 
realisme". In: Mens en Maatschappij, nr. 3, jrg. 55, 1980, p. 236) 
4. "...planning means changing minds, not making plans." (A.P. de Geus, 
Planning as learning. In: Harvard Business Review, march-april, 1988, 
p. 70). 
5. In de universitaire opleiding van sociale wetenschappen dient meer dan tot 
nu toe het geval is aandacht te worden besteed aan de ontwikkeling en de 
training van het denkvermogen van de student(e). 
6. Uit het oogpunt van disseminatie van wetenschappelijke kennis uit beleids-
gericht onderzoek verdient het aanbeveling vakpublicaties in niet weten-
schappelijke tijdschriften te bevorderen (zie "utilization of knowledge" litera-
tuur). 
7. Het door modelbouw optredende effect van een geïntegreerde en gedeelde visie 
op een (beleids)probleem is minstens even belangrijk voor de oplossing ervan 
als een eventueel optredend leereffect. 
8. Uit het oogpunt van het tegengaan van milieuvervuiling en filevorming dient 
de opbouw van een telematica-infrastructuur ten spoedigste ter hand te wor-
den genomen. 
9. De culturele en historische verklaringen, die veelal gegeven worden voor het 
economische succes van het na-oorlogse Japan, komen eerder voort uit 
onwetendheid dan uit deskundigheid over de betreffende historie en cultuur. 
10. Er dient een (jaarlijks terugkerende) prijs te worden ingesteld voor de 
beleidsmaker die op de beste wijze het verkeerde probleem heeft opgelost. 



