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Summary
In this dissertation, analysis and design of the efficient Medium Access Con­
trol (MAC) sub-layer schemes are considered for Vehicular Ad hoc Networks 
(VANETs). The contributions of this study are three-fold. First, an analytical 
model based on Markov chain is developed in order to investigate the perfor­
mance of the MAC sub-layer of the IEEE 802.1 Ip for vehicular communications. 
The results indicate that single channel MAC sub-layers may not be adequate 
for the future Intelligent Transportation Systems (ITS). The analytical model is 
validated with the results from simulation-based analysis. Performance analysis 
based on simulations is given on MAC metrics such as throughput, access delay, 
packet delivery. Second, a multi-channel MAC protocol is proposed and com­
prehensively analyzed in terms of channel utilizing and Quality of service (QoS) 
differentiation for dense VANETs. It is demonstrated that the proposed scheme, 
namely Asynchronous Multichannel MAC with Distributed TDM A (AMCMAC- 
D), improves the system performance in terms of throughput, packet delivery 
rate, collision rate on service channels, load balancing, and service differentiation 
for dense vehicular networks. Third, to cope with the interference from con­
tention with neighbours within two hops in large-scale networks, a Large-scale 
Asynchronous Multichannel MAC (LS-AMCMAC) is proposed. The proposed 
scheme outperforms other benchmark multichannel MAC schemes in large-scale 
networks, in terms of throughput, channel utilization, dissemination of emergency 
messages, and the collision rates on control and service channels.
K ey words: VANET, Random Access MAC, Multichannel MAC.
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Chapter 1
Introduction
This chapter gives an introduction to the research in this thesis. First, the scope of 
this work, and challenges as well as opportunities arising from the special features 
of VANETs are introduced. Then, the motivations and objectives are elaborated, 
followed by contributions of the whole work in the thesis. The overview of the 
dissertation is given at the end of this chapter.
1.1 Scope and Challenges
Modern ITS has received wide spread attention in recent years. ITS is a generic 
term for the integrated application of communications, control and information 
processing technologies to the transportation system [2]. It covers all modes of 
transport and considers all elements of the transportation system (e.g., vehicles, 
infrastructure, and drivers and users), interacting together, dynamically. The 
overall function of ITS is to improve decision making, often in real-time, by 
transport network controllers and other users, thereby, improving the operation 
of the entire transport system. As a special case of Mobile Ad hoc Networks 
(MANETs), VANETs ([58], [31]) provide communications among nearby vehicles
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and between vehicles and nearby fixed infrastructures. It is the cornerstone of 
the envisioned ITS [1].
Comparing with MANETs, VANETs need to take in account new challenges 
such as constrained road topology, multi-path fading, obstacles on the road and 
roadside, traffic flow models, trip models, varying vehicular speed and mobility, 
traffic regulations, congestion, and drivers’ behaviour [3]. In VANETs, the main 
requirement for the MAC sub-layer is to offer robust transmission among vehicles 
and infrastructures on a shared medium, with QoS provision. The IEEE 802.l ip  
standard is particularly designed for vehicular environment as the Physical Layer 
(PHY) and MAC sub-layer protocol. Random access approach is employed by 
the well-known IEEE 802.U p standard for the Dedicated Short Range Communi­
cations (DSRC) /  Wireless Access in Vehicular Environments (WAVE) compliant 
systems.
Due to the specific challenges raised by the nature of VANETs, designing and 
optimization of MAC sub-layer for the IEEE 802.U p is non-trivial problem. The 
fast movement of the nodes in VANET often changes the topology of the network, 
which hinders the operation of the conventional MAC schemes. In addition, fast 
and significant channel fading leads to higher packet loss rates. For example, 
for reliable deployment of safety-related applications, ensured QoS of emergency 
messages is critical, since timely dissemination of emergency messages in VANETs 
can make a vital difference on saving life and accident avoidance. In addition, the 
size and density of VANETs are expected to be much greater than conventional 
MANETs. This is particularly a significant problem as random access MAC 
schemes demonstrate poor performance in highly dense and large-scale networks.
Design of efficient MAC protocols for VANETs requires careful consideration of 
the specific characteristics of VANETs and particular QoS requirements for ITS 
applications. The features of VANETs lead to unique challenges and opportuni­
ties in medium sharing which will be discussed in the following:
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• Mobility
Nodes in VANETs usually move at much higher speeds compared to nodes 
in other types of MANETs. This results in rapid changes in the network 
topology in VANETs, causing intermittent communication links. Hence, 
multiple handshakes and complicated authentication, that are often used 
in communication networks, cannot be directly adopted in the design of 
efficient MAC scheme for VANETs. In addition, higher Doppler shift effect 
often complicates the operation of the PHY in VANETs.
• Large Networks Size
VANETs have the potential to grow into very large scales. Within the same 
reference area, hundreds of vehicles may be present due to the crowded traf­
fic in urban area or traffic jams. Jam density, which refers to extreme traffic 
density associated with completely stopped traffic flow, usually lies in the 
range of 185-250 vehicles per mile per lane [89]. This may result in scalabil­
ity^ issues in VANETs. At high node densities, the probability of simulta­
neous transmission sharply increases, resulting in significantly more trans­
mission collisions. Traditional Carrier Sense Multiple Access with Collision 
Avoidance (CSMA/CA) approaches demonstrate poor resource utilization. 
Limited bandwidth is further decreased by the poor channel utilization, due 
to the shared wireless channel with a distributed MAC scheme and multi­
hop communication among distant nodes [60]. MAC schemes for VANETs 
should be able to cope with a great variation in vehicle density over the 
network satisfying performance under heavy load.
• QoS Provisioning
ITS applications can be classified into three categories: safety; traffic ef-
^Scalability is the ability to handle the addition of nodes or objects without suffering a 
notable loss in performance or increase in administrative complexity.
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ficiency; and entertainment. Safety-related applications are used to make 
driving safer by providing timely information about accidents (e.g., car 
crash, road congestion, etc.) to the drivers so as to avoid unexpected acci­
dents. Many ITS applications (e.g., safety and motion control applications) 
require real-time and reliable communications. Nonetheless, in VANETs, 
with fully distributed MAC, data packets may experience unpredictable de­
lays in media access due to deferrals and backoffs resulting in failure of sen­
sitive applications. Thus, a suitable MAC sub-layer for VANETs requires 
proper mechanisms of QoS provisioning and prioritization mechanisms.
• Anonymity
Nodes are anonymous to each other. This helps protect node privacy in 
VANETs; however, it increases difficulty of operation of the protocols and 
applications in Vehicle to Vehicle (V2V) communication.
• Low Penetration Rate
In the initial period of implementing VANETs, the penetration rate of 
equipped vehicles is low in the market. This makes it hard for nodes to get 
enough neighbours nearby to support necessary applications, which means 
that protocols which rely on peers or infrastructures may suffer from ab­
sence of cooperative nodes.
As well as the existence of the particular challenges, specific opportunities are 
available in vehicular environment that can be exploited. Mobile nodes in VANETs 
are vehicles, which are usually assumed to be able to obtain their own geographical 
location by using Global Positioning System (GPS), so that time synchronization 
and location information can be available. In addition, vehicles are not con­
strained by resources limitation problem in terms of data storage and power that 
are typical for other MANETs. Dynamic topology problem exists in VANETs, 
but the movement of nodes in VANETs is not completely random. It is relatively
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predictable since vehicles are restricted to the roads on which the vehicles are 
travelling and the traffic control regulation. The moving speed of nodes have 
limits as well according to traffic regulations. Thus, the particular mobility of 
nodes in VANETs lessens the uncertainty of node movement and offers opportu­
nities to design proper protocols for different layers. Besides the traffic control 
centre, devices can be mounted on the roadside units or other infrastructure to as­
sist the information dissemination, multi-hop connection, and centralized service. 
Hence, VANETs can actually take advantage of infrastructure in the future. The 
above-mentioned opportunities should be exploited in designing more reliable and 
efficient MAC schemes for VANETs.
1.2 O bjectives and Contributions
Motivated by the high potential of deployment of modern ITS applications and 
the aforementioned challenges and opportunities in vehicular communication en­
vironments, the objectives of this dissertation are as follows:
• to analyse the performance of the MAC sub-layer of the IEEE 802.U p with 
analytical and simulation-based studies;
• to design efficient MAC schemes for dense vehicular networks in order to 
improve system performance;
• to solve problems which causes severe performance degradation in large- 
scale vehicular networks.
For performance study of MAC sub-layer of the IEEE 802. Up, we aim to propose 
an analytical model for IEEE 802.U p MAC sub-layer in saturated traffic condi­
tion, taking into account Contention Windows (CWs) and Arbitration Interframe
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Spaces (AIFSs) for different Access Categories (ACs), and internal collisions re­
solving mechanism. The proposed approach considers four ACs according to the 
IEEE 802.11p. The proposed model is relatively simple to be explicitly solved 
for the validation of all four ACs, and it can be used for analysis of large-scale 
scenarios or as the validation purposes.
From the performance analysis of single channel MAC IEEE 802.Up, we observe 
the necessity of designing efficient MAC scheme for dense vehicular networks. 
Motivated by the results, a novel distributed Time Division Multiple Access 
(TDMA) based asynchronous multichannel MAC scheme, namely AMCMAC- 
D is proposed. This scheme supports multiple transmissions simultaneously on 
different service channels and improves the system performance of MAC sub-layer 
in large-scale networks. The AMCMAC-D scheme consists of two algorithms, i.e., 
the Asynchronous Multichannel MAC (AMCMAC) and the Distributed Time Di­
vision Multiple Access (DTDMA), that can function both together and separately. 
Contributions from the AMCMAC scheme are summarized as follows:
1. AMCMAC assures the balance among service channels by adopting a load 
balancing channel selection mechanism;
2. AMCMAC reduces the collision rate on the control channel by using differ­
ent post-transmission process compared to the existing schemes;
3. AMCMAC tackles the missing receiver problem, which is a common prob­
lem in asynchronous multichannel MAC schemes, in a different way com­
pared to Asynchronous Multichannel Coordination Protocol (AMCP). As a 
result, AMCMAC reduces the waiting time for other nodes, and the collision 
rate on the CCH if the receiver is missing;
4. AMCMAC improves the utilization of the service channels by tackling the 
multichannel hidden terminal problem differently from that in AMCP.
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In addition, to reduce the high contention level on the control channel in large- 
scale networks, we propose a fully distributed TDMA-like algorithm that controls 
the transmission attempts on the control channel, namely, DTDMA scheme. Un­
like the centralized TDMA schemes, the DTDMA does not require assistance from 
Roadside Units, and there is no need for overhead associated with allocation of 
time slots to stations; hence, DTDMA is suitable for large-scale distributed vehic­
ular networks. The DTDMA scheme handles the chances of accessing the shared 
control channel for different access category queues on demand, which means that 
a single time slot does not need to be dedicated to a specific node. Mathematical 
analysis of the adverse impacts of congestion on the control channel, as well as, 
the impacts of DTDMA on the effective load on each time slot are also given in 
this thesis. Contributions from the DTDMA scheme are summarized as follows:
1. DTDMA is fully distributed so that it does not require assistance from 
Roadside Units (RSUs), central controllers or cluster headers, and there is 
no need for overhead associated with allocation of time slots to stations;
2. DTDMA reduces the high contention level on the control channel in large- 
scale networks;
3. DTDMA works on top of any other distributed CSMA contention based 
MAC scheme;
4. With DTDMA, service differentiation is enhanced by allocating different 
numbers of time slots for access categories with different priorities.
Finally, comparisons of the performance of the AMCMAC-D scheme with that 
of the IEEE 1609.4 standard and the AMCP protocol are given. The results 
obtained show that the proposed scheme outperforms both of the aforementioned 
schemes in terms of system throughput, packet delivery rate, collision rate on 
service channel, load balancing, and service differentiation.
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We also investigate the severe degradation in performance of existing multichannel 
MAC schemes in large-scale networks. Considering the causes and limitation of 
existing designs, we propose a multichannel MAC scheme, namely LS-AMCMAC 
for the large-scale networks. In order to solve the problem of interference from 
two-hop neighbours in large-scale networks, the proposed scheme segments the 
large reference area into multiple sub-networks. Specific service channels are allo­
cated to each sub-network, while the control channel is occupied for broadcasting 
segmentation information by RSUs. Since RSUs are assumed available in large- 
scale networks, the dissemination of emergency messages is improved in terms of 
delay and penetration rate. The proposal also considers one practical problem of 
communications between two nodes that are anonymous to each other. We also 
consider the generation of V2V communications in the proposal. Vehicles obtain 
information of relevant ITS applications of other vehicles in the neighbourhood, 
request interested information from peers, and update subscribed application in­
formation. Comparison of the performance of the LS-AMCMAC scheme with 
that of the IEEE 1609.4, AMCP, and AMCMAC is given, which demonstrates 
that the proposed scheme improves the system performance in terms of system 
throughput (i.e., the total normalized throughput on all service channels), emer­
gency messages dissemination, collision rate on service channel, and the successful 
channel negotiation.
As the contributions to software development, during my PhD studies. I’ve im­
plemented and debugged multiple MAC schemes (e.g., IEEE 802.Up, AMCP, 
IEEE 1609.4, AMCMAC, AMCMAC-D, LS-AMCMAC, etc.) in simulation tool 
NS-2.
1.3. Dissertation Overview
1.3 D issertation  Overview
The rest of this dissertation consists of five chapters. In Chapter 2 , we discuss 
the relevant background knowledge. In particular, the background of ITS and 
VANETs is reviewed. We also review the related foundations of medium access 
control, resource management, and related works for VANETs. In Chapter 3, 
an analytical model is proposed for the MAC sub-layer of the IEEE 802.11p. 
Validation and performance analysis are given through simulation-based studies. 
An asynchronous multichannel MAC scheme and a distributed time slot allocation 
mechanism are proposed for dense VANETs in Chapter 4. In Chapter 5, we 
develop a large-scale asynchronous multichannel MAC scheme. Conclusions and 
future work are discussed in Chapter 6.
Chapter 2
Background
In this chapter, the background knowledge used in this thesis is given. First, an 
introduction on Intelligent Transportation Systems (ITS) and Vehicular Ad hoc 
Networks (VANETs) is presented. Then, the definitions and main objectives of 
the research domains Radio Resource Management (RRM) and MAC are intro­
duced. Finally, a high level summary of relevant work in literature is given to 
exhibit the state of the art of the studies on MAC sub-layer schemes in VANETs. 
Detailed explanations of relevant work are provided in corresponding chapters 
(i.e.. Chapter 3-5).
2.1 Intelligent Transportation System s and Ve­
hicular A d hoc Networks
In this section, background of ITS and VANETs and representative ITS projects 
are discussed in details.
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2.1.1 Intelligent Transportation Systems
Intelligent Transportation Systems (ITS) origin from developing time-proven ur­
ban traffic signal control systems, such as Split, Cycle and Offset Optimisa­
tion Technique (SCOOT)^ and Sydney Coordinated Adaptive Traffic System 
(SCATS)^. Now it covers the whole range of transportation systems including 
public transport systems [2]. Modern ITS aim to apply Information and Com­
munication Technologies (ICT) in order to improve quality, effectiveness, and 
safety of future transportation systems [1]-[10]. It is envisioned that the deploy­
ment of advanced ITS technologies will contribute to effective management of 
traffic in urban areas as well as improvement of safety on highways. In addition, 
access to broadband Internet via ITS technologies will enable a variety of info­
tainment applications that are expected to revolutionize the quality of experience 
for the passengers and drivers.
There are two modes of ITS: stand-alone system and co-operative system. In 
stand-alone system, vehicle termed Intelligent Vehicles, with On-board Units 
(OBUs) (e.g., short-range radar, computer vision, active tags) are used. The 
co-operative system operates with the help of both OBUs and outside sources. 
No doubt that stand-alone system is easier to implement, while co-operative sys­
tem utilizes more information sources and refers to co-operation among different 
communication systems and devices, which makes implementation more difficult. 
However, co-operative system will be the future of ITS with the fast development 
of heterogeneous communication systems. The following projects are several Eu­
ropean projects developing co-operative systems for ITS. CarTALK 2000^ [18] is a 
European Project which focuses on new driver assistance systems which are based 
upon inter-vehicle communication. The main objectives are the development of
^Available from Project SCOOT Web site:http://www.scoot-utc.com/ 
^Available from Project SCATS Web site: http://www.scats.com.au/ 
^Available from Project CarTalk2000 Web site: http://www.cartalk2000.net/
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co-operative driver assistance systems and the development of a self-organising 
ad-hoc radio network as a communication basis with the aim of preparing a 
future standard. Cooperative vehicles and road infrastructure for road safety 
(SAFESPOT)'^ is working to design co-operative systems for road safety based on 
V2V and Vehicle to Infrastructure (V2I) communications. SAFESPOT prevents 
road accidents by developing a “Safety Margin Assistant” to detect potential dan­
gerous situations and to extend drivers’ awareness of the surrounding environment 
in space and time. The communication is based on the Car-to-Car Communi­
cation Consortium (C2C-CC) network protocol. The Co-operative Systems for 
Intelligent Road Safety (COOPERS)^ develops a co-operative traffic management 
system with a continuous bidirectional communication link between vehicles and 
infrastructure, to enhance the road safety by direct and up-to-date traffic infor­
mation communication between infrastructure and vehicles. Cooperative Vehicle 
Infrastructure Systems (CVIS)® aims to design and test the technologies needed 
to allow cars to communicate with each other and nearby roadside infrastructure. 
Based on real-time road and traffic information, many novel applications can be 
produced. The consequence will be increased road safety and traffic efficiency, 
and reduced environmental impact of road transportation. The project expects to 
begin a revolution in mobility for travellers and goods, completely re-engineering 
the interaction among drivers, their vehicles, the goods they carry, and the trans­
port infrastructure. The CVIS platform is designed to be an open platform based 
on international standards, to coordinate the communication among Vehicle Sys­
tem, Roadside Systems and Central System. Based on the CALM (Continuous 
Air Interface for Long Medium Range) interface, the CVIS project is currently 
developing V2I and V2V communication based applications for improved mobil-
Available from SAFESPOT Integrated Project Web site: http://www.safespot-eu.org/ 
^Available from Project Co-operative Systems for Intelligent Road Safety Web site:
http://www.coopers-ip.eu/
®Available from Project CVIS Web site: http://www.cvisproject.org/
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ity. By its definition CALM is a kind of “umbrella” encompassing a variety of 
communication technologies, while C2C-CC is focusing on a specific short range 
technology suitable for time-critical safety messages exchange. An example of 
applications of CVIS is presented in [19], called Priority Application, which is 
aiming to create a vehicle requested “green window” in a cooperative way. Ve­
hicles send data packets to the RSU with information about vehicle type, status 
and so on, while approaching a controlled intersection. Based on the information 
from vehicles and detected information from the inductive loops at traffic lights, 
vehicles are classified in accordance to the priority preferences determined by the 
road operator. Finally, cooperative vehicles with high priority will be able to cross 
intersections more smoothly and safely. Another European project DRIVE C2lC 
is an integrated project whose general objective is to comprehensively harmonise 
existing European test sites for common testing, and to coordinate the testing 
activities according to mutually agreed methodological and operational proce­
dures. Field Operational Tests are implemented in different European countries 
for testing and data collection of major ITS use cases. One major contribution 
of the project to the state of the art is that the integration in a single evaluation 
framework of all aspects of the potential benefits that cooperative systems may 
yield. In addition, DRIVE C2X deploys a prototype system that serves as the 
basis for the reference system that will be used in general assessment tasks in all 
test sites. DRIVE C2X evaluates cooperative systems, and promote cooperative 
driving.
2.1.2 Vehicular Ad hoc Networks
VANETs [31] enable communications among nearby vehicles and between vehicles 
and nearby fixed infrastructures, which are usually called RSUs. These commu­
nication facilities are expected to be used for a variety of applications to improve
^Available from DRIVE C2X Project Web site: http://www.drive-c2x.eu/project
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safety of the future transport systems and provide many industrial and enter­
tainment services [63]-[65]. VANETs enable V2V and V2I communications using 
Wireless Local Area Network (WLAN) technologies [57]-[61]. The distinctive set 
of candidate applications (e.g., collision warning, and local traffic information for 
drivers), resources (e.g., licensed spectrum, and rechargeable power source), and 
the environment (e.g., vehicular traffic flow patterns, and privacy concerns) make 
VANETs a unique area of wireless communications.
The main goal of VANETs is to improve the traffic efficiency, and provide safety 
and comfort for passengers. To this end, a special electronic device will be placed 
inside each vehicle, which will provide ad hoc network connectivity. This network 
tends to be able to operate without any infrastructure or legacy client and server 
communication. Each vehicle equipped with VANET device will be a node in 
the ad hoc network, and can receive and relay messages through the wireless net­
work. For instance, collision warning, road sign alarms and in-place traffic view 
will give the driver essential tools to decide the best path during the trip. By 
enabling vehicles to communicate with each other via V2V communication as well 
as with infrastructure via V2I communications, VANETs will contribute to much 
safer and more efficient roads by providing timely information to drivers and con­
cerned authorities. Because of advancements in different technologies, popularity 
of some new products (e.g., digital maps, and GPS), and the importance of safe 
transportation, VANETs have attracted much attention nowadays.
V2V, alternatively known as C2C-CC or Inter-Vehicle Communications (IVC), 
combined with V2I communications, also known as Roadside to Vehicle Com­
munications (RVC), are two key enabling components of ITS technologies. IVC 
rely on direct communications between individual vehicles that could enable a 
large class of road safety and traffic efficiency applications (e.g., collision avoid­
ance, passing assistance, electronic-toll-collect ion, smart parking, and platooning) 
[11]-[15]. While RVC systems [16] rely only on communication facilities among
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vehicles and fixed roadside infrastructures. Hybrid Vehicular Communications 
(HVC) systems extend the range and functionality of RVC systems by improving 
the communications range as well as their functionalities.
From the simulation results in [17], IVC network is fundamentally different from 
the networks studied in other MANETs. Rapid changes in the IVC network 
topology are difficult to manage. IVC networks experience very rapid changes 
in topology, due to the high relative speeds of vehicles, even when moving in 
the same direction. Links between vehicles travelling in opposite directions are 
very short lived when compared to links between vehicles travelling in the same 
direction. Link life is affected by the direction of the vehicles and the radio 
range. The longer the radio range, the longer the links last. However, the nature 
of links even for vehicles travelling the same direction with long transmission 
ranges is extremely limited. As poor as the nodal connectivity, the effective 
network diameter is actually worse. Rapid changes in link connectivity cause 
severe problem in routing, especially on multi-hops routing.
I VC-based applications are grouped into four types according to general aims 
[62], as follows:
1. General information services;
2. Information services for vehicle safety;
3. Individual motion control using inter-vehicle communication;
4. Croup motion control using inter-vehicle communication.
Type 1 applications do not involve vehicle safety, such as mobile Internet, peer- 
to-peer data queries, and data feeds. Type 2 applications are safety-related, 
offering information of accidents, road condition, and obstacles. Type 3 and type 
4 applications are typically sensitive to delayed or lost data since it may be used to
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control a vehicle’s actuator systems in real time. Type 3 applications keep vehicles 
out of each other’s way using individual motion planning and regulation methods. 
Examples include runway incursion avoidance and adaptive auto-mobile cruise 
control. Type 4 applications involve shared motion planning among vehicles that 
may also couple their motion regulation to one another, such as optimal path 
planning, platoons. Shared planning may be executed jointly among vehicles 
or scheduled by the leader and communicated. If leader-based directives are 
not desirable, vehicles may need to select a “virtual leader” through distributed 
consensus rules, as described in Chapter 5.
HVC systems define special hybrid communication scenarios where both ad-hoc 
and infrastructure-supported communication modes are possible. This fact sug­
gests that distributed MAC schemes such as the IEEE 802. l lx  series could be 
suitable candidates for MAC sub-layer of the HVC systems. However, the rapidly 
changing network topologies, the characteristics of propagation environment in 
HVC systems, and the requirements of the specific applications in such networks 
could be different from those of the traditional networks that rely on the existing 
MAC sub-layers.
2.2 Radio Resource M anagem ent and M edium  
A ccess Control
RRM ([20],[21]) is the system level control of co-channel interference and other 
radio transmission characteristics in wireless communication systems, for exam­
ple cellular networks, wireless networks and broadcasting systems. The objective 
of RRM is to utilize the limited radio resources and network infrastructure as 
efficiently as possible. Parameters such as transmit power, channel allocation, 
data rates, handover criteria, error coding scheme and modulation scheme are
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considered and adjusted in the strategies and algorithms in RRM. Instead of 
dwelling on channel coding and source coding with a single user in consideration, 
RRM concerns multi-user scenarios. Efficient dynamic RRM schemes increase 
the system capacity and provide QoS for users in the networks. In this dis­
sertation, we research the resource management in both infrastructure-free and 
infrastructure-based networks, i.e., the IVC and RVC networks.
The design of an efficient MAC scheme requires a good knowledge of the charac­
teristics of the VANETs, which depend on the mobility of users, user density, QoS 
requirements of different ITS applications, and the surrounding environment. As 
mentioned in the Chapter 1, the special features of the VANETs bring both chal­
lenges and opportunities to the design of MAC schemes. Considering the fast 
movement and frequent trajectory changes in VANETs, on the MAC sub-layer, 
frequent handshakes and authorization are expected to be limited in order to 
reduce the high rate of link disconnections. Taking the unique characteristics of 
VANETs into account, low latency and high reliability are required for safety- 
related applications, while high throughput, low packet loss rate, high resource 
utilization and fairness are the main concerns for infotainment applications [31]. 
Hence, different QoS metrics should be considered for corresponding categories of 
ITS applications. In addition, the available location information can help reduce 
high collision rate on the shared channel.
2.3 R elated Works in Vehicular A d hoc N et­
works
Surveys are found for single channel and multichannel MAC protocols for VANETs 
in [61], [57], [75], and [88]. WLANs, based on the IEEE 802.11 family of stan­
dards, have been identified as promising communication technology for V2V and
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V2I Communication. IEEE 802.11, 802.11a, 802.11b, and 802.11e are the most 
popular protocols that are considered enhancements in order to fulfill the need 
of new scenarios [5]-[8].
Recently, a standard IEEE 802.l ip  [34] has been published by the Computer 
Society of the IEEE 802 Committee. The IEEE 802.l ip  [34] is particularly de­
signed as the standard of lower layers (i.e., PHY and MAC sub-layer) for vehic­
ular environment. In this thesis, we focus on the MAC sub-layer scheme of the 
IEEE 802.11p. The IEEE 802.l ip  uses an Enhanced Distributed Channel Access 
(EDCA) MAC sub-layer protocol designed based on that of the IEEE 802.11e 
[33] with some modifications to the transmission parameters. The MAC sub­
layer of the IEEE 802.l ip  supports prioritized medium access for different access 
categories of traffic, by providing higher transmission probabilities to traffic with 
higher priorities. The physical layer of the IEEE 802.l ip  is similar to that of 
the IEEE 802.11a standard [32]. The IEEE 802.l ip  supports transmission rates 
from 3 to 27 Mb/s (payload) over a bandwidth of 10 MHz which is half of the 
bandwidth in 802.11a. The IEEE 802.l ip  aims to provide both V2V and V2I 
communications in ranges up to 1000 m in a variety of environments (e.g., urban, 
suburban, rural and motorway) with relative vehicle velocities of up to 30 m/s.
Performance analysis of the IEEE 802.l ip  MAC sub-layer is an important and 
challenging problem that has been partially investigated in some recent publica­
tions. IEEE 802.l ip  is replicated and evaluated in many papers [22]-[25]. The 
details of amendment on MAC and PHY layers are given in [26], as well as analy­
sis of the new requirements on the vehicular environment communications system 
that led to the standard of IEEE 802.11p. A simulation model for comparison of 
packet loss versus relative velocity of vehicles for the IEEE 802.l ip  and 802.11a 
standards is given in [23]. The presented simulation results indicate that 802.l ip  
outperforms 802.11a in terms of packet loss in a typical vehicular environment. 
In [24] and [25] simulation based studies of the performance of the IEEE 802.l ip
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MAC sub-layer are given. These papers provide measurements of the aggregate 
throughput, the average delay, and the packet loss due to collision in some specific 
simulation scenarios. The communications under IEEE 802.l ip  generally occur 
over line-of-sight distances of less than 1000 m between roadside units and mostly 
high speed, but occasionally stopped and slow moving, vehicles or between high­
speed vehicles. Changes in baseline 802.11 are required to support the longer 
ranges of operation (up to 1000 meters), the high speed of the vehicles, the ex­
treme multipath environment, the need for multiple overlapping ad-hoc networks 
to operate with extremely high quality of service, and the nature of the appli­
cations to be supported. To achieve longer distances, multi-hop communication 
is needed. The number of neighbour vehicles is an important input parameter 
for algorithms that choose the optimal next transmitter of a multi-hop chain. 
In [27], the authors evaluate the number of potential communication partners 
in communication range of an IEEE 802.l ip  vehicular ad-hoc network including 
mobility effects and multi-path propagation.
Enhancements of 802.l ip  are proposed in many works towards obtaining better 
features of the communication system. In [28], a new solicitation-based IEEE 
802.l ip  operation mode called WAVE Mode Basic Service Set (WBSS) User 
Initiation Mode is proposed. A WBSS user solicits data frames destined for itself 
in an opportunistic manner, by requesting the transmissions of the frames from 
a WBSS provider by a WAVE-poll frame. The transmissions of data frames are 
initiated only by users, therefore high and stable throughput is achieved. The 
authors of [29] propose two enhancement algorithms to make backoff window sizes 
adaptive to dynamics in the numbers of vehicles attempting to communicate. In 
their Centralized Enhancement Algorithm (CEA), the base station is assumed to 
know the number of concurrent transmitting vehicles in the communication range 
and will update this information to all the transmitting vehicles by broadcasting 
periodically. Once a vehicle receives such a broadcast, it will be able to calculate
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the optimal transmission probability, which is to be used to calculate its new 
CWs. While the Distributed Enhancement Algorithm (DEA) only uses local 
channel information (e.g. current busy portion) to make changes on contention 
windows when much more or fewer nodes are contending for the channel. Since 
RSU plays an important role in most applications of ITS, the HCF Controlled 
Channel Access (HCCA) which is not applicable in MANETs can be applied in 
VANETs. RSU is regarded as the Access Point (AP), where hybrid coordinator 
resides in. With the help of RSUs, polling schemes could be used to coordinate 
the content-free period. An extension of the IEEE 802.l ip  with a collision-free 
communication phase controlled by an AP is proposed in [30]. A deterministic 
MAC scheme for V2I communication is proposed. Within a superframe, the ratio 
between the Contention Based Period (CBP) and the Contention Free Period 
(CFP) is not predetermined. The size of CFP can be dynamically adjusted during 
runtime, based on the actual number of communicating vehicles and their QoS 
demands.
It has been reported that the original IEEE 802.l ip  standard based MAC sub­
layer demonstrates a poor performance in dense VANETs, in provisioning QoS 
for different categories of applications [68], [24], [101], and [44]. This seems to 
be a particularly important shortcoming for reliable deployment of safety related 
applications. Since Federal Communications Commission (FCC) allocates seven 
non-overlapping 10 MHz channels in the 5.9 GHz band, including one Control 
Channel (CCH) and six Service Channels (SCHs), researchers are encouraged 
to design multi-channel structured MAC protocols, in order to improve system 
performance in terms of metrics, such as throughput, delay, packet delivery rate, 
and information dissemination efficiency. In a typical multichannel system, there 
is one CCH which is used for control messages such as channel negotiations, as 
well as, the important safety related information. Other applications use multi­
ple SCHs for data communications. Multichannel MAC schemes can be classified
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based on different criteria, such as contention (i.e., contention free and contention 
based), consistency (i.e., synchronous and asynchronous), interfaces (i.e., multiple 
interfaces and single interface), and distribution (i.e., centralized and decentral­
ized).
Some approaches ([69]-[73], [76]-[80]) require tight time synchronization among 
nodes for the start of intervals/ period. These approaches usually involve Guard 
Interval (GI) at the beginning of intervals to combat the clock drift, such as 
the IEEE 1609.4 standard [69]. While there are also approaches that require 
strict time synchronization among nodes, such as [84]-[86]. Asynchronous multi­
channel MAC schemes ([81]-[87], [97]-[100], [102]) are more suitable for ad hoc 
networks, especially for the networks with fast moving nodes and dynamic topol­
ogy. Usually, nodes stay on the same channel to negotiate channel allocation 
until switching to other channels for data transmission. Nodes do not need to 
hop to the same channels as hopping based or synchronous multi-channel MAC 
schemes.
The group of split phase schemes ([69]-[73]) split time into different phases, which 
can be dedicated to negotiating channel allocation or data transmission. All 
devices gather and exchange control information at a predefined channel during 
the control phase and exchange data during the data phase. These schemes are 
popular for the simplicity, while the IEEE 1609.4 works as the default multi­
channel MAC protocol for vehicular network. However, poor spectral utilization 
due to wastage of data channels during the control phases and possible failure on 
allocating channels may be the disadvantages.
In hopping based multichannel MAC schemes, nodes keep hopping among chan­
nels according to particular hopping sequences. Some works ([78]-[80]) have the 
sender to hop to the dwelling channel of the receiver when communication is 
needed. Some works ([76], [77]) let nodes hop to the same channel and com­
pete to occupy the current channel. Schemes in this group require strict time
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synchronization. In addition, the hopping time penalty is not negligible in both 
categories, since the time necessary for switching the channel is comparable with 
the time consumed on transmitting a Request to Send (RTS) packet [75].
Contention free schemes either require the existence of RSUs [71] or are real­
ized by consent among nodes after distributed negotiation algorithms ([69]-[70], 
[72]-[80]). Nodes are allocated with dedicated time slots/period for data dis­
semination. These group of schemes aim to reduce the collision probability and 
improve system performance. On the other hand, contention based schemes are 
more suitable for networks with fast changing topology, since time slots will not 
be wasted if nodes frequently enter/leave the network.
In multiple-interface schemes, one interface is either fixed for signalling [99] or 
switchable among channels to transmit data [80], and the second interface usually 
switches among data channels. Schemes employing multiple interfaces obtain 
gains on system performance of system complexity and implementation cost.
Another group of approaches [99] are referred to as tone-based multichannel MAC 
schemes. In these schemes, one or more separate narrow bandwidth radios are 
used to empower mobile hosts to send busy tone to emulate the collision detection 
function as that in wired network. In the typical busy tone based approaches, 
the busy tones are sent instead of conventional handshakes. The busy tone serves 
two purposes: collision avoidance and acknowledgement.
Centralized multichannel MAC approaches are usually able to provide contention 
free transmission or information of the network ([70], [84]-[86]) to nodes with the 
existence of a central controller/manager. For dynamic networks where nodes are 
mobile and moving fast, decentralized approaches ([97]-[100], [76]-[83]) will work 
better, although the strengths such as contention free transmission and proper 
channel allocation may be lost.
Finally, the above mentioned work are summarized in Table. 2.1.
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Table 2.1: Representative MAC schemes in vehicular net­
works
Reference No. Categories Main features and weaknesses
[5]-[8] IEEE 802.11 
family
IEEE 802.11a, 802.11b, and 802.11e are considered 
to be used in order to fulfill the need of vehicular 
scenarios
[34], [22]-[25] IEEE 802.11p
• The standard of lower layers (i.e., PHY and 
MAC sub-layer) for vehicular environment
• Support on priority based medium access
• Simulation-based evaluation of 802.l ip
[28]-[30] Enhancements 
of IEEE
802.11p
Enhancements over 802.l ip  are proposed in order 
to improve QoS provisioning
[69]-[73], [76]- 
[80], [84]-[86]
Synchronous 
multichan­
nel MAC 
schemes
• Tight time synchronization among nodes is 
required
• Multiple channels are utilized to improve 
system performance
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[81]-[87], [97]- 
[100], [102]
Asynchronous 
multichan­
nel MAC 
schemes
• No strict requirement on time synchroniza­
tion among nodes
• Multichannel hidden terminal and missing 
receiver problems®
[69]-[73] Split phase 
multichan­
nel MAC 
schemes
Splitting time into different phases, which can 
be dedicated to negotiating channel allocation or 
data transmission. Poor spectral utilization due to 
wastage of data channels during the control phases 
and possible failure on allocating channels may be 
the disadvantages.
[76]-[80] Hopping 
based multi­
channel MAC 
schemes
• Nodes keep hopping among channels accord­
ing to particular hopping sequences
• Strict time synchronization is required
• Hopping time penalty is not negligible
[71], [69]-[70],
[72]-[80]
Contention 
free multi­
channel MAC 
schemes
Either requires the existence of RSUs or is realized 
by consent among nodes after distributed negoti­
ation algorithms. These group of schemes aim to 
reduce the collision probability and improve sys­
tem performance.
®These two problems occur in all asynchronous multichannel MAC schemes. Details are 
discussed in Sec. 4.3.3 and 4.3.4.
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[99], [80] Multiple 
Interface 
multichan­
nel MAC 
schemes
One interface is either fixed for signalling or 
switchable among channels to transmit data, and 
the second interface usually switches among data 
channels. Schemes employing multiple interfaces 
obtain gains on system performance of system 
complexity and implementation cost.
[99] Tone Based 
multichan­
nel MAC 
schemes
One or more separate narrow bandwidth radios are 
used to empower mobile hosts to send busy tone to 
emulate the collision detection function as that in 
wired network. The busy tones are sent instead of 
conventional handshakes, and serves two purposes: 
collision avoidance and acknowledgement.
[70], [84]-[86] Centralized 
multichan­
nel MAC 
schemes
Approaches are able to provide contention free 
transmission or information of the network to 
nodes with the existence of a central con­
troller/manager.
[97]-[100],
[7G]-[83]
Decentralized 
multichan­
nel MAC 
schemes
For dynamic networks where nodes are mobile and 
moving fast, decentralized approaches work bet­
ter, although the strengths such as contention free 
transmission and proper channel allocation may be 
lost.
2.4 Sum m ary
Background of the work and relevant studies on MAC schemes for vehicular net­
works are reviewed in this chapter. The aforementioned studies of MAC schemes 
form the state of the art of MAC scheme designs for VANETs. The limitations
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of existing designs are revealed through the discussion in this chapter, which help 
explore possibilities of designing efficient MAC protocols for VANETs.
Chapter 3 
Analytical Study of the IEEE 
802.l i p  MAC Sub-layer
The IEEE 802.l ip  standard is studied in this chapter. First, system model of 
802.l ip  is reviewed. Then, an analytical Markov chain based model is proposed 
for the MAC sub-layer of the IEEE 802.11p. Validation of the analytical model is 
given through simulations in ns2. Finally, simulation based performance analysis 
of 802.l ip  is presented.
3.1 Introduction
The IEEE 802.l ip  standard [34] has been proposed with a special physical layer 
for the highly dynamic propagation environment in VANETs. The MAC layer 
of 802.l ip  is also designed to provide different levels of QoS support for different 
types of ITS applications [12]-[15]. Performance analysis of the IEEE 802.l ip  
MAC sub-layer is an important and challenging problem that has been partially 
investigated in some recent publications. A simulation model for comparison of 
packet loss versus relative velocity of vehicles for the IEEE 802.l ip  and 802.11a
27
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standards is given in [23]. The presented simulation results indicate that 802.l ip  
outperforms 802.11a in terms of packet loss in a typical vehicular environment. 
In [24] and [25] simulation based studies of the performance of the IEEE 802.l ip  
MAC sub-layer are given. These papers provide simulation based studies of the 
aggregate throughput, the average delay, and the packet loss due to collision in 
some specific simulation scenarios.
Some recent publications have considered analytical models for EDCA in IEEE 
802.11e. The objective of this section is to discuss the main contributions of 
the existing publications, and highlight the differences and contributions of the 
analytical model we develop in this section.
Some of these works have with low accuracy in predicting throughput. In [41] and 
[42], the authors propose a delay model which predicts throughput as well; how­
ever, as the authors mentioned, the model is found not accurate for prediction of 
throughput in semi-saturated-part compared to the simulation results. Alterna­
tive analytical models are also presented in [43] and [44]. However, these papers 
do not consider internal collisions. Our study indicates that omitting the internal 
collisions will result in inaccurate calculation of the transmission probabilities.
In [44], the authors propose an analytical model, using the concept of contention 
zones, that only considers two ACs without considering internal collisions. The 
work in [45] uses similar concepts as in [44] to propose another model that also 
considers internal collisions. In [46], another model that also considers two ACs 
is proposed. The shortcoming of these works is that they cannot be easily ex­
tended to consider four ACs which is one of the main specifications of 802.11p. 
Different from these papers, the proposed model in this section consider four ACs 
as specified in the standard.
There are another family of models in ([47]-[53]) which consider four ACs in each 
station in modelling the IEEE 802.11e. However, most of these three-dimensional 
Markov chains based analytical models bring unnecessary calculation complexity
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into the computation of transmission probabilities of different ACs. These models 
have been validated for the scenarios with two ACs. However, complexity of 
the solutions for a scenario with 4 ACs is prohibitive. Thus, to the best of 
our knowledge the existing papers only validated these models for the scenarios 
with only two ACs. For instance, [48] proposes a three-dimensional discrete time 
Markov chain model for multiple ACs per station to model the backoff procedure. 
However, the model is finally used for only two ACs (i.e., ACl and ACS) due to 
the calculation complexity. Similar shortcomings exist in [49]-[53]. In [54], a 
two-dimensional Markov chain is proposed to model each AC in the station. The 
simulation results show that this model is valid for four access categories of traffic. 
However, in the proposed Markov chain, the PTi variable (i.e., the probability 
that backoff counter can be decreased by one for access class i) is represented 
by other variables with constrains of “before AIFS[i]” and “after AIFS[i]” . This 
makes the calculation of PT{ impossible since the backoff timer is chosen randomly 
every time. Thus, we believe that the key transmission probabilities of different 
ACs could not be obtained. In [55], the authors present a solid work on access 
delay model for IEEE 802.11e EDCA; however, no throughput model is obtained 
in this paper.
The objective of the analytical study in this section is to propose an analytical 
model for the IEEE 802.l ip  MAC sub-layer in saturated traffic condition, tak­
ing into account parameters for different ACs, and internal collisions resolving 
mechanism. The analytical model is expected to avoid strong approximations 
to assure the accuracy of the model. Four ACs are to be considered throughout 
the analytical modelling and validation, which provides full support to all the 
ACs in the IEEE 802.11p. Moreover, the proposed model needs to be relatively 
simple to solve for the validation. The proposed analytical model can be used 
for analysis of large-scale scenarios or as the validation tool for different network 
simulators to implement the IEEE 802.l ip  protocol. Besides the analytical mod-
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elling, we also implement the IEEE 802.l ip  MAC sub-layer in NS-2. Results 
from simulation-based performance analysis are shown in Section 3.4.2.
3.2 System  M odel
The major specifications of the IEEE 802.l ip  standard that distinguish it from 
similar standards such as the IEEE 802.11a,e are briefiy discussed in this section. 
We focus on the aspects of the PHY and MAC sub-layers that are relevant to the 
analysis in this thesis.
The physical layer of the IEEE 802.l ip  is similar to that of the IEEE 802.11a 
as it operates at 5.9 GHz which is very close to that of 802.11a at 5 GHz. The 
physical layer in 802.l ip  adopts an Orthogonal Frequency Division Multiplexing 
(OFDM) transmission technique similar to that of 802.11a; however, the band­
width of a single channel in 802.l ip  is scaled down from 20 MHz (IEEE 802.11a) 
to 10 MHz. This is motivated by the characteristics of the propagation envi­
ronment in HVC systems. Unlike the traditional applications of WLANs, where 
velocity of the nodes is relatively low, in a vehicular communication environment, 
the relative velocity of the nodes could be significantly higher. Thus, the delay 
spread of multiple paths could be significantly higher which could exacerbate 
Inter-Symbol Interference (ISI) when the signal bandwidth is high. As a result, 
10 MHz bandwidth is a reasonable choice for vehicular environments.
The EDCA proposed in IEEE 802.11e [33] is designed for the contention-based 
prioritized QoS support. The EDCA mechanism defines four ACs that provide 
support for data traffic with 4 priorities. Each AC queue works as an indepen­
dent Distributed Coordination Function (DCF) Station (STA) with Enhanced 
Distributed Channel Access Function (EDCAF) to contend for Transmission Op­
portunities (TXOP) using its own EDCA parameters. Fig. 3.1 illustrates prior­
itization mechanism inside each STA, where there are four transmit queues and
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four independent EDCAFs for different traffic categories. The value of AIFS for 
each AC is denoted by AIFS [AC]. Each AC queue uses different AIFS, CWmin^ 
and CWqrfiQ^ .
AGO
AIFS[0]
CWmin[0]
CWmax[0]
A C l AC2
i z IZ
ACS
AIFS[1]
\ 7
AIFS[2]
\ Z
AIFS[3]
CWmin[l] CWmin [2] CWmin [3]
CWmax[l] CWmax[2] CWmax[3]
iz
Internal collision scheduler
Transmission attempt
Figure 3.1: Prioritization mechanism inside a single STA.
Prioritization of transmission in EDCA is implemented by a new Interframe Space 
(IFS), namely, AIFS, which can be considered as an extension of the backoff pro­
cedure in DCF. As shown in Fig. 3.2, besides the original Short Interframe Space 
(SIFS), PCF Interframe Space (PIFS), and DCF Interframe Space (DIFS), new 
AIFS values for different ACs are introduced in EDCA. The duration AIFS [AC] 
is a duration derived from the value AIFSN[AC] by the relation in (3.1),
(3.1)
where, AIFSN[AC] is the value set by each MAC protocol in the EDCA parameter 
table, aSlotTime is the duration of a slot time, and aSIFSTime is the length of 
SIFS. Different ACs are allocated with different AIFSNs. The AC with a smaller 
AIFS has a higher priority to access the channel. In addition, different CWmin 
and CWmax sizes are assigned to different ACs. Assigning a shorter CW size to a
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Figure 3.2: Channel access of IEEE 802.11p.
higher priority AC ensures that higher-priority AC a higher chance to access the 
channel than a lower-priority AC.
The default EDCA parameter setting for station operation is shown in Table. 
3.1. According to the latest version of the IEEE 802.Up standard [34], CWmin 
is 15 and CWmax is 1023. CWmin and CWmax give the contention window size, 
where CWmin and CWmax are the numbers of time slots.
Table 3.1: Default EDCA parameters in IEEE P802.11p
AC cw;,,i^[AC] C%,az[AC] AIFSN[AC]
AC_BK CWmin CWmax 9
AC_BE {CWmin + l)/2  — 1 CWmax 6
AC_VI {CWmin + 1)/4 — 1 CWmin 3
AC_VO {CWmin + 1) /4—1 {CWmin +  l )/2 — 1 2
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Each station has four AC queues acting as four independent stations. If the 
channel is sensed idle for the duration of AIFS[x], and if AC x  queue has back- 
logged data for transmission, the backoff timer for the EDCAF will be checked. 
Otherwise, the EDCAF shall try to initiate a transmission sequence. If it has 
a non-zero value, the EDCAF shall decrease the backoff timer. However, since 
each STA has four EDCAFs, there is a probability that more than one AC queue 
initiate a transmission sequence at the same time. Hence, a collision may occur 
inside a single STA. A scheduler inside STAs will avoid this kind of internal colli­
sion by granting the EDCF-TXOP to the highest priority AC. At the same time, 
the other colliding ACs will invoke the backoff procedure due to the internal col­
lision, and behave as if there were an external collision on the wireless medium. 
However, an STA does not set the retry bit in the MAC headers of low priority 
queues for internal collisions. An external collision occurs when more than one 
AC are granted TXOPs by different STAs. Since there is no priority among STAs, 
stations have to compete for channel access with equal opportunity. The collided 
frames will be deferred and backoff procedure is invoked.
3.3 A nalytical M odel
In this section, a two-dimensional Markov chain is used to model the backoff 
procedure for each AC queue. In this model, we only consider the saturated 
traffic because it helps validate the accuracy of simulators with a reduced com­
putation complexity. Non-saturated traffic is more practical, which is considered 
in the performance analysis part in Section 3.4. In this section, first, we obtain 
the transmission probability of each AC queue by analyzing the Markov chain. 
During the backoff procedure, the time slots are divided into different zones cor­
responding to different contention periods, as will be explained later. Then, the 
collision probability of each AC queue is represented as a function of transmission
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probabilities, and the transmission probabilities for different ACs are calculated. 
Finally, an accurate model for the throughput of each AC is derived. Both basic 
and RTS/Clear to Send (CTS) access modes are taken into account in the pro­
posed model. In the proposed analytical model, the AIFS, CW for different ACs, 
and the internal collisions inside each station are taken into account. The details 
of our derivations are given in the following. The analytical model is based on
b(t)
►
lAVo
1/Wo
1/Wo
(l-Rm)/Wo
(l-Rm)/Wo
0,0 0,Wo-l
Rm/W l Rm /W  1 Rm /W l
Rm/WM
Rm/WM
s(t)
M,0
M+f,0 M+f,l
Figure 3.3: Two-dimensional Markov chain for a single ACr,
Markov chain analysis in [36]. The aim is to analyse the performance of MAC 
sub-layer; thus, without loss of generality, the packet losses due to the channel 
errors are excluded. Compared to the model in [36], the proposed model takes 
prioritized access into consideration, as well as the internal collision resolving 
mechanism. The notations used in the analysis are summarized in Table. 3.2.
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Table 3.2: Notations Used in the Analysis
Notation Definition
ACm Four traffic flows with descending priorities (from 0 to 3)
b{t) Backoff counter at time t
Backoff stage at time t
i^,k Stationary probability of state {s{t)=i,h{t)=k) in the first 
Markov chain
Contention window size at backoff stage i
L Average packet size
k The number of slots in contention zone i
M Maximum number of times the contention window may be 
increased
M  + f Frame retry limit
Pi Probability that no station transmits in Zone % in a slot time
Rmi Collision probability of access category m in Zone i
Ptr[m] Probability of at least one transmission in a slot time for 
access category m
Qmi Probability of a successful transmission attempt in a slot 
for a specific access category m in Zone i
r , Channel idle probability in Zone i
Average throughput of access category m
u Stationary probability of state i in the second Markov chain
Average time the channel is sensed busy because of a 
successful transmission
TCm Average time the channel is sensed busy by each ACm 
during a collision
Th Transmission time periods of the frame header
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PsiFS SIFS period
TAIFSm AIFS period for access category m
Tack ACK transmission time
Thm Transmission time of the average payload of ACm
Transmission time of the largest payload involved in a 
collision for access category m
6 Propagation delay
'^ m Transmission probability of ACm
Zi Stationary distribution for Zone i
The two-dimensional Markov chain representing the dynamic behavior of the 
EDCA backoff process for an individual AC is shown in Fig. 3.3. Each state 
in this chain is represented by the tuple [s(^),6(t)], where s{t) is the backoff 
stage of a Head-Of-Line (HOL) packet for each AC at time t that corresponds 
to the number of collisions that the HOL packet has suffered up to time t, while 
b{t) is the backoff counter at time t. A STA will attempt to transmit the HOL 
packet whenever the backoff counter, b{t), is zero regardless of the backoff stage, 
s{t). The collision probabilities at different backoflP stages are different from each 
other, for example, nodes at stage 0 have a larger collision probability than that 
at stage M. However, to make the model mathematically tractable, in this thesis 
the collision probabilities Rm at all backoff stages are assumed the same for each 
AC.
Let (i,j) represent the event of being in state [s{t) = i,b(t) = j] and P{i, j \k, l)  
be the the probability of transition from state (k,l) in time t to state state { i j )  
in time t + 1. The transition probabilities in the Markov chain in Fig. 3.3 are
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given in the following.
P(i, k\i, k + l) = l , f o r O < k < W i - 2 ,  0 < i < M  + f
P(0,A;H,0) =  i ^ j ^ , f o r 0 < j < M  +  / - l ,  0 < k < W o ~ l
^  1 (3,2)
P(0,fc|M +  /,0 )  =  — , f o r O < f c <  W o - 1
J? °
P ( i , k \ i - l , 0 )  = ^ , b r 0 < k < W i - l ,  l < i < M  + f,
where M  is the maximum number of times the contention window may be in­
creased, Rm is the collision probability, and M  -t- /  is the maximum number of 
trails before dropping a packet. (Wo — 1) is the backoff window size at stage 0, 
which is equal to CWmin- (W  — 1) represents the backoff window size at stage i.
The first line in (3.2) accounts for the fact that, the backoff counter is decreased 
by one at the beginning of each slot time. The second line in (3.2) corresponds to 
the case that the old frame has been successfully transmitted, and a new frame 
is about to be transmitted. Thus, the process randomly proceeds to one of the 
states in stage 0 when the transmission of a new frame starts, and the backoff 
counter is reset to a random value, b{t), between 0 and (Wo — 1). The third line 
in (3.2) states that once the backoff stage reaches the retry limit of M -b / ,  the 
frame is discarded if the transmission is not successful. In this case, the next 
HOL data frame will be set for transmission. Thus, the process transits to one 
of the states in stage 0 with probability of one. The last line in (3.2) describes 
the case of an unsuccessful transmission at backoff stage (z — 1). In this case, the 
process moves to the next backoff stage, and the new backoff value is randomly 
chosen from interval [0, W  — 1]. After stage M, Wf is not increased beyond 
W m  =  CWmax +  1-
On the other hand, the maximum window size at stage z, namely CWi, is given
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by
C W i=  I
CWmin, for z =  0
2 . (CWi- 1  +  1) -  1, for 1 < z < M  -  1 
C W m a x ,  for M  < z < M  4- / .
(3.3)
Thus,
C W m i n  +  1, for z =  0
2' .  Wo, for 1 < z < M  -  1
C W m a x  +  1, for M  < z < M  +  /.
(3.4)
We analyze the Markov chain in Fig. 3.3 to obtain the transmission probability 
for ACm queue in any given time slot. Let bi^ k be the stationary probability of 
state [s{t) = i,b{t) = k] in the Markov chain, i.e..
(3,5)
bi^ k — lim P[s(<) =  i, b(t) = k],
t —>oo
for 0 < z < M  +  / ,  0 < k < W i - l .
From the transition probabilities in (3.2), the process will transit from [i, k+1] 
to [i, k] with probability of 1. Hence,
M + f - l' 1 /  + f —1 \
bofi  =  6o,i +  ^  ■ f  (1  -  P m )  ^ 2  ^60 +  b M + f , o j ,
1 /  M + f —1 V
0^,1 =  &0,2 +  • f (1 -  Pm) ^  Ko + bM+f,0 j  ,
® ' i=0 '
1 /  ^ + /-1  \ 
b o ,W o - l  =  ^  • 1^(1 —  P m )  ^ 2  ^60 +  b M + f , O j  •
Thus, for any state at stage 0,
_  Wo — k
(3.6)
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For any state on the other non-zero stages,
Thus,
Hence,
k,o =  &z,l +  &i-l,0 •
R  *
bi,i = 6*,2 +  k - ifi  ■
bi,Wi-i — k - 1,0 ’
k - 1,0 ■ Rm = Ko, for 1 < z < M  -b / . (3.7)
b i , o  = {RmY • 6o,o, for 0 < z < M  -b / .  (3.8)
We could obtain the relationship between bi^ k and from (3.7) as follows. For
any state at other non-zero stages,
W i - k
bi,k — Rm ' 1,0)
for 1 < z < M  -b / ,  0  < k < W i — 1 . 
From (3.7), we could rewrite (3.9) as,
W i - k
(3.9)
Kk = w Ko- (3.10)
Thus, for 0 < < Wi — 1,
Kk = ■ Ko^ for 0 < z < M  -b / .
Since the sum of all states in the Markov chain is equal to one,
M + f W i - l  M + f  W i - 1
(3.11)
1 =  = ho Y L
i = 0  k = 0  i = 0  k = 0
M + f  L M + f
W
(3.12)
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Hence,
/  H M  M + f  \  —1
bo.o =  2 ( — ^  +  W o Y ^ 2 * R l  +  WM  ^  R l ]  (3.13)
\  - rb n  2=0 i = M + l  '
Since a transmission occurs whenever the backoff counter becomes zero, the trans­
mission probability for an AC can be expressed by
M + f  M + f  ,
i = 0  i = 0
Replacing 6o,o from (3.13) in (3.14), the transmission probability namely for 
ACm queue in any given time slot can be obtained as follows.
M  M + f  X — 1
Tm =  ^  hfi = bofi ^  {RmT = • (3.14)
2 / 1  \
^r- = T - ^ { r - W + ^ o Y , ^ ‘R l  + WM Y 2  (3.15)
1 - P m \ l - P m  i=M+l /
Now, we need to find another equation that includes both r  and R  to compute the 
transmission probabilities for different ACs. In IEEE 802.lip , different ACs have 
different AIFS values, denoted by AIFS [AC]. In addition, the internal collisions 
inside each STA are treated by a scheduler inside that STA. To this end, the 
higher priority ACs have shorter AIFS values. Thus, as shown in Fig. 3.4, the 
contention period can be divided into different contention zones. According to 
the IEEE 802.11p standard [34], AIFS[0], AIFS[1], AIFS[2], and AIFS[3] lasts 
for 2 , 3, 6 , and 9 times SlotTime duration, respectively. We know that collisions 
happen when more than one node or AC attempts to access the shared channel at 
the same time. Once the backoff timers in more than one EDCAF become zero, 
either an internal or an external collision happens. Internal collisions are resolved 
by a scheduler that grants the current TXOP to the AC queue with the highest 
priority. Thus, these collisions will not waste channel resources. Obviously, this is 
not the case for the external collisions as there is no prioritization mechanism for 
the stations. To this end, only external collisions could occur in Zone 1, i.e., from 
the ACO in different stations. While both external and internal collisions may 
occur in other zones. For examples, in Zone 1, only ACO traffic flows compete
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for the shared channel. In Zone 2 , ACO and ACl traffic flows compete to access 
the channel. Accordingly, Zone 3, 4, and 5 will have increasing number of ACs 
competing for the shared channel is depicted in Fig. 3.4. However, under a 
saturated condition, there is no transmission chance in Zone 5, since within the 
Zone 1-4, ACq and ACi will try to transmit, after their short backoff timers. Note 
that if CWmax of ACO is 7 as in the IEEE 802.lip , in a saturated traffic condition, 
AC3 has no chance to transmit. Because the CWOmax +  A/F5[0] = AIFS[3], 
before AC3 finishes its AIFS defer, a station with ACO starts a transmission. 
Hence, we change the maximum contention windows of ACO and ACl to 15 and 
14 respectively, to evaluate performance of the four access categories of traffic. 
In the meanwhile, since CWOmax + AIFS[0] = CWlmax +  A IF S[1], fewer zones 
needs to be defined. Let li denote the number of time slots of Zone z; thus, from
Zone 1
AIFSN[0] 
time slots
AIFSN[1] 
time slots
AIFSNp]
time slots
Zone 2
Zone
89
time slots
Zone 4 Zone 5
1023 time slots
Figure 3.4: Contention zones.
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Fig. 3.4,
h = 1, 
h = 3,
h = 3, (3.16)
h  =  8 , 
k  = 1015.
We use a new discrete time Markov chain to obtain the stationary probability 
of each contention zone as shown in Fig. 3.5. State i in this Markov chain is 
visited if there has not been a successful access to the shared channel in time 
slots 1,2,..., z — 1. There will be a transition from state z — 1 to z in time slot i if 
there is no attempt to transmit in time slot i — I. The probability of this event 
is different for different zones as shown in Fig. 3.5.
Ci+1
1-pi 1-P'
1-P4
Cl Cz [3 U ■H
Figure 3.5: Markov chain for slots in contention zones.
The transition probabilities in the Markov chain in Fig. 3.5 are given in the
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following.
P (i  +  l|z) =  Pi,for 1 <  i <  li
P ( i  +  l|z) =  p 2 , for /i +  1 <  z <  /i +  2^
p ( i  +  l|z) =  P3 , for /i +  /2 +  1 ^  z < /i +  ^ 2 4“ 3^
P (i  -h l|z) =  P4 7 for +
P(l|z) =  1 - Pi, for 1 < z < /i (3.17)
P(l|z) =  1 — P 2 , for +  1 < Z < /i +  /2
P(l|z) =  1 — Ps,  for +  /2  +  1 ^   ^ ^  ^1 +  ^ 2 +  ^3
i^(l|z) =  1 — P4 , for / i + / 2  +  /3  +  l ^ Z < /  — 1 
P(l|z) =  1, for i  =  I, 
where / =  /i +  ^2 4" ^3 4“ 4^ -
Let us consider a network with N  nodes, each with 4 saturated buffers for four 
different ACs. Denote by Nm the number of competing ACm traffic flows. In a 
saturated scenario, we know that Nq = Ni = N 2 = N 3 = N , but we preserve
different notations for the number of different competing ACs in the rest of
analysis for sake of the generality of the proposed analysis. This will allow a 
simpler extension of the analysis for unsaturated scenarios. If the probability of 
transmission for ACm is denoted by r^ , the transition probabilities in Fig. 3.5 
can be calculated as follows:
Pi =  (1 -  To)^°
P2 =  (1 -To)^°(l -T i)^ i 
P3 =  (1 -  To)^°(l -  Ti)^i(l -  T2)^2
P4 =  (1 -  To)^°(l -  Ti)^:(l -  72)^2(1 -  73)^3
(3.18)
Let ti be the stationary probability of state z in the Markov chain of Fig. 3.5, 
which is defined as:
ti = lim P{State z}, for 1 < z < /.
t-^ o o
(3,19)
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Prom the transition probabilities in (3.17),
U+i — ^
t i ’PiJor l < i < h
U ' P2j for 4- 1 ^  z ^  +  2^
ti ' Psj for /i +  2^ 4-1 ^  z < /i +  /2 4- /s
ti • P4j for 4" 2^ 4- /s 4-1 ^  z < / — 1.
Thus,
ti = <
t i  - p i  for 1 < z < /i +  1 
t i  ' P^ i ' P2 J for Zi +  2 <  z <  /i +  /2 4“ 1
h ■ p'Z • p'i ■ for / i  +  2^ +  2 <  i  <  +  2^ +  3^ +  1
. (1 • v'{ ■ v'i ■ p‘i  ■ lo r h + h  +  h +  2 < i < l .
Since the sum of all states in this Markov chain is equal to one,
I ✓Zi+l Z1 +Z2 + I
1 =  ( E p P + p i  E  p r '" ' '
i= l  ^ i=l i=li+2
Z1 +Z2 +Z3 + I I
E p i~ ‘'~ ‘" ~ '+ P i P 2 P ‘i  E
Z=Zi +Z2+2 i=Zi+Z2+Z3+2
+  P1 P2 z—Zi—Z2—Z3—1Pa
h
4- P1P2 P3P4
1 — Pi 1 — P2
i - p ' r ' ^
1 - P 3
1 - P 4
(3.20)
(3.21)
(3.22)
Hence,
t\ = -  + P lP 2 i-^ 4 -p ^ 'p ^ P 3 ^ ^ 4 -p ^ 'p ^ P ^ P 4 ^
Z4 —1 \  —1
1 - P l 1 — P2 1 -P 4
(3.23)
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Therefore, the stationary probability of Zone i, denoted by Zi, is given by:
ti )
z=l
Z1+Z2
i=Zi+l
Z1+Z2 +Z3
(3.24)
^ 3  — Zi)
z=Zi4-Z2+1 
I
Za = ^ 2
i=Zi+Z2+Z3+l
Now, we can calculate the collision probability experienced by each AC as follows. 
Let Rmi be the probability of collision for access category m  in Zone i. Hence,
Ro =  
P l =  
R 2 =
Z\Rqi +  Z2R 02 +  Z3R 03 +  ZaRqa 
4" -^ 2 4" '^ 3 T ^
Z2R 12 4- Z3R 13 +  ZaRia 
^2 4- . 3^ 4- ^4 
Z3R 23 4- ZaR2a 
.2^ 3 +  .Z4
(3.25)
R 3 — ^34*
According to Fig. 3.4, Rmi {m =  0,1,2,3 and z =  1, 2 ,3,4) can be calculated as
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follows:
R qi =  1 —
Po2 =  1 — 
Po3 — 1 — 
Po4 =  1 — 
P l2 =  1 -  
Pl3 =  1 — 
P l4  =  1 —
R 23 =  1 — 
P 24 =  1 — 
P 34 =  1 -  
P ll =  P 2I
-  To)% -^(l -
-  To)%-'(l -  -  Tz)% -'(1  -  T3)%-\
-  ro)^“( l  -
-  T o )" “ ( l  -  -  T z ) % - \
-  ro)'^“( l  -  -  T 3 )% -\
-  r o )^ “ ( l  -  n )'^ ‘ ( l  -
-  -ro)"'>(l -  T i)% (l -  T 2)% -X l -  T 3 )% -\
-  To)%(l -  n ) " ‘(l -  T2)%(1 -  T 3 r - \
R 2 2  =  P 3 1  =  R 3 2  =  R 3 3  =  0 .
(3.26)
Now, we can solve the equation set (3.15) for each AC and (3.25)-(3.26) to obtain 
transmission probabilities and collision probabilities for different ACs. Then, 
these quantities can be used to obtain throughput for each AC.
Before the calculation of the normalised throughput for each AC, we define some 
probabilities to be used in the latter part. Let Ptr[m] be the probability that at 
least there is one transmission attempt from access category m in a given time 
slot. Denote by Qmi the probability of successful transmission for access category 
m  in Zone i.
Ptr\i] =  1 -  (1 -  for 0 <  i <  3. (3.27)
And, the probability of successful transmission for ACm in Zone z, for m =
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0 , 1, 2 ,3  and i =  1, 2 ,3,4, can be calculated as follows:
Q o i =
tVoToi
Q o2 — Qoi ■ (
Qo3 — Qo2 • ( 
Qo4 — Qo3 ’ (
013  =  012  ■ {
0 1 4  =  013 • (
023 =  ^
Q 24  =  Q 23  • (
034 =  ^
a.[i]
(3.28)
Pir[2]
— 1 3 )^ ^
-  To)% (l -  T i)% (l -  r2)"^(l -  rs)% -^
ar[3]
011  =  021 =  022  =  031  =  032  =  0 3 3  =  0.
The channel idle probability for a slot in each zone can be calculated by Fig.
(3.29).
" r i  =  ( i - T o r o ,
F2 = n L o (f  “
F3 =  n?=o(i
(3.29)
F4 — n%=o(f r )Ni
Thus, the throughput of access category m, denoted by Sm, is defined as the 
fraction of time from a transmission cycle used for successful transmission of bits 
for access category m. Sm is given by
5
'^ZiPtr[m]QmiE[L]
Sm. =
z=0 (3.30)average length of a transmission cycle '
A transmission cycle consists of the contention period and the transmission period 
as shown in Fig. 3.6. During the contention period, nodes start their own backoff 
procedure after the channel is sensed idle for its own AIFS; in RTS/CTS mode
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Figure 3.6: Consistence of the transmission cycle duration.
the contention period we defined here includes channel negotiation. Transmission 
period begins after all the sensing, backoff, and channel negotiations are finished, 
and nodes start to transmit data over the channel. Thus, the denominator of
(3.30) is given by
average length of tran. cycle =
P[contention period] +  P[transmission period]. (3.31)
As mentioned earlier,
contention period =  AIFS + backoff timer +  channel negotiation,
where the backoff time is calculated separately, while the time cost on AIFS and 
channel negotiation are calculated together with the transmission period. Thus, 
the (3.31) is rewritten as
average length of tran. cycle =  P  [duration of idle slots] 
+ P  [duration of transmission slots]. (3.32)
To calculate the length of a transmission cycle, first, we analyse all possible events 
for each slot similarly as mentioned in [36]. Three types of events could happen 
in a slot: 1) idle, where there is no transmission; 2) transmission, where there is 
only one transmission; 3) collision, where there are more than one simultaneous 
transmissions. In Zone i, the probability of having an idle slot is denoted by F^
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as calculated in (3.29), and the probability of transmission in a time slot is given 
by
^   ^PtrlccilQmi'
m=0
The probability of collision in a time slot is given by
3
1 — Fj — ^ 2  FfrWQmz-
m=0
Considering the state in backoff procedure from which a transmission starts, we 
can obtain an average number of idle slots in each zone. For example, if the special 
state is in Zone 2, its backoff timer could be at one of the slots 2-4, which means 
the number of idle slots could be 1, 2 or 3. Thus, the average length of idle slots 
provided the state is in Zone 2 is given by Z2 (1 x F2 +  2 x +  3 x F^) x SlotTime. 
Hence,
h
^[duration of backoff slots in a cycle] =  (ZiFi x 0  -h Z2 ^ ( t  + h — 1)F2
t= l
h
+Z3 y ^ ( t  -f /2 + Zi — i)F 3
t=i
k
-\-Za ^  (^t 4- Zg 4- Z2 T Zi — 1)F^) X SlotTime. (3.33)
t=i
And,
P[transmission slots] =  ^  Zi ^  Ptr[m]QmiTSm
z=l m=0 
/  ^  \
4-( 1 — ~~ ^^2^^ ^  PtrW\Qmi jTC q, (3.34)
' z=l z=l m=0 '
where, TSm is the average time the channel is sensed busy because of a successful 
transmission of ACm, and TCm is the average time the channel is sensed busy by 
ACm- While TC* is the minimum of the TCm which are involved in the collisions.
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The expressions TSm and TCm for ACm in the basic access mode can be derived 
as follows:
TSm =  TAiFS[m] +  Th +  Tl^ +  (5 +  Tsips  +  Tack  +
TCm =  TAIFS[m] +  Tzf + Tp^  + Ô,
where, T h  is the transmission time periods of the frame header; T s i f s  and 
TAiFS[m] are the SIFS and AIFS periods, respectively. T a c k  is the ACK trans­
mission time; T l^  is the transmission time of the average payload; T l^  is the
transmission time of the largest payload involved in a collision, and 5 is the
propagation delay. For the RTS/CTS access mode,
T S m  =  TAIFS[m] + T r t S + <^ + T s ip S  + T c t S +
ATsifs +  Th +  Tl^  +  +  Tsifs  +  Tack +  (3.36)
TCm =  TAIFS[m] +  T r t S +
Thus, from the set of (3.30) and (3.32) - (3.34), the average throughput for 
each AC can be derived. As it can be seen from the final expression, although 
RTS/CTS assists to avoid the hidden terminal problem, the overhead caused by 
the acknowledgement and handshakes reduce the performance of systems with 
high mobility like vehicular networks. RTS/CTS access mode exhibits superior 
efficiency in relatively low velocity, while basic access mode performs better, in 
terms of throughput, than RTS/CTS in high velocities [37].
3.4 Validation and Perform ance A nalysis
In this section, first, we present simulation results to validate the accuracy of the 
proposed analytical model. Then, the performance of the service differentiation 
capability of the IEEE 802.lip , in terms of throughput and queuing delay, is 
analyzed and compared to that of 802.11 and 802.11e. Finally, the impacts of 
large number of nodes on the performance the IEEE 802.l ip  is investigated.
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RSU
Figure 3.7: The simulation scenario.
We use the well-known simulation tool, NS-2 [38], from Lawrence Berkeley Na­
tional Laboratory and the implementation of 802.11e EDCA [40] in NS-2 from 
the TKN group in Technical University of Berlin. Some parts of the original 
simulation codes have been changed according to the IEEE 802.lip  standard in 
our work, such as the AIFS and CW parameters. In addition, we fix the bugs 
of RTS/CTS mode to make successful transmission using RTS/CTS mechanism. 
We use this model to analyze the performance of the MAC sub-layer in a sat­
urated scenario. We also amend our results by simulation based performance 
analysis for non-saturated cases. The reference area is a circular area around the 
RSU, with a radius which equals to the transmission range. Vehicles enter the 
reference area of the RSU in equal intervals, which means the distance between 
two adjacent vehicles are fixed in each scenario. The number of vehicles in the 
reference area is controlled by changing the distance among vehicles. “Optimum 
density” for highways is described as 40-50 vehicles per mile per lane [89], while 
for very congested road the density may increase to 180-250 per mile per lane. 
When a vehicle enters the communication range of the RSU, it initiates a Con­
stant Bit Rate (CBR) data transmission to the RSU. The stations contend to
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Table 3.3: i^arameter setting
Packet payload 512 bytes, 1000 bytes
Data rate 6 , 11 Mbps
Slot time 13 fis
SIFS 32 fis
DIFS 58 fis
S 2 fis
ACO 3 time slots
ACO CWmoz 15 time slots
ACl CWmin 3 time slots
ACl CWmaT 14 time slots
AC2 CWmin 15 time slots
AC2 CWmoz 1023 time slots
AC3 CWmin 15 time slots
AC3 CWmaz 1023 time slots
transmit fixed-size User Datagram Protocol (UDF) packets to the RSU. Hand-off 
is not considered in such scenarios at the current stage. The speed of the ve­
hicles is set to be 70 mi/h, according to the typical speed limit for motorways. 
In [39], the commonly assumed default 6 Mbps data rate is justified to be the 
best selection for various intended ranges and safety message sizes in most cases. 
As a result, in our simulations data rate is set 6 Mbps. We compare the system 
performance in terms of throughput using different data rates (i.e., 11 Mbps and 
6 Mbps). The rest of the major simulation parameters are chosen from the IEEE 
802.l ip  standard as listed in Table. 3.3.
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Figure 3.8: Normalised average throughput per AC for each station versus the 
number of vehicles in the reference area.
3 .4 .1  V a lid a tio n  o f  th e  a n a ly tica l m o d e l
In this subsection, we consider a scenario where one RSU is placed in the middle 
of the reference area, surrounded by different numbers of vehicles travelling in 
a circular track around the RSU in each simulation. The simulations in this 
subsection are implemented in such a scenario that allows the system to achieve 
steady performance disregarding the effects from fast vehicle movements. Each 
node is equipped with four ACs. The interval of packet arrival is 1 ms, such that 
each AC queue is assured to be saturated.
Fig. 3.8 shows the analytical and simulation results for the normalised average 
throughput per AC for each station versus the number of vehicles in the reference 
area. The first observation in Fig. 3.8 is that the results from the analytical 
model matches those of the simulations. The normalised measured throughput 
is calculated by dividing the non-riormalised throughput by the channel capacity.
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Figure 3.9: The impact of packet size on system performance in terms of through­
put.
As the number of vehicles increases, the throughput for each station decreases 
quickly due to the increasing collisions among the stations. ACO enjoys the 
highest throughput comparing with the other ACs. AC2 and AC3 seldom have 
the chance to transmit over the channel because of the saturated scenario in this 
simulation.
In the second set of simulations, the packet size is increased to 1000 bytes. Com­
paring with the results from simulations in which the packet size is 512 bytes, 
throughput is higher when the packet size is larger as Fig. 3.9 indicates. It costs 
the same time on the channel negotiation, thus the larger the packet size is, the 
higher throughput will be achieved.
Another comparison is made using the same packet size (i.e., 512 bytes), but 
different channel data rates. Fig. 3.10 shows the normalised average throughput 
per AC for each station versus the number of vehicles in the reference area. The 
non-normalised aggregate throughput is higher using higher channel data rate.
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Figure 3.10; The impact of channel data rate on system performance in terms of 
throughput.
while the normalised throughput is higher using 6 Mbps data rate. Although 
the higher data rate channel costs a shorter time for data transmission, the time 
consumed in the backoff procedure is the same as that in lower data rate channel.
3 .4 .2  P erfo rm a n ce  A n a ly s is
In this subsection, first, we compare the service differentiation capabilities of 
the IEEE 802.lip  with its predecessors, 802.11 and 802.11e, in terms of per- 
AC throughput and queuing delays. Then, we provide the overall system level 
throughput for IEEE 802.11p. The generic setting up of the scenario is the same 
as the description at the beginning of this section.
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Table 3.4: Description of traffic flows
VoIP Video Best effort Background
AC AC_VO(0) AC_VI(1) AC_BE(2) AC_BK(3)
Packet size 160 bytes 256 bytes 200 bytes 200 bytes
Data rate 64 kb/s 64 kb/s 128 kb/s 256 kb/s
Interval 20 ms 32 ms 12.5 ms 6.25 ms
3.4.2.1 Service Differentiation
To observe the differentiation of service in 802.lip , the simulation scenario is 
designed as follows. Each vehicle is able to transmit four different categories of 
traffic flows (i.e., AC-VO, AC_VI, AC_BE and AC_BK), that are defined in the 
standard of IEEE 802.11p. Every five seconds, each vehicle randomly switches 
its traffic category. The four traffic categories are: 1) high priority audio flow (64 
kb/s); 2) H.263 video flow (64 kb/s) with medium priority; 3) best effort with low 
priority; and 4) background traffic with the lowest priority. The different traffic 
flows are described in Table. 3.4. The rest of the simulation parameters are the 
same as specified in the beginning of Section 3.4.
Fig. 3.11, Fig. 3.12, and Fig. 3.13 show the number of delivered packets per 
second of each AC in different systems in the log scaled coordinate systems. As 
802.11 does not provide service differentiation support, different ACs compete 
for the transmission opportunities with equal priority. For 802.l ip , when the 
number of active stations in the reference area is low, contentions among stations 
are not severe. Hence, due to the large packet size and short interval, the lower 
priority traffic flows do not significantly suffer. However, as the number of com­
peting stations increases, traffic flows with higher priorities enjoy significantly 
more chances of transmission. For the two higher priority traffic flows, the high­
est priority traffic flow has absolute advantage over the lower priority traffic flow. 
Due to the modification of parameters from IEEE 802.11e, in IEEE 802.lip , the
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Figure 3.13: Numbers of delivered packets per second of each AC with IEEE 
802.11e.
traffic flows with the highest priority is highly protected and granted most of 
the system throughput. While in 802.11e, differentiation between these two cat­
egories of traffic flows is not so obvious. From Fig. 3.13, in IEEE 802.11e, traffic 
flows with two higher priorities occupy the channel mostly when the number of 
stations is high. Traffic flows with lower priorities seldom have opportunities to 
transmit via the channel in both 802.11e and 802.lip  system. 802.lip  provides 
a better service differentiation than 802.11e.
Fig. 3.14 shows queueing delay for each AC as the number of stations in the 
reference area varies. For the two higher priority ACs, the queueing delays remain 
at a low level, (e.g., 17.3 ms and 270 ms for ACO and ACl respectively with 60 
stations in contentions), while the queueing delays for tlie other two ACs with 
lower priorities increase fast. Services with high priority have negligible queueing 
delays, so as to fulfil the requirements of delay in ITS safety-related applications 
and traffic management applications. AC2 and AC3 are suitable for non-time- 
critical ITS applications, that do not have strict requirement on delay parameters.
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Figure 3.14: Queueing delay for each AC in IEEE 802.lip  system.
such as web-surfing, Emails, travel information collection and database updates.
Fig. 3.15 compares queueing delays for two higher priority ACs in different sys­
tems as the number of stations in the reference area varies. From the simulation 
results, the queueing delay for the highest priority AC is lower than ACl in both 
cases. In IEEE 802.11e, ACO and ACl have the same AIFSs, so the prioritized 
service is provided by different contention window sizes. While in IEEE 802.lip , 
not only the contention window sizes are different, but also the AIFS of ACl is 
larger, thus the queueing delay of ACl in 802.lip  is much larger than the rest 
AC queues in the figure.
3.4.2.2 Overall System  Throughput
In this subsection, we analyse the relationship between normalised overall system 
throughput of IEEE 802.lip  and the node density. Fig. 3.16 shows the normalised 
overall system throughput for the 802.lip  against the number of nodes in the 
reference area. It can be seen that the normalised overall system throughput
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Figure 3.15: Queueing delays for higher priority ACs in IEEE 802.11e/p systems.
increases rapidly as the number of the station increases. However, after certain 
number of users the overall system throughput declines due to the increasing level 
of contention in the system.
In vehicular networks, dense networks often form in urban areas, or by traffic 
jams in intersections, accidents, and etc. In these scenarios, hundreds or even 
thousands of vehicles may exist in the same reference area, which could overload 
the shared wireless medium. Simulation results indicate that as the number of 
stations in the reference area increases, throughput of the system reduces after 
it reaches the maximum value. Alternative algorithms which adopt the principle 
of cluster ([66], [103]-[104]) or multiple channels ([56], [70]-[73]) should be con­
sidered to deal with the problem raised by the high node density in vehicular 
communication environments.
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3.5 S u m m ary
The single channel MAC particularly designed for VANETs, namely the IEEE 
802.lip  standard, is studied in the chapter. Analytical and simulation based 
studies demonstrate that the standard provides QoS in terms of good service 
differentiation for different categories of traffic. However, the performance of 
the IEEE 802.Up in dense networks degrades severely, which leads to the next 
research topic that the study of MAC scheme in large-scale networks in terms of 
large number of active stations.
Chapter 4 
Distributed Asynchronous 
Multichannel MAC for Dense 
VANETs
To accommodate large number of users in dense vehicular networks, the potential 
of multichannel MAC scheme is investigated in this chapter. Relevant works of 
multichannel MAC schemes in literature are reviewed. The weaknesses of bench­
mark synchronous and asynchronous multichannel MAC schemes are analysed in 
details. Then, an asynchronous multichannel MAC scheme is proposed for dense 
networks. In addition, a sub-layer scheme based on distributed TDM A is pro­
posed and analysed. Finally, the proposed schemes are evaluated and analysed 
comparing with benchmark multichannel MAC schemes.
4.1 Introduction
As mentioned in Section 2.3, it has been reported that the original IEEE 802.U p 
standard based MAC sub-layer demonstrates a poor performance in dense VANETs,
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in provisioning QoS for different categories of applications ([68], [24], and [44]). 
This seems to be a particularly important shortcoming for reliable deployment 
of safety related applications. Thus, multichannel extension of the IEEE 802.l ip  
standard, namely, the IEEE 1609.4 standard [69] has been proposed to improve 
the service differentiation capability and channel utilization of the 802.U p stan­
dard. In a typical multichannel system, there is one CCH which is used for control 
messages such as channel negotiations, as well as, the important safety related 
information. Other applications use multiple SCHs for data communications. 
Both non-safety and safety related applications could be supported by employing 
multiple channels. This could improve QoS performance for different types of 
applications by allocating them different channels.
Although the IEEE 1609.4 standard provides a better QoS support, its MAC sub­
layer suffers from a few shortcomings: 1) strict MAC sub-layer synchronisation is 
required; 2) synchronous MAC sub-layer operation results in inefficient utilization 
of the control and service channels, i.e., utilization cannot inherently exceed 50%; 
3) fixed duration of control and service time intervals prohibits adaptive and 
intelligent allocation of time intervals in response to variable traffic demands; 
and 4) there is a possibility of contention in service channels, that may result in 
inefficiency due to possible collisions. A number of recent publications aim to 
address these problems. In the following subsection, we provide a comprehensive 
survey of these related studies and discuss their approaches, contributions, and 
shortcomings.
There are a number of studies in the literature to deal with the inherent problems 
of the IEEE 1609.4 standard as discussed in the following. Details of the relevant 
aspects and design challenges of the IEEE 1609.4 standard are given in Section
4.2.1. Some synchronous split phase multichannel MAC schemes have been re­
cently proposed ([70]-[73]) to address the aforementioned problems of the IEEE
1609.4 standard. Wang et al. in [70] present a Variable CCH Interval (VCI)
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approach, which dynamically adjusts the duration of the CCH and the SCH in­
tervals according to the number of active nodes in the network. The dynamic 
VCI algorithm helps improve the saturation throughput compared to that of the 
IEEE 1609.4 standard. In this work, it is assumed that the number of nodes and 
packet size are known by roadside units, which may not be possible in distributed 
scenarios. In [71], Lu et al. propose an alternative MAC approach to the IEEE
1609.4 standard, namely DMMAC. DMMAC is primarily based on the IEEE
1609.4 standard, but it uses contention-free medium access for safety message 
transmissions in the CCH interval. The authors keep the synchronisation struc­
ture of the IEEE 1609.4 standard, but the CSMA/CA scheme from IEEE 802.11p 
is replaced by a complex combination of TDMA and CSMA/CA. In DMMAC, 
the CCH interval is further divided into an Adaptive Broadcast Frame (ABF) 
and a Contention-based Reservation Period (CRP). ABF consists of time slots 
which are dynamically reserved by nodes, to broadcast safety messages or control 
messages. During CRP, nodes negotiate and reserve the SCH for non-safety ap­
plications. Since the boundary between the ABF and CRP is flexible and adapts 
to the number of active nodes in the reference area, the third weakness of the 
IEEE 1609.4 as we mentioned earlier is tackled. However, taking propagation loss 
in the real world into account, the agreement on the boundary may be missed 
due to packet loss. Hence, nodes may start the CRP earlier, which will result in 
collisions in the contention-free period. In addition, the scheme may suffer failure 
or underutilization in dense networks. In [72], a Distributed Reliable Multichan­
nel MAC scheme (DR-MMAC) is proposed to provide a contention-free channel 
access mechanism both on CCH and SCHs. For CCH frames. Reliable Reser­
vation ALOHA (RR-ALOHA) [74] is used by nodes to reserve respective slots 
to transmit data without collisions. Since this scheme uses RR-ALOHA for the 
reservation of slots, it may not be suitable for large-scale networks. In addition, 
pre-determined reservation of time slots may result in poor channel utilization. 
Finally, synchronization remains a problem in this scheme. In [73], the authors
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propose a multichannel MAC scheme to solve the multichannel hidden terminal 
problem in a network where each host has only one transceiver. However, in this 
scheme, all nodes have to synchronize their beacon intervals, which may result 
in poor utilization of service channels similar to other synchronous multichannel 
MAC schemes. Furthermore, during the beacon interval, as data transmissions 
are not allowed on data channels, the data channels all stay idle until the end of 
each beacon interval, which may limit the system performance with low channel 
utilization rate.
Different from synchronous split phase multichannel MAC schemes, there is an­
other category of multichannel MAC schemes, that adopt hopping strategy in the 
channel negotiation and access procedure. Common Hopping scheme is proposed 
in ([76], [77]). All idle devices hop together over the entire channels, and only 
a pair of devices pause hopping for data exchange and rejoin the common hop­
ping afterwards. This scheme eliminates the use of a common control channel, 
as well as multichannel hidden-node problem, at the cost of channel switching 
times and timing synchronization. Parallel Rendezvous schemes ([78], [79]) are 
proposed in literature. Nodes in Parallel Rendezvous schemes have particular 
hopping sequences, which are assumed to be known by other nodes. When the 
source node needs to send a packet to the destination node, the sender hops to 
the same channel indicated in the hopping sequence of the destination node, and 
starts to communicate with the receiver. These schemes require tight clock syn­
chronization and demand the source node to know the hopping sequence of the 
destination node, resulting in excessive signalling overhead. In [80], a multichan­
nel MAC based on the fast and slow hopping approaches is proposed. The scheme 
employs two radio interfaces per node. The fast hopping interface is mainly for 
transmission, whereas the slow hopping interface is mainly dedicated for recep­
tion. Nodes randomly generate default hopping sequences for their slow hopping 
interfaces. New nodes or existing nodes should periodically transmit HELLO
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packets over channels. In particular, whenever a transmitter has a packet for a 
receiver, the fast hopping interface of the transmitter follows the slow hopping 
interface of the receiver. The difference between this scheme and the original 
Common Hopping are three folded. First, nodes have different hopping sequence 
instead of hopping to the same channel all the time. Thus, it helps reduce the col­
lision probability. Second, since nodes have two interfaces, one interface remains 
with the slow hopping sequence to behave as a receiver while the other interface 
works as transceiver. Hence, the throughput should no doubt be higher than em­
ploying a single interface. However, this scheme requires full information of slow 
hopping sequence of other nodes. The period broadcast of HELLO packets are 
the overhead to the network. In addition, the scheme does not suit fast changing 
topology network such as vehicular ad hoc networks, due to the frequent updates 
from new entry nodes. Moreover, synchronization among nodes is required since 
a source node needs to pace with its destination node to start transmission on 
the slow hopping channel. Finally, the hopping time penalty is not negligible 
in hopping based schemes, since the time necessary for switching the channel is 
comparable with the time consumed on transmitting an RTS packet [75].
Alternatively, asynchronous multichannel MAC schemes ([81]-[87], [97]-[100], [102]) 
are also proposed in the literature. This category of multichannel schemes usu­
ally requires no strict time synchronization and allows nodes to independently 
hop among channels to make the best use of channel resource. However, this may 
lead to a well known and common problem that some nodes may miss emergency 
broadcast information on the control channel when they are engaged in com­
munications over service channels. Nonetheless, this may not be a big issue for 
two reasons: 1) emergency messages are rarely generated; 2) they are repeated 
multiple times by the disseminating nodes. As a prime example of asynchronous 
schemes, the AMCP [81] uses a dedicated control channel similar to that of the 
IEEE 1609.4 standard. The AMCP is an asynchronous multichannel coordina-
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tion scheme which does not require synchronous hopping from service channels 
to the control channel and vice versa. Each node in AMCP maintains a channel 
table with N entries corresponding to N data channels. In the channel negotiation 
process of AMCP, a sender chooses a preferred channel and sends the information 
within RTS; if the channel is available for the receiver, a Confirming CTS is sent 
back. After receiving the Confirming CTS, both nodes switch to the data channel 
they agree with to start the transmission. However, if the channel chosen by the 
sender is unavailable for the receiver, a Rejecting CTS containing index 0 and a 
list of available channels of the receiver will be sent to the sender. Then if one 
of the available channels in the list is also available for the sender, it retransmits 
an RTS inserting the new channel. This process may result in a second round of 
channel negotiation when the preferred channel of the sender is not available for 
the receiver. This will result in inefficient channel utilization in AMCP. In addi­
tion, nodes may mark many service channels busy for unnecessarily long periods 
of time in their local tables. If a node does not have a precise status of a specific 
data channel, it sets the channel unavailable to avoid possible collisions on that 
channel. This helps to reduce the probability of collisions on data channels; how­
ever it also causes other problems: 1) it may unnecessarily waste the opportunities 
for a node to make successful channel negotiations; and 2) nodes may always use 
a specific channel it does not obtain enough information about the status of the 
other channels. Dynamic Channel Assignment with Power Control (DCA-PC) 
[98] is an extension of their previous work [97]. In DCA-PC, nodes negotiate the 
data channel to be used on the dedicated control channel, as well as the proper 
transmission power. The protocol maintains an additional list called POWER 
which specifies the power level that should be used to transmit the data. The 
value of POWER can be dynamically adjusted as the node continuously moni­
toring the communication around itself on the control channel. Similar to DCA, 
DCA-PC goes through the same RTS/CTS/RES dialogue to acquire a common 
data channel. When a data transmission is commenced on data interface, the
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sender will transmit the data with the power level that is specified on POWER 
list, thereby reducing energy consumption and signal interference. In [100], an 
asynchronous multichannel MAC (AM-MAC) protocol for cooperative network is 
proposed. AM-MAC adds a helper-confirm phase in channel negotiation process 
and different information tables and learning methods. In the control session, the 
sender, destination, and helper nodes negotiate the selected channel and help ID. 
Other nodes may send INV packets if the selection is not allowed according to 
the information in local tables. However, several issues in this scheme need to be 
discussed. First, the purpose of using the helper when the destination node can 
directly communicate with the sender node is not clear. Second, the negotiation 
session involves too many rounds of handshakes, which is not practical in dynamic 
networks such as VANETs. In addition, the learning period can be very long in 
such a complex channel access scheme. Similarly, in [83], the authors introduce 
cooperation among neighbours into the multichannel MAC to assist with more 
reliable selection of available service channels. However, as concluded in their 
papers, node mobility can adversely affect the effectiveness of this scheme. In 
addition, due to the multiple phases in the handshake process, the scheme is not 
suitable for vehicular networks in which node mobility may be dramatic. [82] 
proposes a novel asynchronous split phase (ASP) protocol with dynamic prior­
ity support. These three phases are Observe, Review, and Access. In Observe 
phase, devices silently observes others’ RTS/CTS handshakes in the control chan­
nel for at least X seconds, to collect information in order to avoid conflicts on 
channel/time selection. The Review phase is designed to enhance fairness and 
priority. Broadcasting an RTS message to the intended receiver, and waiting 
for the receiver to return a CTS. The RTS/CTS consists of the sender/receiver 
ID, as well as negotiation of modulation, and a vacant time-frequency block. If 
there is no vacant block, then the device pair may decide to override or usurp 
others’ reserved time-frequency block if certain conditions are satisfied. During 
Access phase, the communicating pair switches to the reserved data channels to
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exchange data. To enable cooperative prioritization and fairness, overriding is 
adopted if certain conditions are satisfied. It also involves a scoring function, 
which should be considered very carefully. The power saving mode could be of 
little help since the power issue is not as important as the fast dissemination 
of emergence message in vehicular networks. In addition, there’s no considera­
tion on broadcasting the emergence messages. A mechanism could be added to 
broadcast messages on the control channel if confirming a message is from/for a 
safety-related application. In [99], a busy tone-based multichannel MAC scheme 
is proposed. Each mobile node is equipped with a data interface and a busy tone 
interface. When the source node wants to send a data packet to the destination 
node, it tunes its own data interface to the destination node’s data channel and 
senses both the data channel and the busy tone channel of the destination node 
using its two interfaces. The source node will send a busy tone on its own busy 
tone interface and the RTS packet on the data channel of the destination node 
after waiting DIFS time if both channels of the destination node are sensed idle. 
Once receiving the RTS from the source node, the destination node opens its own 
busy tone after a period of SIFS. When the communication between two nodes 
is finished, both nodes send a broadcast packet on their own data channels to 
inform the nodes which have toned to these data channels and been waiting for 
setting up communication. Nodes use their specific busy tone channel to indicate 
its busy/idle status, while the data channel is used for RTS/DATA/ ACK/BP 
packets transmission. The busy tone substitutes CTS and backoff procedure of 
the IEEE 802.l ip  to improve the network throughput. However, there are several 
issues to be discussed. First, the information of data channel that nodes dwell in 
has to be shared among all the nodes. But since one interface is only used to send 
tones, and the other interface is with different data channels, this information of 
dwelling data channel cannot be discovered by other nodes. Second, since there 
is no particular backoff procedure before sending RTS packets, the probability of 
collisions on the data channel is high. In addition, the scheme needs two interfaces
4.2. System Model 70
and time synchronization.
In this section, we aim to design an asynchronous multichannel MAC scheme for 
dense VANETs. The objective of the study includes throughput maximization, 
fairness among nodes, channel utilization, fair use of service channels, support­
ing real-time flows with delay/jitter constraints, minimization of the scheduling 
period, and QoS support for bandwidth-constrained networks.
4.2 System  M odel
In this section, the relevant aspects of the IEEE 1609.4 standard and AMCP 
are illustrated in details. Then, several scheme design issues and challenges for 
asynchronous multichannel MAC schemes are discussed.
4.2.1 The IEEE 1609.4 standard
The IEEE 1609.4 standard is the standard of multichannel operation for VANETs. 
In the IEEE 1609.4 standard, as shown in Fig. 4.1, the channel access time is 
divided into sync intervals. Each interval contains guard intervals and alternat­
ing fixed-length intervals called CCH interval and SCH interval. The duration of 
CCH and SCH intervals are fixed as 50 ms in [69] .^ During the CCH interval, all 
nodes monitor the CCH for exchanging safety messages and other control pack­
ets. During the SCH interval, nodes transmit potential non-safety application 
data on SCHs. Guard intervals are used to account for the lack of precise syn­
chronization among different nodes. The value of the guard interval is the sum 
of SyncTolerance and MaxChSwitchTime, where SyncTolerance is the maximum 
allowed clock drift; MaxChSwitchTime is the maximum time allowed for a node
^CCH interval starts every Coordinated Universal Time (UTC) second.
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Figure 4.1; Sync interval and its components in the IEEE 1609.4 standard.
to switch among channels. Transmissions shall not be permitted during guard 
intervals.
The current version of the IEEE 1609.4 standard MAC does not provide a high 
level of QoS guarantee and strict differentiation of services for the potential real 
time applications in the dense network scenarios. First, the duration of CCH and 
SCH intervals are fixed in the IEEE 1609.4 standard. In a congested urban areas 
with dense VANETs, large volume of safety and control messages may need to 
be delivered in the CCH interval. The fixed length of CCH may not be able to 
provide sufficient bandwidth in these scenarios. This may affect the utilization 
of service channels as the nodes may not be able to perform negotiations on a 
highly congested CCH. On the other hand, if the node density is sparse, the CCH 
interval may be left idle for significant periods of time.
In addition, since nodes do not specifically determine the starting time of their 
transmission on service channel during the negotiation process on the control 
channel, there will be possibilities of collisions on the service channels.
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4.2.2 Benchmark Asynchronous Multichannel MAC Scheme
The AMCP is an asynchronous multichannel coordination scheme which does 
not require synchronous hopping from service channels to the control channel 
and vice versa. Each node in AMCP maintains a channel table with N entries 
corresponding to N data channels. In the channel negotiation process of AMCP, 
a sender chooses a preferred channel and sends the information within RTS; if 
the channel is available for the receiver, a Confirming CTS is sent back. After 
receiving the Confirming CTS, both nodes switch to the data channel they agree 
with to start the transmission. However, if the channel chosen by the sender is 
unavailable for the receiver, a Rejecting CTS containing index 0 and a list of 
available channels of the receiver will be sent to the sender. Then if one of the 
available channels in the list is also available for the sender, it retransmits an 
RTS inserting the new channel. This process may result in a second round of 
channel negotiation when the preferred channel of the sender is not available for 
the receiver. This will result in inefficient channel utilization in AMCP.
In addition, nodes may mark many service channels busy for unnecessarily long 
periods of time in their local tables. If a node does not have a precise status of a 
specific data channel, it sets the channel unavailable to avoid possible collisions 
on that channel. This helps to reduce the probability of collisions on data chan­
nels; however it also causes other problems: 1) it may unnecessarily waste the 
opportunities for a node to make successful channel negotiations; and 2) nodes 
may always use a specific channel it does not obtain enough information about 
the status of the other channels.
Besides the multichannel hidden terminal and missing receiver problems, there 
is another common problem for asynchronous multichannel MAC schemes. In 
asynchronous multichannel MAC schemes, when a node attempts to broadcast an 
emergency message, it broadcasts the packet on the CCH without the RTS/CTS
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handshake. However, it is important to note that emergency messages will not 
be received by the nodes that are involved in some ongoing communication on 
the service channels. It has to be mentioned that in asynchronous multichannel 
MAC schemes, the problem of missing emergency messages cannot be completely 
mitigated. One possible solution can be rebroadcast/ forwarding of emergency 
messages by the nodes which have received the message. Since emergency mes­
sages are usually forwarded/ disseminated to the neighbours or nodes within a 
relevant area, the concern of missing emergency messages should not be severe.
As discussed in this section, the aforementioned multichannel MAC schemes suf­
fer from some shortcomings. Thus, in the following section, we propose a new 
asynchronous multichannel MAC scheme, taking into account the requirements 
for potential VANET applications.
4.3 Asynchronous M ultichannel M AC (A M C ­
M AC)
Considering the strength and weakness of the existing solutions, as well as, the 
specific features of VANETs, an asynchronous multichannel MAC is proposed in 
this section. First, an overview of the proposed scheme is provided. Then, the 
detailed design of the proposed scheme is discussed. Finally, we explain how the 
multichannel coordination problems are addressed.
AMCMAC scheme aims to overcome the weaknesses in existing multichannel 
schemes such as time synchronization difficulty, hopping time penalty, the missing 
receiver problem, and the multichannel hidden terminal problem, and finally 
improves the performance of multichannel operation.
Fig. 4.2 shows the basic channel access mechanism of the proposed MAC scheme. 
All the nodes, which are not using SCHs to transmit data stay with CCH, and
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Figure 4.2; Proposed asynchronous multichannel MAC scheme.
listen to the CCH if they do not have packets to transmit in their queues. The 
MAC scheme adopted on the CCH is the Enhanced Distributed Channel Access 
(EDCA) defined in the IEEE 802.lip  standard. Each node listens to the CCH 
and keeps a local SCHs entry table, which records the status of each channel and 
the time when the channel will be freed.
Once a node needs to broadcast/ unicast a packet, it competes with other stations 
for the access of the CCH. If the channel is sensed idle, after a backoff time the 
sender broadcasts an RTS packet through CCH. Inside the RTS packet, a list of 
available SCHs for the sender is added. The destination node obtains the list from 
the RTS and checks its local SCHs entry table. If the destination finds an available 
channel which also is available for the sender, it replies a CTS after a period of 
SIES with the channel information that they will use for the transmission. After a 
successful handshake, the two nodes will switch to the SCH they agreed to finish 
the data transmission. Transmissions can simultaneously proceed on different 
service channels.
More specific design aspects of the proposed scheme are given in the following 
subsections.
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4.3.1 Time Synchronization
To avoid the synchronization problem that exists in most split phase schemes 
(e.g., [69]-[73]), an asynchronous multichannel MAC scheme is designed. The 
nodes without packets in queues listen to the broadcast emergency messages and 
channel negotiation information on the CCH. Unlike the IEEE 1609.4 standard 
[69], nodes do not have to switch among CCH and SCHs every 50 ms, hence not 
only tight time synchronization is not needed, but also the service channels can 
be utilized all the time. Thus, the utilization of SCHs and the CCH are increased, 
which brings performance gain in terms of throughput.
4.3.2 Channel Negotiation and Selection Strategy
Taking the weaknesses of channel negotiation process in AMCP into account, 
the proposed AMCMAC adopts a different channel negotiation mechanism and 
a different channel selection strategy, aiming to offer more efficient channel nego­
tiations and load balancing.
First, as explained before, the decision of which SCH to be used is made by the 
destination node; hence, no more renegotiations are needed. While in AMCP, if 
the preferred SCH is not available for the destination node, a second round of 
negotiation will be initiated by the destination node. Due to the fast movement 
of the nodes in VANETs, the shorter a handshake takes, the higher probability 
of successful transmission will be achieved.
Secondly, in a multichannel MAC, in some occasions, all the SCHs may seem 
unavailable for a sender/receiver. On the sender side, it will not send any packet 
except emergency messages, since it is not possible to make an agreement with 
other nodes. The sender restarts a backoff procedure to try to access the CCH 
later if it has packets to transmit. While if all the available SCHs are not available
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Figure 4.3: Multichannel Hidden Terminal Problem.
for the receiver, it means that the pair of nodes cannot make any agreement on 
SCH selection. Hence, on the receiver side, in our MAC scheme, we assume 
that destination node drops the received RTS packet directly, instead of replying 
a CTS. This mechanism reduces the time wasted on transmitting a CTS with 
failure information, hence other nodes may access to the CCH to make possible 
channel negotiation or to broadcast emergency messages.
In addition, each node updates its local SCHs entry table by listening to the CCH. 
Once a node becomes a destination, it randomly chooses one of the available ser­
vice channels in order to offer balanced load on service channels. Considering such 
scenarios, one of the SCHs is heavily used while other SCHs are seldom chosen 
for transmissions; load balancing is needed, since not only a higher probability 
of collisions may occur on the heavy loaded SCH, but also it may become the 
bottleneck of the network.
4 .3 .3  M u ltich a n n e l H id d en  T erm in a l P r o b le m
For a multichannel MAC, hidden terminal problem is different from that of single­
channel MAC. As Fig. 4.3 illustrates, the multichannel hidden terminal problem 
occurs in the following situation. For example, consider a scenario where pair (ug,
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ns) are involved in an ongoing communication on SCH2. If pair (no, ni) misses 
the corresponding RTS/CTS between pair (n2, ns), they may choose the same 
service channel. This is known as the multichannel hidden terminal problem. 
This problem causes collisions on SCHs and degrades the network performance.
The AMCMAC aims to solve this problem: when nodes switch to an SCH, first, 
they listen to the service channel for a short period of time before transmission. 
This duration can vary according to the requirements of the system, such as the 
guard interval for frequency switching and channel condition in specific scenarios. 
However, it must be larger than 32 ms  which is an SIFS duration. During the 
carrier sensing period, if the channel is not idle, i.e., another pair is currently 
using that particular channel, the nodes record that SCH as busy for a certain 
duration (e.g., the time necessary for transmitting a DATA and an ACK) and 
return to the CCH to renegotiate for another available SCH.
In single hop networks, this measure helps to mitigate the multichannel hidden 
terminal problem. In multi-hop networks, one of a pair of nodes remains on the 
service channel assuming it fails to sense the current SCH’s busy status, while 
its sender/receiver has left the SCH. If the destination node remains on SCH, 
once it receives any packet from other pair of nodes, the node knows the SCH is 
occupied by other nodes and returns to CCH. If the remaining node is the sender 
node, it must be outside the communication range of the transmitting node of 
the other pair of nodes. If the receiving node of the other pair of nodes is also 
outside its communication range, there will be no interference even though the 
sender node without partner transmits a packet on SCH. However, in the worst 
case, if the node acts like a hidden terminal on the service channel to the other 
pair of nodes, either employing RTS/CTS mechanism on SCHs or introducing 
cooperation among nodes on CCH can help mitigate the problem. These aspects 
will be analysed in future work.
There is a possibility that some nodes may have incorrect local entry tables due
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to the multichannel hidden terminal problem. For instance, in Fig. 4.3, tiq and 
rii make a successful channel negotiation to use SCH2. Thus, other nodes which 
have received the corresponding CTS packet from rii will update their local entry 
tables. However, when the pair (no, ni) sense SCH2 busy and return to CCH to 
do another channel negotiation, other nodes will still have SCH2 busy in their 
local tables. Nonetheless, this is not a big problem as the occupied duration will 
not last more than the time reserved for one data transmission.
4.3.4 Missing Receiver Problem
Another problem in asynchronous multichannel schemes is called missing receiver 
problem, which occurs if the destination node is absent in a channel negotiation 
due to participating an ongoing transmission on another service channel, or un­
available in the network. This problem also contributes to inefficient channel 
utilization as a node may have to wait for a long time to confirm an unsuccessful 
handshake as happens in the IEEE 802.11a, e, p and the IEEE 1609.4 networks. 
Nodes have to set their NAV timers for duration of CTS packet plus an SIFS. 
Before the NAV timer expires, all the nodes except the destination node wait for 
the response, i.e., the CTS packet. If the destination node is not available any 
more or currently busy on other SCHs, the other nodes will have to stay in a 
waiting mode for a long time.
The proposed solution for missing receiver problem is shown in Fig. 4.4. A shorter 
NAV timer is adopted to reduce the channel access time due to the unsuccessful 
handshakes. Once receiving an RTS packet, nodes on CCH (excluding the sender 
and destination nodes) set a timeout period, TimeoutcTS, given by:
TimeoutcTS =  20 +  Tsifs  + X mod Y, (4.1)
where S is the propagation delay, and Tsifs is the duration of a SIFS. After 
TimeoutcTS, if the receiver does not send a CTS message, the other nodes could
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start their own backoff procedures, immediately. The purpose of introducing the 
last term of (4.1) is to reduce the chance of having identical TimeoutcTS values 
for different nodes. X  and Y  here can be configured based on the specific network 
status. For instance, X  can be a unique node ID derived from the MAC address. 
The value of X  can be configured based on the size of the network. We set y=31 
in our analysis. This means that after the first SIFS duration, all the nodes that 
have packets to transmit on CCH may start their backoff procedure within the 
next 32 ps. A larger or smaller values may be suitable for large or small scale 
networks.
4 .4  D is tr ib u ted  T im e D iv is io n  M u ltip le  A ccess
In Section 4.3, multichannel MAC scheme is proposed to improve the network per­
formance in vehicular environment. However, in large-scale vehicular networks, 
contention among nodes on the control channel degrades the whole network per­
formance by reducing chances of making successful channel negotiations ([68], 
[87]). The term successful channel negotiation means a pair of nodes agree on 
the service channel to be used for data transmission after a channel negotiation 
on the CCH. However, it is worthwhile to note that a successful channel nego-
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tiation does not assure a successful data transmission on service channel due to 
the probability of colliding with other pairs of nodes on service channel. Multi­
channel MAC sub-layers can help address this problem to some extent. However, 
Section 4.6 shows that throughput decreases as the number of nodes in the ref­
erence area increases. This degradation of system performance is mainly due to 
the high contention level among nodes caused by the transmissions of channel 
negotiation packet. In this section, we propose an algorithm which employs a 
distributed TDMA approach in order to enhance the network performance by 
reducing collision rates on the highly congested control channel.
The concept of the proposed solution is shown in Fig. 4.5. The proposed scheme 
divides the time of CCH into intervals of 50 ms. Each interval is further divided 
into 100 time slots, hence each slot has a duration of 0.5 ms. For different 
AC traffic, the numbers of dedicated time slots are configured as a, b, and c, 
respectively. When a node joins the network, it dedicates a time slots out of the 
100 time slots (of the 50 ms interval) to ACl, b time slots to AC2, and c time 
slots to AC3 (for example, in Fig. 4.5: a = 6; 5 = 3; c = 1). We will refer to this 
as 'a-b-c scheme’ throughout this section. The idea is that the active nodes only 
attempt to access the channel for transmission of RTS packets for a certain AC
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at the dedicated time slots. DTDMA can work with any other CSMA contention 
based scheme without synchronization of the 50 ms operation intervals shown in 
Fig. 4.5. In other words, since the selection of slots are random, it does not 
matter if there is no tight synchronization of the 50 ms time intervals.
Allocating different time slots to different ACs helps the proposed scheme differ­
entiate QoS for different ACs that have different service priorities. For example, 
in Fig. 4.5, ACl has the largest number of time slots for negotiation packets in 
each interval. Negotiation packets for ACl traffic are allowed to be transmitted 
during 6% of the time on the control channel; while RTS packets for ACS are 
only able to access the channel in 1% time slots. Thus, the chance of making 
successful channel negotiations of ACl packets is higher than that of ACS and 
AC2.
If two or more nodes select the same time slots on the CCH, they will have to 
contend on those time slots. However, the level of contention is significantly 
reduced, as only a subset of the total number of active nodes will contend a 
particular time slot (a rigorous analysis of this is given in Section 4.5). For 
example, in 1-1-1 scheme, where each node selects only 1 time slot for each AC, 
only S% of the active node will effectively contend for each time slot. There 
is a trade-off between the level of contention and achievable throughput in this 
scheme, i.e., the achievable system throughput will also be decreased when the 
level of contention is reduced. In sparse networks (e.g., 10 nodes in the reference 
area), the contention is not a severe problem; thus, selecting a small number of 
time slots produces low channel utilization and results in low system throughput. 
This issue will be discussed with further quantitative analysis in Section 4.6.
The flow chart in Fig. 4.6 illustrates the DTDMA scheme and how it fits into 
the transmission procedure of distributed CSMA contention based MAC schemes. 
The parts surrounded by dash line frames represent the added sub-layer on top 
of distributed CSMA contention based MAC schemes. After joining the network.
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a node needs to randomly select a /b /c  time slots for ACl, AC2 and ACS queues. 
When the backoff timer counts down to 0, the node starts its transmission proce­
dure. Since emergency messages are critical to the safety of drivers, their access 
to CCH are not restrained within any time slot. For traffic from other AC queues, 
the node checks the current time slot to find out whether the time slot is selected 
for the specific AC. If so, RTS packets from the AC queue are allowed to transmit 
on the CCH. In addition, different configuration schemes can be applied as the 
selection rules for the numbers of selected time slots and allocation of selected 
slots for different ACs, according to the concern of the network performance 
(e.g., either to pursue high throughput, or low contention level, or better service 
differentiation).
4.5 A nalysis o f th e Proposed Schem es
In this section, we use a mathematical analysis to discuss some important aspects 
of AMCMAC and DTDMA schemes. A summary of major notations which are 
used in this section is given in Table. 4.1.
Most multichannel MAC schemes suffer from under-utilization of service chan­
nels. This is often associated to the fact that the control channel becomes a 
serious bottleneck for processing of demand in multichannel systems [75]. In this 
subsection, we aim to discuss this problem for the proposed AMCMAC scheme. 
Our objective is to elaborate on the parameters which will affect utilization of 
service channels.
For the sake of analysis in this subsection, we consider a network in saturated 
traffic condition. The duration of the interval necessary for DATA and ACK 
transmission is assumed to be fixed. There is a single CCH used by the nodes for 
channel negotiations and emergency message broadcasting. In addition, there are 
Ns  service channels that can be used for other non-safety related applications.
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Table 4.1: Notations Used for the Analysis
Notation Definition
Ns Number of service channels
Cl Random number of successful channel negotiations during Tdata
f^max Maximum value of Cl
To Random contention period
t o Minimum contention period
Ts Data rates for the SCHs
Tc Data rate for the CCH
Nn Actual number of active nodes in the reference area (i.e., actual 
scale of the network)
Ms Number of time slots (is equal to 100 for a 50 ms time interval)
M(z) Number of time slots allocated for node i in every Mg time slots
P The probability that a node selects a given time slot in DTDMA
TTz The probability that i nodes are allowed to access the channel in 
a given time slot
Expected value of the effective network scale
Let Q represent the random number of successful channel negotiations made on 
the CCH during the transmission of a data frame on the service channel. If fl is 
too small the utilization of service channels will be poor. Thus, it is important to 
design a multichannel MAC scheme that ensures a large O such that the service 
channels do not remain idle when there is unserved demands in the network. In a 
saturated network when there are always requests for transmissions, intuitively, 
it is desired to have large Q to achieve high utilization of service channels.
First, we derive a formula for Cl. We define T o  a t  a , T a c k , T r t s , and T c t s  
to be the deterministic durations of transmissions of DATA, ACK, RTS, and 
CTS packets, respectively. Denote by the random duration of broadcasting
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emergency messages within the duration of a data frame transmission. Also, 
denote by T s i f s  the duration of a SIFS, and by T c  the random contention period 
spent for each channel negotiation on the CCH. Hence, the random number of 
successful channel negotiations during the data transmission is upper bounded 
by
^  _  T d a t a  + T s i f s  + T a c k  — T e  2)
T c  +  T r t s  +  T s i f s  +  T c t s  . ’ 
where [•] is the integer part function. We can see from (4.2) that several pa­
rameters affect the number of successful negotiations on CCH. For instance, a 
larger packet size and/or shorter contention period will allow more successful 
negotiations to take place.
There is an inherent limitation of the number of successful negotiations that 
can be made on CCH, as we show in the following. The maximum number of 
negotiations happens when there is no collision and emergency broadcast during 
that period. Hence,
T d a t a  +  T s i f s  + T a c k
Clm.n.nr. —
T c  + T r t s  +  T s i f s  +  T c t s .  
where Tc is the minimum contention period.
(4.3)
The following typical example, for a system with 6 service channels, illustrates 
the significance of the Clmax, and explains why the number of achievable successful 
negotiations can become a bottleneck for multichannel MAC schemes. Consider a 
typical network with the packet sizes of DATA, ACK, RTS and CTS which equal 
to 1024 bytes, 29 bytes, 36 bytes, and 30 bytes, respectively. Let the minimum 
contention period be equal to AIFS[\\  ^ Hence,
C lr
1024x 8 _  2 9 x 8
--------------+  T s i f s  + ---------
T s i f s  +  AIFS[1] -K
(4.4)
^AIFS is a time interval between frames being transmitted under the IEEE 802.l ip  EDCA 
MAC, which prioritizes one AC over the other, such as giving voice or video priority over email 
in wireless LAN communications. AIFS[-] is the AIFS for AC[-].
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where ly and ly are the data rates for SCH and CCH, respectively. Fig. 4.7 shows 
how the data rates of CCH and SCHs affect the maximum number of successful 
channel negotiations according to (4.4). It can be seen from this figure that the 
number of successful negotiations that can be made on the CCH will become 
a bottleneck that hinders utilization of SCHs. For instance, when the service 
channel can support more than 9 Mbps, the maximum number of successful 
negotiations, Qmax, is below the number of service channels, N s, as shown in 
Fig. 4.7. This problem will be in practice exacerbated as the actual number 
of successful negotiations will be fewer than due to the collisions on the
control channel and occasional broadcast of emergency messages. Hence, This
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analysis suggests that proper combination of data rates for CCH and SCHs will 
be an important factor in high utilization of SCHs. Particularly, this problem will 
be more important in large-scale networks where the average contention period 
is relatively longer. In the large-scale networks, the contention among nodes 
becomes the main reason resulting in low utilization of service channels; hence, 
alternative schemes need to be devised to improve the system performance. As 
we will show in the following, the proposed DTDMA scheme helps to significantly 
mitigate this problem in large-scale networks.
Consider a reference area with Nn nodes. Let us divide the time on CCH into 
intervals of 50 ms which consists of Ms time slots. Without the DTDMA scheme, 
Nn nodes are able to access the control channel during each time slot. In the 
DTDMA scheme, node i randomly selects M(i) time slots in every Mg time slots, 
where M(i) G [1, M j. Hence, that particular node i is only allowed to access the 
shared channel in M(i)/Ms  of the time slots. This will effectively reduce the level 
of the contention as we will show in the following.
Let p be the probability that a node selects a given time slot in DTDMA. Let tti 
be the probability that i nodes are allowed to access the channel in a given time 
slot. Then, the expected value of the number of nodes that can access a given 
time slot (i.e., the effective network scale), which depends on the value of M, can 
be calculated as follows:
p{M) = pNn. (4.5)
The derivation of the equation (4.5) is in Appendix A.
If nodes make random selection of the Ms time slots to access the CCH with the 
same number of slots M, (4.5) becomes,
K M )  =  (4.6)
Otherwise, nodes may select different numbers of time slots themselves due to the 
detection of network status in an adaptive DTDMA scheme or selfish behaviour
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Figure 4.8: Effective scale v.s. numbers of selected slots v.s. actual scale.
for instance. Therefore, in the general scenario, (4.5) writes as.
Nn
(4.7)
To get an insight into the results of (4.6), we plot p{M)  against M  and Nn in 
Fig. 4.8. It can be seen that, the contention level //(M) increases as the number 
of selected time slots M.  In other words, the effective scale of network is reduced 
by 1 — M/Mg. Low contention level helps avoid collisions on the control channel; 
however, the cost is that each node selects fewer time slots, which may result in 
poor utilization of the CCH. As a result, if a fixed Af is adopted for the network, 
parameters such as the traffic load of each access category, the most common 
size of the network, and the main concern of the network performance have to be 
considered.
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4.6 Perform ance Evaluation
We evaluate the proposed multichannel MAC schemes using NS-2 [38], from 
Lawrence Berkeley National Laboratory. The simulation scenario considers a 
multiple hop reference area, where nodes may send messages to the nodes within 
several hops. The multiple hop scenario comprises a 500 mxl500 m area with 
Manhattan Grid pattern traffic, where nodes travel along the grids (i.e., repre­
senting lanes). We use Bonnmotion^, which is a scenario generation and analysis 
tool, to define the mobility patterns in our Manhattan Grid and export it to 
ns-2 environment. The mobility model allows nodes to travel along the grids, 
change speed, stop for a while, and turn at the intersection, which is similar to 
mobility models in SUMO'^. The maximum speed of vehicles is set to be 15 m/s. 
The communication range of the radios is set to 500 m. Changing the number 
of nodes in the range [10, 90], we vary the density of vehicles per area in our 
simulations. Communications among the nodes take place over multi-hop com­
munications paths. Nodes collect location information from the info embedded 
in the packet header. Then, a node may choose a specific node as the destina­
tion node for information exchange. If the destination node is outside the sender 
nodes 1-hop range, the sender tries to find a proper relay node to help forward the 
packet to the destination. To enable forwarding, we have adopted basic location 
based routing algorithm in our simulation scenario. If the destination node is not 
in the communication range of the first chosen relay node, the relay node choose 
the next RSU along the way to the destination node. We consider scenarios with 
emergency messages generated in low frequency (i.e., 1 packet/second). The fre­
quency of AGO flow is configured at a low level since emergency messages do not 
frequently occur in the network. Based on the analytical results in Section 4.5,
^Available from Project BonnMotion Web site: http://net.cs.uni-
bonn.de/wg/cs/applications/bonnmotion/
Available from Project SUMO Web site: http://sumo.sourceforge.net/
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Table 4.2: Simulation parameters
Slot time 13 fis Propagation delay 5 2 fis
SIFS 32 fis DIFS 58 fis
DataRate for SCHs 6 Mbps BasicRate for CCH 12 Mbps
AIFS[0] 2 ACO: CW(min, max) (3, 7) time slots
AIFS[1] 3 ACl: CW(min, max) (3, 15) time slots
AIFS[2] 6 AC2: CW(min, max) (7, 1023) time slots
AIFS[3] 9 AC3: CW(min, max) (15, 1023) time slots
many sets of data rates for CCH and SCHs (e.g. (3 Mbps, 3 Mbps), (4.5 Mbps, 
4.5 Mbps), (6 Mbps, 6 Mbps), and etc.) can be used for simulations. Meanwhile, 
according to the finding in [90], 6 Mbps data rate is the best selection for various 
intended ranges and safety message sizes in most cases. Hence, the data rate for 
SCHs is set 6 Mbps, and the data rate for CCH is set 12 Mbps just to provide 
enough load for service channels. The rest of the major simulation parameters are 
chosen from the IEEE 1609.4 standard as listed in Table. 4.2. The ‘AMCMAC- 
D’ in this section means the AMCMAC-D with 15-10-5 scheme without other 
annotation. Normalized throughput of each service channel is calculated by di­
viding the aggregate throughput (i.e., the total non-normalized throughput on 
each service channel) with the data rate of service channel.
In the following, we will analyse system throughput, packet delivery rate, col­
lision rate on SCHs, utilization of CCH, load balancing, impacts of parameter 
setting and features in DTDMA scheme, and the penetration rate of successfully 
broadcast emergency messages.
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4 .6 .1  S y ste m  T h ro u g h p u t
Fig. 4.9 shows the average normalized throughput against the number of nodes, 
i.e., the actual scale of the network. From this figure, we can see that AMCMAC- 
D, AMCMAC and AMCP all outperform the IEEE 1609.4 standard in terms of 
system throughput for different network scales. AMCMAC achieves more than 10 
times the normalized throughput of that of the IEEE 1609.4 standard. It can also 
be seen that AMCMAC achieve higher normalized throughput than the AMCP. 
However, this advantage reduces as the number of nodes increases. Moreover, 
with DTDMA access control, AMCMAC-D demonstrates significant improvement 
in network throughput for large-scale networks. It should be noted less aggressive
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scheme (e.g., AMCMAC-D) achieves lower system throughput in small-scale net­
works due to the limitation of accessing time slots. In an IEEE 1609.4 network, 
the average throughput per service channel is relatively low. Within each 50ms 
SCH interval, there are only a few transmissions; thus, service channels are not 
well utilized. Hence, the throughput on service channels with the IEEE 1609.4 is 
much lower than those achievable with the other three asynchronous multichan­
nel MAC proposals. This poor performance in terms throughput obtained with 
the IEEE 1609.4 MAC reflects the weakness of adopting fixed CCH and SCH 
intervals. For small scale networks, insufficient successful channel negotiations 
are made for the service channels; while in large-scale networks, contention level 
on CCH is too high, which reduces the number of successful channel negotiations.
Besides the comparison with IEEE 1609.4, and AMCP, we also evaluate the pro­
posed scheme in the scenario used in [4]. In this scenario, the transmission range 
of each node is 250 m; the carrier sense range is 500 m and the nominal bit rate 
of each channel is 1 Mbps. The total number of nodes in the scenario is 100, and 
nodes are randomly positioned. There are 50 CBR flows with randomly selected 
source-destination pairs. Packet sizes are 1000 bytes. The data packet generation 
rate for each flow varies in order to offer different loads in the network. We com­
pare the proposed scheme AMCMAC to two two-interface multichannel MAC 
protocols (Extended Receiver Directed Transmission protocol (xRDT) [4] and 
Dynamic Channel Assignment (DCA) [97]) and two single-interface multichan­
nel MAC protocols (Local Coordination-based Multichannel MAC (LCM MAC) 
[4] and Multichannel MAC (MMAC) [73]). Fig. 4.10 shows the aggregate over­
all throughput as the load varies in networks with different multichannel MAC 
schemes. It can be seen that, although as the load is increased to high value the 
aggregate throughput of the proposed scheme AMCMAC also degrades due to 
contention, AMCMAC outperforms other schemes in all tested scenarios. The 
ability of accommodating nodes in dense networks under heavy loads of the other
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Figure 4.10: Aggregate overall throughput as the load varies, 
four multichannel MAC schemes is much worse compared to our proposed scheme.
4 .6 .2  P a ck et D e liv e r y  R a te  an d  C o llis io n  R a te
Fig. 4.11 compares the packet delivery rates (RECV) and collision rates on 
service channels (SCOL). The proposed schemes (i.e., AMCMAC and AMCMAC- 
D) outperform the other two multichannel MAC schemes in terms of both packet 
delivery rate and the collision rate on service channels. For different network 
scales from 10 nodes to 100 nodes, AMCMAC and AMCMAC-D show higher 
and more stable PDRs on service channels than AMCP and the IEEE 1609.4 
standard. As for the collision rate on service channels, AMCP has about 5 times 
higher collision rate than that of the proposed schemes; while in Fig. 4.11(d), the 
collision rate of the IEEE 1609.4 standard is around 15%. The escalation of the 
collision rate on SCHs in the IEEE 1609.4 standard stems from the fact that the 
start time of transmission is not decided in the CCH interval. Thus, once more 
than one node simultaneously switch to a particular SCH they will contend on
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Figure 4.11: Packet delivery rate and collision rate on SCHs in different network 
scales.
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Figure 4.12: Utilization of CCH v.s. the network scale.
the SCHs again for data transmissions.
4 .6 .3  U tiliz a t io n  o f  C on tro l C h an n el
Next, we analyse the utilization of the control channel for the four multichannel 
MAC schemes that we discussed earlier. Fig. 4.12 shows the percentage of the 
CCH time used by the nodes for RTS/CTS and Emergency messages transmis­
sion. From this figure, we can see that the utilization of CCH in system with 
AMCMAC, AMCMAC-D, and AMCP is much higher than that of the IEEE 
1609.4 standard. Taking into account the contention (i.e., AIES + backoff timer) 
and collision periods, the utilization of CCH in asynchronous multichannel sys­
tems is quite high. In the network with AMCMAC-D with 15-10-5 slot allocation 
scheme, nodes are only allowed to access the CCH in 30% of the time slots; hence.
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for small scale networks, the utilization rate of CCH is lower than the other two 
asynchronous multichannel MAC schemes. As the number of nodes in the ref­
erence area increases, the utilization gradually increases to high level which is 
much higher than that of AMCMAC. From Fig. 4.12, we can see that although 
AMCP has high utilization of CCH, it fails to make as many successful channel 
negotiations as the proposed schemes AMCMAC and AMCMAC-D in the high 
density networks in terms of throughput as shown in Fig. 4.9. This is due to the 
unnecessary second round of channel negotiation algorithm in AMCP. While in 
AMCMAC-D, both utilization on CCH and the number of successful negotiations 
are high due to the reduction of the contention level.
4.6.4 Load Balancing
To evaluate the load balancing among service channels, first, we assess the busy 
time of each service channel, and then calculate the variance of the channel busy 
time for each multichannel MAC discussed in this section. Fig. 4.13 shows 
the variance of service channel utilization in log scale as the number of stations 
varies. Comparing to the other two schemes, AMCP has a relatively high variance 
of channel utilization on the service channels, which may lead to congestion on 
some of the service channels and underutilization of the others. The IEEE 1609.4 
standard and the proposed schemes have a low variance of channel utilization as 
the number of nodes in the reference area increases, and demonstrate a stable 
load balancing.
4.6.5 Performance of DTDM A Scheme
In this subsection, we analyse how the configuration of slot allocation scheme in 
DTDMA scheme affects the network performance, in terms of throughput and 
service differentiation. First, we investigate the impacts of different slot allocation
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schemes on the performance of AMCMAC-D in terms of throughput per service 
channel. As defined in Section 4.4 ‘a-b-c scheme’ means that each active node 
randomly chooses a time slots for ACl traffic transmissions; b time slots for AC2; 
and c time slots for AC3 traffic. In ‘15-10-5 scheme’, a, b and c are configured with 
different values in order to enhance the service differentiation. Fig. 4.14 illustrates 
the average system throughput per service channel for different slot allocation 
schemes in AMCMAC-D. It can be seen that for less aggressive allocation schemes 
(e.g., 1-1-1 and 2-2-2 schemes), the throughput is lower. More aggressive slot 
allocation schemes increase the throughput up to certain network sizes. However, 
further increase in network size will result in more collisions which will adversely 
affect the throughput. When the M  increases to 90 (e.g., in the 30-30-30 scheme), 
the throughput is worse than 10-10-10 scheme for a large-scale network due to
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higher contention level per time slot.
From the figure, we can see that DTDMA achieves poor performance for low 
density networks. In addition, less aggressive allocation slot schemes can achieve 
higher throughput for dense networks. This figure can be plugged into the models 
that we developed in Section 4.5 in order to obtain values of M and Mg that help 
achieve high throughput. If nodes can learn the information about the number of 
active nodes from the broadcast CAM messages, they can optimize the parameters 
of DTDMA to improve system throughput.
In terms of service differentiation capabilities, the 15-10-5 and 10-10-10 perform 
best with overall highest throughput as we can see in Fig. 4.14. However, as 
shown in Fig. 4.15, 15-10-5 allocation scheme offers better service differentiation
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Figure 4.15: Average throughput of each AC per service channel as the number 
of nodes in the reference area varies.
than scheme 10-10-10. Considering the trade-off between service differentiation 
and throughput improvement, DTDMA with 15-10-5 slot allocation scheme is 
more suitable if service differentiation is required.
4 .6 .6  P e n e tr a tio n  R a te  o f  S u ccessfu l E m erg en cy  B ro a d ­
ca sts
Finally, as mentioned in Section 4.1, there is a common problem for asynchronous 
multichannel MAC schemes, i.e., emergency messages can not be received by all 
nodes. This is due to the fact that some nodes may be busy transmitting data 
on service channels during some emergency broadcast periods. We present an­
other set of simulations to compare the penetration rate of emergency messages 
in terms of the percentage of the nodes that successfully receive a non-collided 
emergency message. As it can seen in Fig. 4.16 that, the penetration rate of suc­
cessfully broadcast emergency messages in the proposed schemes varies between 
82%-96% for networks larger than 20 nodes. The penetration rate of success-
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fully broadcast emergency messages in all the asynchronous multichannel MAC 
schemes is almost as good as that of the IEEE 1609.4 standard. Hence, although 
there are some nodes that miss emergency messages due to the absence on CCH, 
the emergency messages are disseminated to most of the vehicles in the reference 
area. If rebroadcast/ forwarding is taken into account, the reception of emergency 
messages can be higher in practice.
4 .7  S u m m ary
Multichannel MAC schemes are studied in this chapter. The degradation problem 
of MAC schemes in dense networks is tackled by the proposed AMCMAC-D 
scheme. The proposed schemes outperform benchmark MAC schemes in terms of 
throughput, QoS provision, channel utilization, and load balancing. To address
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one strength of the proposed DTDMA scheme, the scheme can work on top of 
any other CSMA/CA based MAC protocols, which potentially helps other MAC 
protocols solve degradation problem caused by high node density. In addition, 
due to the complexity of analytical modelling, analytical study on the proposed 
schemes is not included in this thesis. Numerical analysis can be the extension 
work in future research.
Chapter 5 
Asynchronous Multichannel 
MAC for Large-scale Networks
Although the degradation problem of dense VANETs is tackled in Chapter 4, se­
vere degradation of performance on MAC sub-layer is found in large-scale scenar­
ios. First, the causes of the degradation problem are investigated and analysed. It 
is found that contention from neighbours within two hops hinders efficient chan­
nel utilization in the large-scale networks. Then, an asynchronous multichannel 
MAC is proposed to tackle the problem. Performance analysis of the proposed 
scheme is given against the existing benchmark multichannel MAC schemes.
5.1 Introduction
Large-scale vehicular networks in terms of large number of participants often 
form in both highway and urban areas, due to dense traffic flows and complex 
road architecture. These situations can result in scalability problems that have 
been pointed out in [60]. Multichannel MAC schemes are proposed to mitigate 
this problem by allowing more than one pair of nodes to transmit over different
102
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channels separated on frequency. However, large-scale vehicular networks do not 
perform well due to the high contention level among nodes in the same refer­
ence area. In addition, from simulation results in our studies([68], [101]-[102]), 
large-scale networks with multichannel MAC schemes still suffer from degrada­
tion of network performance as the network size increases, due to the exposed 
terminal problem. Challenges appear in large-scale networks include: 1) the un­
derutilization of service channels; 2) high collision rate on control channel; and 
3) difficulty of fulfilling the QoS requirements (e.g., end-to-end delay, penetration 
rate of emergency messages, and packet delivery rate) of ITS applications. We 
aim to analyze the causes of severe degradation of existing multichannel MAC 
schemes, and to design efficient multichannel MAC for large-scale networks in this 
section. Related works in literature for large-scale/ dense networks are reviewed 
in the following part of this section.
To reduce MAC contention and increase fairness among users in distributed net­
works, MAC resources, such as time slots, frequency divisions, and codes, can be 
assigned to vehicles based on certain criteria. Collisions are avoided by allocat­
ing time slots based on the information of individual vehicle’s location [94]-[96]. 
Via obtaining geographical location information through GPS or any other geo­
localization system, the roadway is divided into smaller space divisions there is 
a one-to-one mapping between the space divisions and the bandwidth divisions. 
The bandwidth could be divided according to any multiple access scheme such as 
TDMA, Code Division Multiple Access (CDMA), and Frequency Division Multi­
ple Access (FDMA). Space Division Multiple Access (SDMA) was first proposed 
for vehicular ad hoc networks in [94]. Time slots are automatically assigned to 
vehicles based on their location on the highway. Vehicles in each 10-m segment 
share the same time slot, when they can transmit packets. As an extension of [94], 
a similar decentralized scheme is proposed in [95], namely location-based channel 
access (LCA) protocol. LCA reduces the length of each segment to the distance
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between vehicles on the same lane. Hence, it is supposed to be contention-free 
inside each cell, since each cell serves one vehicle at most. Due to the large 
amount of nodes, channels are not sufficient for allocation. Thus, nodes occupy 
channels at regular intervals of time for transmission. These schemes decrease 
the probability of collisions among nodes, since nodes in different segments are 
allocated different time slots. However, the disadvantages of these types of pro­
posals include; 1) low bandwidth utilization because time slots allocated to the 
unoccupied segments will go unused; 2) collisions may occur within a time slot 
among nodes in different segments due to inaccurate position information; 3) 
strict clock synchronization is needed. In [96], an adaptive space-division multi­
plexing (ASDM) protocol is proposed to improve bandwidth utilization. ASDM 
takes the unoccupied time slots into account. In ASDM, vehicles are allowed 
to use the time slots assigned to unoccupied cells between the front vehicle and 
itself. It can be seen that this proposal increases the transmission chances for ve­
hicles. However, even though more time slots are allocated to nodes, bandwidth 
may be wasted if no more traffic needs to be transmitted. Bandwidth is not 
highly utilized in such a protocol as ASDM, which is not a on-demand scheme. 
In addition, a good knowledge of information from neighbours is required for the 
time slot mapping, which means that notable overhead exists in the whole net­
work. Meanwhile, collisions are possible when some broadcast information from 
the nodes in the front is missing. Finally, in both [95] and [96], communications 
among nodes on different channels are not considered.
The original medium access method used in IEEE 802.l ip  does not guarantee 
channel access before a finite deadline. To support real-time V2V communication, 
Saeed et al. in [84]-[86] propose decentralized TDMA assisted MAC schemes for 
vehicular ad hoc networks. The schemes in these papers rely on the existence of 
RSU to obtain information from beacon messages. In [85] and [86], the STDMA 
is proposed as a self organized single-channel MAC scheme for communications
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among ships and Vessel Traffic Service (VTS) stations. Nodes broadcast data 
messages containing information about their positions periodically. During the 
initialization phase, a node will listen to the channel activity for a duration of 
one frame length to determine the slot assignments. However, due to the features 
of vehicular environments, this scheme is not suitable to be used for VANETs, 
especially for large-scale vehicular networks. First, it introduces overhead due 
to the periodical broadcast data messages; second, nodes determine the slots to 
be used by listening to the channel, where collisions are not avoidable since two 
or more nodes may choose the same time slot; third, in large-scale vehicular 
networks, decentralized schemes cannot allocate a unique time slot for each node.
Another group of schemes based on cluster principle are proposed to improve 
system performance in literature. In [103], the authors propose a cluster-based 
multichannel communication scheme to reduce data congestion and support QoS 
for the delivery of safety messages while efficiently utilizing bandwidth over V2V 
networks. The cluster-head vehicles send the safety messages over a contention- 
based channel. Contention-free communication inside each cluster is realized by 
allocating time slots to the cluster members by the cluster-head. In [104], a 
data gathering and dissemination, namely Clustered Gathering Protocol, based 
on hierarchical and geographical dissemination mechanisms on vehicular sensor 
networks is proposed. Valuable information of the road environment is gathered 
using V2V communication. The cluster heads gather and relay the information 
from the cluster members to the roadside units. Weaknesses of these schemes 
are as follows. First, a cluster-head has to be elected for each cluster, while an 
agreement may be difficult to reach due to the distributed nature of nodes and 
packet loss. Second, the allocation of slots/channels by the cluster faces the same 
problem of other centralized MAC schemes. Third, the schemes is not reliable in 
fast changing topology networks.
The presented protocols with SDMA and TDMA concept do not efficiently use
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the available bandwidth. A large portion of the roadway is likely to be unoccu­
pied, and time slots associated with this part of the roadway will go unused. QoS 
for real-time applications is not guaranteed. In addition, statistical QoS provision 
may not satisfy certain safety applications. Clustering is efficient to reduce data 
congestion and support QoS over wireless networks. However, the current cluster­
ing criteria could be modified according to the specific scenarios, in order to make 
the clustering smart and capable to support the applications better. In addition, 
the scalability problem, which severely degrades the performance of VANETs, 
is not addressed in any aforementioned proposals. Contention problem can be 
addressed to some extent by introducing some coordinating nodes. However, 
the very dynamic nature of vehicular networks prohibits effective deployment of 
coordination nodes. This problem can be even worse in dense networks due to 
signalling issues. In specific, vehicular communication scenarios, cooperative com­
munication and spatial reusability are exploited [105]. The proposed VC-MAC 
protocol in [105] selects the optimal relay set from users which have successfully 
received the broadcast information from AP. The chosen set of users forward the 
original packets for the users which failed to receive the transmission data due to 
the unreliability of the wireless channel.
There are also some multichannel schemes, which improve the system performance 
by employing multiple channels for simultaneous transmission over different chan­
nels. However as discussed and investigated in [102], the schemes proposed in 
[69]-[73], [81]-[86], [97]-[102] face one or more of the following weaknesses:
• strict MAC sub-layer synchronisation is required;
• synchronous MAC sub-layer operation results in inefficient utilization of the 
control and service channels;
• fixed duration of control and service time intervals prohibits adaptive and 
intelligent allocation of time intervals in response to variable traffic de-
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mands;
• contention on service channels after making an agreement on the control 
channel;
• poor channel utilization due to pre-determined reservation of time slots;
• high collision rate on control channel;
• multiple handshakes that are not suitable for vehicular networks;
• centralized control in ad hoc networks;
• disability on the design which requires fixed/less-mobile mobility of nodes;
• cost for multiple interfaces;
• hopping penalty;
• large amount of overhead signalling.
The system performance of the aforementioned schemes degrade in dense net­
works or large-scale vehicular networks, due to failure to function or underuti­
lization of the radio resource.
5.2 The Proposed Schem e for Large-scale N et­
works
Considering the strength and weakness in the existing solutions for large-scale 
networks, as well as, the specific features of VANETs, an asynchronous multi­
channel MAC for large-scale vehicular networks is proposed in this section. In 
the first subsection, the contention problem is discussed. Then, an overview of 
the proposed scheme is given followed by the detailed design of the proposed
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scheme. Meanwhile, we explain the expected benefits of the proposed design for 
large-scale networks.
5.2.1 Degradation Problem in Large-scale Networks
RTS/CTS is proposed in the IEEE 802.11 to combat the exposed terminal prob­
lem by broadcasting RTS/CTS packets to announce the intentional occupancy 
of the shared wireless medium for the single channel MAC schemes. However, 
as discussed in Section 4.3.3, in the multichannel scenario hidden terminal prob­
lem appears in a different manner. The multichannel hidden terminal problem 
has been tackled in the proposal in Chapter 4 for local-scale networks The 
solution in Chapter 4 helps reduce/avoid collisions on service channels to maxi­
mum the throughput in terms of successful data transmission. Nevertheless, in 
the large-scale networks with large number of active nodes, the collision rate in 
the channel negotiation period cannot be reduced to an acceptable level by the 
aforementioned solutions. Since the number of users becomes large, nodes which 
try to access the shared channel to contact their destination/ source nodes bring 
contention for neighbours within two hops. The high collision rate during channel 
negotiation period results in a small number of successful channel negotiations.
Another cause of the severe degradation in system performance comes from the 
exposed terminal problem in large-scale networks. The exposed node problem 
occurs when a node is prevented from sending packets to other nodes due to 
a neighbouring transmitter. Consider an example of 4 nodes labelled R l, SI, 
S2, and R2 given in Fig. 5.1, where the two receivers are out of rangé of each 
other, yet the two transmitters in the middle are in range of each other. Here, 
if a transmission between SI and R l is taking place, node S2 is prevented from
^Local-scale networks: nodes in the networks are all within each other’s communication 
range.
5.2. The Proposed Scheme for Large-scale Networks 109
transmitting to R2 as it concludes after carrier sense that it will interfere with the 
transmission by its neighbour SI. However note that R2 could still receive the 
transmission of S2 without contention interference because it is out of range of 
81 [92]. The impact of exposed terminal problem is not severe in sparse networks
R 2  il
Figure 5.1: Exposed Terminal Problem.
since the probability of exposed terminal in such networks is little. But, in large- 
scale networks in terms of large number of nodes, the exposed terminal problem 
degrades the system performance severely. Fig. 5.2(a) shows the example that 
when one pair of nodes are communicating with each other, other nodes inside 
both transmission range circles of the sender and receiver lose the chance to 
access the medium. While Fig. 5.2(b) shows the scenario where multiple pairs 
of nodes communicate to each other simultaneously in the large-scale networks. 
The detailed scheme to realize the lower scenario is illustrated in Section 5.2.2.
To investigate inefficiency of the existing multichannel MAC schemes in large- 
scale networks, we compare the performance in terms of aggregate overall system 
throughput in local-scale and large-scale networks with different multichannel 
MAC schemes. Detailed description of the simulation scenarios is given in Section 
5.3. Fig. 5.3 shows the system througliput in per unit reference area against the 
size of networks. From this figure, asynchronous multichannel MAC AMCMAC 
improves the system performance comparing to the IEEE 1609.4. However, as the 
size of network increases to three times of the communication range, the system
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(a) Single connection.
1500.
(b) Multiple connections.
Figure 5.2: Impact from contention interference in large-scale networks on channel 
utilization.
throughput in per unit reference area reduces by 40% as that in the single-hop
scenario. The contention interference from neighbours within two hops results in
severe degradation on system performance in terms of throughput in multichannel
MAC schemes such as AMCMAC and AMCP.
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5.2.2 Large-scale Asynchronous Multichannel MAC
In this section, we propose a novel multichannel scheme, namely Large-scale 
Asynchronous Multichannel MAC (LS-AMCMAC), which segments the large- 
scale networks into smaller sub-networks based on geographical information. Fast 
dissemination of the emergency messages is considered for large-scale vehicular 
networks in this section. Moreover, the vehicle-to-vehicle communication is initi­
ated on-demand to assist information dissemination. As a result, traffic load on 
infrastructure can be diverted. Details and benefits are discussed in the following 
part of the section. Performance analysis is given in Section 5.3.
5.2.2.1 Segmentation Mechanism
Segmentation information is supposed to be broadcast by RSUs in this study. 
RSUs are commonly available in urban area, especially in the busy urban area 
where the large-scale networks usually appear. For highway scenarios, along the 
popular highways, we assume that one RSU is placed every 1000 m and that they 
can share all information by connecting to each other either via other networks, 
such as wired network, or via the control channel of the IEEE 1609.4. RSUs 
broadcast segmentation information for the specific reference area periodically. 
Hence, as soon as a vehicle enters the communication range of an RSU, it receives 
the segmentation information from the RSU, updates its BSSID and switches to 
the dedicated service channels. When the vehicle leaves the current sub-network, 
it recalculates its new BSSID and switches to new service channel for the next 
sub-network. The segmentation is based on geographic location of nodes. Fig.
5.4 shows the segmentation and channel allocation mechanisms.
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Sub-network 1 Sub-network 2 Sub-network 3
A RSU 2 RSU 3
<C7CE:-
S C H l SCH 4 S C H l
SCH2 SCH 5 SCH2
SCH3 SCH6 SCH3
Figure 5.4; Segmentation Mechanism and Channel Allocation. 
5.2.2.2 Channel A llocation Rules
Within each sub-network, nodes are allowed to use three of the service channels 
as indicated in Fig. 5.4. Adjacent sub-networks should choose different channels. 
As shown in the figure, service channel 1 and 4 are mainly used as for channel ne­
gotiation. These two Service Channels are used for data transmission only when 
the dedicated service channels are all busy at the moment of channel negotiation. 
For instance, in the scenario shown in Fig. 5.4, SCH 1, 2 and 3 are allocated to 
sub-network 1; and SCH 4, 5, and 6 are chosen for sub-network 2. Since each 
sub-network covers the communication range, nodes in sub-network 3 can use 
the same channels as sub-network 1 without any interference with the nodes in 
sub-network 1. SCH 1 and SCH 4 are used as the CCH for sub-networks, on 
which emergency messages and channel negotiations transmit. SCH 2, 3, 5, and 
6 are used for data transmission. Since only two service channels can be used 
for data transmission in each sub-network, not enough channels are available for 
large number of pairs of nodes. Thus, we allow SCH 1 and 4 to be used for data 
transmission after successful channel negotiation if both service channels for the 
sub-network are occupied at the moment. The channel access mechanism inside 
each sub-network is similar to the AMCMAC scheme proposed in our previous 
work [87]. The purpose of multichannel allocation in this way is to thoroughly
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eliminate contention interference from two-hop neighbours. Communications in 
the adjacent sub-network do not affect nodes in the sub-network with different 
BSSID. Nodes inside the same segment compete with each other for the channel 
access, which means the actual network scale is reduced as well. Hence, the col­
lision rate becomes lower, and the throughput performance should be improved.
5.2.2.3 Edge problem
As the network is segmented as elaborated in Sub-section 5.2.2.1. Concern arises 
on the nodes moving to the edges of segments. From the literature [75], channel 
switch time A t  takes about 150-200 ps. Suppose the vehicles are running at the 
top speed Vmax within the speed limits for highway, which is 70 m i/h (i.e., 31 
m/s). The maximum distance Distmax during the channel switch to the service 
channel allocated for the next segment is
Distmax ~  ^max ^ At. (5.1)
Hence, for the highway scenario, the nodes may be absent from the whole network 
for 0.0062 m on the edge of segments at most. For the urban scenarios, since the 
speed limit is much lower than the limit for the highway, nodes could switch to 
the next segment within 2.6 cm. Thus, there is no worry of the edge problem.
5.2.2.4 M ulti-hop connection
We also consider the multi-hop connection between nodes in the different seg­
ments, although the case of communicating with far away nodes is not common 
in the real traffic. Since nodes are anonymous to each other, nodes only commu­
nicate to the nodes from which they have received the information from broadcast 
messages or data communication with other nodes. When the sender knows the 
destination node is in other segments, the sender sends the packet to the RSU
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in the same segment as the sender on the channel for negotiation. RSUs first 
calculates the BSSID for the destination node. If the BSSID is the same as its 
own, the RSU competes with other nodes inside the segment to send the packet to 
the destination node. If the destination node is in other segments, RSUs forward 
the packet on the control channel, where other RSUs could receive the forwarded 
packet.
5.2.2.5 Fast Information Dissemination
Timely dissemination of emergency messages is required by all sate-related ITS 
applications. In this sub-section, we consider the dissemination of important 
emergency messages assisted by the RSUs. When RSUs receive an emergency 
message from one of the vehicles in the RSU’s communication range, the RSUs 
assess the relevance of the emergency messages for their own segments. Since the 
emergency messages are usually of interest to nodes within several hops, RSUs 
forward the emergency messages only if the information is still useful for nodes 
inside their segments. The emergency messages are immediately forwarded to 
other RSUs via other network or on the shared control channel or dropped after 
the assessment. The purpose of the dissemination mode is to fast disseminate vital 
information to all the nodes in the reference large-scale networks. In addition, 
QoS in terms of penetration rate of emergency messages in reference area is 
improved in the proposed scheme.
5.2.2.6 V2V communications
We also consider communications between two anonymous vehicles. Emergency 
messages are generated by the sensors on-board or from the traffic control centre. 
Emergency messages are always broadcast to all moving nodes and infrastruc­
tures, hence it requires no specific destination node. While non-safety-related
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data transmission is between the service provider and the subscribers. Infrastruc­
tures usually works as the service providers, providing up-to-date travel informa­
tion, road condition, weather, and other entertainment service as well. However, 
in the large-scale networks, if the density of network is very high, the traffic 
load on infrastructures increase to high level. V2V communication somehow di­
verts the traffic load for infrastructures if configured using the following proposal. 
Nodes insert a table like Table. 5.1 in the common header of packets, which
Table 5.1: Codes and Versions of Available Service
1 09121122 2 08452354 3 09116547 • • ■
includes the available subscribed services information code and timestamps of 
the information. Then, when other nodes decode the header, they compare the 
versions of information of interest with local stored information for different sub­
scribed ITS applications. If the local version is out of date, the node generates 
a request for service info from the peer with the up-to-date information. Hence, 
the V2V communication in this case becomes meaningful. In addition, the V2V 
communication assists the dissemination of non-safety related information, and 
reduce load for infrastructures. Moreover, it helps reduce the contention as well 
by diverting traffic load from infrastructures, because communications is used 
to be among many (service subscribers) to several (service providers). This ini­
tiation of V2V communications requires cross-layer operation (e.g., MAC and 
Application layers at least).
5.3 Perform ance Evaluation
We evaluate the proposed multichannel MAC scheme using the network simulator 
NS-2 [38]. The simulation scenario considers an urban area with dense traffic, 
where vehicles are randomly distributed in the grids. The average speed for the
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nodes is 27 mi/h, which is about the common speed limit for urban traffic scenar­
ios. The density of nodes in each sub-network equals to each other. We consider 
the networks in different scales, i.e., the single-hop scenario, and multiple-hop 
scenarios. The single-hop scenario covers a 500 mx500 m area; and the multiple- 
hop scenario consists of three single-hop areas. The transmission range is set 
500 m. Roadside units are assumed placed every 500 m along the boarder of the 
scenario. Each roadside unit is equipped with single radio if another network 
(e.g., Ethernet or Cellular Networks) among the RSUs is available. In our pro­
posed scheme each RSU equips two radios, one of which always stays with the 
control channel for segmentation information dissemination, emergency messages 
rebroadcast, and multi-hop communication relay; and the other radio is tuned 
to dedicated service channel to communicate with nodes that switch to service 
channels for the same segment.
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Figure 5.6: Aggregate throughput in large-scale VANETs.
Fig. 5.5 shows the average aggregate throughput of one block against the size 
of network with different multichannel schemes. In the single-hop scenarios, all 
nodes are able to hear the transmission between the sender and receiver. Hence, 
the contention interference from two-hop neighbours does not exist. However, in 
multiple-hop scenarios, transmission attempts are forbidden due to other pairs 
being exposed terminals. Thus, the system performance in terms of throughput 
within each unit of the reference area in the AMCMAC and AMCP systems 
reduces severely in the large-scale networks, while the proposed scheme maintains 
a more stable performance from local-scale to large-scale networks.
Fig. 5.6 shows the aggregate throughput against the total number of nodes 
in the large-scale reference area. The results illustrate that the LS-AMCMAC 
outperforms the other multichannel MAC schemes from local-scale to large-scale 
networks, except in very sparse networks. From Fig. 5.6, it can be seen that
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the system maintains a high throughput performance even in the network with 
90 nodes. This is due to the reduced contention level among nodes in the same 
segmented networks. However, it can be predicted that under a much higher node 
density such as 1000 nodes the throughput performance will finally degrade due 
to very high contention among nodes.
To analyse the system performance in the real world, we choose the area in 
the middle as the reference area which has contention interference coming from 
nodes outside the area on both sides. Fig. 5.7 and Fig. 5.8 show the aggre­
gate / normalised throughput of the nodes in the middle block against the total 
number of nodes in the reference area. It can be seen that AMCMAC achieves 
higher aggregate throughput than the proposed scheme when the number of 
nodes is small. As the network scale increases, the proposed scheme outperforms 
the other multichannel MAC schemes. In addition, the proposed LS-AMCMAC 
acheives higher normalised throughput than the other three multichannel schemes 
in all the dense and sparse networks. LS-AMCMAC reaches 130% more of the 
aggregate throughput of AMCP and 357% more of the normalised throughput of 
AMCP in the network with 90 nodes.
5.3.2 Packet Delivery Rate and Collision Rate
Fig. 5.9 compares the packet delivery rates (RECV) and collision rates on service 
channels (SCOL). The proposed scheme LS-AMCMAC and AMCMAC outper­
form the other two multichannel MAC schemes, in terms of both packet delivery 
rate and the collision rate on service channels. For different network scales from 
10 nodes to 90 nodes, LS-AMCMAC and AMCMAC show higher and more sta­
ble packet delivery rates on service channels than AMCP and the IEEE 1609.4 
standard. As for the collision rate on service channels, AMCP has about 400% 
higher collision rate than that of the proposed schemes; while in Fig. 5.9(d), the
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Figure 5.7: Aggregate throughput of the middle block in large-scale VANETs.
collision rate of the IEEE 1609.4 standard is around 15%. The escalation of the 
collision rate on SCHs in the IEEE 1609.4 standard stems from the fact that the 
start time of transmission is not decided in the CCH interval. Thus, once two 
pairs or more switch to the same service channel they will contend on the SCHs 
again for data transmissions.
5 .3 .3  E m erg en cy  D isse m in a tio n  P erfo rm a n ce
Eig. 5.10 shows the maximum dissemination delay when emergency messages 
are disseminated to all the nodes in the large-scale area. It can be seen that as 
the number of nodes in the reference area increases, the maximum dissemination 
delay increases. When the network scale becomes larger than 50 (i.e., more than 
20 nodes in each block), the dissemination delay increases to a high level. This is
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Figure 5.8: Normalised throughput of the middle block in large-scale VANETs.
due to high contention level in each sub-network. Fortunately, even in the dense 
networks (e.g., 90 nodes in the large-scale scenario), the dissemination delay is 
bounded to an acceptable level. Hence, the placement of roadside units not only 
inform the nodes the segmentation criterion, but also helps to fast disseminate 
emergency messages with acceptable dissemination delay in large-scale networks.
5 .4  S u m m ary
In this section, the reasons of the performance degradation in large-scale networks 
are analysed. The proposed Large-scale Asynchronous Multichannel MAC scheme 
tackles the low channel utilization problem in large-scale networks, where nodes 
are easily affected by other nodes in the neighbourhood. This work demonstrates
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5.4. Summary 122
jço
Q
c
o
CO
c
E
CD
%
b
0.35
ILS-AMCMAQ
0.3
0.25
0.2
0.15
0.1
0.05
0
10 20 30 40 50 60 70 80 90
Reference network size
Figure 5.10: The maximum dissemination delay (penetration rate=100%) in 
large-scale VANETs.
the need of designing schemes on MAC sub-layer in large-scale networks, and the 
efficacy of the proposed solution comparing with other benchmark works.
Chapter 6
Conclusions and Future Work
6.1 Sum m ary and Conclusions
To enable future pervasive applications in the intelligent transportation system, 
capacity and quality of service of the vehicular ad hoc networks should be signif­
icantly improved by a variety of methods. In particular, MAC sub-layer scheme 
can be optimized to fit the specific characteristics of VANETs. Unlike traditional 
networks, VANETs have the challenges of fast node movement, high node density, 
and large network scale for the design of the scheme for MAC sub-layer. To inves­
tigate these issues, in this dissertation, we have studied the MAC sub-layer of the 
IEEE 802.l ip  through analytical and simulation-based analysis, and proposed 
two MAC schemes, which are summarized and concluded in the following.
• We propose an analytical model for the IEEE 802.l ip  MAC sub-layer and 
evaluate the model by comprehensive simulations, which helps researchers 
to be confident about the accuracy of simulators and proceed to do fur­
ther researches on the IEEE 802.11p. Our analysis indicates that 802.l ip  
provides effective service differentiation mechanism that can be suitable for
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the mission-critical ITS applications. This stems from an enhanced and 
customized MAC sub-layer, design for 802.l ip  standard. Nonetheless, sup­
porting more bandwidth consuming applications in 802.l ip  still remains a 
challenging resource allocation problem. In addition, we find that the IEEE 
802.l ip  standard demonstrates a poor performance in highly populated and 
dense networks.
• For dense networks, we have proposed an asynchronous MAC scheme that 
employs a distributed TDM A mechanism, namely AMCMAC-D. By allow­
ing simultaneous transmissions on multiple service channels, the proposed 
scheme offers a superior performance in dense networks. AMCMAC scheme 
uses asynchronous multichannel operation in order to improve the system 
performance in terms of throughput and QoS metrics. In addition, AM­
CMAC mitigates two important problems of asynchronous multichannel 
MAC operation, namely, the multichannel hidden terminal problem and 
the missing receiver problem. Meanwhile, the DTDMA scheme, which can 
be implemented on top of any decentralized contention based CSMA MAC 
scheme, helps decrease contention level by reducing the effective network 
scale per time slot. The results of our performance analysis demonstrate 
that the AMCMAC-D outperforms the IEEE 1609.4 standard and another 
benchmark asynchronous multichannel scheme AMCP in terms of system 
throughput, packet delivery rate, collision rate on service channel, load bal­
ancing, and service differentiation for local scale dense vehicular networks.
• For large-scale networks, we have proposed a Large-Scale Asynchronous 
Multichannel MAC (LS-AMCMAC) scheme. The proposed LS-AMCMAC 
scheme segments the large-scale network into units based on the segmen­
tation information from the roadside units. Nodes in adjacent segments 
transmit data on different set of channels. Multichannel access scheme 
is adopted in each segment in order to improve system performance in
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terms of throughput. LS-AMCMAC eliminates the interference within two- 
hop neighbours, which means the exposed/hidden terminal problem in the 
large-scale networks is tackled. The roadside units help to fast dissemi­
nate emergency messages as well as broadcasting segmentation information. 
Dissemination delay of the emergency messages for large-scale networks is 
bounded to fulfil the requirement from ITS applications. On-demand V2V 
communication is generated among ITS service subscribers in order to help 
reduce traffic load on the infrastructure which provides ITS application in­
formation to vehicles. The use of V2V communication also realizes timely 
information update and helps reduce collision rates in the network. The 
results of our performance analysis demonstrate that the LS-AMCMAC 
outperforms the standard IEEE 1609.4, AMCP, and AMCMAC in terms of 
system throughput, collision rate, and emergency messages dissemination 
in large-scale vehicular networks.
6.2 Future Work
Our future work will focus on the design of MAC sub-layer scheme in the fol­
lowing directions. First, we would like to explore the possibility and benefits of 
introducing other wireless access technologies to the vehicular environment, such 
as Long Term Evolution (LTE) and Worldwide Interoperability for Microwave 
Access (WiMAX). In the wireless heterogeneous networks, the original access 
technology (i.e., IEEE 802.22 family) is in charge of the data transmission, while 
other access technology candidates may be used for signalling in terms of chan­
nel negotiation, information dissemination among RSUs, or sharing information 
of position, network condition, and parameters for protocols of all layers. With 
the other access technologies, reliable communication and guaranteed delay can 
be provided for important information to be disseminated in the vehicular net­
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works with fast changing topology. Meantime, WiFi offers communication in 
high data rates among nodes in the local scale networks, which saves the cost 
as consumed in traditional cellular networks. Another potential research topic 
is on the utilization of specific opportunities of vehicular networks, such as the 
available information in terms of position information, and events collected by 
sensors/input by drivers. These information should be useful for the collabora­
tion of protocols for different layers (e.g., PHY, MAC, Network, and Application 
layers). Cross-layer design for vehicular networks will improve the system perfor­
mance by offering desired information for the protocol of each layer. For instance, 
the timely updates of position information of nodes helps improve the efficacy of 
MAC and routing protocols, by choosing suitable forwarding/MAC scheme, and 
selecting reliable routes. Finally, efficient utilization of roadside units should be 
considered in the future research. Along with the implementation of Intelligent 
Transportation Systems, the density of roadside units is increasing fast. Hence, 
the role of infrastructure becomes crucially important in the design of protocols 
on MAC/ network/ application layers because of the potential benefits coming 
from centralized support. Infrastructure is not only able to provide service that 
subscribed by road users, but also able to collect and disseminate information 
from/to local and large scale networks and to assist access control and routing 
protocols to enhance system performance. Studies on efficiently utilizing roadside 
units will extend the range of beneficiary to all elements in the entire Intelligent 
Transportation Systems.
Appendix A 
Derivation of the expectation  
value of effective network scale
The expected value of the number of nodes that can access a given time slot (i.e., 
the effective network scale), which depends on the value of M, can be calculated 
as follows:
N n  N n  ^ ^
N n - i
(A.l)
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Thus, the coefficients in (A.l) can be replaced as follows.
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Based on the definition of the Binomial expansion.
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