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DERIVED CATEGORIES OF CURVES AS COMPONENTS OF FANO MANIFOLDS
ANTON FONAREV AND ALEXANDER KUZNETSOV
Abstract. We prove that the derived category D(C) of a generic curve of genus greater than one embeds
into the derived category D(M) of the moduli space M of rank two stable bundles on C with fixed
determinant of odd degree.
1. Introduction
For a smooth projective algebraic variety X we denote by D(X) the bounded derived category of
coherent sheaves on X. Let C be a smooth projective curve of genus g > 1 over an algebraically closed
field k of characteristic 0. Fix a line bundle L of odd degree on C and let M = MC(2, L) be the moduli
space of rank 2 stable vector bundles on C with determinant L. Recall that M is a smooth Fano variety
of dimension 3g−3 and index 2 (see, e.g., [4, The´ore`me F]). Our goal is to show that the derived category
of C embeds fully and faithfully into the derived category of M .
Recall that by a theorem proved by Orlov in [13, Theorem 2.2] any embedding between the derived
categories of smooth projective varieties must be given by a Fourier–Mukai functor, i.e., by an object on
their product. A natural candidate for such an object in our case is, of course, the universal bundle E
on C ×M , also known as the Poincare´ bundle.
The main result of the paper is the following theorem, where the word generic means the existence of
a nonempty open substack in the moduli stack of genus g curves, for which the statement holds.
Theorem 1.1. For generic curve C of genus g > 1 and a line bundle L of odd degree the Fourier–Mukai
functor given by the universal vector bundle E on C ×MC(2, L)
ΦE : D(C)→ D(MC(2, L))
is fully faithful. In particular, D(C) is an admissible subcategory in the derived category D(MC(2, L)) of
the Fano manifold MC(2, L).
Our strategy for the proof of Theorem 1.1 is the following. First we show that the statement holds for
hyperelliptic curves using an explicit description of the moduli space M due to Desale–Ramanan and a
spinor interpretation of the universal bundle. Then we use a deformation argument to deduce the result
for generic curve C.
The proof in the hyperelliptic case is a generalization of a theorem of Bondal and Orlov stating that
the derived category of a hyperelliptic curve of genus g > 1 embeds into the derived category of a
smooth complete intersection X of two quadrics of dimension 2g (see [2]). We show that, more generally,
such an embedding exists for the Hilbert scheme Xk of linear (k − 1)-dimensional subspaces lying on X
for any 1 ≤ k ≤ g − 1. The scheme Xk can be identified with the intersection of two orthogonal
isotropic Grassmannians OGr(k, 2g + 2) in Gr(k, 2g + 2), and the Fourier–Mukai kernel that we use to
construct the functor is formed by the family of the restrictions to Xk of the spinor bundles on the
2010 Mathematics Subject Classification. 14H60,14F05.
Both authors were partially supported by the Russian Academic Excellence Project “5-100” and by the RFBR grants
15-01-02164 and 15-51-50045. A.K. was partially supported by the Simons foundation. A.F. was partially supported by the
RFBR grant 15-01-02158 and by the Young Russian Mathematics award.
1
Grassmannians OGr(k, 2g + 2). When k = 1, this functor coincides with the functor used by Bodal and
Orlov, and when k = g − 1, we show that this functor coincides with the functor given by the universal
family of stable bundles of rank 2 on C, which proves Theorem 1.1 in the hyperelliptic case.
Our Theorem 1.1 gives a partial answer to the following general conjecture which we learned from
Sergey Galkin.
Conjecture 1.2. The functor ΦE : D(C)→ D(M) is fully faithful for any smooth curve of genus g > 1.
In fact, this conjecture would give a positive answer in dimension one to a general question asked by
Alexei Bondal some time ago: whether for any algebraic variety X there is Fano variety Y and a fully
faithful embedding D(X)→ D(Y ) (see [1, 6, 7] for other results in this direction).
The paper is organized as follows. In Section 2 we explain the proof of Theorem 1.1 and reduce it
to some cohomological computations on isotropic and usual Grassmannians. In Section 3 we perform
the required cohomological computations. In particular, we find nice resolutions for the pushforwards
of the spinor bundles from isotropic Grassmannians to usual Grassmannians (Proposition 3.3) which are
interesting per se.
When the first draft of the paper was written we were informed that a similar result was established
by Narasimhan in a completely different way. He proves Conjecture 1.2 for all curves of genus g ≥ 4,
but, surprisingly, not for curves of smaller genus, see [12].
The first author is grateful to the Max Planck Institute for Mathematics in Bonn, where his part of
the present work was mostly completed in Spring 2015.
2. The Main Theorem
As already mentioned, the base field k is algebraically closed of zero characteristic. All the functors
between derived categories that we consider (pullbacks, pushforwards, tensor products) are derived.
2.1. Intersection of isotropic Grassmannians. Let C be a hyperelliptic curve of genus g > 1 and let
f : C → P1 be the hyperelliptic covering. Choose a coordinate t on P1 such that the point t =∞ is not
on the branch divisor, and let a1, a2, . . . , a2g+2 be the coordinates of the branch points.
Consider a vector space V of dimension 2g+2 with coordinates x1, . . . , x2g+2 and the pencil of quadrics
in P(V ) generated by
q0(x1, x2, . . . , x2g+2) = a1x
2
1 + a2x
2
2 + · · ·+ a2g+2x
2
2g+2,
q∞(x1, x2, . . . , x2g+2) = −(x
2
1 + x
2
2 + · · ·+ x
2
2g+2).
For each P ∈ P1 we denote by QP the corresponding quadric in the pencil, i.e. if P = (s : t), then QP
is defined by the equation qP = sq0 + tq∞. Remark that there are exactly 2g + 2 degenerate quadrics,
and all the degenerate quadrics are of corank 1. We denote by Pi = (1 : ai), 1 ≤ i ≤ 2g + 2, the points
on P1 corresponding to the degenerate quadrics in the pencil. These points of P1 will be referred to as
branching points, and the other points as non-branching.
For each 1 ≤ k ≤ g and each point P ∈ P1 consider the orthogonal isotropic Grassmannian
OGrP (k, V ) := {U ∈ Gr(k, V ) | P(U) ⊂ QP},
which parametrizes linear (k − 1)-dimensional spaces on the quadric QP .
If P is a non-branching point, the quadric QP is non-singular and OGrP (k, V ) is a homogeneous variety
of the simple algebraic group Spin(V ). If P is branching, the quadratic form qP on V is degenerate of
corank 1, and the variety OGrP (k, V ) is no longer homogeneous. Below we discuss its structure.
Fix a vector vP ∈ V generating the kernel of the quadratic form qP and denote by
πP : V → VP := V/vP
2
the natural projection. Let q′P be the non-degenerate quadratic form induced on VP by qP , and let
Q′P ⊂ P(VP ) be the corresponding quadric. Let OGr(k, VP ) be the corresponding orthogonal isotropic
Grassmannian, and consider the subvariety of OGrP (k, V )× OGr(k, VP ) defined by
O˜GrP (k, V ) = {(Uk, U
′
k) ∈ OGrP (k, V )× OGr(k, VP ) | Uk ⊂ π
−1
P (U
′
k)}.
It comes with natural projections p1 : O˜GrP (k, V ) → OGrP (k, V ) and p2 : O˜GrP (k, V ) → OGr(k, VP ).
Denote by Uk and U
′
k the tautological bundles on OGrP (k, V ) and OGr(k, VP ) respectively, as well as their
pullbacks to O˜GrP (k, V ). Set H = c1(U
∨
k ) and H
′ = c1(U
′∨
k ). When k ≤ g − 1 the line bundles O(H)
and O(H ′) are the ample generators of the Picard groups of OGrP (k, V ) and OGr(k, VP ) respectively.
Proposition 2.1. The map p2 is a P
k-fibration, and in particular O˜GrP (k, V ) is a smooth projective
variety. The map p1 is birational with the exceptional divisor E isomorphic to the space of partial
isotropic flags
E ∼= OFl(k − 1, k;VP ) ⊂ O˜GrP (k, V ),
and its map to OGrP (k, V ) can be represented as the composition
E ∼= OFl(k − 1, k;VP )→ OGr(k − 1, VP ) →֒ OGrP (k, V ),
where the first map is the natural projection and the last embedding identifies OGr(k − 1, VP ) with the
subscheme of OGrP (k, V ) parameterizing Uk ⊂ V isotropic for QP and containing vP ∈ V .
Moreover, in the Picard group of O˜GrP (k, V ) we have a linear equivalence
(1) E = H −H ′.
We gather the varieties and maps from the proposition above on the following commutative diagram
(2)
E = OFl(k − 1, k;V )
uu❦❦❦
❦❦❦
❦❦❦
❦❦❦
❦❦❦
// O˜GrP (k, V )
p1
uu❧❧❧
❧❧
❧❧
❧❧
❧❧
❧❧
❧
p2
''❖
❖❖
❖❖
❖❖
❖❖
❖❖
❖
OGr(k − 1, VP ) // OGrP (k, V ) OGr(k, VP )
In fact, one can show that the subscheme OGr(k − 1, VP ) is the singular locus of OGrP (k, V ) and the
birational map p1 is its blowup. However, we will not need this, so we leave this statement as an exercise.
Proof. If U ′k ⊂ VP is a q
′
P -isotropic subspace of dimension k, then its preimage π
−1
P (U
′
k) is a (k + 1)-
dimensional qP -isotropic subspace in V . Thus, any k-dimensional subspace in π
−1
P (U
′
k) gives a point
of O˜GrP (k, V ). Therefore the fibers of p2 are Gr(k, π
−1
P (U
′
k))
∼= Gr(k, k + 1) ∼= Pk. To be more precise,
(3) O˜GrP (k, V ) ∼= GrOGr(k,VP )(k,O ⊕ U
′
k)
∼= POGr(k,VP )((O ⊕ U
′
k)
∨).
This proves the first claim.
Now consider the morphism p1 : O˜GrP (k, V ) → OGrP (k, V ), (Uk, U
′
k) 7→ Uk. On the open subset
of OGrP (k, V ) given by the condition vP 6∈ Uk the morphism p1 has a section given by Uk 7→ (Uk, πP (Uk)).
This section and p1 are mutually inverse isomorphisms over this set, hence p1 is birational. Note also
that if vP ∈ Uk, then πP (Uk) has dimension k − 1, hence the fiber of p1 over such Uk is a quadric in
the space (πP (Uk))
⊥/πP (Uk) (the orthogonal is taken with respect to the nondegenerate form q
′
P ) of
dimension (2g+1)− 2(k− 1) = 2g− 2k+3. It follows that the indeterminacy locus of p−11 is isomorphic
to OGr(k − 1, VP ), and the exceptional divisor is isomorphic to OFl(k − 1, k;VP ).
To express the class E of the exceptional divisor in terms of H and H ′, note that under the identifi-
cation (3) the exceptional divisor is nothing but
(4) E = GrOGr(k,VP )(k − 1,U
′
k) ⊂ GrOGr(k,VP )(k,O ⊕ U
′
k) = O˜GrP (k, V )
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Therefore, it coincides with the degeneracy locus of the natural morphism Uk
πP−−−→ U ′k on O˜GrP (k, V ).
Moreover, from (3) it is clear that the corank of this morphism on E equals 1, hence
E = c1(U
′
k)− c1(Uk) = −H
′ +H
which is precisely the relation we want. 
For each 1 ≤ k ≤ g we define the scheme
Xk := {U ∈ Gr(k, V ) | P(U) ⊂ X} =
⋂
P∈P1
OGrP (k, V ),
parameterizing all k-dimensional subspaces in V isotropic for all quadrics in the pencil generated by q0
and q∞. Clearly, the scheme Xk can be also written as the intersection Xk = OGrP1(k, V )∩OGrP2(k, V )
for any pair of distinct points P1, P2 ∈ P
1.
Lemma 2.2. For any branching point P ∈ P1 the scheme Xk avoids the indeterminacy locus of the
rational map p−11 : OGrP (k, V ) 99K O˜GrP (k, V ).
Proof. As it was shown in the proof of Proposition 2.1, the indeterminacy locus consists precisely of the
isotropic subspaces containing vP . However, the vector vP is not isotropic for the quadratic form q∞,
hence is not contained in any subspace parameterized by Xk. 
It follows from the previous lemma that for any branching point P one has a commutative diagram
(5)
O˜GrP (k, V )
˜P
))❘❘
❘❘
❘❘
❘❘
❘❘
❘❘
❘❘
p1

Xk
iP
//
ı˜P
66♠♠♠♠♠♠♠♠♠♠♠♠♠♠♠
OGrP (k, V )
jP
// Gr(k, V )
where iP and jP denote the natural embeddings, ˜P = jP ◦ p1, and ı˜P = p
−1
1 ◦ iP . To be able to write
things in a uniform way, for any nonbranching point P ∈ P1 put
O˜GrP (k, V ) := OGrP (k, V ), ı˜P := iP , ˜P := jP .
Then the diagram (5) makes sense for all points P ∈ P1.
The scheme Xk was investigated by Miles Reid in his thesis, in particular he proved the following
Lemma 2.3 ([15, Theorem 2.6]). For every 1 ≤ k ≤ g the scheme Xk is a smooth variety of dimension
dim(Xk) = k(2g − 2k + 1).
We will also need the following
Lemma 2.4. For any points P1 6= P2 we have
O˜GrP1(k, V )×Gr(k,V ) O˜GrP2(k, V ) = Xk,
and the fiber product is Tor-independent. Moreover, for any P ∈ P1 the subvariety ı˜P (Xk) ⊂ O˜GrP (k, V )
is the zero locus of a regular section of the vector bundle Sym2 U∨k .
Proof. The maps ı˜P1 and ı˜P2 induce a natural map Xk → O˜GrP1(k, V )×Gr(k,V ) O˜GrP2(k, V ). On the other
hand, the projections O˜GrPi(k, V )→ OGrPi(k, V ) induce a morphism
O˜GrP1(k, V )×Gr(k,V ) O˜GrP2(k, V )→ OGrP1(k, V )×Gr(k,V ) OGrP2(k, V ) = Xk.
It is immediate from Proposition 2.1 that these morphisms are mutually inverse. Tor-independence
follows from the fact that Xk has expected dimension and from [8, Corollary 2.27]. Finally, the last
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statement follows from Proposition 2.1 and the fact that each isotropic Grassmannian is the zero locus
of a regular section of the vector bundle Sym2 U∨k on Gr(k, V ). 
Below we show that Xk is a Fano variety when k ≤ g − 1. This has a useful implication about the
Picard group of the product Xk × C.
Lemma 2.5. If k ≤ g − 1 then Xk is a Fano variety and
Pic(Xk × C) ∼= Pic(Xk)⊕ Pic(C).
In particular, every line bundle on Xk × C is an exterior tensor product of a line bundle on Xk and a
line bundle on C.
Proof. By definition Xk is the zero locus of a regular (by Lemma 2.3) global section of the vector
bundle Sym2 U∨k ⊕ Sym
2 U∨k on the Grassmannian Gr(k, V )
∼= Gr(k, 2g + 2). The canonical class of
the Grassmannian is O(−2g− 2), and the first Chern class of Sym2 U∨k is k+1. Therefore, the canonical
class of Xk is
−2g − 2 + 2k + 2 = −2(g − k),
and for k ≤ g − 1 it is anti-ample. It follows from Kodaira vanishing that H1,0(Xk) = H
0,1(Xk) = 0,
hence Pic(Xk × C) ∼= Pic(Xk)⊕ Pic(C). 
Note that for k = g the statement of the previous lemma is no longer true. Indeed, by [15, Theorem 4.8]
and [3, Theorem 2] we have Xg ∼= Pic
0(C) and the Poincare´ line bundle on Pic0(C)×C is not an exterior
tensor product.
2.2. Spinor bundles. Recall that if V is a vector space of even dimension 2n and q is a nondegenerate
quadratic form on V , for each k ≤ n− 1 the isotropic orthogonal Grassmannian OGr(k, V ) is a homoge-
neous space of the simple algebraic group Spin(V ) of type Dn. If k ≤ n−2 then OGr(k, V ) corresponds to
the maximal parabolic subgroup Pk ⊂ Spin(V ) associated with the vertex k of the Dynkin diagram Dn.
If k = n− 1, it corresonds to the submaximal parabolic Pn−1,n = Pn−1 ∩Pn.
For every k ≤ n − 2 the Grassmannian OGr(k, V ) carries a pair of irreducible Spin(V )-equivariant
vector bundles (Sk,+, Sk,−) such that
r(Sk,±) = 2
n−1−k, det(Sk,±) = O(2
n−2−kH),
where as before H = c1(U
∨
k ) is the ample generator of Pic(OGr(k, V )), and Uk is the tautological bundle
on OGr(k, V ).
Analogously, if V ′ is a vector space of odd dimension 2n+ 1 and q′ is a nondegenerate quadratic form
on V ′, for each k ≤ n the isotropic orthogonal Grassmannian OGr(k, V ′) is a homogeneous space of the
simple algebraic group Spin(V ′) of type Bn corresponding to the maximal parabolic Pk ⊂ Spin(V
′). This
time for every k ≤ n−1 the Grassmannian OGr(k, V ′) carries one irreducible Spin(V ′)-equivariant spinor
vector bundle Sk such that
r(Sk) = 2
n−k, det(Sk) = O(2
n−1−kH ′),
where as before H ′ = c1(U
′∨
k ) is the ample generator of Pic(OGr(k, V
′)), and U ′k is the tautological bundle
on OGr(k, V ′). For k = n the spinor bundle generates Pic(OGr(k, V ′)) and O(H ′) ∼= S⊗2k .
The bundles Sk,± (in the even-dimensional case) as well as the bundle Sk (in the odd-dimensional case)
are called spinor bundles. They were defined in [14] as pushforwards of line bundles from isotropic flag
varieties. We are going to use instead a description of spinor bundles in terms of the Clifford algebra of
the natural family of quadrics over the orthogonal Grassmannian given in [10, Section 6].
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Now let us return to the pencil of quadrics QP discussed in the previous subsection. For every point
P ∈ P1 we have defined a variety O˜GrP (k, V ) that is equal to OGrP (k, V ) if P is non-branching and is a
P
k-fibration over OGr(k, VP ) if P is branching. We define the following vector bundles on these varieties:
• if P is non-branching, SP,k,± is the corresponding spinor bundle on O˜GrP (k, V ) = OGrP (k, V );
• if P is branching, SP,k = p
∗
2Sk is the pullback to O˜GrP (k, V ) of the spinor bundle from OGr(k, VP ).
Note that all these bundles have rank 2g−k. Restricting them to Xk, we obtain a family of vector bundles
ı˜∗PSP,k,± (for non-branching P ) and ı˜
∗
PSP,k (for branching P ) on Xk. In Proposition 2.7 below we will
show that they form a single vector bundle Sk of rank 2
g−k on the product Xk × C. Meanwhile, we
discuss some properties of these bundles that will be useful later.
Lemma 2.6. We have the following isomorphisms of sheaves on Gr(k, V ):
˜P∗(S
∨
P,k,±)
∼= ˜P∗(SP,k,±)(−1), if P is not branching and g − k is odd,
˜P∗(S
∨
P,k,±)
∼= ˜P∗(SP,k,∓)(−1), if P is not branching and g − k is even,
˜P∗(S
∨
P,k)
∼= ˜P∗(SP,k)(−1), if P is branching.
Proof. If P is not branching, then O˜GrP (k, V ) = OGr(k, V ) and by [10, Proposition 6.6] the sheaf S
∨
P,k,±
is isomorphic to SP,k,±(−H) or SP,k,∓(−H) depending on the parity of g − k. In the case when P is
branching it follows from loc. cit. that S∨P,k
∼= SP,k(−H
′) ∼= SP,k(E − H) (we use the notation from
Proposition 2.1), hence, taking into account (1), we get a short exact sequence
0→ SP,k(−H)→ S
∨
P,k → SP,k(E −H)|E → 0.
Note that p1∗(SP,k(E−H)|E) = 0. Indeed, the fibers of the map E = OFl(k− 1, k;VP )→ OGr(k− 1, VP )
are quadrics, and SP,k(E−H) restricts to each of these quadrics as the twist S(−1) of the spinor bundle
on the quadric, which is an acyclic vector bundle. Therefore, p1∗(SP,k(−H)) ∼= p1∗(S
∨
P,k). Applying the
functor jP∗ and taking into account the diagram (5), we deduce the required isomorphism. 
Now we construct a global vector bundle on Xk × C whose restriction to the fibers of Xk × C over C
gives the bundles SP,k± and SP,k constructed above.
Proposition 2.7. There is a vector bundle Sk on Xk × C such that for any point P ∈ P
1
• if P is not a branching point and f−1(P ) = {x+, x−} ⊂ C, then
(6) ı˜∗PSP,k,+
∼= Sk,x+ and ı˜
∗
PSP,k,−
∼= Sk,x−;
• if P is a branching point and f−1(P ) = x ∈ C, then
(7) ı˜∗PSP,k
∼= Sk,x.
Proof. One could use the same construction as in Bondal–Orlov: consider a relative flag variety and push
forward a spinor line bundle. However, for further compatibility we use another construction.
We consider the trivial vector bundle V = V ⊗ OP1 and the family q of quadratic forms on V with
values in OP1(1) generated by q0 and q∞. Denoting by x1, . . . , x2g+2 ∈ C the ramification points of the
double covering f : C → P1 such that f(xi) = Pi, we also consider a vector bundle
V̂ :=
2g+2⊕
i=1
OC(xi)
on C, and the natural diagonal quadratic form
q̂ : Sym2(V̂)։
2g+2⊕
i=1
OC(2xi)→ f
∗OP1(1),
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where the second map is induced by the isomorphisms OC(2xi) ∼= f
∗OP1(Pi) ∼= f
∗OP1(1). It is easy to see
that the composition of the quadratic form q̂ with the natural embedding f∗V → V̂ induces the form f∗q
on f∗V. At the same time, the quadratic form q̂ is everywhere non-degenerate. Indeed, the map
V̂
q̂
−−→ V̂∨ ⊗ f∗OP1(1)
is the direct sum of the maps OC(xi)→ OC(−xi)⊗ f
∗OP1(1), each of which is an isomorphism.
Consider the sheaf of even parts of Clifford algebras Cℓ0 on the curve C associated with the family of
quadratic forms q̂. By [9, Proposition 3.13] there is an e´tale double covering f˜ : C˜ → C and a sheaf of
Azumaya algebras C˜ℓ0 on C˜ such that Cℓ0 ∼= f˜∗C˜ℓ0. Let us check that the double covering f˜ is trivial.
Indeed, over the complement C0 ⊂ C of the ramification divisor of f , the family of quadratic forms q̂
coincides with the pullback of the family q, hence over C0 the double covering f˜ is isomorphic to the
pullback of the double covering associated with the family q, which is nothing but f : C → P1. In other
words, we have an isomorphism
C˜ ×C C0 ∼= C0 ×P1 C0.
The right hand side is the union of two connected components, hence C˜ is the union of two irreducible
components, hence f˜ is trivial.
The triviality of f˜ means that the sheaf of algebras Cℓ0 is isomorphic to a product of two Azumaya
algebras swapped by the involution τ : C → C of the double covering f . Taking into account that the
Brauer group of a curve C is trivial (since the base field k is algebraically closed of characteristic 0), we
obtain an isomorphism
Cℓ0 ∼= End(Ŝ )⊕ End(τ
∗
Ŝ )
for a vector bundle Ŝ of rank 2g on C, the spinor bundle for the family of quadrics q̂.
Next, consider the relative orthogonal Grassmannian OGrC(k, V̂) parameterizing k-dimensional sub-
spaces in the fibers of V̂ isotropic with respect to the quadratic form q̂. Let Ûk be the tautological bundle
on OGrC(k, V̂). The Clifford multiplication induces a map
Ûk ⊗ τ
∗
Ŝ → Ŝ ,
whose cokernel by [10, Lemma 6.1] is the spinor bundle Ŝk on OGrC(k, V̂).
Finally, let Uk be the tautological bundle on Xk and consider on Xk ×C the composition of the maps
Uk ⊠OC →֒ V ⊗OXk×C
∼= OXk ⊠ f
∗V →֒ OXk ⊠ V̂ .
It is an embedding of vector bundles. Indeed, the map f∗V → V̂ is monomorphic everywhere except over
the points xi ∈ C, where the kernels are spanned by the vectors vPi ∈ V , and as we have already mentioned
several times, these vectors are not contained in the subspaces Uk ⊂ V isotropic for all quadrics QP in
our pencil. Moreover, the image of Uk ⊠ OC is isotropic with respect to q̂ over C0, since so is Uk. It
follows by continuity that it is everywhere isotropic. Therefore, there is a map Xk × C → OGrC(k, V̂)
over C such that Uk ⊠ OC is isomorphic to the pullback of Ûk as a subbundle in OXk ⊠ V̂ . We denote
by Sk the pullback under this morphism of the spinor bundle Ŝk on OGrC(k, V̂). It remains to show
that isomorphisms (6) and (7) hold.
When P is not a branching point, the form q̂ over P coincides with the form q. Hence, by a base
change to points x± ∈ f
−1(P ) we obtain the standard embedding
Xk
iP
→֒ OGrP (k, V ) ∼= OGr(k, V̂x±)
and (6) follows from the compatibility of the construction of spinor bundlles with base changes.
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When P = Pi is a branching point, if x = xi is the corresponding ramification point, we have a
commutative diagram
V // //
q

VP
  //
q′P

V̂x
q̂

V ∨ V ∨P
? _oo V̂∨xoooo
that shows that by a base change to xi we obtain the composition
Xk
iP
//OGrP (k, V )
p2◦p
−1
1
//❴❴❴❴❴❴ OGr(k, VP ) //OGr(k, V̂x).
The composition of the first two arrows here is p2 ◦ p
−1
1 ◦ iP = p2 ◦ ı˜P , so it is enough to note that the
restriction of the spinor bundle from OGr(k, V̂x) to OGr(k, VP ) is the spinor bundle. Indeed, this is one
of the standard properties of spinor bundles, since the odd-dimensional quadric QP ⊂ P(VP ) is a smooth
hyperplane section of the smooth even-dimensional quadtic Q̂x ⊂ P(V̂x). This finally proves (7). 
Remark 2.8. The family of quadratic forms q̂ on V̂ was also used extensively in [3].
In the particular case when k = g − 1 Desale and Ramanan proved in [3] that Xg−1 is isomorphic
to the moduli space MC(2, L) of rank 2 vector bundles on C with the determinant equal to L, a fixed
line bundle of odd degree. We show that the universal bundle for the moduli problem is isomorphic to
the spinor bundle Sg−1 constructed above up to a twist. Note that by Lemma 2.5 every line bundle
on Xg−1 × C is the tensor product of (pullbacks of) a line bundle on Xg−1 and a line bundle on C.
Proposition 2.9. The vector bundle Sg−1 on Xg−1 × C is isomorphic up to a twist to the universal
rank 2 bundle on the product MC(2, L) × C.
Proof. We use the construction of Sg−1 from the proof of Proposition 2.7. According to this construction,
the bundle Sg−1 is the pullback of the spinor bundle on OGrC(g − 1, V̂). If Ûg−1 and Ŝg−1 are the
tautological and the spinor bundle on OGrC(g − 1, V̂) respectively and τ is its involution induced by the
hyperelliptic involution of C, we have an isomorphism
Ŝg−1 ⊗ τ
∗
Ŝg−1
∼= (Û⊥g−1/Ûg−1)⊗ det(Ûg−1)
∨
(the map is induced by the action of the odd part of the Clifford algebra on the half-spinor modules,
and the fact that it is an isomorphism can be verified at geometric points, in which case it follows from
representation theory of the group Spin(2g+2)). Pulling it back to Xg−1×C, we obtain an isomorphism
Sg−1 ⊗ τ
∗
Sg−1
∼= (U⊥g−1/Ug−1)⊗ det(Ug−1)
∨.
On the other hand, let E be the universal bundle on the product MC(2, L) × C and consider the
pullback of Ug−1 to MC(2, L) × C via the isomorphism Xg−1 ∼= MC(2, L). By [3, Proposition 5.9] there
is an isomorphism up to a twist between U⊥g−1/Ug−1 and the tensor product E ⊗ τ
∗(E), and, moreover,
the rank 2 bundle E is unique (up to a twist) with this property. Combining these two observations, we
conclude that the spinor bundle Sg−1 is isomorphic to E up to a twist. 
Remark 2.10. A similar argument shows that under the isomorphism Xg ∼= Pic
0(C) proved in [15] and [3]
the spinor bundle Sg is isomorphic to a twist of the Poincare´ bundle.
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2.3. Full faithfulness in the hyperelliptic case. For each 1 ≤ k ≤ g − 1 consider the Fourier–Mukai
functor defined by the spinor bundle Sk constructed in Proposition 2.7
Φk = ΦSk : D(C)→ D(Xk).
When k = 1 this functor coincides with the functor of Bondal and Orlov [2]. Our main result, fully
faithfulness of the functor Φk, is thus a generalization of their result [2, Theorem 2.7].
Theorem 2.11. Let C be a hyperelliptic curve of genus g ≥ 2 and let k be an integer such that k ≤ g−1.
Then the functor Φk : D(C)→ D(Xk) is fully faithful.
Along this section we fix k and omit it from the notation. In particular, we abbreviate Φk to Φ and Sk
to S . In order to prove that Φ is fully faithful we use the following criterion by Bondal and Orlov.
Theorem 2.12 ([2, Theorem 1.1]). Let C and X be smooth projective varieties and E ∈ D(C×X). The
Fourier–Mukai functor ΦE is fully faithful if and only if
(i) Exti(ΦE(Ox1),ΦE(Ox2)) = 0, if x1 6= x2,
(ii) Hom(ΦE(Ox),ΦE(Ox)) = k, Ext
i(ΦE(Ox),ΦE(Ox)) = 0 for i < 0 and i > dimC,
for all points x, x1, x2 ∈ C, where Ox denotes the skyscraper sheaf.
We are going to check that the conditions of the criterion are satisfied for E = S . To be more
precise, we reduce the necessary verifications to some cohomology computations that are performed in
the next section (see Corollary 3.7, Lemma 3.8 and Lemma 3.9). In Proposition 2.13 we discuss the case
when f(x1) 6= f(x2), and in Proposition 2.14 the case when f(x1) = f(x2). In both cases we check that
the sufficient conditions of Theorem 2.12 hold true, so Theorem 2.11 follows.
First, we compute the Ext groups for points x1, x2 in different fibers of C over P
1.
Proposition 2.13. Let x1, x2 ∈ C and assume that f(x1) 6= f(x2). Then Ext
•(Sx1 ,Sx2) = 0.
Proof. Consider the diagram (we abbreviate ı˜P1 , ı˜P2 , ˜P1 , and ˜P2 to ı˜1, ı˜2, ˜1, and ˜2 respectively.)
X
ı˜1
//
ı˜2

O˜GrP1(k, V )
˜1

O˜GrP2(k, V )
˜2
// Gr(k, V )
Recall that Sx1 = ı˜
∗
1SP1 and Sx2 = ı˜
∗
2SP2 by Proposition 2.7, where Pi = f(xi), and for each of the
two points P ∈ {P1, P2} if P is not a branching point of f , then SP is one of the two spinor bundles
on O˜GrP (k, V ) = OGrP (k, V ), while if P is a branching point, then SP is the pullback via p2 of the spinor
bundle on OGr(k, VP ). Then by adjunction we have
Ext•(Sx1 ,Sx2) = Ext
•(˜ı∗1SP1 , ı˜
∗
2SP2) = Ext
•(SP1 , ı˜1∗ ı˜
∗
2SP2) = H
•(O˜GrP1(k, V ), S
∨
P1 ⊗ ı˜1∗ ı˜
∗
2SP2).
The diagram is Cartesian and Tor-independent by Lemma 2.4, so we have a base change isomorphism
[11, Theorem 3.10.3]
ı˜1∗ ı˜
∗
2SP2
∼= ˜∗1˜2∗SP2 .
We can now rewrite
H•(O˜GrP1(k, V ), S
∨
P1 ⊗ ı˜1∗ ı˜
∗
2SP2) = H
•(O˜GrP1(k, V ), S
∨
P1 ⊗ ˜
∗
1˜2∗SP2) =
H•(Gr(k, V ), ˜1∗(S
∨
P1 ⊗ ˜
∗
1˜2∗SP2)) = H
•(Gr(k, V ), ˜1∗(S
∨
P1)⊗ ˜2∗(SP2)).
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By Lemma 2.6, we have ˜1∗(S
∨
P1
) ∼= ˜1∗(S
′
P1
)(−1), where S′P1 is one of the spinor bundles corresponding to
the same point P1, so the right hand side can be rewritten as H
•(Gr(k, V ), ˜1∗(S
′
P1
)⊗ ˜2∗(SP2)⊗O(−1)).
By Corollary 3.7 the latter is zero, which finishes the proof. 
Now consider the case when the points are in the same fiber of C over P1, in particular, they might
coincide.
Proposition 2.14. Let x1, x2 ∈ C and assume that f(x1) = f(x2). Then Ext
•(Sx1 ,Sx2) = 0 in case
x1 6= x2, and Ext
•(Sx1 ,Sx2) = k⊕ k[−1] in case x1 = x2.
Proof. Let P = f(x1) = f(x2). Then we can assume that one of the following possibilities hold:
(1) Sx1 = ı˜
∗
PSP,+ and Sx2 = ı˜
∗
PSP,− if x1 6= x2;
(2) Sx1 = Sx2 = ı˜
∗
PSP,+ if x1 = x2 and P is not branching;
(3) Sx1 = Sx2 = ı˜
∗
PSP if x1 = x2 and P is branching.
First, assume (1) holds. Then
Ext•(Sx1 ,Sx2) = Ext
•(˜ı∗PSP,+, ı˜
∗
PSP,−) = Ext
•(SP,+, ı˜P∗ı˜
∗
PSP,−) = Ext
•(SP,+, SP,− ⊗ ı˜P∗OXk).
Since the scheme Xk is the zero locus of a regular section of Sym
2 U∨k on OGrP (k, V ) (see Lemma 2.4),
its structure sheaf has a Koszul resolution with terms of the form Λm(Sym2 Uk). So, it is enough to show
that Ext•(SP,+, SP,− ⊗ Λ
m(Sym2 Uk)) = 0 for all m ≥ 0. This is the statement of Lemma 3.8 (1).
Next, assume (2) holds. Then the same argument reduces the claim of the proposition to the com-
putation of Ext•(SP,+, SP,+ ⊗ Λ
m(Sym2 Uk)), and Lemma 3.8 (2) shows that the only nontrivial terms
are
Hom(SP,+, SP,+) = k and Ext
2(SP,+, SP,+ ⊗ Λ
1(Sym2 Uk)) = k,
and a spectral sequence argument shows that Ext•(Sx1 ,Sx2) = k⊕ k[−1].
Finally, assume (3) holds. Then we need to compute on O˜GrP (k, V ) the groups
Ext•(SP , SP ⊗ Λ
m(Sym2 Uk)) = Ext
•(p∗2S, p
∗
2S ⊗ Λ
m(Sym2 Uk))
∼= Ext•(S, p2∗(p
∗
2S ⊗ Λ
m(Sym2 Uk))) ∼= Ext
•(S, S ⊗ p2∗(Λ
m(Sym2 Uk))),
and Lemma 3.9 in conjunction with a typical spectral sequence argument finish the proof. 
Remark 2.15. Theorem 2.11 has the following corollary. For each point x ∈ C the bundle Sx ∼= Φk(Ox)
on Xk is simple, and the map Ext
1(Ox,Ox)→ Ext
1(Sx,Sx) induced by the functor Φk is an isomorphism.
Therefore Φk induces an e´tale map x 7→ Sx from the curve C to the moduli stack of simple objects in the
derived category D(Xk). Since also Hom(Sx1 ,Sx2) = 0 for x1 6= x2, this map is bijective. If one could
check that all the bundles Sx are stable, this would identify the curve C with a component of the moduli
space of stable bundles on Xk. This is, indeed, can be checked in case k = g − 1 of rank 2 bundles, but
for smaller k (and higher ranks) this becomes hard.
2.4. From hyperelliptic to generic curves. In this section we show that full faithfulness for hyper-
elliptic curves implies the same for generic curves. It follows from a more general result.
Assume B is a smooth base scheme, X → B and Y → B are schemes over B that we assume for
simplicity to be smooth and proper over B, and E ∈ D(X ×B Y ) is an object. For each point b ∈ B let
Eb be the (derived) pullback of E to Xb × Yb ⊂ X ×B Y , and consider the corresponding Fourier–Mukai
functor ΦEb : D(Yb)→ D(Xb). Define the locus of full faithfulness of E to be the subset
FFL(E) := {b ∈ B | ΦEb is fully faithful} ⊂ B.
Proposition 2.16. If p : X → B and q : Y → B are smooth projective over a smooth B, then the locus
of full faithfulness FFL(E) ⊂ B is open.
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Proof. Consider the object E ! := E∨ ⊗ ωY/B[dimY/B] ∈ D(X ×B Y ). Then for each b ∈ B the functor
ΦE !
b
: D(Xb)→ D(Yb) is right adjoint to ΦEb . Further, let E
! ◦ E ∈ D(Y ×B Y ) be the convolution of the
two kernels. Then for each b ∈ B the functor Φ(E !◦E)b : D(Yb)→ D(Yb) is isomorphic to the composition
of functors ΦE !
b
◦ΦEb . Finally, there is a canonical morphism
∆∗OY → E
! ◦ E
such that for each b ∈ B the induced morphism idYb = Φ∆∗OYb → Φ(E !◦E)b is the unit of the adjunction.
It is well known that a functor is fully faithful if and only if the unit of its adjunction is an isomorphism.
It follows that FFL(E) is the complement of the projection to B of the support of the cone of the morphism
∆∗OY → E
! ◦E . The support of an object of D(Y ×B Y ) is closed in Y ×B Y , hence proper over B, hence
its image in B is closed. Thus, its complement FFL(E) is open in B. 
We apply this proposition to prove Theorem 1.1.
Proof of Theorem 1.1. Consider a category Br,dg,n fibered in groupoids over the category of k-schemes
defined by associating to a scheme S the category of collections Br,dg,n(S) = {(C, x1, . . . , xn, E)}, where
• C → S is a smooth projective curve of genus g,
• x1, . . . , xn : S → C are non-intersecting sections of C → S,
• E is a vector bundle of rank r on C such that for any geometric point s ∈ S the restriction Es of E
to the fiber Cs of C over the point s is stable of degree d.
A morphism from (C, x1, . . . , xn, E) over S to (C
′, x′1, . . . , x
′
n, E
′) over S′ is
• a morphism ϕ : S → S′,
• an isomorphism ϕC : C
∼
−−→ C′ ×S′ S such that xi = x
′
i ×S′ S for all 1 ≤ i ≤ n,
• a line bundle L ∈ Pic0(C/S), and
• an isomorphism ϕE : E ∼= ϕ
∗
C(E
′)⊗ L.
It is easy to see that Br,dg,n is a stack over the category of schemes in fppf topology (the stack of n-pointed
genus g curves with a stable vector bundle of rank r and degree d). Below we only need the cases n ≤ 1
and r ≤ 2, and we will assume that d is odd. Of course, the stability condition is only relevant when r > 1.
Consider the following Cartesian diagram of morphisms of stacks
B
2,d
g,1
det
!!❇
❇❇
❇❇
❇❇
❇
forget
}}⑤⑤
⑤⑤
⑤⑤
⑤⑤
B
2,d
g,0
det !!❇
❇❇
❇❇
❇❇
❇
B
1,d
g,1
forget}}⑤⑤
⑤⑤
⑤⑤
⑤⑤
B
1,d
g,0
π

Mg
where the south-east arrows take (C, x1, . . . , xn, E) to (C, x1, . . . , xn,det(E)) (for n = 0 and n = 1), the
south-west arrows forget the point x1,Mg is the stack of genus g curves, and the vertical arrow π forgets
the line bundle.
Assume d is odd. Consider the universal rank 2 vector bundle E on the stack B2,dg,1 (here we view the
stack B2,dg,1 as the universal curve over the stack B
2,d
g,0), and the Fourier–Mukai functor
ΦE : D(B
2,d
g,0)→ D(B
1,d
g,1).
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Clearly, over a point (C,L) of B1,dg,0 the top part of the diagram becomes
MC(2, L) × C
ww♦♦♦
♦♦
♦♦
♦♦
♦♦
%%❑
❑❑
❑❑
❑❑
❑❑
❑❑
MC(2, L) C
and EC,L becomes the universal vector bundle on MC(2, L) × C. Therefore, by Theorem 2.11 the func-
tor ΦEC,L is fully faithful as soon as the curve C is hyperelliptic. Thus, the open (by Proposition 2.16)
substack FFL(E) ⊂ B1,dg,0 contains the preimage under π of the hyperelliptic locus M
he
g ⊂ Mg. Let us
check that FFL(E) is the preimage under π of an open substack of Mg.
Since the morphism π is proper, it is enough to show that if L1 and L2 are two different line bundles
of degree d on a curve C, the functor ΦEC,L1 is fully faithful if and only if the functor ΦEC,L2 is. Indeed,
the moduli spaces MC(2, L1) and MC(2, L2) are isomorphic via the map
E 7→ E ⊗ (L−11 ⊗ L2)
1/2
determined by a choice of a square root of the degree zero line bundle L−11 ⊗L2 on C. This isomorphism
identifies the universal vector bundles EC,L1 and EC,L2 (up to a twist), hence identifies the functors ΦEC,L1
and ΦEC,L2 (up to a composition with a twist on MC(2, L) and a twist on C). Since a line bundle twist
is an autoequivalence, the first is an autoequivalence if and only if the second is.
Thus, we checked that there is an open substack in the moduli stack Mg containing the hyperelliptic
locusMheg whose preimage in B
1,d
g,0 equals FFL(E). This means that for any curve from this open substack
the functor ΦEC,L : D(C)→ D(MC(2, L)) is fully faithful for any line bundle of degree d. It is also clear
that if d′ is another odd number, the open substacks associated with d and d′ coincide. This completes
the proof of Theorem 1.1. 
3. Cohomological computations
In this section we carry out the cohomological computations on which the proofs of the previous section
rely.
3.1. Preliminaries. We start with introducing necessary notation.
Let YDw,h denote the set of Young diagrams inscribed in a rectangle of width w and height h. We
think of such a Young diagram α as of an integer sequence (α1, . . . , αh) such that
w ≥ α1 ≥ α2 ≥ . . . ≥ αh ≥ 0.
As usual, we denote by αT ∈ YDh,w the transposed diagram. The number of boxes in α is denoted by |α|
and the length of its diagonal by ℓdiag(α):
|α| =
∑
αi, and ℓdiag(α) = max {i | αi ≥ i} .
Both do not change under transposition.
Let s = ℓdiag(α). The diagrams
h(α) := (α1 − s, . . . , αs − s) and t(α) = (αs+1, . . . , αh)
are called the head and the tail of α respectively, see Figure 1. Transposition interchanges and transposes
the head and the tail of a diagram.
A diagram α is called symmetric if αT = α. This is equivalent to t(α) = h(α)T .
Let α be a Young diagram and s = ℓdiag(α). We define the horizontal p-expansion of α as
e(p,0)(α) := (α1 + p, . . . , αs + p, αs+1, . . . , αh)
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α = 7→ h(α) = t(α) =
Figure 1. The head and the tail
and the vertical q-expansion of α as
e(0,q)(α) := (α1, . . . , αs, s, . . . , s︸ ︷︷ ︸
q times
, αs+1, . . . , αh)
The transposition of a horizontal expansion is a vertical expansion of the transposition.
Given a Young diagram α, we denote by Σα the associated Schur functor, see, e.g., [16, Section 2.1],
where, however, a different notation and convention is used. According to our convention, for α = (a)
we have ΣαU = Syma U and Σα
T
U = ΛaU .
3.2. Cohomology computations on orthogonal Grassmannians. Let V be a vector space of di-
mension N with a non-degenerate quadratic form. We denote by Spin(V ) the corresponding spin group.
It is a simple simply connected group of type Bn if N = 2n+1 is odd, and of type Dn if N = 2n is even.
For every k ≤ n− 1 we consider the orthogonal Grassmannian OGr(k, V ). It is a homogeneous variety
of Spin(V ). It comes with the tautological vector bundle U of rank k (the restriction of the tautological
bundle from Gr(k, V )). Clearly, U is a Spin(V )-equivariant vector bundle, and so is ΣαU for any Young
diagram α ∈ YDw,k.
On the other hand, OGr(k, V ) carries some spinor bundles, see [10, Section 6]. In type Bn there
is one spinor bundle S, and in type Dn there are two of them: S+ and S−. The spinor bundles are
Spin(V )-equivariant, the spaces of their global sections
S = H0(OGr(k, V ), S), S± = H
0(OGr(k, V ), S±),
are representations of Spin(V ) called the half-spinor representations.
In order to treat both cases simultaneously, we write
N = 2(n + ε), ε ∈ {0, 1/2} ,
so that ε = 0 corresponds to the even case (type Dn) and ε = 1/2 corresponds to the odd case (type Bn).
For the same reason we will sometimes denote S+ simply by S in type Dn, and understand both S+
and S− as S in type Bn. The same convention is applied to half-spinor representations.
Lemma 3.1. Assume N ≥ 2k + 2 and let β ∈ YDN−k,k be a Young diagram. Then the vector bundle
ΣβU ⊗ S is acyclic unless β is a horizontal expansion of a symmetric Young diagram ν ∈ YDk,k:
β = e(N−2k,0)(ν), ν
T = ν.
Moreover, if ν is symmetric and s = ℓdiag(ν), then
Hp(OGr(k, V ),Σe(N−2k,0)(ν)U ⊗ S) =
{
S(−1)s , for p = s(N − 2k) + (|ν| − s)/2,
0, otherwise.
Proof. The bundle ΣβU ⊗ S is Spin(V )-equivariant, so its cohomology can be computed via the Borel–
Bott–Weil Theorem [16, Corollaries 4.3.7, 4.3.9] in terms of the Weyl group action on the weight lattice
Λ := Λ(Bn) = Λ(Dn) = Z
n + ((1/2, 1/2, . . . , 1/2) + Zn),
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of the group Spin(V ). The weight corresponding to this vector bundle is
δ := λ
(
ΣβU ⊗ S
)
=
(
−βk +
1
2
, −βk−1 +
1
2
, . . . , −β1 +
1
2
;
1
2
, . . . ,
1
2
)
∈ Λ
(we use a semicolon to divide the first k coordinates from the last n− k). The special weight ρ (the sum
of all fundamental weights, or, equivalently, the hals-sum of the positive roots) for the group Spin(V ) can
be uniformly written as
ρ = (n− 1 + ε, . . . , n− k + ε; n− k − 1 + ε, . . . , ε) ∈ Λ.
Summing it up with δ, we obtain
(8) µ := δ + ρ =
(
(n− 1) + ε+
1
2
− βk, . . . , (n − k) + ε+
1
2
− β1; (n− k − 1) + ε+
1
2
, . . . , ε+
1
2
)
.
The Weyl group acts on the weight lattice by permutations of coordinates and changes of their signs (in
type Dn only an even number of sign changes is allowed). By the Borel–Bott–Weil Theorem the bundle
is acyclic if this weight is singular (fixed by an element of the Weyl group), i.e., if the absolute values of
two coordinates are the same or if one coordinate is zero (in type Bn).
Observe that all terms of µ are integer if ε = 12 (i.e. in type Bn) and half-integer if ε = 0 (i.e. in
type Dn). Moreover, the absolute values of µi are bounded from above by n −
1
2 + ε. It easily follows
that µ is singular unless µ = σλ±, where
(9) λ± :=
(
(n− 1) + ε+
1
2
, . . . , (n− k) + ε+
1
2
; (n− k − 1) + ε+
1
2
, . . . , ε±
1
2
)
and σ is an element of the Weyl group (the minus sign in the last entry is allowed in type Dn only).
Comparing the weights (8) and (9), we see that their last n − k coordinates coincide (up to a sign
in the last one). Hence, σ permutes and changes signs of the first k terms only (and possibly changes
the sign of the last term in type Dn, note however, that the total number of sign changes in type Dn is
always even, so what happens with the last term is determined by the other terms uniquely). Moreover,
the first k terms in (8) strictly decrease. This means that σ changes the signs of some subset of the first k
terms of (9), invert their order, and put at the end of the first k terms. Explicitly, this means that there
is a decomposition {1, . . . , k} = I ⊔ J = {i1, . . . , ir} ⊔ {j1, . . . , js} with r + s = k, such that
n− 1− βs+r + ε+
1
2
= n− i1 + ε+
1
2
, . . . , n− r − βs+1 + ε+
1
2
= n− ir + ε+
1
2
,
n− r − 1− βs + ε+
1
2
= −n+ js − ε−
1
2
, . . . , n− k − β1 + ε+
1
2
= −n+ j1 − ε−
1
2
.
Taking into account that 2n+ 2ε = N we can rewrite this as
(10)
β1 = (N − k) + 1− j1, . . . , βs = (N − k) + s− js,
βs+1 = ir − r, . . . , βs+r = i1 − 1.
In other words,
β = e(N−2k,0)(ν), ν = (k + 1− j1, . . . , k + s− js, ir − r, . . . , i1 − 1)
(indeed, since νs = s + k − js ≥ s and νs+1 = ir − r ≤ k − r = s, we see that ℓdiag(ν) = s). Thus the
cohomology is zero unless β is horizontally expanded. Furthermore, we have
(11) h(ν) = (r + 1− j1, . . . , r + s− js) ∈ YDr,s and t(ν) = (ir − r, . . . , i1 − 1) ∈ YDs,r,
and the condition that I and J are complementary subsets of {1, . . . , k} means that h(ν) = t(ν)T . In
other words, ν is symmetric.
To summarize, we have proved that the cohomology is zero, unless β is the horizontal expansion of
a symmetric Young diagram ν ∈ YDk,k, and in the latter case the cohomology is isomorphic to the
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representation of Spin(V ) with highest weight λ±, i.e., to S±, and sits in the degree equal to the length
of σ in the Weyl group.
It remains to compute the length of σ and to understand the sign of S. First consider the case of
type Bn (so that we have N = 2n + 1). Then σ is the following composition of simple reflections. First
we put the term at position js to the last position (n−js simple reflections), change its sign (1 reflection),
and then put it to position k (n− k reflections). Then we do the same composition of simple reflections
for js−1, . . . , j1. Thus,
ℓ(σ) = (2n + 1− k − js) + · · ·+ (2n+ 1− k − j1) = s(N − k)−
∑
jt.
On the other hand, in type Dn (when N = 2n) the last simple reflection changes the signs of the last two
terms and interchange them. Hence σ is the following composition. First, we put the term at position js
to the last position (n − js simple reflections), change the sign and the position of the last two terms
(1 reflection), and then put the previous to the last term to position k (n− 1− k reflections). Then we
do the same composition of simple reflections for js−1, . . . , j1. Thus,
ℓ(σ) = (2n − k − js) + · · ·+ (2n− k − j1) = s(N − k)−
∑
jt.
On the other hand, since ν is symmetric with ℓdiag(ν) = s and h(ν) is given by (11), we have
|ν| = s2 + 2|h(ν)| = s2 + 2(rs + s(s+ 1)/2 −
∑
jt).
Taking into account r = k − s, we deduce ℓ(σ) = s(N − 2k) + (|ν| − s)/2.
Finally, in the case of Dn the simple reflections listed above include s copies of the n-th reflection,
hence in the end the sign of the last coordinate is (−1)s. Thus, the resulting representation is S(−1)s . 
Lemma 3.2. Assume N ≥ 2k + 3, and let S and S′ be two (possibly isomorphic) spinor bundles
on OGr(k, V ). Let β be a Young diagram of width w(β) and height h(β) ≤ k such that
(12) w(β) ≤ h(β) + 1.
The vector bundle ΣβU ⊗ S∨ ⊗ S′ is acyclic unless β = (t) for some t ≤ 2 and S′ = S(−1)t . Moreover, if
t ≤ 2 we have
H•(OGr(k, V ),Symt U ⊗ S∨+ ⊗ S(−1)t) = H
•(OGr(k, V ),Symt U ⊗ S∨− ⊗ S(−1)t+1) = k[−t].
Proof. The argument is completely analogous to the one we used to prove Lemma 3.1. The only new
ingredient is the decomposition of the tensor product of the dual spinor and the spinor bundles into
a sum of irreducible equivariant Spin(V )-bundles, for which we use representation theory of the spin-
group. Using it, we conclude that ΣβU ⊗ S∨ ⊗ S′ is a direct sum of Spin(V )-equvariant vector bundles
corresponding to some weights of the form
(13) δt := (−βk, . . . ,−β1; 1, . . . , 1︸ ︷︷ ︸
t times
, 0, . . . , 0)
for 0 ≤ t ≤ n− k. The weight µ := δt + ρ can be written as
µ = ((n− 1) + ε− βk, . . . , (n− k) + ε− β1; (n− k) + ε, . . . , (n− k− t+1)+ ε, (n− k− t− 1) + ε, . . . , ε).
The absolute values of all entries are bounded by (n − 1) + ε, hence either µ is singular or µ = σρ for
some σ in the Weyl group. The same argument as in Lemma 3.1 shows that there is a decomposition
{1, . . . , k − 1, k + t} = I ⊔ J and β is given by equations (10).
First assume I 6= {1, . . . , r} for some r. Letm+1 be the first gap in I, so that im = m and im+1 ≥ m+2.
By (10) we have h(β) = s + (r −m) = k −m and w(β) = N − k + 1 − j1. Hence, the assumption (12)
implies j1 ≥ (N − 2k) +m ≥ m+ 2. Thus m+ 1 is not in I ⊔ J . This is only possible if J = ∅. In this
case β = (t) (hence, ΣβU = Symt U), and then condition (12) implies t ≤ 2.
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Now assume I = {1, . . . , r} and s > 1. By (10) we have h(β) ≤ s. On the other hand,
w(β) = (N − k) + 1− j1 = (N − k) + 1− (r + 1) = (N − 2k) + s ≥ s+ 2.
This contradicts with the assumption w(β) ≤ h(β) + 1, hence this case is impossible.
Finally assume that I = {1, . . . , k − 1} and J = {k + t}. By (10) we have β = (N − 2k + 1− t). The
assumption (12) implies t ≥ N − 2k − 1. On the other hand, we have t ≤ n − k by (13). We conclude
that n− k ≥ 2n+ 2ε− 2k − 1, hence k ≥ n+2ε− 1. This contradicts to N ≥ 2k+ 3, so this case is also
impossible.
Summarizing, we see that t ≤ 2 and σ moves the k-th entry t steps to the right. Taking also in account
that the weights δ0 and δ2 appear in the decomposition of Sym
t U ⊗ S∨ ⊗ S′ only when S′ ∼= S, while δ1
appears only when S′ ∼= S−, we deduce the claim. 
3.3. The resolution. In this section we apply the above cohomology computations to show that the
pushforwards of the spinor bundles under the map j : OGr(k, V ) → Gr(k, V ) have very nice locally free
resolutions. Recall that N = dimV , and S is the spinor bundle on OGr(k, V ) when N is odd or S = S+
is one of the two spinor bundles if N is even. Recall also the Young diagram notation introduced in
Section 3.1.
Proposition 3.3. The sheaf j∗S has a resolution by equivariant vector bundles on Gr(k, V ) of the form
0→ Fk(k+1)/2 → . . .→ F1 → F0 → j∗S → 0,
with its t-th term equal to
Ft =
⊕
ν∈YDk,k, ν
T=ν
|ν|+ℓdiag(ν)=2t
(
S
(−1)
ℓdiag(ν) ⊗ Σ
e(0,N−2k)(ν)U⊥
)
.
Proof. Recall that, by Kapranov’s results [5], the bounded derived category D(Gr(k, V )) has a full ex-
ceptional collection consisting of equivariant vector bundles of the form
(14) D(Gr(k, V )) =
〈
ΣαU⊥ | α ∈ YDk,N−k
〉
.
Its left dual exceptional collection is
〈
ΣβU∨ | β ∈ YDN−k,k
〉
, and for any G ∈ D(Gr(k, V )) there is a
spectral sequence with the first page
Epq1 =
⊕
p=−|α|
Extq(Σα
T
U∨,G)⊗ ΣαU⊥ =⇒ Hp+q(G).
Consider this spectral sequence for G = j∗S. Then
Extq(Σα
T
U∨, j∗S) = Ext
q(j∗Σα
T
U∨, S) = Hq(OGr(k, V ),Σα
T
U ⊗ S).
We see that the nontrivial terms in the spectral sequence come from those α ∈ YDk,N−k for which
we have H•(OGr(k, V ),Σα
T
U ⊗ S) 6= 0. Lemma 3.1 tells us that that the latter happens if and only
if αT = e(N−2k,0)(ν), where ν is symmetric, i.e. if α = e(0,N−2k)(ν). For such α the only nontrivial
cohomology is placed in degree q = s(N −2k)+ (|ν|− s)/2, where s = ℓdiag(ν) and equals S(−1)s . Finally,
remark that p = −|α| = −s(N − 2k)− |ν|, thus p+ q = −(|ν|+ s)/2. 
Example 3.4. For k = 1 the resolution looks very simple:
0→ S− ⊗O(−1)→ S⊗O → j∗S → 0
(we use here the fact that Σ1
N−1
U⊥ = detU⊥ = O(−1)). This is just the standard resolution of the
pushforward of the spinor bundle from a quadric to the ambient projective space.
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For k = 2 the resolution is of the form
0→ S⊗O(−2)→ S− ⊗ U
⊥ ⊗O(−1)→ S− ⊗ (V/U)⊗O(−1)→ S⊗O → j∗S → 0,
and for k = 3 it looks like
0→ S− ⊗O(−3)→ S⊗ Λ
2U⊥ ⊗O(−2)→ S⊗ ad(U⊥)⊗O(−2)→
→ (S− ⊗ Sym
2(U⊥)⊗O(−1) ⊕ S⊗ Sym2(V/U)⊗O(−2))→
→ S− ⊗ ad(U
⊥)⊗O(−1)→ S− ⊗ Λ
2(V/U) ⊗O(−1)→ S⊗O → S → 0,
where ad = Σ1,0,...,0,−1 is the Schur functor of the adjoint representation.
The above resolution is very useful for handling the spinor bundles coming from orthogonal Grassman-
nians of nondegenerate quadrics. As for degenerate quadrics, we have a weaker version of the above result
which is still enough for our purposes. We now assume that V is even-dimensional and use the notation
and conventions of Sections 2.1 and 2.2. In particular, SP denotes a spinor bundle on O˜GrP (k, V ).
Lemma 3.5. The sheaf ˜P∗SP is contained in the subcategory of D(Gr(k, V )) generated by the bundles
Σe(0,N−2k)(ν)U⊥k , where ν runs through the set of all Young diagrams in YDk,k such that |h(ν)| ≤ |t(ν)|:
˜P∗SP ∈ 〈Σ
e(0,N−2k)(ν)U⊥k | ν ∈ YDk,k, |h(ν)| ≤ |t(ν)|〉.
Proof. When P is not branching, O˜GrP (k, V ) ≃ OGr(k, V ) and the result follows from Proposition 3.3,
as h(ν) = (t(ν))T in this case.
Now assume that P is branching. Consider the diagram
O˜GrP (k, V )
p1
ww♦♦♦
♦♦
♦♦
♦♦
♦♦
♦
p2
''❖❖
❖❖
❖❖
❖❖
❖❖
❖❖˜P
uu
Gr(k, V ) OGrP (k, V )
jP
oo OGr(k, VP )
As in the proof of Proposition 3.3, we decompose ˜P∗SP = jP∗p1∗p
∗
2S with respect to the exceptional
collection (14). In order to do that, it is enough to compute H•(Gr(k, V ),ΣβUk ⊗ jP∗p1∗p
∗
2S) for every
β ∈ YDN−k,k. Applying the projection formula, one gets
ΣβUk ⊗ jP∗p1∗p
∗
2S ≃ jP∗p1∗(Σ
βUk ⊗ p
∗
2S),
so it is enough to compute H•(O˜GrP (k, V ),Σ
βUk ⊗ p
∗
2S). Pushing forward to OGr(k, VP ) and using the
projection formula once again, we reduce everything to the computation ofH•(OGr(k, VP ), p2∗(Σ
βUk)⊗S).
Recall that p2 is the natural projection from O˜GrP (k, V ) = GrOGr(k,VP )(k,O ⊕ U
′
k). Using a relative
version of the Borel–Bott–Weil theorem ([16, Corollary 4.1.9]), we find
(15) p2∗(Σ
βUk) ∼=
{
Σe(0,1)(τ)(O ⊕ U ′k)[−ℓdiag(τ)], if β = e(1,0)(τ), τ ∈ YDk,k,
0, otherwise.
Assume we are in the first case and denote β′ = e(0,1)(τ) = (β1 − 1, . . . , βs − 1, s, βs+1, . . . , βk), where
β = e(1,0)(τ) and s = ℓdiag(τ). Remark that β
′ ∈ YDN ′−k,k+1, where N
′ = dimVP = N − 1.
Recall also the standard decomposition [16, Proposition 2.3.1]
(16) Σβ
′
(O ⊕ U ′k)
∼=
⊕
β′1≥γ1≥β
′
2≥...≥β
′
k
≥γk≥β
′
k+1
ΣγU ′k.
From Lemma 3.1 we know that H•(OGr(k, VP ),Σ
γU ′k ⊗ S) 6= 0 if and only if γ = e(N ′−2k,0)(µ) with
symmetric µ. Assuming this, we deduce from inequalities in (16) that s := ℓdiag(β) = ℓdiag(β
′) = ℓdiag(γ)
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and β′s ≥ γs ≥ (N
′− 2k)+µs ≥ (N
′− 2k)+ s. Therefore, βs = β
′
s+1 ≥ (N − 2k)+ s. Since s = ℓdiag(β),
it follows that β = e(N−2k,0)(ν
′) for some ν ′ ∈ YDk,k with ℓdiag(ν
′) = s.
Next we relate the number of boxes in the head and the tail of ν ′. On one hand, we have
|t(ν ′)| = βs+1 + . . .+ βk = β
′
s+2 + . . .+ β
′
k+1 ≤ γs+1 + . . .+ γk = |t(µ)|,
and on the other hand
|h(ν ′)| = β1+. . .+βs−s(N−2k+s) = β
′
1+. . .+β
′
s−s(N
′−2k+s) ≥ γ1+. . .+γs−s(N
′−2k+s) = |h(µ)|.
Since µ is symmetric, we deduce that |t(ν ′)| ≤ |t(µ)| = |h(µ)| ≤ |h(ν ′)|.
We have just checked that H•(Gr(k, V ),ΣβUk⊗ ˜P∗SP ) 6= 0 only if β = e(N−2k,0)(ν
′), where ν ′ ∈ YDk,k
with |t(ν ′)| ≤ |h(ν ′)|. We conclude that in the decomposition of ˜P∗SP we have only those Σ
αU⊥k for
which α = e(0,N−2k)(ν), where ν ∈ YDk,k with |t(ν)| ≥ |h(ν)|. 
3.4. Vanishing. Now, finally, we use the resolutions constructed in the previous section to deduce the
required vanishing.
Lemma 3.6. Assume N = dimV ≥ 2k + 2. For µ, ν ∈ YDk,k such that either
• ℓdiag(µ) 6= ℓdiag(ν), or
• ℓdiag(µ) = ℓdiag(ν) and |h(µ)|+ |h(ν)| ≤ |t(µ)|+ |t(ν)|,
we have
H•(Gr(k, V ),Σe(0,N−2k)(µ)U⊥ ⊗ Σe(0,N−2k)(ν)U⊥ ⊗O(−1)) = 0.
Proof. Consider the decomposition
Σe(0,N−2k)(µ)U⊥ ⊗ Σe(0,N−2k)(ν)U⊥ =
⊕
ΣγU⊥,
where γ runs over a set of Young diagrams of height N−k prescribed by the Littlewood–Richardson rule.
To prove the required vanishing it is enough to show that H•(Gr(k, V ),ΣγU⊥(−1)) = 0 for all such γ.
The Borel–Bott–Weil theorem implies that the latter happens if and only if the weight
τ = (N − 1, N − 2, . . . , N − k; N − k + γ1, . . . , 2 + γN−k−1, 1 + γN−k)
of GL(N) is fixed by an element of the Weyl group (which acts by permuting coordinates), i.e. if τ has
two equal coordinates.
Let us denote r = ℓdiag(µ) and s = ℓdiag(ν) and set µˆ = e(0,N−2k)(µ), νˆ = e(0,N−2k)(ν). By definition
µˆ = (µ1, . . . , µr, r, . . . , r︸ ︷︷ ︸
N−2k
, µr+1, . . . , µk) and νˆ = (ν1, . . . , νs, s, . . . , s︸ ︷︷ ︸
N−2k
, νs+1, . . . , νk).
It follows directly from the Littlewood–Richardson rule and inequalities µ1, ν1 ≤ k (which are due to the
fact that µ, ν ∈ YDk,k) that
(17) µˆi ≤ γi ≤ µˆi + k, νˆi ≤ γi ≤ νˆi + k.
Now, for i = r+1 the first inequality becomes r ≤ γr+1 ≤ r+k and for i = s+1 the second transforms into
s ≤ γs+1 ≤ s+ k. For the corresponding terms τk+r+1 = N − k− r+ γr+1 and τk+s+1 = N − k− s+ γs+1
we conclude
N − k ≤ τk+r+1, τk+s+1 ≤ N.
Recall that the first k terms of τ occupy the range [N − k, . . . ,N − 1]. Now, whenever r 6= s, i.e.
ℓdiag(µ) 6= ℓdiag(ν), either τk+r+1 = τk+s+1 or one of these numbers coincides with one of the first k
coordinates of τ . In both cases the weight is singular, hence the cohomology vanishes.
We are left with the case r = s, τk+s+1 = N , hence γs+1 = k + s. Let us look at the next term
τk+s+2 = N − k − s − 1 + γs+2. The second inequality in (17) implies that s ≤ γs+2 ≤ k + s (we use
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here the fact that N − 2k ≥ 2), hence N − k − 1 ≤ τk+s+2 ≤ N − 1, and we deduce that either τk+s+2
coincides with one of the first k terms (and we are done) or τk+s+2 = N − k− 1 and γs+2 = s. Again, in
the first case the weight is singular, hence the cohomology vanishes.
So, assume that we are in the latter case. Thus, γ is of the form
γ = (γ1, . . . , γs, k + s, s, . . . , s︸ ︷︷ ︸
N−2k+1
, γN−2k+s+1, . . . , γN−k).
It follows from the Littlewood–Richardson rule that
γ1 + . . .+ γs+1 ≤ µˆ1 + . . .+ µˆs+1 + νˆ1 + . . .+ νˆs+1 = |h(µ)|+ |h(ν)|+ 2s(s + 1)
Meanwhile, γ1 ≥ γ2 ≥ . . . ≥ γs ≥ γs+1 = s+ k, which implies γ1 + . . .+ γs+1 ≥ (s+ 1)(s + k) and hence
(18) |h(µ)|+ |h(ν)| ≥ (s+ 1)(k − s).
Similarly, we have inequalities
γN−2k+s+1 + . . .+ γN−k ≥ µˆN−2k+s+1 + . . . + µˆN−k + νˆN−2k+s+1 + . . .+ νˆN−k = |t(µ)|+ |t(ν)|
and so inequalities s = γN−2k+s ≥ γN−2k+s+1 ≥ . . . ≥ γN−k imply that
(19) |t(µ)|+ |t(ν)| ≤ s(k − s).
Combining inequalities (18) and (19) with the assumption of the lemma, we deduce that s = k, hence
µ = ν = (k, . . . , k), and
Σe(0,N−2k)(µ)U⊥ ≃ Σe(0,N−2k)(ν)U⊥ ≃ O(−k).
The desired vanishing follows from 2k + 1 < N . 
Now we switch back to the notation introduced in Sections 2.1 and 2.2.
Corollary 3.7. For any non-branching points P1 6= P2 we have
H•(Gr(k, V ), ˜P1∗(SP1)⊗ ˜P2∗(SP2)⊗O(−1)) = 0.
Proof. From Lemma 3.5 we know that
˜Pi∗(SPi) ∈ 〈Σ
e(0,N−2k)(ν)U⊥k | ν ∈ YDk,k, |h(ν)| ≤ |t(ν)|〉.
for both i = 1 and i = 2. The vanishing now follows from Lemma 3.6. 
Lemma 3.8. Assume dimV = 2n, k ≤ n− 2. Then on OGr(k, V ) one has
(1) Ext•(S+, S− ⊗ Λ
•(Sym2 U)) = Ext•(S−, S+ ⊗ Λ
•(Sym2 U)) = 0,
(2) Ext•(S+, S+ ⊗ Λ
m(Sym2 U)) ∼= Ext•(S−, S− ⊗ Λ
m(Sym2 U)) ∼=
{
k[−2m], for m = 0, 1,
0, otherwise.
Proof. As in Lemma 3.2, let S and S′ be two (possibly isomorphic) spinor bundles on OGr(k, V ). Let us
compute Ext•(S, S′ ⊗ Λ•(Sym2 U)) = H•(OGr(k, V ), S∨ ⊗ S′ ⊗ Λ•(Sym2 U)). Recall that ([16, Proposi-
tion 2.3.9])
(20) Λm(Sym2 U) =
⊕
ν∈YDk,k, ν
T=ν,
|ν|+ℓdiag(ν)=2m
Σe(1,0)(ν)U ,
and by Lemma 3.2 we have H•(OGr(k, V ),Σe(1,0)(ν)U ⊗S∨⊗S′) = 0 unless ν = (0) or ν = (1). Moreover,
in the first case we have m = 0, and the cohomology is nontrivial (and equals k) only if S′ ∼= S. Similarly,
in the second case we have m = 1, the cohomology is nontrivial (and equals k[−2]) only if S′ ∼= S. 
Now we again return to the notation from Sections 2.1 and 2.2.
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Lemma 3.9. Let P be a branching point. Then on OGr(k, VP ) one has
Ext•(S, S ⊗ p2∗(Λ
m(Sym2 Uk))) =
{
k[−2m], for m = 0, 1,
0, otherwise.
Proof. By (20), (15), and (16) we have
p2∗(Λ
m(Sym2 Uk)) ∼=
⊕
ν∈YDk,k, ν
T=ν,
|ν|+ℓdiag(ν)=2m
⊕
ν′1≥γ1≥ν
′
2≥...≥ν
′
k
≥γk≥ν
′
k+1
ΣγU ′k[−ℓdiag(ν)],
where ν ′ = e(0,1)(ν) = (ν1, . . . , νs, s, νs+1, . . . , νk) and s = ℓdiag(ν). Note that γi ≥ ν
′
i+1 implies an
inequality of heights h(γ) ≥ h(ν ′) − 1 = h(ν), and ν ′1 ≥ γ1 means w(γ) ≤ w(ν
′) = w(ν). Since ν is
symmetric, we deduce h(γ) ≥ w(γ). Applying Lemma 3.2 to ΣγU ′k ⊗ S
∨ ⊗ S, we conclude that the
cohomology groups H•(OGr(k, VP ),Σ
γU ′k ⊗ S
∨ ⊗ S) are nontrivial only when γ = (0) and γ = (1).
Furthermore, since ℓdiag(γ) = ℓdiag(ν
′) = ℓdiag(ν), the case γ = (0) corresponds to ν = (0), and gives
Hom(S, S) = k. Analogously, the case γ = (1) corresponds to ν ′ = (ν ′1, ν
′
2) with ν
′
2 ≤ 1. Since ν
′ = e(0,1)(ν)
and ν is symmetric, this means ν = (1), and gives Ext2(S, S ⊗ p2∗(Sym
2 Uk)) = k. Since these are the
only possibilities, the lemma is proven. 
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