Abstract: Recurrent fuzzy neural networks (FNNs) have been widely applied to dynamic system processing problems. However, most recurrent FNNs focus on the use of type-1 fuzzy sets. This paper proposes a Mamdani-type recurrent interval type-2 FNN (M-RIT2FNN) that uses interval type-2 fuzzy sets in both rule antecedent and consequent parts. The reason for using interval type-2 fuzzy sets is to increase network noise resistance. The M-RIT2FNN uses self-feedback loops for memorizing past states and past control inputs of an identified plant. For identification problems, it is unnecessary to know the plant order or input delay number in advance when using the M-RIT2FNN. The M-RIT2FNN identifies a plant via online structure and parameter learning. Simulation results on noisy plant identification and comparisons with different recurrent FNNs verify the advantage of the M-RIT2FNN.
INTRODUCTION
The processing of temporal patterns is usually inevitable in many engineering applications. Examples are dynamic plant control, dynamic plant identification, temporal sequence prediction, and temporal sequence recognition. For temporal patterns, the value of output pattern depends not only on the present input but also on those preceding or following it. To deal with such problems, many recurrent neural networks (RNNs) and recurrent fuzzy neural networks (FNNs) have been proposed. Recurrent FNNs are formed by adding feedback loops in feedforward FNNs. They have been shown to outperform RNNs in several dynamic plant identification problems (Juang and Lin, 1999, Lee and Teng, 2000) . Many recurrent FNNs have been proposed. One category of recurrent FNN structure focuses on the inclusion of past network output(s) or external feedback as recurrence (Mouzouri and Mendel, 1997 , Zhang and Morris, 1999 , Mastorocostas and Theocharis, 2002 , Gao and Er, 2005 . Another category of recurrent fuzzy network uses internal states as recurrence (Juang and Lin, 1999 , Lee and Teng, 2000 , Juang, 2002 , Juang and Chen, 2006 . Despite the differences in feedback structures, these recurrent FNNs use type-1 fuzzy sets in antecedent and/or consequent parts. This paper proposes the use of interval type-2 fuzzy sets in a recurrent FNN in order to increase network noise resistance for dynamic plant identification problems.
Type-2 fuzz systems (FSs) are extensions of type-1 FSs. The membership value of a type-2 fuzzy set is a type-1 fuzzy number. Type-2 FSs appear to be a more promising method than their type-1 counterparts in handling problems with uncertainties such as noisy data and different word meanings. Type-2 fuzzy rules are more complex than type-1 fuzzy rules because of their use of type-2 fuzzy sets in antecedent and/or consequent parts. Therefore, most type-2 FNN research is only concerned with interval type-2 FSs (Lee et al, 2003 , Mendel, 2004 , Hagras, 2006 , Uncu and Turksen, 2007 , Juang and Tsao, 2008 , Lin and Chou, 2009 , Abiyev and Kaynak, 2010 . Research on interval type-2 FNNs mainly focuses on feedforward structure. Very few studies on recurrent type-2 FNNs are found in literature (Lee et al, 2008 , Juang et al, 2009 ). In (Juang et al, 2009 ), a recurrent self-evolving interval type-2 fuzzy neural network (RSEIT2FNN) was proposed for handling dynamic problems. In the RSEIT2FNN, the consequent part is of Takagi-Sugeno-Kang (TSK) type which is a linear combination of current and previous plant outputs and inputs. The system order has to be determined in advance when using the RSEIT2FNN, which burdens the plant identification task. Besides, the use of current and past plant outputs makes the consequent part sensitive to noise in measured outputs. This paper proposes a Mamdani-type recurrent interval type-2 FNN (M-RIT2FNN), where the consequent part uses an interval type-2 fuzzy set. The consequent value is in each rule of the M-RIT2FNN is an interval type-2 fuzzy set. Therefore, the M-RIT2FNN is more robust to noise in contrast with the RSEIT2FNN. This advantage is verified through simulations on noisy plant identification in Section 4. The M-RIT2FNN is constructed via online structure and parameter learning. It is unnecessary to determine the structure of M-RIT2FNN in advance. Therefore, the M-RIT2FNN can also be applied to online plant identification problems where the identified plant parameters vary with time.
The rest of this paper is organized as follows. Section 2 introduces the M-RIT2FNN structure. Section 3 introduces structure and parameter learning in the M-RIT2FNN. Section 4 presents noisy plant identification results using the M-RIT2FNN. This section also presents comparisons results with RSEIT2FNN and a type-1 recurrent FNN. Finally, Section 5 draws conclusions.
STRUCTURE OF THE M-RIT2FNN
This section introduces the structure of an M-RIT2FNN. Figure 1 shows the proposed network structure, which has a total of six layers and M fuzzy rules. This six-layered network realizes an Mamdani-type interval type-2 fuzzy system whose consequent part is an interval type-2 fuzzy set. Detailed mathematical functions of each layer are introduced as follows. 
The output of each node can be represented as an interval 
Layer 3 (Meet layer): Each node in this layer is a recurrent rule node. The locally feedback loop in each node enables the M-RIT2FNN to handle dynamic plant identification problems. Each node first performs the fuzzy meet operation using an algebraic product operation. The output is a spatial firing strength, i F , computed as follows (Mendel, 2001 ) The final node output is called a temporal firing strength and is denoted by
. Figure 1 shows that the temporal firing strength is a linear combination of the spatial firing strength ( ) i F t and the last temporal firing strength
where i λ is a feedback weight ( 0
determined by parameter learning introduced in Section 3. Equation (6) shows that the temporal firing strength
] (Mendel, 2001) . In that procedure, the consequent parameters are re-ordered in ascending order. Let 
M-RIT2FNN LEARNING
There are no rules in the initial M-RIT2FNN, i.e., no initial nodes and weights. The M-RIT2FNN simultaneously uses two types of learning to evolve: structure and parameter learning. The following sections introduce detailed structure and parameter learning algorithms.
Structure Learning
The first task in structure learning is determining when to generate a new rule. As stated in (Juang and Lin, 1998) , a rule corresponds to a cluster in the input space, and a rule firing strength can be regarded as the degree to which an input data belongs to cluster. Based on this concept, (Juang and Lin, 1998) used the rule firing strength as a criterion for type-1 fuzzy rule generation. This idea is extended to type-2 fuzzy rule generation criteria in a RSEIT2FNN (Juang et al, 2009 ) and this extended rule generation criteria is also used in the M-RIT2FNN. Since the spatial firing strength in the M-RIT2FNN is an interval (see Eq. (4)), the center of the interval is computed using 1 ( ) 2
The firing strength center then serves as a rule generation criterion. That is, for each piece of incoming data 
Equation (17) shows that the width of the new fuzzy set is half the Euclidean distance between current input data x and its nearest rule mean center.
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Repeating the above process for every incoming piece of training data generates new rules online. No iterative training is required in structure learning in the M-RIT2FNN.
Parameter Learning
The parameter learning phase occurs after structure learning phase for each incoming data. For each piece of incoming data, all free parameters in an M-RIT2FNN are tuned, whether the rules are newly generated or originally existent. (11) and (12) (11) and (12) should change accordingly. To update parameters, it is necessary to know exactly where specific antecedent and consequent parameters are located, and this is very difficult to ascertain when l y and r y are not in a rule-ordered format. (Mendel, 2004) , Eq. (11) can be reexpressed in the following rule-ordered form 
and where ( 1) ( )
where η is a learning coefficient. Details of the learning algorithm can be found in (Mendel, 2004) , where the authors had explicitly derived gradient calculations considering the rules re-ordering problem.
SIMULATIONS
Example 1 (Dynamic System Identification) . This example uses an M-RIT2FNN to identify a nonlinear dynamic system. The dynamic system with input delays is guided by the difference equation (Juang, 2002) Table 1 shows the total number of rules and total number of parameters in the M-RIT2FNN. To test the identification result with measurement noise, the following input used in (Juang, 2002) is also adopted for the test, The added noise is artificially generated white Gaussian noise with zero mean and three different standard deviations (STD) of 0.3, 0.5, and 0.7. There are 30 Monte-Carlo realizations for statistical analysis. Table 1 shows the average test performance for these noise levels. Figure 3 shows the test performance when STD=0.3.
The performance of the M-RIT2FNN is also compared with a recurrent type-1 FNN and a recurrent type-2 FNN. The recurrent type-1 FNN used for comparison is the TSK-type recurrent fuzzy network with supervised learning (TRFN-S) (Juang 2002 ) and the recurrent type-2 FNN used for comparison is the RSEIT2FNN with uncertain mean (RSEIT2FNN-UM). Table 1 shows the number of parameters and test performances of these two networks. The average RMSE of the RSEIT2FNN-UM is smaller than that of the TRFN-S. In (Juang et al, 2009 ), the RSEIT2FNN-UM has been shown to outperform feedforward type-2 FNNs, Elman's recurrent neural network, and several recurrent type-1 FNNs for the same noisy plant identification problem. Table 1 indicates that the M-RIT2FNN achieves smaller test errors than the TRFN-S and RSEIT2FNN-UM at different noise levels. The comparison results show the advantage of using the M-RIT2FNN for dynamic plant identification with noise. This paper proposes an M-SEIT2FNN for dynamic plant identification. The M-SEIT2FNN shows the advantage of robustness to noise in the simulation example. There is no need to determine M-RIT2FNN structure in advance because the M-RIT2FNN uses a structure learning algorithm to evolve its structure on-line. The combination of rule-ordered Kalman filter algorithm and gradient descent algorithm tunes the parameters on-line and improves learning accuracy. The online learning ability also makes the M-RIT2FNN a good candidate for handling dynamic problems whose properties change with time. In addition to the dynamic plant identification problem considered in this paper, future studies will examine applications of the M-RIT2FNN to temporal sequence prediction and recognition problems with noise or uncertainty.
CONCLUSIONS

