We consider the Itô SDEs with partially Sobolev coefficients. Under some suitable conditions, we show the existence, uniqueness and stability of generalized stochastic flows associated to such equations. As an application, we prove the weak differentiability in the sense of measure of the stochastic flow generated by the Itô SDE with Sobolev coefficients.
Introduction
We consider the following stochastic differential equation
in which σ = (σ ik ) 1≤i≤n,1≤k≤m is a matrix-valued function, b = (b 1 , . . . , b n ) is a vector field, and B t is an m-dimensional standard Brownian motion. It is well known that if σ and b are globally Lipschitz continuous, then equation (1.1) generates a unique stochastic flow of homeomorphisms on R n . When the coefficients are less regular, for instance, they only have log-Lipschitz continuity, it is still possible to prove the existence of a homeomorphic flow, see [23, 12] . On the other hand, recently there are intensive studies on ODEs
with weakly differentiable coefficients, see for instance [8, 1, 7] . Here by weakly differentiable coefficients, we mean that they have Sobolev or even BV regularity. The methods adopted in [8, 1] are quite indirect, in the sense that the authors first established the well-posedness of the corresponding first order PDEs (transport equation or continuity equation), from which they deduced the existence and uniqueness of generalized flow of measurable maps associated to (1.2) (see also [6] where the standard Gaussian measure γ n is taken as the reference measure). This strategy can be seen as an extension of the classical characteristics method, and is now widely called the DiPerna-Lions theory. In [17, 18] , Le Bris and Lions made use of these ideas to study the Fokker-Planck type equations with Sobolev coefficients; based on Ambrosio's commutator estimate for BV vector fields, we slightly extend their results to the case where the drift coefficient has only BV regularity, see [21] . The generalization of this theory to the infinite dimensional Wiener space has been done in [3, 13] , see also [20] in which we studied the Fokker-Planck type equations on the Wiener space. In [9] , the authors gave a rather sketchy argument of how to extend the DiPerna-Lions theory to compact Riemannian manifolds; by proving a commutator estimate involving the heat semi-group and Sobolev vector fields on manifolds, this theory was recently generalized in [11] to complete Riemannian manifolds under suitable conditions on the lower bound of the Ricci curvature. Using the pointwise characterization of Sobolev functions, Crippa and de Lellis gave in [7] direct proofs to many of the results in the DiPerna-Lions theory. It seems that DiPerna and Lions's original method does not work for studying SDE (1.1), as pointed out in the introduction of [25] . X. Zhang successfully implemented in [24] the direct method of Crippa and de Lellis to the Itô SDE and proved the existence and uniqueness of stochastic flow of maps generated by (1.1) . A drawback of the main result in [24, Theorem 2.6] is the requirement that |∇σ| is bounded, a condition which is weakened in [26] . In [14] the authors took the standard Gaussian measure γ n as the reference measure, and obtained similar results under the exponential integrability of |∇σ| 2 , |div γn (σ)| 2 and |div γn (b)|. Here div γn denotes the divergence with respect to the Gaussian measure γ n . Note that the exponential integrability of |∇σ| 2 is quite weak, but that of |div γn (σ)| 2 prevents us from covering the classical case of globally Lipschitz coefficients, see [14, Theorem 1.2] . This is one of the reasons that we do not take γ n as the reference measure in this paper. Another reason is that the results in Lemma 6.4 do not hold for the Gaussian measure γ n . Here we also mention that we choose a finite measure on R n as the reference measure and assume the divergences of the coefficients σ and b are exponentially integrable, hence they can be unbounded (both locally and globally, see Theorem 2.3 and [14, 26] ), while the papers [8, 1, 7] are set in the framework of the Lebesgue measure, hence the authors naturally assume that the divergence div(b) (or its negative part [div(b)] − ) is bounded.
The present work is motivated by [17, 4, 7] , in which the authors studied the weak differentiability of the generalized flow associated to the ODE (1.2) with Sobolev vector field b. Again the results in [17] are derived from the related transport equation, while the ones in [4, 7] follow from the pointwise inequality of Sobolev functions. Since the generalized stochastic flow of measurable maps has already been established in [24, 14, 26] , we intend to study in this work the differentiability of the stochastic flow. However, we are unable to transfer the methods in [4, 7] to the case of SDE for proving the approximate differentiability of the stochastic flow. The main problem is that the level set G R (see Lemma 2.4) of the stochastic flow depends on the random element ω, hence one has to take expectation twice in order to estimate an quantity of the form (2.5) in [7] . We do not know how to handle this problem.
Therefore, we follow the idea of [17] to study the differentiability in the sense of measure of the stochastic flow. To this end, we first consider a special form of SDE (1.1) whose coefficients σ and b have the structure below: there is n 1 ∈ {1, . . . , n − 1}, such that only depend on the first n 1 -variables (x 1 , . . . , x n 1 ). In the following we also denote by σ 2 (resp. b 2 ) the last (n − n 1 )-rows (resp. components) of the diffusion matrix σ (resp. the drift b), and x 1 = (x 1 , . . . , x n 1 ), x 2 = (x n 1 +1 , . . . , x n ) (thus x ∈ R n can be written as (x 1 , x 2 )). Our basic assumptions, among other conditions that will be specified later, are Here q > 1 is a fixed number. Note that we don't require σ 2 and b 2 have Sobolev regularity with respect to x 1 .
The paper is organized as follows. In Section 2 we first recall the definition of generalized stochastic flow associated to Itô's SDE (1.1). After that, we extend the known results on the existence and uniqueness of stochastic flows generated by Itô's SDE to allow the coefficients to be locally unbounded. Recall that the main results in [24, 14, 26] require the coefficients σ and b have linear growth. This extension is necessary for proving the differentiability of the stochastic flow, since the linear growth condition for the second equation in (5.2) will basically result in the boundedness of the gradients of σ and b, which is too restrictive.
Then we state and prove an intermediate result in Section 3, where the coefficients σ 2 ∈ W 1,2q x 1 ,x 2 ,loc and b 2 ∈ W 1,q x 1 ,x 2 ,loc . One reason for establishing such a result is to avoid the regularization of the coefficients σ 1 and b 1 in the proof of the existence of stochastic flows generated by Itô's SDE with partially Sobolev coefficients (see Theorem 4.3); otherwise, we cannot apply the a-priori estimate in Lemma 4.1, since the coefficients σ 2 and b 2 have no Sobolev regularity on the variable x 1 = (x 1 , . . . , x n 1 ). We also find a uniform estimate of the Radon-Nikodym density of the form Lemma 3.4, which does not involve the exponential integrability of |∇ x 1 σ 2 | 2 .
The main result of this paper is presented in Section 4, in which the key step is to prove an a-priori estimate which follows the idea of Crippa and de Lellis [7, Theorem 3.8] and has appeared in [24, 14, 26] in similar forms. The main difference between this estimate and the previous ones is that we only assume partial Sobolev regularity on the coefficients. As some of the arguments in Sections 3 and 4 are analogous to those of Section 2, we only give relatively detailed proofs in Section 2 and omit them in the subsequent sections to save space.
In Section 5 we apply the results obtained in the previous section to show the weak differentiability in the sense of measure of the generalized stochastic flow of measurable maps, following the ideas in [17, Section 4] . The main part consists in checking that the systems of Itô equations fulfil the assumptions in Section 4.
Finally, we present in the appendix some preliminary results that are frequently used in the paper. Especially, we give a careful analysis of the expression of the Radon-Nikodym density which makes it possible for us to study the SDE with the above-mentioned special structure. We also prove an inequality for the integral of local maximal functions on the whole R n with respect to some general finite measure which seems to have independent interest.
The Itô SDE with locally unbounded coefficients
First of all we give the precise meaning of the generalized stochastic flow (cf. [14, Definition 5.1] and [26, Definition 2.1] ). This notion is related to some reference measure on R n . In this paper, we mainly consider the following type of measures: for some α > n/2, set
The exact value of α has no importance. It is clear that µ(R n ) < +∞. Denote by θ s B the time-shift of the Brownian motion, that is, (θ s B) t = B t+s − B s for all t ≥ 0. For a measurable map ϕ : R n → R n , we write ϕ # µ = µ • ϕ −1 for the push-forward of µ by ϕ (also called the distribution of ϕ under µ).
Definition 2.1. We say that a measurable map X :
is measurable with respect to F t , i.e., the natural filtration generated by the Brownian motion {B s : s ≤ t};
(ii) for each t ∈ [0, T ], there exists K t ∈ L 1 (P × µ) such that (X t (ω, ·)) # µ admits K t as the density with respect to µ;
(iv) for µ-a.e. x ∈ R n , the integral equation below holds almost surely:
(v) the flow property holds
In this section we slightly extend the main results of [24, 14, 26] to allow the coefficients σ and b to be locally unbounded, while the aforementioned papers required that the coefficients have linear growth. To this end, we introduce some notations. Fix some q > 1 and take α > q + n/2 in the definition (2.1) of the reference measure. We also denote byσ = σ 1+|x| andb = b 1+|x| to simplify the notations. We assume the following conditions: (ii) The condition (C2) impliesσ,b ∈ L p (µ) for any p > 1. By the choice of α, there is p sufficiently big such that 2α − n > 2qp/(p − 1), hence R n (1 + |x|) 2qp/(p−1) dµ < +∞. By Hölder's inequality,
Thus σ ∈ L 2q (µ). In the same way we have b ∈ L 2q (µ).
(iii) Suppose that supp(b) ⊂ B(1) and there is β ∈ (0, n/p 0 ) such that |b(x)| ≤ log 1 |x| β for all |x| ≤ 1, then R n e p 0 |b| dµ < +∞. Hence the coefficient b (and also σ) of the Itô SDE can be locally unbounded.
We shall prove Theorem 2.3. Under the conditions (C1) and (C2), there exists a unique generalized stochastic flow associated to the Itô SDE (1.1). Moreover, the Radon-Nikodym density ρ t of the flow with respect to the reference measure µ satisfies ρ t ∈ L 1 log L 1 .
Here by ρ t ∈ L 1 log L 1 we mean that E R n ρ t | log ρ t | dµ < +∞. We remark that when t is small enough, the flow X t is integrable on R n with respect to µ, which is an easy consequence of Lemma 2.4 and Proposition 2.9. The integrability of X t for general t > 0 can be proved if we strengthen the condition (C2) by requiring that it holds for any p 0 > 0; however, this condition is too restrictive.
We shall divide the proof of this theorem into several steps, which are presented in the following lemmas and propositions. First we prove an a-priori estimate on the level set of the solution flow X t . We denote by · ∞,T the supremum norm in C([0, T ], R n ), the space of continuous curves in R n . For R > 0, define the level set
Lemma 2.4 (Estimate of level sets). Let X t be a generalized stochastic flow associated to Itô SDE (1.1), and ρ t the Radon-Nikodym density with respect to µ. Suppose that
where p is the conjugate number of q. Then under the condition (C2), we have
Proof. First we deduce from (C2) and Remark 2.
By Burkholder's inequality,
. Now Cauchy's inequality leads to
We have by Hölder's inequality that
Again by Hölder's inequality,
Now integrating both sides of (2.2) on Ω × R n and by (2.3), (2.4), we get
where C 1 := R n |x| dµ(x) < +∞. Finally by Chebyshev's inequality,
where C is given by the right hand side of (2.5). loc . Let X t (resp. X t ) be the stochastic flow associated to the Itô SDE (1.1) with coefficients σ and b (resp.σ andb). Denote by ρ t (resp.ρ t ) the Radon-Nikodym density of X t (resp.X t ) with respect to µ. Assume that
where p is the conjugate number of q. Then for any δ > 0,
Here the space L q (B(R)) is defined with respect to the Lebesgue measure. The proof of Lemma 2.5 is similar to the above cited references, hence we omit it. Now we start to prove the existence part of Theorem 2.3. We have to regularize the coefficients σ and b. Let χ ∈ C ∞ c (R n , R + ) be such that R n χ dx = 1 and its support supp(χ) ⊂ B(1).
Then for every k ≥ 1, the functions σ k and b k are smooth with compact supports. Consider the following Itô's SDE: dX
This equation has a unique strong solution which gives rise to a stochastic flow of diffeomorphisms on R n . Denote by ρ k t the Radon-Nikodym density of (X k t ) # µ with respect to µ. Applying Lemma 6.1 for p > 1, we have
We shall give a uniform estimate to the density functions. For this purpose we need Lemma 2.6. There is a constant C 0 > 0, independent of k ≥ 1, such that 8) where σ * k is the transpose of σ k . For every l ∈ {1, . . . , m}, we have
we have by (6.6),
Summarizing these discussions, we obtain
Hence by Jensen's inequality,
Now by the definition of λ, one has ∇λ(x) = −2αx/(1 + |x| 2 ). Therefore
where the last inequality follows from (6.6). As a result,
Combining (2.8) with (2.10) and (2.11), we get the estimate.
(2) Now we estimate
where
and similar to the treatment of σ 2 for all x ∈ R n . This together with (6.6) leads to
Finally, similar arguments work for estimating ∇σ k and we have
Now we complete the proof by substituting the estimates (2.12)-(2.14) into the expression of Λ
Lemma 2.7 (Uniform density estimate). For fixed p > 1, there are two positive constants C 1,p , C 2,p > 0 and sufficiently small T 0 > 0, such that for all k ≥ 1,
Proof. By Lemma 2.6 and noticing that |div(σ)| ≤ |∇σ|, we have for any t > 0,
Substituting this estimate into (2.7), we see that there are two constants C 1,p , C 2,p > 0 such that for any T > 0 and all k ≥ 1,
To simplify the notations, we denote by
We want to show that there is a constant C > 0 such that for any k ≥ 1,
Indeed, for any u ∈ B(1), one has
As a result, for all k ≥ 1,
since χ k ≥ 0 and R n χ k (u) du = 1. Hence (2.17) holds with C = α log 3. Now by (2.17) and Jensen's inequality,
Substituting this estimate into (2.16) and by the definition of Φ, we see that if we take T 0 ≤ p 0 /C 2,p , then the right hand side of (2.15) is finite.
In the following we fix p as the conjugate number of q and denote by Λ p,T 0 the quantity on the right hand side of (2.15). Then we have
Using Lemma 2.5 and the density estimate (2.18), we can now show that there exists a random field X : Ω × R n → C([0, T 0 ], R n ), which is the limit of the sequence of stochastic flows generated by (2.6).
Proposition 2.8. Under the conditions (C1) and (C2), there exists a random field X :
Proof. The proof is similar to that of [14, Theorem 5.3] . For any k ≥ 1, we denote by G k R the level set of the flow X k t on the interval [0, T 0 ]:
By Lemma 2.4,
Notice that for |x − y| ≤ 1/k, one has |y| ≤ |x| + 1/k, hence
Consequently,
In the same way, we have
. Therefore the positive constants (C k ) k≥1 are uniformly bounded from above by someĈ > 0. Combining this observation with (2.19), we obtain sup k,l≥1
Now an application of Lemma 2.5 to the flows X k t and X l t gives us
By the definition of b k and (6.6), we have
From this we can show that
In the same way,
Notice that under the conditions (C1) and (C2), ∇b andb (resp. ∇σ andσ) are locally integrable. Hence for any
which tends to 0 as k, l → +∞. Taking δ = δ k,l in (2.23), we obtain that for any k, l ≥ 1,
We have by (2.22)
where the last inequality follows from (2.24). Substituting this estimate into (2.25), we get
First letting k, l → +∞, and then R → +∞, η → 0, we obtain
Hence there exists a random field X :
Proof. We follow the arguments of [14, Theorem 3.4] . By Proposition 2.8, it is easy to show that for any
as k goes to ∞. Thus we have
On the other hand, since (X k t ) # µ = ρ k t µ and the family {ρ k t : k ≥ 1} is bounded in L p (Ω × R n ) for all t ≤ T 0 , thus up to a subsequence, ρ k t converges weakly to some ρ t ∈ L p (Ω × R n ). By the property of weak convergence, we have
Combining the above two equalities, we obtain for all t ≤ T 0 ,
By the arbitrariness of ξ ∈ L ∞ (Ω), there is a full subset Ω ψ such that for all ω ∈ Ω ψ , it holds
Now by the separability of C ∞ c (R n ), we can find another full subset Ω t , such that for every ω ∈ Ω t , the above equality holds for all ψ ∈ C ∞ c (R n ). From this we conclude that (X t ) # µ = ρ t µ. To show that (X t ) 0≤t≤T 0 solves the Itô SDE (1.1), we need the following preparations.
Lemma 2.10. We have
Proof. By the triangular inequality,
We deduce from Jensen's inequality that
Fubini's theorem leads to
Thus by (2.20), we obtain
Notice that σ ∈ L 2q (µ) (see Remark 2.2), we deduce that
Next for any R > 0, we have
By the above discussions, it is clear that
Thus for any k ≥ 1,
It is obvious that
for any fixed R > 0. Hence first letting k → ∞ and then R → ∞ in (2.28), we obtain
Combining this with (2.26) (2.27), we obtain the first result. The second one can be proved in the same way, hence we omit it.
Corollary 2.11. We have
Proof. Having Propositions 2.8, 2.9 and Lemma 2.10 in mind, the proof is similar to that of [14, Proposition 4.1]. We omit it here.
For any k ≥ 1, we rewrite the equation (2.6) in the integral form:
When k → +∞, by Proposition 2.8 and Corollary 2.11, the two sides of (2.29) converge respectively to X and
Therefore, for almost all x ∈ R d , the following equality holds P-almost surely:
That is to say, X t solves SDE ( 
Therefore X t defined as above is a solution to SDE (1.1) on the interval [0, 2T 0 ]. Continuing in this way, we obtain the solution of SDE (1.1) on the interval [0, T ].
Proposition 2.12. The family {X t : t ∈ [0, T ]} constructed as above is the unique solution to SDE (1.1).
Proof. Let Y t , t ∈ [0, T ] be another solution. First by the above discussions, we have (P × µ)-almost surely, Y t = X t for all t ∈ [0, T 0 ]. In particular, Y T 0 = X T 0 . Next by the flow property, Y t+T 0 satisfies the following equation:
that is, Y t+T 0 is a solution with initial value Y T 0 . But by the above discussion, X t+T 0 is also a solution with the same initial value X T 0 = Y T 0 . Therefore, we have (P × µ)-almost surely,
. Repeating this procedure, we obtain the uniqueness over [0, T ].
Proposition 2.14. For any t ∈ [0, T ], ρ t is the density of (X t ) # µ with respect to µ; moreover we have lim
Proof. We shall prove this result by induction. By Propositions 2.8 and 2.9, we see that the assertions are true on the interval [0, T 0 ]. Now suppose we have proved the assertions on the time interval [0, lT 0 ] where l ≥ 1.
For t ≤ T 0 , using the flow property of X k t and X t , we have
is the solution of (2.6) (resp. (1.1)) driven by the shifted Brownian motion θ lT 0 B. Therefore
(2.31)
By the induction hypothesis, for any R > 1, we have
where C > 0 is independent of k ≥ 1. Therefore by (2.32) and Proposition 2.8, lim sup k→∞ I k 1 ≤ C log R . Letting R → +∞, we get
Now we deal with the term I k 2 . Fix an arbitrary η > 0. It is easy to see that the results in Proposition 2.9 still hold for {X lT 0 t : 0 ≤ t ≤ T 0 }. Therefore we can apply (2.5) to get
(2.34)
By the triangular inequality,
Analogous treatment of I k 1 leads to
By (2.34) and (2.30), we have
Taking R = e 2C/η and ε ≤ η/2R, we see that I k 2,1 ≤ η for all k ≥ 1. By the induction hypotheses, we have (X lT 0 ) # µ = ρ lT 0 µ and X k lT 0 converge to X lT 0 in the measure P × µ. Noticing that ρ lT 0 ∈ L 1 log L 1 , we can estimate the term I k 2,3 in the same way as I k 2,1 and obtain I k 2,3 ≤ η. Moreover, by the dominated convergence theorem,
Since η > 0 is arbitrary, this together with (2.31) and (2.33) leads to
Noticing that
Now for any t ∈ [lT 0 , (l + 1)T 0 ], since ρ t is the weak limit in L 1 (Ω × R n ) of some subsequence of ρ k t , we can repeat the proof of Proposition 2.9 to show that ρ t is the density of (X t ) # µ with respect to µ. Therefore we have proved the assertions on the time interval [0, (l + 1)T 0 ]. By the induction method, we finally get the desired result.
An intermediate result
In this section we prove a technical result which serves as a bridge between Theorem 2.3 and the main result in Section 4. First we introduce some notations. The functions σ i and b i (i = 1, 2) are the same as in the introduction. Again we fix some q > 1 and choose
Then µ (resp. µ 1 ) is a finite measure on R n (resp. R n 1 ). To simplify the notations we writē
1+|x| .b i is defined similarly toσ i (i = 1, 2). Our assumptions in this section are:
Under the conditions (H1) and (H2), we conclude from Theorem 2.3 that there exists a unique stochastic flow X 1,t on R n 1 associated to the Itô SDE (1.1) with coefficients σ 1 and b 1 , such that the reference measure µ 1 is absolutely continuous under the action of the flow X 1,t . In the next result we show that under the additional assumptions (H3)-(H4), the following SDE
generates a unique flow X t = (X 1,t , X 2,t ) on the whole space R n , which leaves the measure µ absolutely continuous. Notice that the hypotheses (H1) and (H3) imply σ = (σ 1 , σ 2 ) ∈ W 1,2q
, therefore the following theorem can essentially be seen as a special case of Theorem 2.3 (see also [26, Theorem 2.4] and [14, Theorem 1.3] ). The main difference between the two results is that we no longer require the exponential integrability of all the partial derivatives of σ 2 ; the reason for this will become clear in view of (6.4).
Theorem 3.1. Under the assumptions (H1)-(H4), the Itô SDE (3.1) generates a unique stochastic flow X t of measurable maps on R n . Moreover, the Radon-Nikodym density ρ t of the flow with respect to the measure µ satisfies ρ t ∈ L 1 log L 1 .
We shall not give a complete proof to the above result, but only mention some arguments that are different from those in Section 2. To prove Theorem 3.1, we need the estimates of the level sets G i,R = {(ω, x) : X i,· ∞,T ≤ R} for the process X i,t (i = 1, 2) which are similar to Lemma 2.4. Notice that we do not distinguish the norms of C([0, T ], R n ) and C([0, T ], R n i ) (i = 1, 2). Lemma 3.2. Let X t = (X 1,t , X 2,t ) be a generalized stochastic flow associated to Itô SDE (3.1). Denote by ρ t (resp. ρ 1,t ) the Radon-Nikodym density of X t (resp. X 1,t ) with respect to µ (resp. µ 1 ). Suppose that
Then under the conditions (H2) and (H4), we have
Consequently, (P × µ)(G c R ) ≤C/R, where G R is the level set of X t = (X 1,t , X 2,t ). Proof. First we remark that under the condition (H2) (resp. (H4)), the coefficients σ 1 and b 1 (resp. σ 2 and b 2 ) belong to the space L 2q (µ 1 ) (resp. L 2q (µ)), see Remark 2.2(ii) for the proof. The first estimate has been proved in Lemma 2.4. Here we give a proof of the second one. We have
Cauchy's inequality leads to
Combining this with (3.3) and integrating both sides of (3.2), we get
whereC = R n |x 2 | dµ(x) < +∞. Now the second estimate of level sets follows from Chebyshev's inequality. The last assertion is obvious from the observation below:
where dµ 2 (x 2 ) = (1 + |x 2 | 2 ) α 1 −α dx 2 is a finite measure on R n 2 .
Next we shall present a stability estimate of the form Lemma 2.5. Suppose we are given a matrix-valued functionσ : R n → R m ⊗ R n which has the same structure with σ, that is σ = (σ 1 ,σ 2 ) whereσ 1 : R n 1 → R m ⊗ R n 1 andσ 2 : R n → R m ⊗ R n 2 . And we also have a vector fieldb = (b 1 ,b 2 ) with the same structure of b given above.
and b 2 ,b 2 ∈ W 1,q x 1 ,x 2 ,loc . Let X t (resp.X t ) be the stochastic flow associated to the Itô SDE (3.1) with coefficients σ and b (resp.σ andb). Denote by ρ t (resp.ρ t ) the Radon-Nikodym density of X t (resp.X t ) with respect to µ. Assume that
We omit the proof here. The reader can consult [14, Theorem 5.2] for details. We mention that by Lemma 2.5, similar result for the term X 1,· −X 1,· ∞,T holds. Next we focus on the existence part of Theorem 3.1 which needs to regularize the coefficients σ 1 , b 1 and σ 2 , b 2 separately.
Let
Here χ k and ψ k are the same as in Section 2. Then the coefficients
. Furthermore, by Lemma 6.2, it holds
and
We now consider the Itô SDEs
For any k ≥ 1, the above equation determines a unique stochastic flow
, then by Lemma 6.1, we have for any p > 1 and
We shall find a uniform estimate for the densities ρ k t , hence we need the following lemma which is an analogue of Lemma 2.6. Lemma 3.4. There is a positive constant C 0 > 0 independent on k ≥ 1, such that
Proof. The proof is similar to Lemma 2.6. Indeed, note that div(
and we deal with the two terms separately as in the proof of Lemma 2.6. The other estimates can be established in the same way. Thanks to (6.4), the partial derivatives ∇ x 1 σ 2 do not show up here.
Lemma 3.5 (Uniform density estimate).
For fixed p > 1, there are two positive constants C 1,p , C 2,p > 0 and T 0 > 0 small enough such that , 2) , thus the first estimate in Lemma 3.4 becomes
For any t ∈ [0, T ], the above inequality plus the second one in Lemma 3.3 gives us
Denote by
Then Φ 1 is a function defined on R n 1 , while Φ 2 is a function on the whole R n . Now we have by Cauchy's inequality,
In the following we estimate the two integrals given in (3.8). First we have
where dµ 2 (x 2 ) = dx 2 (1+|x 2 | 2 ) α−α 1 is a finite measure on R n 2 and λ 1 (x 1 ) = −α 1 log(1+|x 1 | 2 ). Similar to (2.17), we can show that there is a constant C > 0 such that for any k ≥ 1,
Substituting (3.10) into the inequality (3.9) and by Jensen's inequality, we obtain
The second integral on the right hand side of (3.8) can be treated in a similar way, thanks to (2.17). Hence
Now combining the inequalities (3.8), (3.11) and (3.12), we finally obtain from the definition of Φ 1 and Φ 2 that
Substituting this inequality into (3.7), we see that for any k ≥ 1,
, where C 1,p , C 2,p are two positive constants independent on k and T . Under the conditions (H2) and (H4), there exists T 0 > 0 small enough such that the quantity on the right hand side is finite.
Having Lemma 3.5 in hand, we can follow the line of arguments in Section 2 to prove Theorem 3.1. We omit the details.
SDE with partially Sobolev coefficients
In this section we aim at generalizing Theorem 3.1 to the case where the coefficients σ 2 and b 2 only have partial Sobolev regularity. More precisely, we replace the condition (H3) by
x 2 ,loc ), and we shall show that the results of Theorem 3.1 still hold.
To achieve such an extension, we need an a-priori estimate which is analogous to Lemma 3.3, but only involving partial derivatives of σ 2 and b 2 . First we introduce some notations. Throughout this section we fix a pair of functions
which satisfy the assumptions (H1) and (H2) in Section 3. Under these conditions, it is known that the following Itô SDE
generates a unique stochastic flow of measurable maps on R n 1 , which leaves the reference measure µ 1 absolutely continuous, as shown in Theorem 2.3.
be measurable functions, all verifying the conditions (H3 ′ ). Denote by
Let X t = (X 1,t , X 2,t ) (resp.X t = (X 1,t ,X 2,t )) be the stochastic flow generated by the Itô SDE (1.1) with coefficients σ and b (resp.σ andb).
Lemma 4.1 (A-priori estimate).
Suppose that for any t ∈ [0, T ], the push-forwards (X t ) # µ and (X t ) # µ of the reference measure µ are absolutely continuous with respect to itself, with density functions ρ t andρ t respectively. Moreover,
where G R andG R are the level sets of X t andX t respectively.
Proof. We follow the idea of the proof of [14, Theorem 5.2] (see also [26, Lemma 4.1]).
Denote by ξ t = X 2,t −X 2,t . Then ξ 0 = 0. By the Itô formula,
Note that the last term is negative, hence we omit it. We shall estimate the other terms in the sequel.
Remark that almost surely, G R ,G R ⊂ {x : τ R (x) > T } and for any t ≥ 0, {τ R > t} ⊂ B(R). Thus by Cauchy's inequality,
Burkholder's inequality gives us
As a result, by changing the order of integration, we obtain
We have by (4.1) and Hölder's inequality that
Next on the set {τ R > t}, we have X t ,X t ∈ B(R), hence |X t −X t | R n = |X 2,t −X 2,t | R n 2 ≤ 2R. As (X t ) # µ ≪ µ and (X t ) # µ ≪ µ, we can apply Lemma 6.3(i) to get
Hölder's inequality gives us
We have
Recall that B i (R) is a ball in R n i centered at the origin with radius R, i = 1, 2. Lemma 6.3(ii) gives us
Substituting this estimate into (4.5), we obtain
Combining this inequality with (4.3) and (4.4), we arrive at
Now we begin estimating the term I 2 (t). We have
By Lemma 6.3(i) and Hölder's inequality, analogous arguments as for estimating (4.5) leads to
This together with (4.7) gives us
Similarly we can show that
Combining the estimates (4.6), (4.8) and (4.9), we obtain the result.
The a-priori estimate in Lemma 4.1 has some direct consequences. The first one is the stability of generalized stochastic flow, which is the content of the following theorem.
Theorem 4.2 (Stability).
Suppose there is a sequence of coefficients σ 2,k : R n → R m ⊗ R n 2 and b 2,k : R n → R n 2 , verifying the conditions (H3 ′ ) and (H4). Assume that σ 2,k (resp.
We also assume that
and for any R > 0,
Let X k t = (X 1,t , X k 2,t ) be the stochastic flow generated by the Itô SDE (1.1) with the coefficients σ k = (σ 1 , σ 2,k ) and b k = (b 1 , b 2,k ) . Suppose that for all k ≥ 1, the density function
exists and
Then there exists a random field
Proof. The proof is similar to that of Proposition 2.8. For any k ≥ 1, let G k R be the level set of the flow X k t :
Under the conditions (4.10) and (4.12), we can apply Lemma 3.2 to get that
where C ′ 1 depends only on C 1 and Λ p,T . As a result, for any k, l ≥ 1 and R > 0,
Now applying Lemma 4.1 to the flows X k t and X l t , we get
as k, l goes to ∞. Next by (4.11), there is a constant C ′ R > 0 such that for all k ≥ 1,
Consequently, by taking δ = δ k,l in (4.13), we can find a positive constantĈ 0 > 0 such that
Let η ∈ (0, 1) and define
By Chebyshev's inequality and (4.15), we have
On the other hand, J 1 ≤ η µ(R n ). Combining this with (4.16) and (4.17), we obtain, by first letting k, l → ∞ and then η ↓ 0, that
for any R > 0. This together with (4.13) leads to the desired result.
Now we are ready to show the existence of generalized stochastic flows to the Itô SDE (1.1).
Theorem 4.3 (Existence).
Under the assumptions (H1), (H2), (H3 ′ ) and (H4), the Itô SDE (1.1) generates a stochastic flow X t = (X 1,t , X 2,t ), which is well defined on some small interval [0, T 1 ]. Moreover, the Radon-Nikodym density
exists and satisfies
Proof. We split the proof into three steps.
Step 1. In this step we shall regularize the coefficients σ 2 , b 2 , and then apply Theorem 3.1 to get a sequence of stochastic flows.
To this end, we define σ 2,k and b 2,k as in (3.4). We remark that there is no need to regularize the coefficients σ 1 and b 1 . Consider the family of Itô's SDE:
(4.18)
Now we check that the regularized coefficients σ 2,k and b 2,k satisfy the conditions (H3) and (H4) stated at the beginning of Section 3. Under the assumption (H3 ′ ), it is clear that (H3) is verified. Now we show that there is p 1 > 0 small enough such that
1+|x| . In fact, similar to (2.12) and (2.14), we have
These estimates together with the inequalities (3.6) give us
Now similar to the proof of Lemma 2.7, we can show that 20) where C > 0 is independent on k ≥ 1. Hence when p ≤ p 1 := p 0 /2C, the right hand side is finite; in other words, the condition (H4) is also satisfied. Next, since σ 1 and b 1 satisfy (H1) and (H2), we can apply Theorem 3.1 to conclude that for every k ≥ 1, the Itô SDE (4.18) generates a unique stochastic flow X k t = (X 1,t , X k 2,t ) which leaves the reference measure µ absolutely continuous, and by Lemma 3.4, there is T 0 small enough such that the Radon-Nikodym density ρ k t :=
has the following estimate:
Since p 1 does not depend on k, T 0 can also be chosen to be independent of k ≥ 1. Substituting the estimate (4.19) into the above inequality and by an analogous argument of (4.20), we can find two constants C ′ 1,p , C ′ 2,p > 0 and T 1 ≤ T 0 , still independent on k, such that for all t ≤ T 1 ,
.
(4.21)
Step 2. We show in this step that the family of flows (X k t ) k≥1 are convergent in some sense. For this purpose we check the conditions of Theorem 4.2. First, by Remark 2.2(ii), the inequality (2.21) shows that (4.10) is satisfied. Next by (4.21), we see that under the assumptions (H2) and (H4),
which is nothing but (4.12). It remains to check (4.11). Similar to the proof of (2.9), we have
By Jensen's inequality,
Analogously, we can show that sup k≥1 ∇ x 2 σ 2,k L 2q (B(R)) < +∞. Hence (4.11) is also satisfied. By Theorem 4.2, there exists
Step 3. In the last step we prove that the random field X t = (X 1,t , X 2,t ) is the stochastic flow generated by the Itô SDE (1.1). First the same proof as that of Proposition 2.9 shows that there exists a family {ρ t : 0 ≤ t ≤ T 1 } of density functions such that (X t ) # µ = ρ t µ for any
Thanks to (4.24), we have the following analogues of Corollary 2.11:
With the above two limit results in hand, we let k goes to +∞ in the following equation
and conclude that X t is the flow generated by (1.1).
Now we show the uniqueness of generalized stochastic flow associated to Itô SDE (1.1) on the time interval [0, Proof. Suppose there are two flows X t = (X 1,t , X 2,t ) andX t = (X 1,t ,X 2,t ) associated to (1.1), such that (X t ) # µ = ρ t µ and (X t ) # µ =ρ t µ. Let
which is finite. Applying Lemma 4.1, we have
where G R (resp.Ĝ R ) is the level set of X t (resp.X t ). Fix R > 0, we see that the right hand side is bounded, independent of δ > 0. Define, for η > 0,
Then by (4.25), we have
Note that the right hand side goes to 0 as δ ↓ 0, hence
for any fixed η > 0. Let η ↓ 0, we obtain
Now notice that under the hypotheses (H2) and (H4), the estimates of level sets in Lemma 3.2 still hold. Therefore
From this inequality it is clear that G R ∩Ĝ R ↑ Ω × R n as R increases to +∞. Letting R ↑ +∞ in (4.26), we see that (P × µ) a.s.,
Following the arguments of Section 2, we can finally extend the flow X t to any time interval [0, T ]; moreover, the push-forward (X t ) # µ = ρ t µ and the density function ρ t ∈ L 1 log L 1 .
Weak differentiability of generalized stochastic flow
Using the results of the preceding section, we intend to prove in this section that the generalized stochastic flow associated to the Itô SDE with Sobolev coefficients, for which the existence and uniqueness were established in Theorem 2.3 (see also [24, 14, 26] ), is weakly differentiable in the sense of measure, as in [17] .
First we introduce some notations and assumptions. Let d, m ≥ 1 be integers. Suppose we are given a matrix-valued function σ :
In this section we write X t (x) to stress the initial condition of the stochastic flow. Fix q > 1 and α 1 > d/2. We denote by dµ 1 (x) = (1 + |x| 2 ) −α 1 dx which is a finite measure on R d . We still writeσ (resp.b) for σ 1+|x| resp. b 1+|x| . Our assumptions in this section are:
By Theorem 2.3, we see that under the assumptions (A1) and (A2), the SDE (5.1) generates a unique stochastic flow X t of measurable maps on R d , such that the reference measure µ 1 is absolutely continuous under the flow. In order to prove the weak differentiability of the map X t : R d → R d , we need one more condition:
We follow the line of arguments in [17, Section 4] . Consider the Itô SDE on R 2d :
As mentioned for the case of ODE in [17, Section 4] , the above system of equations should be the limit of a system obtained by perturbing the initial condition of the first equation. That is, for ε > 0, we may consider dX t (x + εy) = σ(X t (x + εy)) dB t + b(X t (x + εy)) dt, X 0 (x + εy) = x + εy.
Combining this equation together with (5.1), we obtain a system:
3) Now it is clear that the system of equations (5.2) should be the limit in a certain sense of the above system as ε → 0.
We now interpret both systems (5.2) and (5.3) as the Itô SDE with partially Sobolev coefficients studied in Section 4:
where x = (x 1 , x 2 ) ∈ R n 1 × R n 2 and n 1 + n 2 = n. In fact,
• for system (5.2), we set
• for system (5.3), we introduce the parameter ε > 0 and set
In the following we shall show that the two systems (5.2) and (5.3) interpreted as above verify the main conditions of Section 4, and that the stochastic flows associated to (5.3) are convergent to that of (5.2) as ε → 0. To this end, we shall fix α > 2α 1 + q + d/2 throughout this section. The reason for this special choice of α will become clear in the following proofs. Denote by
Then µ is obviously a finite measure on R 2d . We first prove Lemma 5.1. Under the assumptions (A1)-(A3), both systems (5.2) and (5.3) satisfy the conditions (H1), (H2), (H3 ′ ) and (H4).
Proof. First, note that for both systems (5.2) and (5.3), the conditions (H1) and (H2) on σ 1 and b 1 are exactly the same assumptions (A1) and (A2) for σ and b. In the following we check the hypotheses (H3 ′ ) and (H4) for the two systems under the additional assumption (A3) on the drift vector field b.
(1) We first treat the system (5.2). Since σ 2 (x 1 , x 2 ) = (∇σ(x 1 )) x 2 , we have ∇ x 2 σ 2 (x 1 , x 2 ) = ∇σ(x 1 ), hence for any R > 0,
Recall that B i (R) is a ball in R n i = R d centered at the origin with radius R (i = 1, 2), and Σ d is the volume of unit ball in
x 2 ,loc . In the same way we can show that
Combining these facts, it is clear that the assumptions (A2) and (A3) imply that σ 2 and b 2 satisfy the condition (H4) for some p 1 ∈ (0, p 0 ].
(2) Now we deal with the second system (5.
x 2 ,loc for any ε ≤ 1. By Fubini's theorem,
For any fixed ε ≤ 1 and x 2 ∈ B 2 (R), by the pointwise characterization of Sobolev functions, we have for a.e. x 1 ∈ R n 1 ,
For ε ≤ 1 and |x 2 | ≤ R, by the maximal function inequality,
Substituting this inequality into (5.4), we easily see that
where Σ d is the volume of the unit ball in
Hence the assertion follows. In the same way we can show that σ ε 2 ∈ L 2q
x 2 ,loc for any ε ≤ 1. Thus we have finished verifying (H3 ′ ).
The verifications of (H4) for σ ε 2 and b ε 2 are more complicated. First we have div
Making the change of variable u 1 = x 1 + εx 2 in the inner integral leads to
We now prove that R 2d e p|b ε 2 | dµ < +∞ for p sufficiently small. In fact,
Again by the pointwise inequality (5.5), we get
We first estimate the term
Similar to the treatment of K 1,ε , changing the variable and by (5.6), we have for all ε ≤ 1/2,
where the measure µ 1 is defined at the beginning of this section. We split the right hand side into two parts:
Denoting the two terms by K
2,ε and K
2,ε respectively. Now we are going to apply Lemma 6.4. In the present case, λ(z) = (1 + |z| 2 ) −α 1 (z ∈ R d ) and δ = 1 or |x 2 |. It is easy to show that for any δ ≥ 1,
Thus for |x 2 | > 1, an application of (6.8) gives us
By Cauchy's inequality and (6.7), we obtain
Substituting (5.11) into (5.10), we can find some positive constant C p,d > 0 such that
Since α > 2α 1 + d/2, the second integral is finite. As a result,
By (A3), we see that when p ≤ p 0 /(2C d ), the right hand side is finite. Notice that
where Σ d is the volume of the d-dimensional unit ball. In the same way we can prove that sup ε≤1/2 K
2,ε < +∞ for p ≤ p 0 /(2C d ). Substituting these estimates into (5.9), we conclude that if p ≤ p 0 /(2C d ), K 2,ε is bounded uniformly in ε ≤ 1/2. The same computations lead to
Therefore an application of Cauchy's inequality to (5.8) 
exist, and there is a T 0 > 0 small enough (note that by the uniform estimate in Lemma 5.1, T 0 does not depend on ε ≤ 1/2) such that 14) where p is the conjugate number of q. Next we want to prove that Y ε t (x, y) := ε −1 (X t (x + εy) − X t (x)) is convergent to Y t (x, y) in a certain sense, following the idea of Theorem 4.2. 
Proof. First we show that
The proof is similar to that of Theorem 4.2, and we shall apply Lemma 4.1 to show the convergence. It is easy to see that for any R > 0,
Noticing that we already have the uniform density estimate (5.14), hence it only remains to check the following conditions:
By Remark 2.2 and (5.12), (5.13), we easily deduce that
Hence the convergences in (5.17) are verified. Now we are ready to follow the line of the proof of Theorem 4.2 to obtain the convergence (5.15).
We then follow the arguments of Proposition 2.14 and use the flow properties of Z t = (X t , Y t ) and Z ε t = (X t , Y ε t ) to extend the convergence to the whole interval [0, T ]. This theorem shows that the generalized stochastic flow associated to the Itô SDE (5.1) is weakly differentiable in the sense of measure, provided that its coefficients σ and b satisfy the assumptions (A1)-(A3). Note that if σ and b are globally Lipschitz continuous, then they fulfil (A1)-(A3). In this case, however, our result is weaker than that in [5] , where the authors proved that almost surely, the map X t : R d → R d is almost everywhere differentiable with respect to the initial data for any time, by using the theory of Dirichlet form. In [19, Section 5] , we considered the Stratonovich SDE with smooth diffusion coefficient σ and Sobolev drift coefficient b, and proved the approximate differentiability of the generalized stochastic flow by using the OconePardoux decomposition, which essentially reduces the problem to prove the differentiability of the flow generated by some ODE with random Sobolev coefficient.
Appendix
In this section we present some results that are used in the paper. We assume the coefficients σ : R n → R m ⊗ R n and b : R n → R n of the Itô SDE
are smooth and bounded together with their derivatives of all orders. Here B t is still an mdimensional standard Brownian motion. Then the above equation generates a stochastic flow X t of diffeomorphisms on R n . First we recall the expression for the Radon-Nikodym density of the stochastic flow with respect to some reference measure. Let λ ∈ C 2 (R n ) and define a measure on R n by dµ(x) = e λ(x) dx.
It is well known that the push-forward (X t ) # µ (resp. (X −1 t ) # µ) of µ by the flow X t (resp. the inverse flow X −1 t ) is absolutely continuous with respect to µ. Denote by
We have the following simple identity: Here by div(σ) = div(σ ·,1 ), . . . , div(σ ·,m ) we mean the R m -valued function whose components are the divergences of the columns of σ; σ * is the transpose of σ and L is the second order differential operator associated to (6.1): 
where σ 2 consists of the last (n − n 1 )-rows of the matrix σ. Notice that the derivatives ∇ x 1 σ 2 are not involved here. This observation is crucial for the present work.
The following is an L p -estimate for ρ t (x) which is proved in [26, Lemma 3.2] (see also [14, Theorem 2.1] for the case where µ = γ n is the standard Gaussian measure). |f (x − y)| χ k (y) dy, from which we deduce (6.6).
In the following we introduce the pointwise inequality for partially Sobolev functions. To this end, we need the notion of locally maximal function for partial variables. As in the introduction, n = n 1 + n 2 and for x ∈ R n , we write x = (x 1 , x 2 ) where x 1 ∈ R n 1 and x 2 ∈ R n 2 . Let f : R n 1 × R n 2 → R be locally integrable. For almost every x 1 ∈ R n 1 , define M 2,R f (x 1 , x 2 ) = sup |f (x 1 , y 2 )| dy 2 , R > 0.
Here B 2 (x 2 , r) means the ball in R n 2 centered at x 2 with radius r. Recall that B i (r) is the ball in R n i of radius r centered at the origin, i = 1, 2. The main point of the first result in the next lemma lies in the fact that the exceptional set N is chosen to be a negligible subset of R n .
Lemma 6.3.
(i) Suppose that f : R n 1 × R n 2 → R belongs to the space L 1 x 1 ,loc W 1,1
x 2 ,loc . Then there is a dimensional constant C > 0 (independent of f ) and a negligible set N ⊂ R n 1 × R n 2 , such that for all (x 1 , x 2 ), (x 1 , y 2 ) / ∈ N with |x 2 − y 2 | R n 2 ≤ R, it holds |f (x 1 , x 2 ) − f (x 1 , y 2 )| ≤ C|x 2 − y 2 | R n 2 M 2,R |∇ x 2 f |(x 1 , x 2 ) + M 2,R |∇ x 2 f |(x 1 , y 2 ) .
(ii) If f ∈ L p loc (R n 1 × R n 2 ) for some p > 1, then there is a constant C p,n 2 > 0 such that
Proof. (i) Here we present a proof based on the well known pointwise inequality for Sobolev functions. Let N = (x 1 , x 2 ) ∈ R n : x 1 ∈ R n 1 and lim sup f (x 1 , y 2 ) dy 2 − f (x 1 , x 2 ) > 0 , where the limit is taken over all balls B ⊂ R n 2 such that x 2 is contained in B.Ñ is a measurable subset of R n . We see that for all x 1 ∈ R n 1 , the sectioñ
Since f ∈ L 1 x 1 ,loc W 1,1
x 2 ,loc , there is an L n 1 -negligible set N 1 ⊂ R n 1 , such that for every x 1 / ∈ N 1 , one has f (x 1 , ·) ∈ W 1,1
x 2 ,loc . In particular, f (x 1 , ·) ∈ L 1 x 2 ,loc . Lebesgue's differentiation theorem gives us L n 2 (Ñ x 1 ) = 0 for all x 1 / ∈ N 1 . By Fubini's theorem we have
Define N =Ñ ∪ (N 1 × R n 2 ). We see that L n (N ) = 0. Now fix any (x 1 , x 2 ), (x 1 , y 2 ) / ∈ N with |x 2 − y 2 | R n 2 ≤ R. Since x 1 / ∈ N 1 , we have f (x 1 , ·) ∈ W 
Now the result follows by noticing that x 2 , y 2 / ∈ N x 1 andÑ x 1 ⊂ N x 1 . (ii) This is obvious from the properties of maximal functions.
The next result is similar to Lemma 6.3(ii), but the integral is taken with respect to some other reference measure. Perhaps such a result already exists, but we are unaware of its reference. We present its proof for the reader's convenience. Suppose we are given a continuous λ ∈ C(R n , (0, +∞)) such that dµ = λ dx is a finite measure on R n . Fix δ > 0. For every positive integer k, we denote by R k := {x ∈ R n : (k − 1)δ ≤ |x| ≤ kδ}, that is, the ring between the concentric spheres centered at the origin with radii (k − 1)δ and kδ, respectively. Set
where (R k ) δ is the δ-neighborhood of the ring R k . We shall denote by |f (y)| dy.
Lemma 6.4. Assume that Λ 0 < +∞ and denote by C p = 5 n 2 p p/(p − 1) for p > 1. Then
As a result, for any θ > 0, Proof. Note that
