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ABSTRACT
We compute the structure of a self-gravitating torus with polytropic equation-of-state
(EOS) rotating in an imposed centrifugal potential. The Poisson-solver is based on
isotropic multigrid with optimal covering factor (fluid section-to-grid area ratio). We
work at 2nd-order in the grid resolution for both finite difference and quadrature
schemes. For soft EOS (i.e. polytropic index n > 1), the underlying 2nd-order is natu-
rally recovered for Boundary Values (BVs) and any other integrated quantity sensitive
to the mass density (mass, angular momentum, volume, Virial Parameter, etc.), i.e.
errors vary with the number N of nodes per direction as ∼ 1/N2. This is, however,
not observed for purely geometrical quantities (surface area, meridional section area,
volume), unless a subgrid approach is considered (i.e. boundary detection). Equilib-
rium sequences are also much better described, especially close to critical rotation.
Yet another technical effort is required for hard EOS (n < 1), due to infinite mass
density gradients at the fluid surface. We fix the problem by using kernel splitting.
Finally, we propose an accelerated version of the SCF-algorithm based on a node-
by-node pre-conditionning of the mass density at each step. The computing time is
reduced by a factor 2 typically, regardless of the polytropic index. There is a priori
no obstacle to applying these results and techniques to ellipsoidal configurations and
even to 3D-configurations.
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1 INTRODUCTION
The theory of figures of equilibrium is a broad and
ancient astrophysical subject, aiming at understanding
the flatenning of the Earth and stars due to proper
spin and tides (Ivory 1831; Chandrasekhar & Lebovitz
1962; James & Kopal 1963; Clement 1967; Chandrasekhar
1987). While very complex structures and shapes are per-
mitted, matter can basically attain two configurations,
depending on angular momentum and rotation profile
(Chandrasekhar 1973; Hachisu 1986; Horedt 2004): an
ellipsoidal shape or a toroidal shape at high momen-
tum. This latter class is of great interest since disks
and rings are seen in various astrophysical environments
(Barker 2001), around planets and satellites (Goertz & Ip
1982), around young and evolved stars (Washimi et al.
1996; Dutrey et al. 2014), around stellar and supermas-
sive black holes (Rouan et al. 1998; Kishimoto et al. 2011;
Elvis 2012). The subject is less documented (Kowalewsky
1885; Dyson 1893; Wong 1974; Hachisu 1986; Odrzywo lek
⋆ E-mail:jean-marc.hure@obs.u-bordeaux1.fr
2003; Petroff & Horatschek 2008; Slany´ et al. 2013), proba-
bly for technical reasons (i.e. the strong deviation with re-
spect to sphericity). For compact systems subject to rapid
evolutions, the framework of general relativity is pertinent
(Kuwahara 1988; Tohline & Hachisu 1990; Nishida et al.
1992; Nishida & Eriguchi 1994; Abramowicz et al. 1998;
Cai & Shu 2003; Stuchl´ık et al. 2009; Font et al. 2010;
Hamersky´ & Karas 2013). Most investigations of self-
gravitating tori are, however, performed in classical grav-
ity. Configurations have been computed in details by
Hachisu (1986) and collaborators (see also Eriguchi 1978;
Hashimoto et al. 1993; Eriguchi & Mueller 1993; Lai et al.
1993; Kley 1996; Horedt 2004). Despite restrictive assump-
tions (polytropic gas, symetries, etc.), there is a wide
and rich collection of possible equilibria (Ansorg et al.
2003). This paper revisits the determination of single-
body, toroidal configurations from the Self-Consistent-Field
(SCF)-method. A special attention is paid to the conver-
gence process leading to the physical solution and to the
preservation of the accuracy order, which points are rarely
discussed in the litterature (Odrzywo lek 2003). Here, we
work at 2nd-order in the grid resolution. Following the pi-
c© ??? The Authors
2 J.-M. Hure´ and F. Hersant
oneering work by Lanza (1987), the Poisson-solver is based
on multigrid. Indirectly, the polytropic Equation-Of-State
(EOS) plays a critical role. For instance, we show that the
fluid volume — a key-quantity when building equilibrium
sequences — appears quite uncertain due to curvature ef-
fects at the inner and outer edges. This is fixed by a subgrid
approach. There is an additionnal diffculty for n < 1 : the
presence of infinite gradients of the mass density at the fluid
surface makes standard quadrature schemes unprecise. This
is solved by treating the underlying power-law behavior sep-
arately. Globally, the fluid boundary needs to be accounted
for in order to fully recover the order of underlying schemes,
i.e. 2nd-order. The Virial Parameter is then a good indica-
tor of the precision of the solution and integrated values.
Finally, we propose a semi-empirical recipe to speed-up the
SCF-loop by a factor up to 2 typically. It is a mass density
preconditionner.
The article is organized as follows. In Sect. 2, we list the
assumptions, review the equation set and define the enthalpy
associated with the polytropic EOS. We briefly comment on
the existence of solutions, and in particular how the index n
shapes the mass density profile at the fluid surface and be-
low. We put the problem into dimensionless form and write
down the Virial equation, associated kernels, and the Virial
parameter. In Sect. 3, we express the three constants of the
problem and recall the principle of the SCF-method, includ-
ing self-normalisation (which permits to isolate a particular
solution). We briefly outline the multigrid method used to
solve the Poisson equation, and define the associated nested
grids, from the coarsest level to the finest one. The formula
for Boundary Values is given. Then comes the discretization
of the Poisson equation and a short error analysis which
gives the optimal multigrid level. We discuss how the poly-
tropic hypothesis impacts on the accuracy of quadratures
at 2nd-order. Section 4 is devoted to examples obtained un-
der rigid rotation for both hard and soft EOS, with index
n ∈ [0.5, 1, 1.5], at a low resolution of 128 × 128. We show
how the gravitational, centrifugal and internal energy den-
sities are distributed within the fluid section. The effect of
various parameters (number of nested grids, covering fac-
tor) on the convergence process is discussed. In Sect. 5, we
describe the subgrid approach and kernel splitting which
are necessary to go beyond the raw model. A few exam-
ples demonstrate its efficiency. In Sect. 6, we show that the
number of SCF-iterations can be reduced by an appropriate
preconditionning of the mass density field inside the loop.
This gain (a factor 2 typically) directly concerns the comput-
ing time and is therefore important when performing high
resolution models. The last section is devoted to concluding
remarks.
2 PHYSICAL MODEL
2.1 Hypothesis
We study the equilibrium of an isolated, compressible fluid
with pressure P and mass density ρ rotating in its own gravi-
tational potential Ψ at rotation rate ~Ω. We assume no accre-
tion, no internal circulation, and no viscosity. The Equation-
Of-State (EOS) is of the form f(P, ρ) = 0. Barotropes (and
in particular polytropes) enable to cover various situations,
e
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Figure 1. Configuration for the self-gravitating torus (limited to
the half-plane Z > 0). Points A and B are the radii at the inner
and outer edges respectively, while point M is an interior point.
The meridional section is denoted S, ~eΓ is the unit vector normal
to Γ, the fluid surface.
e.g. perfect gas, gas with relativistic electrons, degenerate
gas, convective media, etc. (Cox 1968). The analysis is per-
formed in cylindrical coordinates ~r(R,φ,Z) with vector basis
(~eR, ~eφ, ~eZ), and the rotation axis is along ~eZ , i.e. ~Ω = Ω~eZ .
The meridional section of the fluid is denoted S , and
it intercepts the fluid surface through a closed curve Γ(~rΓ).
We define a unit vector ~eΓ locally normal to Γ and oriented
outward and the associated coordinate is
q − qΓ = (~rΓ − ~r) · ~eΓ, (1)
with q = qΓ onto Γ and q > qΓ inside the fluid (i.e. below the
surface). Under axial and equatorial symmetries, we have{
∂φf = 0,
f(Z) − f(−Z) = 0,
(2)
for any scalar quantity f . The system and notations are
summarized in Fig. 1. We focus on toroidal configurations,
where matter has deserted the rotation axis.
2.2 Equation set
According to the Schwarz condition, the angular momentum
and subsequently the rotation rate are independant of the
Z-coordinate (Amendt et al. 1989). The circular velocity is
of the form ~v = Ω(R)R~eφ and the equilibrium of the self-
gravitating fluid is described by the equation set

−~v
2
R
~eR = −
1
ρ
~∇P − ~∇Ψ,
f(P, ρ) = 0,
∆Ψ = 4πGρ.
(3)
The Poisson equation, i.e. Eq.(3c), is subject to boundary
conditions. Boundary values (BVs) are accessible uniquely
from the generalized Newton’s law
Ψ = −G
∫∫∫
fluid
ρ(~r′)d3r′
|~r − ~r′|
, (4)
MNRAS 000, 1–?? (???)
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where ~r and ~r′ are spherical vectors. If we define the cen-
trifugal potential Φ as
Φ = −
∫
Ω2(R)RdR < 0, (5)
then Eq.(3a) takes the form
1
ρ
~∇P + ~∇(Ψ + Φ) = 0. (6)
The coupling between the rotation rate and the spa-
tial distribution of matter is a tricky problem which ex-
ceeds the present context (e.g. Binney & Tremaine 1987).
In Balmforth et al. (1992), the link is made through con-
servation of potential vorticity. In general however, Ω re-
mains an input profile. Various options are classically con-
sidered (Bodenheimer & Ostriker 1973; Eriguchi & Mueller
1985; Hachisu 1986; Eriguchi & Mueller 1993; Reese 2006),
including power laws of the radius (e.g. Slany´ et al. 2013).
We will not favour a particular profile, except for illustrative
purposes.
2.3 Enthalpy field
Equation (6) can be fully integrated provided the pressure
term is the gradient of a scalar field H , the enthalpy, i.e.
1
ρ
~∇P ≡ ~∇H, (7)
which is possible for a polytropic EOS
P = Kργ , (8)
where K and γ are positive constants. We thus have
H = K
γ
γ − 1
ργ−1 + cst, (9)
where the constant is generally forgotten. So, the equation
set becomes 

~∇ (Φ +H +Ψ) = ~0,
H = K(n+ 1)ρ1/n,
∆Ψ = 4πGρ,
(10)
where the polytropic index n > 0 is defined by
γ = 1 +
1
n
. (11)
For isothermal structures where γ = 1 and possibly for
layered systems made of different polytropes where continu-
ity is required (Singh 1970; Murphy & Fiedler 1985; Caimmi
1986; Beech 1988; Rucinski 1988; Curry & McKee 2000;
Horedt 2004), Eq.(9) still holds but the integration constant
must be accounted for. Actually, with the definition (Kimura
1981)
H = K
γ
γ − 1
(
ργ−1 − ργ−10
)
, (12)
where ρ0 is a constant, we have
lim
γ→1
H = K ln
ρ
ρ0
. (13)
The incompressible approximation n = 0 is also of great
interest (Chandrasekhar 1973). In this case, Eq. (10b) is
obsolete because ρ is uniform in the system throughout and
disconnected from the enthalpy field.
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Figure 2. Expected density profile (bold) and derivative (red ar-
row) when crossing the fluid boundary Γ normally (coordinate
q), depending on the polytropic index n (see also Fig. 1). The
enthalpy is shown (blue).
2.4 Comment on the existence of solutions
We see from Eq.(10a) that H +Ψ+ Φ is a space invariant,
namely
H = C −Ψ−Φ, (14)
where C is a constant. Because Ψ and Φ are both negative,
and due to the correlation between ψ and ρ (the larger the
mass density, the deeper the potential well), H is expected
to rise inside matter, with one maximum (or more). The
regions occupied by the fluid (where ρ > 0) are didacted
by the value of constant C (to be compared with Jacobi’s
constant in the restricted three body problem). WhenC > 0,
matter fills the whole physical space. So, finite size systems
require C < 0.
Clearly, Eq. (10b) allows for a large variety of math-
ematical solutions, depending on the polytropic index. For
some indices, ρ can be negative or complex. We retain the
physical solutions associated with H > 0 for any n. This
condition is explicitly stated by replacing Eq.(10b) by
K(n+ 1)ρ1/n = sup (H, 0) . (15)
This cut-off is a major difference with the approach based
on the Lane-Emden equation, apart from the rotation term.
Besides, we focus on single bodies while H > 0 can occur
in two disconnected regions (or more), leading to multibody
configurations (see e.g. Hachisu et al. 1986).
2.5 Fluid surface and interior
If the fluid is isolated, the surface is defined by ρ = 0. This
corresponds to the zero-enthalpy level. In the isothermal
limit (and possibly for other particular indices), this surface
may not exist at all, or be rejected at infinity, which case
is well known for spherical configurations (Schmitz 1990;
Horedt 2004). Just below the boundary, ρ rises according to
Eq.(15). Perpendicularly to Γ (see Sec. 2.1 and Fig. 1), the
MNRAS 000, 1–?? (???)
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mass density gradient is
∇qρ ∼ n∇qH × ρ
n−1
n , (16)
which, by linearly expanding H around q = qΓ, is given by
∇qρ ∼ n(q − qΓ)
n−1. (17)
As a result, the mass density gradient is finite at the fluid
boundary for n > 1 (soft EOS), but infinite for n < 1 (hard
EOS). This latter case introduces a difficulty from a numer-
ical point of view (see below). Since the gravitational poten-
tial is a continuous function of space (Kellogg 1929; Durand
1953) as well as the rotation law, H is also continuous, which
property is transmitted to ρ inside the fluid, from Eq.(14).
Figure 2 summarizes four different situations : the larger the
index, the more peaked the mass density, and the wider the
wings. Conversely, the closer to zero the index, the sharper
the transition from the fluid to the external medium, with
a bare jump for n = 0.
2.6 Dimensionless problem
It is convenient to work with adimensionned quantities, es-
pecially for a numerical approach. We use the generic nota-
tion f0fˆ ≡ f where f0 is the magnitude of f , which leaves
fˆ of the order of unity. Space coordinates are normalized by
the physical length scale L, i.e.{
Rˆ ≡ R
L
,
Zˆ ≡ Z
L
,
(18)
and we set 

ρˆ ≡ ρ
ρ0
,
Pˆ ≡ P
P0
,
Ωˆ = Ω
Ω0
Ψˆ ≡ Ψ
Ψ0
,
Hˆ ≡ H
H0
,
Φˆ ≡ Φ
Φ0
,
(19)
for the mass density, pressure, rotation rate, gravitational
potential, enthalpy and centrifugal potential respectively,
where 

P0 = Kρ
γ
0 ,
Ψ0 = Gρ0L
2,
H0 = K(n+ 1)ρ
1/n
0 ,
Φ0 = Ω0L
2.
(20)
The dimensionless equation set then writes

Ψˆ +C1Hˆ + C2Φˆ = C3,
ρˆ1/n = sup(Hˆ, 0),
∆Ψˆ = 4πρˆ,
(21)
where
Φˆ = −
∫
Ωˆ2(Rˆ)RˆdRˆ, (22)
Ψˆ = −
∫∫∫
fluid
ρˆ(~ˆr′)
|~ˆr − ~ˆr′|
d3rˆ′, (23)
for BVs, and the constants are
C1 ≡
K(n+1)ρ
γ−2
0
GL2
,
C2 ≡
Ω2
0
Gρ0
,
(24)
for finite indices. For γ = 1, we have

H0 = K,
ρˆ = eHˆ ,
C1 =
K
Gρ0L2
.
(25)
While notations and definitions can vary from one author
to another, these formulae are standard. Note that constant
C1 does not exist in Hachisu (1986), since it is included into
the definition of Hˆ.
2.7 Virial theorem and associated test
The Virial theorem is established by projecting the vecto-
rial Euler equation, i.e. Eq.(3a), on the position-vector ~r′
and integrating over the mass distribution. It is an energy
equation which shows how the gravitational W , internal U
and kinetic T energies are spatially distributed (e.g. Cox
1968). For the actual problem where only the gravitational
and pressure forces are present, the theorem reads
W + 2T + U = 0, (26)
where 

W = 1
2
∫∫∫
Ψdm,
T = 1
2
∫∫∫
v2dm,
U = 3Π,
Π =
∫∫∫
P
ρ
dm.
(27)
When other forces are acting in volume or at the surface, the
Virial equation must be modified. This is for instance the
case for loaded polytropes (Fang et al. 1983), with magnetic
fields (Yoshida & Eriguchi 2006), when the fluid is overpres-
surized (Umemura & Ikeuchi 1986), for multibody configu-
rations (Taniguchi & Nakamura 2000), etc. Given axial sym-
metry and Eq.(24), we easily show that Eq.(26) becomes
Wˆ +
C1
n+ 1
Uˆ + 2C2Tˆ = 0, (28)
for finite indices n (the second term is just C1Uˆ for γ = 1),
where 

W = GL5ρ20Wˆ ,
Π = P0L
3Πˆ,
T = L5ρ0Ωˆ
2
0Tˆ ,
(29)
and 

Wˆ = π
∫∫
S
Ψˆρˆaˆdaˆdzˆ,
Uˆ = 3Πˆ,
Πˆ = 2π
∫∫
S
Pˆ aˆdaˆdzˆ,
Tˆ = π
∫∫
S
Ωˆ2ρˆaˆ3daˆdzˆ.
(30)
Interestingly enough, Eq.(28) can be written in the form
2π
∫∫
S
κVirialdaˆdzˆ = 0, (31)
where
κVirial = κW + 2κT + κU , (32)
MNRAS 000, 1–?? (???)
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is the energy per unit meridional section area and

κW ≡
1
2
ρˆΨˆaˆ,
κU ≡
3C1
n+1
Pˆ aˆ,
κT ≡
1
2
C2Ωˆ
2ρˆaˆ3,
(33)
with κU = 3C1Pˆ aˆ in the isothermal case. This kernel varies
in space: it is a positive where dispersive forces dominate,
and negative when cohesion (i.e. gravitational) forces dom-
inate.
When Eq.(21) is solved numerically, Eq.(28) is expected
to be satisfied too. Since numerical methods have not infi-
nite precision but produce small errors, the Virial equation
is generally not stricly zero. The self-consistency of a so-
lution can then be checked a posteriori by comparing the
left-hand-side of Eq.(28) to its largest term. Relative to the
gravitational term, the Virial test writes
V P
?
= 0, (34)
where the Virial parameter is
V P =
1
|Wˆ |
(
C1
n+ 1
Uˆ + 2C2Tˆ
)
− 1. (35)
This test does not prove the exactness of the computed
solution, but only its self-consistency. It must also be inter-
preted with caution since, in numerical calculus, tiny quan-
tities are difficult to determine with precision.
3 SOLVING THE NON-LINEAR PROBLEM AT
2ND-ORDER
We see that ρˆ (or Hˆ) is the solution of a non-linear, integro-
algebraic equation. Given L, ρ0, Ω0, K and n, one can com-
pute C1 and C2 from Eq.(24), but constant C3 remains un-
dertermined unless Ψˆ, Hˆ and ρˆ are known at some point in
space. On the contrary, if the three constants are set arbi-
trarily, the solution in the form of Ψˆ, Hˆ and ρˆ may not exist.
Actually, for three reference points A, B, and M of space,
these constants must satisfy

ΨˆA +C1HˆA +C2ΦˆA = C3,
ΨˆB + C1HˆB +C2ΦˆB = C3,
ΨˆM + C1HˆM + C2ΦˆM = C3,
(36)
which is not automatic. By selecting points A and B onto Γ
where the enthalpy is zero, we get

C1 = −
ΨˆM∆ΦˆAB+ΨˆA∆ΦˆBM+ΨˆB∆ΦˆMA
HˆM∆ΦˆAB
,
C2 = −
∆ΨˆAB
∆ΦˆAB
,
C3 =
ΨˆBΦˆA−ΦˆBΨˆA
∆ΦˆAB
,
(37)
with ∆ΦˆAB = ΦˆA − ΦˆB and so on for ∆ΦˆBM and ∆ΦˆMA.
3.1 Principle of the SCF-method
To get the equilibrium, the three constants are often re-
garded as unknowns and solved together with the enthalpy,
mass density and gravitational potential through an itera-
tive procedure. A common method consists in computing
successively : i) the mass density from the enthalpy through
Eq.(21b), ii) the gravitation potential from Eq.(21c) and the
centrifugal potential from Eq.(22), iii) constants C1, C2 and
C3 from Eqs.(37), and iv) the enthalpy from Eq.(21a), and so
on until input and output match. This is the so-called “Self-
Consistent Field”-(SCF) method (Ostriker & Mark 1968;
Hachisu 1986). It requires a starting guess Hˆ(0) and a con-
vergence criterion to detect, at some step t within the cycle,
if the enthalpy Hˆ(t) has converged in the numerical sense.
The capacities of convergence of the SCF-method are seem-
ingly misunderstood (Odrzywo lek 2003), but it happens to
work in most cases if : i) the 3 reference points are conve-
niently chosen, and ii) the enthalpy is appropriately rescaled
within the cycle. Traditionnally, points A and B are radii at
the inner and outer edge of the torus respectively. Since Ωˆ
is generally monotonic with the radius, this ensures that
∆ΦˆAB is maximum.
3.2 Enthalpy normalisation
As outlined in Hachisu (1986), Hˆ does not necessarily re-
main under control. From Eqs.(21a) and (21b), we have
ρˆn =
C3 − C2Φˆ− Ψˆ(ρˆ)
C1
, (38)
and we see that both sides respond in the same way when ρˆ
varies. The SCF-cycle is therefore prone to runaway. How-
ever, since neither C2 nor C3 depend on point M, we have an
extra degree of freedom to avoid any drift. We can impose
that the enthalpy at some point in the fluid takes a partic-
ular value (see Sect. 3.2). By inserting C
(t)
1 into Eq.(43), we
get
Hˆ(t+1) = Hˆ
(t)
M ×
C
(t)
3 − C
(t)
2 Φˆ
(t) − Ψˆ(t)
C
(t)
3 − C
(t)
2 Φˆ
(t)
M − Ψˆ
(t)
M
, (39)
meaning that if M is held fixed, its enthalpy is constant
during the SCF-iterations. Then, at convergence : i) HˆM has
conserved its initial value, and ii) the maximum enthalpy is
not under control, and it does not necessarily occur at point
M. This is not an obstacle to convergence, but there are
clearly an infinity of solutions, each dictated by Hˆ
(0)
M . We
follow Hachisu (1986) by requiring{
HˆM = max(Hˆ),
HˆM = 1,
(40)
at convergence. Now, point M is not known in advance
but changes during the SCF-iterations. In fact, this “self-
normalized” version is obtained by computing constants C2
and C3 at time t and constant C1 at time t+1 from the new
estimate Hˆ(t+1). This is feasible because only C1 depends
upon HˆM . At step t, we successively determine
(i) ρˆ(t) from Eq.(21b),
(ii) Ψˆ(t) from Eq.(21c),
(iii) Φˆ(t) from Eq.(22),
(iv) constants C
(t)
2 and C
(t)
3 from Eqs.(37b) and (37c),
(v) (C1Hˆ)
(t+1) from Eq.(21a), namely
(C1Hˆ)
(t+1) = C
(t)
3 − C
(t)
2 Φˆ
(t) − Ψˆ(t), (41)
(vi) its maximum value, happening at some point M
max
[
C
(t)
3 − C
(t)
2 Φˆ
(t) − Ψˆ(t)
]
≡ C
(t+1)
1 , (42)
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j=N
i=N
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boundary conditions
Figure 3. Uniform grid used to solved the Poisson equation from
multigrid. At the finest level, it contains 2ℓ + 1 nodes per direc-
tion. BVs are computed for part of the grid where Z > 0 and
then copied below the equatorial plane. There are N0 > 0 nodes
leftward/rightward to the inner/outer edge free of matter.
(vii) and the new enthalpy field
Hˆ(t+1) =
C
(t)
3 −C
(t)
2 Φˆ
(t) − Ψˆ(t)
C
(t+1)
1
. (43)
Since the computational grid is fixed, Φˆ does not vary
during the cycle and so step (iii) can be removed from the
list and executed once for all. Convergence is checked after
step (vii). A natural indicator of convergence is (see below):
δHˆ(t+1) = Hˆ(t+1) − Hˆ(t). (44)
3.3 Multigrid
The main difficulty arising in the actual problem is the de-
termination of the potential in Eq.(21a) which varies dur-
ing the SCF-iterations due to the evolution of the enthalpy.
We solve Eq.(21c) for Ψˆ on an uniform grid {Rˆi, Zˆj} from
multigrid. This technique is very efficient for solving par-
tial differential equations (PDEs) since it combines nested
grids and relaxation (e.g. Briggs et al. 2000; Gheller et al.
2004; Guillet & Teyssier 2011). It has already been em-
ployed in the context of figures of equilibrium (Lanza 1987;
Brandt & Lanza 1988; Lanza 1992). Short wavelengths are
fastly smoothed by relaxation on a given grid, in contrast
to long wavelengths. This is circumvented by using low res-
olution versions of the finest grid, thereby converting long
wavelengths into small ones. The communication between
all levels, from the coarsest to the finest grid and vice-versa,
is achieved from restriction and prolongation operators, en-
abling to write fields and solve the discretized PDE at all
levels. The restriction operator is based on full-weighting,
while the prolongation operator employs bilinear interpola-
tion. All the grids are visited, from finest grid to coarsest
and back. This is called a “V-cycle”. At each level, one red-
black Gauss-Seidel algorithm (or more) is performed. De-
spite a good convergence rate (about 1 extra digit fixed by
V-cycle), a unique V-cycle does not deliver the exact solu-
tion of the discretized problem, only a better approximation.
However, by applying a V-cycle several times, multigrid be-
comes almost equivalent to matrix diagonalisation methods.
In single precision, about 7 successive V-cycles are necessary
typically, and this is 15 in double precision.
Because multigrid has nominal performance when the
spacing is the same in all directions, we use a square grid
[Rˆ0, RˆN ]×[Zˆ0, ZˆN ]. In order to vary the fluid section-to-grid
area ratio (i.e. the covering factor), we put N0 > 0 nodes in
between the inner and outer edge of the fluid and the grid
boundary, as indicated in Fig. 3. Since there are no forces
susceptible to thicken the torus in the Z-direction (i.e. the
section S is expected to be oblate), the grid size is imposed
by the the equatorial diameter of the torus 2Rˆe = RˆB − RˆA
(expected to be larger than the polar one 2Rˆp). In spite
of the equatorial symmetry, we found no real advantage to
work in the half-plane Z > 0 only. This would mean i) Neu-
mann conditions at the grid bottom Z = 0, ii) much more
Dirichlet boundary values to compute, and iii) a smaller cov-
ering factor. The grid is therefore centered in the equatorial
plane. Under these conditions, the number of subintervals
between points A and B is
N ′ = N − 2N0, (45)
and the numerical resolution of the finest grid is
hˆ =
2Rˆe
N ′
, (46)
both in the Rˆ- and Zˆ-directions. The grid extends radially
from R0 to RN with{
Rˆ0 = RˆA −N0hˆ > 0,
RˆN = RˆB +N0hˆ,
(47)
and we have {
ZˆN =
1
2
(RˆN − Rˆ0),
Zˆ0 = −ZˆN ,
(48)
in the vertical direction. The sampling is{
Rˆi = Rˆ0 + ihˆ, i ∈ [0, N ],
Zˆi = Zˆ0 + jhˆ, j ∈ [0, N ].
(49)
This is for the finest level ℓ (i.e. highest resolution) and we
have
N + 1 = 2ℓ + 1, (50)
per direction. The nested grids are easily generated. With
mesh size doubling, the coarser grid at level ℓ−1 is obtained
by keeping nodes 2i and 2j. At level ℓ − 2, we keep nodes
4i and 4j. At level 1 < k < ℓ, we keep nodes 2(ℓ−k)i and
2(ℓ−k)j. For the coarsest level, k = 1, there are just 3 nodes
per direction, 9 in total, where 8 belong to the grid boundary.
3.4 Discretization of the Poisson equation. Error
analysis
The discretization of Eq.(21c) writes(
δ2RˆRˆ +
1
Rˆi
δRˆ + δ
2
ZˆZˆ
)
Ψˆi,j + τi,j = 4πρˆi,j , (51)
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single precision double precision
e 6× 10−8 1× 10−16
hˆopt 0.006− 0.04 3× 10−4 − 9× 10−6
ℓopt 5− 7 12− 17
E
Ψˆ
0.007 − 2× 10−4 5× 10−9 − 5× 10−6
ℓ 7
absolute error ∼ hˆ2 ∼ 2× 10−5
Table 1. Optimal spacing and associated multigrid level for 2nd-
order accuracy, depending on the computer precision e. The last
rows give the absolute error expected in potential values for ℓ = 7.
where δ and δ2 denotes the approximations for the first and
second derivatives and τ = O(hˆ2) is the truncation error.
By using second-order centered schemes, the dimensionless
potential at node i, j is given by
Ψˆi,j =
1
4
(
a+Ψˆi+1,j + a−Ψˆi−1,j
+Ψˆi,j+1 + Ψˆi,j−1 − 4πρˆi,jhˆ
2
)
, (52)
where {
a+ = 1 +
hˆ
2Rˆi
,
a− = 1−
hˆ
2Rˆi
.
(53)
The magnitude of the scheme error is
τ ≈ −
hˆ2
12
(
∂4RˆRˆRˆRˆ + 2
1
R
∂3RˆRˆRˆ + ∂
4
ZˆZˆZˆZˆ
)
Ψˆ, (54)
and explicitly decreases with hˆ. As usual in error analy-
sis (Mathews & Fink 2004), we assume that the third and
fourth derivatives are bounded, i.e.∣∣∣∂4RˆRˆRˆRˆΨˆ∣∣∣+ 2 1R
∣∣∣∂3RˆRˆRˆΨˆ∣∣∣+ ∣∣∣∂4ZˆZˆZˆZˆΨˆ∣∣∣ 6 D. (55)
At a node (i, j), the total error is then given by
Ei,j(hˆ) = Ψˆi,j
(
4e
hˆ2
+
e
hˆRˆ
)
+
hˆ2
12
D, (56)
where e is the computer precision. As it is well known, finite
differences become inaccurate if the spacing is too small,
leaving round-off errors and loss of significance. The error is
minimum for
hˆ4 −
6eΨˆi,j
DRˆ
hˆ−
48eΨˆi,j
D
= 0. (57)
When the second derivative is the limiting quantity, the op-
timal spacing is hˆopt ∼ e
1/4. The first derivative can bring
a similar contribution if hˆ ∼ Rˆ typically (i.e. the computa-
tional grid is close to the Z-axis). It all depends on Ψˆ/D
which is difficult to estimate. The optimal spacing is in the
range (
6eΨˆi,j
DRˆ
)1/3
. hˆopt .
(
48eΨˆi,j
D
)1/4
, (58)
which can be converted into an optimal level ℓopt of the
multigrid from Eq.(50). With standard numbers, we get val-
ues listed in Table 1.
3.5 Boundary values (BVs)
Under axial symmetry and equatorial symmetries, Eq.(4)
simplifies somehow. The adimensionned potential takes the
form (Durand 1953; Hure´ 2005)
Ψˆ =
∫∫
S
ρˆκdzˆdaˆ, (59)
where {
aˆ ≡ a
L
,
zˆ ≡ z
L
,
(60)
κ = −2
√
aˆ
Rˆ
[k+K(k+) + k−K(k−)] , (61)
K(k) =
∫ π/2
0
dφ√
1− k2 sin2 φ
(62)
is the complete elliptic integral of the first kind,
k± =
2
√
aˆRˆ√
(aˆ+ Rˆ)2 + ζˆ2±
(63)
is the modulus, ζˆ+ = Zˆ − zˆ and ζˆ− = Zˆ + zˆ. When k → 1
(which occurs when Rˆ→ aˆ and ζˆ → 0), κ diverges logarith-
mically, and the determination of Ψ can become inaccurate.
This never happens here since the fluid and the grid bound-
ary are never in contact as soon as N0 > 0 (see Sect. 3.3).
3.6 Note on quadratures
We need a quadrature scheme that preserves the 2nd-order
of the finite different scheme. Not only BVs are concerned,
but also most output quantities (mass, volume, angular mo-
mentum, Virial parameter, etc.). The trapezoidal rule is the
natural choice. For any function fˆ that vanishes outside the
fluid (if it depends on ρ), we can consider the full grid, i.e.
1
hˆ2
∫∫
fluid
fˆ daˆdzˆ ≈
∑
i∈[0,N],j∈[0,N]
fˆi,j (64)
−
1
2
∑
i∈[0,N]
(fˆi,0 + fˆi,N )
−
1
2
∑
j∈[0,N]
(fˆ0,j + fˆN,j)
+
1
4
(
fˆ0,0 + fˆN,0 + fˆ0,N + fˆN,N
)
.
For geometrical quantities like the fluid volume, one must
multiply fˆ by a weighting function w, namely
w =
{
1 if Hˆ > 0 (inside the fluid),
0 if Hˆ < 0 (outside).
(65)
There are two pending problems that can damage the
2nd-order. First, Γ is rounded and does not follow the grid
lines (see Fig. 1). Standard quadrature schemes are gen-
erally not well suited to irregular or curved integration
domains. This is a natural motivation for space mapping
(Grandcle´ment et al. 2001; Rieutord et al. 2016). Second,
for hard EOS (n < 1), ρˆ does not reach Γ through a finite
gradient. Again, this is a situation where many quadrature
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schemes fail to be accurate. The question of determining the
fluid boundary Γ is then naturally addressed.
It is instructive to estimate the relative contribution of
the numerical cells located just below the fluid surface. Let
fˆΓ denote the typical value of fˆ onto or close to Γ, 〈fˆ〉 be
the mean value of fˆ inside the fluid, pˆ the perimeter and Sˆ
the fluid section. This contribution is given by
fˆΓpˆhˆ∫∫
fluid
fˆdaˆdzˆ
∼
fˆΓpˆ
〈fˆ〉Sˆ
hˆ. (66)
It is first-order in hˆ if fˆΓ/〈fˆ〉 ∼ 1, but second-order if
fˆΓ/〈fˆ〉 ∼ hˆ. Further, if fˆ depends linearly on ρˆ (see Sect.
2.5), then this contribution is ∼ hˆ1+n. It immediately fol-
lows that all geometrical quantities like the fluid volume are
only 1st-order accurate, and all quantities which are senstive
to the mass density (BVs, mass, angular momentum, Virial
kernels, etc.) are 2nd-order accurate as soon as n > 1 (i.e.
for soft EOS). For n < 1, the situation is worse (see Sec.
2.4): not only the fluid boundary is first-order, but the gra-
dient of mass density is infinite at Γ. Increasing the order of
the quadrature scheme is not the right way to fix the prob-
lem. Instead, a specific treatment must be considered. This
is discussed in Sect. 5.
4 PERFORMANCES AT 2ND-ORDER
We have built a Fortran 90 code nammed DROP for “Differ-
entially ROtating Polytropes” for solving toroidal figures of
equilibrium by using methods described above. The main
input parameters are (see Sec. 3.3)
• ℓ (or N) for the multigrid method and grid,
• n, RˆA, RˆB for the polytropic torus,
• N0 for the covering factor.
The starting guess Hˆ(0) is obviously a critical point. We
use a paraboloid with circular section (radius Rˆe) which is,
in general, a good choice. Regarding the convergence crite-
rion, we use the Frobenius norm δHˆF , namely
δHˆ2F ≡
1
(N − 1)2
∑
i,j=1,N−1
δHˆ2i,j , (67)
which is a good compromise, and so the solution is found
when
δHˆF 6 ǫ, (68)
where ǫ is a small number. It is tempting to link this thresh-
old to the scheme errors. In some cases however, the process
seems to converge but finally oscillates without getting sta-
ble, which could lead to false solutions. This is observed for
instance close to the mass shedding limit. In practical, we
therefore let the field δHˆ fall down at its minimum, which
is generally close to the computer precision. This does not
appear detrimental.
Once the solution (i.e. ρˆ and the three constants C1, C2
and C3) is known, several output quantities can be infered,
in particular (in dimensionless form):
• the area of the meridional section Sˆ =
∫∫
S
daˆdzˆ,
• the fluid volume Vˆ = 2π
∫∫
S
aˆdaˆdzˆ,
• the mass Mˆ = 2π
∫∫
S
ρˆaˆdaˆdzˆ,
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Figure 4. Deviation δHˆ at convergence for the torus considered
in Sec. 4.1, i.e. n = 1.5, RˆA = 0.5, RˆB = 1, ℓ = 7 and N0 = 2.
• the mean mass density 〈ρˆ〉 = Mˆ
Vˆ
,
• the angular momentum Jˆ = 2π
∫∫
S
ρˆΩˆaˆ3daˆdzˆ,
• Wˆ , Πˆ, Tˆ , and the Virial parameter V P .
4.1 An example with n > 1
As a first example, we consider a rigidly rotating torus with
parameters n = 1.5, RˆA = 0.5, RˆB = 1. This case is for
instance reported in Hachisu (1986) and others. For Ω = Ω0,
the centrifugal potential is quadratic with the radius, namely{
Ωˆ = 1,
Φˆ = − 1
2
Rˆ2.
(69)
Regarding the numerical grid, we take ℓ = 7 (i.e. N = 128)
and N0 = 2 which implies for the radial sampling Rˆ2 = RˆA
and RˆN−2 = RˆB. According to Sect. 3.3, we have

hˆ = 0.00403226 . . .
Rˆ0 = 0.491935 . . .
RˆN = 1.008065 . . .
ZˆN =
1
2
(RˆN − Rˆ0) = +0.258065 . . .
(70)
For these parameters, the absolute error in potential
values is expected to be of the order of ∼ 2 × 10−5 (see
Sect. 3.4), which is transmitted to Hˆ , ρˆ, constants C1, C3,
C3, V P , etc. This means 4 correct digits typically, which is
typical at such a spatial resolution (Eriguchi 1978; Hachisu
1986; Yoshida & Eriguchi 2006). The equilibrium solution
is found after 65 iterations. The remarkable capability of
convergence of the SCF-loop is shown in Fig. 4 which dis-
plays δHˆ a few steps after. Figure 5 displays Ψˆ, Hˆ and ρˆ at
convergence. We notice the slight asymetry of the enthalpy
and density maps (point M is closer to edge A than edge
B), due to curvature effects. Centrifugation shifts the grav-
itational potential well towards the inner edge. Equatorial
forces are plotted in Fig. 6. We see that the zero-gravity and
zero-pressure points do not coincide. The Virial kernel and
the quantity κU
2κT+κU
are displayed in Fig. 7. The gravita-
tional energy density is more concentrated at the inner edge
of the torus, while the internal and centrifugal energies dom-
inate in the outer region. The kinetic term always exceeds
the pressure term, and this is especially pronounced close
to the fluid boundary. Table 2 shows that output quanti-
ties are in agreement with Hachisu (1986) who works with
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Figure 5. Same legend as for Fig. 4 but for the potential Ψˆ, the
enthalpy Hˆ and the mass density ρˆ at equilibrium (from top to
bottom).
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Figure 6. Forces at the equatorial plane versus the radius for the
torus considered in Fig. 5.
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Figure 7. Same legend as for Fig. 5 but for the virial kernel
κVirial (top) and the ratio
κU
2κT+κU
(bottom).
quantity Hachisu (1986) this work
covering factor Λ 0.091∗ 0.608
C1 0.0842 0.08422
C2 (i.e. Ω20) 0.207 0.2068
−C3 0.3691
Rˆe 0.5 0.5
Rˆp 0.2071
Sˆ 0.1619
Vˆ 0.762 0.7615
Mˆ 0.219 0.2188
〈ρˆ〉 0.287∗ 0.2874
max. enthalpy 0.0842 0.08422
max. pressure 0.0337 0.03369
max. density 0.0245∗ 0.02444√
C2Jˆ 0.0562 0.05613
C2Tˆ 0.0128 0.01276
−Wˆ 0.0401 0.04005
C1
n+1
Uˆ 0.0145 0.01453
log(V P ) (?) −4.42
iterations ? 65
Table 2. Comparison with Hachisu (1986). At the actual resolu-
tion, only four figures are guaranteed (∗estimated).
Simpson’s 4th-order quadrature rule in spherical coordinates
and rather low covering factor. Successful comparisons are
observed for many other configurations. Deviations appear
close to critical rotation and in the thin ring limit as well.
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Figure 8. Variation of the Virial Parameter with the covering
factor Λ. Values of N0 are reported (see Fig. 5 for N0 = 2 and
Fig. 9 for N0 = 42)
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Figure 9. Same legend as for Fig. 5b but with N0 = 42.
4.2 V P vs. covering factor
By varying N0, we modify the covering factor (fluid section-
to-grid area ratio) defined by
Sˆ
(RˆN − Rˆ0)(ZˆN − Zˆ0)
≡ Λ. (71)
In the above example, Λ ≈ 0.61. When increasing N0
(from 0 to N ′/3), the resolution of the fluid is decreased,
which decreases Λ. Figure 8 displays V P vs. Λ in log. scale.
While the sensitivity remains weak, there is a net linear cor-
relation, and we find log V P ≈ −4.58−0.99 log Λ. The more
resolved the fluid, the better the Virial parameter. Figure
9 shows the enthalpy at equilibrium for the largest value
N0 = 42.
4.3 V P as a reliable indicator for precision
We have considered various numerical resolutions hˆ for the
finest grid, which is obtained by varying ℓ, according to
Eq.(46). We have explored the range ℓ ∈ [3, 11]. The con-
vergence of the SCF-loop is almost unchanged, with 65 it-
erations, whatever ℓ. The Virial parameter is plotted ver-
sus N ′ in Fig. 10 for both single and double precision.
The correlation is remarkable. A linear regression yields
10 100 1000
resolution number N’
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-2
-1
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g 
VP
double precision
single precision
l=7
Figure 10. Variation of the Virial parameter V P with the reso-
lution number N ′ for ℓ ∈ [3, 11].
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Figure 11. Precision observed on a few output quantities versus
the resolution number N ′. The volume is not precsely determined
unless the fluid boundary is accounted for (see Sect. 5).
log V P ≈ −0.16915 − 2.02367 logN ′, or
V P ≈ 0.339 × hˆ2.02 (72)
which means that the Virial parameter is 2nd-order accu-
rate. For single precision, accuracy is maximum for ℓ ∼ 7
and deteriorates for finer grids, in agreement with the error
analysis (see Sect. 3.4).
We can easily check that all output quantities are im-
proved when the resolution is increased by comparing the
results at ℓ− 1 and ℓ, namely∣∣∣∣∣1− fˆ(ℓ− 1)fˆ(ℓ)
∣∣∣∣∣ ∼
(
d ln |fˆ |
dℓ
)
ℓ−1
. (73)
Figure 11 shows this quantity for the mass, the two constants
C2 and C3, the angular momentum Jˆ , and the volume Vˆ .
We see that the Virial parameter is a good tracer of preci-
sion for most output quantities, within a factor less than 2
typically. The exception is for the volume, and for the merid-
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Figure 12. The ω2 − j2 diagram for n = 1.5 at two different
scales. Near critical rotation (bottom panel), the sequence is not
well defined unless the fluid boundary is detected and accounted
for. The value given in Hachisu (1986) stands outside the plot.
ional section area as well (not shown). This is in agreement
with the discussion in Sec. 3.6.
4.4 Uncertainty of the ω2 − j2 diagram near
critical rotation
A classical manner to visualize and compare equilibria ob-
tained for different triplets (C1, C2, C3) is the ω
2 − j2 dia-
gram (Chandrasekhar 1973; Hachisu 1986), where{
j2 = 1
4πG〈ρ〉
J2
M2V 4/3
,
ω2 = 1
4πG〈ρ〉
Ω20,
(74)
and J = ρ0Ω0L
5Jˆ . Using dimensionless quantities, we have
(j2, ω2) =
C2
4πMˆ
×
(
Jˆ2
Mˆ2Vˆ 1/3
, Vˆ
)
. (75)
For one-ring sequences obtained by varying the torus
axis ratio (while n is held fixed), ω typically decreases
when j increases (Eriguchi & Sugimoto 1981; Hachisu 1986;
Ansorg et al. 2003). Figure 12 displays the diagram obtained
by decreasing RˆA/RˆB . We notice that the “trajectory” is
hazardeous close to the sequence end. This effect is a direct
consequence of the uncertainty in the volume. Critical rota-
tion, where the pressure gradient vanishes at point B (i.e.
gravity and centrifugation are just balanced), is found for
RˆA/RˆB ∼ 0.3238, against 0.325 in Hachisu (1986).
quantity Petroff & Horatschek (08) this work
covering factor 1 0.731
C1 0.005363
C2 (i.e. Ω20) 0.01499 0.01499
−C3 0.04055
iM 63
HˆM 1
Sˆ 0.007786
Vˆ 0.04647
Mˆ 0.002004
〈ρˆ〉 0.4312
max. enthalpy 0.005363
max. pressure 0.002682
max. density 0.005363√
C2Jˆ 0.002216
C2Tˆ 0.0001357
−Wˆ 0.0003720
C1
n+1
Uˆ 0.0001006
log(V P ) −4.75
iterations 28
Mˆ
(
n+1
C1
)3/2
144.3 144.3
Jˆ
(
n+1
C1
)5/2
5953 5952
Tˆ
(
n+1
C1
)5/2
364.5 364.4
−Wˆ
(
n+1
C1
)5/2
999.2 999.0
Πˆ
(
n+1
C1
)5/2
90.07 90.06
Table 3. Results obtained for n = 1 and RˆA/RˆB = 0.9 compared
with the spectral approach by Petroff & Horatschek (2008). Same
grid parameters as for Tab. 2
4.5 A case with n = 1
As a second example, we consider a rigidly rotating torus
with n = 1 and RˆA/RˆB = 0.9. The solution is found after 28
SCF-iterations. The internal structure resembles very much
the one presented above. The torus boundary is much closer
to a circle, with a polar radius Rˆp = 0.0495. Output quan-
tities are given in Tab. 3. The agreement with the results
obtained from a spectral method by Petroff & Horatschek
(2008) is remarkable. From this equilibrium, we can reach
the critical rotation by decreasing the radius of the inner
edge (the number of SCF-iterations generally increases).
Figure 13 shows ∇RHˆ at the outer edge versus RˆA. There is
obviously a slight resolution effect, but the gradient van-
ishes for RˆA/RˆB ∼ 0.2532 which is also the solution of
Petroff & Horatschek (2008) obtained from a spectral ap-
proach. Figure 14 displays the mass density, Virial kernel
and fraction κU
2κT+κU
. The fluid core is dominated by the
gravitational energy, and it remains more marked close to
the inner edge. We see the elongated structure at the outer
edge where matter is in pure Keplerian rotation.
4.6 Case with a hard EOS
We consider the same parameters as in Sect. 4.1 but with
n = 0.5. This is a typical case where ρ has an infinite gra-
dient onto Γ. The equilibrium solution is now found after
MNRAS 000, 1–?? (???)
12 J.-M. Hure´ and F. Hersant
0.25305 0.25310 0.25315 0.25320 0.25325
RA
0
0.0005
0.001
0.0015
gr
ad
ie
nt
 d
H/
dR
 a
t p
oi
nt
 B
l=8 (N=256)
l=7 (N=128)
0.253220
0.253212
Figure 13. Enthalpy gradient at point B near critical rotation
for n = 1 and two numerical resolutions.
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Figure 14. Same legend as for Figs. 5 and 7 but for n = 1 at
critical rotation where RˆA/RˆB ≈ 0.253221.
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Figure 15. Same legend as for Fig. 5 but for n = 0.5.
34 iterations. In general, convergence is faster with low in-
dices n. The mass density, Virial kernel and ratio κU
2κT+κU
are displayed in Fig. 15. Again, the comparison with Hachisu
(1986) does not reveal any deviations for the first three dig-
its. The Virial test indicates log(V P ) ≈ −4.2. This is aston-
ishing since, as argued in Sec. 3.6, quadratures are expected
to be inaccurate for such polytropic index. This illustrates
the fact that the Virial test does not prove that the actual
solution is the good one, but that it is numerically clean and
self-consistent. We have run the code for various resolution
numbers where ℓ ∈ [3, 11] and computed the variation of
some quantities, as done above. The results are displayed
in Fig. 16 and are to be compared with Fig. 11. While the
global trend is still there, the order is oscillating. All quan-
tities are concerned, not only geometrical ones.
5 SUBGRID APPROACH: METHOD AND
EXAMPLES
5.1 Detection of the fluid boundary Γ. Case of a
soft EOS
Detecting the fluid boundary is basically achieved by scan-
ning the whole grid radially or/and vertically and searching
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Figure 16. Same legend as for Fig. 11 but for n = 0.5.
for nodes where the sign of enthalpy changes from one node
to the other. There are degenerescences if Γ is not connex,
which case is met for instance when matter is pinched at one
or more places around the equatorial plane (Ansorg et al.
2003). We then use a more straightforward method based
on the Freeman chain code (e.g. Freeman 1961) : Γ is grad-
ually revealed by visiting neighbouring cells following the
same searching sequence. It is in fact much faster than by
direct scan because the grid is not explored as a whole. The
algorithm starts at point A and fastly reaches point B, which
generates NΓ points with coordinates (RˆΓ, ZˆΓ) where Hˆ = 0
(the root finding method is second-order accurate here). If
Γ has length pˆe, then NΓ ∼ pˆe/hˆ typically.
As a matter of fact, we do not need all the Γ-nodes so
detected to improve the quality of double integrals. Basi-
cally, the inner and outer edges where dZˆΓ/dRˆ is large must
be oversampled. A good compromise consists in dividing the
fluid section into 3 subdomains:
• a “l-subdomain” for the inner edge,
• a “r-subdomain” for the outer edge,
• a “c-subdomain” located in between,
which requires two intermediate radii Rˆl and Rˆr, as depicted
in Fig. 17. For the l- and r-subdomains, we integrate in
the radial direction first by considering the boundary nodes,
then in the vertical direction. For the c-subdomain, we pro-
ceed in the reverse way. The double integral is therefore
written in the form
1
2
∫∫
fluid
fˆ daˆdzˆ =
∫ ZˆΓ
0
dzˆ
∫ Rˆl(zˆ)
RˆΓ(zˆ)
fˆ daˆ︸ ︷︷ ︸
l-subdomain
+
∫ Rˆr
Rˆl
daˆ
∫ ZˆΓ(aˆ)
0
fˆdzˆ︸ ︷︷ ︸
c-subdomain
+
∫ ZˆΓ
0
dzˆ
∫ RˆΓ(zˆ)
Rˆr
fˆdaˆ︸ ︷︷ ︸
r-subdomain
, (76)
and executed as is (the factor 2 accounts for matter below
the equatorial plane). The quadrature scheme is almost the
same as in Eq.(64), except at the fluid boundary where two
nodes have a spacing smaller than hˆ. This technique is quite
easy to implement. The two radii Rˆl and Rˆr could change
inside the SCF-iterations (depending on dZˆΓ/dRˆ). For the
rRR l
O
a,R
point A
(inner edge)
z,Z
z
Γ
Γ
r−subdomain
l−subdomain
c−subdomain
point B
(outer edge)
Figure 17. Double integrals over the fluid section are improved
by dividing the fluid into three sub-domains. Close to the inner
and outer edges, the radial quadrature is performed first. In the
c-subdomain, the vertical quadrature is performed first.
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Figure 18. Fluid boundary for the torus with soft EOS con-
sidered in Sect. 4.1. By performing a vertical scan, the precise
curvature of Γ close to the inner and outer edges is not accessi-
ble. Similarily, the radial scan does not give much detail of the
boundary at the top/bottom of the fluid.
present study, however, we simply take{
Rˆl = RˆA +
1
2
Rˆe,
Rˆr = RˆB −
1
2
Rˆe.
(77)
5.2 Results for n = 1.5
We go back to the example considered in Sect. 4.1 and re-
compute the solution including the detection of Γ, for differ-
ent numerical resolutions. BVs that feed the Poisson-solver
are then estimated from Eq.(76) at each time step of the
SCF-loop. At convergence, output quantities (Viral param-
eter, fluid volume, etc.) are computed in a similar manner.
Figure 18 shows the result obtained for the example given
in Sect. 4.1. We find NΓ = 227 for ℓ = 7. Figure 19 shows
the new volume, denoted Vˆ ∗ versus N ′. We clearly see that
error is now fully 2nd-order accurate for the volume (and
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Figure 19. Same legend as for Fig. 11 but when the fluid volume
is computed at 2nd-order by accounting for the boundary (red).
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Figure 20. Same conditions as for Fig. 12 but when the the fluid
boundary is detected and accounting for.
other geometrical quantities). As a consequence, the equi-
librium sequence near critical rotation is now much better
described as Fig. 20 shows.
5.3 Detection of the fluid boundary combined
with kernel splitting. Case of a hard EOS
If we apply the preceeding recipe to configurations with
n 6 1, the second-order is still not recovered for the rea-
son evoked in Sect. 3.6: the presence of infinite gradients
all along the fluid boundary, as a direct consequence of the
polytropic assumption, makes the numerical integration too
uncertain. This is illustrated in Fig. 21 which displays the
full integrand κρˆ in Eq.(59) obtained when computing one
of the BVs for n = 0.5 at convergence. Infinite gradient
are clearly visible all along the fluid boundary. The prob-
lem is not fixed by increasing the order of the quadrature
scheme. A convenient approach consists in treating the un-
derlying power-law by analytical means. Actually, by using
the generic q-coordinate (which is a or z depending on the
 0.5
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fluid surface
Figure 21. Poisson kernel κρ limited to the half plane Z > 0
versus a and z for the boundary value at (RˆN , 0) for the torus
with hard EOS considered in sect. 4.6.
subdomain; see below), we have
fˆ(q)ρˆ(q) = fˆ0ρˆ0
(
q − qΓ
q0 − qΓ
)n
+ δ(fˆ ρˆ) (78)
where q0 > qΓ is a pivot, fˆ0ρˆ0 = fˆ(q0)ρˆ(q0), and δ(fˆ ρˆ) is the
residue, i.e. the deviation to the power-law. By integrating
over q, we get∫ q
qΓ
fˆ(q′)ρˆ(q′)dq′ =
∫ q
qΓ
fˆ0ρˆ0
(
q − qΓ
q0 − qΓ
)n
dq′ +
∫ q
qΓ
δ(fˆ ρˆ)dq′
= fˆ0ρˆ0
(q − qΓ)
n+1
(1 + n)(q0 − qΓ)n
+
∫ q
qΓ
δ(fˆ ρˆ)dq′
= fˆ0
ρˆ(q)(q − qΓ)
(1 + n)
+
∫ q
qΓ
δ(fˆ ρˆ)dq′, (79)
where the first analytical term is precisely the contribution
of the infinite gradient. The second term has finite gradient
onto Γ by construction and so, it can be estimated by nu-
merical means without problems at second-order from the
trapezoidal rule. The kernel splitting method is general and
applies for computing both BVs and output values. It has
no special efficiency for n > 1. It requires the knowledge of
the fluid boundary.
For the l- and r-subdomains where the radial integration
is performed first, we have q = a, while this is q = z in
the c-subdomain. Note that the pivot point serves only to
determine the amplitude of the power-law term through f0
and must not be used in the quadrature scheme because
δ(fˆ ρˆ) = 0 for both q = qΓ and q = q0. An example of
residue δ(fˆ ρˆ) is shown in Fig. 22. Infinite derivatives ont Γ
have disappeared.
5.4 Results for n = 0.5
We have run the code for various resolutions and the results
are given in Fig. 23, which is to be compared to Fig. 16.
We see that the 2nd-order accuracy is now well reproduced
by using kernel splitting, for all quantities, in particular for
the Virial parameter and fluid volume as well. Table 4 lists
output quantities and compares the different approaches.
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Figure 22. Same legend as for Fig. 21 but for the residue δ(fˆ ρˆ)
(i.e. after power-law splitting of the kernel).
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Figure 23. Same legend as for Fig. 16 but with power-law split-
ting of the kernel.
While the boundary Γ becomes explicitly an unknown of
the problem, which directly impacts on BVs inside the SCF-
iterations, the convergence process is not fragilized. We can
still maintain a very low level of convergence close to the
computer precision (see below) and still use Ineq. (68) as
the pertinent convergence criterion. The computing time is
substantially increased with kernel splitting, as expected but
this is not critical.
6 ACCELERATION OF THE
SCF-ITERATIONS FROM INTERNAL
PRECONDITIONNING
6.1 A recipe
The evolution of δHˆF during the SCF-iterations is shown
in Fig. 24 for the three configurations studied before (see
Sect. 3.1). We see the remarkable stabilisation of the SCF-
iteration at a very high level of precision (see also Fig. 4).
As mentionned, this holds whatever the polytropic index,
with or without subgrid approaches. The striking feature is
———— this work ————
subgrid approach
quantity Hachisu (1986) with Γ splitting
Λ 0.088∗ 0.594 0.594 0.594
C1 ? 0.1200 0.1201 0.1200
C2 (i.e. Ω20) 0.383 0.3825 0.3823 0.3824
−C3 0.7729 0.7725 0.7729
iM 61 61 61
HˆM 1 1 1
Sˆ 0.1581 0.1583 0.1582
Vˆ 0.746 0.7451 0.7459 0.7455
Mˆ 0.471 0.4710 0.4707 0.4710
〈ρˆ〉 0.631∗ 0.6321 0.6311 0.6317√
C2Jˆ 0.173 0.1732 0.1730 0.1731
C2Tˆ 0.536 0.5354 0.5349 0.05353
−Wˆ 0.171 0.1713 0.1712 0.1713
C1
n+1
Uˆ 0.0642 0.6423 0.6429 0.06422
log(V P ) ? −4.23 −4.23 −4.23
iterations ? 34 33 33
Table 4. Comparison with Hachisu (1986) for n = 0.5 (∗ esti-
mated). Results obtained by accounting for the fluid boundary Γ
are given the implementing the kernel splitting method are listed
in the third column.
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Figure 24. Variation of δHˆF during the SCF-iterations (black)
down to convergence for the three configurations discussed in
Sect. 4. Convergence is not impacted by kernel splitting (red dot).
the exponential decay which appears after a very few iter-
ations, once the starting guess is almost forgotten. There
is obviously a sensitivity to the polytropic index and axis
ratio RˆA/RˆB of the torus, but this property appears rela-
tively universal. The decay is not only observed for δHˆF ,
but for the enthalpy field at almost all of the grid nodes. It
has an origin in the SCF-method. We can therefore try to
reduce the number of iterations, at least empirically, from
this decay. Let us assume that, at time t, we have
ln
∣∣∣δHˆ(t)∣∣∣ ∼ a− bt. (80)
where a > 0 and b > 0. Since this expression also writes
δHˆ(t+ τ ) = δHˆ(t+τ−1)e−b, (81)
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Figure 25. Function b computed after 5 iterations of the classi-
cal SCF-loop for the torus considered in Sect. 4.1. The criterion
for preconditionning is not satisfied everywhere (grey zones). At
nodes where b > 0 (red zones), the enthalpy field has already
started to converge and would be help by preconditionning.
we can estimate field values at the end of the next iteration,
i.e. at time t+ 2. With τ = 2, we have
Hˆ(t+1) + δHˆ(t)e−b ≡ Hˆ(t+2),estimate. (82)
Like Hˆ , b is a function of space (each node has its own path
to convergence), namely
b ∼ −

d ln
∣∣∣δHˆ∣∣∣
dt


t+1
, (83)
which can be determined from finite differences. At second
order, we have
−b ≈
δHˆ(t+
3
2
) − δHˆ(t+
1
2
)
δHˆ(t+1)
≈
Hˆ(t+1) − 2Hˆ(t) + Hˆ(t−1)
1
2
[
Hˆ(t+1) + Hˆ(t−1)
] . (84)
The mass density field to be considered in BVs when en-
tering step t + 1 of the SCF-method is therefore given by
ρˆ
(t+1)
i,j = sup
[
Hˆ(t+2),estimate, 0
]n
, (85)
which requires the storage of the enthalpy over a 3 successive
iterations, at t− 1, t and t+ 1.
The next question concerns the application of such a
correction: where and when can we anticipate and provide
a improved guess for the mass density at the begining of
iteration t + 1 ? We must first remind that we are mainly
interested in BVs, and so only nodes of positive enthalpy
are concerned. Second, the correction must not perturb the
SCF-iterations too much, and cancel convergence. There is
no risk at nodes where b > 0, but this may be critical with
b < 0. A possible criterion for preconditionning is

Hˆi,j > 0
δHˆ
(t+1)
i,j × δHˆ
(t)
i,j > 0,
bi,j > b0 & 0,
(86)
where the second inequality means that the enthalpy field
must vary monotonically at the actual node. An accelerated
version of the SCF-iterations can be obtained by modifying
the algorithm given in Sect. 3.2 as follows
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Figure 26. Same legend as for Fig. 24 but when precondition-
ning the mass density inside the cycle (red). Convergence is then
attained faster, by a factor 2 typically. This holds with a subgrid
approach (filled circles).
(viii) preconditionning (optional): if Ineq.(86) are ful-
filled, then ρ is given by Eq.(85) when entering step t + 1,
i.e. Hˆ(t+1) is replaced by Hˆ(t+2),estimate.
6.2 Results
Figure 25 displays b computed from Eq.(84) for the torus
with n = 1.5 after 5 steps of the classical SCF-iterations.
With a mean value 〈b〉 ∼ 0.4, the enthalpy is on the way
to convergence as the deviation from one step to the other
already diminishes, and preconditionning helps to accelerate
the process. We have checked this recipe to many configu-
rations and observed mostly no failure indeed. It works well
with or without including boundary effects and kernel split-
ting for n < 1. The results are given in Fig. 26 for the three
examples discussed in Sect. 4 where we have used b0 = −1.
By using the same convergence criterion, the SCF-iterations
require about half the normal time.
7 CONCLUSION
In this article, we have reinvestigated toroidal figures of equi-
librium with a special focus on the convergence process of
the SCF-iterations and accuracy of solutions. In this context,
we have carried out the full problem at 2nd-order and dis-
cussed the impact of discretisation and quadrature schemes
on ouput quantities. As argued, the polytropic hypothesis
sets severe constraints on the determination of solution for
n < 1 due to the non-derivability of the mass density at the
fluid boundary. Though a few selected examples, we have
shown how the gravitational, centrifugal and internal energy
densities are distributed in space. We have demonstrated
that the Virial Parameter is a good tracer of the precision
of output quantities, except for geometrical quantities like
the volume which fluctuates with the resolution. Such an un-
certainty directly impacts on the location of critical rotation
in the ω2 − j2 equilibrium digrams. Rather than increasing
the order of the quadrature scheme, we have shown that the
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2nd-order can finally be recovered if the fluid boundary is
detected and accounted for correctly. For polytropic indices
lower than unity, quadrature troubles due to infinite gradi-
ents of the mass density can be circumvented through kernel
splitting.
Finally, we have shown that it is possible to speed-up
the convergence of the SCF-method by internal precondi-
tionning of the enthalpy field. Actually, the temporal evolu-
tion of the enthalpy at the grid nodes shows an almost uni-
versal exponential decay that can be used back to improve
the new guess inside the SCF-loop. This improvement is
particularly interesting when building high resolution equi-
librium sequences. It is a step toward the understanding of
the convergence of the SCF algorithm which remains poorly
understood and documented (Odrzywo lek 2003). The recipe
is probably not limited to toroidal structures and can prob-
ably apply to spheroidal ones, which would be interested to
check.
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