Whenhypotheses about mental processing are tested with response times, inferences are often based on means, and occasionally on variance or skewness. Calculations on entire distributions of response times are more informative and can be conveniently carried out. Recently investigators have been updating procedures primarily based on means (such as additive factors tests) to procedures employing entire distribution functions. In one such advance, Nozawa and Townsend upgraded earlier tests of whether factors selectively influence serial or parallel processes, and whether parallel processes enter ANDgates or ORgates. Wediscuss generalizations of the tests to complex arrangements of processes in networks. Results for a particularly difficult network, the Wheatstone bridge, are presented here. We use simulations to demonstrate the feasibility of the tests, and the possibility of mimicking.
Whenhypotheses about mental processing are tested with response times, inferences are often based on means, and occasionally on variance or skewness. Calculations on entire distributions of response times are more informative and can be conveniently carried out. Recently investigators have been updating procedures primarily based on means (such as additive factors tests) to procedures employing entire distribution functions. In one such advance, Nozawa and Townsend upgraded earlier tests of whether factors selectively influence serial or parallel processes, and whether parallel processes enter ANDgates or ORgates. Wediscuss generalizations of the tests to complex arrangements of processes in networks. Results for a particularly difficult network, the Wheatstone bridge, are presented here. We use simulations to demonstrate the feasibility of the tests, and the possibility of mimicking.
Much of what we know about mental processing has been deduced through detailed analysis of response times. One of the most successful keys to interpretation is the technique of selectively influencing individual process durations, pioneered by Sternberg (1969) in his additive factor method. If the processes required for performance of a task are in series, and if each of two experimental factors prolongs a different process, then the combined effect of both factors is predicted to be the sum of their individual effects. This simple test has had impact not only in its many applications (reviewed in Sanders, 1990) , but also in the impetus it has given to the development of tests for further questions.
After some early setbacks caused by uncritical acceptance of unproven techniques, we are now able to answer a number of basic questions about process organization. The setbacks were due to the ability of conceptually different processing organizations to lead to mathematically identical predictions. An early influential paper by Townsend (1971) showed that serial and parallel process arrangements can make identical predictions about the effect on response time of the number of items to be processed. Another example is work by Marley and Colonius (1992) and Townsend (1976) showing that any model predicting choice response time and accuracy is equivalent to a parallel race of stochastically independent processes. Dzhafarov (1993 Dzhafarov ( , 1997 showed that any such model is equivalent to a system of deterministic processes racing for randomly preset criteria (the "Grice representability scheme," after Grice, 1968 Grice, , 1970 . To add to the difficulWe give special thanks to Ehtibar Dzhafarov for unique insights and many helpful comments. We have benefited from discussions with Anli Lin, Richard A. Chechile, Georgie Nozawa, and James T. Townsend. Portions of this work were supported by NSF Grant 9l23865-DBS to R.S. Correspondence should be addressed to R. Schweickert, Psychological Sciences, 1364 , Purdue University, West Lafayette, IN 47907-1364 ties, even when models are distinguishable mathematically, they may mimic each other's predictions statistically, as Van Zandt and Ratcliff (1995) recently pointed out.
Over the years, however, more tests have become available, and researchers have become more cautious in formulating the underlying assumptions of their models, so the possibilities for mimicking have become more limited and manageable. Work on the problem of inferring process organization has been carried out by more people than can be mentioned here. Readers interested in more details will find them in the surveys by Coles, Smid, Scheffers, and Otten (1995) , Luce (1986) , Massaro and Cowan (1993) , Schweickert (1993) , Townsend (1990a) , and Townsend and Ashby (1983) . This paper continues the quest by describing a method for using cumulative distribution functions to simultaneously test whether experimental factors selectively influence sequential or concurrent components ofcomplex networks of processes, and whether these networks involve AND or OR gates. This work follows on earlier related results by Nozawa (1992) and Townsend and Nozawa (1995) .
Initially, hypotheses about the effects of experimental factors were tested with mean response times, but it is clear that more information is potentially available from cumulative distribution functions; for a variety of approaches, see Balakrishnan (1994) ; Colonius and Vorberg (1994) ; Dzhafarov (1992) ; Fisher and Goldstein (1983) ; Fisher (1991, 1992) ; Kounios (1993) ; Meyer, Yantis, Osman, and Smith (1984) ; Miller (1982) ; Shaked and Shanthikumar (1994) ; Stoyan (1983) ; Townsend (1990b); and Van Zandt and Ratcliff (1995) . Two techniques are relevant here for examining cumulative distribution functions to recover processing architectures under the assumption of selective influence. One, developed by Ashby and Townsend (1980) and Roberts and Sternberg (1993) , will be discussed in a later section, where it provides empirical support for our assumption of the stochastic independence ofprocess durations. A generalization of this
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technique has been described in Dzhafarov and Schweickert (1995) . The other technique, based on cumulative distribution contrasts, was developed by Nozawa (1992) and Townsend and Nozawa (1995) . A generalization of this technique has been described in Schweickert, Giorgini, and Dzhafarov (in press) and is further developedhere. Analysis ofcumulative distribution functions is useful because it is quite possible for predictions made about mean reaction times to be satisfied, while predictions about cumulative distribution functions are not. Further, as our simulations will demonstrate, cumulative distributions appear to be more promising than means for distinguishing process arrangements that mimic each other.
The organization ofthe rest of the paper is as follows. We explain what cumulative distribution contrasts can be used for, and what they are. Then we describe our assumed underlying architecture, directed acyclic task networks. We summarize the evidence for and against two ancillary assumptions made for tractability. We then present simulations demonstrating the behavior ofcumulative distribution function contrasts for various process arrangements, in particular for a difficult network, the Wheatstone bridge. The paper ends with derivations of results specifically for a Wheatstone bridge.
Many experiments in cognitive psychology are designed to answer questions about underlying architecture. The problem of distinguishing between AND gates and OR gates is not as common as the problem of distinguishing between serial and parallel processing. But both gates appear in familiar models, AND gates in exhaustive processing models, and OR gates in self-terminating processing models and in race models. Here is an example of each kind ofgate, and of how experimental factors were used to test for it.
In a study on visual search, Egeth and Dagenbach (1991) investigated whether search was serial or parallel, and whether it was self-terminating or exhaustive. If elements in the display are processed in parallel, then a selfterminating search stops as soon as any target is processed (i.e., with an OR gate). An exhaustive search stops after all elements have been processed (i.e., with an AND gate). Egeth and Dagenbach (1991) tested predictions for the effects on mean reaction time of selectively influencing processes. For example, in their Experiment 1, subjects searched for a target in a two-letter display. A display contained two Xs, two Os, or an X and an O. Processing of a particular element was prolonged by degrading its visual quality. When the target was absent, the subject had to process both elements to determine that neither was a target. The mean reaction times behaved as predicted for a parallel search ending with an AND gate.' When two targets were present, the subject had to process only one. The mean reaction times behaved as predicted for a parallel search ending with an OR gate. An analysis of cumulative distribution functions, in addition to means, could provide further evidence for (or against) these conclusions.
As another example of the class of architectures considered here, Kounios, Osman, and Meyer (1987) proposed a dual-process model of sentence verification in which a fast process (search of semantic memory) raced independently and in parallel with a slow process (logical computation). The response was determined by whichever process finished first (i.e., by an OR gate). Kounios (1993) proposed that the semantic relation between the subject and the predicate ofa sentence would selectively influence the fast search process, while a categorical relation between subject and predicate would selectively influence the slow computation process.
In this example, the results were not exactly as predicted, and the original model was rejected and modified. Briefly, Kounios (1993) predicted that the fast reaction times of the distribution would be affected only by the semantic relation, and the slow ones only by the categorical relation. The predictions were satisfied only in part. Kounios concluded that the proposed dual processes were present, but that other specialized mechanisms were present also. Here, we note an additional problem for the original model. If the median reaction times reported are used as approximations for the means, they do not behave as predicted for parallel processes followed by an OR gate (see note I). The cumulative distribution analysis described here could also be carried out; presumably the outcome would be further evidence for rejecting the original model, but this is not implied by the earlier results.
CUMULATIVE DISTRIBUTION CONTRASTS
The usual analysis of variance (ANOYA) test that two experimental factors have additive effects on response time can be thought ofas a test whether certain sums and differences of mean response times-a contrast-equals O. (If the design is larger than a 2 X 2, there will be more than one contrast, one for each degree of freedom in the interaction.) Suppose two factors are manipulated in an experiment. Suppose each factor has two levels, 1 and 2, and let the response time when the first factor is at level i and the second factor is at level} be denoted RTij-with mean ERTij' Then the statement that the factors have additive effects can be written
(I) Nozawa (1992) and Townsend and Nozawa (1995) noted that a contrast similar to that on the left side of Equation 1 could be written in terms of cumulative distribution functions. Let G ij (t) be the cumulative distribution function (cdf) for the response time RTij-that is, G ij (t) = P(RT ij S t), the probability that RT ij is less than or equal to t. For each factor, higher level numbers correspond to higher means. Consider two parallel processes followed by a final process. Suppose two experimental factors selectively influence the two parallel processes, and the final process begins when both of the parallel processes have finished (an AND gate). If certain ancillary assumptions are met, then the following inequality holds at every time t, (Nozawa, 1992; Townsend & Nozawa, 1995) . In other words, a contrast of the same form as that for the mean response times is predicted to be nonnegative.
Equation 2 is based on the assumption that both the parallel processes must be finished before the final process begins. The sign of the contrast was shown by Nozawa and Townsend (1995) to reverse if the AND gate in the assumption above is replaced with an OR gatethat is, ifthe final process begins as soon as either (rather than both) ofthe two parallel processes terminates. With an OR gate, for all times t,
For an intuition about why the sign changes, consider mean reaction times. With two parallel processes followed by an AND gate, if one process is very short changing the duration of the other will have a big effect. If one process is very long, changing the duration of the other will have little effect. With two parallel processes followed by an OR gate, the situation is reversed. If one process is very short, the duration of the other will have little effect. If one process is very long, the duration of the other will have a big effect.
The predicted inequalities above have been tested in experiments (Nozawa, 1992; Townsend & Nozawa, 1995) . Figure I (after Nozawa, 1992, Figure 8) illustrates the results of one experiment. The stimuli were two lightemitting diodes located above and below a fixation point. On a given trial, one diode, the other, or both, or neither was turned on. If a diode was turned on, it was at either low intensity or high intensity. There were two tasks. In the OR task, the subject was instructed to press a key for "yes" if one or the other or both diodes were turned on.
Another key was pressed for "no." In the AND task, the response was "yes" if both diodes were turned on.
The figure shows cdf contrasts for the OR task and the AND task for "yes" responses when both diodes were turned on. The indices 11, 12, 21, and 22 in Equations 2 and 3 correspond to the four combinations of light intensity levels for the left and right diodes.
The contrasts were illustrated originally in Nozawa (1992) for survivor functions, rather than for cdfs, G ij (t) . The survivor function at t is simply one minus the cdf at t-that is, 1 -G ij (t). Consequently, the predicted signs ofthe survivor contrasts are opposite to those given above for cdfs. Survivor functions are less familiar than cdfs, although they are more convenient for certain purposes.
The contrasts in Figure 1 have two striking features. First, each contrast preserves its sign throughout the time axis. Second, the signs are different for the OR task and the AND task-negative for OR, and positive for AND, as predicted by Townsend and Nozawa (1995) .
Analysis of the data from individual subjects revealed an aspect of the processing that analysis of mean reaction time alone would not. Because the prediction is about the sign of the cdf contrast, the same sign is predicted for individual subjects as for data averaged over subjects. When subjects were considered individually, for many there was a small blip early in the curve, ofthe sign opposite to that predicted. The blip occurred at different times for different subjects, and hence did not appear in the aggregated data. The appearance of a blip in a subject's data was sufficient reason to reject a parallel model for that subject. The blip was explained by Townsend and Nozawa (1995) with a Poisson channel summation model, and the reader is referred to their paper for details. Townsend and Nozawa (1995) showed that when processes in series are selectively influenced, the cdf (or survivor) contrast must have equal positive and negative areas. Their reasoning is as follows. The expected value of a positive random variable is the area under its survivor function (see, e.g., Cinlar, 1975) . This means that 200 400 600 800 1000 ERT ij in Equation I is the area under I -Gi/t). It follows algebraically that the contrast of means
The mean contrast is zero for serial processes; hence the area under the survivor contrast must be zero. The sign of the cdf contrast is opposite that of the survivor contrast, but the absolute value of the areas under the two curves is the same. Consequently, the area under the cdf contrast function when serial processes are selectively influenced is zero. Now that we have described cdf contrast functions, we will describe the architecture to be tested with them.
Directed Acyclic Task Networks
In this paper, we consider tasks with complex arrangements of processes. An example is a psychological refractory period task, in which a subject is presented with two stimuli, say, a light and a tone, and asked to respond to each, with, say, a buttonpress to identify the light and a spoken word to identify the tone. Such dual tasks typically begin with concurrent peripheral processing of the stimuli, followed by sequential processing in a central mechanism, followed by response processing, which may again be concurrent. There are many examples: Carrier and Pashler (1995) ; Davis (1957) ; Ehrenstein, Schweickert, Choi, and Proctor (1997) ; Johnston, MeCann, and Remington (1995) ; McCann and Johnston (1992) ; Kieras (1997a, 1997b) ; Osman and Moore (1993) ; Pashler and Johnston (1989) ; Ruthruff, Miller, and Lachmann (1995) ; Schweickert (1983a); Van Selst and Jolicoeur (1994); and Welford (1952) . For reviews, see Pashler (1998) and Schweickert and Boggs (1984) . For a variety offurther examples, see Liu (1996) . Figure 2 shows the process arrangement in a hypothetical task used in our simulations. The task begins with four concurrent processes (a, y, c, and z). Some of these are followed by other processes; for example, W follows a. If one process follows another, the two are said to be sequential. (More formal definitions of the terms concurrent and sequential will be given later.) An arrow is sometimes needed to indicate the order in which the processes are carried out; for example, the arrow from process c to process x indicates that c precedes x. Because a bar graph becomes hard to read if there are many such arrows, it is often preferable to abandon the attempt to use the length of the bars to represent the durations of the processes. One can simply represent each process with a node, all nodes the same size, and use a~ rows between nodes to indicate precedence. The result IS a directed network. The task network in Figure 3 represents the same process arrangement as in Figure 2 . Stimulus presentation is denoted by a starting node, 0, of duration zero, and response onset is denoted by a terminal node, r, also of duration zero.
One of the purposes of this paper is to derive predictions for a network with a particularly difficult form, the Wheatstone bridge (Figures 4 and 5) , which often arises in dual tasks. In Figure 4 , two stimuli, s I and s2, are presented, separated by a stimulus onset asynchrony (SOA), with responses r I and r2, respectively. Each stimulus requires the execution of three processes, perception (a), central processing (b), and response preparation (c). According to Welford's (1952) single-channel theory, the central processes for the two stimuli, b I and b2, must be executed one at a time; hence in the model there is a process sw for switching between b I and b2.
One way a Wheatstone bridge will arise is if subjects are instructed to respond to the first stimulus before responding to the second, a common practice. This requirement is represented in the figure by an arrow directed from rl to r2. The instruction that the responses be made in a particular order is not necessary to produce a Wheatstone bridge form. Models postulating a second, additional bottleneck-for example, postulating that c2 be executed before r I, also lead to a Wheatstone bridge as part of a larger network (see De Jong, 1993 , Ehrenstein et aI., (1997 , Logan & Burkell, 1986, and Schweickert, 1978 , for double-bottleneck models).
What predictions can be made about the cdfs for such process arrangements? A number of predictions are easy to check graphically. Before describing them, we take a moment to consider the evidence for two ancillary assumptions sometimes made by Nozawa (1992) and Townsend and Nozawa (1995) , because we will make these assumptions also.
Support for Ancillary Assumptions
Two ancillary assumptions are made for tractability. (I) Stochastic independence: The process durations are mutually stochasticallyindependent, which means, loosely speaking, that the cdf for the duration ofanyprocess within the network does not depend on the durations of the remaining processes. More precisely, the joint cdf for any subset of the process durations is assumed to be the product of their corresponding marginal cdfs. (2) Stochastic dominance: When an experimental factor selectively influences a process, the cdf for the process duration at one level of the factor is assumed to be always greater than or equal to the cdf at another level of the factor. Pairs of (4) RT ij in a 2 X 2 design, if the process selectively influenced by Factor A is stochastically faster at i = I than at i = 2, and if the analogous assumption is true for j = I and j = 2, then for every time t we expect
These predictions can be rigorously proved for any serial-parallel network, such as the one in Figure 3 (Schweickert et aI., in press). The method used in those proofs does not apply to the Wheatstone bridge (Figure 5) . In this paper we use a different approach to derive the predictions for the Wheatstone bridge (see the Appendix). In other words, if the network is assumed to be serial-parallel, or the Wheatstone bridge in Figure 5 , then response time cdfs can falsify the assumption of stochastic dominance for the process durations. For networks for which a Wheatstone bridge is only a part, we lack a mathematical proof. We propose as a working hypothesis that the property in question holds for all networks; that is, sto- Tables 1 and 2. cdfs with this property (or, more properly, the random variables underlying them) are said to be related by stochastic dominance. We say that the process corresponding to the upper cdf is stochasticallyfaster than the other; in particular, its mean duration is smaller.
It is easy to check observable cdfs for stochastic dominance in a graph. Figure 6 (after Nozawa, 1992, Figure 4) illustrates stochastic dominance for the response time cdfs in the experiment mentioned above by Townsend and Nozawa (1995) . The cdffor the response times to a single dot at low intensity lies above the corresponding cdf for high intensity. The functions do not cross at any point, although they may touch. In this section, we discuss the empirical support for these two assumptions, beginning with stochastic dominance.
Stochastic dominance. When an experimental factor selectively influences a process, we usually assume that the mean duration of the process increases as the factor levels increase-that is, as the difficulty increases. But our topic is the cumulative distributions, and the assumption that the means are ordered implies little about the distributions as a whole (see, e.g., Stoyan, 1983; Townsend, 1990a) . Hence, we make the stronger assumption that the factor produces stochastic dominance.
Stochastic dominance for the process durations cannot be tested directly because the durations of the individual processes within a network are not observable other than through their contribution to the overall response time. However, it is reasonable to expect that stochastic dominance for the individual process durations implies stochastic dominance for the response times, in the following sense. Let the process selectively influenced by a Factor A be stochastically faster at Level I than Level 2. Then we should expect that the response time at Level I will be stochastically faster than at Level 2, whatever the levels of the remaining factors influencing the response time. In particular, considering
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Time in msec Figure 6 . The response time cumulative distribution function (cdf) for low intensity lies below that for high intensity. The data exhibit stochastic dominance. (After Nozawa, 1992, by permisslon.) chastic dominance for selectively influenced component durations implies stochastic dominance for overall response times. With this hypothesis, there seems to be considerable evidence for stochastic dominance in the literature.
Investigators occasionally publish graphs of the cdfs for response times at various levels of a factor, and when such graphs have been reported, stochastic dominance tends to be found. The data reported in Nozawa (1992) and Townsend and Nozawa (1995) are an example. Here are four more examples: (1) In a memory scanning task, Ashby, Tein, and Balakrishnan (1993, Figure 2) found that changing set size produced stochastic dominance of response times; in fact it occurred for every single subject.
(2) In a dual-task experiment by Osman and Moore (1993, Figure 6 ) Response 1 was a keypress with the foot to a high or a low tone, and Response 2 was a keypress with a finger to a letter presented visually. Changing SOA over three levels produced almost perfect stochastic dominance for response times, for both responses. (3) In a simple response time experiment by Backus and Sternberg (1988, Experiment 1) , a lever was pulled to respond to a light. The two factors offoreperiod duration and intensity produced stochastic dominance (see Roberts & Sternberg, 1993, Figure 26.2, panel A) . (4) In an identification experiment by Sternberg (1969, Experiment 5) , digits were presented visually and subjects responded by saying a digit. Stimulus quality was changed by adding noise, and S-R compatibility was changed by asking subjects to name the digit or to name its successor. Both factors produced stochastic dominance when the number of alternative stimuli was two and also when it was eight (see Roberts & Sternberg, 1993, Figure 26.2, panels B and C) . In these examples, one could argue that the investigators published such graphs only because a noteworthy pattern was found. Nonetheless, the variety of the tasks and experimental factors suggests that stochastic dominance is a robust phenomenon.
Stochastic independence. As with the assumption of stochastic dominance, the stochastic independence of the individual process durations within a network cannot be tested directly, because the durations are not observable. We will summarize four different indirect approaches to testing stochastic independence. Results using three of these support the assumption, and results of the fourth do not. The tasks that have been investigated are quite different from each other, and the obvious implication is that stochastic independence occurs in some situations, but not in others. At first this conclusion may seem uninteresting, but stochastic independence is such a strong assumption that it is remarkable that it would ever be supported in a psychological task. For this reason, some results in Townsend and Nozawa (1995) were derived without assuming stochastic independence. For further discussion, see Balakrishnan (1994) .
The first indirect test of stochastic independence is based on the fact that if process durations are stochastically independent, then factors selectively influencing different processes in series would not only have additive effects on the expected values of the response times, but also on the variances (Sternberg, 1969) . In two identification experiments, Schwartz, Pomerantz, and Egeth (1977) tested for such additive effects on variance. In neither experiment was there a significant interaction, although it should be noted that in the second experiment the deviation from additivity was appreciable, albeit nonsignificant. Additive effects of factors on variances have also been found in four additional experiments summarized in Roberts and Sternberg (1993, Table 26.3) .
The second indirect test is that if (1) process durations are stochastically independent and (2) the probability that the response is correct is the product of the probabilities that the individual processes are correct, then factors selectively influencing different serial processes would have additive effects not only on response time, but also on log percent correct (Schweickert, 1985) . This prediction was confirmed in three studies previously reported in the literature-on memory scanning (Lively, 1972) , lexical decision (Schuberth, Spoehr, & Lane, 1981) , and identification (Schwartz et al., 1977) .
The third approach to testing stochastic independence is based on an analysis of cdfs. Because this approach is so closely related to the topic of this paper, we summarize it in some detail. Van Zandt and Ratcliff (1995) have given additional information about it, as well as a critical evaluation of the possibilities for mimicking.
The Ashby-Townsend -Roberts-Sternberg method is a test of whether the durations of two processes are stochastically independent and are combined serially to produce the response time. Suppose a subject performs a task by carrying out two serial processes a and b, and suppose a is finished before b starts. Suppose one experimental factor selectively influences process a. Let the duration ofprocess a be the random variable~l when this factor is at Level 1, and the random variable T a2 when this factor is at Level 2. Suppose another factor selectively influences process b, leading to durations T b l and T b2 , for Levels 1 and 2, respectively. The response time is the duration ofprocess a plus the duration ofprocess b. When both factors are at Levell, the response time is RT I I =~l + T b l , and so on. Ashby and Townsend (1980) Chechile, 1997.) Using a different, but logically equivalent technique, Roberts and Sternberg (1993) analyzed data from four experiments with the summation test. For each data set, empirical cdfs for RT I I + RT 22 and for RT 12 + RT 21 were constructed with a special procedure. In each case, the two distributions were virtually identical. For readers interested in further work on this topic, a detailed analysis and a generalization of the Ashby-Townsend -RobertsSternberg test are given in Cortese and Dzhafarov (1995) , Dzhafarov and Cortese (1995) , and Dzhafarov and Schweickert (1995) .
The fourth indirect test of stochastic independence of process durations was developed by Dzhafarov (1992) and elaborated by Dzhafarov and Rouder (1996) . Simple response time to a signal with a step function onset can be decomposed as the sum of a component dependent on the signal and a component not dependent on the signal. Keypress responses to an abrupt change in location of a light source were collected. A distribution-free analysis ofthe response times, based on percentile ranks, revealed that both components could be written as increasing functions of the same random variable. This implies that the components were not stochastically independent.
To summarize, evidence that factors selectively influencing process durations produce stochastic dominance ofthe distribution functions for the process durations has been found for a wide assortment of factors in a variety of tasks. Stochastic independence of process durations appears to be less pervasive, although it too has been supported in a variety of tasks.
We turn now to predictions about cdf contrasts in tasks involving a mixture of sequential and concurrent processing. We will present results of simulations of factors selectively influencing processes in such a way that stochastic dominance was produced and stochastic independence was maintained.
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SIMULATIONS
In our simulations, we supposed that a subject executed a set of mental processes arranged in the serialparallel network shown in Figure 3 or the Wheatstone bridge network of Figure 5 . Each process is represented by a node and has a nonnegative duration that varies from trial to trial. If one process immediately precedes another, an arrow is drawn from the node representing the former process to the node representing the latter process. The task begins at a node, 0, called the starting node, which indicates the presentation of the stimulus. No node precedes the starting node. Likewise, the task ends at a node, r, called the terminal node, which indicates the onset of the response. No node follows the terminal node.
A process a precedes another process b if there is a path starting at the node representing a, proceeding along some arc in the direction indicated by the arrow to another node, proceeding perhaps along further arcs and nodes, always in the directions indicated by the arrows, and ending at the node representing b. We say processes a and b are sequential if either a precedes b or b precedes a. Two processes a and b are concurrent if they are not sequential. If a process can begin execution when anyone of its immediate predecessors has been completed, we say the process is released with an OR gate. If a process can begin execution only when all of its immediate predecessors have been completed, we say the process is released with an AND gate.
An AND gate or an OR gate can be constructed as follows with an accumulator, a mechanism that emits a signal when a counter reaches a preset criterion. Whenever a process immediately preceding the gate is completed, the counter is incremented by one. For an OR gate, the criterion is reached when the counter equals one. For an AND gate, the criterion is reached when the counter equals the number ofprocesses immediately preceding the AND gate. When the criterion is reached, the gate sends a signal to start all the processes that immediately follow it.
We consider two types of networks here, those in which every gate is an OR gate and those in which every gate is an AND gate. The response is made at the terminal node, and we assume that the terminal node is an OR gate or an AND gate, of the same type as the others. Networks having both OR and AND gates, or with other types of gates, are possible, of course, but are beyond the scope of this paper.
In the simulations, all the gates were AND gates, so the response time was the sum of the durations of all the processes on the longest path through the network. The longest path through the network is called the critical path. A directed acyclic network with AND gates is sometimes called a critical path network or a PERT network. If all the gates are OR gates, the response time is the sum of the durations of all the processes on the shortest path from the starting node to the terminal node.
In a network with AND gates or OR gates, a path directed from a node to itself would indicate that the process represented by the node would have to finish before it could start. This is impossible, so no process precedes itself, immediately or otherwise, and the task network is said to be a directed acyclic network. For more on task networks, see Fisher (1985) , Fisher and Glasser (1996) , and Schweickert (1978) .
There are two kinds of directed acyclic task networks: (1) those that contain within them the Wheatstone bridge network illustrated in Figure 5 and (2) those that do not contain it (Dodin, 1985; Kaerkes & Mohring, 1978) . Directed acyclic networks not containing a Wheatstone bridge are called serial-parallel networks. Inspection of the network in Figure 3 shows that it does not contain as one of its parts the network in Figure 5 , so Figure 3 is a serial-parallel network.
The simulations to be presented show that patterns in the cdfs for overall response times can be used to test between serial-parallel networks with AND gates and those with OR gates, and, within either type of serialparallel network, between sequential processes and concurrent processes. In a sense, this means that the serialparallel networks with selectively influenced components and with all AND gates or all OR gates are completely characterizable.
The Wheatstone bridge, and networks containing it, are more difficult. The simulations show that the sequential processes x and y in the Wheatstone bridge network of Figure 5 can produce the same response time patterns as either concurrent processes or sequential processes in a serial-parallel network-for a given 2 X 2 design. Employing a wide range oflevels for each ofthe factors, however, allows one to identify sequential processes in a Wheatstone bridge. Results ofour simulations suggest that cdfs are more effective than mean reaction times for distinguishing processes in a Wheatstone bridge from concurrent processes.
The simulations also show that regular patterns can be made manifest in the cdf contrasts with a feasible number of trials (2,000 per condition). The patterns appearing in the cdf interaction contrasts in these simulations lead us to consider whether they occur in general. Wewere able to prove that the patterns found in our simulations ofthe serial-parallel network generally occur (Schweickert et aI., in press). The method of proof in that paper does not extend to networks that are not serial-parallel. For the Wheatstone bridge in Figure 5 , derivations in the Appendix of this paper show that certain patterns generally occur, although general results for the most difficult case-processes x and y on opposite sides ofthe bridgeremain to be found.
Networks for which a Wheatstone bridge is only a part also remain an open question. Fortunately, certain networks containing Wheatstone bridges can usefully be reduced to serial-parallel networks. To explain how to do this, we need to define a module, a set of nodes that can be replaced with a single node. In Figure 4 , SOA, s2, and a2 are an example. A module (or partitive set) is a set M of nodes such that (1) if a node outside M precedes any node of M, then it precedes all nodes of M; (2) if a node outside M follows any node of M, then it follows all nodes of M; and (3) if a node outside M is concurrent with any node of M, then it is concurrent with all nodes ofM (Schweickert, 1983b) . A module can usually be replaced by a single node without loss of information. The exception occurs when the module happens to contain both of the processes selectively influenced by the factors; in that case, replacing the module with a single node loses the information about whether the selectively influenced processes are sequential or concurrent.
It may be that all the Wheatstone bridges in a network are contained in modules, none of which contains both of the processes selectively influenced by the factors. When each of the modules is replaced by a single node, the resulting reduced network may be a serial-parallel network. Then our results for serial-parallel networks would apply. However, such a reduction may not be possible. For example, the entire Wheatstone bridge in Figure 5 forms a module. But if processes x and yare selectively influenced, the Wheatstone bridge cannot be reduced to a single node without losing the information that x and y are sequential.
The following procedure was used for simulations of the networks in Figures 3 and 5 . Each process has a nonnegative duration, which varies from trial to trial. The process durations were assigned independent normal distributions, truncated to yield nonnegative values. The mean of each process duration (prior to truncation) is given in the captions of Figures 3 and 5. For the specific processes, which were prolonged, additional mean durations were used, as given in Tables 1,2 , and 3. The standard deviation of a process, prolonged or not, was set to one quarter of its mean (again, prior to truncation). Therefore, the distributions of the process durations are entirely characterized by their means. With this procedure, as the mean duration ofa process increases, so does its standard deviation. This ensures that the standard deviation of the observable response time tends to increase with its mean (see, e.g., Luce, 1986) . Further, since the distribution shape is fixed, the procedure produces stochastic dominance for the prolonged processes (Schweickert, . For each condition (i.e., combination offactor levels), 2,000 trials were simulated Note-In the simulations reported in this table, the mean of process c was always 600.
using MICROSAINT (Micro Analysis and Design, 1985) , using a different random number seed for each condition. To see how the behavior ofprocesses on opposite sides of a Wheatstone bridge differs from the behavior of other processes, one needs to see how processes not in a Wheatstone bridge behave. To this end, we first consider serialparallel networks.
Serial-Parallel Networks
For the network in Figure 3 , two 2 X 2 designs were simulated, one for the pair of concurrent processes a and c (keeping the mean of process b at 50), and the other for the sequential pair a and b (keeping the mean of process cat 600). This means that in the first simulation, two experimental factors were assumed to selectively influence the concurrent processes a and c, yielding four pairs of (truncated) independent normal distributions for their durations, while the distributions of the other processes remained fixed throughout the simulation. Analogously, in the second simulation two experimental factors were assumed to selectively influence the sequential processes a and b, while the distributions of the other processes remained fixed.
Concurrent processes. The means and standard deviations of the simulated response times for the conditions in which the concurrent processes a and c were selectively influenced are shown in Table 1 . The table shows clearly that there is a negative interaction for the meansthat is, 616 -719 -706 + 753 = -56 <0. This negative interaction pattern in the means for concurrent processes agrees with theoretical predictions (Schweickert, 1978) .
An analogous interaction can be calculated at each point in time using the cdfs rather than the means. The cdfs for the response times corresponding to the four different combinations offactor levels can be characterized by the mean durations of processes a and c:
The cdfs for the four conditions are shown in Figure 7 , in the order (from left to right) Ga50,c50( t ) , Ga500, c50(t) ,
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Ga50,c600( t ) , Ga500,c600(t) . (The two intermediate curves practically coincide.)
The left-most curve is the cdffor the cell in which the processes being influenced are at their shortest durations used within the 2 X 2 design. The right-most curve is the cdf for the cell in which the two processes are at their longest. The intermediate curves are the cdfs for the cells in which one process was prolonged while the other was not.
The first step is to check that the cdfs satisfy stochastic dominance (Equation 4)-that is, that the left-most curve does not completely cross either of the intermediate ones, and neither of the intermediate curves completely crosses the right-most one. (It does not matter whether the two intermediate curves cross or not.) If this ordering condition were not satisfied by the cdfs in Figure 7 , further tests would not be applicable. Since the condition is satisfied, we proceed with the tests. The next step is to calculate the interaction contrast from the cdfs. The cdf interaction contrast at each time t is
). It is shown in Figure 8 . It has a curiously narrow peak, as do others we report. The most important finding is that this function is nonnegative at every moment of time. As we show in another study (Schweickert et al., in press) , this sign invariance is characteristic for all serial-parallel networks with AND gates and independent process durations, in which the selectively influenced processes are concurrent. We show in the same study that if the network had OR gates rather than AND gates, the contrast would have the opposite sign; in this case, it would be nonpositive at all moments of time.
Sequential processes. The means and standard deviations of the simulated response times for the sequential processes a and b are shown in Table 2 . (Parameter values for one cell in Table 2 , a = 50, b = 50, c = 600, are the same as those for a cell in Table 1 , and the same simulated trials were used in both cases.) For the sequential processes, there is a positive interaction for the means, 719 -753 -882 + 1107 = 191 > 0; that is, the mean contrast has the opposite sign to the one found in the previous simulation for concurrent processes. This agrees with theoretical predictions (see Schweickert, 1978; Schweickert et al., 1992; Schweickert & Townsend, 1989; Schweickert & Wang, 1993) . Figure 3 . The cdfs exhibit stochastic dominance. (6) As before, the analogous contrast can be formed with cdfs. We use the following notation here:
The cdfs ofEquation 6 are shown in Figure 9 , in the order (from left to right) G a50,b50(t), G a500,b50(t), G a50,b500(t), G a500,b500(t) . Once again, the prerequisite for further testing is that the cdfs satisfy stochastic dominance, which they do.
The cdf contrast is calculated in the same manner as for concurrent processes, Ga50 b50(t) -Ga50 b500(t) -Ga500 b50(t) + Ga500 b500(t). In Figure 10 , the contrast can be seen to have the following two properties: (1) It is positive for low values of t but becomes negative later.
(2) The net area bounded by the entire curve and the axis at 0 is negative; in fact, the net area from any time t to infinity is negative. The cdf contrast is strikingly different for concurrent and sequential processes. The most conspicuous difference is that the curve for concurrent processes does not change sign, while the curve for sequential processes does change signs.
In general, for sequential processes in a serial-parallel network, with AND gates, (I) the cdf interaction contrast is positive (or 0) for a period of time after time 0, and then becomes negative (or 0). It may change signs more than once. (2) The net area bounded by the cdf contrast curve is negative (or 0) from any arbitrary time t to infinity. Statement 1 is also true if the gates are OR gates, but Property 2 is modified as follows: The net area bounded by the cdf contrast curve is positive (or 0) from 0 to any arbitrary time t (Schweickert et aI., in press ). The key characteristics are summarized in Table 4 . Note that if a contrast changes to 0 from, say, positive, no sign change will be evident.
It is worth noting, at this point, that distinguishing networks with AND gates from those with OR gates is relatively straightforward provided that a factor can be found to selectively influence a process in such a way that it has an effect on response time at some levels but not at other levels. Consider a factor selectively influencing a process a, and suppose some other process z is concurrent with a. For simplicity, suppose a and z are the only two processes, and z takes 5 units of time. If the gates are AND gates, then when the duration ofa is long, a will be on the critical path, so changing the duration of a will have an effect on response time. However, when the duration ofa is short, say 3 units, a may not be on the critical path, so small changes in the duration of a may not have an effect on response time. In other words, at low levels of the factor, changing the levels of the factor may have no effect on reaction time, but at high levels changing levels will have an effect.
The situation is just the opposite if the gates are OR gates. In that case, a small change in factor levels will have an effect on response time when the original factor level is small. But a small change in factor levels will have no effect when the original factor level is large.
(If a change in factor levels has an effect on response time at all levels ofthe factor influencing a, then process a is not relevant for this procedure for resolving the question about the gates, which must be settled by considering some other process. If no other process is relevant, then there are no gates in the network.) Once it is determined whether the gates are AND gates or OR gates, the patterns in the cdf contrast distinguish concurrent from sequential processes if the network is a serial-parallel network (Table 4) . One potential difficulty is that although the cdf contrast for sequential processes typically changes sign at least once, it need not do so. However, Property 2 requires that a nonzero cdfcontrast for sequential processes that does not change sign must be negative with AND gates and positive with OR gates. These signs are opposite to those predicted for concurrent processes. Hence, sequential and concurrent processes would not be confused even when the cdfcontrast does not change sign, once the type of gate is known.
The Wheatstone Bridge
It follows from this discussion that if the network of mental processes is known (or assumed) to be serialparallel, and if the assumptions of stochastic dominance, stochastic independence, and selective influence are met, then one can readily decide whether the two processes selectively influenced are concurrent or sequential.
Theoretical results for pairs ofprocesses in the Wheatstone bridge in Figure 5 are derived in the Appendix. Most results are the same as for serial-parallel networks. That is, for all the concurrent pairs, and all but one of the sequential pairs, the conclusions drawn earlier for serial- parallel networks are true for the Wheatstone bridge as well. The exception is the pair of sequential processes on opposite sides of the "bridge"-that is, x and y in Figure 5 . The pattern ofthe cdf contrast revealed in the simulations is more complicated, although still systematic, for these processes. We begin our discussion by considering the results of our simulations. The simulations were carried out for a 3 X 3 design with two factors selectively influencing the sequential processes x andy in Figure 5 . The procedure was the same as in the previous simulations. For the cdfs, we consider two 2 X 2 subdesigns of the 3 X 3 design in Table 3 . The first subdesign is made ofthe conditions with the smallest and intermediate means; the second is made of the conditions with the intermediate and largest means.
In the first subdesign, the factor levels correspond to the stochastically fastest and intermediate processes.
The cdf contrast is
GxSO.y2S(t) -GxSO,ylOO(t) -G x200,y2S(t) + G x200,ylOO(t)·
In the second design, the factor levels correspond to the stochastically intermediate and slowest processes. The cdf contrast is
G x200,ylOO(t) -G x200,y600(t) -G x 800,ylOO(t) + G x800,y600(t)·
The cdfs for the two subdesigns are shown in Figures  11 and 12 , respectively, and the corresponding cdf con-2500 RESPONSE TIME DISTRIBUTIONS 281 trasts are shown in Figures 13 and 14 , respectively. Inspection of Figures 11 and 12 shows that the cdfs satisfy stochastic dominance. However, the cdf contrast patterns for the two subdesigns are markedly different. The cdfcontrast in Figure 13 is nonnegative at all moments oftime. By comparing this figure with Figure 8 , one can see that the sequential processes in the Wheatstone bridge are capable of producing the sign invariance characteristic of concurrent processes in a serial-parallel network. But, as Figure 14 shows, the cdf contrast for the second 2 X 2 subdesign does change sign, producing the sign change characteristic of sequential processes in a series-parallel network (cf. Figure 10) .
The mark of a Wheatstone bridge. It is not easy to distinguish experimentally between the sequential processes on opposite sides of a Wheatstone bridge (i.e., x and y in Figure 5 ) and concurrent processes. One approach is with mean reaction times. Unfortunately, the sign of the mean interaction contrast is not informative. For factors selectively influencing concurrent processes in an AND network, the mean interaction contrast is predicted to be negative (Schweickert, 1978 (Schweickert, , 1982 . The same is true for factors selectively influencing the sequential processes on opposite sides of a Wheatstone bridge (Schweickert, 1982; Schweickert et aI., 1992; Schweickert & Townsend, 1989; Schweickert & Wang, 1993) . For example, the means and standard deviations for the simulated response times for x and y in the Wheatstone bridge are shown in Table 3 . The factors have negative interactions. This prediction is satisfied by the means in the table for both 2 X 2 subdesigns alike.
Ifmean response times alone are considered, the interaction contrast has the same sign for concurrent processes and for processes on opposite sides of a Wheatstone bridge. This is true for both AND networks and OR networks. Although the sign ofthe mean interaction contrast is not informative, its magnitude is. In the case of the Wheatstone bridge, the magnitude of the interaction contrast for means converges as the factor levels increase (leading to stochastically slower processes) (Schweickert et al., 1992) . Checking for this convergence is costly, however, because it requires a precise experiment with many factor levels.
On the other hand, our simulations demonstrate that it is quite feasible with an experiment of moderate size to distinguish the two cases using cdf contrasts. The key characteristics are shown in Table 4 . The essential requirement for distinguishing process arrangements is that if a certain behavior can occur, it must be made to occur.
Even with cdf contrasts, sequential processes in a Wheatstone bridge cannot be distinguished from concurrent processes if the experiment uses only relatively low levels of the factors-that is, those corresponding to stochastically fast processes. The two arrangements can be distinguished only if a large range oflevels of the factors is used.
Sequential processes in a serial-parallel network with AND gates cannot produce cdf contrasts that have positive regions, but no negative regions. True concurrent processes cannot lead to changes in sign (Schweickert et al., in press ). Therefore, within the class of directed acyclic networks with AND gates, an experiment with several levels of the factors leading to the pattern shown in Figure 13 for low levels and to the pattern shown in Figure  14 for high levels rules out a serial-parallel network, and is the indication ofa Wheatstone bridge. Similar reasoning would apply for networks with OR gates.
Another potential source of misclassification is that the Wheatstone bridge network in Figure 5 has AND gates, but it produces a property predicted for networks with OR gates. Specifically, the area under the interaction contrast in Figure 14 is zero or positive when measured from oto any time t; this is the property predicted for sequential processes in serial-parallel networks with OR gates (Schweickert et al., in press ). But, as we earlier remarked, one can determine whether the gates are AND gates or OR gates by observing where changes in factor levels have effects on response time and where they do not.
The simulations in this section demonstrate that sequential processes on opposite sides of a Wheatstone bridge can behave, over a limited range, like either concurrent or sequential processes in a serial-parallel net- Time Figure 14 . Simulated cumulative distribution function (cdf) contrast, as in Figure 11 , but the prolongations of x and yare relatively large.
work. The various cases can be distinguished by designing experiments having factors with a large range of levels.
Statistical Remarks
The tests described here were developed for graphical evaluation, and our simulations show that a feasible sample size can produce clearly visible patterns. In practice, of course, statistics may aid in reaching a conclusion.
For a given condition and given time t, let G(t) = z be the cdfof the reaction time. Empirically, the cdfat a time t is estimated as P(t) = N(t)/N, where N(t) is the number of observations less than or equal to t and N is the total number of observations. The values of N(t) follow a binomial distribution, with parameter n. Typically, there are hundreds or thousands of observations in a reaction time experiment, so the normal approximation to the binomial would be quite accurate. (Granted, there are few observations in the tails, but a cdf contrast at one of the tails would not usually be of interest.) Then P(t) has approximately a normal distribution, with expected value n and variance n(1 -n). These parameters can be estimated with P(t) and P(t) [1 -P(t») , respectively. An estimate of the standard error of P(t) is the square root of
Now let P;j{t) be the empirical cdfwhen Factor A is at level i and Factor B is at level). Stochastic dominance at a time t can be tested with the usual procedures for comparing two proportions (see, e.g., Hays, 1994; Kirk, 1990, pp. 416-419) . The cdfcontrast at a particular time t is a linear combination of four approximately normal random variables, Pij(t) -Pil(t) -Plj(t) + P11(t). The expected value of this contrast is Gij(t) -Gil(t) -Glj(t) + G11(t). Tests or confidence intervals for this contrast can be constructed in the usual way (e.g., based on Hays, 1994,Appendix C) . Ifthe experiment has a within-subjects design, each subject contributes reaction times in each condition. The cdf difference (or contrast) could be calculated for each subject individually. The mean of these differences (or contrasts) would then have, approximately, a t distribution.
If tests or confidence intervals are needed at several times t, and these are widely spaced, the tests or intervals could be treated as independent. If the times are not widely spaced, the values of the empirical cdf at, say, k points of time, will be dependent, and could be treated as having approximately a multivariate normal distribution.
Summary
Our simulations display conspicuous patterns in cdfs that can be used to classify processes. The qualitative predictions discussed here are easy to check graphically. Precise estimates of the cdfs are not required. On the other hand, the predictions are not designed for testing models on a quantitative basis, with, say, goodness-of-fit tests. Nor were they designed to be difficult to counterfeit, so no doubt there are models other than directed-acyclic networks that can make the same predictions.
However, for serial-parallel networks and the Wheatstone bridge, the predictions can distinguish among the various possibilities for process arrangements, provided a wide range of factor levels is used. The cdf interaction contrasts differ depending on whether the processes are concurrent or sequential and whether the gates are AND gates or OR gates (Nozawa, 1992; Schweickert et aI., in press; Townsend & Nozawa, 1995) .
Our simulations show that there are possibilities for mimicking. Sequential processes in a Wheatstone bridge can mimic the patterns of both sequential and concurrent processes. However, with a wide range of factor levels, this arrangement can be identified through cdf interaction contrasts.
The additional information contained in the cdf interaction contrast predictions is obtained at a price; the assumptions underlying the tests of cdfs are stronger than those underlying the tests ofmeans. The major additional assumptions are that (l) process durations are stochastically independent, and (2) factors selectively influencing processes produce stochastic dominance of the process durations. These are relatively strong assumptions, but they are supported indirectly in a variety of tasks.
The predictions for cdf contrasts are more stringent than are qualitative predictions previously derived for mean contrasts. The magnitude of the mean interaction contrast is simply the net area bounded by the cdf interaction contrast, while the algebraic sign of the former is the opposite of that of the latter. It is quite possible for the area under a cdf contrast to have the algebraic sign or the magnitude predicted for a certain process arrangement, while the curve itself does not have the form predicted for that arrangement. Therefore, cdfs can be used to falsify a model that means alone would not have falsified.
APPENDIX Effects of Selectively Influencing Pairs of Processes in a Wheatstone Bridge
In this first section of the Appendix we show that when pairs ofprocesses in the Wheatstone bridge shown in Figure 5 are selectively influenced, the patterns predicted for the cdfinteraction contrasts are the same as those predicted for pairs ofprocesses in a serial-parallel network, except for the sequential processes on opposite sides of the "bridge't-i-that is, processes x andy in Figure Notation. Let the duration of a process x be the random variable X. A value X takes on will be denoted x; it will be clear from context whether x is the label for a process or the duration of a process. The density function for the duration of x is assumed to exist. It is denotedfx(x) and the cdf is FAx). The cdf for the response time is denoted G(t). If the process durations are stochastically independent, then the cdf for the response time in the Wheatstone bridge network of Figure 5 , with AND gates, is 11 GAND(t) = JJFa(t-x)Fb(t-x -y)Fc(t-y)dFxCx)dF/y) 00 We now consider all possible pairs of the five processes in the Wheatstone bridge illustrated in Figure 5 , except for x and y. We consider five concurrent pairs and four sequential pairs.
= JJFa(t-x)Fb(t-x-y)Fc(t-y)fxCx)f/y)dx dy 00 (AI) (Hartley & Wortham, 1966) .
Likewise, with OR gates, the survivor function of the response time is
= JJ~(t-X)Fb(t-X -y)~(t-y)fx(x)f/y)dx dy.
00
The Concurrent Pairs of Processes
In this section we will show that every pair ofconcurrent processes in the Wheatstone bridge behaves as a pair of concurrent processes in a serial-parallel network; that is, the cdfinteraction contrast is nonnegative for all times t.
For 
ffFa(t-x)Fb(t -x -y)Fc(t-y)!y(y)dy[fxl(X)-!xk)]dx
00
Then the factor selectively influencing x produces stochastic dominance for the response times. [Because F;,(t -x) = 0 for x~t, it does not matter whether the upper limit on the first integral is t or 00.] The reasoning for a factor selectively influencing y is similar.
A similar argument shows c(t)~0 for all t for the pairs of processes {b, c} and {a, c}.
Consider the concurrent processes x and c. For a fixed x and t let 
s(x,t) = JFa(t-x)Fb(t-x -y)[F c1(t-y)-Fd t-y)]fy(y)dy.
s(x,t)~JFa(t-x)Fb(t-x-y)Fc1(t -y)f/y)dy
o Similar reasoning shows that c(t)~0 for all t for the concurrent pair {a,y}.
We have now discussed all possible pairs of concurrent processes in the Wheatstone bridge of Figure 5 , so we turn to the sequential pairs. 
The Sequential Pairs of Processes
We begin by describing the behavior of the cdf interaction contrast at times slightly greater than zero. Then we turn to its behavior over longer time intervals.
Times near zero. The first result, essentially, is that for sequential processes in the Wheatstone bridge, the cdf interaction contrast at small values oft is positive if the gates are AND gates, negative for x and y if the gates are OR gates, and positive for all other sequential pairs if the gates are OR gates.
As before, we assume that a factor selectively influencing a process produces stochastic dominance for the cdfs of the process duration. In addition, if one of the influenced processes is x, we assume there is a time 'f x such thatfxl(x)~fx2(x) for 0x~' f x ' Likewise, ifone ofthe influenced processes isy, we assume there is a time 'f y such that/yl (y) -/y2(y)~0 for 0~y~'f y .
Suppose the sequential processes x and a are selectively influenced by a pair of experimental factors. Suppose the gates are AND gates. When the factor selectively influencing x is at In, what follows, we derive expressions for AND gates explicitly, leaving expressions for OR gates to the reader. To simplify the notation, we will omit the subscripts AND and OR.
It follows immediately from Equation A 1 that if a factor selectively influences one of the processes in the Wheatstone bridge, producing stochastic dominance for the process duration, then stochastic dominance is produced for the response times. Consider, for example, a factor selectively influencing process a. Let F;,1(a) be the cdf for the duration of a when the factor is at Levell, and let F;,ia) be the cdfwhen the factor is at Level 2. Let the corresponding cdfs for the response times be denoted G1(t) and G 2(t). It can be seen immediately from Equation Al that if for all a, F;,1 (a)~F;,2(a), then for all t, G 1 (t)~Git). The reasoning is similar for processes b and c.
Turning now to process x, suppose a factor selectively influences x so the duration of x at Level I of the factor is stochastically faster than that at Level 2 of the factor. Then for all t. Lets If the integrand is 0 throughout the interval 0 ::; t ::; "Cx' then c(t) will be 0 throughout the interval. This is unlikely to occur in practice.
Similar reasoning shows that c(t) ;::: 0 for small values of t when the other pairs of sequential processes are prolonged. In particular, for the sequential pair x and y, c(t) ;::: 0 for 0 ::; t ::; min{"C x ' "Cy } .
Finally, ifthe gates are OR gates, for the sequential pair x and y, c(t) ::;0 for small values of t. For all other pairs of sequential processes, c(t) ;::: 0 for small values of t.
Extended time intervals. In this section, we consider the area bounded by the cdf interaction contrast, c(t). As usual, we assume that a factor selectively influencing a process produces stochastic dominance for the cdfs of the process duration.
Suppose the gates are AND gates. If two sequential processes other than x and yare selectively influenced, then for all t ;::: 0 To see this, consider, for example, the pair ofprocesses x and a. The (Manuscript received May 24, 1996 ; revision accepted for publication July 14, 1998.) 
