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Abstract
We extend the result of Chateauneuf and Jaffray on upper and lower approx-
imations of a fuzzy measure (capacity) by a probability measure to the case of
￿
-additive measures, i.e. capacities for which the M¨ obius transform vanishes for
subsets of more than
￿
elements. A necessary condition is given, and the relation
with the interaction index is given for 2-additive measures.
1 Introduction
Recently, the notion of
￿ -additive measure was proposed by the author [5, 4], in order
to cope with the complexity of fuzzy measures. The notion of
￿ -additive measure is
closely related to the M¨ obius transform: in fact,
￿ -additive measures have a M¨ obius
transform which vanishes on subsets of more than
￿ elements, and for this reason
requires much less memory than ordinary fuzzy measures. Also, 1-additive measures
coincide with usual additive measures.
Therefore,
￿ -additive measures may appear as a good compromise between com-
plexity and richness, especially in applications dealing with decision making. The
author has already investigated their application in multicriteria decision making [4].
In this respect, it should be interesting to investigate to what extent a
￿ -additive
measure is able to approximate in some sense a fuzzy measure. There are many ways
to deﬁne approximations, and in this article, we will restrict to upper and lower ap-
proximations. More precisely, we address the following problem:
Given a fuzzy measure (or capacity, game)
￿ , determine the set of
￿ -
additive measures being greater (or smaller) than
￿ .
In the case of lower and upper approximations by additive measures (probabilities),
the answer is already known (see a thorough study of this by Chateauneuf and Jaffray
in [1]), and is of great importancein decision making (problem of imprecise probabil-
ities, robust decision making) and in game theory (notion of core of a game, see the
works of Shapley [10]). The problem is now to generalize these results to the case of
￿ -additive measures.
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￿ . We will often omit braces for singletons
and pairs.
2
￿ -additive measures
We introducehere some basic deﬁnitions on fuzzy measures and
￿ -additive measures.
Deﬁnition 1 A(discrete)fuzzymeasureorcapacityon
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￿ , the M¨ obius transform [8] of
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Deﬁnition 2 Let
￿ be a fuzzy measure on
￿ .
￿ is a
￿ -additive measure if its M¨ obius
transform vanishes on subsets of more than
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Anothertransformhasbeendeﬁnedbytheauthor,underthenameofinteractiontrans-
form [3, 5], following ideas of Murofushi and Soneda [7].
Deﬁnition 3 Let
￿ be a fuzzy measure on
￿ . The interaction transform (or represen-
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index has a much more simpler expression when using the M¨ obius transform. It can
be shown that
?
￿
#
￿
$
￿
￿
,
.
￿
/
1
@
%
7
9
0
￿
￿
￿
F
￿
_
^
￿
’
)
￿
#
￿
G
D
F
￿
&
￿
￿ (1)
and its inverse expression is given by
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￿ ’s are the Bernoulli numbers.
23 Upper andlowerapproximationsbyanadditivemea-
sure
We recall here some fundamental results on upper and lower approximations of fuzzy
measures by additive measures (see [1] for details). We will restrict in the sequel to
the case of upper approximation (the lower one case is much the same), and we will
say that,
￿ and
￿ beingtwo capacities,
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First, we have the following fundamental result.
Theorem 1 [1] Let
￿ be a fuzzy measure on
￿ ,
’ its M¨ obius transform, and suppose
that
￿ is a probability measure on
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Dempster [2] has shown the same result, but limited to belief functions, i.e. for capac-
ities having a non negative M¨ obius tranform. The function
￿
performs a sharing of
the M¨ obius transform. It has to be noted that any sharing of the above form does not
necessarily lead to a dominating probability.
The main aim of the paper is to generalize this result to
￿ -additive measures.
4 Upper approximation by a
￿ -additive measure
We begin by examining the case of 2-additive measures, trying to extend theorem 1.
We knowthat foranyprobabilitymeasure
￿ , its M¨ obius transform
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’ 0.1 0.1 0.1 0.1 0.2 0.1 0.3
￿ 0.1 0.1 0.1 0.3 0.4 0.3 1.
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￿ . Note that this is another generalization
of theorem 1. The next theorem, main result of the paper, shows that effectively this
works in any case, and this result is valid not only for 2-additive measures but also for
any
￿ -additive measure.
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It should be noted that this time the weight function
￿
is not exactly a sharing nor
a weight function since it can take negative values, as well as values greater than 1.
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Proof. We consider
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:
￿ since the case of additive measures is already shown.
We follow the same approachas in Chateauneuf and Jaffray [1], based on the theorem
of Gale for network ﬂow problems. The sharing can be expressed as a network ﬂow
problem, illustrated on ﬁgure 1, where
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Figure 1: General structure of the network
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As illustration, we take the following example with
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￿ , where we show a
feasible ﬂow (ﬁgure 2). The corresponding non-additive measures are given in the
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Figure 2: Example of ﬂow network for
￿
￿
￿ .
table below, where it can be checked that
￿
￿ is indeed a dominating measure.
5subset 1 2 3 1,2 1,3 2,3 1,2,3
￿ 0.1 0.2 0.2 0.5 0.3 0.3 1.
￿
￿
￿ 0.5 0.3 0.4 0.8 0.7 0.7 1.
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￿
￿
￿
￿
￿ ,
denoted
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
;
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
F
￿
￿ and similarly for
￿
￿
￿ ,
￿
￿
￿ , and
￿
￿
￿ .
Remark that since
￿
￿
￿
￿
￿
￿
￿ is a partition, if
￿
￿
￿ , then
￿
￿
￿
￿
￿ . Now
if
￿
/
￿
￿
￿ , then necessarily
￿
￿
￿ (and the converse situation where
￿ and
￿ are
exchanged).
Two cases can happen: either there exists an arc joining
￿ to
￿ , so that
￿
￿
￿
￿
3
￿
&
￿
￿
^
￿
￿ and the relation is trivially satisﬁed, or there is no such arc, so that
￿
￿
￿
￿
3
￿
&
￿
￿
￿
and we have to provethat
￿
￿
￿
&
￿
￿
￿
. Note that if
￿
￿
￿ , then
￿
￿
￿
&
￿
￿
￿
, and if
￿
￿
Z
￿ ,
then again
￿
￿
￿
&
￿
￿
￿
since there is no excess supply. Thus in the sequel, we consider
that
￿
￿
￿
=
￿
‘
￿ .
The general approach to show the feasibility is the following: we ﬁx an arbitrary
partition
￿
￿
￿
￿
￿
￿
￿ and try to ﬁnd a partition
￿
￿
￿
￿
￿
￿ in the most defavorableway, i.e.
to have both (if possible)
￿
S
￿
￿
￿
￿
￿
&
￿
￿
￿
and
￿
￿
￿
&
￿ maximum. For any partition
￿
￿
￿
￿
￿
￿ ,
we have:
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￿
&
￿
￿
,
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￿
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￿
￿
￿
3
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+
’
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#
￿
￿
￿
￿
￿
2
,
.
￿
￿
￿
￿
￿
￿
￿
’
￿
￿
 
￿
&
￿
\
^
,
.
￿
￿
￿
￿
￿
￿
￿
’
￿
￿
 
￿
&
￿
2
,
.
￿
￿
￿
￿
￿
￿
￿
￿
￿
2
+
’
￿
￿
#
￿
&
￿
￿
￿
￿
,
.
￿
￿
￿
￿
￿
￿
’
￿
￿
 
￿
&
￿
^
,
.
￿
￿
 
￿
￿
￿
’
￿
￿
 
￿
&
￿
2
,
.
￿
￿
’
￿
￿
#
￿
&
￿
￿ (5)
To maximise
￿
￿
￿
&
￿ , we have to put as less as possible terms in
￿
!
￿
"
￿ , and as much as
possible in
￿
￿
￿
"
￿ . If
￿
￿
￿
Z
￿ , the maximum (reachable) value of
￿
￿
￿
&
￿ is
#
￿
￿
￿
&
￿
￿
,
$
&
%
￿
$
&
’
￿
(
*
)
,
+
’
)
￿
#
￿
￿
￿
^
,
$
&
%
￿
$
.
-
+
0
/
1
3
2
’
￿
￿
 
￿
&
￿
2
,
.
￿
￿
’
￿
￿
#
￿
￿
￿
￿
￿ (6)
Figure 3 shows the general case, where only
￿ and
￿ have been ﬁgured for the sake
of clarity. Let us comment the ﬁgure. We have
￿
S
￿
￿
￿
￿
￿
&
￿
￿
￿
if:
4 the minimal collection of subsets to be in
￿
!
￿
￿
￿ required by
￿
5
￿
￿
￿
￿ is included
intothe maximalcollectionof subsets permittedby
￿
6
￿
￿
￿
￿ , where“required”and
“permitted” refer to the fact that we want
￿
S
￿
￿
￿
3
￿
&
￿
￿
￿
, and
￿
￿
￿
&
￿ maximum.
This is expressed by the following condition:
￿
￿
￿
￿
a
￿
=
￿
Z
￿
8
7
-
￿
￿
￿
￿
9
￿
￿
￿
￿
￿
1
￿
￿
￿
￿ (7)
6maximal permitted minimal required
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Figure 3: Constraints on the different collections
4 similarly for
￿ , any
￿ required by
￿
￿
￿
￿
￿ must be permitted by
￿
￿
￿
￿
￿ , i.e.
￿
￿
￿
￿
a
￿
=
￿
Z
￿
8
7
￿
￿
￿
￿
9
￿
￿
￿
￿
￿
￿
￿
￿
￿ (8)
These two conditions are necessary and sufﬁcient for ensuring that
￿
￿
￿
￿
￿
￿
&
￿
￿
￿
. If
we want furthermore
￿
￿
￿
&
￿ maximum, then in addition
￿
!
￿
￿
￿ is the maximal permitted
￿
￿
￿
￿ , while
￿
￿
￿
￿
￿ is the mimimal required
￿
￿
"
￿ . We examine now the different
possible cases for the partition
￿
￿
￿
￿
￿
￿
￿ (note that
￿ and
￿
￿
￿ are never empty since
they contain all the singletons).
case 1:
￿
￿
￿
￿ , i.e. the dominating capacity is a belief function. We consider three
subcases, which are exhaustive.
4 suppose
￿
￿
￿
￿
￿ . Then using (6), it is clear that
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￿
￿
&
￿
￿
￿
^
,
.
￿
￿
’
￿
￿
 
￿
&
￿
2
,
.
￿
￿
’
￿
￿
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￿
￿
￿
4 suppose
￿
/
￿
￿
￿ , and thus
￿
￿
￿ . Let us denote
￿
￿
￿
￿
￿
￿
￿
￿
￿ . Using (6), we
have
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due to the dominance assumption.
4 suppose
￿
/
￿
￿
￿ , which implies
￿
￿
￿
￿ . Again using (6) we deduce
#
￿
￿
￿
&
￿
￿
￿
since the ﬁrst term is 0.
case 2: neither
￿ nor
￿
￿ is empty. We further consider different subcases.
case 2a:
￿
￿
￿
￿
￿ . Then condition (7) is trivially satisﬁed. On the other hand,
since
￿ ﬁlls entirely
￿
￿ , the minimal required
￿
￿
￿
"
￿ is
￿ itself. Then condition (8)
can be veriﬁed only if the maximal permitted
￿
￿ is
￿ itself, which happens only if
￿
￿
￿
￿
￿ . In this case
￿
￿
￿
￿
3
￿
&
￿
￿
￿
, and it remains to show that
￿
￿
￿
&
￿
+
￿
￿
. Let us
consider this case.
Due to
￿
￿
￿
￿ , we have obviously
￿
￿
￿ , so that
￿
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’
￿
￿
#
￿
&
￿
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￿
.
￿
￿
￿
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￿
￿
#
￿
&
￿ , which is
￿
￿ since
￿
￿
￿
￿ . Now observe that
￿
￿
￿ since all
singletons are in
￿
￿ and thus in
￿ . So we have, using (5):
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￿
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￿
￿
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case 2b:
￿
￿
￿
￿
￿ . Then no
￿ is required by
￿
￿ and condition (8) is trivially
satisﬁed. Now, the maximal permitted
￿
￿
￿
￿
￿
￿
￿ , and unless the minimal required
￿
￿
￿
￿ is also empty,condition(7) cannotbe satisﬁed. But this wouldmean
￿
￿
"
￿
￿
￿
Z
￿ ,
which is impossible since this would imply
￿
￿
￿ , hence
￿
￿
￿ . So in summary,
￿
S
￿
￿
￿
3
￿
&
￿
￿
‘
^
￿
￿ in this case.
case 2c:
￿
￿
￿
￿
￿ . Then condition (7) is trivially satisﬁed. Now, the maximal
permitted
￿
￿
￿
"
￿ is empty, so that condition (8) cannot be satisﬁed, unless
4 either the minimal required
￿
￿
"
￿ is also empty, which is impossible since this
would mean
￿
5
￿
￿
￿
￿
￿
Z
￿ , hence
￿
￿
￿
4 or
￿
￿
￿
"
￿
￿
￿
‘
￿ . But this is exactly case 1.
8case 2d: noneis empty(see ﬁgurebelow). Thenthere exists a pair
￿
￿
￿
￿
￿
￿
￿
￿ belongingto
￿
￿
"
￿
￿ , which implies that
￿
￿
￿
￿ and
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿ , which in turn implies that
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿ . Let us denote by
￿
]
￿
￿
￿
￿
￿ any subset containing
￿ and
￿ resp. Since we want no
arc from
￿ to
￿ , no
￿
]
￿ (or
￿
￿ ) can be put into
￿
￿
￿
￿
￿ since
￿
￿
￿
￿
￿
￿
￿
￿
￿
"
￿
￿ . Similarly,
no
￿
]
￿ (or
￿
￿ ) can be put into
￿
￿
￿
"
￿ since
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿ . So we have only two
solutions:
4 solution 1: we put them all in
￿
￿
￿
￿
￿ . Now
￿
￿
￿ is non empty, and contains, say
￿
)
=
￿
￿
￿
￿
￿
￿ . Since all the subsets
￿
]
￿
￿
￿
￿
￿ are present in
￿
￿
￿
￿
￿ , at least one of them
contains
￿ , so there will be an arc from
￿ to
￿ , and
￿
S
￿
￿
￿
3
￿
&
￿
￿
^
￿
￿ .
4 solution2: we put them all in
￿
!
￿
￿
￿ . But again,
￿
￿
￿ is nonemptyand contains,
say
￿
V
=
￿
￿
￿
￿
￿ . As above, this will cause
￿
￿
￿
￿
3
￿
&
￿
￿
^
￿
￿ .
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
case 2e:
￿
￿
￿
￿
￿ (see ﬁgure below). We start as in case 2d, and consider solution
2, since only this case may cause problem. We can suppose
￿
￿
￿
￿
￿
=
￿
-
￿ (and thus
￿
(
=
￿
￿ ), otherwise we are back to case 2a. If
￿
￿
￿ , as
￿
￿
￿
￿ by hypothesis,
it would implies that any subset in
￿ (in particular all singletons) should belong to
￿ (otherwise
￿
￿
^
￿
￿ ), which is forbidden by the presence of
￿
￿
"
￿
￿
=
￿
-
￿ . So
necessarily,
￿
￿
￿
￿
￿
￿
￿
=
￿
￿ . Also
￿
￿
"
￿
￿
=
￿
￿ implies that all singletons in
￿ are
in
￿
￿
￿
￿ , and in order to avoid any arc form
￿ to
￿ , we are forced to put in
￿
￿
￿ any
subset containing an element of
￿ . Remaining singletons in
￿ (i.e. those of
￿
￿ ) have
to be put in
￿ , which implies
￿
￿
"
￿
￿
￿
<
￿
￿ . As we are in the situation of solution 2,
all subsets containing elements of
￿
￿ are in
￿
￿
￿
"
￿ . Subsets included in
￿ have to lay
in
￿
￿
￿
￿ or
￿
￿
"
￿ otherwise an arc will go either from
￿
!
￿
"
￿ to
￿
￿
￿
"
￿
￿ or from
￿
￿
￿ to
￿
￿
"
￿ . As a conclusion
￿
￿
￿
￿
￿ contains only the singletons in
￿
￿ . Thus:
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hence due to the dominance assumption,
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In summary, in all cases, we have either an inﬁnite capacity
￿ or
￿
￿
￿
. This
proves the feasibility.
￿
In [6], the author has investigated algebraic properties of the class of weight func-
tions
￿
, and also the particular case of belief functions. The reader is referred to the
above cited paper for details.
5 Relation to the interaction index
In this section, we try to relate upper approximations to the interaction index. This is
motivated by the well known following fact.
Proposition 1 Let
￿ be a fuzzy measure on
￿ for which the set of dominating prob-
ability measures is not empty (e.g. convex capacities),
’ its M¨ obius transform, and
T
its Shapley value. Then the dominating probability measure which corresponds to the
equal sharing, i.e.
￿
￿
#
￿
￿
￿
3
￿
￿
R
5
.
5
,
￿
￿
￿
￿ ,
￿
1
￿
￿
￿ (see Th. 1), coincides with the
Shapley value, i.e.
￿
￿
￿
￿
￿
￿
4
￿
￿
T
U
, for all
￿
￿
￿ .
Theresultisobviousfromequation(1). Notethatthisassignstoeveryfuzzymeasurea
uniqueprobabilitymeasure, andthis mappingcorrespondsto the pignistictransforma-
tion of Smets [11]. This shows that the Shapley value contains essential information
on the fuzzy measure.
The generalization of this result to
￿ -additive measures is however not obvious.
It is possible to show that for
￿
￿
￿ and for a certain class of sharing functions
￿
, the resulting 2-additive measure can be expressed as a linear combination of the
interaction index of
￿ , limited to pairs and singletons.
Proposition 2 Let
￿ be a fuzzy measure, and
’
￿
?
their associated M¨ obius transform
and interaction index respectively. Let us consider the set of 2-additive measures
￿
￿
￿
10obtained by the following class of sharing functions:
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which will be called cardinality recursive sharing functions. For any
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￿ , there
exist real constants
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Proof: since we deal with cardinality sharing functions, we denote them
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By identifying the two expressions for
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The recursive relation on
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￿ follows immediately. Suppose it is satisﬁed for
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let us show it is satisﬁed for
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For other terms, using preceding values, we get for
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so that the system is consistent.
￿
Note that we cannot ensure that in any case
￿
￿ will dominate
￿ . Also remark that
it is sufﬁcient to give
￿
￿
￿
￿
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￿
￿
4
￿ , and all other coefﬁcients follow.
Finally, let give some example of particular sharing functions. We suppose
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￿ . The induced sharing function is given on the
following table.
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i.e. we get a 1-additive measure. It is then natural to ﬁnd
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In this case,
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This sharing is the most egalitarian, since a pair
￿
￿
￿
￿
￿
￿
￿ is shared equally between
￿
￿
￿
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￿
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￿ , and similarly for triples. In this case, we get
￿
￿
2
￿
￿
￿
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￿
￿
￿
￿
￿
￿ .
6 Conclusion
This paper presents the ﬁrst steps towards a theory of
￿ -additive measures in deci-
sion making. We have established the necessary form of any dominating
￿ -additive
measure, and showed some links with the interaction representation.
The next step will be to identify sufﬁcient conditions for dominance, distinguish-
ing between several classes of fuzzy measures.
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