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In this article we use the method of shortcuts to adiabaticity to design a photonic lattice (array
of waveguides) which can drive the input light to a controlled location at the output. The output
position in the array is determined by functions of the propagation distance along the waveguides,
which modulate the lattice characteristics (index of refraction, first and second neighbor couplings).
The proposed coupler is expected to posses the robustness properties of the design method, coming
from its adiabatic nature, and also to have a smaller footprint than purely adiabatic couplers. The
present work provides a very interesting example where methods from quantum control can be
exploited to design lattices with desired input-output properties.
PACS numbers: 42.25.Bs, 42.50.Dv, 42.82.Et
I. INTRODUCTION
Many recent studies have demonstrated that a fam-
ily of photonic lattices, implemented in arrays of evenes-
cently coupled waveguides [1], provides the ideal testbed
for a large variety of quantum phenomena [2]. We men-
tion the observation in these lattices of Bloch-like re-
vivals [3–5], Anderson localization of light [6–8], and the
classical analog of coherent states and quantum correla-
tions [9, 10], to name a few. On the other hand, ideas
from quantum mechanics have inspired the design of op-
tical structures with desired properties. For example, a
photonic lattice engineered to mimic the dynamics of a
spin-chain has been used to achieve coherent quantum
transport [11], while the concept of supersymmetry has
been exploited to implement mode-division multiplexing
[12, 13].
Recently, a class of such photonic lattices has been
introduced, with dynamics analogous to a forced quan-
tum harmonic oscillator [14]. The mass, frequency and
external force of the corresponding oscillator are deter-
mined by the index of refraction and the first and sec-
ond neighbor couplings of the waveguides in the lattice,
while all these parameters depend on the propagation
distance along the waveguides. As pointed out in [14],
such a quantum oscillator posses a Lewis-Riesefeld in-
variant [15], and the corresponding lattice exhibits the
same symmetry. For quantum systems with this kind of
invariants, a method called shortcuts to adiabaticity has
been proposed to engineer the output state [16, 17]. This
method provides a path connecting the initial and final
eigenstates of a parameter-dependent Hamiltonian (the
parameter is usually the time, here is the propagation dis-
tance), without following the instantaneous eigenstates,
producing thus an effectively adiabatic evolution. The
method is in general quite robust [18] and has found ap-
plications in various physical contexts [17]. Some optics
related applications, based on the principle of the adia-
batic directional coupler [19], include the fast and robust
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mode conversion and splitting in multimode waveguides
[20, 21], the efficient beam coupling in a three waveg-
uide directional coupler [22], and the implementation of
a compact and high conversion efficiency mode-sorting
asymmetric Y-junction [23]. In all these applications the
device length is considerably reduced compared to the
purely adiabatic schemes.
In the present article we use the method of shortcuts to
adiabaticity to design a waveguide array of the type [14]
such that light entering the first waveguide is directed to
a subset of waveguides at the output. The location of the
output in the array can be controlled by functions of the
propagation distance which modulate the lattice charac-
teristics (index of refraction, first and second neighbor
couplings). The proposed coupler is expected to posses
the robustness properties of the design method [18, 20–
23], coming from its adiabatic nature [19], and also to
require less waveguide length than purely adiabatic cou-
plers [20–23]. We also observe that the suggested lat-
tice model has another very interesting feature. If the
modulating functions can be altered in time, it can also
act as a switch, directing the output to different loca-
tions depending on the applied control. Although time-
varying couplings cannot be implemented in the context
of evanescently coupled waveguides because they depend
on the geometry which is constant, we believe that this
useful property can probably find application to other
areas, since lattice systems are ubiquitous in physics and
science in general. The present work provides also an in-
teresting example where the design of a photonic lattice
can be reduced to the design of a control system with in-
puts the lattice characteristics. This is a very promising
approach since tools from computational optimal control
can be exploited to design more sophisticated outputs,
for example a perfect state transfer as described in [11].
We explain in more detail how this can be done in the
conclusion, after we discuss the lattice equations. We
also note that from the perspective of networks science
this work provides an example of how global, open-loop
control (not feedback) can be used to drive a network
coherently [24, 25] and not asymptotically in time [26].
Finally, we point out that it is possible to classically em-
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2ulate quantum coherent states by using the suggested
photonic lattice.
In the next section we summarize the results of [14],
where the mathematical model describing the specific
class of photonic lattices is given. In section III, which is
the main contribution of this paper, we show how short-
cuts to adiabaticity can be used to design the output of
such a lattice and we provide simulation results. In sec-
tion IV, which concludes this article, we outline how the
present work can be extended by using computational
optimal control.
II. A PHOTONIC LATTICE ANALOGOUS TO
THE HARMONIC OSCILLATOR
In this article we use the model of a semi-infinite pho-
tonic lattice introduced in [14]. It is composed by a lin-
ear array of evanescently coupled waveguides numbered
as n = 0, 1, 2, . . ., while the direction of light propaga-
tion is denoted by z. The complex field amplitude at the
nth waveguide Cn(z) satisfies the following differential
equation
i∂zCn(z) + a0(z)nCn(z)
+a1(z)[fn+1Cn+1(z) + fnCn−1(z)]
+a2(z)[gn+2Cn+2(z) + gnCn−2(z)] = 0 (1)
where fn =
√
n, gn =
√
n(n− 1) are functions of the
position n = 0, 1, 2, . . . of the waveguide in the array
and Cn(z) = 0 for n < 0. The first term in the above
equation corresponds to the change of Cn(z) along the
propagation direction while the second term corresponds
to a linearly varying refractive index (∼ n) modulated
by a z-dependent function a0(z). The third and fourth
terms represent first and second neighbor couplings, re-
spectively, and are modulated by the functions a1(z) and
a2(z).
As pointed out in [14], if we define the state vector
|φ(z)〉 = ∑∞n=0 Cn(z)|n〉, where the auxiliary states |n〉
are defined in the sequence, the system of differential
equations (1) is equivalent to the following Schro¨dinger
equation (~ = 1)
i∂z|φ(z)〉 = Hˆ|φ(z)〉, (2)
where the Hamiltonian Hˆ is given by
Hˆ = −[a0(z)aˆ†aˆ+ a1(z)(aˆ+ aˆ†) + a2(z)(aˆ2 + aˆ†2)] (3)
in terms of the creation and annihilation operators satis-
fying
aˆ|n〉 = √n|n− 1〉, aˆ†|n〉 = √n+ 1|n+ 1〉. (4)
Expressing these operators in terms of the normalized
position and momentum operators
aˆ =
qˆ + ipˆ√
2
, aˆ† =
qˆ − ipˆ√
2
, (5)
the above Hamiltonian becomes
Hˆ = −
[
pˆ2
2M(z)
+
M(z)Ω2(z)qˆ2
2
− F (z)qˆ − a0(z)
2
]
,
(6)
where the mass, frequency and driving force depend on
the propagation distance z and are related to the lattice
parameters through the relations
M(z) =
1
a0(z)− 2a2(z) , (7)
Ω2(z) = a20(z)− 4a22(z), (8)
F (z) = −
√
2a1(z). (9)
Note that because of the ladder relations (4) and the
specific choice of position and momentum operators (5),
the auxiliary states |n〉 are the eigenstates of a normalized
harmonic oscillator
|n〉 = φn(q) = 1
(2nn!)1/2pi1/4
e−q
2/2Hn(q), (10)
where Hn is the Hermite polynomial of degree n. For a
general state |φ(z)〉, the complex amplitude in the nth
waveguide and at the position z is
Cn(z) = 〈φ(z)|n〉. (11)
Observe that the last term in (6) simply introduces
a common phase factor. If we define the wavefunction
|ψ(−z)〉 = e i2
∫ z
0
a0(ζ)dζ |φ(z)〉 and make the change of
variable t = −z, then we easily find that |ψ(t)〉 satisfies
i∂t|ψ(t)〉 = Hˆ|ψ(t)〉, (12)
where
Hˆ =
pˆ2
2m(t)
+
m(t)ω2(t)qˆ2
2
− f(t)qˆ (13)
and m(t) = M(−t), ω(t) = Ω(−t), f(t) = F (−t). This is
the equation of a quantum harmonic oscillator with time-
dependent mass, frequency, and external driving force.
III. ENGINEERING THE LATTICE OUTPUT
USING SHORTCUTS TO ADIABATICITY
The design of photonic lattices of the class described in
the previous section is reduced to the appropriate choice
of the modulating functions ai(z), i = 1, 2, 3, such that
the input state at z = 0 is mapped to the desired out-
put at the final distance z = Z. In this paper we con-
sider input only in the 0th waveguide, so C0(0) = 1 and
Cn(0) = 0 for n > 0, while the desired output is a dis-
placed version of the input. The corresponding initial
and final states are
|ψ(0)〉 = 1
pi1/4
e−q
2/2, |ψ(−Z)〉 = 1
pi1/4
e−(q+d)
2/2,
(14)
3where d is the displacement parameter. Note that the
final state is a coherent state with eigenvalue of the an-
nihilation operator α = −d/√2. Using the generating
function of the Hermite polynomials [27]
e−x
2+2xq =
∞∑
n=0
Hn(q)
n!
xn (15)
with x = −d/2 we can easily express the final state in
terms of the states |n〉 given in Eq. (10)
|ψ(−Z)〉 =
∞∑
n=0
(−1)n d
n
(2nn!)1/2
e−d
2/4|n〉. (16)
According to (11), the corresponding intensity output at
the nth waveguide is
|Cn(Z)|2 = d
2n
2nn!
e−d
2/2, (17)
the Poisson distribution corresponding to the coherent
state (14). In order to develop some intuition, we
plot in Fig. 1 the intensity output for 100 waveguides
(n = 0, 1, 2, . . . , 99) designed to produce the desired out-
put with the methods explained in the next paragraphs.
The blue-squares curve corresponds to a displacement
d = 5, while the red-circles curve to d = 11. Observe
that the two outputs occupy different subsets of waveg-
uides, and this is exactly the motivation for the design of
such photonic lattices. We have verified that these out-
put intensities are very close to the ideal values (17) of a
semi-infinite lattice, and the agreement is good as long as
the light is concentrated away from the last (boundary)
waveguide.
In order to design the modulating functions ai(z), i =
1, 2, 3, which produce the desired output, we will use the
theory of Lewis-Riesenfeld invariants [15]. Specifically, it
is well known [28–30] and can be directly verified that
for the evolution (12) under the Hamiltonian (13) with
m(t) = 1, the following operator
Iˆ =
1
2
[b(pˆ− a˙)− b˙(qˆ − a)]2 + 1
2
(
qˆ − a
b
)2
(18)
with a(t), b(t) satisfying the differential equations
a¨+ ω2(t)a = f(t), (19)
b¨+ ω2(t)b =
1
b3
, (20)
is an invariant, i.e.
dtIˆ = ∂tIˆ + i[Hˆ, Iˆ] = 0. (21)
Note that the relation between the specific photonic lat-
tice and Lewis-Riesenfeld invariants has been pointed out
in [14], but here we use an invariant different than the
one used there. The time-dependent eigenfunctions of Iˆ
are [29, 30]
|λn〉 = ei[b˙q2/2b+(a˙b−ab˙)q/b] 1
b1/2
φn
(
q − a
b
)
(22)
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FIG. 1. (Color online) Output intensities in a photonic lattice
composed by 100 waveguides, for light injected in the 0th
waveguide and propagated for a distance Z = 10. Each curve
corresponds to a different choice of the lattice parameters,
given in Figs. 2(e), 2(f). The blue-squares curve corresponds
to the target final state (14) with d = 5, while the red-circles
curve to d = 11. The black-crosses curve corresponds to the
target final state (31) with d = 5, σ = 0.6, while the cyan
x-marks curve to d = 11, σ = 0.6
.
where φn(q) = |n〉 are given in (10). They satisfy
Iˆ|λn〉 = λn|λn〉, λn = n+ 1
2
, (23)
where the eigenvalues λn are time-independent because Iˆ
is invariant and real since Iˆ is Hermitian. It is clear from
(22) that (19), (20) are the equations for the mean po-
sition and the corresponding fluctuations, respectively.
They describe the controllable part of the dynamics
[31, 32] which could have been obtained using Ehrenfest
equations [33]. Note that eiθn(t)|λn〉 are also eigenfunc-
tions of Iˆ, and if the phases θn(t) are chosen to satisfy
dθn/dt = 〈λn|i∂t − Hˆ|λn〉 or, specifically
θn(t) = −
∫ t
0
[
λn
b2
+
(a˙b− ab˙)2
2b2
− a
2
2b4
]
dτ, (24)
then the general solution of (12) can be expressed as
|ψ(t)〉 =
∞∑
n=0
cne
iθn(t)|λn〉, (25)
where cn are constant coefficients [29, 30].
We now show how we can use Eq. (25) in the frame-
work of shortcuts to adiabaticity [17] to design the pho-
tonic lattice. Recall that the essence of the method is
to find a path connecting the initial and final eigenstates
of a time-dependent Hamiltonian without following the
instantaneous eigenstates, producing an effectively adia-
batic evolution. If we set c0 = 1, cn = 0 for n > 0, and
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(e) Modulating functions for σ = 1
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(f) Modulating functions for σ = 0.6
FIG. 2. (Color online) (a, b, c, d) Intensity propagation for a distance Z = 10 when light is injected in the 0th waveguide of
a photonic lattice composed by 100 waveguides. For (a, c) the lattice is designed to produce the target final state (14) with
d = 5, 11, respectively, while for (b, d) the final target state is (31) with common σ = 0.6 and d = 5, 11. Observe that the
spread of the output is considerably reduced in the right column. (e, f) Lattice parameters producing the propagation patterns
of the corresponding columns. For each column, a0(z) (green diamonds) and a2(z) (magenta stars) are common, while a1(z)
is different and is plotted with colours and marks in symphony with those used in Fig. 1 (blue squares for d = 5, σ = 1, red
circles for d = 11, σ = 1, black crosses for d = 5, σ = 0.6, cyan x-marks for d = 11, σ = 0.6).
the boundary conditions
a(0) = 0, a(T ) = −d, a˙(0) = a˙(T ) = 0, (26)
b(0) = 1, b(T ) = 1, b˙(0) = b˙(T ) = 0, (27)
where T = −Z corresponds to the final distance, then
from Eqs. (25), (22) and (10) we find that the ini-
tial and final states coincide with those in (14), ex-
cept an unimportant phase factor eiθ0(T ) for the final
state. We additionally require that the initial and fi-
nal states are eigenstates of the instantaneous Hamilto-
nian at t = 0, T . This requirement can be met when
[I(0), H(0)] = [I(T ), H(T )] = 0 (recall that the initial
and final states are already eigenstates of I at t = 0, T ),
and from these we obtain the additional boundary con-
ditions ω(0) = ω(T ) = 1, f(0) = 0, f(T ) = −d. Using
(19), (26) and (20), (27), it is not hard to see that these
5additional conditions are equivalent to
a¨(0) = a¨(T ) = 0, (28)
b¨(0) = b¨(T ) = 0. (29)
We next find a(t), b(t) satisfying the boundary conditions
(26), (28) and (27), (29), respectively. Observe that we
can simply choose b(t) = 1, while a polynomial interpo-
lating function for a is [29]
a(t) = −d(6s5 − 15s4 + 10s3), (30)
where s = t/T .
From Eq. (20) with b(t) = 1 we have ω(t) = 1 while
recall that m(t) = 1, thus M(z) = Ω(z) = 1 and from (7),
(8) we find a0(z) = 1, a2(z) = 0. From Eq. (19) we find
f(t) = a¨+a, which is a function of s = t/T , with t = −z
and T = −Z. It is not hard to see that F (z) = f(−z)
has the same functional dependence on s = z/Z. The
modulating function a1(z) can be determined from Eq.
(9). In Fig. 2(a) we simulate the intensity propagation of
light injected in the 0th waveguide for a distance Z = 10
and for a displacement d = 5, while in Fig. 2(c) we use
d = 11. Observe that the two outputs are localized in
different blocks of waveguides. The modulating functions
producing these results are shown in Fig. 2(e). For both
cases it is a0(z) = 1 (green diamonds) and a2(z) = 0
(magenta stars). The function a1(z) differentiates the
two cases and is depicted with blue squares for d = 5
and red circles for d = 11, in symphony with the colours
and marks used in Fig. 1.
Observe that for both values of the displacement pa-
rameter d the output spans several waveguides. We can
reduce the spread of the output intensity if we exploit
the modulating functions a0(z) and a2(z), which were
taken constant before, to control b(t). Specifically, if we
require the final value b(T ) = σ < 1, keeping the rest
of the boundary conditions (27), (29) the same, then the
final wavefunction becomes
|ψ(−Z)〉 = 1
σ1/2pi1/4
e−(q+d)
2/2σ2 (31)
which is a sharper Gaussian than (14) for σ < 1. The
following function satisfies the modified boundary condi-
tions for b [16]
b(t) = (σ − 1)(6s5 − 15s4 + 10s3) + 1, (32)
where again s = t/T , while we use the previous polyno-
mial (30) for a(t). From (20) we find ω2(t) = (1/b3− b¨)/b
and use it in (19) to obtain f(t) = a¨+ ω2a, while we re-
mind that m(t) = 1. As before, Ω(z), F (z) have the same
form with ω(t), f(t) as functions of s = t/T = z/Z. In
Fig. 1 we plot the intensity output for the same prop-
agation distance Z = 10 and displacement values d = 5
(black crosses) and d = 11 (cyan x-marks) as before,
while we take σ = 0.6 for both cases. In Figs. 2(b),
2(d) we plot the light intensity propagation for these two
cases, d = 5, σ = 0.6 and d = 11, σ = 0.6, respectively.
Observe that the spread of the output has been consid-
erably reduced compared to the Figs. 2(a), 2(c). In
Fig. 2(f) we plot the corresponding modulating func-
tions. Observe that a0(z) (green diamonds) and a2(z)
(magenta stars) are common since σ is common, while
a1(z) differentiates the two cases and is depicted with
black crosses for d = 5 and cyan x-marks for d = 11, in
symphony with the colours and marks used in Fig. 1.
We conclude this section with a short discussion about
the size of the waveguide length Z. In theory it can be-
come arbitrarily small [16], but in practice there are al-
ways experimental limitations, for example on the size of
the lattice characteristics, which impose a minimum nec-
essary value for Z [34]. In order to maintain the robust-
ness properties of shortcuts to adiabaticity, it is better
to avoid waveguide lengths close to this minimum [18].
Yet, the necessary length is smaller than that required
by devices based on purely adiabatic schemes [20–23].
IV. CONCLUSION AND OUTLOOK
In this paper we have used shortcuts to adiabaticity
to design a photonic lattice which can direct the input
light to different locations at the output, depending on
the choice of the functions modulating the lattice char-
acteristics (index of refraction, first and second neighbor
couplings). If these functions can be altered in time, in
a physical context different than the evanescently cou-
pled waveguides, then this lattice structure can also im-
plement a switch. The proposed device is expected to
be robust because of the adiabatic nature of the design
method and also to have a smaller footprint than purely
adiabatic devices. A very interesting extension of the
present work is to use optimal control [35] for the dy-
namical system describing the lattice, in order to find
the modulating functions (control inputs) which produce
more sophisticated output patterns. Specifically, the sys-
tem described by Eqs. (1) with n finite, a0(z) constant
and a2(z) = 0, which is a truncation of a quantum har-
monic oscillator with dipole interaction, has been proven
to be controllable [36]. This means that any initial state
at z = 0 can evolve to any final state at z = Z, with the
appropriate choice of the control a1(z). Depending on
the initial and final states the connecting control can be
quite complicated, and one has to use numerical methods
in order to calculate it. For a bilinear control system like
(1) (linear in both the states Cn and the control a1), an
efficient numerical method is described in [37]. Note that
if a0(z) and a2(z) are also allowed to vary with z, instead
of being fixed, they can serve as extra control inputs (de-
grees of freedom) which can be further exploited. The
suggested methodology provides a concrete path for the
design of lattices with complex input-output characteris-
tics, as well as for the engineering of classical analogues
of quantum states. The present paper is a nice prelude
to this very promising future work.
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