Abstract-This paper introduces a mechanism for localizing a microphone array when the location of sound sources in the environment is known. Using the recently proposed spatial observability function (SOF) based microphone array integration technique, a maximum likelihood estimator for the correct position and orientation of the array is derived. This is used to localize and track a microphone array with a known and fixed geometrical structure, which can be viewed as the inverse sound localization problem. Simulations using a two-element dynamic microphone array illustrate the ability of the proposed technique to correctly localize and estimate the orientation of the array even in a very reverberant environment. Using 1 s male speech segments from three speakers in a 7 m by 6 m by 2.5 m simulated environment, a 30 cm inter-microphone distance, and PHAT Histogram SLF generation, the average localization error was approximately 3 cm with an average orientation error of 19 . The same simulation configuration but with 4 s speech segments results in an average localization error less than 1 cm with an average orientation error of approximately 2 . Experimental examples illustrate localizations for both stationary and dynamic microphone pairs.
I. INTRODUCTION
T he localization of sound sources using a microphone array has been greatly explored in the past [2] , [8] , [11] , [12] , [14] , [15] . All of these studies assume that the location of the microphone array is known. However, in many practical situations, such information is not available. For example, for a rapidly deployable array, there usually is not enough time to accurately measure the location of the array. Furthermore, microphone arrays occasionally are employed in a dynamic setting (on a robot, on a handheld computer, etc.). Another possible situation is in a military setting where an array of microphones is dropped at an unknown location of a small environment for surveillance. In such situations, the location of the array changes with respect to time, and hence the array has to be tracked.
Assuming that the localization of a microphone array with an unknown location is needed, many different approaches can be utilized. One approach is to use radio-frequency triangulation. Such an approach requires the addition of multiple sensors on the microphone array and in the environment, thereby increasing the cost and decreasing the power efficiency of the system. Other triangulation techniques that use sensors in addition to the microphones all have an associated cost increase and power efficiency decrease. The only method of utilizing the sensors available on the microphone array is to use the microphones themselves. Under certain assumptions, it should be possible to utilize an array of as few as two microphones for self-localization in a manner that animals use their two ears.
This paper proposes an algorithm for the localization of a microphone array given that the location of the sound sources is known. Basically, the sound sources are used as beacons to localize the array. This is not too different from a blind person navigating based only on the sounds that he or she hears and based on assumptions regarding the spatial stationarity of those sources.
The discussion of microphone array localization is initiated by discussing the recently proposed microphone array integration strategy that takes into account the level of access of the array to different spatial positions [4] , [5] . Based on these ideas, a maximum likelihood estimator is proposed for the location and orientation of the microphone array. The introduction of this estimator is followed by detailed simulations of real-world array localizations and several examples using a two-element microphone array.
II. SPATIAL LIKELIHOOD FUNCTION GENERATION
A spatial likelihood function (SLF) is a function over the entire environment of interest that, at each position, has a value that is indicative of the likelihood of a sound source at that position. A variety of methods are available for the generation of SLFs [1] , [4] , [13] , [17] , [18] . These include, among others, the multiple signal classification (MUSIC) technique [17] , maximum likelihood techniques [18] , and array steered response power [13] or beamformer-based energy scans [4] .
Beamformer-based energy scans are produced by an array of microphones whose signals are delayed and summed to electronically steer the array to a certain spatial location [4] , [13] , [19] . The power of the signals obtained by the steered array is computed for all spatial locations and, assuming that higher beamforming energies correspond to higher likelihoods of a sound source and vice versa, a spatial likelihood function is obtained.
Each of these techniques have advantages and disadvantages that are discussed by a variety of literature [4] , [11] , [17] - [19] . While the success of the microphone array localization algorithm proposed here is dependent on the successful localization of sources by the microphone array, the actual generation of the SLFs is not the primary focus of the main contribution of this paper, and as a result, will not be discussed in detail.
In this paper, four variants of the beamformer-based energy scan technique are employed because of their simplicity and ac- curacy [4] - [6] , [8] , [13] . The first technique that will be studied is the Unfiltered Cross Correlation Histogram approach (UCCHist) [4] , [5] , [8] . The UCC-Hist technique involves breaking a speech segment into 20 ms segments, multiplying by a Hanning window, taking the cross correlation, and then incorporating the cross correlation peak into a histogram. This process is repeated for the all other 20 ms segments. As the number of 20 ms segments increases, then the histogram will approach the probability density function of the cross correlation peaks.
This technique is effective at dealing with noise but is ineffective with small sound segments, since there will not be enough points for the histogram to fully develop, or with reverberation [7] , [12] . In order to deal with situations where a large segment is not available, an alternative technique is to cross-correlate 20 ms segments and add the cross correlations together. This technique is denoted in this paper as UCC-Sum.
An example SLF, obtained by taking 100 10-ms stereo speech segments of three speakers and using the UCC-Sum technique, is shown in Fig. 1 .
TDOA estimation in a reverberant environment is often accomplished by using the Phase Transform technique [7] , [12] , [16] , which is essentially a filtered cross correlation instead of an unfiltered cross correlation. Again, both a summed variation and a histogram variation of the Phase transform will be used in this paper, each denoted by PHAT-Sum and PHAT-Hist, respectively.
The success of the SLF generation process directly impacts the success of the array localizations, as shown in Appendix II. Similarly, the complexity of the SLF generation process also adds to the complexity of the array localizations. As a result, the SLFs must be generated efficiently, and for that reason, TDOA based techniques are preferred [6] , [8] , [13] . However, the main source of complexity in the proposed algorithm will be the search for the optimal microphone array location instead of the SLF generation, and as a result, the complexity of the SLF generation process is secondary to the actual array search process.
III. SPATIAL OBSERVABILITY FUNCTIONS
Although a single SLF in many cases adequately conveys the location and strength of acoustic sources in the environment, it has recently been shown to be inadequate in certain situations [4] , [5] . Such cases occur when the microphone array does not have access to certain spatial positions (i.e., a blocked array). As a result, a second spatial function, known as the Spatial Observability Function or SOF, has been proposed to account for the level of access of a microphone array to different spatial positions [4] , [5] .
Before the actual SOF can be defined, we must first assume a model for the generation of the SLFs. A simple yet effective model, one which will be used in this paper, is as follows [3] , [4] :
We assume that the SLF of a given microphone array, , has been scaled so that for locations without a sound source, the SLF has a value close to 0 and for locations with a sound source, the SLF has a value close to 1. The space vector corresponds to a location in the environment in either two or three dimensions, and is a -element vector determining the spatial location and orientation of the microphone array, as
For a two-element microphone array in a 2-D environment, which is the assumption for the simulations and examples used in this paper, the location and orientation vector has the three elements (2) The location and orientation of the microphone array determine the mapping of the SLF to the global coordinate system. In this paper, the notation is used for the true location and orientation of the given microphone array.
We define the actual object probability over all spatial locations. The actual object probability has a value of 0 at locations where there is no sound source and a value of 1 at locations where there is an active sound source. Note that the spatial variable is assumed to be a discrete random variable with cross-spatial independence amongst the sound sources (i.e., the fact that there is a person speaking at location is independent of a second person speaking or not speaking at location ).
We now define the -observability ( SOF) function as
The SOF is the square-difference between the SLF and the actual object probability, and should ideally be close to zero if the microphone array is producing reliable results. If we average the SOF function with the SLFs being correctly positioned and oriented (i.e., ) for a wide variety of speaker configurations, we will get a measure of the reliability of the microphone array, as (4) We define the Spatial Observability Function to be . We also assume the following Gaussian noise model for the SLFs (5) where is a zero mean Gaussian random variable with variance . The proposed model has been shown to be effective in integrating multiple microphone arrays, where the overall SLF is defined by [4] , [5] (6) and, where the index is used to identify the SLF and SOF of the th microphone array.
IV. OVERALL OBSERVANCE AND Q-OBSERVANCE
By defining the SOF we found a quantitative measure of the validity of the results of a microphone array for a given spatial position. We define a measure for the overall validity of the microphone array for all spatial positions, which can be described as the average of the SOF over all (discrete) spatial locations in the set that total . This measure, called the overall spatial observance (OSO), is (7) where the expectation corresponds to the sample mean of the SOFs over all spatial positions.
Lower OSO values correspond to a more useful microphone array because they have a lower average SOF, while higher values correspond to a less useful microphone array. This way, (7) can be used to choose the best microphone array in a situation where multiple arrays are available.
While the OSO is a suitable measure of the validity of a microphone array, it is difficult to use in situations where the SOFs may be changing rapidly. In such situations, an instantaneous validity measure is required. One such measure is the -observance measure, or OSO, which can be defined as [4] (8)
It can be shown that (see Appendix A), for a given microphone array location and orientation, its OSO is related to the probability of its SLF given the actual object probability, as (9) where and are positive constants that are invariant to the spatial location and orientation of the microphone array [4] . The derivation of (9) makes the assumption that the SLFs of different positions are independent. As a result of (9), maximizing the probability of the SLF given the actual object probability for all spatial positions is equivalent to minimizing the OSO as long as the maximization and minimization are carried out over the location and/or the orientation of the microphone array. Hence, the maximum likelihood estimate of the correct location and orientation vector of a microphone array is (10) V. DYNAMIC MICROPHONE ARRAYS Spatial Likelihood Functions are generated relative to the spatial coordinates of the microphone array, and if the location of the array is known, then the spatial likelihood function can be mapped to the global coordinate system. The integration strategy proposed by (6) assumed that the SLFs were mapped to the global coordinate system.
However, what about the case when the location and/or orientation of the microphone array is not known? Note that here, we are dealing with an array of known structure but with an unknown spatial orientation and position.
As was mentioned in the previous section, the OSO function is a measure of the validity of an SLF. Now, if the location of a microphone array is incorrectly estimated, its SLF will be incorrectly mapped to the global coordinate system resulting in its invalidity. By finding the coordinate transformation that maximizes the validity (minimizes the OSO) of the SLF of a dynamic microphone array, we can estimate the location and orientation of our array.
The utility of the OSO function in microphone array localizations can be illustrated as follows:
A microphone array whose position estimate is incorrect will yield an SLF that is spatially scrambled, in other words, when its SLF is mapped to the global coordinate system, the SLFs of each position will actual correspond to those of another position. Assuming that the events at different (discrete) spatial positions are independent, and using the model proposed in (5), the difference between the OSO of an incorrectly localized array with location vector and the OSO of the same array but correctly localized is (11) Since is a Bernoulli random variable, the above difference will always be positive. As a result, the OSO of an incorrectly localized microphone array will always be greater than that of a correctly localized microphone array.
An example will now be considered. Three speakers with equal vocal intensities were simulated in an environment with a single two-element microphone array. Fig. 2 illustrates the location of the speakers and the microphone pair in the environment. Fig. 3 illustrates the SLF obtained from the microphone pair.
Using prior knowledge about the location of the speakers, we can calculate the OSO of the microphone array as a function of the spatial position of the array. This OSO for the example of Fig. 3 is shown in Fig. 4 . Note that the correct location of the microphone pair of Fig. 2 can be easily obtained from the OSO of Fig. 4 . Now, according to (8) , both the SOFs and the SOFs for all spatial positions are required in order to estimate the OSO. While SOFs can be readily obtained based on knowledge regarding the SLF and the actual speaker probability, the SOFs are usually not known due to the fact that every time a microphone array is moved its entire SOF matrix is invalidated. Furthermore, because the exact location of the array may not be known, directly estimating the SOFs becomes difficult at best and impossible at worst. Hence, in practice, the SOFs can be estimated based on models of the acoustics of the environment. This means that they are not exactly measured (and could not easily be measured in a dynamic setting). The simplest model that can be employed is that of an equi-observable environment (i.e., all SOFs are equal for all spatial positions). This simple model was used in the experimental and simulation results shown in this paper, and in fact this model results in a very efficient OSO estimation technique that is discussed in Appendix B. 
VI. EFFICIENT OSO ESTIMATION
Evaluating the OSO as defined by (8) at all possible spatial positions and orientations of the microphone array is very computationally expensive. As a result, more efficient techniques are needed in order to allow the proposed microphone array localization technique to become practical.
A. Gradient Descent Based OSO Estimation
One method is to perform gradient descent on the OSO in -space. Fig. 4 reveals the highly nonlinear nature of the OSO which would make any gradient descent algorithm susceptible to local minima. However, near the vicinity of the global minimum, gradient descent algorithms can function correctly due to the convex nature of the OSO in -space, as shown in Fig. 5 . This would be useful in tracking a dynamic microphone array where, using its previous position and trajectory, its current position can be roughly estimated and corrected using the OSO function. However, if no prior information regarding the loca- tion of the microphone array is available, an entire search for the OSO-minimum in -space is required.
The gradient of the OSO with respect to the th element of the orientation and position vector is (12)
B. Fast OSO Algorithm
By making a few assumptions about the environment, it is possible to compute the OSO very efficiently. As shown in Appendix II, it is possible to write the OSO definition of (8) as (13) where is an -independent constant, is a positive -independent constant, and are a rotation matrix and a translation vector as defined by , and is a constant frame of reference for the SLF equal to . The only assumption used in the derivation of (13) is that the SOF of the microphone array be equal for all spatial positions. If this assumption is valid (and in most practical environments where the microphone array has equal access to all spatial positions of interest, it is valid), it becomes possible to simply add rotated and translated copies the SLF in order to produce the -dependent component of the OSO, where is the number of speakers. With this technique, the more speakers there are, the more SLF additions are required. However, in practical situations with 2-5 speakers, (13) greatly simplifies the computation of the OSO.
VII. SIMULATIONS
In order to analyze the performance of the proposed microphone array localization technique, a set of simulations were conducted using 100 s male speech signals sampled at 44.1 kHz by an array of two microphones. The simulation environment, as shown in Fig. 6 , consisted of a 7 m by 6 m by 2.5 m room. In cases where reverberations were modeled, Eyring's formula [12] was used to obtain the wall reflection ratios corresponding to a given reverberation time. In the given environment, a re- The image model method [10] , [12] was utilized to obtain the impulse response of the environment using intra-sample interpolations (in the cases that the incoming signal was not offset by an exact multiple of the sampling period) and including up to ninth order reflections. In the simulations, all microphone pairs and speakers were assumed to be at a height of 1.6 m. In all simulations, the background noise was assumed to be independent Gaussian noise for both microphones with a high signal-to-noise ratio ranging from 30 dB to 40 dB for each of the signal segments.
The first set of simulations used a horizontally centered microphone pair and 3 speakers as shown in Fig. 6 . The first question to be answered is the required speech signal segment size to be recorded and processed for accurate microphone pair localization. Fig. 7 illustrates the relationship between microphone array localization accuracy, the SLF generation algorithm, and the SLF segment size. As shown, larger speech segments produce more accurate SLFs resulting in more accurate array localizations. The PHAT-Histogram technique does better than the other SLF generation algorithms, resulting in the perfect localization of the array with speech segments larger than 1 s. The UCC-Histogram technique also can achieve perfect array localizations, but it requires longer segments.
However, large segments slow down the microphone array localization process. In cases were only small segments are available (i.e., less than 1 s), the PHAT-Sum technique results in the lowest localization error. Fig. 7 was generated by repeating the sensor localization simulation for the entire 100 s of the available data and then averaging the distances between the array location estimates and the true array location in order to obtain the average localization error. These simulations assumed that the environment was nonreverberant. Furthermore, the microphone pair had an inter-microphone distance of 30 cm.
The next question to be answered is the relation between the inter-microphone distance and the array localization accuracy. Assuming a segments size of 1 s, and assuming that the environment was nonreverberant, the results for the PHAT-Histogram technique are shown in Fig. 8 . As shown, the ideal inter-microphone distance ranges from 30 cm to 85 cm, while microphones that are closer than 30 cm or further than 85 cm apart result in larger errors.
Using the image model technique to simulate reverberations, the effect of reverberations on the array localization accuracy is illustrated in Fig. 9 . Clearly, the PHAT techniques have a much smaller localization error for any given reverberation time. For environments with small reverberations (a reverberation time less than 0.15 s), the PHAT-Histogram technique results in an SLF that produces the most accurate array localization estimates, while for more reverberant environments, the PHAT-Sum technique is optimal. This figure also uses a 1 s speech segment size for SLF generation as well as a 30 cm inter-microphone distance.
So far, the localization error of the array has been analyzed, but not its orientation error. Fig. 10 illustrates the relation be- tween speech segment size and the error (in degrees) of the resulting microphone array orientation estimate. Note that this simulation again used an inter-microphone distance of 30 cm, and searched for the most likely orientation in the 60 to 60 range of the true microphone array orientation.
As shown, both histogram techniques result in small orientation errors but only when using large SLF generation speech segments. Basically, in order to accurately estimate the orientation of a microphone pair, a minimum 3 s of speech is required, whereas only 1s is needed for accurate array position estimates.
Comparing the PHAT Histogram SLF generation technique, which yields the overall best results, the average localization error was approximately 3 cm with an average orientation error of 19 with 1 s speech segments. The same simulation configuration but with 4 s speech segments results in an average localization error less than 1 cm with an average orientation error of approximately 2 .
The effects of reverberation on the microphone pair orientation error are studied in Fig. 11 using 3 s segments. Here, the PHAT-Histogram technique results in the most accurate array orientation estimates, even with in an environment with strong reverberations.
We shall now conduct a simulation similar to the previous one but with the microphone pair being at the corner of the room, as shown in Fig. 12 . As before, 1 s segments are used with an inter-microphone distance of 30 cm. Fig. 13 illustrates the relationship between reverberation time and array localization accuracy for the corner-place microphone pair. As shown, the errors are larger than the horizontally centered microphone pair, and the UCC-Sum approach does better than the other techniques when there is strong reverberations.
Finally, a simulation was performed to analyze the average microphone array localization error for a uniformly distributed microphone array position. The simulation setup is shown in Fig. 14. As shown, the microphone array position was uniformly distributed on a grid with a 1 m spacing, at -axis positions ranging from 1 m to 3 m, and at -axis positions ranging from 1 m to 6 m. The resulting errors were average for all 18 array positions, and are shown in Fig. 15 .
VIII. EXPERIMENTAL EXAMPLES
An experiment was conducted with a two-element microphone array placed at an unknown location in the environment. Three speakers, engaged in a normal conversation, all with approximately equal vocal intensities, stood at known positions. A microphone pair produced an SLF (using the UCC-Hist technique) using approximately 500 ms of speech. Fig. 16 shows the SLF of the microphone pair centered at the correct location (0.5, 1) and orientation (0 ) of the microphones.
The experiments in this section were conducted in a 6 m by 5 m by 3 m environment with a reverberation time of approximately 0.1 s. The background signal-to-noise ratio varied between 20 dB and 25 dB. Also, the inter-microphone distance between the microphones was fixed at 15 cm.
The localization of the dynamic microphone pair is based upon the minimization of the OSO as defined by (9) . In practice, the Fast OSO algorithm of (13) was used here. The OSO shown in Fig. 17 has a minimum at (0.5, 1), corresponding to the correct location of the microphone pair.
The same image was transformed to the floor of the environment used in the experiments. The correct localization of the microphone array can be more easily inferred from this image, as shown in Fig. 18 . Another experiment was performed with the microphone pair placed at the location (0.5, 1.3). Fig. 19 illustrates the OSO as a function of microphone array position with the correct position identified by the crosshairs. The variation across the -axis is illustrated in Fig. 20 . The variation across the -axis is illustrated in Fig. 21 .
So far in this section, only translational microphone array positions have been analyzed and estimated. Fig. 22 illustrates the OSO minima for different angles of rotation. In Fig. 22 , which plots the minimum OSO over all possible translational positions versus the deviation from the correct orientation, two orientations arise with relatively equal minimum OSOs. These occur at an orientation of 0 , corresponding to the correct orientation, and at an orientation of 10 , corresponding to an erroneous OSO minimum.
An important application of the technique proposed here is the localization and tracking of a moving microphone array. In such cases, there may not be enough speech signal resulting in higher SLF errors (higher SOF values).
An experiment was conducted with a two-element microphone array that moved 0.31 m horizontally in 1.2 s, resulting in six 200 ms segments whose SLFs were used to generate OSOs, as shown in Fig. 23 . The actual horizontal microphone pair position and the position estimated using the OSO are compared in Fig. 24 . Fig. 24 shows the deviation of the microphone array location estimate and the true position of the array. While both at the beginning and the end of movements the array is correctly localized, in between the movements, small deviations are obtained. These can be partly attributed to the nonstationary nature of the acoustic signals of the three sound sources used to generate the OSO. Since the speech signals of the sources where not always of constant amplitude, this would put more emphasis on certain segments, resulting in the warped tracking shown in Fig. 24 . 
IX. CONCLUSIONS
This paper presented an acoustic method for microphone array localization and orientation estimation. This technique utilized a maximum likelihood estimator defined as the OSO function in order to localize the microphone array. Note that although the method proposed here makes no assumptions about the structure of the microphone array to be localized, all of the simulation and experimental results shown in this paper used a two-element microphone array.
The performance of the proposed technique mainly depends on two issues: the success of the SLF generation process, and the presence of an adequate number of speakers. The SLF generation process can run into difficulty in very reverberant environments, noisy environments, and in situations where a long speech signal is not available. Overall, the PHAT-Hist SLF generation technique resulted in the most accurate localization results based on the simulations conducted here. For very accurate localizations, 1 s of speech was necessary whereas for very accurate orientation estimates, approximatlely 4 s of speech was necessary. As was seen by the real experiment of Fig. 22 , if a limited amount of speech data is used for the SLF (in that case, 0.5 s), errors result in the direction estimates.
A central assumption in the discussions here has been the availability of prior knowledge regarding the sound source locations. In practice, such information can be obtained from other microphone arrays whose location is already known, other sensors such as cameras, or both [9] . However, while SLF errors can disturb the microphone array localizations, so can errors in the actual object probability. Hence, care must be taken to ensure that the sources are correctly localized.
A possibly fruitful direction for future work is the exploration of the integration of the proposed technique with other sensor localization techniques that use other sensor modalities. This is useful because with multimodal sensors, the fault of one sensor is usually independent of the fault of sensors of a different type, and as a result, more robust results are obtained on average. Other directions of future work include further analysis of the results shown in this paper. For example, the sudden increase in the localization error when the inter-microphone distance exceeds 85 cm should be further investigated.
APPENDIX A PROOF OF (9) In this section, we will show how the simple Gaussian assumption of (5) can result in the relation of (9) .
We shall start with the probability of obtaining the SLF at a single spatial position given the actual object probability at that position, which using the assumptions of (5), is simply (14) Assuming independence among different spatial positions, we can define the probability of an entire SLF for all spatial positions as (15) Since our goal is the maximization of this probability by adjusting the vector , we can minimize any monotonically decreasing function of (15) in order to achieve the same goal. One choice of such a function is (16) Combining (14)- (16), we obtain (17) The first summation is not dependent on the location vector , and as a result, can be defined as an independent constant , resulting in (18) Rearranging (18) and combining it with (16) while using the OSO definition of (8), we obtain (19) letting and , we obtain (9) . Note that will always be positive, and as a result, the minimization of the OSO will always result in the maximization of the SLF-likelihood.
APPENDIX B DERIVATION OF THE FAST OSO TECHNIQUE
Starting with the definition of (8), and assuming that the SOF is constant equal to for all spatial positions, we obtain (20) Now, is a summation over all spatial positions. Different locations and orientations of the microphone array will result in different orders for this summation, but the outcome will nonetheless be the same. As a result, this summation is constant of . Clearly, so is . This will consequently reduce (20) to This equation is of great significance as it allows us to compute the entire OSO by simply summing rotated and translated copies of the SLF, where is the number of speakers.
If we now consider a microphone pair on a two-dimensional plain, then its location and orientation is defined by a translation vector and a rotation angle , respectively. Hence, . We note that
where is a rotation matrix of angle . Basically, (23) states that using a local variable in the reference is the same as using the global coordinate in the reference . Combining (23) and (22), we obtain (24)
Finally, if we assume that all of the transformed points at which there is a speaker will be in , then we have (25) Equation (25) gives us a very efficient means of obtaining the -dependent component of the OSO. All that must be done is to transform the actual object probability points that are equal to 1 by the appropriate vector, and then to simply sum the SLF at the resulting transformed points.
