Resource scheduling problems (RSPs) in cloud manufacturing (CMfg) often manifest as dynamic scheduling problems in which scheduling strategies depend on real-time environments and demands. Generally, multiple resources in the CMfg scheduling process cause difficulties in system modeling. To solve this problem, we propose Sharer, a deep reinforcement learning (DRL)-based method that converts scheduling problems with multiple resources into one learning target and learns effective strategies automatically. Our preliminary results show that Sharer is comparable to the latest heuristics, adapts to different conditions, converges quickly, and subsequently learns wise strategies.
I. INTRODUCTION
Cloud manufacturing (CMfg) is a new manufacturing model developed from existing technology and supported by cloud computing, Internet of Things (IoT), and virtualization [1] . CMfg is also an online manufacturing service that provides consumers with on-demand manufacturing, and scheduling is one of the critical means for achieving CMfg goals.
Resource scheduling problems (RSPs) are ubiquitous in the CMfg environment. The allocation of limited production resources to different tasks improves manufacturing efficiency and resource utilization [2] . Therefore, resource scheduling plays a key role in improving the performance of CMfg systems. Due to the constraints of factory capacities, cooperation in handling complex production tasks among these factories is necessary. CMfg platforms can effectively leverage distributed manufacturing resources (DMRs) in regional enterprise clusters. In CMfg, DMRs are encapsulated The associate editor coordinating the review of this manuscript and approving it for publication was Bijoy Chand Chand Chatterjee . into services and aggregated on CMfg platforms. With centralized service management, CMfg can handle tasks with multiple demands simultaneously [3] . However, batch tasks in CMfg have dynamic, real-time features and need big data concurrency and exchange [4] . Hence, the scheduling of CMfg has higher requirements for computing performance and requires more accurate algorithms to provide guarantees for the platform. In addition, the demands from users are highly personalized, which causes diversification of manufacturing tasks in terms of execution processes and user preferences [5] . In essence, the problem of resource scheduling in CMfg is a many-to-many problem, which causes difficulty in the underlying modeling for the scheduling system [6] . Hence, improving the scheduling efficiency for different users with different objectives has become a major challenge in this field.
Dozens of papers focusing on CMfg scheduling have been published to date. To effectively allocate resources and reduce the duration and completion time in CMfg, a distributed ant colony algorithm was proposed [7] . The study [8] also VOLUME 8, 2020 This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see http://creativecommons.org/licenses/by/4.0/ proposed a workload-based model that considers task workload and that could process multiple manufacturing tasks in parallel. Additionally, many studies on green manufacturing scheduling were conducted to avoid wasting the energy generated during manufacturing scheduling [9] - [11] . Different dynamic optimization models for flexible job shop scheduling based on game theory were presented to achieve the realtime data-driven optimization decision [12] , [13] . IoT-based CMfg service systems and their architectures were proposed to study the application of the IoT and IoT technologies in manufacturing [14] , [15] . The above methods only consider fixed production resources and user requirements. However, in the actual production scheduling situation, production operations and factory resources are distributed unevenly, and emergencies such as randomly arriving tasks [16] , machine breakdowns, and material shortages [17] could occur at any time. Hence, dynamically adapting to changes in the production environment for the scheduler is important. Methods for solving CMfg scheduling problems by genetic algorithms were proposed to adapt to the dynamic environment [18] - [21] . Meanwhile, multiobjective algorithms for CMfg were proposed to meet the different personalized demands of multiple objectives [22] - [24] . However, the aforementioned methods need to adapt to specific environments through complex system modeling. No universal model has been proposed to adapt to the various CMfg production environments. Moreover, most previous research using multiobjective algorithms can only provide the Pareto solution set, and users need to select a suitable answer from the solution set according to their situation, which is not an intelligent process.
In this paper, we formulate the user multidemand problem and the resource allocation problem as a multiobjective optimization problem and apply a deep reinforcement learning (DRL) algorithm to transform multiple learning goals into a reward. The purpose of this method is to find a globally optimal resource scheduling strategy in CMfg to achieve a reduction in average completion time and optimal quality of service (QoS) performance. The major contributions of this paper are summarized as follows:
• We propose a resource scheduling problem in CMfg, which is also a multiobjective optimization problem in terms of minimizing operation time, maximizing resource utilization, and minimizing overhead. We transform this multiobjective optimization problem into a reinforcement learning (RL) problem to simplify the model and guarantee the QoS of multiple objectives.
• We present a DRL-based online learning algorithm named Sharer for CMfg to maximize weighted objectives for three optimization metrics. We apply a blacklist mechanism to improve the accuracy of selecting actions in RL by penalizing incorrect choices from agents. In addition, we propose an improved RL baseline that helps agents avoid high variances from the environment by dynamically adjusting the size of the baseline. • Extensive experiments are conducted on a dataset with 500 users and ten factories. The experimental results demonstrate the effectiveness of Sharer. In addition, the superiority of our CMfg system is verified by comparing Sharer with three other algorithms. The remainder of this paper is organized as follows. In Section II, we describe the three-layer framework of CMfg and discuss the motivation of using DRL to solve the CMfg scheduling problem. In Section III, we first present the system model, then formulate the optimization problem, and finally present the RL formulation. The solutions to solve the aforementioned problem are given in Section IV. We evaluate our experiment in Section V. Finally, Section VI summarizes the paper and provides directions for future work.
II. BACKGROUND AND MOTIVATION A. FRAMEWORK OF CMFG
We introduce the framework of our CMfg platform, which is based on a user demand layer, distributed cloud layer, and manufacturing layer.
1) USER DEMAND LAYER
As shown in Figure 1 , the entire system consists of three parts, and at the top is the user demand layer. Figure 1 also shows that different users in the user layer can submit their own tasks in different ways (i.e., mobile phones, tablets, personal computers). The submitted tasks are processed by the edge facility and uploaded to the cloud layer for execution. In the user demand layer, many demands (e.g., part production, product processing, assembly lines, and material blending) are raised in discrete timesteps. These demands from different users are always heterogeneous, i.e., they hold various dimensions of manufacturing attributes. For example, the quality of products is crucial for producing parts, while the assembly line is of greater importance for the product assembly cycle time, and the material blending makes the accuracy of material allocation the most important. Therefore, our system should be able to autonomously extract the tasks that have common characteristics among the tasks to be solved.
Since the model is complex and dynamic, we expect the system to learn how to optimally cluster the demands with the same attributes on its own. In this article, we will only discuss the cases where the demands already have the same multidimensional characteristics for simplicity.
To illustrate the specific form of user requirements in this paper, we present a simple example in Table 1 . The user demands table has five columns, as shown in Table 1 . However, it could have more factors in actual situations. Here, we assume that each task has four attributes of CMfg resources. For the same attribute of the task, we find that the values of each resource attribute fall within a certain range, which means that the jitter in the attribute values will not be too obvious.
2) DISTRIBUTED CLOUD LAYER
Distributed cloud computing is currently a hot topic in many fields and has achieved great effects in applications such as computation offloading [25] , supporting big data analysis [26] , and packing for cluster schedulers [27] . Meanwhile, online matching learning using RL requires considerable resources. We decided to use distributed cloud computing to reduce the pressure on the local server side. We use it to optimally schedule user demands and manufacturing facilities.
As shown in Figure 1 , the cloud layer generally contains four parts: the computing server, the content server, the core network, and the router. The tasks submitted by the user are first stored in the content server, then the computing server helps to calculate the scheduling process, and all internal content is transmitted through the core network. In addition, the router sends the calculated scheduling policy to the manufacturing layer in real time.
The distributed cloud layer is important for the entire system because it connects the user demand layer and the smart manufacturing layer. We also call the distributed cloud layer the scheduler. Our designed algorithms are implemented in the cloud layer.
3) SMART MANUFACTURING LAYER
In the manufacturing layer, the processed scheduling strategies are propagated through the edge facilities to each specific factory. There is mutual communication among factories. The final completed product will be shipped directly to the user from the factory.
The factory is the final executor in the CMfg process. The goal of the whole system is to schedule user demands to the factory to the greatest extent possible such that the factory can be utilized to the maximum, i.e., the most user demands are matched to the fewest factories and the user obtains the highest price/performance ratio. It is a multiobjective optimization that will be described in Section III-B.
In this paper, we assume that the factory has community attributes. We treat factories that perform the same kind of work as a community, and the information between the communities is shared. For example, when one of the factories in the factory community is already at full capacity, the system automatically selects other factories in the community.
B. WHY DRL FOR SCHEDULING OF CMFG
The majority of CMfg scheduling problems are currently solved using meticulously designed genetic algorithms because genetic algorithms provide an effective means to find approximate solutions to NP-hard problems. However, genetic algorithms currently have problems with slow convergence and poor local search capabilities. The process of RL does not require encoding the problem, and it only needs to be judged according to the reward system returned by the environment, thereby avoiding the process of artificial encoding.
The use of RL has proven to be better than the use of heuristics in some areas, such as playing chess [28] , optimizing user quality of experience (QoE) in video streaming [29] , and playing video games [30] . As we know, RL can learn the optimal scheduling method directly from experience.
Why use deep neural networks (DNNs)? We use DNNs as a strategy for the following reasons: (1) As a function approximation, DNNs have recently been successfully applied to large-scale RL tasks; (2) DNNs can achieve better results with fewer neurons than ordinary neural networks; and (3) the neural network automatically adjusts parameters using the backpropagation (BP) method, eliminating the need for manual adjustment.
III. SYSTEM MODEL AND PROBLEM FORMULATION
In this section, we present the proposed system model and definitions, including average task completion time, average production overhead, and average resource utilization for factory. We then formulate the problem, and the RL formulation for the problem is finally given.
A. SYSTEM MODEL
We virtualize all CMfg resources (e.g., plant manufacturing capabilities, material storage capabilities, logistics) into computable units. We consider the entire system to consist of three parts: the user demand side, the manufacturing factory side, and the CMfg scheduler.
At time t, the user demand side generates n user demands D 1 , D 2 , . . . , D n , and t = {1, 2, . . . , L}. Each user demand contains k types of CMfg resources R 1 , R 2 , . . . , R k . Specifically, the user demand matrix is written as (2, 2) . . . d (2,k) . . . . . . . . . . . .
(1)
Here, the nth demand vector has k dimensions. Moreover, we assume that the resource demand of each task is known upon arrival. The task arrival time, task due date, and user location of
There are also m factories F 1 , F 2 , . . . , F m on the manufacturing side, and the matrix is written as
where m is a fixed number, which means that the manufacturing factory side has a fixed number of m factories during the whole working cycle. We consider that the capacity of each factory is substantially larger than a single demand task. The manufacturing cost and location of F j are c j and (x F j , y F j ), respectively. Generally, the CMfg scheduler chooses one or more of the demand tasks to schedule from the demand pool at each time step. Note that both the user demand and the factories' capacity retain the same dimension.
During the scheduling process, each selected demand should be executed when the factory has enough resources to ensure that no preemption occurs among the resources such that the task can be completed without causing fragmentation. If all the factories' resources are unable to meet the demand of the current task, then that task will enter the waiting queue. Furthermore, if the sum of the capabilities of m selected factories is less than the sum of the capabilities of n * user requests for any resource type at time t * , then the task is frozen at the current moment and resources for the current step are reassigned such that all tasks can be completely scheduled in a job. For simplicity, we assume that jobs arrive in order and with no priority.
To ensure the users' QoS requirements, we next introduce the definitions of average task completion time, average production overhead, and average resource utilization.
1) AVERAGE RESOURCE UTILIZATION FOR FACTORIES
The resource utilization of the factory is very important because efficient resource utilization can avoid the unnecessary waste of resources for the entire operation.
At each time step t of each episode i, given action A t i of the scheduler, the average resource utilization for factories is given by
where d t,n,k i is the kth demand type of the task at time step t, A t i is the vector of action space where stochastic probabilities are generated, and c t,m,k i is the kth capacity of the mth manufacturing factory at time t. K is the upper bound of k.
We compare the value of an action with all the maximum probability selections to compare with the overall value of a factory, which is equivalent to including all selected individual tasks in a large factory, and we hope that the sum of all individual tasks is included in this large factory (i.e., 0 U 1).
2) AVERAGE TASK COMPLETION TIME
Given the due date b i and the arrival time a i of the ith task, the ideal duration e is given as
However, delay is unavoidable. We consider the possibility of a factory having an emergency. For example, the factory will delay the progress of tasks due to machine failure such that the machine delay of the ith task is g i . We also consider that in the later stage of the scheduling, the newly arrived task may not be able to continue to be scheduled due to the saturation of the processing task and needs to wait; thus, the waiting delay of the ith task is o i . Considering the delay between factories and users, the location delay of the ith task is
where α is the time coefficient, and it can be represented as an integer.
To consider both the ideal duration and delays, the average task completion time is defined as
3) AVERAGE TASK PRODUCTION OVERHEAD Among the manufacturing tasks, another operational indicator worth considering by the user is the overhead of manufacturing tasks. Users often want to make their own calls as little as possible when they are guaranteed to be completed in the shortest possible time. Therefore, we also constructed a model for the average production overhead. We define the average task production overhead as follows:
where β is the cost coefficient.
B. PROBLEM FORMULATION
Our goal is to maximize the average resource utilization U , minimize the average job completion time T , and minimize the average task production overhead C. To ensure that various QoS indicators are comprehensively optimized, we introduce Pareto-optimal solutions into our model. For simplicity, the total objective function and constraints are as follows:
:
where C1 is a constraint of capabilities, indicating that the sum of the kth resources of all tasks being executed in CMfg cannot exceed the cap of the resources of the kth selected factory; C2 is the time constraint whereby the actual scheduling time of each CMfg task should not be higher than the maximum waiting time of the user; C3 indicates that to avoid task preemption, the scheduler can only arrange one task to execute continuously on one machine; C4 is the overhead constraint indicating that the actual cost of each CMfg task should not be greater than the maximum cost expected by the user; C5 indicates that the utilization rate of each resource of the factory will not exceed 100%; C6 and C7 are equalization constraints; C6 means that the sum of the weights of each type of target should be equal to 1; C7 means that all weights are non-negative; and C8 indicates that both the time coefficient and the overhead coefficient are greater than zero.
C. RL FORMULATION
Recall that we build our model based on RL. We consider the general setting shown in Fig. 2 , where an agent interacts with an environment. First, the agent observes the state s t from the environment. Second, the agent selects a set of actions a t based on the observed state s t . Third, the environment receives the next state s t+1 and the reward r t based on the chosen action a t . The state transitions and rewards are stochastic and are assumed to have the Markov property. Fourth, the agent adjusts its weights v t based on the rewards received the last time. Here, the weight v t helps the agent choose actions in a more intelligent way because it automatically adjusts the probabilities of selecting an action. Note that all the processes of selecting actions have no rule guidance, but the agents themselves slowly explore within the environment to obtain a better strategy. Hence, it is ideal to apply RL to complex systems that are difficult to model. We find that the probabilities of choosing an action are improved by the weights v t that are based on rewards r t . Hence, the goal of RL G(r, t) is to maximize the excepted cumulative discounted reward, and the equation is written as follows:
where the term γ is a factor that discounts future rewards. Note that the maximum sum of rewards r t discounted by γ is updated at each time step t when making an observation s and taking an action a by a behavior policy π . VOLUME 8, 2020 Observe that the reward r plays an essential role in Equation 9 , and to maximize the excepted cumulative discounted reward, our agent should obtain higher rewards in the future. Hence, we establish the objective function R of rewards received by the agent, and we will discuss it in Section III-C3.
To accurately represent the task scheduling in the CMfg process as an RL job, we have the following specific definitions for state space, action space, and rewards.
1) STATE SPACE
We represent the states of CMfg scheduling observed by the agent as a two-dimensional graph that consists of two parts: 1) the current states of tasks in all factories and 2) the current states of tasks that are waiting in the queue. We place the two parts into one state for representation because the agent only observes one state in one iteration.
Individually, we describe the current state of tasks in all factories from two perspectives: 1) manufacturing capacity and 2) material storage capacity. The range of capabilities among factories is different. In our setup, the capability values of the two capacities of all factories are randomly generated within a certain range. Factories can be divided into large factories and small factories depending on their capabilities. We represent the current states of tasks that are waiting in the queue from three perspectives that are similar to the above setting: 1) time limit for the completion of the manufacturing task, 2) manufacturing storage for tasks, and 3) the cost of manufacturing tasks.
2) ACTION SPACE
In CMfg scheduling, we need to assign each task to a certain factory for production. An action space is a collection of actions containing the actions of the selected factory for the current manufacturing task. We use 1 for the selected factory and 0 for the not selected factory. For example, if there are a total of 7 factories, placing the 5th task in the 3rd factory is represented as (0, 0, 1, 0, 0, 0, 0). In other words, the 5th task is matched to the 3rd factory. In this way, we can avoid the complexity from the amount of computation when the action space is too large, and we also have a fixed size for the action space.
3) REWARDS
Reward is a mechanism that ensures that the entire system can always move toward the goal. For example, when the set objective is Complete this task (task completion, reward = 1), the agent will always try different actions until the task is completed and the reward value is 1 to end an episode, and the agent will return this action to complete the task. The current action has a higher probability such that it will be easier to select this action next time. In this way, after several cycles of the episode, the probability of selecting the set of actions to complete the task is becoming increasingly larger, and the agent can choose the set of actions that can complete the task more quickly such that the learning process is strengthened. We represent the metrics that need to be optimized for multiple goals (the cost of each task, the completion time of each task, and the material storage of each task) by the reward value.
Recall that we presented a multiobjective function and constraints in Section III-B. To subtly present our goals in the form of RL, we set the reward at each time step as R = 1 Z . Observe that when setting the discount factor equal to 1, the cumulative reward over time coincides with the sum of optimal objectives mentioned in Equation 8; hence, maximizing the cumulative reward mimics minimizing the objective Z .
IV. SOLUTIONS WITH SHARER
In this section, we first introduce how we build DNNs for our CMfg model in Section IV-A. We then present three mechanisms of our designed RL algorithm in Section IV-B. Finally, we outline the procedure of our algorithm for CMfg scheduling.
A. BUILDING DNNS FOR CMFG
Recall that to solve the problem formulated in the previous section, we use an RL method of DNNs as a function approximator, which has multiple hidden layers between the input layer and the output layer, typically using a BP mechanism.
DNNs consist of three layers: the input layer, the hidden layer, and the output layer. To add nonlinear factors to our network, we set an activation function Leaky ReLU between the input layer and the first hidden layer. The formula for Leaky ReLU is as follows: (11) where x is the input and w is the weight vector for the hidden unit. The calculation of Leaky ReLU is simple and effective, the convergence speed is fast, and it does not overfit. Moreover, compared to ReLU , Leaky ReLU can avoid the situation of not being able to learn when x < 0. DNNs have multiple hidden layers, and various activation functions exist between one hidden layer and another hidden layer. Thus, in our model, we also use the tanh function, which is given by:
Here, we do not use the sigmoid function because of its large amount of computation.
In addition, between the hidden layer and the output layer, since our output (selected action) generally contains more than two layers, the activation function that we choose here is softmax, which can be used to convert values into action probabilities, especially in the field of RL. For y * = 1, . . . , I and z = (z 1 , . . . , z I ) ∈ R K , the softmax function σ is given by: σ (z) = e z y * I y=1 e z y (13) where z is the input vector, and this function ensures that the sum of the components of the output vector σ (z) is 1. Typically, the neural network needs to calculate the loss function before its BP. To facilitate the differential calculation, the loss function used in our model is cross entropy, which can be computed as:
where p(x) is the value to be approximated, q(x) is the value obtained from Equation 13, and the cross-entropy loss function can measure the similarity between p(x) and q(x).
Note that the input of our deep neural network is the state that the agent observes from the environment. The output of our output layer is the distribution of the chosen actions. After the weight and bias are updated by the input state through multiple hidden layers, multiple outputs are obtained. Typically, in supervised learning, the output here will be compared to the ''correct label'' and return an error, and then we will adjust our weights and bias based on that error. However, there is no ''correct label'' set in RL; hence, we need to introduce v t to guide the update of our DNN. We update our policy parameters θ to optimize our DNN through policy gradient methods with v t , and the equation is as follows:
where α is the step size. ∇ θ log π θ (s t , a t ) provides direction for how to change policy parameters to increase π θ (s t , a t ), which are probabilities of state s t when choosing action a t . v t decides the magnitude of the change of the action chosen the next time. For example, if the i * th action's v t is large (≥ 0.5), the network automatically gives a large move to the direction of the i * th action (i.e., the network is more likely to choose the i * th action under that v t ). Generally, our network reinforces actions that lead to better returns empirically. Note that traditional gradient descent methods, such as the stochastic gradient descent (SGD) method, maintain a single learning rate (i.e., alpha) to update all weights, and the learning rate does not change during the training process. However, by calculating the first-order matrix estimate and the second-order matrix estimate of the gradient, Adam [31] , which is an optimization algorithm, designs independent adaptive learning rates for different parameters. We use Adam to better optimize the parameters in our network.
B. SHARER
To solve the resource management and configuration problem for CMfg scheduling through deep RL methods, we combine our objective function and constraints in the basic policy gradient algorithm and introduce three mechanisms in the proposed algorithm: 1) Blacklist mechanism. The agent of RL always selects the action with a certain random probability during the update process because the standard RL algorithm uses an epsilon mechanism whereby the agent not only chooses actions by the maximum probability but also chooses actions with a random probability, which has an impact on the convergence process of learning. We add a blacklist mechanism to the standard policy gradient algorithm that records all executed reward values during the learning process and moves those obviously bad reward values to the blacklist. In this way, we can avoid the agent repeatedly blindly selecting a large number of bad actions in the process of randomly selecting actions, thereby accelerating convergence and reducing the number of iterations. 2) Narrower baseline. The choice of the baseline is important because each timestep where the environment returns a reward, we increase the probability of the chosen action leading to better performance based on this reward. However, all reward values are strictly positive while in the absence of the baseline, resulting in increases in any reward values of actions, regardless of which action is selected (even if it is bad for the target). We assume that it will not be reinforced after each end of the episode if the best action is not chosen under the random situation. Hence, we reduce the variance by subtracting a baseline to make the reward value both positive and negative. The traditional calculation of the baseline is subtracting the average reward value from each reward value. However, our primary goal is to obtain better actions more accurately, meaning that proper actions can be increased and adverse actions are punished more. We set the baseline b t as b i
where we add the coefficient λ to adjust the boundary of positive and negative values, which means that the optimal action can be quickly located.
3) Action choosing coefficient. Generally, the agent chooses actions among the group of actions with a maximum probability or performs a random selection with a certain probability . However, we define a set of weights in advance for each group of selected actions that measures the importance of each action being chosen, combining with the blacklist mechanism. We decrease the weights for these actions that are added to the blacklist such that actions with poor performance will be chosen less.
The algorithmic procedure for a deep multiobjective policy gradient -Sharer -is shown in Algorithm 1.
V. EVALUATION
In this section, we evaluate Sharer to answer the following questions. 
if d n * ,k t * > c n * ,k t * then 22: Freeze this task at current moment and reset 23: end if 24: Update policy parameters: We set the number of factories between 10 and 20. The load distribution of each task attribute of CMfg is chosen between 5% and 95%. The number of tasks in a job j is chosen between 10 and 20. The probability of randomly generating jobs in the entire system is 70%.
In addition, we consider that the factory has a 2% probability that it will not function properly.
2) SETUP
The DNNs are implemented in Google TensorFlow [32] . We use a neural network with 5 hidden layers. The number of neurons in the input layer is determined by the amount of state observed. The number of neurons in the output layer is determined by the number of factories because the ultimate goal is to arrange the task with the factory. The numbers of neurons in the remaining 5 hidden layers are set to 22, 17, 15, 14 , and 20, respectively. The learning rate of Adam updating the network parameters is 0.01. The number of training iterations is 1000, unless otherwise stated. Additionally, we set w 1 , w 2 , and w 3 as 0.333, 0.5, and 0.167, respectively.
3) COMPARISONS
We compare our algorithm Sharer with the following algorithms: 1) MSQL algorithm [33] , 2) NSGA-II [34] , and 3) ICPSO algorithm [4] .
4) METRICS
We use the following metrics to evaluate the performance of our algorithm: 
B. SIMULATION RESULTS
In this section, we first observe the utilization of 10 different factories matched with a series of multiresource tasks. Then, three groups of simulations are conducted to observe the changes in performance in three different metrics.
We set up a scene with a total of 10 factories. To determine whether Sharer could obtain the best choice from these 10 factories, we set the second factory as the best choice in advance and use Sharer to choose the most suitable factory to match our current task. As shown in Figure 3 , with the increase in episodes, all the actions except for the first action are decreasing and finally reach the bottom, which means that Sharer can learn something quickly and correctly in an iteration. Interestingly, Figure 3 shows that Sharer will randomly select different factories to try at the beginning; thus, Sharer's performance is not the best during the early stage of iterations. However, under the guidance of the reward value, Sharer is finally able to select the second factory to obtain the maximum reward value where the maximum reward means the most suitable action to choose. Meanwhile, Figure 4 (a) shows that with increasing episodes, the choice of the reward value of the task is more inclined to choose the action where the reward equals 0. The actions with a reward that equals -1000 are added to the blacklist such that the agent will have less probability to choose the incorrect actions. Figure 4 (b) shows that the probability of choosing the second factory finally reached 99.90%, which means that the action contributing to good performance has been reinforced. Hence, we can learn that Sharer is able to obtain a suitable strategy matching the most suitable factory in a single assembly line to satisfy the QoS with multiple objectives.
To compare the performance in average storage utilization between Sharer and the other three algorithms, we conduct 20 new experiments with different job sets not used during training, and each data point is an average calculated from them. A large value of average storage utilization indicates that tasks are arranged compactly, and the factory will be under the full storage load when the value equals 1. Figure 5 shows that the performances of all algorithms in average resource utilization increase with increasing iterations. In the beginning, we observe that MSQL has better performance than ICPSO and NSGA-II, and Sharer has the worst performance because it always starts from nothing and tries many random steps. Intuitively, we find that the increasing range of Sharer is more extensive than that of NSGA-II because Sharer adopts the blacklist mechanism and uses a narrow baseline to avoid unnecessary attempts in the later stage of learning such that it then accelerates the learning rate to obtain faster convergence. Although the performance of Sharer is not the best at the beginning, Sharer is able to outperform MSQL after 600 iterations, and it finally obtains the highest value of average resource utilization among all algorithms. Figure 6 compares the job completion time under different schemes. With increasing iterations, the average completion time gradually decreases because each scheme can learn better strategies to schedule tasks with less working time. As shown in this figure, in the early iterations, MSQL could spend relatively less time than Sharer, ICPSO, and NSGA-II such that MSQL has the best performance in average job completion time during the early iterations. As expected, Sharer begins to increase the step size of reduction after 400 iterations and outperforms the other three schemes during the middle periods of the iterations. By analyzing the entire learning of Sharer, it can be found that the performance of Sharer is not the best in the early stage because of the random learning without any prior knowledge. However, the result shows that once useful strategies are learned in the middle stage, the experience can be learned by the agent to enhance the reward action. Hence, incorrect actions can be avoided to achieve the effect where the convergence of learning is rapid by setting the blacklist mechanism. Additionally, by setting the narrow baseline, it shows that the entire RL process becomes more stable. Figure 7 compares the average cost-satisfaction ratio with four different schemes. The demander's acceptance of the cost of the service provider will be higher when the average cost-satisfaction ratio is large. When the ratio equals 1, users can accept the price proposed by the factory, and if it is lower than 1, the price is higher than the users' expectations. This figure shows that the average cost-satisfaction ratio of all schemes is lower than 1, which indicates that users generally cannot accept the strategies offered by all schemes because we have set u 2 as a relatively small weight while the other two metrics should be better met. The figure also shows that the average cost-satisfaction ratio of all schemes slightly increases with increasing iterations. In the early iteration period, both Sharer and ICPSO have a small downward trend. However, Sharer significantly increases and outperforms ICPSO and NSGA-II after 650 iterations. Although Sharer's performance in terms of the average cost-satisfaction ratio is not as good as MSQL, we can still find that Sharer is close to MSQL.
VI. CONCLUSION
In this paper, we study the dynamic multiobjective scheduling problem in the CMfg environment. We propose a DRL-based scheduling model to simplify the modeling process. The proposed model transforms metrics generated from the individual needs of multiple users into a multiobjective reward. We also proposed a blacklist mechanism and a narrow baseline to improve the learning performance of RL. Our early experiments show that Sharer's performance may not be the best during the initial iteration period. Once Sharer learns experience from tasks, the learning speed can be accelerated, and then it becomes comparable in each metric compared with other heuristic algorithms. Hence, Sharer could effectively learn different metrics and has a strong ability to select scheduling strategies and to generate a robust service composition in an unpredictable CMfg environment. This paper shows that DRL technology is able to improve the efficiency of resource management in CMfg. Furthermore, the performance of Sharer could be improved by preclustering high-dimensional manufacturing data in future work.
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