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Abstract
New geometric constraints on vorticity are obtained which suppress possible development of finite-time
singularity from the nonlinear vortex stretching mechanism. We find a new condition on the smoothness of
the direction of vorticity in the vortical region which yields regularity. We also detect a regularity condition
of isotropy type on vorticity in the intensive vorticity region via a new cancellation principle. This is in
contrast with the one of isotropy type on the curl of vorticity obtained recently by A. Ruzmaikina and
Z. Grujic´ [A. Ruzmaikina, Z. Grujic´, On depletion of the vortex-stretching term in the 3D Navier–Stokes
equations, Comm. Math. Phys. 247 (2004) 601–611]. We improve as well all of their results by eliminating
their assumption that the initial vorticity ω0 is required to be in L1.
© 2005 Elsevier Inc. All rights reserved.
Keywords: 3D Navier–Stokes equations; Regularity; Vortex stretch
1. Introduction
Consider the following 3D NSEs in R3:
⎧⎨
⎩
ut + (u · ∇)u − νΔu + ∇p = 0 in R3 × [0, T ],
∇ · u = 0 in R3 × [0, T ],
u(x,0) = u0(x) in R3,
(1.1)
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to, among others, the books of Constantin and Foias [9], Doering and Gibbon [14], Ladyzhen-
skaya [19], Lions [20] and Temam [26] for the discussion on various subjects of Navier–Stokes
equations.
Whether or not singularities develop in the solution of the unforced incompressible 3D
Navier–Stokes equations (NSEs) is a challenging open problem. The well-known Prodi–Serrin
condition (see [22,24]) on the velocity u:
u ∈ Lq(0, T ;Lp), 3
p
+ 2
q
= 1, 3 < p ∞,
provides a sufficient condition which yields regularity.
On the other hand, sufficient conditions on vorticity ω = ∇ × u which yield regularity are
available as well. For example, the well-known Beale–Kato–Majda condition [1]
ω ∈ L1(0, T ;L∞)
provides such kind of sufficient conditions for regularity of the solution, which is valid for the 3D
Euler equation (ν = 0) as well. Recently this well-known result was further improved by Kozono
and Taniuchi [18] with the following interesting condition:
ω ∈ L1(0, T ;BMO).
Also, Beirão da Veiga [2] proved the following sufficient condition for regularity on ω:
ω ∈ Lq(0, T ;Lp), 3
p
+ 2
q
 2, 1 q  2.
All the above mentioned regularity conditions can be considered as conditions of analytic type
which assume some kind of a priori analytical estimates for u or ω (or even on the pressure p).
There have been a large amount of involved studies on this subject which can be found in the
literature. Therefore, we refrain from discussing here.
Here, we are interested in conditions of geometric type which yield regularity. In particular,
we focus on geometric conditions imposed on the vorticity ω. The vorticity ω = ∇ × u satisfies
the following equation:
ωt + (u · ∇)ω − νΔω = (ω · ∇)u. (1.2)
The term ωt + (u · ∇)ω accounts for the transport of vorticity along particle trajectories.
The term −νΔω introduces diffusion effect for the dissipation of energy and enstrophy. It is
the so-called vorticity stretching term, (ω · ∇)u, which is absent for the 2D case, that plays the
role in the nonlinear stretching mechanism which is responsible for instability and for possible
singularity. The vorticity stretching factor/rate α, to be defined in the next section, in fact controls
the evolution of the magnitude of vorticity. See, among others, Chorin [5], Constantin [6] and
Majda and Bertozzi [21] for discussion on various issues involved with vorticity and turbulence.
In [6], Constantin found a very important integral representation of the vortex stretching fac-
tor α. This integral representation of α contains a very clear geometric ingredient which shows
that the geometric conditions of local alignment and anti-alignment of vorticity directions de-
plete α and hence yield regularity of solutions. Notice that local alignment of vorticity directions
does exist in the coherent vortex structures such as vortex sheets and vortex tubes. Exploring
this important observation, Constantin and Fefferman [7] further proved a beautiful result that
if the vorticity direction in the intensive vorticity region, also called vortical region, is Lipschitz
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the 3D Euler equations. These ideas were also extended to inviscid 2D Quasi-Geostrophic (QG)
equation in Constantin et al. [10]. See also discussion of this issue on the 2D QG with criti-
cal dissipation in Ju [16]. Regarding geometric analysis of incompressible flows in a different
approach, see also recent works of Deng et al. [11–13].
Recently, the result of [7] was generalized by Beirão da Veiga and Berselli [4] to the case
of β-Hölder continuity, where β ∈ [ 12 ,1], which also improves the result of [7]. For the case
β ∈ [0, 12 ], Beirão da Veiga [3] obtained regularity with an additional analytic assumption that
ω ∈ L2(0, T ;Lp), p = 3
β + 1 .
As our first main result, in the following Theorem 3.4, we generalize and improve that of [7] in
a way different from those of [3,4]. We obtain a new and somewhat different geometric condition
on the smoothness of direction of ω for regularity which covers the case when β ∈ (0,3). Our
result does not need additional analytical assumption on ω. When β = 12 , we recover the result
of [4].
The above discussed geometric conditions are of anisotropic type in their characteristic. A dif-
ferent kind of such anisotropic type conditions is the small-scale structure of intensive vorticity
region as studied recently in Grujic´ [15] and Ruzmaikina and Grujic´ [23]. In [23], using an in-
teresting cancellation property, an isotropic condition on ∇ × ω, the curl of ω, was found which
yields regularity. As our second main result, in the following Theorem 4.2, we obtain a new
isotropic condition which also yields regularity. This condition is imposed on ω, rather than on
∇ × ω as that of [23]; and we make use of a different cancellation property.
In Ruzmaikina and Grujic´ [23], interesting results on small-scale structure and on isotropy for
regularity have been obtained. In [23], in addition to the standard initial condition that ω0 ∈ L2,
a key extra assumption on the initial data that ω0 ∈ L1 is imposed and used throughout in ob-
taining all the three main theorems of [23]. This extra condition insures that ω ∈ L∞(0, T ;L1),
an important special property of 3D Navier–Stokes flow which is used in [23]. However, this
property is in general not known for many other flows, especially, e.g., the 3D MHD flows. As
the final result of this article, we present a new a priori estimate which helps us to eliminate this
extra assumption of L1 boundedness and to retrieve all the results of [23]. It is important to point
out that, this issue being resolved, extension of the new results of [23] (without the assumption
that ω0 ∈ L1) to other related equations in fluid mechanics is now possible. Detailed study will
be pursued elsewhere.
Finally, we indicate briefly the strategy of our proofs of the above discussed results. For sim-
plicity, we can consider that ω being a smooth solution in (0, T ). With the assumption that
u0 ∈ H 1, we have local existence and uniqueness of the solution u ∈ H 1 for a short time pe-
riod. Then with the assumptions on the vorticity geometry in a given (maybe larger) time period
[0, T ], we show that ω ∈ L∞([0, T ];L2) ∩ L2(0, T ;H 1) and it is thus unique. Therefore, ω can
be extended smoothly beyond T .
2. Preliminaries
First, recall the following useful lemma. For a proof, see, e.g., Stein [25].
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Λsf (x) ≡ (−Δ)− s2 f (x) := 1
γ (s)
∫
Rn
f (y)
|x − y|n−s dy,
where
γ (s) = 2sπ n2 Γ
(
s
2
)
Γ
(
n−s
2
) .
Then, there exists a positive constant Cp,q such that the following Hardy–Littlewood–Sobolev
inequality holds:
‖Λsf ‖Lq  Cp,q‖f ‖Lp ,
where
1
p
= 1
q
+ s
n
, 1 < p < q < ∞, 0 < s < n.
Let us denote the vorticity direction ξ as
ξ(x, t) := ω(x, t)|ω(x, t)| .
Define the stress tensor, also called deformation matrix, as
S(x, t) := 1
2
(∇u(x, t) + ∇u(x, t)T ).
Define the stretching factor α as
α(x, t) := S(x, t)ξ(x, t) · ξ(x, t).
Therefore,
S(x, t)ω(x, t) · ω(x, t) = α(x, t)∣∣ω(x, t)∣∣2.
Notice that in later discussion, we may omit the time variable t in the above notions and in
other similar quantities when there is no confusion.
Taking inner product of (1.2) with ω in L2 yields the following equation for the evolution of
enstrophy:
1
2
d
dt
‖ω‖2
L2 + ν‖∇ω‖2L2 =
∫
S(x, t)ω(x, t) · ω(x, t) dx =
∫
α|ω|2 dx. (2.1)
Using Biot–Savart law, Constantin [6] derived the following important integral representation
of α in term of ξ and ω:
α(x, t) = 3
4π
P.V .
∫
R3
D
(
yˆ, ξ(x + y, t), ξ(x, t))∣∣ω(x + y, t)∣∣ dy|y|3 ,
where yˆ is the unit vector in the direction of y and D(yˆ, ξ(x + y, t), ξ(x, t)) is a multiple of the
volume of the prism of the edges equal to yˆ, ξ(x + y, t) and ξ(x, t). More precisely, D is defined
as
D(e1, e2, e3) := (e1 · e3)det(e1, e2, e3),
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α(x, t) = 3
4π
P.V .
∫
R3
(
ξ(x, t) · yˆ)(ω(x + y, t) × ξ(x, t)) · yˆ dy|y|3 . (2.2)
Denote
I ≡ 3
4π
∫
R3
∫
R3
(
ω(x) · yˆ)(ω(x + y) × ω(x) · yˆ) dy|y|3 dx,
where the y-integral is in the sense of Cauchy principal value. Similarly, denote
Ir = 34π
∫
R3
∫
|y|r
(
ω(x) · yˆ)(ω(x + y) × ω(x) · yˆ) dy|y|3 dx (2.3)
and
Irc = 34π
∫
R3
∫
|y|r
(
ω(x) · yˆ)(ω(x + y) × ω(x) · yˆ) dy|y|3 dx. (2.4)
We have the following estimate for Irc which will be useful.
Proposition 2.1. Let r > 0. Then
|Irc |
√
3
4π
1
r
3
2
‖ω‖3
L2
.
Proof. By (2.4) and Hölder inequality, we have
|Irc | 34π
∫
R3
∣∣ω(x, t)∣∣2
∫
|y|r
|ω(x + y, t)|
|y|3 dy dx
 3
4π
∫
R3
∣∣ω(x, t)∣∣2‖ω‖L2
( ∫
|y|r
dy
|y|6
) 1
2
dx =
√
3
4π
1
r
3
2
‖ω‖3
L2
. 
3. Smoothness of vorticity direction
Define
Ωt(M) :=
{
x ∈R3 ∣∣ ∣∣ω(x, t)∣∣M}, for M > 0, t > 0.
Ωt (M) describes the region where |ω|, the magnitude of vorticity, is large when M is. This
is the region which contains the most violent vorticity behavior, and hence where the possible
singularity might occur.
It is easy to see that∣∣D(yˆ, ξ(x + y, t), ξ(x, t))∣∣ ∣∣sinϕ(x, x + y, t)∣∣ ∣∣ξ(x + y, t) − ξ(x, t)∣∣,
where ϕ(x, x + y, t) is the angle between ξ(x + y, t) and ξ(x, t). Recognizing the local align-
ment (and anti-alignment) mechanism from above relationship, Constantin and Fefferman [7]
proved that if the vorticity direction satisfies Lipschitz continuity, then there is no blow-up. More
precisely, we have the following theorem:
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that ∣∣sinϕ(x, x + y, t)∣∣ ∣∣ξ(x + y, t) − ξ(x, t)∣∣ c|y|
for all x ∈ Ωt(M), |y| ρ and t ∈ (0, T ). Then ω ∈ L∞([0, T ];L2) ∩ L2(0, T ;H 1).
Following the approach of [7], Beirão da Veiga and Berselli [4] obtained the following more
general result:
Theorem 3.2 (Beirão da Veiga–Berselli). Let u be a weak solution of Navier–Stokes equation
(1.1) in (0, T ) with u0 ∈ H 1 and ∇ · u0 = 0. Let β ∈ [ 12 ,1] and assume that∣∣sinϕ(x, x + y, t)∣∣ g(x, t)|y|β
in the region where the vorticity at both points x and x +y is larger than an arbitrary fix positive
constant K and
g ∈ Ls(0, T ;Lr), 2
s
+ 3
r
= β − 1
2
, s ∈
[
4
2β − 1 ,∞
]
.
Then ω ∈ L∞([0, T ];L2) ∩ L2(0, T ;H 1).
This theorem, for the case when β = 12 with s = r = ∞, improves the above result of Con-
stantin and Fefferman by relaxing the condition of Lipschitz continuity of ξ with intensive ω to
just 12 -Hölder continuity. However, the above result is valid only for β ∈ [ 12 ,1]. Later, Beirão da
Veiga [3] obtained the following result:
Theorem 3.3 (Beirão da Veiga). Let u be a weak solution of Navier–Stokes equation (1.1) in
(0, T ) with u0 ∈ H 1 and ∇ · u0 = 0. Let β ∈ [0, 12 ] and assume that∣∣sinϕ(x, x + y, t)∣∣ c|y|β
in the region where the vorticity at both points x and x +y is larger than an arbitrary fix positive
constant K . Moreover, suppose that
ω ∈ L2(0, T ;Lr), r = 3
β + 1 . (3.1)
Then ω ∈ L∞([0, T ];L2) ∩ L2(0, T ;H 1).
Theorem 3.3 complements Theorem 3.2 in the sense that it covers the case when β ∈ [0, 12 ).
Notice that the condition (3.1) is an additional a priori analytic assumption imposed on regularity
of ω.
In this paper, we generalize and improve the theorem of Constantin and Fefferman in a dif-
ferent way. We study the relationship between σ and β which depletes vortex stretching without
any further analytic assumption on regularity of ω. Our assumption is still the only assumption
on the direction field of ω. We study the geometric condition as follows:
Consider the vector ω(x + y, t) with the following orthogonal decomposition:
ω(x + y, t) = ωˇ(x + y, t) + ωˇ⊥(x + y, t),
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direction of ω(x, t). Thus ωˇ⊥(x + y, t) is perpendicular to ωˇ(x + y, t) and ω(x, t).
Therefore
∣∣sinϕ(x, x + y, t)∣∣= |ωˇ⊥(x + y, t)||ω(x + y, t)| .
So, the condition∣∣sinϕ(x, x + y, t)∣∣ c|y|β
is equivalent to∣∣ωˇ⊥(x + y, t)∣∣ c∣∣ω(x + y, t)∣∣|y|β.
Here we have β = 1 for the result of Constantin and Fefferman and β = 12 for the result of Beirão
da Veiga and Berselli. Now, let us consider the following more general condition:∣∣ωˇ⊥(x + y, t)∣∣ c∣∣ω(x + y, t)∣∣σ |y|β, (3.2)
which is equivalent to∣∣sinϕ(x, x + y, t)∣∣ c∣∣ω(x + y, t)∣∣σ−1|y|β. (3.3)
For the case β ∈ [0, 12 ), we see that if σ = 1 then Theorem 3.3 requires the additional condi-
tion on ω, (3.1), to hold for the conclusion of regularity. However, if |ω(x + y, t)| is large we
naturally expect that β can be further reduced, say smaller than 12 even without imposing addition
assumption on ω. As the first main result of this paper, we obtain the relationship between σ and
β which depletes vortex stretching without further analytic assumption on ω. Of course, here the
σ in the geometric condition plays the role of some additional constraint. More involved analysis
based on detailed study of vorticity geometry is further pursued in Ju [17].
Theorem 3.4. Let ω be a smooth solution of Navier–Stokes equation (1.1) in (0, T ) with u0 ∈ H 1
and ∇ · u0 = 0. Let β ∈ (0,3) and assume that (3.2), i.e., (3.3) holds for any t ∈ (0, T ) such
that x is in the vortical region Ωt(M(t)) where the vorticity is larger than M(t) > 1 and for
|y| ρ(t) 1 where
T∫
0
M(t) dt < ∞,
T∫
0
dt
ρ3(t)
< ∞, (3.4)
and that, for β ∈ (0,3),
σ  2β + 4
5
. (3.5)
Then ω ∈ L∞([0, T ];L2) ∩ L2(0, T ;H 1).
Remark.
(1) If σ = 1, then by (3.5) we have β  12 , which recovers Beirão da Veiga and Berselli’s result
of 12 -Hölder continuity.
(2) If σ  45 , then β > 0 can be arbitrarily small. If β = 1, then by (3.5) we have σ  65 , which
is another improvement of the result of Constantin and Fefferman.
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an improvement in a different way compared with the previous results of [7] and [4].
Proof. By the enstrophy equation (2.1) and the expression (2.2) of α, we have
1
2
d
dt
‖ω‖2
L2 + ν‖∇ω‖2L2
=
∫
x∈Ωt (M(t))c
S(x, t)ω(x, t) · ω(x, t) dx +
∫
x∈Ωt (M(t))
S(x, t)ω(x, t) · ω(x, t) dx
M(t)‖ω‖2
L2
+ 3
4π
∫
x∈Ωt (M(t))
P .V .
∫
|y|<ρ
(
ω(x, t) · yˆ)(ω(x + y, t) × ω(x, t)) · yˆ dy|y|3 dx
+ 3
4π
∫
x∈Ωt (M(t))
P .V .
∫
|y|ρ
(
ω(x, t) · yˆ)(ω(x + y, t) × ω(x, t)) · yˆ dy|y|3 dx. (3.6)
By Proposition 2.1, we have that, for any ρ > 0, the last term of the right-hand side of (3.6) is
bounded by√
3
4π
1
ρ
3
2
‖ω‖3
L2
 3
4πρ3
‖ω‖2
L2 +
1
4
‖ω‖4
L2 . (3.7)
Now we need to estimate the second term of the right-hand side of (3.6). Notice that
ωˇ(x + y, t) = (ω(x + y, t) · ξ(x, t))ξ(x, t) + ωˇ⊥(x + y, t).
Therefore,
∣∣∣∣∣
3
4π
∫
x∈Ωt (M(t))
P .V .
∫
|y|<ρ
(
ω(x, t) · yˆ)(ω(x + y, t) × ω(x, t)) · yˆ dy|y|3 dx
∣∣∣∣∣
=
∣∣∣∣∣
3
4π
∫
x∈Ωt (M(t))
P .V .
∫
|y|<ρ
(
ω(x, t) · yˆ)(ωˇ⊥(x + y, t) × ω(x, t)) · yˆ dy|y|3 dx
∣∣∣∣∣. (3.8)
Since we assume that ρ  1, we just need to prove the case when σ = 2β+45 . So, in the
following, let σ be fixed as 2β+45 . Then it is easy to see that for β ∈ (0,3), we have σ > 23β .
Therefore, we can select
p = 3(2 + σ)
3 + β > 2, q =
p
σ
= 3(σ + 2)
σ (β + 3) > 1.
Then, by condition (3.2), we have that the second term of the right-hand side of (3.6) is bounded
by
3c
4π
‖ω‖2Lp
∥∥∥∥
∫ |ω(x + y, t)|σ
|y|3−β dy
∥∥∥∥
Lp1
 C‖ω‖2Lp‖ω‖σLqσ = C‖ω‖2+σLp , (3.9)|y|<ρ
420 N. Ju / J. Math. Anal. Appl. 321 (2006) 412–425where we have used Hölder inequality in the first step with
2
p
+ 1
p1
= 1, p1 ∈ (1,∞), p ∈ (2,∞),
and then Hardy–Littlewood–Sobolev inequality in the last step with
1
p1
= 1
q
− β
3
, β ∈ (0,3), 1 < q < p1 < ∞.
Let μ = 3( 12 − 1p ). Since σ = 2β+45 < 2β + 4, we have 2 < 3(2+σ)3+β < 6, i.e., 2 < p < 6. So,
μ ∈ (0,1) and by Gagliardo–Nirenberg inequality, we have
‖ω‖2+σLp  C‖∇ω‖(2+σ)μL2 ‖ω‖
(2+σ)(1−μ)
L2
. (3.10)
Since σ = 2β+45 < 2β+43 , we have p < 2 + 43+β , i.e.,
p · 3 + β
3
· 3 · p − 2
2p
< 2.
Therefore, (2 + σ)μ < 2. By (3.10) and Young’s inequality we thus have
‖ω‖2+σLp  C‖∇ω‖(2+σ)μL2 ‖ω‖
(2+σ)(1−μ)
L2
 ν
4
‖∇ω‖2
L2 + C(ν)‖ω‖4L2 , (3.11)
where we have used the fact that
2
2 − (2 + σ)μ(2 + σ)(1 − μ) = 4.
Combining (3.6)–(3.9) and (3.11) yields
1
2
d
dt
‖ω‖2
L2 + ν‖∇ω‖2L2 
(
M(t) + 3
4πρ3
)
‖ω‖2
L2 +
(
C(ν) + 1
4
)
‖ω‖4
L2 +
ν
4
‖∇ω‖2
L2 .
So, we have
d
dt
‖ω‖2
L2 + ν‖∇ω‖2L2 
(
M(t) + 3
4πρ3
)
‖ω‖2
L2 +
(
C(ν) + 1
4
)
‖ω‖4
L2 . (3.12)
Now, by (3.12), (3.5) and (3.4) and using the fact that u ∈ L2(0, T ;H 1), we can finish the proof
by Gronwall lemma. 
4. Isotropy
Recently, instead of smoothness condition on the direction ξ of intense vorticity ω, Ruz-
maikina and Grujic´ [23] find an isotropic condition on ∇ × ω, the curl of ω, which also yields
regularity. Denote e1 := ξ(x, t). Consider any orthonormal triplet {ei}31. Define the fluxes of the
orthogonal projections of curlω as
I ir (x, t) =
∫
|y|=r
(∇ × ω(x + y, t) · ei)(yˆ · ei) dSy.
More specifically, they found the following cancellation relationship:
I 1r (x, t) + I 2r (x, t) + I 3r (x, t) = 0. (4.1)
Based on (4.1), the following result is proved in [23]:
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with u0 ∈ L2 and ω0 ∈ L1 ∩ L2. Assume that for every t ∈ (0, T ), x ∈ Ωt(M(t)) and r(t) 1,∣∣I ir (x, t) − I 1r (x, t)∣∣ c, i = 2,3, (4.2)
for some absolution constant c. Then limt↑T ‖ω(t)‖L2 < ∞.
In this paper, we make use a different cancellation and find a new isotropic condition on ω
instead of ∇ × ω which yields regularity of ω. Define
Ir,i (x, t) =
∫
|y|r
(ω(x + y, t) × ei · yˆ)(yˆ · ei)
|y|3 dy.
Then it is easy to see, by elementary calculations, that
Ir,1(x, t) + Ir,2(x, t) + Ir,3(x, t) ≡ 0. (4.3)
Similarly, let f1 = yˆ and f1, f2, f3 be a set of orthogonal unit vectors in R3. Define
Jr,i (x, t) =
∫
|y|r
(ω(x + y, t) × ω(x) · fi)(ω(x) · fi)
|y|3 dy.
Notice that Ir,1(x, t) ≡ Jr,1(x, t). Moreover, we have the following cancellation:
Jr,1(x, t) +Jr,2(x, t) +Jr,3(x, t) ≡ 0. (4.4)
Using the above two cancellations, we can obtain a new geometric constrain of the type of
isotropy of ω, instead of ∇ × ω as given in [23], for the global regularity of ω.
Theorem 4.2. Let ω be a smooth solution of (1.2) on (0, T ) for some T > 0 with u0 ∈ L2 and
ω0 ∈ L2. Assume that for every t ∈ (0, T ) there exists positive numbers M(t) and ρ(t) such that
either∣∣Iρ(t),i (x, t) − Iρ(t),1(x, t)∣∣ Iρ(t)(x, t), i = 2,3, ∀x ∈ Ωt(M(t)), t ∈ (0, T ), (4.5)
or ∣∣Jρ(t),i (x, t) −Jρ(t),1(x, t)∣∣ Iρ(t)(x, t), i = 2,3, ∀x ∈ Ωt(M(t)), t ∈ (0, T ), (4.6)
where
Iρ ∈ Lq
(
0, T ;Lp(Ωt(M(t)))), 3
p
+ 2
q
= 2, (4.7)
and
T∫
0
M(t) dt < ∞,
T∫
0
dt
ρ3(t)
< ∞. (4.8)
Then limt↑T ‖ω(t)‖L2 < ∞.
Remark. Similar to the above one we give in Theorem 4.2, an isotropy condition for 2D QG
with critical dissipation has been found in Ju [16]. It is important to point out that for 2D QG,
due to lack of some necessary a priori estimates, an isotropy condition similar to the kind of
422 N. Ju / J. Math. Anal. Appl. 321 (2006) 412–425Ruzmaikina and Grujic´ given in [23] would not work for 2D QG. Since the new condition we
obtain is with respect to vorticity only rather than curl of vorticity, apparently, it requires less
smoothness for the vorticity vector fields. This seems to suggest that the new condition we obtain
might be more robust and more applicable to other kind of fluid flows. Of course, the previous
one of Ruzmaikina and Grujic´ is more delicate.
Proof. By the enstrophy equation (2.1) and the expression (2.2) of α, we have
1
2
d
dt
‖ω‖2
L2 + ν‖∇ω‖2L2
=
∫
x∈Ωt (M(t))c
S(x, t)ω(x, t) · ω(x, t) dx +
∫
x∈Ωt (M(t))
S(x, t)ω(x, t) · ω(x, t) dx
M(t)‖ω‖2
L2 +
3
4π
∫
x∈Ωt (M(t))
P .V .
∫
|y|<ρ
(
ω(x, t) · yˆ)(ω(x + y, t) × ω(x, t)) · yˆ dy|y|3
+ 3
4π
∫
x∈Ωt (M(t))
P .V .
∫
|y|ρ
(
ω(x, t) · yˆ)(ω(x + y, t) × ω(x, t)) · yˆ dy|y|3 . (4.9)
By Proposition 2.1, we have that, for any ρ > 0, the last term of the right-hand side of (4.9)
can be bounded as follows:√
3
4π
1
ρ
3
2
‖ω‖3
L2
 3
4πρ3
‖ω‖2
L2 +
1
4
‖ω‖4
L2 . (4.10)
While by the cancellation properties (4.3) and (4.4), we have
Iρ,1(x, t) = 13
(Iρ,1(x, t) − Iρ,2(x, t))+ 13
(Iρ,1(x, t) − Iρ,3(x, t)),
and
Iρ,1(x, t) = 13
(Jρ,1(x, t) −Jρ,2(x, t))+ 13
(Jρ,1(x, t) −Jρ,3(x, t)),
where we have used the fact that Ir,1(x, t) ≡ Jr,1(x, t).
By the isotropic assumption, (4.5) or (4.6), we have
∣∣Iρ,1(x, t)∣∣ 23Iρ(x, t). (4.11)
Therefore, noticing that Ir,1(x, t) ≡ Jr,1(x, t), we can bound the second term of right-hand
side of (4.9) as follows:
3
4π
∫
x∈Ωt (M(t))
∣∣ω(x, t)∣∣2∣∣Iρ,1(x, t)∣∣dx  12π
∫
x∈Ωt (M(t))
∣∣ω(x, t)∣∣2Iρ(x, t) dx. (4.12)
We can estimate the right-hand side of the above inequality either as
1
2π
∫
x∈Ωt (M(t))
∣∣ω(x, t)∣∣2Iρ(x, t) dx  12π
∥∥Iρ(·, t)∥∥L∞(Ωt (M(t)))
∥∥ω(t)∥∥2
L2 ,
or alternatively, for 1 + 1 = 1 , as
p r 2
N. Ju / J. Math. Anal. Appl. 321 (2006) 412–425 4231
2π
∫
x∈Ωt (M(t))
∣∣ω(x, t)∣∣2Iρ(x, t) dx
 1
2π
∥∥Iρ(·, t)∥∥Lp(Ωt (M(t)))
∥∥ω(t)∥∥
Lr
∥∥ω(t)∥∥
L2
 1
2π
∥∥Iρ(·, t)∥∥Lp(Ωt (M(t)))
∥∥∇ω(t)∥∥ 3p
L2
∥∥ω(t)∥∥2− 3p
L2
 ν
4
∥∥∇ω(t)∥∥2
L2 + C(ν,p)
∥∥Iρ(·, t)∥∥
2p
2p−3
Lp(Ωt (M(t)))
∥∥ω(t)∥∥2
L2 .
Therefore, we have
d
dt
‖ω‖2
L2 + ν‖∇ω‖2L2 M(t)‖ω‖2L2 +
3
4πρ3
‖ω‖2
L2 +
1
4
‖ω‖4
L2
+ 1
2π
∥∥Iρ(·, t)∥∥L∞(Ωt (M(t)))
∥∥ω(t)∥∥2
L2 , (4.13)
or alternatively,
d
dt
‖ω‖2
L2 + ν‖∇ω‖2L2 M(t)‖ω‖2L2 +
3
4πρ3
‖ω‖2
L2 +
1
4
‖ω‖4
L2
+ C(ν,p)∥∥Iρ(·, t)∥∥
2p
2p−3
Lp(Ωt (M(t)))
∥∥ω(t)∥∥2
L2 . (4.14)
Now we can use Gronwall lemma to conclude the proof. 
5. A remark on results of Ruzmaikina and Grujic´
In Ruzmaikina and Grujic´ [23], interesting results of regularity have been obtained under the
conditions for intensive vorticity with small-scale structure or with isotropy property. In [23], in
addition to the standard initial condition that ω0 ∈ L2, a key extra assumption on the initial data
that ω0 ∈ L1 is imposed and used throughout to obtain all the three main theorems of [23]. This
is due to the fact that the following Proposition 5.1 is used in [23] to treat the term Irc when
proving their three main results: Theorems 7, 10 and 15.
Proposition 5.1. Let r > 0. Then
|Irc | 34πr3 ‖ω‖L1‖ω‖
2
L2 .
It is clear from the above inequality that in order to handle the above term in the a priori es-
timates it would require the additional assumption that ω0 ∈ L1. This extra condition guarantees
that ω ∈ L∞(0, T ;L1), an important special property of 3D Navier–Stokes flow which is used
in [23]. However, this analysis will encounter immediate difficulty when dealing with other kind
of flow equations, as the L1 boundedness property is not found to be universal. Now, let us see
how the new a priori estimate for Irc in Proposition 2.1 helps to avoid using this uniform L1
boundedness property.
Theorem 5.1. Theorems 7, 10 and 15 of [23] are still valid without the assumption that ω0 ∈ L1.
424 N. Ju / J. Math. Anal. Appl. 321 (2006) 412–425Proof. By Proposition 2.1 and Young’s inequality, we have
∣∣Irc ∣∣
√
3
4π
1
r
3
2
‖ω‖L2‖ω‖2L2 
3
4πr3
‖ω‖2
L2 +
1
4
‖ω‖4
L2 .
We have used the above estimates in previous sections. Now the second term of right-hand
side of last equality is a good one as we have ‖ω‖L2 ∈ L2(0, T ) for 3D Navier–Stokes with
u0 ∈ H 1.
Notice that the power of r for the first term of right-hand side of last equality is −3 which is
the same power for r as given by Proposition 5.1. Thus we now can obtain the same estimates
for r as did in [23]. 
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