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POINTED AND COPOINTED HOPF ALGEBRAS AS COCYCLE
DEFORMATIONS
L. GRUNENFELDER AND M. MASTNAK
Abstract. We show that all finite dimensional pointed Hopf algebras with
the same diagram in the classification scheme of Andruskiewitsch and Schnei-
der are cocycle deformations of each other. This is done by giving first a suit-
able characterization of such Hopf algebras, which allows for the application of
results by Masuoka about Morita-Takeuchi equivalence and by Schauenburg
about Hopf Galois extensions. The “infinitesimal” part of the deforming co-
cycle and of the deformation determine the deformed multiplication and can
be described explicitly in terms of Hochschild cohomology. Applications to,
and results for copointed Hopf algebras are also considered.
0. Introduction
Finite dimensional pointed Hopf algebras over an algebraically closed field of
characteristic zero, particularly when the group of points is abelian, have been
studied quite extensively with various methods in [AS, BDG, Gr1, Mu]. The most
far reaching results as yet in this area have been obtained in [AS], where a large
class of such Hopf algebras are classified. In the present paper we will show,
among other things, that all Hopf algebras in this class can be obtained by cocycle
deformations. We also consider the “dual” case, where the Jacobson radical is a
Hopf ideal. In the non-pointed case, in particular when the coradical is not a Hopf
algebra, very little is known. Few examples occur of the literature [Ra2, Be], but
no general description or classification results are available. It is the aim of this
paper to contribute to the construction and classification of such Hopf algebras,
in particular the copointed kind. By a copointed Hopf algebra we mean a Hopf
algebra H whose Jacobson radical RadH is a Hopf ideal and H/RadH is a group
algebra.
If H is a Hopf algebra with coradical a Hopf subalgebra then the graded coal-
gebra grcH associated with the coradical filtration is a graded Hopf algebra and
its elements of positive degree form the radical. If the radical of H is a Hopf ideal
then the graded algebra associated with the radical filtration is a graded Hopf al-
gebra with Cor(graH)
∼= H/RadH . In either case we have grH ∼= R#H0, where
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H0 is the degree zero part and R is the braided Hopf algebra of coinvariants or
invariants, respectively.
The Nichols algebra B(V ) of a crossed kG-module V is a connected graded
braided Hopf algebra. H(V ) = B(V )#kG is an ordinary graded Hopf algebra with
coradical kG and the elements of positive degree form a Hopf ideal (the graded
radical). A lifting of H(V ) is a pointed Hopf algebra H for which grcH
∼= H(V ).
Such liftings are obtained by deforming the multiplication of H(V ). The lifting
problem for V asks for the classification of all liftings of H(V ). This problem,
together with the characterization of B(V ) and H(V ), have been solved by An-
druskiewitsch and Schneider in [AS] for a large class of crossed kG-modules of finite
Cartan type. It allows them to classify all finite dimensional pointed Hopf algebras
A for which the order of the abelian group of points has no prime factors < 11.
In this paper we find a description of these lifted Hopf algebras, which is suitable
for the application of a result of Masuoka about Morita-Takeuchi equivalence [Ma]
and of Schauenburg about Hopf Galois extensions [Sch], to prove that all liftings
of a given H(V ) in this class are cocycle deformations of each other. As a result
we see here that in the class of finite dimensional pointed Hopf algebras classi-
fied by Andruskiewitsch an Schneider [AS] all Hopf algebras H with isomorphic
associated graded Hopf algebra grcH are monoidally Morita-Takeuchi equivalent,
and therefore cocycle deformations of each other. For some special cases such
results have been obtained in [Ma, Di]. Since B(V ) and H(V ) are graded the co-
cycles and deformations can be viewed in a formal setting. The infinitesimal parts
are Hochschild cocycles. They determine the deformed multiplication and can be
computed explicitly. The dual problem is to construct co-pointed Hopf algebras
H by deforming the comultiplication of H(V ) in such a way that graH
∼= H(V ),
where graH is the graded Hopf algebra associated with the radical filtration. Such
‘liftings’ can be viewed as cocycle deformations with convolution invertible coal-
gebra cocycles, which again can be discussed in a formal setting. In both cases
the deformations are formal in the sense of [GS], the infinitesimal parts of these
deformations determine the deformed multiplication and comultiplication, respec-
tively, and are determined by the G-invariant part of the Hochschild cohomology
of B(V ) or H(V ).
First we discuss what von Neumann regularity for an algebra and the “dual”
concept of coregularity for a coalgebra entail in the case of a Hopf algebra. Of
particular interest is the situation where the coradical is a regular Hopf algebra
and/or H/RadH is a coregular Hopf algebra. If both conditions are satisfied then
H ∼= A#Cor(H), where A = Hco(CorH) is the braided Hopf algebra of coinvari-
ants over Cor(H). This happens in particular when Cor(H) is a finite dimensional
Hopf subalgebra of H and Rad(H) is a Hopf ideal of finite codimension in H .
It also happens for grcH when H0 = Cor(H) is a regular Hopf algebra, and for
graH when H0 = H/Rad(H) is a coregular Hopf algebra. A group Hopf algebra
kG is always coregular, but it is regular if and only if every finitely generated
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subgroup of G is finite. In Section 2 we continue with a short review of braided
spaces, braided Hopf algebras, Nichols algebras and bosonization. in preparation
for a useful characterization of the liftings for a large class of crossed modules over
finite abelian groups in Section 3. With this characterization it is then possible to
prove that liftings are Morita-Takeuchi equivalent (Section 3) by using Masuoka’s
pushout construction, and that they are cocycle deformations of each other (Sec-
tion 4) by a result of Schauenburg. Cocycle deformations of multiplication and
comultiplication, as well as their relation to Hochschild cohomology are discussed
in Section 4. Some explicit examples are presented in Section 5, and duality of the
two deformation procedures are explored in the final section.
It came to our attention that, in the preprint [Ma2] just posted in the archive,
some special cases of the connection between ‘liftings’ and cocycle deformations
are considered. After we had posted our paper A. Masuoka informed us that
his Theorem 2 of [Ma] was missing a condition, as observed in [BDR]. For the
verification of this additional condition, needed in our 3.5, we refer to the second
version of [Ma2], where it now appears as an appendix.
1. Regularity and coregularity
An algebra A is (Von Neumann) regular if a = axa has a solution for every
a ∈ A. This is equivalent to saying that every left (right) A-module is flat, or also
that every finitely generated left (right) ideal of A is generated by an idempotent
[C, St], [We]. We say that a coalgebra C is coregular if every left (right) C-
comodule is coflat.
Lemma 1.1. If C = ⊕νCν is a coalgebra and X a (right) C-comodule, then
X = ⊕Xν , where Xν = i
∗
νX = X ⊗
C Cν . Moreover, X is C-coflat if and only if
Xν is Cν-coflat for every ν.
Proposition 1.2. The following properties of a coalgebra C are equivalent:
(a) C is coregular.
(b) Every subcoalgebra of C is coregular.
(c) Every finite dimensional subcoalgebra of C is cosemisimple.
(d) Cor(C) = C.
(e) C∗ is a regular algebra.
Proof. Let C be coregular and let D be a subcoalgebra of C. Every (right) D-
comodule is also a (right) C-comodule, hence coflat as a C-comodule. Now, if X
is a right D-comodule and f : M → N is a surjective D-comodule map, then in
the commutative diagram
X ⊗D M −−−−→ X ⊗C My y
X ⊗D N −−−−→ X ⊗C N
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the horizontal maps are bijective by the definition of the cotensor product, while
the right-hand vertical map is surjective by the C coflatness of X , so that the
left-hand vertical map is also surjective and X is therefore coflat as a D-module.
Thus, every (right) D comodule is coflat and so D is coregular.
If D is a finite dimensional subcoalgebra of C, which is coregular, then D∗ is
a finite dimensional regular algebra, hence semisimple, so that D is cosemisimple.
(A module is flat whenever every finitely generated submodule is flat [St]. An A-
module Y is flat if and only if Y ⊗R I → Y is injective for every finitely generated
left ideal I of A [C, St]. Thus, it suffices to consider finitely generated modules,
in which case (X ⊗D M)∗ ∼= X∗ ⊗D∗ M
∗.)
If every finite dimensional subcoalgebra of C is cosemisimple then Cor(C) = C,
since every element of C is contained in a finite dimensional subcoalgebra.
That (d) implies (a) follows from Lemma 1.1. It remains to show that (d) is
equivalent to (e). If C = Cor(C) then C∗ is a product of finite dimensional simple,
and hence regular algebras. But a product of algebras is regular if and only if each
factor is regular, so that C∗ is regular. Conversely, if C is not coregular, then
it contains a finite dimensional subcoalgebra D which is not cosemisimple, and
D∗ is a finite dimensional non-regular quotient algebra of C∗, so that C∗ is not
regular. 
Proposition 1.3. If A is a regular algebra then:
(a) Rad(A) = 0.
(b) Every quotient algebra of A is regular.
(c) Every finite dimensional quotient algebra of A is semisimple.
(d) A◦ is a coregular coalgebra, i.e. Cor(A◦) = A◦.
Proof. If a ∈ Rad(A) then a = axa for some x ∈ A implies that a(1−xa) = 0 and
hence a = 0, since 1− xa is invertible.
If a = axa in A then a¯x¯a¯ = a¯ in A/I for any ideal I of A. If A/I is finite
dimensional and regular then it is semisimple, since Rad(A) = 0.
A◦ = colim(A/I)∗, where the colimit is over all cofinite ideals of A. If A is
regular and I is a cofinite ideal then A/I is semisimple and (A/I)∗ is cosemisimple,
so that Cor(A◦) = A◦. Assertion (d) also appears as Proposition 3.2 in [Cu]. 
Lemma 1.4. If A is a Von Neumann regular subring of the ring B then A ∩
RadB = 0.
Proof. If a ∈ A ∩ RadB then a = axa has a solution in A, say x = a′, since A
is Von Neumann regular, and 1 − a′a is invertible, since a ∈ Rad(B). But then
a(1− a′a) = 0 implies that a = 0. 
The following example shows that the conclusion of this Lemma does not hold
in general when A is not regular. If the polynomial algebra B = k[x] is considered
in the usual way as a subalgebra of the power series algebra A = k[[x]] then
Rad(B) = Bx and A ∩ Rad(B) = Ax, but Rad(A) = 0.
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Proposition 1.5. Let H be a Hopf algebra.
(a) If Cor(H) is a Von Neumann regular Hopf subalgebra of H, in particular
if Cor(H) is a finite dimensional Hopf subalgebra of H, then the algebra
map Cor(H)→ H → H/Rad(H) is injective.
(b) If Rad(H) is a Hopf ideal and H/Rad(H) is coregular, in particular if
Rad(H) is a Hopf ideal of finite codimension in H, then the coalgebra
map Cor(H)→ H → H/Rad(H) is surjective.
(c) If Cor(H) is a von Neumann regular Hopf subalgebra of H and Rad(H) a
Hopf ideal with H/Rad(H) coregular then Cor(H)→ H → H/Rad(H) is
a Hopf algebra isomorphism and H ∼= A⋊ Cor(H), where A = Hco(CorH)
is the braided Hopf algebra of coinvariants over Cor(H). This happens in
particular when Cor(H) is a finite dimensional Hopf subalgebra of H and
Rad(H) is a Hopf ideal of finite codimension in H.
Proof. a) If Cor(H) is a Von Neumann regular Hopf subalgebra of H then for any
a ∈ Cor(H) ∩ Rad(H) ⊂ Cor(H) the equation a = axa has a solution in Cor(H)
so that a(1 − xa) = 0. Since 1 − xa is invertible in H it follows that a = 0, and
hence Cor(H)∩Rad(H) = 0. In particular, if Cor(H) is a finite dimensional Hopf
subalgebra of H then it is cosemisimple, hence semisimple by [LR], and thus Von
Neumann regular, so that Cor(H) ∩ Rad(H) ⊆ Rad(Cor(H)) = 0 by Lemma 1.4
b) If Rad(H) is a Hopf ideal in H and H/Rad(H) is a coregular Hopf algebra,
then Cor(H/Rad(H)) = H/Rad(H). Moreover, since any surjective coalgebra
map η : C → D, where D = Cor(D), maps CorC onto CorD [Mo, Corollary 5.3.5]
it follows that the canonical map Cor(H) → H → H/Rad(H) is surjective. In
particular when Rad(H) is a Hopf ideal of finite codimension inH thenH/Rad(H)
is a semisimple Hopf algebra, hence cosemisimple by [LR].
c) It follows directly from a) and b) that π : H → H/Rad(H) is a Hopf algebra
with projection. Now apply [Ra1]. 
Pointed and copointed Hopf algebras. A Hopf algebra H is pointed if its
coradical CorH is equal to the group algebra of the group of points G(H). In
this case the coradical filtration is an ascending Hopf algebra filtration and the
associated graded Hopf algebra grcH has the obvious injection κc : kG → grcH
and projection πc : grcH → kG such that πcκc = 1.
We say that H is copointed if its radical RadH is a Hopf ideal and H/RadH
is a group algebra kG. Here the radical filtration is an descending Hopf algebra
filtration and again the associated graded Hopf algebra grrH has the obvious
projection πr : grrH → kG and an injection κr : kG→ grrH such that πrκr = 1.
In both cases above grH is graded, pointed and copointed, and by [Ra1] grH ∼=
A#kG, where A = {x ∈ H | (π ⊗ 1)∆(x) = 1⊗ x} is the graded connected braided
Hopf algebra of coinvariants.
Lemma 1.6. If the Hopf algebra H is pointed and copointed then CorH ∼=
H/RadH and H is a Hopf algebra with projection. Moreover, R#kG ∼= H.,
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where R = {x ∈ grH | (p⊗ 1)∆(x) = 1⊗ x} is the connected braided Hopf algebra
of coinvariants of H. This is the case in particular for grcH and for grrH when
H is pointed or copointed, respectively.
Proof. A surjective coalgebra map η : C → D, where D = Cor(D), maps CorC
onto CorD [Mo]. Thus, the composite CorH → H → H/RadH is a bijection.
The isomorphism is that of [Ra1]. 
2. Braided Hopf algebras and the (bi-)cross product
A braided monoidal category V is a monoidal category together with a natural
morphism c : V ⊗W →W ⊗ V such that
(1) ck,V = τ = cV,k,
(2) cU⊗V,W = (cU,W ⊗ 1)(1⊗ cV,W ),
(3) cU,V⊗W = (1⊗ cU,W )(cU,V ⊗ 1),
(4) c(f ⊗ g) = (g ⊗ f)c.
Braided algebras, braided coalgebras and braided Hopf algebras are now defined
with this tensor product and braiding in mind. The compatibility condition ∆m =
(m⊗m)(1⊗c⊗1)(∆⊗∆) between multiplication and comultiplication in a braided
Hopf algebra A involves the braiding c : A⊗A→ A⊗A, so that the diagram
A⊗A
(1⊗c⊗1)(∆⊗∆)
−−−−−−−−−−→ A⊗A⊗A⊗ A
m
y m⊗my
A
∆
−−−−→ A⊗A
commutes, i.e. multiplication and unit are morphisms of braided coalgebras or,
equivalently, comultiplication and counit are maps of braided algebras.
2.1. Primitives and indecomposables. The vector space of primitives
P (A) = {y ∈ A|∆(y) = y ⊗ 1 + 1⊗ y} ∼= ker(∆˜) : A/k → A/k ⊗A/k
of a braided Hopf algebra A is a braided vector space, since ∆ is a map in V . The
c-bracket map [−,−]c = m(1 ⊗ 1 − c) : A ⊗ A → A restricted to P (A) satisfies
∆[x, y]c = [x, y]c ⊗ 1 + (1 − c
2)x ⊗ y + 1 ⊗ [x, y]c; in particular [x, y]c ∈ P (A) if
and only c2(x ⊗ y) = x ⊗ y. Moreover, if x ∈ P (A) and c(x ⊗ x) = qx ⊗ x then
∆xn =
∑
i+j=n
(
n
i
)
q
xi ⊗ xj , where
(
n
i
)
q
=
nq !
iq !(n−i)q !
are the q-binomial coefficients
(the Gauss polynomials) for q, mq! = 1q2q...mq with jq = 1+ q+ ...+ q
j−1 if j > 0
and 0q! = 1. If q = 1 then jq = j and we have the ordinary binomial coefficients,
otherwise jq =
1−qj
1−q . In particular, if q has order n then
(
n
i
)
q
= 0 for 0 < i < n,
and hence xn ∈ P (A).
Lemma 2.1. Let {xi} be a basis of P (A) such that c(xi ⊗ xj) = qjixjxi. If
qjiqijq
r−1
ii = 1 then adx
r
i (xj) is primitive.
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Proof. See for example [AS1] appendix 1. 
The vector space of indecomposables
Q(A) = JA/JA2 = cok(m˜ : JA⊗ JA→ JA),
where JA = ker(ǫ), is in Vc. The c-cobracket map δc = (1⊗ 1− c)∆: A→ A⊗A
restricts to JA, since
∆(a¯) = a¯⊗ 1 + 1⊗ a¯+
∑
a¯i ⊗ b¯i
and hence
δ(a¯) =
∑
(a¯i ⊗ b¯i − c(a¯i ⊗ b¯i))
is in JA⊗ JA for every a¯ = a− ǫ(a) ∈ JA. Moreover,
δ(a¯b¯)− (a¯⊗ b¯− c2(a¯⊗ b¯))
is in JA2 ⊗ JA + JA ⊗ JA2. In particular, if c2(a¯ ⊗ b¯) = a¯ ⊗ b¯, then δ(a¯ ⊗ b¯) ∈
JA2 ⊗ JA+ JA⊗ JA2.
2.2. The free and the cofree graded braided Hopf algebras. The forgetful
functor U : Algc → Vc has a left-adjoint A : Vc → Algc and the forgetful functor
U : Coalgc → Vc has a right-adjoint C : Vc → Coalgc, the free braided graded alge-
bra functor and the cofree graded braided coalgebra functor, respectively. More-
over, there is a natural transformation S : A → C, the shuffle map or quantum
symmetrizer. They can be described as follows.
If (V, µ, δ) is a braided vector space then the tensor powers T0(V ) = k,
Tn+1(V ) = V ⊗Tn(V ) are braided vector spaces as well and so is T (V ) = ⊕nTn(V ).
The ordinary tensor algebra structure makes T (V ) the free connected graded
braided algebra, and the ordinary tensor coalgebra structure makes it the cofree
connected graded braided coalgebra.
By the universal property of the graded braided tensor algebra T (V ) the linear
map ∆1 = incl diag : V → T (V )⊗T (V ), ∆1(v) = v⊗1+1⊗v, induces the c-shuffle
comultiplication ∆A : T (V )→ T (V )⊗T (V ), which is a homomorphism of braided
algebras, so that ∆Am = (m⊗m)(1⊗ c⊗1)(∆A⊗∆A). Moreover, the linear map
s1 : V → T (V ), s1(v) = −v, extends uniquely to a c-antipode sA : T (V )→ T (V ),
such that sAm = m(sA ⊗ sA)c, ∆AsA = c(sA ⊗ sA)∆A and m(1⊗ sA)∆A = ιǫ =
m(sA ⊗ 1)∆A, thus making A(V ) = (T (V ),m,∆A, sA) the free connected graded
braided Hopf algebra. This defines a functor A : Vc → Hopfc, left-adjoint to the
space of primitives functor P : Hopfc → Vc.
On the other hand, by the universal property of the cofree connected graded
braided coalgebra T (V ) there is a unique c-shuffle multiplication mC : T (V ) ⊗
T (V )→ T (V ), which is the homomorphism of braided coalgebras induced by the
linear map m1 = +proj: T (V ) ⊗ T (V ) → V , so that ∆mC = (mC ⊗ mC)(1 ⊗
c ⊗ 1)(∆ ⊗ ∆). The linear map s1 = − proj: T (V ) → V induces uniquely a c-
antipode sC : T (V )→ T (V ), such that sCmC = mC(sC ⊗ sC)c, ∆sC = c(sC ⊗ sC)∆
and mC(1 ⊗ sC)∆ = ιǫ = mC(sC ⊗ 1)∆, making C(V ) = (T (V ),∆,mC , sC) the
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cofree connected graded braided Hopf algebra. The functor C : Vc → Hopfc is
right-adjoint to the space of indecomposables functor Q : Hopfc → Vc.
The adjunctions just described provide natural isomorphisms
Vc(QA(V ), V ) ∼= Hopfc(A(V ), C(V )) ∼= Vc(V, PC(V )),
and by construction we also have natural isomorphisms
QA(V ) ∼= V , V ∼= PC(V ).
The resulting natural isomorphism
V ectc(V, V ) ∼= Hopfc(A(V ), C(V ))
sends the identity morphism of V to the quantum symmetrizer S : A(V )→ C(V ).
The image of S is the Nichols algebra
B(V ) ∼= A(V )/ ker(S) ∼= imS ⊂ C(V )
and QB(V ) ∼= V ∼= PB(V ).
An explicit description of the quantum symmetrizer can be obtained in term of
the action of the braid groups Bn on the tensor powers V
⊗n as follows. The Braid
group Bn can be defined by generators σ1, σ2, . . . , σn−1 and relations
(1) σiσj = σjσi for |i− j| > 1 and
(2) σiσi+1σi = σi+1σiσi+1.
The symmetric group Sn is obtained by imposing the additional relations
(1) σ2i = 1 for i = 1, 2, . . . , n− 1.
If we denote the corresponding generators of Sn by τ1, τ2, . . . , τn−1, then the ker-
nel of the canonical quotient map f : Bn → Sn given by f(σi) = τi is the normal
subgroup of Bn generated by the squares σ
2
1 , σ
2
2 , . . . , σ
2
n−1. The set theoretic sec-
tion u : Sn → Bn defined by u(τi1τi2 · · · τil) = σi1σi2 · · ·σil for any reduced word
τi1τi2 · · · τil of Sn is called the Matsumoto section. If l(ττ
′) = l(τ) + l(τ ′) then
u(ττ ′) = u(τ)u(τ”). The element S =
∑
τ∈Sn
u(τ) of kBn is called the quantum
symmetrizer.
The braiding map c : V ⊗V → V ⊗V induces a linear representation ρn : Bn →
Aut(V ⊗n) by ρn(σi) = 1
⊗(i−1) ⊗ c ⊗ 1⊗(n−i−1) for every n ≥ 0, and hence a
graded linear map S : T (V ) → T (V ). If Xi,j is the subset of (i, j)-shuffles in Sn
then Si,j =
∑
τ∈Xi,j
u(τ) is an element of kBn, and ∆A(n) =
∑
i+j=n Si,j and
mC(i, j) = Si,j . Moreover, since Si,j(Si ⊗ Sj) = Sn whenever r + s = n, it follows
that the quantum symmetrizer actually induces homomorphism of graded braided
Hopf algebras
S : A(V )→ C(V ),
also called quantum symmetrizer.
The free graded braided Hopf algebra A(V ) is the graded braided tensoralgebra
T (V ), with the graded braided c-shuffle comultiplication ∆A : A(V ) → A(V ) ⊗
A(V ) and antipode sA : A(V ) → A(V ), induced by the universal property of
POINTED AND COPOINTED HOPF ALGEBRAS AS COCYCLE DEFORMATIONS 9
T (V ) from the natural maps ∆1 : V → T (V )⊗ T (V ), ∆1(v) = v ⊗ 1 + 1⊗ v, and
s1 : V → T (V ), s1(v) = −v, respectively.
A(V )⊗A(V )
(1⊗c⊗1)(∆sh⊗∆sh)
−−−−−−−−−−−−−→ A(V )⊗A(V )⊗A(V )⊗A(V )
m
y m⊗my
A(V )
∆sh−−−−→ A(V )⊗A(V )
commute. This defines a functor A : Vc → Hopfc, left-adjoint to the space of
primitives functor P : Hopfc → Vc.
The cofree graded braided Hopf algebra C(V ) is the graded braided tensor coal-
gebra with the graded braided tensor coalgebra structure induced by the canonical
decompositions ∆i,j : Tn(V )→ Ti(V )⊗Tj(V ) for n = i+j, and the graded braided
c-shuffle multiplication induced by the c-shuffles mi,j : Ti(V )⊗ Tj(V )→ Ti+j(V ),
which make the diagram
C(V )⊗ C(V )
(1⊗c⊗1)(∆⊗∆)
−−−−−−−−−−→ C(V )⊗ C(V )⊗ C(V )⊗ C(V )
msh
y msh⊗mshy
C(V )
∆
−−−−→ C(V )⊗ C(V )
commute. The functor C : Vc → Hopfc is right-adjoint to the space of indecom-
posables functor Q : Hopfc → Vc.
2.3. Crossed modules. A prime example of a braided monoidal category is the
category of crossed H-modules YDHH for a Hopf algebra H . A crossed H-module
or a Yetter-Drinfel’d H-module, (V, µ, δ) is a vector space V with a H-module
structure µ : H⊗V → V , µ(h⊗v) = hv, and aH-comodule structure δ : V → H⊗V
, δ(v) = v−1 ⊗ v0, such that hδ(v) = h1v−1 ⊗ h2v0 = (h1v)−1h2 ⊗ (h1v)0, or
(m⊗ µ)(1⊗ τ ⊗ 1)(∆⊗ δ) = (m⊗ 1)(1⊗ τ)(δµ ⊗ 1)(1⊗ τ)(∆ ⊗ 1),
i.e such that the diagram
H ⊗ V
∆⊗δ
−−−−→ H ⊗H ⊗H ⊗ V
1⊗τ⊗1
−−−−→ H ⊗H ⊗H ⊗ V
(1⊗τ)(∆⊗1)
y m⊗µy
H ⊗ V ⊗H
δµ⊗1
−−−−→ H ⊗ V ⊗H
(m⊗1)(1⊗τ)
−−−−−−−−→ H ⊗ V
commutes. This is the case in particular when δ(hv) = h1v−1s(h3) ⊗ h2v0, i.e:
when the diagram
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H ⊗ V
(1⊗φ⊗1)(∆⊗δ)
−−−−−−−−−−→ H ⊗H ⊗H ⊗ V
µ
y m⊗µy
V
δ
−−−−→ H ⊗ V
commutes, where φ = (m ⊗ 1)(1 ⊗ s ⊗ 1)(1 ⊗ τ∆)τ : H ⊗ H → H ⊗ H , φ(g ⊗
h) = hs(g2) ⊗ g1. The braided H-modules with the obvious homomorphisms
form a braided monoidal category, with the ordinary tensor product of vector
spaces together with diagonal action and diagonal coaction. The braiding, given
by c(v ⊗ w) = v−1(w) ⊗ v0,
c = (µ⊗ 1)(1⊗ τ)(δ ⊗ 1): V ⊗W →W ⊗ V,
clearly satisfies the braiding conditions. The crossed H-module (k, µ = ε⊗ 1, δ =
ι ⊗ 1) acts as a unit for the tensor. Moreover, (H, adj,∆) and (H,m, coadj) are
crossed H-modules, where adj(h⊗ h′) = h1h
′S(h2) and coadj(h) = h1S(h3)⊗ h2.
2.4. The pushout construction for bi-cross products. Recall Masuoka’s
pushout construction for Hopf algebras [Ma], [Gr1]. If A is a Hopf algebra then
Alg(A, k) s a group under convolution which acts on A by conjugation as Hopf
algebra automorphisms.
Lemma 2.2. For every Hopf algebra A the group Alg(A, k) acts on A by conju-
gation’ as Hopf algebra automorphisms
ρ : Alg(A, k)→ AutHopf (A),
where ρf = f ∗ 1 ∗ fs, i.e: ρf (x) = f(x1)x2f(sx3). The image of ρ is a normal
subgroup of AutHopf (A).
Proof. It is easy to verify that ρf is an Hopf algebra map. The definition of ρ
shows that ρf1∗f2 = f1 ∗ f2 ∗ 1 ∗ f2s ∗ f1s = ρf1ρf2 and, since f ∗ fs = ε = fs ∗ f ,
it follows that ρfρfs = 1 = ρfsρf , so that ρf is a Hopf algebra automorphism. If
φ ∈ AutHopf (A) and f ∈ Alg(A, k) then φ
−1ρfφ = fφ ∗ 1 ∗ fsφ = ρfφ, hence the
image of ρ is a normal subgroup. 
Two Hopf ideals I and J of A are said to be conjugate if J = ρf (I) = f ∗ I ∗ fs
for some f ∈ Alg(A, k). If x ∈ P1,g is a (1, g)-primitive then
ρf (x) = f(x) + f(g)x+ f(g)gfs(x) = f(g)x+ f(x)(g − 1)].
Theorem 2.3. [Ma, Theorem 2][BDR, Theorem 3.4] Let A′ be a Hopf subalgebra
of A. If the Hopf ideals I and J of A′ are conjugate and A/(f ∗ I) 6= 0 then the
quotient Hopf algebras A/(I) and A/(J) by the Hopf ideals in A generated by I and
J are monoidally Morita-Takeuchi equivalent, i.e: there exists a k-linear monoidal
equivalence between their (left) comodule categories.
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Proof. With the correction that A/(f ∗ I) 6= 0 ([BDR], Theorem 3.4), Masuoka’s
result ([Ma], Theorem 2) that there is a (A/(I), A/(J))-biGalois object, namely
A/(f ∗ I), holds , and we can invoke [Sch, Corollary 5.7], to see that A/(I) and
A/(J) are Morita-Takeuchi equivalent. 
Observe, as Masuoka did [Ma], that the commutative square
A′ −−−−→ Ay y
B/I −−−−→ A/(I)
is a pushout of Hopf algebras.
If R is a braided Hopf algebra in the braided category of crossed H-modules
then the bi-cross product R#H is an ordinary Hopf algebra with multiplication
(x#h)(x′#h′) = xh1(x
′)#h2h
′
and comultiplication
∆(x#h) = x1#(x2)−1h1 ⊗ (x2)0#h2.
The (left) action ofH on R induces a (right) action on Alg(R, k) by fh(x) = f(hx).
An algebra map f : R→ k is H-invariant if fh = ε(h)f for all h ∈ H .
Proposition 2.4. Let K be a Hopf algebra in the braided category of crossed
H-modules and let AlgH(K, k) be the set of H-invariant algebra maps. Then:
(1) AlgH(K, k) is a group under convolution.
(2) The restriction map res : H AlgH(K#H, k)→ AlgH(K, k), res(F ) = F⊗ι,
is an isomorphism of groups with inverse given by res−1(f) = f ⊗ ε.
(3) The image of the conjugation homomorphism
Θ = ρ res−1 : AlgH(K, k)→ AutHopf (K#H)
is contained in A˜utHopf (K#H) =
{
φ ∈ AutHopf (K#H)|φ|H = id
}
.
Proof. The set of algebra maps Alg(K, k) may not be a group, but since the
coequalizer KH = coeq(µ, ε ⊗ 1: H ⊗ K → K is an ordinary Hopf alge-
bra, AlgH(K, k)
∼= Alg(KH , k) is a group under convolution. More directly, if
f, f ′ ∈ AlgH(K, k) then
f ∗ f ′(xy) = f ⊗ f ′(x1(x2)−1y1 ⊗ (x2)0y2) = f(x1)f
′(y1)f(x2)f
′(y2)
= (f ∗ f ′)(x)(f ∗ f ′)(y)
f ∗ f ′(hx) = f ⊗ f ′(h1x1 ⊗ h2x2) = f(h1x1)f
′(h2x2) = ε(h)(f ∗ f
′)(x),
and f ∗ fs = ε = fs ∗ f, so that AlgH(K, k) is closed under convolution multipli-
cation and inversion.
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For F ∈ HAlgH(K#H, k) the map res(F ) : K → k is in fact a H-invariant
algebra map, since
res(F )(hx) = F (hx⊗ 1) = F ((1⊗ h1)(x ⊗ 1)(1⊗ s(h3))
= ε(h)F (x ⊗ 1) = ε(h) res(F )(x)
and
res(F )(xy) = F (xy ⊗ 1) = F (x⊗ 1)F (y ⊗ 1) = res(F )(x) res(F )(y).
If F ′ ∈H AlgH(K#H, k) as well, then
res(F ∗ F ′)(x) = F ⊗ F ′(x1 ⊗ (x2)−1 ⊗ (x2)0 ⊗ 1)
= F (x1 ⊗ 1)F
′(x2 ⊗ 1) = res(F ) ∗ res(F
′)(x),
showing that res is a group homomorphism. It is now easy to see that res is
invertible and that the inverse is as stated.
As a composite of two group homomorphisms Θ is obviously a group homomor-
phism. Moreover,
Θ(f)(1⊗ h) = res−1(f) ∗ 1 ∗ res−1(f)s(1⊗ h) = ε(h1)(1 ⊗ h2)ε(h3) = 1⊗ h
for f ∈ AlgH(K, k), showing that Θ(f)|H = id. 
Corollary 2.5. Let R be a braided Hopf algebra in the braided category of crossed
H-modules and let K be a braided Hopf subalgebra. If I is a Hopf ideal in K and
f ∈ AlgH(K, k) then,
• J = I#H and Jf = Θ(f)(J) are Hopf ideals in K#H,
• R#H/(J) = R/(I)#H and R#H/(Jf ) are monoidally Morita-Takeuchi
equivalent, if (R#H)/(res−1(f) ∗ J) 6= 0.
Proposition 2.6. Let K be a (braided) Hopf subalgebra of the (braided) Hopf
algebra R such that R is left or right faithfully flat over K, and let B = R/RK+R,
where RK+R is the Hopf ideal of R generated by K+. Then:
(1) B is a (braided) Hopf algebra and
K
κ
−−−−→ R
ε
y piy
k
ι
−−−−→ B
is a pushout diagram of (braided) Hopf algebras.
(2) RcoB ∼= K ∼= coBR.
(3) The commutative square
K
κ
−−−−→ R
ε
y piy
k
ι
−−−−→ B
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is a pullback of (braided) Hopf algebras.
Proof. Since K+ = ker(ε) is a Hopf ideal in K it follows that RK+R is a Hopf
ideal in R and hence that B = R/RK+R is a (braided) Hopf algebra quotient of
R.
First show that
K
κ
−→R
f
−→
g
−→
R⊗K R,
where f = (1 ⊗ ιε)∆, f(r) = r ⊗ 1, and g = (ιε ⊗ 1)∆, g(r) = r ⊗ 1, is exact,
i.e: an equalizer diagram by faithful flatness ([Wa], Theorem 13.1). Observe that
both f and g are injective maps. Consider the diagram
M
w
−→M ⊗K R
u
−→
v
−→
M ⊗K R⊗K R
with w = 1⊗ι, u = 1⊗f and v = 1⊗g. Then w(m) = m⊗1, u(m⊗r) = m⊗r⊗1,
v(m ⊗ r) = m ⊗ 1 ⊗ r and uw = vw. If N = eq(u, v) then M is contained in N
and the diagram
N ⊗K R→M ⊗K R ⊗K R
u⊗1
−→
v⊗1
−→
M ⊗K ⊗KR⊗K R⊗K R
is exact by the flatness of R over K. Define s : M ⊗K ⊗KR ⊗K R ⊗K R →
M ⊗K R ⊗K R by s = 1 ⊗ 1 ⊗ m, s(m ⊗ r ⊗ r
′ ⊗ r′′) = m ⊗ r ⊗ r′r′′. If x =∑
mi ⊗ ri ⊗ r
′
i ∈ eq(u⊗ 1, v ⊗ 1) = N ⊗K R then∑
mi ⊗ ri ⊗ 1⊗ r
′
i = (u ⊗ 1)x = (v ⊗ 1)x =
∑
mi ⊗ 1⊗ ri ⊗ r
′
i
and hence
x = s(u⊗1)x = s(v⊗1) =
∑
mi⊗1⊗rir
′
i = (w⊗1)(
∑
mi⊗rir
′
i) ∈ im(M⊗KR)
which shows that M ⊗K P = N ⊗K R = eq(u ⊗ 1, v ⊗ 1) and N/M ⊗K R ∼=
n⊗K R/M ⊗K R = 0. This implies that N/M = 0 by faithful flatness of R over
K, and hence that M = N . In particular, if M = K this gives
K = eq(u, v) = eq(f, g).
Now if π : R→ B = R/RK+R is the canonical projection then
RcoB → R
φ
−→
ψ
−→
R⊗B,
where φ = (1 ⊗ ιBεR)∆R, φ(x) = x ⊗ 1, and ψ = (1 ⊗ π)∆R, ψ(x) = x1 ⊗
π(x2), is an exact equalizer diagram by definition. The Galois map β = (mR ⊗
π)(1 ⊗ ∆R) : R ⊗K R → R ⊗ B, defined by β(x ⊗ y) = xy1 ⊗ π(y2), has inverse
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β−1 : R ⊗ B → R ⊗K R given by β
−1(1 ⊗ p) = (mR ⊗ 1)(1 ⊗ s ⊗ 1)(1 ⊗ ∆R),
β−1(x⊗ π(y)) = xs(y1)⊗ y2. The diagram
K −−−−→ R
f−g
−−−−→ R⊗K R∥∥∥ βy
RcoB −−−−→ R
φ−ψ
−−−−→ R ⊗B
commutes, so that K ∼= RcoB. With the same argument, but on the left, one gets
K ∼= coBR.
For any commutative diagram of (braided) Hopf algebras
X
α
−−−−→ R
εX
y piy
k
ιB−−−−→ B
which is commutative, πα = ιBεX , we get
φα = (1⊗ ιBεR)∆Rα = (α⊗ ιBεX)∆X = (1 ⊗ π)∆Rα = Ψα.
Thus, since
K → R
φ
−→
ψ
−→
R⊗B
is an equalizer diagram, there is a unique Hopf algebra map γ : X → K such that
κγ = α and εKγ = εX , which shows that the diagram in item (3) is a pullback of
(braided) Hopf algebras. 
Observe that a Hopf algebra with cocommutative coradical is faithfully flat over
any of its Hopf subalgebra [Ta].
2.5. An exact 5-term sequence. Let adl : R ⊗ R → R and adr : R ⊗ R →
R be the left and the right adjoint actions, that is adl(r ⊗ r
′) = r1a
′s(r2) and
adr(r
′ ⊗ r) = s(r1)r
′r2, respectively. A Hopf subalgebra K of the Hopf algebra R
is said to be normal if it is stable under the left and the right adjoint action of R.
Lemma 2.7. Let K be a Hopf subalgebra of R.
(1) If K is normal in R, then RK+ = K+R is a Hopf ideal of R, R/RK+ ∼=
R⊗K k is a Hopf algebra, π : R→ R/RK
+ is Hopf algebra map and
K
κ
−−−−→ R
ε
y piy
k
ι
−−−−→ R/RK+
is a pushout of Hopf algebras.
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(2) If πR→ R′ is a Hopf algebra map then
RcoR
′
= eq(∆(1 ⊗ ιε),∆(1 ⊗ π) : R→ R⊗R′
is stable under the left and the right adjoint action and
RcoR
′ κ
−−−−→ R
ε
y piy
k
ι
−−−−→ R′
is a pullback.
Proof. If x ∈ R and y ∈ K+ then xy = adl(x1 ⊗ y)x2 and yx = x1adr(y ⊗ x2).
Since K is normal in R it follows that RK+ = K+R and I = RK+ is an ideal. It
is a Hopf ideal, since RK+ is always a coideal and since s(I) = I. Observe that
R⊗K
m(1⊗κ)
−→
ε⊗1
−→
R
pi
−→ R/RK+
is a coequalizer. If u : R → X is a Hopf algebra map such that uκ = ιε, then
umR(1⊗ κ) = mX(u⊗ u)(κ⊗ 1) = mX(ιε⊗ u)ε⊗ u. Thus, there is a unique Hopf
algebra map u′ : R/RK+ → X such that u′π = u and u′ι = ιX , showing that the
diagram in (1) is a pushout.
If y ∈ RcoR
′
then adl(x⊗ y) = x1ys(x2) and (1⊗ π)∆adl(x⊗ y) = x1y1s(x4)⊗
π(x2y2s(x3)) = x1ys(x2) ⊗ 1 = (1 ⊗ ε)∆adl(x ⊗ y) and similarly for adr(y ⊗ x).
The diagram obviously commutes. If v : Z → A is a Hopf algebra map such that
πv = ιR′εZ then (1 ⊗ π)∆v = (v ⊗ πv)∆ = (v ⊗ ιR′εZ)∆ = (1 ⊗ ιε)(v ⊗ v)∆ =
(1 ⊗ ιε)∆v. Hence there is a unique Hopf algebra map v′ : Z → RcoR
′
such that
κv′ = εv′, and the diagram in (2) is a pullback. 
Proposition 2.8. Let K be a (braided) Hopf subalgebra of R such that R is left or
right faithfully flat over K, and such that RK+ = K+R. If B = R/RK+. Then:
(1) RcoB = K = coBR.
(2) K is a normal Hopf subalgebra of R.
(3) There are spectral sequences
Hp(B,Hq(K,Y ))
p
=⇒Hn(R, Y ),
Hp(B,Hq(K,X))
p
=⇒Hn(R,X).
(4) Exact sequences in low degrees
0→ H1(B, Y )→ H1(R, Y )→ HomB(K
+ ⊗K k, Y )→ H
2(B, Y )→ H2(R, Y ),
H2(R,X)→ H2(B,X)→ (K
+ ⊗K k)⊗B X → H1(R,X)→ H1(B,X)→ 0.
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Proof. For items (1) 1nd (2) see [Mo], Proposition 3.4.3. The spectral sequences
are special cases of those for normal subalgebras [CE], Chap. XVI, Theorem 6.1,
where it actually suffices to assume that R is flat as a K-module. The natural
isomorphisms Hp(R, Y ) ∼= Ext
p
R(k, Y ) and Hp(R,X)
∼= TorR1 (k,X), valid for any
Hopf algebra R, have been used. Finally, the low degree 5-term sequences of
these spectral sequences are those of [CE], page 329, cases C and C’, where the
isomorphisms
E012 = HomB(k,H
1(K,Y )) ∼= HomB(k,HomK(K
+, Y )) ∼= HomB(K
+ ⊗K k, Y )
and
E201 = H1(K, k)⊗B X
∼= (K+ ⊗K k)⊗B X
have been used. 
The 5-term exact sequences can also be found directly without the use of spec-
tral sequences. The exact sequence of K-modules 0→ K+ → K → k → 0 induces
an exact sequence of R-modules 0 → K+ ⊗K R → K ⊗K R → k ⊗K R → 0,
that is K+ ⊗K R = K
+R and k ⊗K R = R/K
+R, since R is K-flat. Again,
since R is K-flat, any R-projective (or R-flat) resolution X of an R-module M is
also a K-flat resolution of M . For every injective K-module map f : Y → Y ′ the
R-module map 1⊗ f : R⊗K Y → R⊗K Y
′ is injective, since R is K-flat, and thus
f ⊗K 1 : Y ⊗K X ∼= (Y ⊗R R)⊗K X → (Y
′ ⊗R R)⊗K X ∼= Y
′ ⊗K X is injective
as well for every flat R-module X . This gives an isomorphism of complexes
k ⊗K X ∼= k ⊗K R⊗R X ∼= B ⊗R X,
so that Hn(K,M) = Tor
K
n (k,M)
∼= TorRn (B,M). From the exact sequence of R-
modules 0→ R+ → R→ k → 0 we then get a commutative diagram of B-modules
with exact rows
0 −−−−−→ TorR1 (B, k) −−−−−→ B ⊗R R
+
−−−−−→ B ⊗R R −−−−−→ B ⊗R k −−−−−→ 0
∼=
?
?
y
‚
‚
‚ ∼=
?
?
y ∼=
?
?
y
0 −−−−−→ H1(K, k) −−−−−→ B ⊗R R
+
−−−−−→ B −−−−−→ k −−−−−→ 0
and hence an exact sequence of B-modules
0→ K+/(K+)2 → B ⊗R R
+ → B+ → 0.
Apply the functor HomB( ,M) to this last exact sequence to get
0 → HomB(B
+,M)→ HomB(B ⊗R R
+,M)→ HomB(H1(K, k),M)
→ Ext1B(B
+,M)→ Ext1B(B ⊗R R
+,M)
If the bottom sequence of the commutative diagram
0 −−−−→ M −−−−→ P
p˜
−−−−→ R+ −−−−→ 0∥∥∥ βy αy
0 −−−−→ M −−−−→ Y
p
−−−−→ B ⊗R R
+ −−−−→ 0
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is an extension E of B-modules then it is also an extension of R-modules. The
map α : R+ → B⊗RR
+, given by α(x) = 1⊗R x, is an R-module homomorphism.
The right hand square of the diagram is a pullback and the top sequence is a
representative of α∗(E). If the top sequence is split by u˜ : R+ → P then u : B ⊗R
R+ → Y , given by u(b⊗x) = bβu˜(x), splits the bottom sequence, since pu(b⊗x) =
bpβu(x) = bαp˜u(x) = bα(x) = b ⊗ x. Hence the induced map α∗ : Ext1B(B ⊗R
R+,M)→ Ext1R(R
+,M) is injective. Moreover, Ext1R(R
+,M) ∼= H2(R,M).
Using HomB(B⊗RR
+,M) ∼= HomR(R
+,M) one gets the commutative diagram
with exact rows and columns
HomB(B,M) HomR(R,M)
u∗
y v∗y
0 −−−−→ HomB(B
+,M)
κ∗
−−−−→ HomR(R
+,M)
δ
−−−−→ HomB(H1(K, k),M)y ∂y
0 −−−−→ Ext1B(k,M) −−−−→ Ext
1
R(k,M)y y
0 0
in which δv∗ = δκ∗u∗ = 0, so that there is a unique homomorphism
γ : Ext1R(k,M)→ HomB(H1(K, k),M)
such that γ∂ = δ. It follows that the sequence
0→ H1(B,M)→ H1(R,M)
γ
−→ HomB(H1(K, k),M)→ H
2(B,M)→ H2(R,M)
is exact. Similar argument work for the homology sequence.
3. Liftings over finite abelian groups
In this section we give a somewhat different characterization of the class of finite
dimensional pointed Hopf algebras classified in [AS], and show that any two such
Hopf algebras with isomorphic associated graded Hopf algebras are monoidally
Morita-Takeuchi equivalent, and therefore cocycle deformations of each other, as
we will point out in the next section.
A datum of finite Cartan type
D = D (G, (gi)1≤i≤θ , (aij)1≤i,j≤Θ)
for a (finite) abelian group G consists of elements gi ∈ G, χj ∈ Ĝ and a Cartan
matrix (aij) of finite type satisfying the Cartan condition
qijqji = q
aij
ii
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with qii 6= 1, where qij = χj(gi), in particular q
aij
ii = q
aji
jj for all 1 ≤ i, j ≤ θ. In
general, the matrix (qij of a diagram of Cartan type is not symmetric, but by [AS,
Lemma 1.2] it can be reduced to the symmetric case by twisting.
Let Z[I] be the free abelian group of rank θ with basis {α1, α2, . . . , αθ}. The
Weyl groupW ⊂ Aut(Z[I]) of (aij) is generated by the reflections si : Z[I]→ Z[I],
where si(αj) = αj − aijαi for all i, j. The root system of the Cartan matrix (aij)
is Φ = ∪θi=1W (αi) and Φ
+ = Φ ∩ [I] =
{
α ∈ Φ|α =
∑θ
i=1 niαi, ni ≥ 0
}
is the set
of positive roots relative to the basis of simple roots {α1, α2, . . . , αθ}. Obviously,
the number of positive roots p = |Φ+| is at least θ. The maps g : Z[I] → G
and χ : Z[I] → G˜ given by gα = g
n1
1 g
n2
2 . . . g
nθ
θ and χα = χ
n1χn22 . . . χ
nθ
θ for α =∑θ
i=1 niαi, respectively, are group homomorphisms. The bilinear map q : Z[I] ×
Z[I]→ kx defined by qαiαj = qij can be expressed as qαβ = χβ(gα).
If X the set of connected components of the Dynkin diagram of Φ let ΦJ be the
root system of the component J ∈ X . The partition of the Dynkin diagram into
connected components corresponds to an equivalence relation on I = {1, 2, . . . , θ},
where i ∼ j if αi and αj are in the same connected component.
Lemma 3.1. [AS, Lemma 2.3] Suppose that D is a connected datum of finite
Cartan type, i.e: the Dynkin diagram of the Cartan matrix (aij) is connected, and
such that
(1) qii has odd order, and
(2) the order of qii is prime to 3, if (aij) is of type G2.
Then there are integers di ∈ {1, 2, 3} for 1 ≤ i ≤ θ and a q ∈ k
x of odd order N
such that
qii = q
2di . diaij = djaji
for 1 ≤ i, j ≤ Θ. If the Cartan matrix (aij) of D is of type G2 then the order of q
is prime to 3. In particular, the qii all have the same order in k
×, namely N .
More generally, let D be a datum of finite Cartan type in which the order Ni
of qii is odd for all i, and the order of qii is prime to 3 for all i in a connected
component of type G2. It then follows that the order function Ni is constant, say
equal to NJ , on each connected component J . A datum satisfying these conditions
will be called special datum of finite Cartan type.
Fix a reduced decomposition of the longest element
w0 = si1si2 . . . sip
of the Weyl group W in terms of the simple reflections. Then{
si1si2 . . . sil−1(αil)
}p
i=1
is a convex ordering of the positive roots.
Let V = V (D) be the crossed kG-module with basis {x1, x2, . . . , xθ}, where
xi ∈ V
χi
gi
for 1 ≤ i ≤ θ. Then for all 1 ≤ i 6= j ≤ Θ the elements ad1−aijxi(xj)
are primitive in the free braided Hopf algebra A(V ) (see Lemma 1.6 or [AS1,
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Appendix 1]). If D is as in the previous Lemma then χ1−aijχj 6= ε. This implies
that f(uij) = 0 for any braided (Hopf) subalgebra A of A(V ) containing uij =
ad1−aijxi(xj) and any G-invariant algebra map f : A→ k. Define root vectors in
A(V ) as follows by iterated braided commutators of the elements x1, x2, . . . , xθ,
as in Lusztig’s case but with the general braiding:
xβl = Ti1Ti2 . . . Til−1(xil ),
where Ti(xj) = ad
−aij
xi
(xj)
In the quotient Hopf algebra R(D) = A(V )/(ad1−aijxi(xj)|1 ≤ i 6= j ≤ θ) de-
fine root vectors xα ∈ A(V ) for α ∈ Φ
+ by the same iterated braided commutators
of the elements x1, x2, . . . , xθ as in Lusztig’s case but with respect to the general
braiding. (See [AS2], and the inductive definition of root vectors in [Ri] or also
[CP, Section 8.1 and Appendix].) Let K(D) be the subalgebra of R(D) generated
by
{
xNα
∣∣α ∈ Φ+}.
Theorem 3.2. [AS, Theorem 2.6] Let D be a connected datum of finite Cartan
type as in the previous Lemma. Then
(1)
{
xa1β1x
a2
β2
. . . x
ap
βp
∣∣∣ a1, a2, . . . , ap ≥ 0} forms a basis of R(D),
(2) K(D) is a braided Hopf subalgebra of R(D) with basis{
xNa1β1 x
Na2
β2
. . . x
Nap
βp
∣∣∣ a1, a2, . . . , ap ≥ 0} ,
(3) [xα, x
N
β ]c = 0, i.e: xαx
N
β = q
N
αβx
N
β xα for all α, β ∈ Φ
+.
The vector space V = V (D) can also be viewed as a crossed module
in
Z[I]
Z[I]Y D. The Hopf algebra A(V ), the quotient Hopf algebra R(D) =
A(V )/(ad1−aijxi(xj)|1 ≤ i 6= j ≤ θ) and its Hopf subalgebra K(D) generated
by
{
xNα
∣∣α ∈ Φ+} are all Hopf algebras in Z[I]
Z[I]Y D. In particular, their comultipli-
cations are Z[I]-graded. By construction, for α ∈ Φ+, the root vector xα ∈ R(D)
is Z[I]-homogeneous of Z[I]-degree α, so that xα ∈ R(D)
χα
gα
. To simplify notation
write for 1 ≤ l ≤ p and for a = (a1, a2, . . . , ap) ∈ N
p
hl = g
N
βl
, ηl = χ
N
βl
, zl = x
N
βl
and a =
∑p
i=1 aiβi
ha = ha11 h
a2
2 . . . h
ap
p ∈ G , η
a = ηa11 η
a2
2 . . . η
ap
p ∈ G˜ , z
a = za11 z
a2
2 . . . z
ap
p ∈ K(D).
In particular, for el = (δkl)1≤k≤l, where δkl is the Kronecker symbol, el = βl and
zel = zl for 1 ≤ l ≤ p. The height of α =
∑θ
i=1 niαi ∈ Z[I] is defined to be the
integer ht(α) =
∑θ
i=1 ni. Observe that if a, b, c ∈ N
p and a = b+ c then
ha = hbhc , ηa = ηbηc and ht(b) < ht(a) if c 6= 0.
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The comultiplication on K(D) is Z[I]-graded, so that
∆K(D)(z
a) = za ⊗ 1 + 1⊗ za +
∑
b,c6=0;b+c=a
t
a
bcz
b ⊗ zc
and hence
∆K(D)#kG(z
a) = za ⊗ 1 + ha ⊗ za +
∑
b,c6=0;b+c=a
t
a
bcz
bhc ⊗ zc
on the bosonization. The algebra K(D) is generated by the subspace L(D) with
basis {z1, z2, . . . , zp}. The (left) kG-module structure on A(V ) restricts to L(D),
and induces (right) kG-actions on Alg(K(D), k) and on Vect(L(D), k) by the for-
mula (fg)(x) = f(gx). A linear functional f : L(D) → k is called g-invariant if
fg = f for all g ∈ G. Let VectG(L(D), k) be the subspace of G-invariant linear
functionals in Vect(L(D), k).
Proposition 3.3. Let VectG(L(D) and AlgG(K(D), k) be the space of G-invariant
linear functionals and the set of G-invariant algebra maps, where D is a connected
special datum of finite Cartan type. Then:
(1) VectG(L(D), k) = {f ∈ Vect(L(D), k)| f(zl) = 0 if ηl 6= ε}.
(2) The restriction map res : AlgG(K(D), k)→ VectG(L(D), k) is a bijection.
The inverse is given by res−1(f)(za) = f(z1)
a1)f(za22 ) . . . f(z
ap
p ).
(3) AlgG(K(D), k) is a group under convolution.
(4) The restriction map res : GAlgG(K(D)#kG, k) → AlgG(K(D), k) is an
isomorphism of groups with inverse defined by res−1(f)(x ⊗ g) = f(x),
and GAlgG(K(D)#kG, k) =
{
f˜ ∈ Alg(K(D)#kG, k)
∣∣∣ f˜|kG = ε}.
(5) The map Θ = ρ res−1 : AlgG(K(D), k) → AutHopf (K(D)#kG), defined
by Θ(f) = res−1(f)∗1∗ res−1(f)s, is a group homomorphism whose image
is a subgroup in
A˜utHopf (K(D)#kG) =
{
f ∈ AutHopf (K(D)#kG)| f|kG = id
}
.
(6) For every f ∈ AlgG(K(D), k) the automorphism Θ(f) of K(D)#kG is
determined by
Θ(f)za = za + f(za)(1 − ha) +
∑
b,c6=0;b+c=a
t
a
bcf(z
b)zc
+
∑
b,c6=0;b+c=a
t
a
bc
zb + f(zb)(1− hb) + ∑
d,e6=0;d+e=b
t
b
d,ef(z
d)ze
hcfs(zc).
In particular, Θ(za) = za + f(za)(1 − ha) if ht(a) = 1.
Proof. If f ∈ VectG(L(D), k) then f(zi) = f(gzi) = ηi(g)f(zi) for all 1 ≤ i ≤ p
and for all g ∈ G. Thus, f(zi) = 0 if ηi 6= ε.
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By Theorem 3.2 it follows that K(D) ∼= TL(D)/(zizj − ηj(hi)zjzi|1 ≤ i <
j ≤ p). If f ∈ VectG(L(D), k) then the induced algebra map f˜ : TL(D) →
k factors uniquely through K(D), since f˜(zizj − ηj(hi)zjzi) = f(zi)f(zj) −
ηj(hi)f(zj)f(zi) = f(zi)(f(zj) − f(hizj)) = 0 for 1 ≤ i, j ≤ p, by the fact that f
is G-invariant. This proves the second assertion.
The next three assertions are a special case of 2.4.
The set of all algebra maps Alg(K(D), k) may not be a group under convolution,
but the subset AlgG(K(D), k) is. If f1, f2 and f are G-invariant then
f1 ∗ f2(xy) = (f1 ⊗ f2)(m⊗m)(1⊗ c⊗ 1)(x1 ⊗ x2 ⊗ y1 ⊗ y2)
= (f1 ⊗ f2)(x1(x2)−1y1 ⊗ (x2)0y2
= f1(x1)ε((x2)−1)f1(y1)f2((x2)0)f2(y2)
= f1(x1)f1(y1)f2(x2)f2(y2) = f1 ∗ f2(x)f1 ∗ f2(y)
and moreover, (f1∗f2)g = f1g∗f2g = f1∗f2, fsg = fgs = fs, ε∗f = f = f ∗ε and
f ∗ fs = ε = fs ∗ f so that AlgG(K(D) is closed under convolution multiplication
and inversion.
The map Ψ: AlgG(k(D), k)→ Alg(K(D)#kG, k) given by Ψ(f)(x⊗ g) = f(x),
is a homomorphism, since
res−1(f1) ∗ res
−1(f2)(x ⊗ g) = res
−1(f1)⊗ res
−1(f2)(x1 ⊗ (x2)−1g ⊗ (x2)0 ⊗ g)
= f1(x1)ε((x2)−1)f2((x2)0)
= f1(x1)f2(x2) = f1 ∗ f2(x)
= res−1(f1) ∗ res
−1(f2)(x ⊗ g).
The inverse Ψ−1 : A˜lg(K(D)#kG, k) → AlgG(K(D), k) is given by Ψ
−1(f˜)(x) =
f˜(x⊗ 1), is just the restriction map.
It is convenient to use the notation Ψ(f) = f˜ . Then Θ(f) = f˜ ∗ 1 ∗ f˜ s and
Θ(f1 ∗ f2) = f˜1 ∗ f2 ∗ 1 ∗ f˜1 ∗ f2s
= f˜1 ∗ f˜2 ∗ 1 ∗ f˜2s ∗ f˜1s
= Θ(f1)Θ(f2).
In particular, Θ(f)Θ(fs) = Θ(f ∗ fs) = Θ(ε) = 1 = Θ(fs ∗ f) = Θ(fs)Θ(f).
Moreover,
Θ(f)(xy) = f˜(x1y1)x2y2f˜s(x3y3)
= f˜(x1)f˜(y1)x2y2f˜s(y3)f˜(x3)
= f˜(x1)x2f˜s(x3)f˜(y1)y2f˜s(y3)
= Θ(f)(x)Θ(f)(y)
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and
∆Θ(f) = ∆(f˜ ∗ 1 ∗ f˜s)
= ∆(f˜ ⊗ 1⊗ f˜s)∆(2)
= (f˜ ⊗ 1⊗ 1f˜s)∆(3)
= (f˜ ⊗ 1⊗ ε⊗ 1⊗ f˜s)∆(4)
= (f˜ ⊗ 1⊗ f˜s⊗ f˜ ⊗ 1f˜s)∆(5)
= (f˜ ∗ 1 ∗ f˜ s⊗ f˜ ∗ 1 ∗ f˜ s)∆
= (Θ(f)⊗Θ(f))∆,
showing that Θ(f) is an automorphism of K(D)#kG with inverse Θ(fs).
The remaining item now follows from the formula for the comultiplication
∆(za) = za ⊗ 1 + ha ⊗ za +
∑
b,c6=0;b+c=a
t
a
bcz
bhc ⊗ zc
of K(D)#kG, which implies
∆(2)(za) = za ⊗ 1⊗ 1 + ha ⊗ za ⊗ 1 +
∑
t
a
bcz
bhc ⊗ zc ⊗ 1 + ha ⊗ ha ⊗ za
+
∑
t
a
bc
[
zbhc ⊗ hc ⊗ zc + ha ⊗ zbhc ⊗ zc +
∑
t
b
rlz
rhl+c ⊗ zlhc ⊗ zc
]
.
and
1 ∗ s(za) = za + has(za) +
∑
t
a
bcz
bhcs(zc) = ε(za) = 0.
Applying f˜ to the latter gives
f(za) + fs(za) +
∑
t
a
bcf(z
b)fs(zc) = 0,
which will be used in the following evaluation. Now compute
Θ(f)(za) = f(za) + za +
∑
t
a
bcf(z
b)zc + hafs(za)
+
∑
t
a
bc[f(z
b) + zb +
∑
t
b
rlf(z
r)zl]hcfs(zc)
= za + f(za)(1 − ha) +
∑
t
a
bcf(z
b)zc
+
∑
t
a
bc[z
b + f(zb)(1 − hb) +
∑
t
b
rlf(z
r)zl]hcfs(zc)
to get the required result. 
For any f ∈ AlgG(K(D), k) define by induction on ht(a) the following elements
in the augmentation ideal of kG
ua(f) = f(z
a)(1 − ha) +
∑
b,c6=0;b+c=a
t
a
bcf(z
b)uc(f),
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where ua(f) = f(z
a)(1 − ha) if ht(a) = 1. In particular, for a positive root
α = βl ∈ Φ
+ and xNα = x
N
βl
= zel write ul(f) = uel(f) = uα(f). We can think of
f = (f(xNα )|α ∈ Φ
+) as root vector parameters in the sense of [AS].
Corollary 3.4. Let D be a special connected datum of Cartan type. Then
U(D, f) = R(D)#kG/(xNα + uα(f))
are the liftings of B(V )#kG = U(D, ε).
Proof. The augmentation ideal ofK(D), the ideal I ofK(D)#kG and the ideal (I)
in R(D)#kG generated by {xα|α ∈ X} are Hopf ideals. It follows from the induc-
tive formulas for Θ(f)(za) and ua(f) above that for every f ∈ AlgG(K(D), k)
the ideals If = Θ(f)(I) in K(D)#kG and (If ) in R(D)#kG generated by{
xNα + uα(f)
∣∣α ∈ Φ+} are Hopf ideals as well. The Hopf algebras U(D, f) =
K(D)#kG/(Θ(f)(I)) are the liftings of U(D, ε) = B(V )#kG parameterized by
f = (f(xNα |α ∈ Φ
+) ∈ AlgG(K(D), k). 
In the not necessarily connected case of a special datum of finite Car-
tan type the elements ad1−aijxi(xj) are still primitive in A(V ) and R(D) =
A(V )/(ad1−aijxi(xj)|i ∼ j) is still a Hopf algebra, which contains R(DJ) for
every connected component J ∈ X . The Hopf subalgebra K(D) generated by the
subspace with basis S = {zaJJ , zij | J ∈ X , i 6∼ j}, where zij = [xi, xj ]c, contains
K(DJ) for every J ∈ X . The comultiplication in each components K(DJ) and
K(DJ)#kG is of course given as before in the connected case, while for i 6∼ j
∆(zij) = zij ⊗ 1 + 1⊗ zij
in K(D) and R(D) and
∆(zij) = zij ⊗ 1 + gigj ⊗ zij
in the bozonizations K(D)#kG and R(D)#kG. The space of G-invariant linear
functionals VectG(L(D), k) consists elements f ∈ Vect(L(D), k) such that
f(zr) = 0 if ηr 6= ε for 1 ≤ r ≤ p and f(zij) = 0 if χiχj 6= ε if i 6∼ j}.
The induced algebra map f˜ : TL(D)→ k of such a linear functional satisfies
• f˜([zr, zs]c) = f(zr)(f(zs)− f(hrzs)) = 0,
• f˜([zij , zr]c) = f(zij)(f(zr)− f(gigjzr) = 0,
• f˜([zij , zlm]c) = f(zij)(f(zlm)− f(gigjzlm)) = 0,
since f is G-invariant. It therefore factors through K(D), since
TL(D)/([zr, zs]c, [zij , zr]c, [zij , zlm]c) = K(D)/([zr, zs]c, [zij , zr]c, [zij , zlm]c).
It follows that the restriction maps
res: GAlgG(K(D)#kG)→ AlgG(K(D), k)→ VectG(L(D), k)
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are bijective, and f = {f(zij)| i 6∼ j} ∪ {f(zr)| 1 ≤ r ≤ p} can be interpreted as
a combination of linking parameters and root vector parameters in the sense of
[AS]. Then map
Θ : AlgG(K(D), k)→ AutHopf (K(D)#kG)
given by Θ(f) = f ∗ 1 ∗ fs is a homomorphism of groups. Moreover, since zij +
gigjs(zij) = m(1⊗ s)∆(zij) = 0 in K(D)#kG, it follows that
Θ(f)(zij) = (f ⊗ 1⊗ fs)∆
(2)(zij) = zij + f(zij)(1− gjgj)
when i 6∼ j, while Θf(zr) is given inductively as in 3.3. In this way one obtains
therefore all the ‘liftings’ of B(V )#kG for special data of finite Cartan type.
Theorem 3.5. Let D be a special datum of finite Cartan type. Then
U(D, f) = R(D)#kG/(xNαα + uα(f), [xi, xj ]c + f(zij)(1 − gigj)|α ∈ Φ
+, i 6∼ j)
for f ∈ VectG(L(D), k) are the liftings of B(V )#kG = U(D, ε). Moreover, all
these liftings are monoidally Morita-Takeuchi equivalent.
Proof. Clearly, U(D, f) is a lifting of B(V )#kG for the root vector parameters{
µα = f(x
Nα
α
∣∣α ∈ Φ+} and the linking parameters {λij = f([xi, xj ]c)| i 6∼ j}. By
[AS] all liftings of B(V )#kG are of that form. To proof the last assertion let in 2.3
H = kG, K = KD, f ∈ AlgG(K, k). Then the ideal I = (x
nα
α , [xi, xj ]c|α ∈ Φ
+, i 6∼
j) and J = Θ(f)(I) = (xNαα + uα(f), [xi, xj ]c + f(zij)(1 − gigj)|α ∈ Φ
+, i 6∼ j) of
K#kG are conjugate. By 2.3 the quotient Hopf algebras U(D, ε) and U(D, f) of
R(D)#kG are monoidally Morita-Takeuchi equivalent. The additional condition
(R#kG)/(res−1(f) ∗ (I#kG)) 6= 0 is verified in ([Ma2], Appendix). 
4. Cocycle deformations and cohomology
In this section we describe liftings of special crossed modules V over finite
abelian groups in terms of cocycle deformations of B(V )#kG, and determine the
infinitesimal part of the deformations by means of Hochschild cohomology.
4.1. Cocycle deformations. A normalized 2-cocycle σ : A ⊗ A → k on a Hopf
algebra A is a convolution invertible linear map such that
(ε⊗ σ) ∗ σ(1⊗m) = (σ ⊗ ε) ∗ σ(m⊗ 1)
and σ(ι ⊗ 1) = ε = σ(1 ⊗ ι). The deformed multiplication
mσ = σ ∗m ∗ σ
−1 : A⊗A→ A
and antipode
sσ = σ ∗ s ∗ σ
−1 : A→ A
on A, together with the original unit, counit and comultiplication define a new
Hopf algebra structure on H which we denote by Aσ. If A is N-graded then
σ =
∑∞
i=0 σi, where σj : A ⊗ A → k is the uniquely determined component of
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degree −j and σ0 = ε. This corresponds to a convolution invertible normalized
2-cocycle
σ(t) =
∞∑
i=0
σit
i : A⊗A→ k[[t]].
The convolution inverse σ−1(t) =
∑∞
i=0 ηit
i : A ⊗ A → k[[t]] is determined by
σ(t) ∗ σ−1(t) = ε = σ−1(t) ∗ σ(t), that is by∑
i+j=l
σi ∗ ηj = δ
l
0 =
∑
i+j=l
ηi ∗ σj .
The cocycle condition (ε ⊗ σ(t)) ∗ σ(t)(1 ⊗m) = (σ(t) ⊗ ε) ∗ σ(t)(m ⊗ 1) implies
that ∑
i+j=l
(ε⊗ σi) ∗ σj(1⊗m) =
∑
i+j=l
(σi ⊗ ε) ∗ σj(m⊗ 1)
for all l ≥ 0. In particular, if s is the least positive integer for which σs 6= 0 then
ηs = −σs and
ε⊗ σs + σs(1⊗m) = σs ⊗ ε+ σs(m⊗ 1)
so that σs : A ⊗ A → k is a Hochschild 2-cocycle. The infinitesimal part
mod (ts+1) of σ(t) and of mσ(t) are
ε⊗ ε+ σst
s : A⊗A→ k[t]/(ts+1)
and
mσ(t) = m+ (σs ∗m−m ∗ σs)t
s : A⊗A→ A[t]/(ts+1),
respectively, where
φ = σs ∗m−m ∗ σs : A⊗A→ A
is a normalized Hochschild 2-cocycle.
Dually, a normalized 2-cocycle σ : k → A ⊗A is a convolution invertible linear
map such that
(ι⊗ σ) ∗ (1 ⊗∆)σ = (σ ⊗ ι) ∗ (∆⊗ 1)σ
and
(ε⊗ 1)σ = ι = (1⊗ ε)σ.
Then Hσ = (H,m, ι,∆σ, ε) with the deformed comultiplication
∆σ = σ ∗∆ ∗ σ−1 : A→ A⊗A
is again a Hopf algebra. If A is (−N)-graded then σ =
∑∞
i=0 σi, where σj : A⊗A→
k is the uniquely determined component of degree −j, corresponds to an invertible
normalized 2-cocycle σ(t) =
∑∞
i=0 σit
i : k → A⊗A[[t]].
Theorem 4.1. [Sch, Corollary 5.9] If two Hopf algebras A and A′ are cocycle
deformations of each other, then they are monoidally Morita-Takeuchi equivalent.
The converse is true if A and A′ are finite dimensional.
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Suppose now that V is a crossed kG-module of special finite Cartan type, A(V )
the free braided algebra and A(V )#kG its bosonization. If I is the ideal of A(V )
generated by the subset
S =
{
ad1−aijxi(xj)
∣∣ i ∼ j} ∪ {xNαα ∣∣α ∈ Φ+} ∪ { [xi, xj ]c| i 6∼ j}
then A(V )/I = B(V ) is the Nichols algebra. The subalgebra K of A(V ) generated
by S is a Hopf subalgebra [AS], [CP, Proposition 9.2.1]. Then K#kG is the Hopf
subalgebra of A(V )#kG generated by S and G.
Lemma 4.2. The injective group homomorphism
φ : AlgG(K, k)→ Alg(K#kG, k)
given by φ(f)(x#g) = f(x) has image
˜Alg(K#kG, k) =
{
f ∈ Alg(K#kG, k)| f|kG = ε
}
and
adj : AlgG(K, k)→ Aut(K#kG)
has its image in the subgroup
˜Aut(K#kG) =
{
f ∈ Aut(K#kG)| f|kG = ε
}
.
Moreover, if V is of special finite Cartan type then f(ad1−aijxi(xj)) = 0 for i ∼ j
and for every f ∈ AlgG(K, k).
Proof. If f ∈ Alg(K#kG, k) then f(ad1−aijxi(xj)) = f(g · ad
1−aijxi(xj)g
−1) =
χi(g)
1−aijχj(g), f(x
N
α ) = f(gx
Nα
α g
−1) = χNαα (g)f(x
N
α ) and f([xi, xj ]c) =
f(g[xi, xj ]cg
−1) = χi(g)χj(g)f([xi, xj ]c), so that f(g · ad
1−aijxi(xj)) = 0 if
χ
1−aij
i χj 6= 0, f(x
Nα
α ) = 0 if χ
Nα
α 6= ε and f([xi, xj ]c) = 0 if χiχj 6= ε. 
The theorem above can now be applied to the situation in Section 3 to show
that all ‘liftings’ of a crossed kG-module of special finite Cartan type are cocycle
deformations of each other. The special case of quantum linear spaces has been
studied by Masuoka [Ma], and that of a crossed kG-module corresponding to a
finite number of copies of type An by Didt [Di].
Theorem 4.3. Let G be a finite abelian group, V a crossed kG-module of special
finite Cartan type, B(V ) its Nichols algebra with bosonization A = B(V )#kG.
Then:
(1) All liftings of A are monoidally Morita-Takeuchi equivalent, i.e: their co-
module categories are monoidally equivalent, or equivalently,
(2) all liftings of A are cocycle deformations of each other.
Proof. The main theorem 3.5 at the end the last section says that B(V )#kG ∼=
U(D, ε) ∼= R(D)#kG/(I) for a Hopf ideal I in the Hopf subalgebra K(D)#kG
of R(D)#kG, that its liftings are of the form U(D, f) ∼= R(D)#kG/(If ) for a
conjugate Hopf ideal If , where f ∈ AlgG(K(D, k), k)
∼= A˜lg(K(D)#kG, k), and
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that they are all Morita-Takeuchi equivalent. Thus, Schauenburg’s result applies,
so that all these liftings are cocycle deformations of each other. 
Corollary 4.4. Let H be a finite dimensional pointed Hopf algebra with abelian
group of points G(H) = G and assume that the order of G has no prime divisors
< 11. Then:
• H and grc(H) are Morita Takeuchi equivalent, or equivalently,
• H is a cocycle deformation of grc(H).
Proof. Under the present assumptions the Classification Theorem [AS] asserts that
grc(H)
∼= B(V )#kG for a crossed kG-module V of special finite Cartan type, and
hence the previous theorem applies. 
In the case at hand A = B(V )#kG and the condition that grcA
σ ∼= A implies
that the cocycle σ : A ⊗ A → k is G-invariant, since mσ(x ⊗ g) = m(x ⊗ g) and
mσ(x⊗ g) = m(x⊗ g) for all g ∈ G, so that
σ(x ⊗ g) = ε(x) = σ(g ⊗ x)
for all g ∈ G. The cocycle conditions then imply that
σ(x ⊗ yg) = σ(x ⊗ y) , σ(xg ⊗ y) = σ(x⊗ gy) , σ(gx⊗ y) = σ(x ⊗ y),
which means that σ factors through A⊗kGA and also that the cocycle really comes
from a convolution invertible G-invariant 2-cocycle
ν : B(V )⊗B(V )→ k.
In fact, the restriction of a G-invariant 2-cocycle σ : A ⊗ A → k restricts to a G
invariant 2-cocycle on B(V )⊗B(V ) and the map
Ψ: Z2G(B(V ), k)→ Z
2
G(A, k),
defined by Ψ(ν)(x#g⊗x′#g′) = ν(x⊗g(x′)), is inverse to the restriction map. This
map is of degree zero and therefore also defines a bijection between the associated
sets of formal cocycles
Ψ: Z2G(B(V ), k[[t]])→ Z
2
G(A, k[[t]]),
and the infinitesimal parts, which are Hochschild cocycles.
4.2. Exponential map. It is in general very hard to give explicit examples of
multiplicative cocycles. One somewhat accessible family consists of bicharacters.
Below we give another idea which can sometimes be used.
Note that if B = ⊕∞n=0Bn is a graded bialgebra, and f : B → k is a linear map
such that f |B0 = 0, then
ef =
∞∑
i=0
f∗i
i!
: B → k
is a well defined convolution invertible map with convolution inverse e−f . When
f : B ⊗ B → k is a Hochschild cocycle such that f |B⊗B0+B0⊗B = 0, then ‘often’
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ef : B⊗B → k will be a multiplicative cocycle. For instance this happens whenever
f(1⊗m) and f(m ⊗ 1) commute (with respect to the convolution product) with
ε⊗ f and f ⊗ ε, respectively. Also note that if f ∗ f = 0, then ef = ε+ f .
From now on assume B is obtained as a bosonization of a quantum linear space.
More precisely B =
〈
G, x1, . . . , xθ| gxi = χi(g)xig, xixj = χj(gi)xjxi, x
Ni
i = 0
〉
.
Here χ1, . . . , χθ ∈ Ĝ, g1, . . . , gθ ∈ Γ are such that χi(gj)χj(gi) = 1 for i 6= j.
Number Ni is the order of χi(gi). We abbreviate qi,j = χi(gj). Then ζi : B⊗B →
k, given by
ζi(xg, yh) =
{
χbii (g), if x = x
ai
i , y = x
bi
i , ai + bi = Ni
0, otherwise
for x = xa11 . . . x
aθ
θ and y = x
b1
1 . . . x
bθ
θ (see Corollary 4.8) is a Hochschild cocycle.
Moreover, each of the sets
Al = {(ε⊗ ζi), ζi(1⊗m)| 1 ≤ i ≤ θ}
and
Ar = { (ζi ⊗ ε), ζi(m⊗ 1)| 1 ≤ i ≤ θ}
is a commutative set (for the convolution product). We sketch the proof for Al
(the proof for Ar is symmetric). Maps ζi(1⊗m) and ζj(1⊗m) commute since ζi
and ζj do. Same goes for ε⊗ ζi and ε⊗ ζj . Hence it is sufficient to prove that for
all i, j we have
(ε⊗ ζi) ∗ (ζj(1 ⊗m)) = (ζj(1 ⊗m)) ∗ (ε⊗ ζi).
If i 6= j, this is immediate. For i = j note that both left and right hand side can
be nonzero only at PBW elements of the form xri f ⊗x
s
i g⊗x
p
i h ∈ B⊗B⊗B, with
r + s + p = 2Ni. Without loss of generality assume that f = g = h = 1. In this
case the left hand side evaluates to∑
u+v=Ni
(
s
u
)
qii
(
p
v
)
qii
q
u(p−v)
ii = 1
and the right hand side is∑
u+v=Ni−r
(
s
u
)
qii
(
p
v
)
qii
q
u(p−v)
ii = 1.
Thus if f is any map in the linear span Spank {ζi}, then e
f is a multiplicative
cocycle.
This idea is illustrated in some of the examples given in Section 5.3.
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4.3. The standard cosimplicial algebra complex and cohomology of
braided Hopf algebras. The ‘multiplicative’ cocycles above and the ‘additive’
Hochschild cocycles can in principle be computed from the normalized standard
cosimplicial complex associated with the standard comonad A ⊗ − on the cate-
gory of A-bimodules. The relevant part of that complex with coefficients in the
A-bimodule M is
Hom(k,M)
∂0
−→
∂1
−→
Hom(A,M)
∂0
−→
∂1
−→
∂2
−→
Hom(A2,M)
∂0
−→
∂1
−→
∂2
−→
∂3
−→
Hom(A3,M)
with coface maps ∂i : Hom(A
n,M)→ Hom(An+1,M) given by
∂i(f) =

µl(1 ⊗ f) , if i = 0
f(1i−1 ⊗m⊗ 1n−i−1) , if 1 ≤ i ≤ n− 1
(f ⊗ 1)µr , if i = n
and codegeneracymaps si : Hom(A
n+1,M)→ Hom(An,M), sif = f(1
i⊗ι⊗1n−i),
where ι : k → A is the unit. Hochschild (or the ’additive’) cohomology H∗(R,M)
is the cohomology of the associated cochain complex with the alternating sum
differentials ∂ =
∑n
i=0(−1)
i∂i : Hom(A
n,M)→ Hom(An+1,M), so that
∂f(a1 ⊗ . . .⊗ an+1) = a1f(a2 ⊗ . . .⊗ an+1)
+
n∑
i+1
(−1)if(a1 ⊗ . . .⊗ aiai+1 ⊗ . . .⊗ an+1)
+ (−1)n+1f(a1 ⊗ . . .⊗ an)an+1.
IfM = k, the trivial A-bimodule, then the cosimplicial complex is a cosimplicial
algebra under convolution. Apply the group of units functor to this cosimplicial
algebra to get a generally non-abelian cosimplicial group. Then
Z1(A, k) = {f ∈ Hom(A, k)| ∂2(f) ∗ ∂0(f) = ∂1(f)} = Alg(A, k)
is the group of ‘multiplicative’ 1-cocycles, while
Z2(A, k) = {f ∈ Hom(A⊗A, k)| ∂3(f) ∗ ∂1(f) = ∂0(f) ∗ ∂2(f)}
=
{
f ∈ Hom(A2, k)
∣∣ f(x1, y1)f(x2y2, z) = f(y1, z1)f(x, y2z2)}
is the set of ‘multiplicative’ 2-cocycles. In case A is cocommutative, the cosimpli-
cial group is abelian and from the associated cochain complex with the alternating
convolution product differentials one gets Sweedler cohomology.
This theory also works for a braided algebra in the category of crossed H-
modules when the tensor products are taken in the braided sense.
Proposition 4.5. If A and A′ are finite dimensional (braided) algebras then
H∗(A,M)⊗H∗(A′,M ′) ∼= H∗(A⊗A′,M ⊗M ′)
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Proof. The Bar-Resolution B(A,M) of the A-bimodule M , with differential
d : Bn+1(A,M) = A⊗A
n ⊗M → A⊗An−1 ⊗M = Bn(A,M)
given by
d(a0⊗ a1⊗ . . .⊗ an⊗m) =
n∑
i=0
(−1)ia0⊗ . . .⊗ ai−1⊗ aiai+1⊗ ai+2⊗ . . .⊗ an⊗m,
is a k-split relatively free resolution of M . The Hochschild cohomology of A with
coefficients in M is defined by H∗(A,M) = H∗(AHomA(B(A,A),M)). Both,
B(A,M)⊗B(A′,M ′) and B(A⊗A′,M⊗M ′) are k-split relatively free resolutions
of the A ⊗ A′-bimodule M ⊗ M ′. By the comparison theorem the two chain
complexes are chain equivalent. Such a chain equivalence is given by the (braided)
version of the Alexander-Whitney map. By the (braided) version of the Kunneth
Theorem there is a natural map
H∗B(A,M)⊗H∗B(A′,M ′)→ H∗(B(A,M)⊗B(A′,M ′)) ∼= H∗B(A⊗A′,M⊗M ′)
which is an isomorphism when either A or A′ is finite dimensional. 
This result can be applied to Nichols algebras of certain finite dimensional
Yetter-Drinfel’d modules over abelian groups.
Theorem 4.6. If V = ⊕J∈XVJ is the crossed kG-module of a special datum D
of finite Cartan type, where X is the set of connected components of the Dynkin
diagram, then
B(V ) ∼= ⊗J∈XB(VJ )
as a braided Hopf algebra and
H∗(B(V ), k) ∼= ⊗J∈XH
∗(B(VJ ), k)
as a graded vector space.

Corollary 4.7. If V = ⊕ti=1kxi is a quantum linear space over an abelian group
G then B(V ) ∼= B1 ⊗B2 ⊗ . . .⊗Bt, where Bi = B(kxi) ∼= k[xi]/(x
ni
i ). Moreover,
H∗(B(V )) ∼= H∗(B1)⊗H
∗(B2)⊗ . . .⊗H
∗(Bt)
with Hj(Bi, Bi) ∼= k[xi]/(x
ni−1
i ) and H
j(Bi, k) ∼= k.

Remark 4.8. Note that if A = B(kx) = k[x]/(xn), then
H0(A, k) = k and H1(A, k) = Vect(A+/(A+)2, k).
A normalized 2-cocycle f : A+ ⊗ A+ → k is a linear map satisfying f(xi ⊗ xj) =
f(xk⊗xl) whenever i+j = k+ l, so that Z2(A, k) = ⊕kfl, where fl(x
i⊗xj) = 1 if
i+ j = l and fl(x
i⊗xj) = 0 otherwise. If f(xi⊗xj) = 0 for i+ j = n then f = δg,
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where g(xi+j) = f(xi ⊗ xj), so that H2(A, k) = Z2(A, k)/B2(A, k) is represented
by fn.
4.4. The equivariant cohomology. The G-invariant Hochschild cocycles are
described via the cosimplicial complex of G-invariant elements in the standard
complex. The commutative ‘pushout-pullback’ square of (braided) Hopf algebras
in Section 2
K
κ
−−−−→ R
ε
y piy
k
ι
−−−−→ B
induces a square of cosimplicial algebras
HomG(k, k)
∂0
−→
∂1
−→
HomG(B, k)
∂0
−→
∂1
−→
∂2
−→
HomG(B
2, k)
∂0
−→
∂1
−→
∂2
−→
∂3
−→
HomG(B
3,M)
‖ ↓ π∗ ↓ (π2)∗ ↓ (π3)∗
HomG(k, k)
∂0
−→
∂1
−→
HomG(R, k)
∂0
−→
∂1
−→
∂2
−→
HomG(R
2, k)
∂0
−→
∂1
−→
∂2
−→
∂3
−→
HomG(R
3,M)
‖ ↓ κ∗ ↓ (κ2)∗ ↓ (κ3)∗
HomG(k, k)
∂0
−→
∂1
−→
HomG(K, k)
∂0
−→
∂1
−→
∂2
−→
HomG(K
2, k)
∂0
−→
∂1
−→
∂2
−→
∂3
−→
HomG(A
3,M)
where the trivial part has been omitted. Here is a equivariant analog of the 5-term
sequence, which allows a direct calculation of the infinitesimal deformation cocycle
associated with the equivariant algebra map f ∈ AlgG(K, k).
Theorem 4.9. There is an exact sequence
0→ H1G(B, k)
pi∗
−→H1G(R, k)
κ∗
−→H1G(K, k)
δ
−→H2G(B, k)
(pi⊗pi)∗
−→ H2G(R, k)
Proof. To construct ∂ : H1G(K, k)→ H
2
G(B, k) observe first that
DerG(K, k) = H
1
G(K, k) = Z
1
G(K, k) = {f ∈ HomG(K, k)|∂
1f = ∂0f + ∂2f}.
Choose a K-bimodule retraction u : R → K for κ : K → R so that uκ = 1K and
εKu = εR. Then (κ⊗ κ)
∗∂iu∗ = ∂iκ∗u∗ = ∂i for i = 0, 1, 2. It also follows that
∂u∗f(K+R⊗R +R⊗RK+) = 0
for any f ∈ Z1G(K, k), since u is a K-bimodule map, so that
∂u∗f(xr ⊗ r′) = ε(xr)u∗f(r′)− u∗f(xrr′) + u∗f(xr)ε(r′)
= −f(xu(rr′)) + f(xu(r))ε(r′)
= −f(x)εu(rr′) + f(x)εu(r)ε(r′) = 0
32 L. GRUNENFELDER AND M. MASTNAK
and similarly ∂u∗f(r⊗ r′x) = 0. This means that the 2-cocycle ∂u∗f : R⊗R→ k
factors uniquely through π⊗π : R⊗R→ B⊗B, i.e: there exists a unique 2-cocycle
f¯ : B ⊗B → k such that (π ⊗ π)∗f¯ = ∂u∗f . So define
δ : H1G(K, k)→ H
2
G(B, k)
by δ(f) = [f¯ ], the cohomology class of f¯ .
Exactness at H1G(B, k): It is clear that π
∗ : H1G(B, k)→ H
1
G(R, k) is injective,
since π is surjective, and that κ∗π∗ = (πκ)∗ = (ιε)∗ = ε∗ι∗ is the trivial map,
since f(1) = 0 for f ∈ Z1G(B, k).
Exactness at H1G(R, k): Suppose that f ∈ Z
1
G(R, k) and κ
∗(f) = 0. Then
f(RK+R) = 0, since f(rxr′) = ε(r)f(xr′) + f(r)ε(xr′) = ε(r)ε(x)f(r′) +
ε(r)f(x)ε(r′) + f(r)ε(xr′) = 0 for x ∈ K+ . Hence, there is a unique f ′ ∈
HomG(B, k) such that π
∗(f ′) = f . Moreover, 0 = ∂f = ∂π∗f ′ = (π∗ ⊗ π∗)∂f ′, so
that ∂f ′ = 0, since (π ⊗ π)∗ is injective.
Exactness atH1(K, k): First show that δκ∗ = 0. If f ∈ Z1G(R, k), then f(1) = 0
and δκ∗f = [f˜ ] ∈ H2G(B.k) with f˜ ∈ Z
2
G(B.k), and (π⊗π)
∗f˜ = ∂u∗κ∗f ∈ B2G(B, k)
Moreover, 0 = ∂f(κ(x)⊗r) = −f(κ(x)r)+fκ(x)ε(r), so that (f−u∗κ∗f)(κ(x)r) =
f(κ(x)r − f(κ(x)κu(r)) = fκ(x)ε(r) − fκ(x)εκu(r) = 0. Thus f − u∗κ∗f factors
uniquely through π : R→ B, i.e: π∗f ′ = u∗κ∗f−f for a unique f ′ ∈ HomG(B, k).
But then (π⊗π)∗∂f ′ = ∂π∗f ′ = ∂(u∗κ∗f−f)−∂u∗κ∗f = (π⊗π)∗f˜ , and therefore
f˜ = ∂f ′ ∈ B2G(B, k), since (π ⊗ π)
∗ is injective.
Now, if δ(f) = [f¯ ] = 0 for a given f ∈ Z1G(K, k), then f¯ = ∂f
′ for some
f ′ ∈ HomG(B
+, k), and ∂π∗f ′ = (π ⊗ π)∗∂f ′ = (π ⊗ π)∗f¯ = ∂u∗f , so that
u∗f − π∗f ′ ∈ Z1G(R, k). Then κ
∗(u∗f − π∗f ′) = f − (πκ)∗f ′ = f ∈ Z1G(K, k).
Exactness at H2G(B, k): Finally, if (π ⊗ π)
∗[f ] = 0 for a given [f ] ∈ H2G(B, k)
then (π ⊗ π)∗f = ∂f ′ for some f ′ ∈ HomG(R
+, k). Moreover, ∂f ′(κ(x) ⊗ r) =
εκ(x)f ′(r) − f ′(κ(x)r) + f ′κ(x)ε(r) = (π ⊗ π)∗f(κ(x) ⊗ r) = f(πκ(x) ⊗ π(r)) =
f(ιBεK(x) ⊗ π(r)). Thus, if x ∈ K
+ then f ′(κ(x)r) = f ′κ(x)ε(r) and (f ′ −
u∗κ∗f ′)(κ(x)r) = f ′(κ(x)r) − f ′(κ(x)κu(r)) = f ′κ(x)ε(r) − f ′κ(x)εκu(r) = 0,
so that K+R is in the kernel of (f ′ − u∗κ∗f ′). It follows that there is a unique
f ′′ : B → k such that π∗f ′′ = f ′− u∗κ∗f ′. Then (π⊗ π)∗(f − ∂f ′′) = (π⊗ π)∗f −
∂π∗f ′′ = ∂u∗κ∗f ′, which means that [f ] = [f − ∂f ′′] = δ(κ∗f ′). 
The connecting map δ : H1G(K, k) → H
2
G(B, k) can be used to describe the
infinitesimal part of the ‘multiplicative’ cocycles σ : B ⊗ B → k in terms of the
algebra map f ∈ AlgG(K, k) taking into account that L(D)
∼= K+/(K+)2 and
H1G(K, k)
∼= HomG(K
+/(K+)2, k).
If A = B#kG then the collection of isomorphisms
Ψn : HomG(B
n, k)→ GHomG(A
n, k),
given by Ψn(f)(b1g1, b2g2, . . . , bngn) = f(b1, g1(b2), . . . , g1g2 . . . gn−1(bn) and
Ψ−1f ′(b1, b2, . . . , bn) = f
′(b11, b21, . . . , bn1), defines an isomorphism of complexes,
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which induces an isomorphism in cohomology
Ψ∗ : H∗G(B, k)→ GH
∗
G(B#kG, k).
The image of the composite
Ψ2δ : H1G(K, k)→ H
2
G(B, k)→ gH
2
G(B#kG, k)
consists of the infinitesimal parts of of the ‘multiplicative’ cocycles. If ζF = Ψ
2δ(f)
then (ζf ∗m−m ∗ ζf ) ∈ H
2(A,A) and m+ (ζf ∗m−m ∗ ζf ) : A⊗A→ A is the
infinitesimal part of the cocycle deformation associated with f ∈ AlgG(K, k).
5. Liftings and deformations
The formal cocycle deformations of the previous section are in particular formal
deformations in the sense of [GS, DCY]. The subject of this section is the relation
between formal deformations, liftings and Hochschild cohomology of (braided)
Hopf algebras.
5.1. Deformations of (graded) bialgebras. The formal deformation of a
(graded) bialgebra (A,m,∆, ι, ε) is a bialgebra structure (A[[t]],m(t),∆(t), ι, ε)
on the free k[[t]]-module A[[t]] = A ⊗ k[[t]], such that m(0) = m and ∆(0) = ∆.
Here m(t) =
∑
i ≥ 0µit
i and ∆(t) =
∑
i≥0 δit
i are determined by sequences of
linear maps µi : A⊗A→ A and δi : A→ A⊗A. An l-deformation of A is a bialge-
bra structure on the free k[[t]]/(tl+1)-module Al = A[[t]]/(t
l+1). The associativity,
coassociativity and compatibility conditions are
(1) Associativity:
∑
r+s=i µr(µs ⊗ 1) =
∑
r+s=i µr(1⊗ µs),
(2) Coassociativity:
∑
r+s=i(δr ⊗ 1)δs =
∑
r+s=i(1⊗ δr)δs,
(3) Compatibility:
∑
r+s=i δrµs =
∑
r+s+u+v=i(µr ⊗ µs)τ23(δu ⊗ δv).
In particular for infinitesimal deformations, the case l = 1, these are 2-cocycle
conditions in the bialgebra cohomology.
An isomorphism of l-deformations is an isomorphism of k[[t]]/(tl+1)-bialgebras
f : (Al,ml,∆l)→ (Al,m
′
l,∆
′
l)
such that ι∗(f) = idA. Such an isomorphism is of the form f =
∑
i≥0 fiT
i for a
sequence of maps fi : H → H satisfying the conditions
(4)
∑
r+s=i frµs =
∑
t+u+v=i µ
′
t(fu ⊗ fv)
(5)
∑
r+s=i δ
′
rfs =
∑
u+v+t=i(fu ⊗ fv)δt
required by the fact that f is a k[[t]]/(tl+1)-bialgebra map. The set of isomor-
phism classes of l-deformations of A will be denoted by Def l(A). The projection
k[[t]]/(tl+1)→ k[[t]]/(tl induces a restriction map resl : Def l+1(A)→ Def l(A) and
Def(A) = lim
←
Def l(A)
is the set of isomorphism classes of formal deformations (∞-deformations) of A.
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Theorem 5.1. [Gr2] The restriction map resl : Def l+1(A)→ Def l(A) fits into an
exact sequence of pointed sets
H2(A,A) −−−−→ Def l+1(A)
resl−−−−→ Def l(A)
obsl−−−−→ H3(A,A)
for l ≥ 0. In particular:
• H2(A,A) ∼= Def1(A) is an abelian group,
• Every formal deformation of A is trivial if and only if H2(A,A) = 0,
• If H3(A,A) = 0 then every infinitesimal deformation can be extended to
a formal deformation.
Proof. (Sketch) If two (l + 1)-deformations restrict to the same l-deformation
then they differ by a pair of compatible 2-cocycles (µl+1 − µ
′
l+1, δl+1 − δ
′
l+1). If
(Al,ml,∆l) is an l-deformation then
ψ = (
∑
i+j=l+1
µi(µj ⊗ 1− 1⊗ µj),
∑
i+j=l+1
(δi ⊗ 1− 1⊗ δi)δj)
is a 3-cocycle, and obsl(Al,ml,∆l) is the cohomology class of ψ. Thus, if
obsl(Al,ml,∆l) = 0 then ψ is a 3-coboundary, that is ψ = ∂(µl+1, δl+1) = (µ0(1⊗
µl+1−µl+1⊗1)+µl+1(1⊗µ0−µ0⊗1), (1⊗δl+1−δl+1⊗1)δ0+(1⊗δ0−δ0⊗1)δl+1)
for some µl+1 : A ⊗ A ⊗ A → A and δl+1 : A → A ⊗ A ⊗ A, and (Al,ml,∆l) =
resl(Al+1,ml+1,∆l+1). 
5.2. Liftings of (graded) bialgebras. If A = ⊕n≥0Ai is a graded bialgebra
then it carries an ascending bialgebra filtration A
(j)
c = ⊕i≤jAi and a descending
bialgebra filtration Ar(j) = ⊕i≥jAi. A lifting of a graded bialgebra A is a filtered
Hopf algebra structure K = (A,M,∆) on the vector space A such that grcK
∼= A.
A co-lifting of A is a co-filtered bialgebra structure G = (A,M,∆) such that
grr(G)
∼= A. Let
Lift(A) and co-Lift(A)
be the sets of equivalence classes of liftings and of co-liftings of A, respectively.
Theorem 5.2 (cf. [DCY]). There are bijections Lift(A) ∼= Def(A) ∼= co-Lift(A).
Proof. We deal with the co-lifting part of the theorem. Let G = (A,M,∆) be
a co-lifting of the graded bialgebra H , so that grr G = H . The multiplication
and the comultiplication are maps of co-filtered vector spaces and they uniquely
determine maps µr : A ⊗A→ A and δr : A→ A⊗ A of degree r for every r ≥ 0,
such that M(a⊗ b) =
∑
r≥0 µr(a⊗ b) and ∆(c) =
∑
r≥0 δr(c). By associativity of
M , coassociativity of ∆ and compatibility of the two structure maps these linear
maps satisfy exactly the conditions (1), (2) and (3) of the previous subsection.
Now define a bialgebra D(G) = (A[[t]],md,∆d) over k[[t]] by md =
∑
i≥0 µit
i and
∆d =
∑
i≥0 δit
i. This gives a well-defined bijection
D : co-Lift(H)→ Def(H)
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since equivalent co-liftings are sent to isomorphic deformations. An isomorphism of
co-liftings f : G→ G′ is a map of co-filtered bialgebras so that f(a) =
∑
r≥0 fr(a)
for uniquely determined linear maps fr : A → A of degree r, which satisfy the
conditions (4) and (5) of the previous subsection since f is a bialgebra map. The
induced map fd : D(G) → D(G
′), defined by fd =
∑
i≥0 fiT
i, is an isomorphism
of deformations. Similar arguments work for liftings [DCY], but now the linear
maps µr, δr and fr are of degree −r. 
Lemma 5.3 (cf. [GS], [MW]). If ζ : A⊗ A→ k is a Hochschild cocycle of degree
-n then the linear map µ = (ζ ⊗m −m ⊗ ζ)∆A⊗A : A ⊗ A → A is of degree −n
and satisfies the cocycle condition
m(µ⊗ 1) + µ(m⊗ 1) = m(1⊗ µ) + µ(1⊗m),
so that mζ,t = m+ µt
n : (A⊗A)[t]→ A[t] is an infinitesimal deformation.
5.3. Examples. To illustrate the discussion above let us consider the case of one-
dimensional crossed modules over a cyclic group.
1. Let G = 〈g〉 be a cyclic group of order np and let V = kx be a 1-dimensional
crossed G-module with action and coaction given by gx = qx for a primitive n-th
root of unity q and δ(x) = g⊗x. The braiding c : V ⊗V → V ⊗V is then determined
by c(x ⊗ x) = qx ⊗ x. The braided Hopf algebra A(V ) is the polynomial algebra
k[x] with comultiplication ∆(xi) =
∑
r+s=i
(
i
r
)
q
xr ⊗ xs in which xn is primitive.
The braided Hopf algebra C(V ) = k〈x〉 is the divided power Hopf algebra with
basis {xi| i ≥ 0}, comultiplication ∆(xi) =
∑
r+s=i xr ⊗ xs and multiplication
xixj =
(
i+j
i
)
q
xi+j . The quantum symmetrizer S : A(V ) → C(V ) is given by
S(xi) = S(x)i = iq!xi. The Nichols algebra of V is B(V ) = A(V )/(x
n) ∼= imS
and the Hopf algebra
A = B(V )#kG
= 〈x, g|xn = 0, gnp = 1, gx = qxg,∆(x) = x⊗ 1 + g ⊗ x,∆(g) = g ⊗ g〉
is coradically graded.
The convolution invertible linear functional σ : A⊗A→ k defined by
σ(xigu ⊗ xjgv) =

1, if i+ j = 0;
0, if 0 < i+ j < n;
aqju, if i+ j = n
is a cocycle of the form σ = ε ⊗ ε + ζ, where ζ(xigu ⊗ xjgv) = aqjuδi+jn is a
functional of degree −n and ζ2 = 0, so that σ−1 = ε⊗ ε− ζ. The resulting cocycle
deformation
mσ = (σ ⊗m⊗ σ
−1)∆
(2)
A⊗A : A⊗A→ A
of the multiplication m : A⊗A→ A is then given by
mσ = m+ (ζ ⊗m−m⊗ ζ)∆A⊗A = µ0 + µn
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and is compatible with the original comultiplication. The explicit expression of
mσ in terms of the PBW-basis of A is
mσ(x
igj ⊗ xkgl) = qjk(xi+k + axβ(1− gnα))gj+l,
where i+ j = nα+β with α = 0, 1. The identity
∑
s+v=β
(
i
s
)
q
(
k
v
)
q
qs(k−v) =
(
i+k
β
)
,
which can be found in [Ka], has been used in the calculations. The deformed Hopf
algebra has the presentation
Aσ = 〈x, g|x
n = a(1 − gn), gnp = 1, gx = qxg〉
with the original comultiplication, and since grcAσ = A it is a lifting of A.
The linear dual V ∗ = kξ, ξ(x) = 1, is a crossed module over the character
group Ĝ = 〈θ〉, θ(g) = α a primitive np-th root of unity and αp = q, with action
δ∗(θ ⊗ ξ) = θξ = αξ and coaction µ∗(ξ) = φ ⊗ ξ, where φ = θp. The graded
braided Hopf algebra A(V ∗) ∼= k[ξ] ∼= C(V )∗ is the graded polynomial algebra
with comultiplication ∆(ξi) =
∑
r+s=i
(
i
r
)
q
ξr ⊗ ξs so that ξn is primitive. The
cofree graded braided Hopf algebra C(V ∗) = k 〈ξ〉 ∼= A(V )∗ is the divided power
Hopf algebra with basis {ξi| i ≥ 0}, comultiplication ∆(ξi) =
∑
r+s=i ξr ⊗ ξs and
multiplication ξiξj =
(
i+j
i
)
q
ξi+j . The quantum symmetrizer S : A(V
∗)→ C(V ∗) is
given by S(ξi) = iq!ξi. The Nichols algebra of V
∗ is B(V ∗) = A(V ∗)/(ξn) ∼= imS
and the Hopf algebra
A∗ = B(V ∗)#kĜ
= 〈ξ, θ| ξn = 0, θnp = ε, θξ = αξθ,∆(ξ) = ξ ⊗ ε+ φ⊗ ξ,∆(θ) = θ ⊗ θ〉
is radically graded.
The invertible element σ∗ : k → A∗ ⊗ A∗ with σ∗(1) = σ = ε ⊗ ε +∑
r+s=n arsξ
rφs ⊗ ξs = ε ⊗ ε + ζ, with ars =
1
rq !sq !
, is the cocycle above rep-
resented in terms of the basis of A∗. Observe that ζ is of degree n and ζ2 = 0.
The resulting cocycle deformation of the comultiplication
∆σ = m
(2)
A⊗A(σ ⊗∆⊗ σ
−1 = ∆+mA⊗A(ζ ⊗∆−∆⊗ ζ) = δ0 + δn,
wherem
(2)
H⊗H(ζ⊗∆⊗ζ) = 0 is used, is compatible with the original multiplication.
Since ∆(θ)ζ = αnζ∆(θ), it follows that
∆σ(θ
i) = θi ⊗ θi + (1− αni)ζ(θi ⊗ θi).
Using the identity au−1,sq
s + au,s−1 = au,s one finds that ζ∆(ξ) = ∆(ξ)ζ, so that
∆σ(ξ) = ∆(ξ) and
∆σ(ξ
iθj) = ∆(ξi)∆σ(θ
j).
The deformed Hopf algebra has the presentation
Aσ = 〈ξ, θ|∆σ(ξ) = ∆(ξ),∆σ(θ) = θ ⊗ θ + (1− α
n)ζ(θ ⊗ θ)〉
with the original multiplication and radical filtration, so that grr A
σ = A∗.
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2. Let G = 〈g〉 be the cyclic group of order np1p2 and let α be a primitive root of
unity of order np1p2. Consider the 1-dimensional crossed G-module V = kx with
action gx = αp2x and coaction δ(x) = gp1 ⊗ x. The braiding c : V ⊗ V → V ⊗ V
is then given by c(x⊗ x) = gp1x⊗ x = αp1p2x⊗ x.
The dual space V ∗ = kξ is a crossed module over the character group Ĝ = 〈θ〉,
where θ(g) = α. The action is given by
δ∗(θ ⊗ ξ)(x) = (θ ⊗ ξ)δ(x) = θ(gp1)ξ(x) = αp1
and the coaction by
µ∗(ξ(gi ⊗ x) = ξ(gix) = αip2ξ(x) = αip2 ,
so that δ∗(θ ⊗ ξ) = αp1ξ and µ∗(ξ) = θp2 ⊗ ξ. The braiding map c∗ : V ∗ ⊗ V ∗ →
V ∗ ⊗ V ∗ is determined by c∗(ξ ⊗ ξ) = θp2ξ ⊗ ξ = αp1p2ξ ⊗ ξ. This means that
the dual V ∗ is obtained essentially by interchanging the role of p1 and p2, i.e:
(G, V, p1, p2)
∗ = (Ĝ, V ∗, p2, p1).
The free graded braided Hopf algebra A(V ) = k[x] is the polynomial algebra
with comultiplication ∆(xi) = (x ⊗ 1 + 1 ⊗ x)i =
∑
r+s=i
(
i
r
)
q
xr ⊗ xs, where
q = αp1p2 . The ideal (xn) is a Hopf ideal, since xn is primitive. The cofree
graded braided Hopf algebra C(V ) = k〈x〉 is the divided power Hopf algebra with
basis {xi| i ≥ 0}, comultiplication ∆(xi) =
∑
r+s=i xr ⊗ xs and multiplication
m(xi ⊗ xj) =
(
i+j
i
)
q
xi+j . It follows in particular that x
i
1 = iq!xi and x
n
1 =
nq!xn = 0. The quantum symmetrizer S : A(V )→ C(V ) is determined by S(x
i) =
S(x)i = xi1 = iq!xi and S(x
n) = Nq!xn = 0. The Nichols algebra of V is then
B(V ) = A(V )/(xn) ∼= imS ⊂ C(V ), and imS = ⊕n−1i=0 kxi is the Hopf subalgebra
of C(V ) generated by x1. The bosonization
A = B(V )#kG = 〈g, x| gnp1p2 = 1, xn = 0, gx = αp2xg,∆(x) = x⊗ 1 + gp1 ⊗ x〉
is coradically as well as radically graded, giving rise to liftings by deforming the
multiplication and co-liftings by deforming the comultiplication.
The linear functional ζ : A⊗A→ k of degree −n, defined by ζ(xigj ⊗ xkgl) =
αp2jkδi+kn , is a Hochschild cocycle with ζ
2 = 0, and satisfying
ζ(m⊗ 1) ∗ (ζ ⊗ ε) = ζ(1⊗m) ∗ (ε⊗ ζ).
It follows that
σ = eζ = ε⊗ ε+ ζ : A⊗A→ k
is a convolution invertible multiplicative cocycle. In terms of the dual basis of A∗
it can be expressed as
σ = ε⊗ ε+ ζ = ε⊗ ε+
0<r,s<n∑
r+s=n
arsξ
rθp2s ⊗ ξs,
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where ars =
1
rq !sq !
. The corresponding cocycle deformation of the multiplication
of A is
mσ = (σ ⊗m⊗ σ
−1)∆
(2)
A⊗A = m+ (ζ ⊗m−m⊗ ζ)∆A⊗A,
since (ζ ⊗m⊗ ζ)δA⊗A = 0 (it is of degree −2n). Using
∆A⊗A(x
igj ⊗ xkgl) =
u+v=k∑
r+s=i
(
i
r
)
q
(
k
u
)
q
xrgp1s+j ⊗ xugp1v+l ⊗ xsgj ⊗ xvgl
and invoking the identity [Ka]∑
s+v=β
(
i
s
)
q
(
k
v
)
q
qs(k−v) =
(
i+ k
β
)
=
(
n+ β
β
)
= 1
when i+ k = n+ β, the following explicit formula for mσ can be deduced:
mσ(x
igj ⊗ xkgl) = αp2jkxi+kgj+l
+
u+v=k∑
r+s=i
a
(
i
r
)
q
(
k
u
)
q
αp2((p1s+j)u+jv)(δr+un x
s+v − xr+uδs+vn g
p1(s+v))gj+l
= αp2jk[xi+k + axβ(
∑
s+v=β
(
i
s
)
q
(
k
v
)
q
qs(k−v)
−
∑
r+u=β
(
i
r
)
q
(
k
u
)
q
q(i−r)ugp1n]gj+l
= αp2jk[xi+k + axβ(1− gp1n)]gj+l,
where i+ k = nγ + β with γ = 0, 1.
The element ζ : k → A ⊗ A, ζ(1) =
∑0<r,s<n
r+s=n arsx
rgp1s ⊗ xs is a Hochschild
cocycle with ζ2 = 0. and satisfying
(∆⊗ 1)(ζ)(ζ ⊗ 1) = (1⊗∆)(ζ)(1 ⊗ ζ).
It then follows that σ : k → A⊗A, defined by
σ(1) = eζ = 1⊗ 1 + ζ = 1⊗ 1 +
0<r,s<n∑
r+s=n
arsx
rgp1s ⊗ xs,
is invertible and satisfies the multiplicative 2-cocycle condition
(∆⊗ 1)(σ)(σ ⊗ 1) = (1⊗∆)(σ)(1 ⊗ σ).
The corresponding cocycle deformation of the comultiplication of A is
∆σ = m
(2)
A⊗A(σ ⊗∆⊗ σ
−1)
= ∆ +mH⊗H(ζ ⊗∆−∆⊗ ζ),
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since m
(2)
A⊗A(ζ ⊗ ∆ ⊗ ζ) = 0 (it is of degree 2n). In the resulting Hopf algebra
(A,m,∆σ, ι, ε) we have
∆σ(g) = g ⊗ g + (1− α
p2n)ζ(g ⊗ g)
and ∆σ(g
p1) = gp1 ⊗ gp1 = ∆(gp1). Moreover, a simple calculation using the
identity au−1,sq
s + au.s−1 = au,s for u+ s = n+ 1 shows that ζ∆(x) = ∆(x)ζ, so
that
∆σ(x) = ∆(x) +mA⊗A(ζ ⊗∆−∆⊗ ζ)(x) = ∆(x).
3. If g = 〈g〉 is the cyclic group of odd prime order p and q is a primitive
p-th root of unity, consider the 2-dimensional crossed G module V = kx1 ⊕ kx2
with action gxi = q
(−1)i−1xi and coaction δ(xi) = g ⊗ xi. The braiding map
c : V ⊗ V → V ⊗ V is then c(xi ⊗ xj) = q
(−1)j−1xj ⊗ xi.
The dual space V ∗ = kξ1 ⊕ kξ2 is a crossed module over the character group
Ĝ = 〈θ〉, where θ(g) = q, with action θξi = qξi, coaction µ
∗(ξi) = θ
(−1)i−1 ⊗ ξi and
braiding c(xi ⊗ xj) = q
(−1)j−1ξj ⊗ ξi.
The free graded braided Hopf algebra A(V ) = T (V ) is the tensor algebra with
comultiplication determined by ∆(xi) = xi ⊗ 1 + 1 ⊗ xi, where the braiding in
the form of ∆m = (m ⊗m)(1 ⊗ c ⊗ 1)(∆ ⊗∆) has to be taken into account. In
particular,
∆(xpi ) = (xi ⊗ 1 + 1⊗ xi)
p =
∑
r+s=p
(
p
r
)
q
xri ⊗ x
s
i
= xpi ⊗ 1 + 1⊗ x
p
i ,
since
(
p
r
)
q
= 0 for 0 < r < p, and
∆([x1, x2]c) = [x1, x2]c ⊗ 1 + x1 ⊗ x2 − c
2(x1 ⊗ x2) + 1⊗ [x1, x2]
= [x1, x2]c ⊗ 1 + 1⊗ [x1, x2],
since c2(x1 ⊗ x2) = x1 ⊗ x2, so that [x1, x2]c is primitive. The cofree graded
braided Hopf algebra C(V ) = k〈x1, x2〉 is the divided power Hopf algebra
with basis all words in the variables
{
x
(r)
i
∣∣∣ i = 0, 1; r ≥ 0}, comultiplication
∆(x
(l)
i =
∑
r+s=l x
(r)
i ⊗ x
(s)
i and multiplication m(x
(r)
i ⊗ x
(s)
i ) =
(
r+s
r
)
q
x
(r+s)
i
and m(x
1)
i ⊗ x
(1)
j ) = x
(1)
i x
(1)
j + q
(−1)j−1x
(1)
j x
(1)
i if i 6= j. It follows in par-
ticular that (x
(1)
i )
r = rq !x
(r)
i , hence (x
(1)
i )
p = 0 and that [x
(1)
i , x
(1)
j ]c = 0
if i 6= j. The quantum symmetrizer S : A(V ) → C(V ) is determined by
S(xixj) = x
(1)
i x
(1)
j + q
(−1)j−1x
(1
j )x
(1)
i S(x
r
i ) = S(xi)
r = (x
(1)
i )
r = rq!x
(1)
i , so
that S(xpi ) = pq!x
(p)
i = 0, and S([xi, xj ]c) = 0 for i 6= j. The Nichols algebra of
V is then B(V ) = A(V )/(xp1, x
p
2.[x1, x2]c)
∼= imS ⊂ C(V ), and imS is the Hopf
subalgebra of C(V ) generated by
{
x
(1)
1 , x
(1)
2
}
. The bosonization
A = B(V )#kG =
〈
g,X1, x2| g
p = 1, xp1 = 0, x
p
2 = 0, x1x2 = q
−1x2x1
〉
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with comultiplication ∆(g) = g ⊗ g and ∆(xi) = xi ⊗ 1 + g ⊗ xi is coradically
graded.
The linear functional ζ : A ⊗ A → k of degree −2, defined by ζ(xi1x
j
2g
k ⊗
xr1x
s
2g
t) = aqkδi0δ
j
1δ
r
1δ
s
0, is a Hochschild cocycle with ζ
p = 0
6. Duals of pointed Hopf algebras
6.1. Liftings of Quantum linear spaces. The duals of finite dimensional
pointed Hopf algebras need not necessarily be pointed. Although the dual of the
bicross product E = B(V )#kG, which is the bicross product E∗ = B(W )#kĜ, is
again pointed, the duals of its liftings are generally not pointed. We will explore
the duals of such liftings H when V is a quantum linear space over a finite abelian
group G. Then V = ⊕ti=1kxi with xi ∈ Vgi,χi with χi(gj)χj(gi) = 1. If χi(gi) is
a primitive ni-th root of unity then dimB(V ) = n1n2...nt and by [Gr1] the finite
dimensional liftings of E are of the form
H(a) = 〈G, V | gxi = χi(g)xig, [xi, xj ] = aij(gigj − 1), x
ni
i = aii(g
ni − 1)〉 ,
where aij = 0 when gigj = 1 or χiχj 6= ǫ for i 6= j and aii = 0 when g
ni
i = 1 or
χnii 6= ǫ. Let G
′ be the subgroup of G generated by {gigj , g
nk
k | aij 6= 0, akk 6= 0}
and let G¯ = G/G′. Observe that the sequence of character groups
1→ Ĝ/G′ → Ĝ→ Ĝ′ → 1
is exact, since k∗ is divisible (k being algebraically closed). Then
A = H(a)/ 〈[xi, xj ], x
nk
k 〉
∼= B(V )#kG¯
fits into a commutative diagram
kG′ −−−−→ kG −−−−→ kG/G′∥∥∥ κy κy
kG′ −−−−→ H −−−−→ A
The map π : H → kG, π(xmg) = δ0mg, is a lifting of the canonical projection
π : A → kG¯ and obviously satisfies πκ = 1. It is a coalgebra map, but not an
algebra map if a 6= 0. Dualizing we get A∗ = B(V ∗)#kĜ/G′, a commutative
diagram
A∗ −−−−→ H∗ −−−−→ kĜ′
κ∗
y κ∗y ∥∥∥
kĜ/G′ −−−−→ kĜ −−−−→ kĜ′
and an algebra section π∗ : kĜ→ H∗ for κ∗, π∗(χ)(xmg) = δ0mχ(g).
Proposition 6.1. Let V = ⊕ti=1kxi be a quantum linear space over the finite
abelian group G with χi(gi) of order ni in k
∗, and let H be a non-trivial lifting of
E = B(V )#kG. Then
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(1) E∗ ∼= B(V ∗)#kĜ and
(2) G(H∗) = Ĝ/G′ is a proper subgroup of Ĝ and H∗ is not pointed.
Proof. The dual V ∗ = ⊕ti=1kξi, where ξi(xj) = δij , is a crossed kĜ-module with
action and coaction given by χξi = χ(gi)ξi and δ(ξi) = χi⊗ξi. The commutativity
of the diagram
C(V )∗
S∗
−−−−→ A(V )∗
∼=
y ∼=y
A(V ∗)
S
−−−−→ C(V ∗)
implies that B(V )∗ ∼= B(V ∗) as graded braided Hopf algebras over kĜ.
If χ ∈ G(H∗), i.e: χ : H → k is an algebra map, then χ(g)χ(xi) = χ(gxi) =
χi(g)χ(xig) = χi(g)χ(xi)χ(g), hence χ(xi) = 0 for all i. This implies that 0 =
χ(xnii ) = aiiχ(g
ni
i − 1) for all i and 0 = χ([xj , xk]) = ajkχ(gjgk − 1) for all j < k,
so that χ(G′) = 1. Thus G(H∗) ⊆ Ĝ/G′, and since Ĝ/G′ = G(A∗) ⊆ G(H∗), we
conclude that G(H∗) = Ĝ/G′. Now
dimCor(H∗) = dim(H/RadH) = dimH − dimRadH ≥ |G| = |Ĝ| > |G(H∗)|
implies that CorH∗ must contain a non-trivial matrix coalgebra component, i.e:
that H∗ is not pointed.
For a different proof observe that it suffices to show that H/RadH is not
commutative, since then Cor(H∗) ∼= (H/RadH)∗ and hence H∗ is not pointed.
First observe that kG ∩ RadH = 0, since RadH is nilpotent and Rad kG = 0, so
that
kG
κ
−−−−→ H
η
−−−−→ H/RadH
is injective. If H/RadH were commutative then
0 = η(xi)η(g) − η(g)η(xi) = η(xig − gxi) = (1− χi(g))η(xi)η(g)
for 1 ≤ i ≤ t and every g ∈ G, and hence xi ∈ RadH , since χi 6= 1. This would
imply that xnii = aii(g
ni
i − 1) and [xj , xk] = aij(gjgk − 1) are in RadH for all i
and all j < k, respectively, contradicting RadH ∩ kG = 0. 
6.2. Examples. Here are some examples of Hopf algebras with the property that
G(H∗) = Alg(H, k) is trivial. Let G be a cyclic group of odd order n, r > 1
a divisor of n, q a primitive r-th root of unity and H = H(a) any lifting of a
quantum linear space over G defined by the generators g, x, y, the relations
gn = 1, gx = qxg, gy = q−1yg, [x, y] = c(g2 − 1), xr = a(gr − 1), yr = b(gr − 1)
and comultiplication ∆(g) = g ⊗ g, ∆x = x⊗ 1 + g ⊗ x, ∆(y) = y ⊗ 1 + g ⊗ y. If
c 6= 0 then G′ =
〈
gr, g2
〉
= G and hence G(H∗) ∼= Ĝ/G′ = {ε}.
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1. The examples in [BDG] are of that form. If p is an odd prime number and
q is a primitive p-th root of unity, then the Hopf algebra defined by generators g,
x, y, relations
gp
2
= 1, gx = qxg, gy = q−1yq, xp = a(gp − 1) = yp, [x, y] = b(g2 − 1)
and comultiplication ∆(g) = g ⊗ g, ∆x = x ⊗ 1 + g ⊗ x, ∆(y) = y ⊗ 1 + g ⊗ y.
Then dimH = p4 and G(H∗) is trivial if b 6= 0.
2. If p is an odd prime number and q a primitive p-th root of unity then the
algebra defined by generators g, x, y and relations
gp = 1, gx = qxg, gy = q−1yq, xp = 0 = yp, [x, y] = b(g2 − 1)
is a Hopf algebra with comultiplication ∆(g) = g ⊗ g, ∆x = x ⊗ 1 + g ⊗ x,
∆(y) = y ⊗ 1 + g ⊗ y. Moreover, dimH = p3 and G(H∗) is trivial if b 6= 0.
This Hopf algebra also has an interesting property of having exactly p irre-
ducible representations, one for each dimension between 1 and p. Indeed, as-
sume that G,X, Y are r × r matrices (r ≥ 2, it is clear the ε is the unique
1-dimensional representation), such that g 7→ G, x 7→ X and y 7→ Y is an irre-
ducible representation. Note that, if e is an eigenvector for G corresponding to
an eigenvalue ψ, then either X iY je = 0 or X iY je is an eigenvector for G cor-
responding to an eigenvalue ψξi−j . Now choose an eigenvector e for G so that
Y e = 0 and note that vectors E = (e,Xe, . . .Xr−1e) must be a basis for kn (since
〈G,X, Y 〉 =
∨{
GiXjY k
}
=Mr(k) and
∨
X ie =
∨
GiXjY ke). In particular, this
shows that r ≤ p. In the ordered basis E , the matrices G,X and Y are as follows.
G = ψ

1
ξ1
.
.
.
ξr−l
 , X =

0
1 0
. .
. .
. .
1 0
 ,
Y =

0 y1
0 .
. .
. .
. yr−1
0
 .
Now, using the identity XY −ξ−1Y X = G2−I, it is easy to see that ψ2 = ξ1−r
and that
yi = (ξ − ψ
2ξi)(ξi − 1)(ξ − 1)−1 = ξ(1 − ξi−r)(ξi − 1)(ξ − 1)−1.
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It is also straightforward to check, that
(g, x, y) 7→ (G,X, Y ),
where G,X, Y are as above, is an irreducible representation of H .
3. Here is an example of even dimension. Let p be a prime number and let
q be a primitive p-th root of unity. Define a Hopf algebra by generators g, x, y,
relations
g2p = 1, gx = qxg, gy = q−1yq, xp = a(gp − 1) = yp, [x, y] = b(g2 − 1)
and comultiplication ∆(g) = g ⊗ g, ∆x = x ⊗ 1 + g ⊗ x, ∆(y) = y ⊗ 1 + g ⊗ y.
Then dimH = 2p3 and G(H∗) is trivial if a 6= 0 6= b.
4. Let n = rs be a positive integer with gcd(r, s) = 1. If G = 〈g〉 is a cyclic
group of order n, then the character group Ĝ = 〈χ〉 is also cyclic of order n. Let
H be the Hopf algebra defined as an algebra by the generators g, x, y and the
relations
gn = 1, gx = χr(g)xg, gy = χ−r(g)yg,
xr = a(gs − 1), yr = c(gs − 1), [x, y] = b(g2 − 1),
with comultiplication ∆(g) = g ⊗ g, ∆x = x ⊗ 1 + g ⊗ x, ∆(y) = y ⊗ 1 + g ⊗ y.
Then χr(g) and χ−r(g) have order s. Moreover, dimH = ns2. Since gcd(r, s) = 1,
it follows that G0 =
〈
gs, g2
〉
if a 6= 0 6= c, even if b = 0. Thus G(H∗) is trivial, if
s is odd, and of order 2 if s is even.
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