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Résumé
Ce travail présente une analyse méthodologique qui conduit à la for-
mulation d'une méthode pour la synthèse préliminaire de systèmes éner-
gétiques industriels. De tels systèmes sont composés de plusieurs tech-
nologies qui transforment, par l'intermédiaire d'un ensemble d'opérations
physiques unitaires, des matières premières et de l'énergie en produits et
services énergétiques.
L'objectif de la synthèse préliminaire est de choisir les technologies fai-
sant partie du système, de calculer leurs caractéristiques techniques, leur
régime opératoire et leurs interactions, sur la base d'indicateurs de per-
formance tels que par exemple les coûts du système ou son impact envi-
ronnemental.
Ce domaine est étudié depuis longtemps et de nombreuses approches de
synthèse sont disponibles. Toutefois, ces méthodes présentent des limites
importantes, notamment dans leur capacité à aﬀronter l'étude de systèmes
de plus en plus complexes. La méthode présentée dans ce travail a pour
objectif principal de permettre l'étude de systèmes de grande taille et de
favoriser la valorisation de l'expérience acquise lors d'études précédentes
sous la forme de modèles et d'approches méthodologiques.
La méthode de synthèse des systèmes énergétiques industriels est basée
sur l'optimisation globale du système à l'aide d'un modèle qui est obtenu
par l'assemblage de modules représentant chacun un ensemble d'opéra-
tions physiques unitaires, dont la formulation des équations est de type
boîte noire, et d'un modèle d'intégration qui permet de représenter les in-
teractions possibles au sein du système. L'optimisation est réalisée à l'aide
d'un algorithme évolutionniste multi-objectifs, dont les fonctions objectif
sont déﬁnies sur la base de plusieurs indicateurs de performance calculés
à partir de l'état du système.
Pour permettre la résolution de ce modèle complexe, le problème d'op-
timisation est décomposé en un problème maître, responsable du calcul
des caractéristiques des unités et de leur régime opératoire, et un sous-
problème d'optimisation esclave, qui calcule le choix des unités faisant
partie du système et les connexions qui les relient. Aﬁn de garantir sa ro-
bustesse, le sous-problème esclave est formulé comme un problème d'op-
timisation linéaire en nombre entier.
Le problème esclave est formulé à l'aide des techniques d'intégration de
procédés, qui sont étendues dans ce travail aﬁn de permettre la synthèse
simultanée de plusieurs réseaux de transfert de masse et de chaleur. Cela
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permet de déﬁnir le problème de la synthèse à l'aide d'une superstructure
explicite ou générée de manière automatique, de manière implicite ou ex-
plicite. Ce travail introduit également une technique qui permet de réduire
considérablement le nombre de degrés de liberté du modèle d'intégration.
Au lieu d'optimiser indépendamment chaque ∆Tmin/2 associé aux ﬂux de
chaleur, une formule permet de calculer leur valeur à partir d'une situation
de référence. L'optimisation des ∆Tmin/2 se réduit ainsi à l'optimisation
d'une seule variable de décision liée à la situation de référence, quelle que
soit la taille du problème.
La méthode proposée fait appel à un ensemble hétérogène d'éléments,
dont des logiciels de ﬂowsheeting pour la modélisation des opérations
physiques unitaires, des outils de programmation mathématique pour la
formulation du problème d'intégration, des méthodes de calcul des in-
dicateurs de performance et des outils de calcul tels que l'algorithme
d'optimisation. Ce travail introduit des outils informatiques développés
pour mettre en oeuvre de manière systématique la méthodologie propo-
sée et pour automatiser des opérations récurrentes de transfert de données
et d'appel des diﬀérents logiciels utilisés. En particulier, une syntaxe de
description est déﬁnie comme couche d'abstraction pour décrire et pour
structurer l'information échangée. Une plate-forme de calcul a été créée
pour prendre en charge la mise en oeuvre de la méthode et pour assurer
le transfert de données entre les diﬀérents éléments qui la composent.
Deux cas d'étude sont présentés pour illustrer les diﬀérents aspects de
la méthode de synthèse. Un premier cas, qui concerne la synthèse de deux
cycles combinés, a été choisi pour illustrer les diﬀérentes étapes d'applica-
tion de la méthode et pour montrer le potentiel de réutilisation de certains
modules. Grâce aux techniques d'intégration, il a été possible d'identiﬁer
des potentiels de récupération de chaleur qui permettent d'augmenter les
performances de l'un des deux cycles au-delà de ce qui avait été prévu par
des experts en utilisant des techniques de simulation conventionnelles.
Le deuxième cas d'application concerne le traitement de déchets pro-
duits par un site industriel actif dans le domaine de la chimie ﬁne. La
valorisation des déchets permet de récupérer diﬀérentes matières et ser-
vices énergétiques utiles aux unités de production, permettant ainsi de ré-
duire les quantités achetées sur le marché. Le modèle d'intégration multi-
réseaux permet de résoudre aisément la complexité du problème de la
gestion des déchets en élaborant des stratégies d'allocation des déchets
aux diﬀérents traitements disponibles en fonction de diﬀérents objectifs
liés aux coûts opératoires et à l'impact environnemental.
Mots clé : synthèse de systèmes, énergie, procédés industriels, conversion,
intégration, pincement, optimisation
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Abstract
This work presents a synthesis method that leads to the preliminary de-
sign of industrial energy systems. Such systems are composed of several
technologies that transform, through a set of physical unit operations, raw
materials and energy into products and energy services.
The purpose of the preliminary synthesis is to deﬁne which technologies
form the system, to calculate their technical characteristics, their opera-
ting conditions and their interactions, based on performance indicators
such as for example the cost of the system or its environmental impact.
This area is studied since a long time and many synthesis approaches
are available. However, these methods have signiﬁcant limitations, par-
ticularly in their ability to face the study of more and more complex
systems. The main goal of the method presented in this work is to en-
able the study of large systems and promote the use of the experience
gained from previous studies in the form of models and methodological
approaches.
The synthesis method of industrial energy systems is based on the ove-
rall system optimization using a model that is obtained by assembling
several modules, representing each a set of physical unit operations and
whose equations are formulated with the black box technique, and an in-
tegration model that can represent the possible interactions within the
system. Optimization is performed using a multi-objective evolutionary
algorithm, whose objective functions are deﬁned on the basis of calcula-
tion of several performance indicators based on the model of the system.
To simplify the resolution of this complex system, the optimization
problem is decomposed into a master problem, responsible for calculating
the characteristics of the units and their operating conditions, and an
optimization slave subproblem, which selects the units being part of the
system and their interconnections. To ensure its robustness, the slave
subproblem is formulated as a mixed-integer linear optimization problem.
The slave subproblem is formulated by using process integration tech-
niques, which are extended in this work to allow the synthesis of multiple
heat and mass transfer networks. The synthesis problem can thus be de-
ﬁned using an explicit superstructure or by one generated automatically,
either implicit or explicit. This work also introduces a technique that
greatly reduces the number of degrees of freedom of the integration mo-
del. Instead of separately optimizing each ∆Tmin/2 associated with heat
streams, a formula is applied to calculate their value from a reference case.
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The ∆Tmin/2 optimization is thus reduced to the optimization of a single
decision variable related to the reference case, regardless of the size of the
problem.
The proposed method uses a set of heterogeneous elements, including
ﬂowsheeting software for modeling physical unit operations, mathema-
tical programming tools for the formulation of the integration problem,
methods for calculating performance indicators and calculation tools such
as the optimization algorithm. This work introduces new tools developed
to systematically apply the proposed methodology and to automate recur-
ring operations of data transfer and the call of the various used software.
In particular, a syntax description is deﬁned as an abstraction layer to
describe and to structure the exchanged information. A computing plat-
form has been created to support the application of the method and to
ensure the data transfer between its components.
Two case studies are presented to illustrate the various aspects of the
synthesis method. A ﬁrst case, involving the synthesis of two combined
cycles, has been chosen to illustrate the diﬀerent application stages of the
method and to show the potential reuse of certain modules. Through the
integration techniques, it has been possible to identify potential heat re-
covery that can increase the performance of one of the cycles beyond what
had been expected by experts using conventional simulation techniques.
The second case study is about the treatment of waste generated by an
industrial site active in the ﬁeld of ﬁne chemicals. Waste treatment can
recover diﬀerent materials and energy services useful for process units,
thereby reducing the quantities purchased in the market. The model of
multi-network integration can easily solve the complexity of the problem
of waste management in developing strategies for allocating waste to the
various treatments available for diﬀerent objective functions related to
operating costs and environmental impact.
Keywords : systems synthesis, energy, industrial processes, conversion,
integration, pinch, optimization
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Préface
Cette thèse présente une méthode de synthèse des systèmes énergétiques
industriels. Le document est organisé en 7 chapitres.
Le chapitre 1 introduit ce travail par l'analyse du contexte de la situa-
tion socio-économique mondiale actuelle. Un bref état de l'art des applica-
tions récentes étudiées dans le cadre des systèmes énergétiques industriels
est également proposé. Les objectifs du travail sont ensuite énoncés par
rapport à l'analyse critique de ces applications.
Le chapitre 2 présente les éléments méthodologiques qui sont néces-
saires pour le développement de la méthode de synthèse, notamment la
modélisation des éléments qui composent le système et celle de leurs in-
teractions, le calcul des indicateurs de performance, l'optimisation de la
conﬁguration du système et l'évaluation des résultats. L'algorithme de
mise en oeuvre de la méthode proposée est présenté dans la partie ﬁnale
du chapitre.
Le chapitre 3 présente le modèle qui permet de calculer la superstruc-
ture optimale du système, constituée par les interactions entre les unités
du système. Le modèle est déﬁni à l'aide des techniques d'intégration de
procédé, qui ont été étendues pour modéliser simultanément un nombre
illimité de réseaux de transfert de matière et d'énergie.
La chapitre 4 présente les outils informatiques développés pour per-
mettre l'application systématique de la méthode de synthèse proposée.
En particulier, le chapitre présente la formulation du concept de module
et la syntaxe EnergyTechnologies associées, qui permettent de systémati-
ser la manière dont les données numériques sont traitées par la méthode
de synthèse. Le chapitre présente également la plate-forme de calcul OS-
MOSE, qui permet de mettre en oeuvre la méthode de synthèse.
Le chapitre 5 présente un cas d'application qui concerne la synthèse
de deux cycles combinés pour la production d'électricité. L'exemple est
utilisé pour montrer les diﬀérents aspects d'application de la méthode de
synthèse.
Le chapitre 6 présente un cas d'application qui concerne le développe-
ment d'une stratégie de traitement des déchets industriels. L'étude est
réalisée à l'aide du modèle d'intégration multi-réseaux présenté au cha-
pitre 3.
Enﬁn, le chapitre 7 est dédié aux conclusions.
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3Chapitre 1
Contexte et motivations
La ﬁn du XXe siècle et le début du XXIe ont été marqués par des
changements géopolitiques importants. La chute du mur de Berlin en 1989
marque la ﬁn de l'ère soviétique et de la bipolarité des forces politiques et
économiques mondiales. De nouveaux pays émergents, tels que la Chine,
l'Inde ou le Brésil, se proﬁlent à côté des pays occidentaux.
Comme en témoigne la ﬁgure 1.1, la création de richesse est fortement
liée à la consommation d'énergie. Les pays les plus riches consomment
plus d'énergie que les pays pauvres.
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Fig. 1.1: Puissance consommée par habitant en 2009 par rapport au PIB.
Source des données : International Energy Agency (2009).
L'énergie joue un rôle clé dans le potentiel de croissance économique des
pays et dans la création de richesse. L'arrivée de nouveaux pays consom-
mateurs, en plein boom économique, va faire croître la demande globale en
énergie. Toutefois, cela se heurte à de nombreux problèmes, qui risquent
de limiter le potentiel de croissance de tous les pays, riches et pauvres.
4 Contexte et motivations
1.1 Économie des ressources et de l'énergie : le déﬁ
du XXIe siècle
En Suisse, plus de 80% de l'énergie primaire consommée provient de
sources non-renouvelables (Oﬃce fédéral de l'énergie (2008)). Parmi celles-
ci, une grande partie est d'origine fossile (pétrole et gaz naturel) et le reste
est constitué par du combustible nucléaire. La partie restante est consti-
tuée par la force hydraulique, la valorisation de déchets et la biomasse.
Cette répartition est représentative de la plupart des pays occidentaux,
dans le sens que les énergies renouvelables jouent un rôle marginal et les
énergies d'origine fossiles représentent une part prépondérante.
La ﬁgure 1.2 représente l'évolution de la consommation ﬁnale d'énergie
en Suisse, depuis 1910. Après la deuxième guerre mondiale, le pays a
connu une forte croissance des consommations. Une évolution similaire
peut être constatée aujourd'hui dans les pays émergents, qui comptent
une population de plus de 2.5 milliards de personnes (United Nations
Population Division (2000)) équivalente à environ un tiers de la population
mondiale.
Fig. 1.2: Consommation ﬁnale d'énergie en Suisse entre 1910 et 2008, selon
les agents énergétiques. Source : Oﬃce fédéral de l'énergie (2008).
La ﬁgure 1.3, publiée annuellement par le pétrolier BP (2010), reporte
le rapport entre les réserves connues de pétrole, gaz naturel et charbon,
par rapport à la consommation annuelle mondiale. En lisant ces chiﬀres,
on constate que les réserves de pétrole et de gaz naturel sont suﬃsantes
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pour une cinquantaine d'années, au rythme de consommation actuel. Les
réserves de charbon sont un peu plus abondantes.
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Fig. 1.3: Rapport entre réserves connues et consommation de pétrole, gaz
naturel et charbon, en 2009. Adapté à partir du rapport annuel sur
l'énergie publié par BP (2010).
Si les pays émergents devaient connaître la même courbe d'évolution
des consommations que la Suisse, nous serions confrontés à un problème
de pénurie de ressources fossiles extrêmement grave.
Il est donc nécessaire d'étudier de nouvelles stratégies de gestion de
l'énergie. Cela peut être fait au niveau de l'eﬃcacité de son utilisation
et par la diversiﬁcation des sources d'approvisionnement. Cela ouvre des
perspectives exceptionnelles en faveur des ressources renouvelables et fa-
vorise le développement de nouvelles technologies.
1.2 Prix de l'énergie
La ﬁgure 1.4 représente l'évolution du prix du baril de pétrole depuis
1861. Plusieurs évènements ont caractérisé son évolution. La découverte
de nouveaux gisements a causé la baisse du prix et des crises politiques
dans des pays producteurs en ont causé l'augmentation.
Depuis le début des années 1970, le prix du pétrole a augmenté de
manière exponentielle et aujourd'hui son prix est sept à dix fois plus
élevé qu'il y a quarante ans. Bien qu'il ne soit pas possible de prévoir
l'évolution du prix du baril dans l'avenir, il y a de fortes chances que son
augmentation soit inévitable. Sa raréfaction et la concurrence entre les
pays consommateurs joueront un rôle prépondérant dans cette évolution.
Le prix des autres ressources fossiles suit tendentiellement l'évolution
du prix du pétrole. Les réserves plus abondantes vont peut-être retarder
l'escalade, mais le phénomène paraît inévitable.
Les pays émergents auront plus de mal que les pays occidentaux à
s'approvisionner en ressources fossiles. Ils seront par conséquent obligés de
développer des stratégies alternatives, qui leur permettront de contourner
6 Contexte et motivations
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Fig. 1.4: Prix du baril de pétrole, entre 1861 et 2009, selon le prix du jour et
la valeur adaptée au cours de 2009. Source : BP (2010).
le problème, tout en garantissant un développement et une croissance
positifs.
1.3 Réchauﬀement global et impact de l'homme sur
les écosystèmes
L'histoire de la Terre a traversé plusieurs phases pendant lesquelles le
climat a évolué entre périodes glaciaires et périodes chaudes. Les êtres
vivants ont été obligés de s'adapter aﬁn de survivre. Des changements
très rapides, comme par exemple celui intervenu à la ﬁn du Permien 1
(Wikipedia (2009)) ont causé l'extinction massive d'une grande partie des
espèces vivant sur terre et dans la mer. Les créatures ayant survécu ont
été source d'une nouvelle biodiversité, qui a amené les espèces à évoluer
vers la situation que nous connaissons aujourd'hui.
Le Groupe d'experts inter-gouvernemental sur l'évolution du climat
(GIEC) est un comité d'experts mandatés par l'Organisation Météoro-
logique Mondiale (OMM) et le Programme des Nations Unies pour l'en-
vironnement (PNUE). Crée en 1998, son objectif principal (IPCC (2009))
est le suivant :
 . . . évaluer, sans parti pris et de façon méthodique, claire
et objective, les informations d'ordre scientiﬁque, technique et
1. Qui a causé l'extinction d'environ 90 % des espèces marines et 70 % des
vertébrés.
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socio-économique qui nous sont nécessaires pour mieux com-
prendre les fondements scientiﬁques des risques liés au change-
ment climatique d'origine humaine, cerner plus précisément les
conséquences possibles de ce changement et envisager d'éven-
tuelles stratégies d'adaptation et d'atténuation. 
Le GIEC publie un ensemble de rapports basé sur des recherches scien-
tiﬁques qui illustrent le lien entre les changements climatiques et l'activité
humaine. Un résumé adressé aux décideurs et publié par Watson et al.
(2001) répond à neuf questions établies par les diﬀérents gouvernements
participant à la XVe session du GIEC en 1999. Le rapport établit claire-
ment le lien entre l'activité humaine depuis la révolution industrielle et
l'augmentation moyenne de la température sur la planète. Les eﬀets sur le
climat sont principalement dus à l'émission de gaz dits à eﬀet de serre (le
méthane et le CO2, par exemple) provenant des ressources énergétiques
fossiles.
La ﬁgure 1.5 illustre les changements de la température moyenne au
sol depuis 1850 et le changement du niveau des océans dû à la fonte des
glaces.
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Fig. 1.5: Évolution de la température moyenne mondiale et du niveau des
océans depuis 1850. Source : UN - Department of Economic and
Social Aﬀairs (2009).
Plusieurs scénarios ont été étudiés aﬁn de modéliser l'évolution des
changements climatiques à l'horizon des 20, 50 et 100 prochaines années.
Tous ces scénarios prévoient une augmentation de la concentration du
dioxyde de carbone (CO2), de la température moyenne mondiale et de
l'augmentation du niveau de la mer.
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Ces changements auront probablement des eﬀets directs sur l'intensiﬁ-
cation de certains phénomènes météorologiques extrêmes tels que cani-
cules, cyclones ou inondations. L'augmentation de la température aura
également une inﬂuence sur les écosystèmes. Certaines espèces pourraient
avoir de nombreuses diﬃcultés d'adaptation et la disparition des espèces
les plus délicates est à envisager.
Conscients des dégâts potentiels liés aux changements climatiques, plu-
sieurs États commencent à réﬂéchir à des solutions pour limiter leurs
eﬀets vers la ﬁn des années 1980. Un certain nombre de traités interna-
tionaux, dont la Convention-cadre des Nations unies sur les changements
climatiques (UNFCCC en anglais) 2, visent à limiter les émissions de gaz
à eﬀet de serre. Le protocole de Kyoto (UNFCCC (1998)) propose comme
objectif la réduction des émissions des gaz à eﬀet de serre de au moins 5%
par rapport aux niveaux de 1990 et ceci durant la période 2008-2012.
Les pays ayant ratiﬁé le protocole de Kyoto s'engagent donc à promouvoir
la limitation des émissions et à favoriser des pratiques de développement
durable.
1.4 La société à 2000 Watt
La société à 2000 Watt 3 est un concept initialement lancé par le Conseil
des Écoles Polytechniques Fédérales en 1998.
Ce projet est né aﬁn d'alimenter des discussions autour de l'utilisation
de l'énergie. L'objectif ﬁxé par ce projet est de montrer qu'il est possible
de réduire la consommation énergétique annuelle moyenne par personne
à 2000 W, tout en maintenant le confort de vie au niveau actuel.
Cette quantité correspond à la consommation moyenne mondiale en
2005. Dans la ﬁgure 1.1 on constate que de nombreux pays riches ne
consomment pas les mêmes quantités d'énergie. Par exemple, la Suisse
consomme jusqu'à sept fois moins d'énergie que d'autres pays qui pro-
duisent la même richesse, tels les États-Unis, le Quatar ou l'Islande. Ces
pays ont accès à de sources d'énergie à faible prix sur leur territoire, alors
que la Suisse est obligée d'importer ces ressources au prix du marché. Les
coûts d'approvissionement étant élevés, la Suisse a choisi de perfectionner
l'eﬃcacité d'utilisation de l'énergie, ce qui a permis une limitation des
consommations.
Sans être pour autant un pays exemplaire en termes d'eﬃcacité énergé-
tique, le cas de la Suisse montre qu'il est possible de réduire les consom-
mations tout en permettant une développement soutenu. On en déduit
2. http://unfccc.int
3. http://www.novatlantis.ch/
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que, avec un eﬀort supplémentaire, il est envisageable d'atteindre l'objec-
tif des 2000 W. À titre de comparaison, la Suisse a passé le cap des 2000 W
au début des années 1960.
De nombreux projets ont été lancés sous la houlette de la société à
2000 W. Le rapport Maréchal et al. (2005a) propose un certain nombre
de pistes à la fois technologiques et socio-culturelles, qui permettent d'at-
teindre l'objectif de 2000 W.
En Suisse, la consommation ﬁnale d'énergie est principalement répar-
tie entre transports, ménages, industrie et services, selon la ﬁgure 1.6.
Les diﬀérents scénarios développés dans le cadre de la société à 2000 W
visent à réduire les consommations dans chacun des secteurs concernés.
Au niveau des ménages, il est possible de réduire les consommations de
produits pétroliers en améliorant les niveaux d'isolation et en passant à
des technologies de chauﬀage plus respectueuses de l'environnement. Dans
l'industrie, on vise à améliorer la récupération d'énergie et la valorisation
des déchets. Au niveau des transports, il s'agit de promouvoir les trans-
ports en commun et l'amélioration des technologies de propulsion.
Pour ce qui concerne l'énergie primaire, plus que 70 % de l'approvisionne-
ment énergétique est d'origine fossile (Oﬃce fédéral de l'énergie (2008)).
Pour pouvoir atteindre les objectifs de la société à 2000 W, il est néces-
saire de promouvoir les ﬁlières renouvelables, dont la biomasse, l'éolien et
l'énergie solaire.
1.5 Applications récentes dans le domaine de
l'énergétique industrielle
Le Laboratoire d'Énergétique Industrielle (LENI) a participé à l'élabo-
ration des concepts de la société à 2000 W. Depuis longtemps, le labora-
toire est actif dans l'étude et le développement de systèmes de conversion
d'énergie industriels, que ce soit dans le domaine des transports, de l'in-
dustrie ou des systèmes urbains.
Ce travail de recherche naît dans le contexte de la recherche menée au
LENI et du besoin de développer des outils de synthèse qui permettent
de pousser ces études toujours plus loin.
On fait le point ici sur l'état de l'art des activités de recherche récentes
au LENI dans le domaine de la synthèse des systèmes énergétiques indus-
triels pour situer le point de départ qui a motivé ce travail.
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Fig. 1.6: Utilisation de l'énergie en Suisse en 2008, selon le type et la desti-
nation. Source : Oﬃce fédéral de l'énergie (2008).
1.5.1 Procédés industriels
Les études système dans le domaine des procédés industriels concernent
en général l'amélioration et l'optimisation des équipements de production,
ainsi que de leurs interactions. L'objectif est d'augmenter la productivité
ou de réduire les consommations énergétiques, qui inﬂuencent les frais
opératoires. Les études portent sur le choix des équipements, sur leur
dimensionnement et sur l'optimisation de leur régime opératoire et du
taux d'intégration des unités.
Au LENI, certains des projets étudiés concernent l'utilisation des uti-
litaires dans l'industrie (Maréchal et Kalitventzeﬀ (1991, 1996, 1998a,b,
1999)), l'industrie agro-alimentaire (Muller et al. (2005), Muller (2007),
Becker et al. (2009)), les pâtes et papiers (Périn-Levasseur (2009)), les
procédés chimiques (Cavin (2003); Krummenacher (2001)) et la gestion
de l'eau (Brown et al. (2004); Vince (2008)).
1.5.2 Procédés de conversion d'énergie
Cette catégorie rassemble les recherches eﬀectuées sur la synthèse de
nouvelles technologies de conversion d'énergie ou sur l'exploration de nou-
velles opportunités technologiques sur des ﬁlières existantes. Ces techno-
logies sont utilisées pour produire des services énergétiques, tels que l'élec-
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tricité, le chauﬀage ou le refroidissement. Il s'agit en général de systèmes
de petite taille (comptant peu d'unités), qui sont optimisés pour satisfaire
des besoins énergétiques d'installations industrielles, de communautés lo-
cales ou de moyens de transport. La synthèse système concerne ici surtout
l'évaluation de plusieurs variantes technologiques associées à des opéra-
tions physiques unitaires et sur la combinaison optimale des diﬀérents
composant du système.
Dans les travaux récents, on trouve l'étude de systèmes de pompes à
chaleur (Zehnder (2004)), de capteurs solaires thermiques (Bolliger (2005)),
de piles à combustible (Autissier et al. (2006); Maréchal et al. (2004,
2005b); Palazzi et al. (2005)), du traitement d'ordures ménagères (Ol-
sommer (1998)), de systèmes de cogénération basés sur la biomasse et la
production de bio-carburants (Gassner et Maréchal (2006); Gerber et al.
(2009)) ou de cycles combinés avancés (Bolliger (2004); Bolliger et al.
(2005); Girardin et al. (2009); Li (2006); Pelster (1998)).
1.5.3 Systèmes urbains et sites industriels
Ce domaine de recherche s'intéresse à l'étude de systèmes de conver-
sion d'énergie dans le contexte urbain. On s'intéresse ici aux problèmes
de fourniture de services énergétiques, tels que le chauﬀage des espaces, le
chauﬀage de l'eau sanitaire, la fourniture d'électricité ou la climatisation.
Les objectifs de ces études visent à réduire les consommations et les gas-
pillages de ressources primaires (comme le pétrole ou le gaz naturel) et à
favoriser les ressources renouvelables. De manière analogue, on s'intéresse
à la distribution des ressources et des services énergétiques à l'échelle des
sites industriels.
Au LENI, on étudie les systèmes urbains au niveau de l'architecture
des bâtiments et des quartiers (Kämpf et al. (2007); Kämpf et al. (2009)),
on optimise la gestion centralisée des technologies de conversion d'éner-
gie dans les bâtiments (Bochatay et al. (2005); Grandjean (2006)) et la
gestion décentralisée avec les réseaux de chauﬀage (Curti (1998); Weber
et al. (2006a); Weber et Favrat (2007); Weber et al. (2006b,c)) et de
rafraîchissement à distance (Bolliger et Maréchal (2006); Girardin et al.).
Au niveau des sites industriels, Maréchal et Kalitventzeﬀ (1998a) ont
étudié le problème de la gestion optimale des utilitaires, Girardin et al.
(2005) de la gestion de l'hydrogène.
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Fig. 1.7: Représentation schématique d'un système, des types d'unités qui le
composent et des ﬂux de matière et d'énergie échangés.
1.6 Déﬁnitions et terminologie
La ﬁgure 1.7 représente un système énergétique industriel, com-
posé par deux ou plusieurs technologies de conversion d'énergie. Ces
technologies, par le moyen d'opérations physiques unitaires, conver-
tissent des matières premières et/ou de l'énergie en produits et/ou ser-
vices énergétiques.
Il existe plusieurs types d'opérations physiques unitaires qui permettent
de transformer la matière et l'énergie par le moyen de réactions chimiques
ou de transformations physiques, telles que la compression, le mélange, la
réaction chimique, la séparation, l'échange de chaleur, l'évaporation ou la
distillation.
Dans ce travail on fait la distinction entre plusieurs types d'unités. Les
unités de procédé ont le rôle de transformer des matières premières en
produits et services énergétiques à valeur ajoutée.
Les utilitaires fournissent aux unités de procédé l'énergie et les sup-
ports de production via la distribution. Leur régime de fonctionnement
est déterminé en fonction des besoins des unités de procédé.
Enﬁn, les unités de traitement des déchets s'occupent de traiter les
déchets produits par le système aﬁn d'en permettre l'émission dans l'envi-
ronnement. Ces dernières s'apparentent aux utilitaires car elles dépendent
des conditions opératoires des unités de procédé. Elles sont par ailleurs
liées aux utilitaires soit par la valorisation énergétique des résidus, soit
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par la consommation d'énergie et de supports de production liée aux opé-
rations de traitement.
La frontière du système sépare les unités qui composent le système
de celles qui se trouvent à l'extérieur. Sa déﬁnition peut être arbitraire,
mais dans ce travail on considère que le système doit inclure les unités
de procédé, les utilitaires, les unités de traitement des déchets, si dis-
ponibles, et toutes les unités qui, de manière générale, présentent une
interaction directe avec les autres unités du système. Ceci permet, lors
de la phase de synthèse, de disposer de tous les degrés de liberté néces-
saires aﬁn d'optimiser les performances du système, en favorisant les
interactions et l'intégration des unités.
Dans beaucoup de cas, la réalisation des opérations physiques unitaires
requiert des supports de production, tels que l'eau, les solvants ou l'air
comprimé. La plupart du temps, les supports de production peuvent être
séparés des produits et réutilisés au sein du procédé, après recyclage.
Le moteur de la transformation des matières premières en produits,
en co-produits ou en services énergétiques, est l'énergie, qui est utilisée
dans les procédés sous forme de chaleur ou d'électricité. Dans un système
énergétique il est donc nécessaire de considérer la conversion de l'énergie
entrant dans le système en énergie utile pour le procédé. On convertit
par exemple un combustible en vapeur dans une chaudière, qui transmet
la chaleur au procédé par condensation, avant d'être renvoyée vers la
chaudière sous forme d'eau liquide.
Les unités de conversion d'énergie étant souvent centralisées, il est
nécessaire de distribuer l'énergie convertie vers les unités de production.
Ceci est fait par le moyen de connexions de matière ou d'énergie, sous
la forme de réseaux d'échange ou de transport.
Comme la transformation de l'énergie et des matières n'est pas parfaite,
le système génère des déchets, de la chaleur résiduelle et des émissions,
qui doivent être traités dans des unités dédiées et qui font partie intégrante
du système, si elles se trouvent au même endroit que le procédé.
La méthode développée dans le cadre de ce travail porte sur la synthèse
et l'analyse de systèmes énergétiques. Dans ce contexte, la synthèse est
une démarche qui vise à combiner des unités du système et d'organiser
leurs interactions de manière optimale.
À l'opposé, l'analyse est une approche qui étudie des conﬁgurations d'un
système et qui essaye de le décomposer aﬁn de comprendre son fonction-
nement et les interactions qui lient les diﬀérentes parties qui le composent.
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1.7 Motivations et Objectifs
Points communs entre les études eﬀectuées au LENI L'analyse des
travaux récents eﬀectués au LENI fait ressortir des approches qui ont de
nombreux points en commun. Toutes ces études ont été eﬀectuées à l'aide
de la simulation et de la modélisation. Les modèles sont basés sur l'ex-
pression des opérations physiques unitaires par le moyen d'équations de
comportement physiques et thermodynamiques. Bien que parfois simpli-
ﬁés, ces modèles permettent d'aﬃcher un comportement qui est fonction
des paramètres physiques qui caractérisent les technologies représentées.
La plupart de ces études font appel à l'optimisation, aﬁn d'identiﬁer
les meilleures conﬁgurations. Les fonctions objectif utilisées font appel à
des indicateurs de performance thermo-économiques (basés sur les per-
formances techniques et sur les coûts du système) ou environomiques,
présentant une composante liée aux émissions et l'impact environnemen-
tal.
Plusieurs techniques sont utilisées pour modéliser et synthétiser les
connexions de matière et d'énergie entre les diﬀérents équipements. Les
techniques basées sur les superstructures sont utilisées pour inclure dans
le modèle diﬀérentes options technologiques d'un procédé et pour repré-
senter systématiquement toutes les connexions possibles. Les techniques
d'intégration sont utilisées aﬁn de synthétiser ces réseaux de manière im-
plicite.
Limitations Malgré un grand nombre de points communs, ces études
manquent cruellement d'uniformité, que ce soit dans les approches de
synthèse ou au niveau de la modélisation. Chaque étude est menée indé-
pendamment des autres, sans un réel partage des méthodes de calcul ou
des modèles. Pour chaque projet, les modèles sont préparés de manière
spéciﬁque. L'établissement des indicateurs de performance est également
spéciﬁque à chaque application et rend très diﬃcile la comparaison de ré-
sultats et la réutilisation des modèles, même pour des systèmes similaires.
Cette situation est en partie expliquée par l'évolution continue dans le
domaine informatique. Il existe de nombreux logiciels de modélisation et
de langages de programmation, chacun étant plus ou moins bien adapté
à chaque application étudiée. Par conséquent, à chaque nouveau projet,
le choix des logiciels a été eﬀectué sur la base des meilleures applications
disponibles.
Potentiel d'amélioration Dans l'avenir, les projets de recherche vont
s'orienter vers l'étude de systèmes de plus en plus grands et complexes. La
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durée limitée des projets ne permettra plus de recommencer chaque fois à
zéro avec la modélisation et la mise en place des logiciels qui permettent
de synthétiser et d'analyser le système.
Il y a donc un réel besoin de valoriser le travail eﬀectué durant les
projets précédents, de capitaliser sur l'expérience acquise par la mise en
place de nouvelles méthodes de synthèse et d'analyse et de s'assurer de
la réutilisation des modèles et des méthodes de résolution et d'évaluation
des systèmes.
Objectifs La méthode présentée dans ce travail oﬀre un cadre structuré
à la synthèse et l'analyse des systèmes énergétiques industriels, tout en
restant suﬃsamment ﬂexible pour prendre en compte les spéciﬁcités de
chaque cas d'étude. Elle vise à favoriser la réutilisation des modèles et la
valorisation de l'expérience acquise par les travaux antérieurs. Ceci permet
de réduire les temps de mise en oeuvre des modèles et favorise la montée
en taille des systèmes étudiés.
La méthode est implémentée dans un ensemble de solutions logicielles,
qui ont pour objectif d'automatiser les opérations récurrentes et répé-
titives liées à la constitution du système et à son interfaçage avec les
diﬀérents outils disponibles. Ces solutions concernent par exemple la dé-
ﬁnition des modèles, leur mise en relation, leur réutilisation, l'exécution
de calculs d'optimisation ou l'analyse de résultats.
La liste suivante résume le cahier des charges qui déﬁnit les objectifs à
atteindre par la méthode :
Réutilisation des modèles par une déﬁnition standardisée, ce qui permet-
tra leur réutilisation dans des contextes similaires.
Valorisation de l'expérience Grâce à la structuration, mise en place de
bonnes pratiques méthodologiques issues de l'expérience acquise lors
de projets précédents.
Taille des systèmes La méthode doit favoriser l'étude de systèmes de
grande taille et permettre d'utiliser des méthodes d'aggrégation et
de décomposition.
Bases de données Permettre la constitution de bases de données de mo-
dèles, qui pourront ensuite être réutilisés dans d'autres systèmes.
Logiciels métier Permettre l'utilisation de logiciels "métier" adaptés à
chaque cas d'étude. Permettre leur interopérabilité et l'échange de
données.
Structuration de l'information et des données, des modèles et des mé-
thodes d'intégration et d'analyse aﬁn de favoriser l'intégration d'élé-
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ments existants avec des éléments crées spéciﬁquement pour chaque
projet.
Interactions au sein du système Développer des stratégies pour la ges-
tion et l'optimisation des interactions au sein du système. Gestion
des transferts de masse et des échanges d'énergie. Éviter, tant que
possible, la déﬁnition explicite des superstructures, car cela demande
beaucoup de temps de préparation et réduit le potentiel de réutili-
sation des modèles.
Indicateurs de performance Permettre l'intégration au sein de la méthode
de multiples méthodes de calcul d'indicateurs qui déﬁnissent par
exemple la performance économique, thermodynamique ou environ-
nementale des systèmes étudiés.
Optimisation multi-objectifs Déﬁnition des valeurs optimales des variables
de décision par l'utilisation de techniques d'optimisation multi-objectifs.
Méthodes de synthèse et d'analyse Au moyen d'une architecture modu-
laire, permettre l'intégration de nouvelles méthodes d'analyse ou de
synthèse qui complètent ou remplacent les outils mis à disposition.
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Chapitre 2
Méthodologie de la synthèse
2.1 Déﬁnitions et terminologie
La synthèse d'un nouveau système passe par de nombreuses étapes suc-
cessives. Dans les premières phases on identiﬁe les opérations physiques
unitaires qui permettent de transformer les matières premières en pro-
duits et services énergétiques. Ensuite, on choisit et on estime la taille
des technologies qui permettent de les réaliser et les réseaux de distribu-
tion et d'échange qui les relient. Une fois les choix stratégiques eﬀectués,
on passe à la conception détaillée du système, qui comprend le dimension-
nement ﬁnal des équipements et des bâtiments qui vont les accueillir, la
déﬁnition des stratégies de contrôle et toutes les étapes annexes pour la
mise en opération.
La méthode de synthèse proposée se concentre sur la phase prélimi-
naire de synthèse, durant laquelle on est amenés à :
1. Choisir et dimensionner les technologies qui permettent de mettre
en oeuvre les opérations physiques unitaires nécessaires à la produc-
tion des produits et des services énergétiques fournis par le procédé.
2. Calculer le degré d'intégration des unités du système, qui dépend
de la manière dont les unités échangent la matière et l'énergie.
Modèle du système
Optimisation
Fonctions objectif
Variables de décision
Évaluation des
 solutionsIndicateurs de perf.
Fig. 2.1: Représentation simpliﬁée de l'application de la méthode de synthèse
proposée.
Dans le cadre de la méthode présentée ici (ﬁg. 2.1), la méthode de syn-
thèse est appliquée par la modélisation des diﬀérentes technologies qui
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composent le système. La modélisation permet, par la résolution d'équa-
tions mathématiques, de reproduire des phénomènes physiques et chi-
miques réalisés dans les unités du système et de représenter leurs interac-
tions.
Les performances du modèle du système sont mesurées par le calcul
d'indicateurs de performance, qui expriment par exemple les coûts
opératoires ou d'investissement du système, ses émissions ou ses perfor-
mances techniques.
La conﬁguration optimale du système peut être obtenue de diﬀérentes
manières. Dans le cadre de ce travail, elle est obtenue par l'utilisation
d'un algorithme d'optimisation. L'algorithme agit sur les variables de
décision du modèle, qui permettent de contrôler par exemple les para-
mètres des équipements, leur régime opératoire ou la conﬁguration des
connexions qui les relient, et utilise un ou plusieurs indicateurs de perfor-
mance comme mesure de la qualité de la solution.
Les solutions fournies par l'optimisation sont ensuite évaluées et ana-
lysées, aﬁn de déduire les lignes directrices qui vont déﬁnir le cadre pour
la synthèse détaillée du système.
2.2 Littérature générale
Le domaine de la synthèse des systèmes énergétiques industriels est
étudié depuis très longtemps, probablement depuis la création des pre-
miers procédés industriels. Les techniques de simulation et de modélisa-
tion remontent aux débuts des années 1950, avec les premiers algorithmes
développés sur ordinateur.
Une revue de littérature exhaustive est très ardue, tellement le domaine
est vaste et riche de contributions. Pour ce travail, plus de 300 publications
ont été consultées, mais cela ne constitue qu'une inﬁme partie de tout le
matériel existant.
Pour s'orienter, il est possible de consulter des revues de littérature, qui
sont régulièrement publiées par des experts dans le domaine. En 1981, Ni-
shida et al. (1981) dénombraient déjà plus de 190 papiers dans le domaine
de la synthèse de procédés : chemins de synthèse, séquences de séparation
et réseaux d'échangeurs et réacteurs étaient les thèmes principaux.
Parmi les revues les plus récentes, on cite Westerberg (2004) pour la
synthèse de procédés et Sahinidis et al. (1989) pour la comparaison de
plusieurs algorithmes d'optimisation déterministes.
De nombreux manuels de synthèse de procédés sont également dispo-
nibles, à l'instar de Ulrich (1984), Smith (1995), Turton et al. (2003) ou
Seider et al. (2004) sur la conception de procédés, Floudas (1995) sur
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l'optimisation, Linnhoﬀ et al. (1982) et Kemp (2007) sur la synthèse du
réseau d'échangeurs.
2.3 État de l'art
2.3.1 Approches hiérarchisées
La diﬀusion de l'informatique a permis vers la ﬁn des années 1960 les
premiers développements de méthodes de synthèse de procédé assistées
par ordinateur (Rudd (1968), Masso et Rudd (1969)).
Avec ces méthodes, dites hiérarchisées, le problème de synthèse est ré-
solu par une séquence d'étapes successives. Chaque étape résout une partie
du problème de synthèse et déﬁnit les données nécessaires à la réalisation
de l'étape suivante. L'approche est hiérarchisée, car elle impose la conclu-
sion d'une étape avant la réalisation de l'étape suivante. L'interaction avec
les étapes précédentes est possible par une approche itérative, mais, en gé-
néral, les approches hiérarchisées tendent à limiter au maximum le nombre
d'itérations, pour éviter une trop grande complexité de mise en oeuvre.
Au lieu des itérations, on préfère utiliser des règles heuristiques basées
sur l'expérience, qui permettent d'obtenir plus rapidement des solutions
satisfaisantes.
La méthode proposée par Douglas (1985), qui est encore appliquée au-
jourd'hui dans le milieu industriel, propose les étapes suivantes pour la
conception d'un procédé dans le domaine de la chimie :
1. Régime continu ou batch ?
2. Choix des réactions et du chemin de synthèse.
3. Choix des opérations physiques unitaires et des technologies asso-
ciées.
4. Conception des réacteurs et du recyclage de matières.
5. Conception du système de séparation (récupération de vapeurs et de
liquides).
6. Choix des utilitaires.
7. Conception du réseau d'échangeurs.
8. Contrôle des équipements.
Cette approche est équivalente à la représentation en pelures d'oignon
(Linnhoﬀ et al. (1982)) illustrée à la ﬁgure 2.2. La séquence des diﬀérentes
étapes est conçue de telle manière à focaliser l'attention en premier lieu
sur les unités de procédé et seulement ensuite sur les unités annexes, telles
que les utilitaires ou les technologies de recyclage. Cela a pour avantage
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de réduire la complexité du processus de synthèse, car le nombre de degrés
de liberté est réduit et limité par les frontières déﬁnies par chaque étape.
Réactions
Synthèse chimique
Séparation et
système de recyclage 
Récupération 
de chaleur
Utilitaires
Opérations physiques
unitaires 
Fig. 2.2: Représentation en pelures d'oignon de l'approche hiérarchisée de
Douglas (1985). Adapté à partir de Linnhoﬀ et al. (1982) et Kemp
(2007).
Modélisation du système Le système, essentiellement composé par les
unités de procédé, est modélisé à l'aide d'outils de ﬂowsheeting (Siirola
et Rudd (1971) et Mahalec et Motard (1977)), où le modèle du système
est constitué par l'assemblage de modules représentant une ou plusieurs
opérations physiques unitaires. Ces outils sont très pratiques pour la mo-
délisation de procédés industriels, car ils fournissent les équations de com-
portement des équipements couramment utilisés dans ce domaine et des
bases de données permettant de calculer les propriétés thermodynamiques
des ﬂux de matière.
Les connexions entre les unités sont réalisées de manière explicite, à la
main. La technique des mélangeurs-diviseurs a été introduite pour l'éva-
luation au sein du même modèle d'alternatives technologiques permettant
de réaliser la même opération physique unitaire (Umeda et al. (1972)).
Optimisation La conﬁguration optimale du procédé était initialement
obtenue à la main ou par l'application de règles heuristiques (Rudd (1968),
Masso et Rudd (1969)). Ensuite, des algorithmes d'optimisation (Box
(1965)) furent intégrés à la procédure de synthèse (Lee et al. (1970), Ichi-
kawa et Fan (1973)) aﬁn de calculer les paramètres des unités, leur régime
opératoire et le choix des alternatives technologiques.
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Toutefois, la procédure d'optimisation était appliquée seulement pour
déterminer la conﬁguration des unités de procédé. Les étapes successives
de l'approche (système de séparation, utilitaires, réseau d'échangeurs, . . . )
étaient toujours réalisées à l'aide de règles heuristiques.
Le réseau d'échangeurs de chaleur
La première crise du pétrole des années 1970 (voir aussi la ﬁgure 1.4)
a eu pour eﬀet de faire augmenter le prix de l'énergie. Jusque là, le coût
de la production des services énergétiques était peu inﬂuent sur les coûts
de production et peu d'attention était portée à l'eﬃcacité énergétique
des procédés. La fourniture de chaleur était assurée par des lignes de
distribution de vapeur produite dans des chaudières. La récupération de
chaleur n'était pas considérée systématiquement en raison du coût du
réseau d'échangeurs de récupération de chaleur et de sa moindre ﬂexibilité
par rapport à la distribution directe de vapeur.
C'est suite à la prise de conscience du problème énergétique que les
chercheurs se consacrent au problème de la récupération d'énergie et à la
synthèse du réseau d'échangeurs de chaleur. La technique du pincement
développée par Linnhoﬀ et Flower (1978); Linnhoﬀ et al. (1982) fournit
une solution qui s'intègre dans les approches hiérarchisées.
Cette méthode nécessite comme valeurs d'entrée la déﬁnition des ﬂux
thermiques du procédé, qui sont extraits du ﬂowsheet . Elle fournit comme
résultat la quantité de chaleur qui peut être récupérée et celle qui doit
impérativement être fournie par les utilitaires.
Toutefois, la superstructure du réseau doit être déduite à la main et cela
s'avère une tâche diﬃcile, car il est nécessaire d'aﬀronter la complexité
due au caractère combinatoire du problème, lié au choix des paires de
ﬂux échangeant la chaleur. Linnhoﬀ et al. (1982) proposent des règles
heuristiques pour accomplir cette tâche, mais elles ne sont pas suﬃsantes
pour résoudre aisément le problème.
À l'aide de la programmation mathématique, Papoulias et Grossmann
(1983a,b) développent une stratégie qui permet d'automatiser la synthèse
du réseau d'échangeurs. Dans un premier modèle basé sur le problème du
transbordement, Papoulias et Grossmann (1983b) calculent la quantité
d'énergie qui peut être récupéré au sein du procédé. Un deuxième modèle
détermine les paires de ﬂux qui échangent la chaleur. Cette approche est
complétée par Floudas et al. (1986), qui propose un troisième modèle
qui détermine la superstructure du réseau d'échangeurs sur la base des
résultats fournis par le deuxième modèle.
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2.3.2 Approches simultanées
Les méthodes hiérarchisées sont confrontées à la diﬃculté d'introduire
un feedback entre une étape de synthèse et les précédentes, qui empêche de
déterminer la conﬁguration optimale du système. Par exemple, la concep-
tion du réseau d'échangeurs, qui est responsable de la récupération d'éner-
gie et donc de l'eﬃcacité énergétique de tout le procédé, peut diﬃcilement
inﬂuencer le choix des équipements et de leurs conditions opératoires.
Face à ce constat, les chercheurs commencent à développer au début
des années 1980 des méthodes de synthèse basées sur la programmation
mathématique. Grâce à ces techniques, la séquence hiérarchisée de Dou-
glas (1985) a pu être revue et certaines étapes ont été assemblées pour
être résolues simultanément, à l'aide d'algorithmes d'optimisation.
Papoulias et Grossmann (1983c) combinent le modèle du réseau d'é-
changeurs (Papoulias et Grossmann (1983a,b)) avec celui du procédé aﬁn
d'optimiser simultanément le choix et le dimensionnement des unités du
procédé, leur régime opératoire, la récupération de chaleur, la taille des
utilitaires et les connexions entre les unités.
Diﬃculté d'optimisation Du point de vue théorique, la formulation si-
multanée permet d'identiﬁer la conﬁguration optimale du système, car
tous les degrés de liberté du modèle sont gérés simultanément. Toutefois,
le problème d'optimisation est très complexe à résoudre, car il présente
des équations non-linéaires, parfois non-convexes, des variables continues
pour le contrôle des paramètres des unités et leur régime opératoire, des
variables entières pour le choix des alternatives technologiques et des va-
riables combinatoires liées au choix des paires de ﬂux échangeant la cha-
leur.
Les algorithmes d'optimisation branch and bound (Mitten (1970)) se
révèlent ineﬃcaces pour gérer les variables combinatoires et de nouveaux
algorithmes basés sur la décomposition du problème sont développés. On
citera par exemple la décomposition généralisée de Benders (Geoﬀrion
(1972)), qui sépare le problème en deux parties, l'une optimisant les va-
riables dites complicatives et l'autre résolvant un problème NLP, et la mé-
thode outer approximation (Duran et Grossmann (1986), Kocis et Gross-
mann (1987), Viswanathan et Grossmann (1990)), qui résout une série de
sous-problèmes NLP et un problème maître de type MILP.
Stratégie de modélisation L'introduction des approches simultanées oblige
à un changement radical dans la manière de formuler le modèle du sys-
tème. Puisque les algorithmes d'optimisation interagissent directement
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avec la formulation mathématique du modèle, il est nécessaire de formu-
ler des équations qui facilitent le travail de l'optimiseur. Il est nécessaire
d'écrire par exemple des équations continues et diﬀérentiables et il faut
éviter des formulations non-convexes pour assurer l'identiﬁcation de l'op-
timum global. Le modèle du système est par conséquent écrit en fonction
de la méthode de résolution, contrairement à ce qui était fait avec les
méthodes hiérarchisées.
2.3.3 Approches hybrides
Plusieurs cas d'étude montrent la supériorité des approches simultanées
sur les approches hiérarchisées en termes de qualité des solutions (Kocis
et Grossmann (1989, 1988)). Toutefois, tous les cas présentés dans la lit-
térature sont relativement simples et ne concernent, la plupart du temps,
que les unités de procédé. Ceci est dû principalement à la complexité de
résolution de ces modèles et à la diﬃculté de formuler des modèles de
grande taille présentant de nombreuses unités. La formulation monoli-
thique du modèle requise par les approches simultanées constitue un frein
à la réutilisation des modèles et à leur extension pour l'étude de systèmes
plus grands.
Pour contourner ces diﬃcultés, une nouvelle approche de synthèse appa-
raît vers la ﬁn des années 1990, comme en témoigne la revue de littérature
présentée à la section 1.5. Cette approche, que l'on déﬁnira de hybride,
présente des caractéristiques qui sont inspirées des méthodes hiérarchiques
et des approches simultanées.
Bien que la méthode de synthèse ne soit pas encore totalement déﬁ-
nie, on voit dans les applications étudiées au LENI un certain nombre
d'éléments méthodologiques récurrents :
• Modélisation du système à l'aide d'outils de ﬂowsheeting (Bolliger
et al. (2005)) ou programmation avec la technique modulaire de la
boîte noire (Olsommer (1998)).
• Calcul d'indicateurs de performance globaux, basés sur les perfor-
mances thermo-économiques (Pelster (1998)) ou environomiques (Curti
(1998)) du système.
• Modélisation de la superstructure du système d'abord explicite (Li
(2006)), puis implicite (Maréchal et al. (2005b)), à l'aide des mé-
thodes d'intégration énergétique.
• Utilisation systématique de l'optimisation simultanée du modèle du
système. Utilisation dans un premier temps d'algorithmes d'optimi-
sation évolutionnistes mono-objectif (par ex. Pelster (1998)), puis
multi-objectifs (par ex. Leyland (2002)).
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• Décomposition du problème d'optimisation pour réduire la complexité
de résolution. L'utilisation de la formulation modulaire du système
et des algorithmes évolutionnistes empêche une décomposition basée
sur la nature mathématique du problème. La décomposition est basée
sur la nature physique du système.
2.3.4 Autres approches récentes
Les sections 2.3.1 et 2.3.2 citent essentiellement les contributions qui
ont donné origine aux approches hybrides et simultanées. Cela permet
de situer historiquement l'apparition de ces approches, qui sont encore
très actives à ce jour. On citera par exemple les activités de Kravanja
(2010a,b), qui travaille actuellement sur des approches de programmation
mathématique associées à l'optimisation multi-critères, Faria et Bagaje-
wicz (2009), Koppol et al. (2004) et Savelski et Bagajewicz (2003) qui
étudient la gestion de l'eau dans le traitement de déchets industriels dans
l'industrie chimique, Heckl et al. (2007) qui s'intéressent aux réseaux de
séparation ou Hegyháti et al. (2009) qui s'occupent du transfert de ma-
tières dans les procédés batch.
D'autres approches de synthèse on également vu le jour, comme par
exemple la synthèse de système à partir de la synthèse de molécules
(O'Connell et al. (2009)). Il s'agit d'une approche très diﬀérente de celle
proposée dans ce travail, qui est basée sur le choix des opérations phy-
siques unitaires et qui admet que les réactions de synthèse sont déjà dé-
terminées.
2.4 Discussion et objectifs
Le nombre d'applications citées à la section 1.5 démontre que la nouvelle
approche de synthèse hybride est très prometteuses pour la synthèse de
systèmes réels, de grande taille. L'utilisation d'algorithmes d'optimisation
garantit, dans une certaine mesure, la possibilité d'identiﬁer la conﬁgura-
tion optimale du système. L'approche modulaire simpliﬁe la déﬁnition du
modèle du système et permet l'utilisation d'outils de modélisation conﬁr-
més. La décomposition du modèle global en plusieurs modules facilite
leur réutilisation, bien que cela ne soit pas forcément eﬀectué dans les cas
d'applications étudiés au LENI.
Toutefois, les éléments méthodologiques identiﬁés dans la section pré-
cédente ne sont pas appliqués systématiquement. On est plutôt témoins
d'une utilisation hétérogène, sans une réelle volonté de structuration. Par
exemple, le calcul des indicateurs de performance est souvent réalisé sur
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mesure, en fonction de l'application étudiée. Ceci empêche la comparai-
son des résultats issus d'études diﬀérentes présentant des systèmes parfois
similaires.
Notre opinion est que, grâce à une formalisation des éléments méthodo-
logiques et à la structuration de la méthode de synthèse, il sera possible
de simpliﬁer la mise en oeuvre de la synthèse de nouveaux systèmes et il
sera possible de réutiliser des études précédentes comme base de départ
pour réaliser des études de plus en plus complexes.
Dans ce chapitre, la formalisation et la structuration concernent la mé-
thodologie d'application de la méthode. Au chapitre 4, la même démarche
est appliquée aux données et à la formulation du modèle du système, aﬁn
de favoriser le développement d'outils logiciels qui permettent de simpliﬁer
l'utilisation de la méthode.
L'objectif de ce chapitre est de passer en revue les diﬀérentes étapes de
mise en oeuvre de la méthode de synthèse de système énergétiques indus-
triels. Lorsque plusieurs solutions existent, une analyse est eﬀectuée aﬁn
de déterminer leur compatibilité avec les objectifs énoncés à la section 1.7
et des recommandations seront formulées en ce sens.
2.5 Formulation mathématique du problème de
synthèse
L'objectif de la synthèse du système est de déterminer la meilleure conﬁ-
guration qui permette de transformer les matières premières en produits
et services énergétiques. Ceci est réalisé par la modélisation du système
et par l'utilisation d'un algorithme d'optimisation.
Le modèle du système représente, sous la forme d'équations mathé-
matiques, le comportement de tous les éléments qui le composent. Dans
un système énergétique industriel, les équations concernent le comporte-
ment thermodynamique et thermochimique des ﬂux, les bilans de masse et
d'énergie, les caractéristiques techniques des équipements, les interactions
entre les unités et des spéciﬁcations particulières, utilisées pour contrôler
le régime opératoire ou la conﬁguration du système.
La formulation générale du problème d'optimisation de la synthèse du
système peut être exprimée à l'aide de l'équation (2.1).
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min
x, y
Z = f(x,y) (2.1)
s.t. h(x,y) = 0
g(x,y) ≤ 0
s(x,y) = 0
x ∈ <n , y ∈ {0, 1}m
f(x,y) représente la ou les fonctions objectif du problème d'optimisa-
tion. x est le vecteur des n variables continues, qui sont utilisées pour
déﬁnir les caractéristiques des ﬂux et celles des opérations physiques uni-
taires. y est le vecteur des m variables entières (binaires), qui sont uti-
lisées pour déﬁnir des alternatives technologiques et pour exprimer la
combinatorialité liée par exemple au choix des paires de ﬂux thermiques
échangeant de la chaleur. Les contraintes d'égalité h(x,y) et d'inégalité
g(x,y) expriment le comportement du système sous la forme de bilans de
masse et d'énergie, de contraintes logiques liées au choix des équipements
ou encore de contraintes liées à la physique des phénomènes intervenant
dans les opérations physiques unitaires. La contrainte d'égalité s(x,y) ex-
prime les équations de design ou de spéciﬁcation, utilisées pour déﬁnir
les caractéristiques des technologies qui réalisent les opérations physiques
unitaires.
Le modèle du système peut être formulé et résolu à l'aide de deux
techniques : la technique de la boîte noire et l'approche simultanée.
2.5.1 Formulation boîte noire
Dans une formulation boîte noire (ﬁg. 2.3), les équations d'égalité du
modèle sont isolées à l'intérieur d'un module, dont seules les entrées et les
sorties sont visibles. Le système d'équations du modèle h(x,y) et s(x,y)
est composé par p équations etm+n variables d'état, oùm+n est supérieur
à p. Pour résoudre le modèle, on ﬁxe les p−(n+m) degrés de liberté par la
déﬁnition des variables de décision xD et yD, qui constituent les entrées
du module.
Une méthode de résolution est appliquée pour résoudre en interne le
système d'équations aﬁn de calculer l'état du modèle en fonction de la
valeur des variables de décision. Le module fournit en sortie la valeur cal-
culée des variables d'état x(xD) et y(yD) et, selon l'outil de modélisation
utilisé, également la valeur de h(x(xD),y(yD)) et s(x(xD),y(yD)) et celle
de leur gradient et hessien. La méthode de résolution, qui peut être soit
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Fig. 2.3: Représentation schématique de l'optimisation d'un modèle formulé
selon la technique de la boîte noire.
séquentielle, soit simultanée, est généralement itérative et calcule, comme
valeurs intermédiaires, les variables x∗(xD) et y∗(yD).
Les contraintes d'inégalité g(x(xD),y(yD)) sont généralement formu-
lées au niveau de la déﬁnition du problème d'optimisation. Certains al-
gorithmes, comme les algorithmes évolutionnistes, ne permettent pas de
déﬁnir de telles contraintes. Pour contourner le problème, il est possible de
calculer une pénalité à associer à la fonction objectif, qui est par exemple
proportionnelle à la violation des contraintes g(x(xD),y(yD)).
Modules, assemblage et réutilisation La technique de la boîte noire pré-
sente de nombreux atouts, que ce soit au niveau de la formulation du
modèle, ou en ce qui concerne l'application des méthodes de résolution.
La formulation modulaire de modèle est extrêmement ﬂexible. Le mo-
dèle du système peut être déﬁni par un seul module ou par l'assemblage de
plusieurs modules, chacun représentant par exemple une opération phy-
sique unitaire. L'assemblage des modules est très aisé, si les données d'en-
trée et de sortie sont convenablement structurées. Cette technique est
utilisée depuis les années 1970 dans les logiciels de ﬂowsheeting (Siirola
et Rudd (1971) et Mahalec et Motard (1977)).
La constitution de modules déﬁnissant des opérations physiques uni-
taires simples favorise leur réutilisation et leur partage par rapport à des
modèles plus complexes et spéciﬁques. Grâce à la boîte noire, il est même
possible de mettre en relation des modèles dont la formulation mathé-
matique est réalisée à l'aide de techniques complètement diﬀérente. En
eﬀet, comme la communication se fait par l'intermédiaire des entrées et
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des sorties, la formulation mathématique interne n'a aucune inﬂuence sur
la manière dont deux modules interagissent.
Algorithme de résolution interne La technique de résolution interne du
module peut être adaptée à la formulation des équations du modèle pour
une meilleure eﬃcacité de résolution. Par conséquent, un modèle composé
par plusieurs modules peut être plus robuste qu'un modèle monolithique.
Si le modèle du système est décomposé en plusieurs modules de telle ma-
nière à distribuer les variables complicatives, il sera possible de le résoudre
en plusieurs phases. Cette technique est exploitée pour décomposer le pro-
blème d'optimisation global du système, comme discuté à la section 2.8.3.
Optimisation du modèle du système L'optimisation du système peut se
faire à l'aide de nombreuses techniques, comme les méthodes heuristiques,
les algorithmes de recherche directe ou indirecte. Toutefois, les méthodes
de résolution interne des modules requièrent de nombreuses évaluations
qui inﬂuencent de manière négative les temps de calcul. Les algorithmes
de recherche indirecte requièrent la valeur du gradient et du hessien des
contraintes. Si la valeur n'est pas fournie, il est possible de calculer des
dérivées numériques, mais cela demande un certain nombre d'évaluations
supplémentaires du modèle. L'optimisation de modèles formulés à l'aide
de la technique de la boîte noire se révèle donc très gourmande en temps
de calcul. Il est toutefois possible d'éliminer cet inconvénient en exploitant
des techniques de parallélisation du calcul.
Robustesse L'optimisation du système est généralement robuste, car
l'algorithme d'optimisation interagit avec les variables d'état des modules,
qui représentent des solutions réalisables du système d'équations des mo-
dèles. Si l'état d'un module n'est pas calculable, il est possible d'utili-
ser l'information contenue dans la valeur des variables de décision pour
fournir une réponse pertinente à l'algorithme d'optimisation. L'état du
système calculé lors de l'évaluation précédente constitue également une
information précieuse.
2.5.2 Formulation simultanée
Dans les approches simultanées, le modèle est directement écrit sous
la forme d'un problème d'optimisation. L'algorithme d'optimisation a un
accès direct à la formulation du modèle et peut l'exploiter pour mettre en
oeuvre des techniques de résolution adaptées. Le principe de fonctionne-
ment des méthodes simultanées est schématisé par la ﬁgure 2.4.
Méthodologie de la synthèse 29
Algorithme
d'optimisation
Modèle
simultané
Fig. 2.4: Représentation schématique de l'optimisation d'un modèle formulé
selon l'approche simultanée.
Contrairement à l'approche boîte noire, c'est l'algorithme d'optimisa-
tion qui se charge de choisir les degrés de liberté par l'analyse de la for-
mulation du modèle. La stratégie de résolution peut donc être adaptée
aux équations du modèle et cela permet de réduire les temps de calcul.
Toutefois, un eﬀort particulier doit être fait lors de la formulation du
modèle. Il faut s'assurer que le modèle soit en mesure de fournir la valeur
du gradient et du hessien des équations pour toute la plage de validité des
variables d'état. Si le modèle est non-linéaire, il faut également fournir
une initialisation des variables suﬃsamment bonne pour que l'algorithme
maximise les chances d'identiﬁer la solution optimale globale. En cas de
non-convergence, aucune information utile ne peut être récupérée, car elle
est intériorisée par l'algorithme d'optimisation.
Modularisation et réutilisation des modèles Un modèle formulé selon
une approche simultanée est plus diﬃcile à décomposer qu'un modèle
formulé avec une approche modulaire. La réutilisation d'une partie des
équations pour constituer d'autres modèles est plus laborieuse.
Toutefois, en écrivant des modèles génériques, il est possible de résoudre
une large gamme de problèmes en modiﬁant simplement les données nu-
mériques d'entrée. C'est par exemple le cas du modèle de la cascade ther-
mique (Papoulias et Grossmann (1983b)). On aura donc tendance à réuti-
liser les modèles simultanés dans leur ensemble, aﬁn de résoudre des pro-
blèmes spéciﬁques. Un modèle simultané peut par ailleurs être déﬁni sous
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la forme d'un module, où les paramètres d'entrée font oﬃce de variables
de décision et les sorties sont constituées par la valeur des variables d'état
du modèle. L'algorithme d'optimisation appliqué au modèle prend alors
le rôle de méthode de résolution interne.
2.5.3 Choix du type de formulation pour la déﬁnition du
modèle du système
L'analyse des applications étudiées au LENI (sec. 1.5) montre que l'uti-
lisation de la formulation boîte noire permet de constituer plus facilement
des modèles. Cette technique permet en eﬀet d'élargir le choix des lo-
giciels de modélisation ou des langages de programmation par rapport à
l'approche simultanée qui est beaucoup plus restrictive. Cet aspect est très
important, car les modèles de systèmes énergétiques industriels doivent
exprimer le comportement thermodynamique des ﬂux et la chimie des ré-
actions. Les logiciels de ﬂowsheeting ont été développés à ce propos et
méritent d'être intégrés dans l'approche de synthèse.
Toutefois, ces logiciels ne fournissent en général pas tous les outils né-
cessaires à la synthèse du système. La plupart du temps, ces outils sont
dépourvus d'algorithmes d'optimisation et ne permettent pas de géné-
rer de manière automatique la superstructure du réseau d'échangeurs de
chaleur. La construction modulaire du modèle du système permet de com-
bler les lacunes des logiciels de ﬂowsheeting par l'intégration de modules
déﬁnis avec d'autres techniques de modélisation. Dans les approches de
synthèse hybrides, la modélisation du réseau d'échangeurs de chaleur est
par exemple réalisée à l'aide des techniques d'intégration de procédés, qui
sont formulées par un modèle simultané.
L'utilisation de plusieurs logiciels pour constituer le modèle du système
introduit une nouvelle complexité liée au problème de l'échange de don-
nées. Cette diﬃculté peut être limitée par la structuration des données
d'échange d'information. Le chapitre 4 traite de ce problème et présente
les outils développés dans le cadre de ce travail.
Ces outils facilitent énormément l'assemblage de modules pour consti-
tuer le modèle du système. Cette ﬂexibilité doit encourager la création
de modules génériques, pouvant être réutilisés. La recommandation est
donc d'exploiter au mieux la modularisation en produisant des modèles
représentant des technologies courantes.
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2.6 Déﬁnition de la superstructure du système
Les performances du système dépendent des performances individuelles
des unités qui le composent et de celles des interconnexions qui les re-
lient. La recherche du niveau d'intégration optimal est la raison d'être
de la synthèse des systèmes énergétiques industriels. La modélisation des
connexions est donc fondamentale dans la formulation du modèle du sys-
tème.
La modélisation des connexions qui relient les unités du système est réa-
lisée par la déﬁnition d'une superstructure (Grossmann et Sargent (1978))
qui représente toutes les unités du système et toutes les connexions qui
les relient.
Dès que plusieurs technologies permettent de réaliser la même opération
physique unitaire (ﬁg. 2.5), on introduit un diviseur pour distribuer les
ﬂux vers l'une ou l'autre option (Umeda et al. (1972)). Les ﬂux résultats
sont ensuite mélangés pour réaliser l'opération suivante. Ces alternatives
technologiques sont associées à des variables entières, aﬁn que l'algorithme
d'optimisation puisse déterminer le choix de la meilleure option technolo-
gique.
Techn. 1
Techn. 4
Techn. 3
Matière
Chaleur
Connexions
Frontière du système
Techn. 2a
Techn. 2b
Fig. 2.5: Représentation de la superstructure du système comprenant les uni-
tés qui le composent et les connexions qui les relient. L'utilisation de
diviseurs et de mélangeurs permet de déﬁnir des alternatives tech-
nologiques permettant de réaliser les mêmes opérations physiques
unitaires.
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Il existe plusieurs manières de déﬁnir le modèle d'une superstructure.
Trois méthodes sont considérées dans ce travail : la méthode explicite, la
méthode automatique et la méthode implicite.
2.6.1 Superstructures explicites
La technique de déﬁnition explicite de la superstructure du système
est utilisée pour connecter manuellement, de manière explicite, les unités
du système. Elle est souvent utilisée dans les outils de ﬂowsheeting pour
déﬁnir les transferts de matière et d'énergie entre les modules, mais elle
peut également être utilisée dans les approches simultanées.
Cette technique est facile à implémenter si le nombre de connexions
possibles pour chaque unité est faible. La technique permet de déﬁnir
des interconnexions complexes, qui peuvent être fortement non-linéaires,
comme par exemple les ﬂux de recyclage. Il faut toutefois veiller à géné-
rer une superstructure de manière rigoureuse, aﬁn d'éviter la duplication
des connexions et en s'assurant de la cohérence des bilans de masse et
d'énergie.
Même si tous les logiciels de ﬂowsheeting peuvent être utilisés pour
calculer des superstructures explicites, il convient de remarquer que les
logiciels qui utilisent une approche séquentielle de résolution peuvent ren-
contrer des diﬃcultés dans la gestion des ﬂux de recyclage. Le grand
nombre d'options implique en eﬀet un grand nombre d'évaluations au ni-
veau du calcul séquentiel. Les logiciels utilisant une approche simultanée,
résolvant tout le système d'équations d'un coup, se révèlent plus adéquats
à cet eﬀet.
2.6.2 Génération automatique de la superstructure
Lorsque le nombre de connexions entre les unités du système devient
important, leur déﬁnition explicite devient pénible et peut être sujette
à des erreurs. Il convient alors de générer la superstructure de manière
automatique, à l'aide d'un algorithme.
La superstructure du système peut être générée à partir de la descrip-
tion des ﬂux de matière et d'énergie, si l'information est convenablement
structurée. Cette approche a été formalisée par Grossmann (1985), qui
montre que la formulation MINLP est très adaptée pour cette tâche. En
particulier, l'utilisation des variables entières permet de déﬁnir la combi-
natorialité liée à l'existence des connexions.
La technique est par exemple utilisée par Yee et al. (1990) pour gé-
nérer la superstructure du réseau d'échangeurs de chaleur à partir des
caractéristiques thermodynamiques des ﬂux thermiques du système.
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Certains auteurs, tels que Friedler et al. (1992a), ont développé des
algorithmes basés sur la théorie des graphes et sur un ensemble de règles
heuristiques qui permettent de limiter le nombre de solutions possibles
dans la génération des superstructures.
La ﬁgure 2.6 montre un exemple de représentation d'un procédé obte-
nue à l'aide de l'approche basée sur les P-Graph. Les ronds représentent
les ﬂux de matières, les barres représentent les unités et les ﬂèches repré-
sentent les transferts de ﬂux. Le graphe est obtenu à partir des données
structurées d'entrée-sortie des modules qui permettent de déterminer la
possibilité de transfert d'une unité à l'autre.
A
B C
D E F G
H I
Fig. 2.6: Exemple de P-Graph d'un procédé. Adapté à partir de Friedler et al.
(1992a)
L'algorithme MSG (Friedler et al. (1993, 1992b)) permet d'obtenir la
structure maximale du système. Cette structure contient toutes les com-
binaisons possibles de la structure du système.
L'algorithme SSG (Friedler et al. (1992b)) permet d'extraire des sous-
structures réalisables 1 à partir de la structure maximale.
La notion de decision-mapping (Friedler et al. (1995)) a été développée
pour exploiter les bases théoriques qui sont le fondement des P-Graphs.
Elle permet de comparer des P-Graph et d'en déduire certaines propriétés,
comme l'extension, la complémentarité, la complétude ou l'équivalence.
La combinaison des algorithmes MSG, SSG et l'application de la notion
de decision-mapping oﬀrent un outil très puissant qui permet de générer
1. Le terme réalisable indique que la superstructure utilise toutes les matières et
tous les équipements nécessaires à l'obtention des produits à fabriquer.
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des superstructures réalisables du système.
La formulation de la superstructure du système résultant de l'application
de l'outil est un ensemble de problèmes LP, puisque les variables entières
ont été éliminées. Il ne reste plus qu'à optimiser chaque problème, aﬁn de
trouver la solution optimale globale.
Bien que cela puisse demander un eﬀort de calcul important, il faut tenir
compte du fait que les méthodes d'optimisation déterministes basées sur
l'énumération en arborescence (branch and bound , par exemple) eﬀectuent
le même type de travail, mais peuvent générer en cours de calcul un grand
nombre de solutions infaisables.
2.6.3 Superstructures implicites
Dans les approches implicites, un modèle représente les performances
de la superstructure, sans pour autant qu'elle soit générée de manière
explicite. Ces approches sont extrêmement utiles dans des contextes où
la conﬁguration de la superstructure n'est pas directement nécessaire.
C'est le cas par exemple lors de l'optimisation du système, où seuls les
indicateurs de performance du réseau sont nécessaires pour le calcul des
fonctions objectif. Elles s'adaptent également très bien à la déﬁnition mo-
dulaire du modèle du système, puisque le modèle de la superstructure
peut être déﬁni comme un des modules qui composent le modèle global
du système.
Les techniques d'intégration utilisées dans les applications de la sec-
tion 1.5, utilisent le modèle de la cascade thermique (Papoulias et Gross-
mann (1983b)) pour modéliser le réseau d'échangeurs de chaleur et pour
déterminer le taux d'utilisation optimal des unités utilitaires. Ce modèle
calcule la quantité de chaleur qui doit être apportée ou évacuée par les
utilitaires, détermine quelles sont les unités à utiliser lorsque plusieurs
d'entre elles peuvent fournir le même service et fournit une estimation du
coût du réseau d'échangeurs de chaleur.
La solution fournie par le modèle implicite de la superstructure peut par
la suite être utilisé comme point de départ pour sa génération explicite.
Comme une partie de la solution a déjà été déterminée, le modèle explicite
devra gérer un nombre inférieur de degrés de liberté. Pour la synthèse du
réseau d'échangeurs de chaleur, Papoulias et Grossmann (1983a,b,c) et
Floudas et al. (1986) ont développé une approche en trois étapes qui utilise
les résultats de la cascade thermique pour déterminer la superstructure
explicite du réseau.
Le défaut principal des approches implicites consiste en la diﬃculté dans
la déﬁnition de conditions de connexion particulières, telles les connexions
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interdites ou obligatoires. Bien que ce genre de spéciﬁcation soit possible,
cela oblige l'écriture de modèles qui s'apparentent à ceux écrits pour la
génération automatique de la superstructure. Ceci augmente la complexité
du modèle et enlève une partie du caractère implicite de l'approche.
2.6.4 Choix de la méthode de déﬁnition de la
superstructure
Les trois approches présentées possèdent chacune des avantages et des
défauts. Le choix de l'approche à adopter dépend du contexte de calcul
et du type de système modélisé. Il faut remarquer que ces trois approches
peuvent même être utilisées simultanément pour déﬁnir chacune une par-
tie de la superstructure du système.
L'utilisation des méthodes implicites pour la génération de la super-
structure du système est recommandée lorsque le nombre de connexions
est important et il n'existe pas de conditions particulières qui limitent
la conﬁguration de la superstructure. Ces approches sont robustes et
s'adaptent parfaitement à la déﬁnition modulaire du modèle du système.
Par ailleurs, les applications les plus complexes étudiées au LENI font
usage des techniques d'intégration pour la modélisation du réseau d'é-
changeurs de chaleur.
La déﬁnition explicite de la superstructure est à utiliser pour déﬁnir
des parties de la superstructure du système qui présentent des connexions
complexes, comme par exemple les recyclages, ou lors de la présence de
conditions restrictives sur les connexions, liées par exemple au choix de
certaines options technologiques.
La génération automatique de la superstructure peut présenter des dif-
ﬁcultés de résolution importantes, surtout si le nombre de connexions
possibles pour chaque ﬂux est important. Dans la modélisation du réseau
d'échangeurs de chaleur, le nombre de variables combinatoires augmente
de manière exponentielle avec le nombre de ﬂux. Ceci pose de nombreux
problèmes de résolution et des formulations telles que celle proposée par
Yee et al. (1990) ne peuvent être résolues que pour des cas d'étude très
restreints. La génération automatique de la superstructure reste néan-
moins intéressante dans des situations où les deux autres approches sont
moins adaptées ou en complément aux approches implicites. Par exemple,
la formulation explicite de Floudas et al. (1986) formule le modèle de la
superstructure du réseau d'échangeurs de chaleur sur la base des résultats
obtenus par la résolution de la cascade thermique et de la distribution des
charges (Papoulias et Grossmann (1983a,b)). Dans ce cas, le nombre de
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connexions est restreint par les deux modèles précédents et le modèle est
moins diﬃcile à résoudre.
Le modèle du réseau vapeur (séc. 3.8.1) est un autre exemple d'utili-
sation combinée d'une formulation implicite et d'une formulation auto-
matique de la superstructure du système. Le modèle utilise la cascade
thermique pour modéliser le réseau d'échangeurs de chaleur. La formu-
lation explicite est utilisée pour générer les réseaux de distribution de
matière (vapeur et condensat) associés aux diﬀérents collecteurs du cycle
vapeur.
2.7 Calcul des performances du système
La résolution du modèle du système fournit les caractéristiques des
unités, leur régime opératoire, leur taux d'utilisation et les caractéris-
tiques des réseaux de transfert de ﬂux qui les mettent en relation. Les
performances du système peuvent être calculées à partir de ces résultats
de plusieurs manières, selon les critères que l'on veut observer. Il est par
exemple possible d'observer la productivité du procédé, l'eﬃcacité énergé-
tique du système ou son impact environnemental. Il existe de nombreuses
méthodes qui permettent de calculer des indicateurs de performance, dont
les plus courantes sont discutées dans les paragraphes suivants.
Les indicateurs de performance peuvent être utilisés pour déﬁnir les
fonctions objectif lors de l'optimisation du système. Ils peuvent égale-
ment être utilisés pour des analyses multi-critères ou pour comparer les
performances de systèmes diﬀérents.
L'analyse des cas d'application étudiés au LENI montre une utilisation
récurrente d'un certain nombre d'approches basées sur la thermoécono-
mie ou l'environomie. Toutefois, les indicateurs de performance calculés
sont la plupart du temps établis pour répondre aux besoins spéciﬁques
des cas d'application. Ceci a pour conséquence de rendre très diﬃcile la
comparaison des résultats de deux études diﬀérentes.
Nous insistons sur l'importance d'utiliser des méthodes de calcul des
indicateurs de performances qui soient structurées et standardisées. Ceci
facilite la comparaison de systèmes fabricant des produits similaires ou
fournissant des services énergétiques équivalents. En même temps, le dé-
veloppement de ces méthodes doit être eﬀectué de manière indépendante
des applications étudiées, aﬁn de fournir des indicateurs objectifs. Cette
dissociation favorise l'intégration de l'expérience acquise par l'application
des méthodes et contribue à la qualité des indicateurs.
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2.7.1 Thermoéconomie, Environomie et Exergonomie
La thermoéconomie, l'environomie et l'exergonomie sont des approches
de synthèse système basées sur l'optimisation et l'expression des fonctions
objectif par rapport à des indicateurs de performance liés en même temps
à la performance technique ou thermodynamique du système et respecti-
vement à son coût, aux émissions ou à son rendement exergétique.
Le premier à utiliser ces concepts fut Keenan (1932). Depuis, de nom-
breuses publications sont apparues sur ce sujet, comme en témoigne la
revue de Tsatsaronis (1993).
Le terme thermoéconomie est dû à Evans (1962). Cette discipline met en
relation les performances thermodynamiques (les eﬃcacités, par exemple)
du système avec des indicateurs économiques, tels que les coûts opératoires
ou les coûts d'investissement.
L'exergonomie est une approche similaire à la thermoéconomie (Tsat-
saronis (1993)). L'approche de modélisation est la même, mais les indica-
teurs de performance sont liés aux pertes exergétiques.
L'environomie est une extension des deux autres approches. En plus
des performances économiques, elle intègre également les performances
environnementales du système, en tenant compte de certaines émissions,
comme le CO2 (Cano-Ruiz et Mcrae (1998)).
2.7.2 Techniques d'intégration de procédés
Les techniques d'intégration sont utilisées pour la synthèse implicite de
la superstructure du système. Un certain nombre d'indicateurs est cal-
culé pour fournir des informations quant à la performance des diﬀérentes
connexions qui relient les unités du système. Ces méthodes calculent par
exemple la quantité de chaleur récupérable et celle qui doit être apportée
par les unités utilitaires, leur taux d'utilisation, le nombre d'échangeurs
de chaleur, ou encore l'estimation de leur surface et de leur coût.
Le chapitre 3 est entièrement dédié à l'illustration de la méthode d'in-
tégration développée dans le cadre de ce travail.
2.7.3 Coûts opératoires et d'investissement
Le critère économique est souvent le facteur primordial inﬂuençant les
choix en matière de conception de systèmes. Il est donc important d'être
en mesure d'estimer les coûts du système durant la phase préliminaire de
synthèse.
Plusieurs approches d'estimation des coûts peuvent être trouvées dans
la littérature. Dans le domaine des procédés chimiques, la méthode pro-
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posée par Turton et al. (2003) est très réputée. Bien qu'elle s'adresse au
domaine de la chimie, elle peut être aisément généralisée au domaine des
systèmes énergétiques industriels.
Turton et al. (2003) déﬁnissent cinq niveaux de détail diﬀérents dans
l'estimation des coûts du système, selon le degré d'avancement de la
conception et l'investissement en argent consacré à l'étude d'estimation.
Lors de la synthèse préliminaire du système, l'estimation doit fournir les
ordres de grandeur des coûts, de telle manière à permettre de discriminer
des options technologiques en concurrence. En première approximation,
il faut s'attendre à ce stade de la synthèse à des erreurs importantes, de
l'ordre de 20% à 30%.
L'estimation des coûts concerne deux aspects diﬀérents du système :
Les coûts opératoires incluent les frais courants pendant la période
d'opération. Ils concernent par exemple l'achat des matières pre-
mières et de l'énergie, les coûts de maintenance ou les frais de per-
sonnel. Cet indicateur est souvent utilisé pour déterminer le régime
opératoire optimal du système.
Les coûts d'investissement concernent par exemple le prix d'achat de
nouveaux équipements, la construction de bâtiments ou les coûts de
conception. Cet indicateur est utilisé pour l'optimisation du dimen-
sionnement des équipements.
De manière générale, les coûts opératoires CO sont calculés sur une base
annuelle, alors que les coûts d'investissement CI sont basés sur un calcul
pluriennal, puisque la durée de vie des équipements est en général longue.
Pour pouvoir cumuler les deux coûts, il est possible par exemple d'an-
nualiser le coût d'investissement. L'équation (2.2) permet de connaître le
coût d'investissement annualisé CIy en tenant compte de la durée de vie
en années n de l'équipement et du taux d'intérêt i déﬁni lors de l'inves-
tissement.
τ =
i · (i + 1)n
(i + 1)n − 1
C
I
y = C
I
· τ (2.2)
Coûts opératoires L'équation (2.3) représente la somme des coûts opé-
ratoires des diﬀérentes unités u. tY,Uu est la durée d'opération annuelle,
qui peut varier d'une unité u à l'autre.
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C
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=
∑
u∈U
C
O
u · t
Y,U
u (2.3)
Coûts d'investissement La méthode de Turton et al. (2003) concerne
l'estimation du coût total d'investissement, qui correspond au coût de
l'équipement une fois installé et opérationnel. Ce coût est obtenu par le
calcul du coût d'achat de l'équipement et mis à jour par une série de
facteurs de conversion qui tiennent compte de nombreux coûts annexes,
tels que les frais d'installation, de construction des bâtiments ou les frais
de personnel et de charges sociales.
L'estimation du coût d'un nouvel équipement peut être eﬀectuée par
comparaison au coût connu d'un ou plusieurs équipements similaires. En
première approximation, pour une technologie donnée, le coût a une rela-
tion directe avec la taille de l'équipement. Par taille on entend un facteur
d'échelle, qui peut être représenté par un volume, un débit nominal ou
encore une puissance. Par exemple, pour une chaudière, la taille est liée
au volume nominal des fumées ; pour un moteur, elle est lié à la puissance
mécanique.
L'équation (2.4) permet de calculer le coût d'achat d'un équipement CIu
en fonction de sa taille Au(x) à partir d'un équipement de référence ayant
un prix CIuref et une taille Aref . On remarque que la taille de l'équipement
est fonction des variables x du modèle du système. Cette relation est très
importante, car c'est grâce à elle qu'il est possible de déﬁnir une relation
entre les performances des unités du système et leur coût, qui sont à la
base de l'approche thermoéconomique.
L'exposant γ tient compte de la diminution des coûts dus au facteur
d'échelle : pour un équipement deux fois plus "grand", il faut moins que
deux fois plus de matériel pour le construire. γ peut être calculé à par-
tir d'un ensemble de coûts connus pour des équipements appartenant à
la même catégorie. Si aucune donnée n'est disponible, on utilisera 0.8
(Turton et al. (2003)).
C
I
u =
It
Iref
·C
I
uref ·
(
Au(x)
Aref
)γ
∀u ∈ U (2.4)
Souvent, le prix de l'équipement de référence a été obtenu lors d'études
précédentes. Comme les prix dépendent des conditions de marché, ils évo-
luent sans cesse. Pour cette raison, un prix calculé 5 ans plus tôt, n'est
plus valable actuellement. Il est toutefois possible de convertir l'ancien
prix pour qu'il tienne compte des conditions actuelles. Le journal scienti-
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ﬁque Chemical Engineering 2 et l'entreprise Marshall & Swift 3 collectent
depuis longtemps des données de coûts d'équipements. Chacun publie ré-
gulièrement un indice qui tient compte des changements du marché.
La mise à jour du prix d'un équipement peut être faite à l'aide de facteur
It, qui correspond à l'indice actuel et à l'indice Iref , qui correspond à la
valeur de l'indice pour l'année d'achat de l'équipement de référence.
2.7.4 Analyse de cycle de vie
L'analyse environomique porte sur l'étude de l'émission d'un nombre
limité de substances, notamment le CO2 et parfois les NOx. Toutefois,
toute émission de substance peut avoir un impact sur l'environnement.
L'environomie considère seulement la période de production. Les émis-
sions dues à l'extraction des ressources et leur acheminement vers le site
de production, ainsi que la construction du système, son démantèlement
et l'élimination de ses produits sont ignorées.
À cause de ces limitations, il est diﬃcile de comparer des technolo-
gies diﬀérentes ayant des fonctionnalités similaires. Comment comparer
par exemple une chaudière d'immeuble avec une pompe à chaleur ou des
panneaux solaires thermiques ? Ces technologies produisent toutes de la
chaleur pour le chauﬀage et l'eau sanitaire. La chaudière brûle du mazout
ou du gaz naturel, la pompe à chaleur consomme de l'électricité et les
panneaux solaires exploitent le rayonnement solaire (et un peu d'électri-
cité pour les pompes de circulation).
Si on ne considère que les émissions de CO2, il est évident que la chaudière
est condamnée. En eﬀet, ni les panneaux solaires, ni la pompe à chaleur
émettent directement du CO2. Pour pouvoir départager ces technologies
il faut remonter la chaîne d'approvisionnement et calculer les émissions
dues à la production d'électricité, ainsi que la fabrication et l'installation
des technologies sur place.
L'analyse de cycle de vie (Fava et al. (1991)) a pour but d'étudier
les émissions d'un système et leur eﬀet sur l'environnement en tenant
compte de toutes les étapes de son cycle de vie et d'un grand nombre
de substances. Cette méthode est formalisée dans le cadre des normes
ISO 14000 (International Organization for Standardization (2002, 2004,
2006a,b)) aﬁn de permettre la comparaison des résultats issus d'analyses
diﬀérentes.
La première utilisation de l'analyse de cycle de vie dans le contexte de
la synthèse de système est eﬀectuée par Keoleian (1993), qui propose de
2. http://www.che.com
3. http://www.marshallswift.com
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lier la quantiﬁcation des ﬂux inventoriés avec la taille des équipements du
système.
Stefanis et al. (1995) utilisent l'analyse de cycle de vie comme objectif
pour l'optimisation d'un procédé chimique.
L'optimisation multi-objectif alliant un objectif économique et un objectif
calculé à partir de l'analyse de cycle de vie est proposée par Kniel et al.
(1996), Pelet (2004) et Gerber et al. (2009).
Illustration de la méthode
Le livre de Jolliet et al. (2005) illustre l'approche d'analyse de cycle
de vie. Il explique en détail les diﬀérentes étapes de l'analyse, résumées
ci-dessous :
1. Objectif et portée : déﬁnition de l'objectif de l'étude, des limites du
système et de l'unité fonctionnelle, qui permet de normaliser les ré-
sultats de calcul. En général on utilise des unités normalisées, comme
par exemple kg/h ou m3/s.
2. Identiﬁcation des ﬂux à inventorier : analyse du procédé et identiﬁca-
tion des ﬂux émis. Recherche dans la littérature, dans des catalogues
ou des bases de données dédiées. Dans le cadre de ce travail, la base
de données ecoinvent (Frischknecht et al. (2005); Frischknecht et Re-
bitzer (2005)) a été retenue. Elle a été constituée sur la base d'études
scientiﬁques rigoureuses, elle est continuellement soumise à la vali-
dation par des experts et elle a été rédigée pour être utilisée dans
un contexte européen, proche des études eﬀectuées dans ce travail
de recherche.
3. Quantiﬁcation des ﬂux inventoriés : lien entre la taille des unités
dans le système et les ﬂux identiﬁés. Comme dans le cas du calcul
des coûts, la quantiﬁcation des ﬂux des émissions doit avoir un lien
avec les variables de décision du modèle.
4. Évaluation de l'impact et interprétation : interprétation de l'impact
des émissions sur un certain nombre d'indicateurs. Utilisation de
méthodes d'évaluation d'impact connues.
Il est parfois très diﬃcile de quantiﬁer l'eﬀet sur l'environnement de
l'émission d'une certaine substance. De nombreuses méthodes d'évalua-
tion ont été développées pour accomplir cette tâche, qui est réalisée en
agrégeant l'impact des diﬀérentes substances émises dans un nombre ré-
duit d'indicateurs par l'intermédiaire de facteurs de pondération.
Le rapport de Frischknecht et al. (2007) décrit les méthodes utilisées le
plus couramment. Dans ce travail, deux méthodes sont utilisées :
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• Eco-indicator 99 (Goedkoop et al. (1998); Goedkoop et Spriensma
(1999)) est une méthode orientée dégâts. Elle déﬁnit l'impact par
rapport à trois indicateurs : la santé humaine, la qualité des écosys-
tèmes et l'utilisation des ressources.
• La méthode Umweltbelastungspunkte (UBP) (Brand et al. (1998)) at-
tribue des points à chaque émission. Les points sont issus du rapport
entre les émissions quantiﬁées et des quantités jugées critiques. Ces
dernières sont déterminées en accord avec les objectifs de politique
environnementale établis par la Confédération Suisse et basés sur des
études scientiﬁques.
L'interprétation des résultats issus d'une analyse de cycle de vie est
nécessaire aﬁn d'évaluer correctement les solutions obtenues. Les normes
ISO 14000 (International Organization for Standardization (2002, 2004,
2006a,b)) recommandent l'utilisation de plusieurs méthodes d'évaluation,
aﬁn de prendre en compte plusieurs points de vue sur les eﬀets des émis-
sions sur l'environnement.
En eﬀet, l'attribution de la valeur des facteurs de pondération varie d'une
méthode à l'autre et, pour la synthèse d'un système donné, l'importance
donnée à certaines émissions peut être très diﬀérente selon la méthode
utilisée. Il est donc important de considérer plusieurs indicateurs avant
de prendre des décisions de conception.
2.8 Optimisation du modèle du système
Le problème de la synthèse des systèmes énergétiques industriels for-
mulé par l'équation (2.1) est un problème qui peut être résolu grâce à
l'utilisation d'algorithmes d'optimisation ou d'approches heuristiques.
Les approches heuristiques (ex. Douglas (1985)) ne permettent pas de
conduire systématiquement aux solutions optimales. Pour cette raison,
dans ce travail ne sont considérés que les algorithmes d'optimisation.
2.8.1 Choix des algorithmes d'optimisation
Il existe deux catégories distinctes d'algorithmes qui ont été appliqués
pour résoudre le problème de la synthèse : les algorithmes déterministes
et les algorithmes évolutionnistes.
Algorithmes déterministes
Les algorithmes d'optimisation déterministes sont des algorithmes ité-
ratifs qui calculent l'état des variables d'optimisation en fonction de (ou
des) état(s) précédent(s). À chaque itération, une direction de descente
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est calculée pour estimer la position de l'optimum par rapport au point
actuel. Le calcul du gradient et du hessien permettent de déterminer l'op-
timalité de la solution obtenue.
Plusieurs revues de littérature analysent et comparent les performances
des algorithmes (Grossmann (1990); Grossmann et Kravanja (1995)) et
identiﬁent les problèmes encore ouverts (Grossmann et Daichendt (1996)),
notamment ceux liés à la gestion des choix technologiques, les débits
nuls ou les problèmes non-convexes. Il faut toutefois remarquer que ces
revues ne considèrent que la catégorie des algorithmes déterministes et
s'adressent surtout à la résolution de problèmes formulés à l'aide de l'ap-
proche simultanée.
Les premiers algorithmes d'optimisation appliqués à la synthèse des
systèmes étaient basés sur la technique de branch and bound (Mitten
(1970)), qui permet de gérer les variables entières et la résolution de sous-
problèmes NLP à l'aide de diﬀérents algorithmes, comme par exemple les
plans sécants (Kelley (1960); Westerlund et Pettersson (1995)), l'exten-
sion du simplexe (Box (1965)) ou l'algorithme SQP (Han (1977)). Ces
algorithmes peuvent être appliqués au modèles boîte noire et simultané,
pour autant que les gradients et les hessiens soient disponibles. Certains
algorithmes sont en mesure d'estimer ces valeurs de façon numérique,
mais cela demande un nombre supplémentaire d'évaluations du modèle,
résultant en une perte d'eﬃcacité de l'algorithme.
Pour contourner les diﬃcultés de résolution liées à la formulation si-
multanée des problèmes, des algorithmes basés sur la décomposition du
problème ont été introduits, notamment la décomposition généralisée de
Benders (Geoﬀrion (1972)) et la familles des algorithmes outer approxi-
mation (Duran et Grossmann (1986), Kocis et Grossmann (1987), Viswa-
nathan et Grossmann (1990)).
Bien que très performants, ces algorithmes peuvent être mis en échec
par la complexité des problèmes à résoudre. La non-linéarité de la fonction
objectif ou des contraintes, les discontinuités ou les variables fantôme
sont des éléments qui peuvent empêcher l'identiﬁcation des solutions du
problème. On indique par fantôme ces variables qui n'inﬂuencent pas
(ou pas de manière continue) la fonction objectif. Les variables fantôme
peuvent apparaître par exemple lorsque on optimise en même temps les
caractéristiques d'un équipement (une pression ou une température, par
exemple) et son existence (avec une variable entière). Lorsque la variable
entière est nulle, l'équipement n'est pas utilisé. Toutefois, l'algorithme ne
sait pas que les variables qui gèrent ses paramètres sont aussi inactives.
L'algorithme tentera toujours de trouver leur valeur optimale, sans succès.
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Algorithmes évolutionnistes
Historiquement, plusieurs familles d'algorithmes appartenant à la caté-
gorie des algorithmes évolutionnistes ont vu le jour. Les revues de Back
et al. (1993) et ensuite de Coello (1999a,b) identiﬁent plus d'une centaine
d'algorithmes diﬀérents. Tous ont des points en commun : la recherche
des solutions optimales se fait par des mécanismes inspirés de la théorie
de l'évolution de Darwin (1860).
Ces mécanismes ne requièrent pas le calcul du gradient des équations
du système et par conséquent les algorithmes évolutionnistes sont parfai-
tement adaptés pour optimiser des modèles formulés avec la technique de
la boîte noire. C'est entre autres pour cette raison qu'ils ont été utilisés
dans la plupart des études récentes réalisées au LENI (sec. 1.5).
Les algorithmes évolutionnistes présentent de nombreuses caractéris-
tiques qui justiﬁent leur utilisation en remplacement des algorithmes dé-
terministes : leur robustesse, l'insensiblité aux discontinuités, leur capacité
à considérer simultanément plusieurs objectifs ou la possibilité de paral-
lélisation, pour ne citer que les plus importantes.
Principe de fonctionnement Les algorithmes évolutionnistes travaillent
selon une séquence organisée en trois phases, répétées un grand nombre
de fois :
1. Génération
2. Évaluation
3. Classement
Pendant la phase de génération, de nouveaux individus sont générés.
Les individus sont des vecteurs qui contiennent une valeur pour chaque va-
riable de décision. Au tout début du calcul, l'algorithme génère un certain
nombre d'individus de manière semi-aléatoire. Ces individus constituent
la population initiale.
Une fois la population initiale évaluée, la génération de nouveaux in-
dividus se fait en suivant des techniques qui sont inspirées de la théorie
de l'évolution. Deux individus sont sélectionnés en tant que parents pour
donner vie à un nouvel individu. Le processus de sélection est basé sur le
score attribué à chaque individu lors de la phase de classement. Parmi les
techniques de génération, on retrouve par exemple le croisement 4 ou la
mutation.
Pendant la phase d'évaluation, le modèle du système est évalué et la
valeur de la (ou des) fonction(s) objectif est (sont) retournée(s) à l'algo-
rithme d'optimisation.
4. Cross-over en anglais.
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Enﬁn, la phase de classement compare les valeurs des fonctions objectif
évaluées avec celles de la population active. Celle-ci est maintenue à une
taille déﬁnie. De temps en temps, l'algorithme élimine des individus pour
libérer de la place aux nouveaux arrivés. L'élimination se fait sur la base
du classement. Les meilleurs individus restent dans la population active
et les moins bons sont éliminés.
Les algorithmes évolutionnistes ne connaissent pas le concept de conver-
gence, puisque ils travaillent sans calculer le gradient et le hessien. Le
nombre d'évaluations à eﬀectuer doit donc être déﬁni à l'avance. Une cer-
taine expérience est donc requise aﬁn d'estimer correctement le nombre
d'évaluations à eﬀectuer. Un nombre trop bas ne permettrait pas d'iden-
tiﬁer de bonnes solutions et un nombre trop élevé n'amènerait pas de bien
meilleures solutions que celles déjà obtenues.
Robustesse L'eﬃcacité des algorithmes déterministes a été conﬁrmée
pour un ensemble de problèmes relativement restreint, possédant des ca-
ractéristiques bien précises : diﬀérentiabilité, continuité, fonction objectif
et contraintes convexes. Les modèles développés avec les approches si-
multanées doivent satisfaire ces limitations, sous peine de voir échouer le
calcul d'optimisation. Toutefois, les problèmes réels de synthèse système
présentent parfois ces diﬃcultés de résolution. Les algorithmes évolution-
nistes utilisent des techniques statistiques pour choisir la valeur des va-
riables de décision et sont par conséquent insensibles à ces diﬃcultés de
résolution. Si l'espace de recherche des variables de décision est bien dé-
ﬁni, l'identiﬁcation des solutions optimales du problème ne dépend que
du nombre d'évaluations autorisées.
Parallélisation Contrairement aux algorithmes déterministes, les algo-
rithmes évolutionnistes ne travaillent pas sur une base itérative. Le choix
des individus à évaluer se fait sur la base d'une population, qui est déﬁ-
nie par l'évaluation des individus précédents, sans un ordre prédéﬁni. Par
conséquent en maintenant une population centralisée, il est possible de
distribuer l'évaluation des individus sur plusieurs ordinateurs diﬀérents.
Aujourd'hui les algorithmes d'optimisation déterministes sont nette-
ment plus rapides que les algorithmes évolutionnistes, puisque ils re-
quièrent un nombre d'itérations de l'ordre de la centaine pour converger,
alors que les algorithmes évolutionnistes requièrent un nombre d'évalua-
tions de l'ordre des milliers.
Grâce à la parallélisation et à l'utilisation d'une dizaine de processeurs, il
est possible de réduire les temps de calcul des algorithmes évolutionnistes
à un ordre de grandeur comparable à celui des algorithmes déterministes.
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Une parallélisation encore plus poussée, rend les algorithmes évolution-
nistes plus rapides que les algorithmes déterministes.
Dans ce travail, il a été possible de réaliser un calcul parallèle sur 200
processeurs, pendant une durée de 20 heures. Sur une seule machine, ce
calcul prendrait 166 jours, donc environ cinq mois et demi.
2.8.2 Optimisation multi-objectifs
Un système énergétique industriel est souvent un assemblage de tech-
nologies complexe, qui peut produire plusieurs produits et co-produits et
des services énergétiques. Lorsque on considère dans le système toutes les
unités de procédé, les utilitaires et les unités de traitement des déchets, il
est diﬃcile d'établir un critère unique pour l'évaluation des performances.
Les approches thermoéconomiques, exergonomiques et environomiques
proposent des stratégies qui cadrent le choix des indicateurs de perfor-
mance aﬁn qu'ils soient signiﬁcatifs pour l'ingénieur et pour l'investisseur.
Initialement, la stratégie utilisée était de lier les performances techniques
du système au coût des équipements. Avec l'introduction de critères liés
à l'impact environnemental, il a fallu développer de nouvelles approches.
L'utilisation d'algorithmes d'optimisation mono-objectif a obligé les
chercheurs à exprimer les émissions sous la forme de coûts. C'est le cas
par exemple de Pelster (1998); Pelster et al. (2001) ou Curti (1998), qui
attribuent un coût à l'émission de CO2 sous la forme d'une taxe environ-
nementale.
Toutefois, aucun pays n'applique une véritable taxe environnementale.
La Suisse, dans le cadre des directives sur la réduction des émissions (BFE
(2007)) propose une taxe sur les carburants et une initiative "centime
climatique". Ces taxes sont des mesures incitatives, résultat de compromis
politiques. Elles ne tiennent pas compte du véritable coût associé aux
émissions, qui est par ailleurs extrêmement diﬃcile à calculer.
L'utilisation d'optimiseurs multi-objectifs permet de séparer l'observa-
tion des coûts de celle des émissions. Par exemple, Li (2006) optimise des
cycles combinés avancés selon des objectifs de coûts (propres à chaque
pays où sont localisés les cycles) et d'émissions.
Lorsque plusieurs objectifs sont déﬁnis, il n'existe plus une seule solu-
tion optimale du problème d'optimisation, mais un ensemble de solutions
optimales, qui représentent le compromis entre les objectifs. La dispo-
nibilité de solutions multiples est un atout indéniable, car cela fournit
davantage d'informations utiles qui permettent de mieux analyser le com-
portement du système. Cela permet de déterminer par exemple quelles
sont les variables de décision (et donc des paramètres du système) qui
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ont une réelle inﬂuence sur les fonctions objectif et dont il faudra tenir
compte lors de la conception détaillée du système.
Dans le domaine de la synthèse système, il faut tenir compte de nom-
breux facteurs, qui ne peuvent parfois pas être modélisés ou évalués ma-
thématiquement. La disponibilité de plusieurs solutions optimales oﬀre
la possibilité de poursuivre l'analyse et le choix du meilleur système au
delà de la simple optimisation. Le travail de l'ingénieur commence là où
l'ordinateur atteint ses limites.
2.8.3 Décomposition du problème d'optimisation
La nécessité de décomposer le problème d'optimisation est née de la
complexité de la formulation simultanée du modèle du système qui pré-
sente de nombreuses diﬃcultés de résolution à cause de la présence de
variables entières et combinatoires et d'équations non-linéaires et non-
convexes.
Les algorithmes d'optimisation tels que la décomposition généralisée de
Benders (Geoﬀrion (1972)) et la famille d'algorithmes basés sur l'outer
approximation (Duran et Grossmann (1986), Kocis et Grossmann (1987),
Viswanathan et Grossmann (1990)) décomposent le problème à partir de
l'analyse des équations et du lien entre les variables entières et les variables
continues.
Cette décomposition est basée sur l'analyse de la formulation mathéma-
tique du problème et met parfois en oeuvre des solutions d'approximation
linéaires qui nécessitent l'interaction directe entre l'algorithme d'optimi-
sation et les équations du modèle. Pour cette raison, ces algorithmes d'op-
timisation ne peuvent en général pas être appliqués aux modèles déﬁnis
avec la technique de la boîte noire.
Les algorithmes évolutionnistes sont moins sensibles à ces diﬃcultés de
résolution et ne requièrent pas forcément une décomposition du problème.
Par ailleurs une partie des études eﬀectuées au LENI (par ex. Olsommer
(1998), Pelster (1998) ou Li (2006)) ont été réalisées avec des modèles
monolithiques, où la superstructure des réseaux de transfert ont été dé-
ﬁnis de manière explicite, sans la mise en place d'aucune technique de
décomposition.
La raison qui motive une décomposition du problème avec les algo-
rithmes évolutionnistes est liée à l'eﬃcacité de résolution et au temps de
calcul. Les algorithmes évolutionnistes requièrent beaucoup plus d'éva-
luations du modèle que les algorithmes déterministes pour identiﬁer la
solution optimale du problème. Si on leur conﬁe la gestion de nombreuses
variables, en particulier les variables combinatoires, les temps de calcul
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explosent. C'est dans l'optique de réduire la taille du problème d'opti-
misation global que les techniques d'intégration sont introduites dans les
études les plus récentes réalisées au LENI (par ex. Godat et Maréchal
(2003); Maréchal et al. (2005b) ou Bolliger et al. (2005)).
Décomposition heuristique
La décomposition mise en oeuvre par les études récentes au LENI est
inspirée d'une démarche plus proche de celle de l'ingénieur que de celle
du mathématicien, car elle est basée sur l'analyse de la nature du système
et non sur l'analyse du modèle. Elle est appelée ici heuristique car elle
présente des caractéristiques communes aux approches heuristiques de
synthèse, comme celle proposée par Douglas (1985).
Le problème de synthèse (2.1) est décomposé en un problème maître
et un sous-problème esclave (ﬁg. 2.7). Le problème maître est directe-
ment géré par l'algorithme évolutionniste. Le problème esclave est déﬁni
comme un sous-problème d'optimisation, qui peut être contrôlé par l'al-
gorithme d'optimisation global via la déﬁnition des données d'entrée du
sous-problème. Le sous-problème prend en charge la résolution d'un cer-
tain nombre de variables de décision du problème original, ce qui a pour
conséquence de réduire le nombre de degrés de liberté qui doit être géré
par l'algorithme évolutionniste. Bien entendu, le choix de la répartition
des variables doit être eﬀectué de telle sorte que le sous-problème soit
robuste et en mesure de fournir la solution optimale, si elle existe.
En utilisant ce type de décomposition, il faut s'assurer que la fonction
objectif du sous-problème d'optimisation soit compatible avec celle du
problème global. En d'autres termes, le sous-problème doit être en mesure
de fournir la même solution qu'il serait possible d'obtenir avec l'algorithme
global sans décomposition du problème. Si ce n'était pas le cas, le sous-
problème serait alors incohérent et la décomposition n'aurait pas raison
d'être.
Le choix de la répartition des variables de décisions du problème est libre
et peut être déterminé sur la base de l'application étudiée. En règle géné-
rale, et en suivant dans les grandes lignes la démarche des approches heu-
ristiques, dans le problème maître on calcule les caractéristiques des opéra-
tions physiques unitaires, leur régime opératoire et certaines connexions
qui sont exprimées de manière explicite au sein du ﬂowsheet . Le sous-
problème d'intégration se charge de calculer les indicateurs nécessaires
pour exprimer les performances des réseaux qui connectent les unités,
ainsi que de déterminer le choix et la taille des unités utilitaires. Si les
réseaux de transfert de matière et d'énergie sont formulés de manière
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Fig. 2.7: Représentation schématique de la décomposition du modèle du sys-
tème opérée pour réduire sa complexité de résolution.
automatique, le sous-problème fournit explicitement la valeur des débits
transférés, la taille des unités du réseau (par ex. les échangeurs de cha-
leur) et leur coût. Si la superstructure est formulée de manière implicite,
par exemple à l'aide de la cascade thermique, le sous-problème fournit
l'estimation du coût du réseau d'échangeurs de chaleur.
Quelle que soit la formulation du sous-problème esclave, il paraît rai-
sonnable de lui conﬁer la résolution des variables combinatoires pour sou-
lager l'algorithme évolutionniste. Ceci est systématiquement eﬀectué dans
les études récentes réalisées au LENI par l'utilisation de la cascade ther-
mique, qui est formulée sous la forme d'un problème MILP. Ce type de
problème est nettement plus simple à résoudre que le problème global,
qui est de type MINLP, et permet donc de gérer la combinatorialité dans
un problème robuste.
Les bilans de masse peuvent être exprimés par des équations linéaires,
pour autant que l'état des producteurs et des consommateurs soit ﬁxé et
qu'il n'y ait pas de recyclages. Il paraît donc intéressant de les déﬁnir au
sein du sous-problème esclave aﬁn de déterminer les réseaux de transfert
de matière du système. En combinant ces réseaux au réseau d'échangeurs
de chaleur, le sous-problème esclave est en mesure de déterminer la su-
perstructure complète du système. Ainsi, le problème maître se limite à
calculer l'état des unités du système et le sous problème peut détermi-
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ner la superstructure du système et déterminer le choix des unités et leur
taille.
Bien que cette approche soit logique, elle n'est pas appliquée systéma-
tiquement dans les méthodes de synthèse système. Cela est probablement
dû au fait que dans les applications étudiées jusqu'ici, le nombre d'op-
tions d'échange de matière entre les unités du système est faible et une
déﬁnition explicite des réseaux de transfert est facile à réaliser, surtout
à l'aide de logiciels de ﬂowsheeting. Toutefois, pour l'étude de systèmes
complexes, comme les systèmes urbains ou les sites industriels, cette ap-
proche va probablement s'imposer dans l'avenir. C'est pour cette raison
qu'une nouvelle approche d'intégration multi-réseaux a été développée
dans le cadre de ce travail. Elle est présentée au chapitre 3.
2.8.4 Décomposition et fonctions objectifs du modèle
global
Dans la plupart des approches de synthèse système, la fonction objectif
du problème d'optimisation est liée au coût du système. Pour maintenir
la cohérence dans la décomposition, on déﬁnit également une fonction
objectif liée au coût dans le sous-problème esclave.
Or, selon la méthode de Turton et al. (2003), la taille des équipements
a une relation non-linéaire avec le coût d'investissement. Si le dimension-
nement des équipements est eﬀectué par le sous-problème esclave, il est
donc nécessaire d'introduire les coûts d'investissement au sein de ce pro-
blème. Toutefois, aﬁn de garantir sa robustesse, ce problème est de type
MILP et ne permet donc pas l'introduction de la formulation non-linéaire
des coûts d'investissement.
Deux solutions sont envisageables :
1. Laisser gérer au problème maître la variable liée à la taille de la
technologie. Dans ce cas, le coût d'investissement ne doit pas être
introduit dans le sous-problème et on peut se limiter à calculer le coût
opératoire, qui est proportionnel au taux d'utilisation des unités.
2. Linéariser le coût d'investissement (ﬁg. 2.8) autour d'un point proche
de la taille optimale probable de l'équipement et introduire la forme
linéarisée dans le sous-problème esclave.
En introduisant la forme linéarisée dans le sous-problème esclave, il faut
s'assurer que la plage de variation possible de la variable liée à la taille ne
soit pas trop importante. Autrement, l'écart entre le coût linéarisé et le
coût réel serait trop important et la solution d'intégration serait faussée.
La linéarisation par morceaux peut également être utilisée pour minimiser
l'écart entre l'approximation et la valeur réelle.
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Fig. 2.8: Linéarisation de la fonction objectif du problème d'intégration. La
linéarisation par morceaux permet de minimiser l'écart entre la fonc-
tion linéaire et l'approximation.
Décomposition et optimisation multi-objectifs
L'application de la décomposition du problème et l'optimisation globale
avec un algorithme multi-objectifs peut, dans une certaine mesure, poser
un problème de cohérence. En eﬀet, le sous-problème esclave est résolu
avec un algorithme d'optimisation mono-objectif. En choisissant la fonc-
tion objectif du sous-problème de telle sorte qu'elle soit cohérente avec
un objectif du problème global, on se retrouve dans la situation où elle
risque d'être en compétition avec les autres objectifs. Par conséquent, la
solution optimale du sous-problème obtenue en cohérence avec un objectif
global sera probablement sous-optimale par rapport aux autres objectifs,
comme montré par la ﬁgure 2.9.
Pour éviter ce problème, de nombreuses solutions peuvent être mises en
place. La plus simple consiste à déﬁnir l'identiﬁant de la fonction objectif
du sous-problème comme variable de décision du problème d'optimisation
global. L'algorithme évolutionniste peut ainsi décider de favoriser un ob-
jectif ou l'autre, en fonction de l'appartenance de l'individu à une famille
de solutions.
Une deuxième stratégie de résolution est celle de déﬁnir une fonction
objectif du sous-problème qui soit un assemblage d'indicateurs de perfor-
mance, chacun en relation avec une des fonctions objectif du problème
global. Un facteur de pondération, géré par l'algorithme global, doit per-
mettre de favoriser un indicateur de performance plutôt qu'un autre de
telle sorte que la fonction objectif du sous-problème présente une aﬃnité
avec l'une ou l'autre fonction objectif du problème global.
Cette approche s'apparente à la méthode environomique, où l'on asso-
cie un coût aux émissions. Si ce coût est déﬁni comme une variable de
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Fig. 2.9: Eﬀets du choix de la fonction objectif du sous-problème esclave sur
l'optimisation globale du système. Exemple avec deux fonctions ob-
jectif.
décision, il fait oﬃce de facteur de pondération et peut à la fois favoriser
la minimisation des coûts réels ou celle des émissions.
Les deux stratégies présentées ont un eﬀet très diﬀérent sur les résultats
de l'optimisation. La première stratégie a un eﬀet de tout ou rien, qui fait
que les solutions du sous-problème ont une aﬃnité soit avec l'une, soit
avec l'autre fonction objectif du problème global. La deuxième stratégie
permet d'obtenir des nuances, qui représentent des compromis entre les
objectifs. Cela permet d'obtenir davantage d'informations sur le compor-
tement du système, car il est possible de comprendre comment la conﬁ-
guration de la superstructure du système inﬂuence les fonctions objectif.
Cette information est extrêmement importante, car le degré d'intégration
des unités du système, qui est strictement lié à la façon dont les unités
échangent la matière et l'énergie, est le facteur fondamental qui détermine
les performances globales du système.
2.8.5 MOO - Algorithme évolutionniste développé au
LENI
Dans ce travail, l'algorithme MOO est utilisé pour l'optimisation du
modèle du système. Développé au LENI par Leyland (2002) et Molyneaux
(2002), il a été conçu pour être utilisé dans le cadre de la synthèse des
systèmes énergétiques industriels.
MOO est un algorithme évolutionniste avancé, parallèle et multi-objectif.
Il utilise des mécanismes de gestion de la population qui favorisent la
convergence, tout en garantissant la diversité des solutions. La technique
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du clustering permet de faire évoluer indépendamment des sous-ensembles
d'individus. Ceci favorise l'identiﬁcation de plusieurs minimum locaux et
augmente les chances d'identiﬁer le minimum global du problème.
Grâce à une gestion intelligente des paramètres, MOO est capable d'adap-
ter ses critères de recherche au problème d'optimisation. Il gère automa-
tiquement les paramètres qui déterminent par exemple les taux de muta-
tion, de croisement ou de gestion de la population. Grâce à cette stratégie,
MOO s'avère un algorithme très eﬃcace et rapide, comparé à d'autres al-
gorithmes de la même famille (Leyland (2002)).
2.9 Évaluation des solutions
L'optimisation du modèle (2.1) fournit les conﬁgurations optimales du
système. Ces solutions constituent le point de départ pour une analyse
détaillée qui doit mener vers la déﬁnition des spéciﬁcations nécessaires à
la conception détaillée du système. Le rôle de la synthèse préliminaire est
d'identiﬁer les relations entre les paramètres de design et les performances
attendues du système. L'optimisation du système doit fournir la liste des
technologies les plus performantes et déﬁnir dans les grandes lignes leurs
caractéristiques techniques et leur régime opératoire.
Un exemple d'analyse des solutions d'optimisation est fourni au cha-
pitre 5 pour l'étude de deux cycles combinés. Dans cette section sont
illustrés les outils utilisés couramment dans ce type de démarche.
2.9.1 La courbe de Pareto
L'optimisation d'un problème multi-objectifs produit un ensemble de
solutions qui représentent les meilleurs compromis entre les objectifs. Ces
solutions forment un front, appelé front de Pareto (Pareto (1896)). Le
front représente la frontière entre les solutions sous-optimales et les solu-
tions impossibles, comme montré à la ﬁgure 2.10.
La courbe de Pareto est un instrument très utile pour comprendre les
relations entre les fonctions objectif. Chaque point sur la courbe repré-
sente une solution du problème de synthèse du système, avec ses variables,
ses paramètres et ses indicateurs de performance.
Le concepteur dispose ainsi d'une multitude de données qui doivent être
analysées aﬁn de comprendre les mécanismes de fonctionnement du sys-
tème et les relations qui lient les unités qui le composent.
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Fig. 2.10: Exemple de courbe de Pareto pour une optimisation à deux objec-
tifs.
2.9.2 Analyse de corrélation
Une analyse de corrélation permet d'analyser les relations entre les indi-
cateurs de performance et les variables d'état du modèle du système, ainsi
que entre les variables elles-mêmes. Ceci permet d'identiﬁer les caractéris-
tiques du système qui ont une inﬂuence importante sur les indicateurs de
performance et dont il faudra tenir compte durant la phase de conception
détaillée du système.
Cette analyse permet également d'identiﬁer les mécanismes qui génèrent
les interactions entre les unités, lorsque deux variables d'état appartenant
à deux unités diﬀérentes présentent une corrélation signiﬁcative.
En toute généralité, les outils statistiques aident l'ingénieur à identiﬁer
des tendances et des éléments particuliers qui se cachent dans une quan-
tité de données importante. L'étude de systèmes de plus en plus grands
demandera dans l'avenir une application de plus en plus poussée de ces
outils, aﬁn d'éviter la perte de vue sur le détail en faveur d'une vision
excessivement globale.
2.9.3 Les courbes intégrées
L'utilisation des techniques d'intégration dans le sous-problème esclave
permet de choisir et dimensionner les unités utilitaires. Les courbes in-
tégrées ( Maréchal et Kalitventzeﬀ (1996)) représentent la façon dont le
proﬁl température-enthalpie d'une unité s'intègre au sein du proﬁl du
système.
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La courbe composée intégrée est constituée à partir de la grande com-
posée (ﬁg. 2.11(a)). Au lieu de dessiner une seule courbe, on isole les ﬂux
appartenants à une unité (ou un groupe d'unités) pour constituer deux
grandes composées. La courbe de l'unité est ensuite projetée en miroir
selon l'axe des températures corrigées et positionnée de telle manière à ce
que les deux courbes se touchent (ﬁg. 2.11(b)).
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(b) Courbe composée intégrée
Fig. 2.11: Courbes composées.
La ﬁgure 2.11 représente le cas particulier de l'intégration d'un utili-
taire chaud (une chaudière). La ﬁgure (a) aﬃche la grande composée du
système et la ﬁgure (b) la courbe intégrée de la chaudière. On remarque
que dans ce cas l'utilitaire chaud traverse le point de pincement et pré-
sente un excès de chaleur en-dessous. Pour cette raison, la courbe intégrée
dépasse l'axe vertical et ﬁnit dans la zone négative de l'enthalpie. Cela
signiﬁe que l'excès de chaleur doit faire intervenir un autre utilitaire, car
le système n'est pas en mesure de récupérer cette chaleur. La courbe in-
tégrée montre donc que la chaudière n'est pas parfaitement adaptée aux
besoins du procédé et son remplacement par un autre utilitaire serait à
envisager.
2.10 Formulation générale de la méthode de synthèse
Les sections précédentes ont présenté les éléments méthodologiques uti-
lisés pour la mise en oeuvre de diﬀérentes méthodes de synthèse des sys-
tèmes énergétiques industriels. L'objectif de la présente section est de
présenter la stratégie d'application de la méthode de synthèse développée
dans le cadre de ce travail, qui est grandement inspirée des applications
récentes étudiées au LENI. La ﬁgure 2.12 représente de manière schéma-
tique les diﬀérentes étapes d'application de la méthode.
Le point de départ est constitué par un cahier des charges qui déﬁnit
l'objectif du procédé, comme par exemple la liste et éventuellement la
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Fig. 2.12: Algorithme d'application de la méthode de synthèse des systèmes
énergétiques industriels proposée.
quantité des produits et des services énergétiques qui doivent être fournis
ou les matières premières qui doivent être consommées.
La première phase de la méthode consiste à déﬁnir le modèle du sys-
tème. On identiﬁe en premier lieu les opérations physiques unitaires qui
permettent de réaliser l'objectif du système et de produire les utilitaires
et les supports de production requis. Ensuite, on identiﬁe les technologies
qui permettent de réaliser ces opérations physiques unitaires. Le modèle
du système est constitué par l'assemblage de plusieurs modules, qui repré-
sentent les technologies choisies. On choisira dans la mesure du possible
des modules déjà disponibles aﬁn de constituer le système à partir de
bases déjà conﬁrmées.
La deuxième étape dans la constitution du modèle du système est la
déﬁnition de sa superstructure. Pour ce faire, on peut faire appel aux
diﬀérentes techniques disponibles. La déﬁnition explicite peut être utilisée
par exemple pour déﬁnir les connexions de matière internes aux modules
et pour les connexions de matière non-linéaires (par ex. les recyclages). La
formulation automatique ou implicite sera utilisée pour la déﬁnition des
réseaux de transfert de matière et d'énergie entre les modules. On utilisera
à ce propos le modèle d'intégration multi-réseaux décrit au chapitre 3.
La deuxième phase de la méthode de synthèse est constituée par la
déﬁnition d'une stratégie de résolution du modèle du système et par son
optimisation, dans l'objectif d'identiﬁer les meilleures conﬁguration.
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Le modèle du système présente une formulation très complexe à ré-
soudre, car il est composé par :
• des équations non-linéaires, parfois non-convexes
• des variables continues liées aux caractéristiques techniques des opé-
rations physiques unitaires et à leur régime opératoire
• des variables entières liée à la déﬁnition du choix entre plusieurs
technologies alternatives permettant de réaliser les mêmes opérations
physiques unitaires
• des variables combinatoires liées au choix des ﬂux pouvant échanger
de la chaleur
La complexité d'un tel modèle peut constituer une diﬃculté insurmon-
table pour un algorithme de résolution. Pour réduire cette complexité
on procède alors à une décomposition du problème, qui permet de ré-
partir les variables dites complicatives entre deux sous problèmes plus
simples. L'approche modulaire et la séparation entre la déﬁnition des ca-
ractéristiques des opérations physiques unitaires et celle des connexions
qui les relient permet de déﬁnir une décomposition logique entre un pro-
blème maître, responsable du calcul des caractéristiques des opérations
physiques unitaires et leur régime opératoire, et un sous-problème d'op-
timisation esclave, qui prend en charge le calcul de la superstructure du
système et celui des bilans de matière et d'énergie globaux. Les variables
entières et combinatoires seront ainsi conﬁées au sous-problème esclave,
qui est formulé par des équations linéaires en nombre entiers, aﬁn de ga-
rantir sa robustesse.
Le schéma de principe de la décomposition peut être modiﬁé pour tenir
compte des spéciﬁcités du modèle du système. On pourra par exemple
conﬁer certaines variables entières au problème maître lorsque une partie
de la superstructure du système est déﬁnie de manière explicite et elle
comporte des choix technologiques. La répartition des variables entre les
deux problèmes doit donc être déﬁnie de manière spéciﬁque pour chaque
problème de synthèse.
Les performances du système sont exprimées par rapport à un ou plu-
sieurs indicateurs de performance, comme par exemple les coûts du sys-
tème ou son impact environnemental. Ces indicateurs peuvent être calcu-
lés par des méthodes standardisées, sur la base des résultats du calcul de
l'état du système. La standardisation permet de garantir la qualité des in-
dicateurs et favorise la comparaison des valeurs entre systèmes diﬀérents.
Pour réaliser le calcul de ces indicateurs il est donc nécessaire de choisir
les méthodes de calcul concernées et de les relier au modèle du système.
Les outils informatiques présentés au chapitre 4 ont été conçus entre autre
pour simpliﬁer cette opération.
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La dernière étape avant le calcul d'optimisation est la déﬁnition des
fonctions objectif. Un système complexe a souvent plusieurs fonctions,
puisque il fournit à la fois des produits, des co-produits et des services
énergétiques. De plus, étant composé par de nombreuses technologies, il
est intéressant d'observer diﬀérents aspects de son fonctionnement. Pour
ces raisons, on préfère réaliser des optimisations multi-objectifs, qui four-
nissent un ensemble de solutions optimales, au lieu d'une optimisation
mono-objectif qui ne fournit q'une solution. Les fonctions objectif du pro-
blème d'optimisation sont généralement constituées à partir des indica-
teurs de performance calculés à partir de l'état du système.
L'optimisation du système est ensuite réalisée à l'aide d'un algorithme
d'optimisation évolutionniste multi-objectifs, qui est en mesure de ré-
soudre des modèles déﬁnis de manière modulaire, à l'aide de formula-
tions de type boîte noire. Ce type d'algorithme ne nécessite en eﬀet pas
du gradient et du hessien des équations du modèle, comme dans le cas
des algorithmes déterministes. De plus, ces algorithmes sont générale-
ment insensibles aux diﬃcultés de résolution conventionnelles, telles que
par exemple les discontinuités ou la non-convexité. Enﬁn, ces algorithmes
permettent de paralléliser le calcul aﬁn de réduire de manière considérable
les temps nécessaires pour obtenir les solutions du problème.
À l'issue du calcul d'optimisation on obtient, dans le cas d'une optimi-
sation multi-objectifs, un ensemble de solutions optimales qui représen-
tent les meilleurs compromis entre les diﬀérents objectifs. L'analyse de ces
résultats permet de comprendre le comportement du système et l'identi-
ﬁcation des caractéristiques techniques et opératoires qui le caractérisent.
L'évaluation de ces aspects servira comme base pour la prise de décision
et pour la déﬁnition du cahier des charges pour la synthèse détaillée du
système en vue de sa construction.
2.11 Perspectives
La méthode de synthèse proposée dans ce travail oﬀre un cadre à la fois
structuré et suﬃsamment ﬂexible pour permettre le développement d'une
vaste gamme d'applications dans le domaine des systèmes énergétiques
industriels. Les éléments méthodologiques ont été choisis de telle manière
à permettre l'étude de systèmes de taille réelle, présentant des dizaines,
voir des centaines d'unités.
On discute ici de deux aspects qui doivent être approfondis aﬁn de
rendre eﬀective la méthode de synthèse pour l'étude de systèmes de grande
taille.
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2.11.1 Optimisation mixte
La vraie limite qui freine l'étude de grands systèmes est constituée par le
temps de calcul, qui peut devenir prohibitif. En analysant ce temps, on dé-
couvre qu'une grande partie du temps est dédiée à la résolution du modèle,
qui est composé par plusieurs modules, ayant chacun sa propre méthode
de résolution interne. Il est possible de formuler des recommandations de
modélisation à ce sujet, mais cela ne doit pas empêcher l'utilisation de
techniques variées, adaptées à chaque type de module. La méthode de
synthèse peut par contre intervenir au niveau des algorithmes d'optimisa-
tion, qui sont responsables du grand nombre d'évaluations du modèle. Les
algorithmes évolutionnistes souﬀrent d'un problème de vitesse de conver-
gence, puisque ils ne calculent pas les gradients et les hessiens et ne sont
donc par en mesure d'estimer leur distance de l'optimum.
Le problème de la vitesse de convergence et l'absence du concept d'op-
timalité font que les algorithmes évolutionnistes ont du mal à s'imposer
dans un domaine de recherche où les approches de programmation ma-
thématique sont largement répandues. Pour éliminer ce handicap, il serait
intéressant d'étudier la possibilité d'introduire une mesure de convergence
au sein des algorithmes évolutionnistes.
Une des grandes forces des algorithmes évolutionnistes est leur capacité
de travailler sur des problèmes qui présentent de multiples optimums lo-
caux. Les techniques de clustering permettent d'optimiser simultanément
plusieurs zones optimales.
Pendant l'optimisation, la découverte des diﬀérentes zones optimales se
fait relativement rapidement. Ensuite, les eﬀorts sont surtout concentrés
dans l'aﬃnage des solutions locales, bien que la phase exploratoire ne soit
jamais terminée, puisque de nouvelles zones peuvent être découvertes en
tout temps.
De leur coté, les algorithmes déterministes sont très eﬃcaces en conver-
gence, si leur initialisation les situe proche de l'optimum.
Il serait donc intéressant de coupler des algorithmes évolutionnistes
et des algorithmes déterministes. Une nouvelle phase d'aﬃnage pourrait
être ajoutée aux trois phases de génération, évaluation et classiﬁcation.
Elle serait conﬁée à l'algorithme déterministe, qui s'occuperait d'identiﬁer
l'optimum et de rendre l'individu optimal à la population active.
Les temps de calcul pourraient ainsi être réduits, grâce à l'accélération due
à la recherche de convergence basée sur la direction de descente. L'algo-
rithme évolutionniste pourrait se concentrer exclusivement sur les aspects
qu'il maîtrise le mieux : l'exploration et l'identiﬁcation des zones opti-
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males. L'algorithme mixte permettrait donc de combiner les atouts des
deux parties qui le composent : ﬂexibilité, rapidité, convergence.
2.11.2 Calcul d'indicateurs de performance standardisés
Un des reproches majeurs que l'on pourrait faire aux études réalisées au
LENI (et à la plupart des études publiées dans le domaine de la synthèse
des systèmes énergétiques industriels) est la diﬃculté de comparer les
résultats obtenus entre deux études diﬀérentes mais équivalentes. Ceci
est dû au fait que le calcul des indicateurs de performance est établi sur
la base de l'application étudiée et manque par conséquent d'une vision
globale.
Le domaine de l'analyse de cycle de vie a montré les bienfaits de la
standardisation des approches. En très peu de temps, cette approche s'est
imposée dans le domaine de la recherche, dans l'industrie et même dans
le langage quotidien, car on voit apparaître certains concepts liés au dé-
veloppement durable et à l'analyse de cycle de vie dans les messages pu-
blicitaires.
Nous sommes convaincus que cette démarche de standardisation doit
être appliquée également dans les autres méthodes de calcul des indica-
teurs de performance. Les approches thermoéconomiques devraient être
revues aﬁn de fournir le support pour une approche structurée, qui per-
mette de comparer les résultats de calcul. Elles devraient tenir compte de
la localisation (Curti (1998)), de la date d'estimation des coûts et elles
devraient déﬁnir de manière explicite quels éléments doivent être pris en
compte dans le calcul des coûts.
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Chapitre 3
Modèle d'intégration
3.1 Introduction
L'analyse méthodologique réalisée au chapitre 2 montre l'intérêt de dé-
composer le problème de la synthèse du système en un problème maître et
un sous-problème esclave, formulé sous la forme d'un problème d'optimi-
sation. Cette décomposition permet de réduire la complexité du problème
original en répartissant la gestion des variables de décision entre les deux
problèmes. Ceci permet de soulager l'algorithme d'optimisation global de
la gestion de certaines variables dites complicatives, et permet de formu-
ler une stratégie de résolution du sous-problème qui est adaptée à leur
nature.
Pour que la stratégie de décomposition soit cohérente, il faut que le
sous-problème soit robuste et soit en mesure de fournir la solution opti-
male, si elle existe. Les variables complicatives concernent essentiellement
les variables entières du problème original, et en particulier les variables
combinatoires liées au choix des paires de ﬂux échangeant de la chaleur.
Par conséquent, il est convenable de déﬁnir le sous-problème avec une
formulation linéaire, de type MILP. La linéarité des équations simpliﬁe
énormément la résolution du problème et les variables entières peuvent
ainsi être calculées plus facilement.
La stratégie de décomposition a déjà été utilisée dans plusieurs ap-
plications (par ex. Godat et Maréchal (2003); Maréchal et al. (2005b)
ou Bolliger et al. (2005)). Dans ces travaux, les auteurs ont décidé de
conﬁer au sous-problème esclave le calcul de la conﬁguration du réseau
d'échangeurs de chaleur, le choix des options technologiques et le calcul
du taux d'utilisation des utilitaires. Ceci permet d'éliminer du problème
global le calcul des variables combinatoires et le calcul d'une grande par-
tie des variables entières liées aux choix technologiques. Le calcul du taux
d'utilisation des utilitaires garantit que les bilans de chaleur du système
sont satisfaits, puisque la quantité de chaleur apportée ou évacuée par les
unités est proportionnelle à leur taux d'utilisation.
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Au chapitre 2 on observe que le réseau d'échangeurs de chaleur ne
constitue qu'une partie de la superstructure du système. La partie restante
est constituée par les réseaux de transfert de matière entre les unités. Or, le
calcul du taux d'utilisation des unités au niveau du sous-problème esclave
a une inﬂuence sur la quantité de matière que ces unités échangent avec
les autres unités du système. Il paraît donc raisonnable d'introduire au
niveau du sous-problème esclave le calcul des bilans de matière échangée
entre les unités.
La ﬁgure 2.7 représente schématiquement le résultat de la décomposi-
tion du problème. Dans le cas idéal, le problème maître gère uniquement
les variables de décision continues du problème original, qui concernent
les caractéristiques techniques des opérations physiques unitaires et leur
régime opératoire. Le sous-problème esclave gère les variables entières
du problème original et les variables continues liées au taux d'utilisation
des unités et aux débits de matière transférée dans les réseaux qui les
connectent.
Le terme intégration est couramment utilisé pour déﬁnir les techniques
qui, comme celle présentée dans ce chapitre, permettent de déterminer la
manière optimale dont les diﬀérentes unités du système interagissent par
l'échange de matière et d'énergie. On parlera donc de modèle d'intégration
pour déﬁnir le sous-problème esclave.
3.2 Objectifs du modèle
Le modèle d'intégration développé dans le cadre de ce travail a pour
objectif de représenter l'ensemble des interactions possibles entre les unités
du système aﬁn d'être en mesure d'identiﬁer celles qui conduisent à la
meilleure performance globale.
En particulier, le modèle doit être en mesure de :
1. Déterminer la conﬁguration optimale des connexions de transfert de
matière et d'énergie entre les unités du système.
2. Déterminer quelles sont les unités qui font partie du système (et leur
taux d'utilisation) et qui permettent d'atteindre le but du système
tout en bouclant les bilans de matière et d'énergie.
3. Fournir au problème global de synthèse la valeur des indicateurs de
performance nécessaires au calcul des fonctions objectif, notamment
les coûts opératoires du système ainsi que les coûts d'investissement
liés à l'installation des unités et des réseaux de transfert de matière
et d'énergie.
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3.3 État de l'art
La technique de la superstructure (Grossmann et Sargent (1978)) est
utilisée dans les approches de synthèse des systèmes énergétiques indus-
triels pour déterminer la conﬁguration des réseaux de transfert de matière
et d'énergie au sein du système. Les modèles des réseaux sont réalisés de
manière explicite ou par des techniques de génération automatique ou
implicite.
Dans ce contexte, le problème de la synthèse du réseau d'échangeurs de
chaleur a reçu une grande attention dans le domaine de la recherche des
procédés industriels et plusieurs approches sont aujourd'hui disponibles,
comme le démontre par exemple la revue de Furman et Sahinidis (2002).
Cette activité s'explique par la grande complexité du problème, qui pré-
sente un grand nombre de degrés de liberté, représentés par des variables
continues et combinatoires et des équations non-linéaires et non-convexes.
La génération des réseaux de transfert de matière a reçu une moindre
attention, surtout en raison du fait que pour des systèmes de petite taille
la modélisation de ces réseaux peut être réalisée de manière explicite,
directement à l'aide de logiciels de ﬂowsheeting.
À notre connaissance, seuls Bagajewicz et Manousiouthakis (1992) ont
développé une approche de décomposition similaire à celle présentée par
ce travail, où les réseaux de transfert de matière et d'énergie sont synthé-
tisés simultanément dans un sous-problème issu de la décomposition du
modèle global du système. Leur approche, appelée state space permet de
formuler le problème de manière systématique et structurée, mais le mo-
dèle résultant est non-linéaire et par conséquent moins robuste que celui
présenté dans ce chapitre.
3.4 Types de réseaux d'échange dans un système
Dans un système, chaque type de ﬂux est transféré à travers un ré-
seau qui lui est consacré. Or ces réseaux présentent des caractéristiques
structurelles relativement proches et on peut généralement identiﬁer deux
grandes familles de réseaux : les réseaux de transfert de matière et les ré-
seaux d'échangeurs de chaleur.
Les réseaux de transfert de matière sont constitués par des mélangeurs,
des diviseurs et par des conduites de transport (ﬁg. 3.1).
Le réseau d'échangeurs de chaleur (ﬁg. 3.2) présente, comme son nom
l'indique, des échangeurs de chaleur, en plus des mélangeurs et des divi-
seurs. Ces unités permettent de transférer la chaleur par le moyen d'un
potentiel de transfert dû à la diﬀérence de température entre les ﬂux.
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Unité
UnitéUnité
Mélangeur Diviseur
Fig. 3.1: Exemple d'un réseau permettant de transférer une matière entre les
unités du système.
Unité
MélangeurDiviseur
Unité Unité
Unité
Échangeur
de chaleur
Fig. 3.2: Exemple de réseau d'échangeurs de chaleur.
Le même type de conﬁguration est également présent dans les réseaux
de séparation de masse, où les échangeurs de chaleur sont remplacés par
des unités de transfert de matière, comme par exemple les unités de sé-
paration par chute de température ou de pression.
3.5 Formulation du problème d'intégration
Le modèle d'intégration proposé dans ce travail s'appuie sur le travail
de Maréchal et Kalitventzeﬀ (1998a) et vise à en systématiser l'approche
aﬁn de permettre la synthèse simultanée de multiples réseaux de transfert
de masse et d'énergie.
Pour déﬁnir le modèle des diﬀérents réseaux, il est possible d'utiliser
diﬀérentes formulations, implicites ou explicites, selon le niveau de détail
requis. Dans le contexte de la décomposition du problème global de la
synthèse du système, il est nécessaire de choisir une formulation robuste,
aﬁn de garantir une probabilité maximale de convergence.
Pour réduire la complexité du problème, on préférera une formulation
implicite, si les détails sur la conﬁguration des réseaux ne sont pas requis.
Il est toutefois possible de formuler le problème d'intégration en combi-
nant des formulations implicites avec des formulations automatiques ou
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explicites, pour autant que la cohérence du problème en termes de bilans
de masse et d'énergie soit garantie.
Cette ﬂexibilité permet donc de formuler le problème d'intégration pour
qu'il soit en même temps eﬃcace, robuste et adapté aux spéciﬁcités du
système à synthétiser.
Cette section présente les éléments constitutifs du problème d'inté-
gration. Ces éléments sont associés aux variables de décision du sous-
problème esclave et permettent de déﬁnir les indicateurs de performance
nécessaires au problème maître pour le calcul des fonctions objectif glo-
bales du problème de synthèse.
3.5.1 Couches réseau
Dans les approches publiées jusqu'ici (par ex. Maréchal et Kalitventzeﬀ
(1998b, 1999)), la synthèse d'un réseau de transfert de matière se fait par
l'introduction d'un ensemble d'équations spéciﬁques au sein de la formu-
lation du modèle d'intégration. Le modèle de la production combinée de
vapeur et électricité décrit dans Maréchal et Kalitventzeﬀ (1999) est une
formulation à part, qui s'ajoute à la formulation de la cascade thermique.
La même approche est appliquée pour intégrer le modèle de combustion,
qui combine des ﬂux de chaleur et des combustibles (Maréchal et Kalit-
ventzeﬀ (1998b)).
L'objectif ici est de redéﬁnir ces formulations aﬁn de pouvoir introduire
systématiquement de nouvelles équations de bilan sans devoir modiﬁer à
chaque fois le modèle d'intégration.
Pour ce faire, le concept de couche a été introduit. Une couche concerne
tous les ﬂux d'un même type et est associée à la formulation de modélisa-
tion d'un réseau, selon le type de ﬂux. L'assemblage de plusieurs couches
permet ainsi de modéliser et synthétiser plusieurs réseaux simultanément.
Cette technique permet de simpliﬁer la déﬁnition du problème d'inté-
gration, car il est possible de déﬁnir un modèle générique pour chaque
réseau, qui sera réutilisé pour toutes les couches qui y sont associées.
Cela est concrètement réalisé par l'utilisation des ensembles déﬁnis au
tableau 3.1, qui sont intégrés dans les formulations mathématiques des
superstructures des réseaux.
3.5.2 Unités
Dans le modèle d'intégration, les unités sont des entités qui fonctionnent
selon le concept des producteurs/consommateurs. Chaque unité déclare sa
contribution en termes de consommation ou de production aux diﬀérentes
66 Modèle d'intégration
Ensemble Description
L Ensemble déﬁnissant toutes les couches du problème.
SLlp Liste des ﬂux concernés par la couche l.
LTl Identiﬁant de la formulation du modèle de réseau associé à la couche
l.
Tab. 3.1: Ensembles permettant d'introduire le concept de couche dans le
modèle d'intégration.
couches du problème (ﬁg. 3.3). Une unité représente en général une ou
plusieurs opérations physiques unitaires du système et la contribution
aux couches correspond à la consommation ou la production de matière
ou d'énergie échangée avec les diﬀérents réseaux de transfert du système.
Unité 3
(utilitaire)
Unité 4
(utilitaire)
Chaleur
Vapeur
Eau
DéchetsCo
uch
es
Flux
Unité 1
(procédé)
Unité 2
(utilitaire)
Fig. 3.3: Déﬁnition des contributions des unités aux diﬀérentes couches du
problème d'intégration.
Deux variables sont associées à chaque unité (Maréchal et Kalitventzeﬀ
(1998b)) : une variable binaire Yu qui déﬁnit si l'unité doit être utilisée
et une variable continue Fu qui représente son taux d'utilisation. Chaque
unité possède une taille nominale, déﬁnie par les quantités de matière
et d'énergie qu'elle produit ou consomme, et qui peut être modiﬁée par
l'intermédiaire du taux d'utilisation.
Les paramètres Fminu et F
max
u permettent de limiter le taux d'utilisation
des unités (éq. (3.1)). U est l'ensemble des unités déﬁnies pour le problème
d'intégration.
F
min
u · Yu ≤ Fu ≤ Fmaxu · Yu ∀u ∈ U (3.1)
Dans ce travail, deux types d'unités sont déﬁnis dans les problèmes
d'intégration. Les unités de procédé et les unités utilitaires. Les premières
représentent les unités qui convertissent les matières premières en produits
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ou services énergétiques à valeur ajoutée. Les unités utilitaires fournissent
les ressources et les services énergétiques aux unités de procédé. Leur taux
d'utilisation optimal est calculé aﬁn de satisfaire les besoins des unités de
procédé et pour clore les bilans de matière et d'énergie du système.
Pour les unités de procédé, les deux paramètres Fminu et F
max
u sont
ﬁxés à 1. L'unité conserve donc sa taille nominale et le taux d'utilisation
devient, de fait, un paramètre.
La variable binaire Yu peut être utilisée pour déﬁnir des choix tech-
nologiques. Si sa valeur est nulle, l'unité associée et ses ﬂux sont écartés
du problème car le taux d'utilisation de l'unité est annulé par l'équa-
tion (3.1). La contrainte (3.2) permet de contrôler l'existence des unités
par l'intermédiaire du paramètre Yminu .
Yu ≥ Yminu u ∈ U
Y
min
u =
1 pour les unités de procédé0 pour les utilitaires (3.2)
Une contrainte supplémentaire, par exemple celle déﬁnie par l'équa-
tion (3.3), permet de choisir une unité parmi plusieurs options technolo-
giques U∗.
∑
u∈U∗
Yu ≤ 1 (3.3)
Dans des problèmes multipériodes, le taux d'utilisation et l'existence
des unités peut varier dans le temps. Les variables Fup et Yup sont déﬁ-
nies pour chaque période p. La relation entre les variables globales et les
variables liées aux périodes sont déﬁnies par la relation (3.4).
Fu ≥ Fup ∀p ∈ P (3.4)
Yu ≥ Yup
La combinaison du concept des producteurs/consommateurs au calcul
de l'existence et du taux d'utilisation des unités est extrêmement puissant,
car elle permet de déﬁnir et de résoudre de manière aisée des problèmes
où l'interaction entre les diﬀérents réseaux du système est importante. La
variation du taux d'utilisation des unités se répercute en eﬀet de manière
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simultanée sur la conﬁguration de tous les réseaux auxquels les unités sont
liées.
Le caractère général de l'approche se trouve également dans le fait que
les unités se comportent comme des boîtes noires, où seules les contribu-
tions aux réseaux sont visibles. Cela permet de formuler des problèmes
d'intégration complexes, où la partie cachée à l'intérieur des boîtes noires
peut représenter des opérations physiques unitaires ayant un comporte-
ment non-linéaire. Le calcul de la relation non-linéaire entre les caracté-
ristiques des opérations physiques unitaires et la contribution aux réseaux
est donc conﬁé au problème maître de la décomposition.
La superstructure du réseau d'échangeurs montré par la ﬁgure 3.2 peut
ainsi être réduite au problème du transfert de masse de la ﬁgure 3.1,
si l'on assimile les échangeurs de chaleur à des unités. Dans ce cas, les
variables combinatoires liées au choix des paires de ﬂux échangeant de
la chaleur et les variables associées au comportement des échangeurs de
chaleur (charge et températures) sont conﬁées aux problème maître et
à l'algorithme d'optimisation global. Cela a pour conséquence de rendre
plus diﬃcile le travail de l'algorithme global et rend la décomposition
du problème moins eﬃcace. Il est donc très important de bien formuler
le problème d'intégration pour que la décomposition du problème global
soit eﬃcace. L'utilisation de formulations implicites pour la superstructure
des réseaux permet d'éviter grand nombre de problèmes liés aux variables
complicatives.
3.5.3 Flux
La contribution des unités aux diﬀérents réseaux est déﬁnie sous la
forme de ﬂux de matière ou d'énergie. Chaque ﬂux possède une caracté-
ristique qui représente une quantité échangée (requise ou mise à disposi-
tion du système) ainsi que des caractéristiques intensives qui déﬁnissent sa
qualité. Pour des ﬂux de chaleur elle correspond au niveau de température
et pour des ﬂux de matière elle peut correspondre à une concentration ou
à une propriété telle que le pouvoir caloriﬁque.
La charge des ﬂux va donc varier en fonction de l'existence Yup et du
taux d'utilisation Fup de l'unité qui les déclare. S est l'ensemble des ﬂux
déﬁnis dans le problème d'intégration et SUu indique les ﬂux appartenant
à chaque unité u.
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3.5.4 Indicateurs de performance
Comme le problème d'intégration est un problème d'optimisation, il est
nécessaire de calculer des indicateurs de performance qui permettent de
déﬁnir la fonction objectif.
Dans la littérature, la plupart des sources considèrent un objectif lié aux
coûts. Papoulias et Grossmann (1983a) proposent par exemple la somme
des coûts opératoires. Comme discuté à la section 2.7, pour l'analyse d'un
système complexe il est intéressant de considérer plusieurs indicateurs, qui
permettent de mieux saisir le comportement du système. Comme le pro-
blème d'intégration fait partie du problème global, il doit être en mesure
de fournir la contribution de la superstructure du système aux diﬀérents
indicateurs calculés dans le problème global.
Ce calcul est systématisé avec l'utilisation du concept des couches, ap-
pelées ici couches d'indicateurs. Les unités du problème déclarent donc
leur contribution aux diﬀérentes couches d'indicateurs de manière ana-
logue à ce qui est fait avec les couches réseaux.
La contribution Cu,i,p de chaque unité à chaque indicateur de perfor-
mance i et chaque période p peut être exprimée en utilisant l'expression
de l'équation (3.5). I est l'ensemble qui déﬁnit toutes les couches d'indi-
cateurs. c1u,i,p et c
2
u,i,p sont respectivement la contribution ﬁxe et variable
de l'unité u à l'indicateur i. Ces valeurs sont déterminées au niveau du
problème maître en fonction des variables de décision.
Cu,i,p = c
1
u,i,p · Yup + c
2
u,i,p · Fup ∀u ∈ U, ∀ i ∈ I, ∀ p ∈ P (3.5)
Si l'unité u n'est pas utilisée (Yup = 0), la contribution sera nulle.
Autrement, la contribution sera proportionnelle au taux d'utilisation Fup.
La valeur de l'indicateur de performance CIi est égale à la somme de
contributions de toutes les unités (éq. (3.6)).
C
I
i =
∑
p∈P
∑
u∈U
Cu,i,p ∀i ∈ I (3.6)
3.5.5 Fonction objectif
La fonction objectif du problème d'intégration est établie en combinant
un ou plusieurs indicateurs de performance, selon la nature du système.
Plusieurs fonctions objectif peuvent être déﬁnies :
Coût opératoire généralement utilisé pour optimiser le régime opéra-
toire du système.
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Coût total utilisé pour le dimensionnement des unités et pour déter-
miner le régime opératoire optimal.
Électricité minimisation des consommations ou maximisation de la pro-
duction.
Exergie minimisation des pertes exergétiques.
Ressources minimisation ou maximisation de l'utilisation d'une res-
source.
Émissions minimisation de l'émission de certaines substances.
Qualité maximisation de la qualité d'une ressource.
Comme discuté à la section 2.8.3, il est important que la fonction ob-
jectif du problème d'intégration soit compatible avec la ou les fonctions
objectif du problème global. Cette condition est remplie si l'on peut prou-
ver qu'à l'optimum global les conditions d'optimalité du sous-problème
esclave sont satisfaites.
Si un seul indicateur est choisi, par exemple le coût opératoire, la fonc-
tion objectif du problème d'intégration aura la forme suivante :
min
Fu,Yu
C
I
i = min
Fu,Yu
∑
p∈P
∑
u∈U
Cu,i,p (3.7)
= min
Fu,Yu
∑
p∈P
∑
u∈U
(
c
1
u,i,p · Yup + c
2
u,i,p · Fup
)
i ∈ I
Comportement non-linéaire des indicateurs Le problème d'intégration
est souvent linéaire. Or, les indicateurs du problème global, notamment
ceux liés aux coûts d'investissement, présentent un comportement non-
linéaire en fonction de la taille des opérations physiques unitaires, qui a
une relation directe avec le taux d'utilisation Fu. Pour calculer les deux
paramètres c1u,i,p et c
2
u,i,p il est donc nécessaire de procéder à la linéari-
sation, comme montré par la ﬁgure 3.4.
La linéarisation autour du point F 0u permet de calculer deux paramètres
c1u,i,p et c
2
u,i,p. Les deux paramètres F
min
u et F
max
u limitent la plage de
validité de la linéarisation à une zone où l'écart entre la valeur réelle et la
valeur approximée est acceptable.
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Fig. 3.4: Linéarisation de la fonction qui exprime un indicateur de perfor-
mance non-linéaire.
3.6 Les réseaux de transfert de ﬂux
Les réseaux de transfert de ﬂux sont utilisés pour modéliser la super-
structure d'échange de ﬂux (ﬁg. 3.1) tels que l'eau de refroidissement, la
vapeur ou l'électricité. La formulation mathématique qui permet de les
synthétiser est inspirée du problème du transport (Fourer et al. (2003)).
Le modèle de la superstructure est automatiquement généré par la déﬁ-
nition d'un ensemble de mélangeurs et de diviseurs pour lesquels on écrit
les équations de bilan de matière et les équations de modélisation. Pour
chaque couche (dont le type sera appelé MB), il est nécessaire de s'assurer
de la cohérence des bilans par la présence d'au moins une unité utili-
taire et du calcul de son taux d'utilisation. Pour préserver la linéarité des
équations il est nécessaire de discrétiser les variables qui interviennent
dans les termes bilinéaires de bilan, d'utiliser des contraintes d'inégalité
et d'ajouter des équations de cohérence avec les autres couches.
3.6.1 Équations de bilan
Pour déﬁnir la superstructure permettant de modéliser la couche concer-
née, on modélise les diviseurs qui répartissent les ﬂux vers les diﬀérents
consommateurs et les mélangeurs qui, pour chaque consommateur, col-
lectent les ﬂux en provenance des diﬀérents producteurs.
Le modèle du réseau de transport requiert donc la déﬁnition du débit
nominal produit M˙−lup ou consommé M˙
+
lup par les unités dans chaque
couche l de type MB. Ces débits sont multipliés par le taux d'utilisation
Fup de l'unité.
Le bilan de masse de l'unité u pour la ressource transférée dans la couche
l est exprimé par l'équation (3.8). Dans le réseau de la couche l, la variable
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M˙lukp représente le ﬂux transféré pendant la période p entre les unités u
et k. Sa valeur doit être positive et peut être limitée par les bornes M˙minlukp
et M˙maxlukp . La formulation est déﬁnie pour un problème multipériodes, où
P est l'ensemble de toutes les périodes p considérées et tp est la durée de
chaque période.
Fup · M˙
−
lup · tp −
∑
k∈U,k 6=u
M˙lukp · tp = 0
Fup · M˙
+
lup · tp −
∑
k∈U,k 6=u
M˙lkup · tp = 0
0 ≤ M˙minlukp · Yup ≤ M˙lukp ≤ M˙maxlukp · Yup (3.8)
0 ≤ M˙minlkup · Yup ≤ M˙lkup ≤ M˙maxlkup · Yup
∀ l ∈ L ,LTl = MB , ∀u ∈ U, ∀ p ∈ P
3.6.2 Contraintes sur la qualité des mélanges
Dans certains cas, les transferts de ﬂux sont soumis à des critères de
qualité. C'est le cas par exemple pour les réseaux de distribution d'hydro-
gène (Girardin et al. (2005)) ou la puriﬁcation de l'eau (Vince (2008)) où
les consommateurs requièrent une ressource présentant une qualité suﬃ-
sante.
Dans des cas analogues aux réseaux de distribution d'hydrogène ou
d'eau, la qualité est liée à la composition des ﬂux de matière. Dans d'autres
cas, la qualité est liée à une ou plusieurs propriétés du ﬂux, comme par
exemple son impact environnemental ou le pouvoir caloriﬁque.
À chaque ﬂux peut être associé un nombre illimité de caractéristiques
intensives faisant oﬃce de qualité. De manière générale, on nommera com-
posant chaque caractéristique q associée à la ressource représentée dans la
couche l. Les composants doivent exprimer une propriété intensive, c'est-
à-dire indépendante du débit de la ressource. Pour des propriétés liées
à la composition du ﬂux, on utilise donc les concentrations de chaque
composant. Ces valeurs résultent en général du modèle des opérations
physiques unitaires et sont donc fonction des variables de décision du
problème maître.
La contrainte (3.9) impose que la qualité du mélange entrant dans
chaque unité u pour chaque composant q de la couche l soit égale ou
supérieure à la qualité requise µinlpuq. Il convient dès lors d'écrire le mo-
dèle aﬁn que les résultats des autres couches soient compatibles avec cette
hypothèse. La multiplication du débit entrant M˙lkup par la qualité µinlpuq
permet de calculer une propriété extensive. Dans le cas de la qualité liée
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à la composition, cela correspond au débit partiel de chaque composant,
mais la formulation s'applique aussi aux propriétés indépendantes du dé-
bit.
µ
in
lpuq ·
∑
k∈U,k 6=u
M˙lkup ≤
∑
k∈U,k 6=u
M˙lkup ·µ
out
lpkq (3.9)
∀ l ∈ L ,LTl = MB , ∀u ∈ U, ∀ p ∈ P, ∀q ∈ LQl
3.7 Les réseaux d'échange de chaleur
La modélisation du réseau d'échange de chaleur est basé sur la représen-
tation du potentiel de transfert entre deux ﬂux. Dans le cas de la chaleur,
il s'agit de la diﬀérence de température. Certains auteurs (El-Halwagi
et Manousiouthakis (1989)) ont montré l'analogie qui permet d'appliquer
cette technique de modélisation aux transferts de masse dans les processus
qui utilisent la diﬀérence de concentration ou la pression partielle comme
potentiel de transfert.
L'approche de synthèse proposée dans ce travail est une version amélio-
rée de l'approche de synthèse du réseau d'échangeurs de chaleur basée sur
la décomposition en trois phases proposée par Papoulias et Grossmann
(1983a,b,c) et Floudas et al. (1986) et ensuite améliorée par Maréchal et
Kalitventzeﬀ (1998b).
La méthode de modélisation s'appuie sur le principe de décomposition
qui permet de réduire considérablement le nombre de degrés de liberté du
problème, tout en garantissant la compatibilité avec le problème global.
Les trois phases sont les suivantes :
Minimum d'énergie requise Par la résolution de la cascade thermique, on
détermine ici la quantité de chaleur qui peut être récupérée entre les
unités de procédé par le réseau d'échange de chaleur et, par bilan
d'énergie, la quantité de chaleur qui doit être apportée ou évacuée
par les unités de conversion d'énergie (utilitaires). Les points de pin-
cement sont identiﬁés. Le modèle permet ensuite d'estimer quel sera
le coût du réseau d'échangeurs aﬁn d'obtenir ainsi les performances
thermoéconomiques (quantités échangées et coûts d'investissement)
du réseau d'échangeurs. Le modèle de la cascade thermique repose
sur une seule variable de décision : le ∆Tmin, qui correspond à la
valeur minimale de la diﬀérence de température pour l'échange de
chaleur.
Distribution des charges Le calcul de la distribution des charges permet
dans un deuxième temps de synthétiser le réseau d'échangeurs qui
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satisfait le minimum d'énergie requise en respectant les points de
pincement. Elle représente la première étape de la synthèse du réseau
d'échangeurs en s'appuyant sur deux constats :
1. L'échange à travers le pincement introduit une pénalité énergé-
tique.
2. Le coût d'investissement minimum correspond au nombre mini-
mum d'échangeurs.
Réseau d'échangeurs Ce modèle représente ensuite la superstructure du
réseau d'échangeurs qui correspond à la distribution des charges.
La superstructure est modélisée par le principe des mélangeurs et
diviseurs et en calculant les échangeurs de chaleur comme des unités.
Puisque les débits des ﬂux et les quantités de chaleur échangées dans
chaque unité ont été déterminés, la résolution du problème, bien que
non-linéaire en nombre entiers, est nettement simpliﬁée par rapport
au problème initial. Certains auteurs comme Floudas et al. (1986),
ont proposé de combiner les deux dernières étapes en une seule.
Dans ce travail, la première phase de la décomposition revêt une impor-
tance fondamentale, car elle permet de modéliser l'intégration des unités
du système par le transfert de chaleur. Les deux phases suivantes seront
appliquées plus tard dans la méthode de synthèse du système car elles
permettent de traduire le résultat du modèle du réseau d'échange utilisé
pour l'intégration du système en une conﬁguration réelle du réseau d'é-
changeurs de chaleur. Par conséquent, la synthèse détaillée des réseaux
n'est pas eﬀectuée systématiquement. L'utilisation des techniques d'inté-
gration assure que suite au calcul du minimum d'énergie requise il existe
au moins une conﬁguration du réseau réalisable. Cette information est
suﬃsante pour réaliser l'optimisation globale du système et rend la syn-
thèse détaillée du réseau superﬂue tant que la meilleure conﬁguration du
système n'est pas identiﬁée.
3.7.1 Minimum d'énergie requise
Le minimum d'énergie requise et l'intégration des utilitaires sont cal-
culés à l'aide de la cascade thermique, introduite par Papoulias et Gross-
mann (1983a) et ensuite améliorée par Maréchal et Kalitventzeﬀ (1998b)
avec l'introduction des variables Fu et Yu pour permettre les choix tech-
nologiques. La version multipériodes de la cascade thermique a été dé-
veloppée par Floudas et Grossmann (1986) et adaptée par Maréchal et
Kalitventzeﬀ (2003).
La version présentée ici introduit une nouvelle dimension, les couches,
qui lie le modèle du réseau d'échange de chaleur avec les autres réseaux
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pour permettre la synthèse simultanée des diﬀérents réseaux d'échange et
de transfert du système intégré. Il convient de noter que le calcul de la cas-
cade thermique peut être introduit pour diﬀérentes couches, le modèle ne
concernant que les ﬂux qui peuvent échanger de la chaleur entre eux. Il est
ensuite possible d'utiliser une couche de bilan de matière pour transférer
de la chaleur entre deux couches distinctes, ce qui modélise un ﬂuide de
transfert. Cela permet de réaliser des calculs tels que ceux présentés par
Weber (2008) dans le domaine des systèmes urbains, où chaque noeud,
représentant un groupe d'immeubles, est le lieu d'une cascade thermique
et le ﬂuide de transfert représente le réseau de chauﬀage à distance.
Les ensembles du modèle de la cascade thermique sont déﬁnis au ta-
bleau 3.2. Pour chaque couche l associée à la cascade thermique (elle est
identiﬁée par le type LTl = HC) et chaque période p on fait la liste des ﬂux
SLlp, répartis en ﬂux chauds HSlp et froids CSlp.
Ensemble Description
L Ensemble des couches déﬁnies pour le problème d'intégration.
LTl Type de la couche l. On considère ici seulement les couches de type HC.
SLlp Liste des ﬂux appartenant à la couche l pour la période p.
HSlp Flux chauds de la couche l durant la période p.
CSlp Flux froids de la couche l durant la période p.
Tab. 3.2: Ensembles déﬁnis pour la formulation de la cascade thermique.
Les paramètres nécessaires au calcul de la cascade thermique sont dé-
ﬁnis au tableau 3.3 et concernent les températures des ﬂux, leur charge
nominale et la valeur du ∆Tmin/2lip , qui représente la diﬀérence de tempé-
rature minimale pour que le ﬂux i puisse échanger avec les autres ﬂux.
Lorsque deux ﬂux échangent de la chaleur, la somme des deux ∆Tmin/2
déﬁnit le ∆Tmin de l'échangeur de chaleur. Le choix de la valeur des
∆Tmin/2 des ﬂux a donc une importance fondamentale, car elle a une
inﬂuence sur le potentiel de récupération d'énergie et sur le coût d'inves-
tissement du réseau d'échangeurs de chaleur. Pour un résultat optimal, il
est donc nécessaire d'associer une valeur du ∆Tmin/2s à chaque ﬂux s et
de déﬁnir ces paramètres comme des variables de décision au niveau du
problème maître.
La formulation de la cascade thermique est basée sur le problème du
transbordement (Garﬁnkel et Nemhauser (1972); Hillier et Lieberman
(1980), ﬁg. 3.5) utilisé en logistique, où des produits sont transportés
depuis des sources vers des centres de distribution et ensuite vers les
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Paramètre Description
T inlip Température d'entrée du ﬂux i dans le réseau d'échange de la couche
l et la période p.
H˙inlip Enthalpie d'entrée du ﬂux i dans la couche l et la période p.
Toutlip Température de sortie du ﬂux i dans la couche l et la période p,
souvent appelée target.
H˙outlip Enthalpie de sortie du ﬂux i dans la couche l et la période p.
∆T
min/2
lip
Diﬀérence de température minimale du ﬂux i pour l'échange de cha-
leur dans la couche l et la période p.
Tab. 3.3: Paramètres d'entrée de la cascade thermique.
consommateurs ﬁnaux. Ce problème est une variante du problème du
transport, qui lui ne présente pas de centres de distributions.
P1
C1
C2
C3
C4
C5
D1
D2
Producteurs Consommateurs
Centres de
distribution
Fig. 3.5: Représentation du problème du transbordement. Adapté à partir de
Fourer et al. (2003).
L'analogie avec le transfert de chaleur est illustré à la ﬁgure 3.6. Les ﬂux
chauds correspondent aux producteurs, les ﬂux froids correspondent aux
consommateurs et les centres de distribution sont des entités abstraites,
organisées en intervalles de température triés en ordre décroissant.
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Centres de distribution
(intervalles de température)
Producteurs
(ﬂux chauds)
Consommateurs
(ﬂux froids)
Flux de chaleur
Résidus de chaleur
1
2
...
Fig. 3.6: Analogie entre le problème du transbordement et le transfert de
chaleur. Adapté à partir de Papoulias et Grossmann (1983b).
Le principe de fonctionnement des intervalles de température est illustré
à la ﬁgure 3.7. Un intervalle de température est le lieu où l'on eﬀectue le
bilan entre la chaleur apportée par les ﬂux chauds (Q˙HKipk ) de l'intervalle et
par l'intervalle supérieur (R˙lp(k−1)) et la chaleur délivrée aux ﬂux froids
(Q˙Cjp) de l'intervalle ou à l'intervalle inférieur (R˙lpk).
Intervalle
Fig. 3.7: Principe de fonctionnement des intervalles de température. Adapté
à partir de Papoulias et Grossmann (1983b).
Deux sous ensembles sont déﬁnis pour chaque intervalle de tempéra-
ture k aﬁn de faire la liste des ﬂux chauds HSlpk et des ﬂux froids CSlpk
présents.
Les intervalles de température Kp sont déﬁnis par les températures
d'entrée corrigées des ﬂux, triées en ordre décroissant, de la plus élevée
à la plus petite. Les températures corrigées des ﬂux sont obtenues en
soustrayant la valeur de ∆Tmin/2 aux températures réelles des ﬂux chauds
ou en ajoutant la valeur de ∆Tmin/2 températures réelles des ﬂux froids.
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Cela permet d'assurer qu'un ﬂux froid peut recevoir de la chaleur des
ﬂux chauds se trouvant dans le même intervalle (ou dans les intervalles
supérieurs), car leur diﬀérence de température est égale ou supérieur à la
somme des deux ∆Tmin/2. Les températures de sortie ne sont pas prises
en compte, car elles n'interviennent pas dans la création des points de
pincement. Ceci permet de réduire la taille du problème. On déﬁnit donc
k = 1. . Kp intervalles où Kp est égal au nombre de ﬂux présents dans la
couche l durant la période p.
La formulation de la cascade thermique est déﬁnie par les équations
(3.10) à (3.20).
R˙lp(k−1) − R˙lpk =
∑
i∈HSlpk
Q˙
HK
ipk −
∑
j∈CSlpk
Q˙
CK
jpk (3.10)
R˙lpk ≥ 0 (3.11)
R˙lp(0) = 0 (3.12)
R˙lp(K) = 0 (3.13)
Q˙
HK
ipk =
TK+lpk −max
{
TK−lpk , T
out
ip −∆Tmin/2ip
}
T inip − T outip
· Q˙
H
ip (3.14)
Q˙
CK
jpk =
max
{
TK+lpk , T
out
jp + ∆T
min/2
ip
}
− TK−lpk
T outjp − T injp
· Q˙
C
jp (3.15)
Q˙
H
ip = Fip · (H˙
in
ip − H˙outip ) (3.16)
Q˙
C
jp = Fjp · (H˙
out
jp − H˙injp ) (3.17)
Fsp = Fup s ∈ SLlp, STs = TS (3.18)
Fsp|ord(s,g)=1 = Fup s ∈ SLlp, g ∈ Svars , STs = VTS (3.19)
Fsp|ord(s,g)=o,o>1 ≤ Fsp|o−1 s ∈ SLlp, g ∈ Svars , STs = VTS (3.20)
p = 1. . P, k = 1. . Kp , l = 1. . L, i ∈ HSlpk, j ∈ CSlpk
La contrainte (3.11) déﬁnit que la chaleur peut être cascadée d'un in-
tervalle supérieur vers les intervalles inférieurs. Lorsque le bilan de cha-
leur au-dessus d'une certaine température est bouclé, aucune chaleur ne
sera cascadée. Cette température déﬁnit alors un point de pincement, qui
constitue la frontière entre deux zones d'échange auto-suﬃsantes et qui
donneront lieu à deux sous-réseaux indépendants. Les contraintes (3.12)
et (3.13) garantissent qu'aucune chaleur ne peut être échangée avec des
sources externes aux intervalles de la cascade.
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La quantité de chaleur délivrée par chaque ﬂux aux diﬀérents intervalles
est calculé à l'aide des relations (3.14) pour les ﬂux chauds et (3.15)
pour les ﬂux froids. Cette quantité est proportionnelle au rapport entre
la diﬀérence de température de l'intervalle et celle du ﬂux.
La quantité de chaleur totale délivrée ou reçue par les ﬂux est déﬁnie
par les équations (3.16) (ﬂux chauds) et (3.17) (ﬂux froids), où Fip et
Fjp sont respectivement les taux d'utilisation des ﬂux chauds et froids.
La plupart du temps, les températures d'entrée et de sortie des ﬂux sont
connues, car elles ont été calculées dans le problème maître. Dans ce cas, le
taux d'utilisation des ﬂux est identique à celui des unités qui les déclarent.
Ceci est déﬁni par l'équation (3.18), où le nom TS désigne les ﬂux de ce
type.
Dans certains cas, la température de sortie des ﬂux est inconnue et dé-
pend de l'échange de chaleur possible au sein du réseau. C'est par exemple
le cas des ﬂux qui quittent le système, comme l'eau de refroidissement ou
les gaz de combustion, pour lesquels sont connues les conditions limite qui
sont déﬁnies par des contraintes d'inégalité.
La déﬁnition de la température de sortie des ﬂux comme une variable du
modèle d'intégration génère des équations non-linéaires. Pour maintenir
une formulation linéaire, il est possible de discrétiser le proﬁl température-
enthalpie du ﬂux en un nombre ﬁni d'éléments, dont chacun présente une
des températures de sortie candidates pour la valeur optimale. Les seg-
ments de ﬂux sont regroupés dans un groupe g ∈ SVQT , triés par tempéra-
ture croissante (ﬂux froids) ou décroissante (ﬂux chauds). Le premier ﬂux
de la série (ord(s, g) = 1, éq. (3.19)) se comporte comme les ﬂux à tempé-
rature de sortie ﬁxe et son taux d'utilisation correspond à celui de l'unité
qui le déclare. Le taux d'utilisation des ﬂux suivants (ord(s, g) = o, o > 1)
doit être inférieur ou égal à celui des ﬂux précédents (éq. (3.20)). Par
conséquent la valeur maximale du taux d'utilisation ne peut pas dépasser
celle de l'unité qui déclare les ﬂux et peut être annulée. Si le taux est
annulé pour un segment, il le sera également pour les suivants. Ainsi, la
charge du ﬂux correspond à la somme des charges des segments dont le
taux d'utilisation est non-nul et la température de sortie du ﬂux peut être
déduite à partir de la charge et de son M˙cps, comme montré par l'équation
(3.21).
T
out
s =

T ins −
Q˙Hs
M˙cps
s ∈ HSlp
Q˙Hs
M˙cps
− T ins s ∈ CSlp
(3.21)
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Dans certains cas, le calcul de la température est réalisé pour des ﬂux
internes au système, par exemple pour le calcul de la température opti-
male de préchauﬀe de l'air de combustion. Dans ce cas, il est nécessaire
de prendre en compte la température dans les bilans de chaleur de l'unité,
comme par exemple dans le modèle de la combustion proposé par Maré-
chal et Kalitventzeﬀ (1998b).
3.7.2 Estimation de la surface d'échange et du coût du
réseau d'échangeurs
En principe, seule la synthèse complète du réseau permet de calcu-
ler la surface des échangeurs et d'estimer l'investissement correspondant.
Linnhoﬀ et al. (1982) ont cependant développé une approche qui permet
d'estimer le coût du réseau d'échangeurs sur la base des résultats de cal-
cul de la cascade thermique, sans devoir calculer le réseau d'échangeurs.
Ahmad (1985) a démontré que l'approche surestime toujours le coût réel
et présente une précision d'environ 30%.
Cette approche est très utile dans le contexte de la synthèse du système,
car elle permet d'éviter la synthèse complète du réseau, tout en fournissant
les données nécessaires pour le calcul de ses performances thermoécono-
miques. Lors de la phase d'optimisation du système, on se limitera ainsi
au calcul de la cascade thermique, aﬁn de calculer le niveau d'intégration
du système.
Pour estimer la surface globale d'échange d'un réseau d'échangeurs,
on considère les courbes composées chaudes et froides obtenues par le
calcul de la cascade thermique de la couche concernée. En supposant
que les débits sont connus suite au calcul d'intégration, on calcule pour
chaque couche les courbes composées chaudes et froides du système avec
les températures réelles. On considère ensuite la courbe composée chaude
comme un ﬂuide à refroidir avec un proﬁl température-enthalpie composé
d'un ensemble de segments linéaires. En faisant la même chose pour les
ﬂux froids, on obtient un échangeur de chaleur équivalent (ﬁg. 3.8), dans
lequel chaque segment d'échange de chaleur vertical répond à la condition
des cp constants et dont la surface d'échange peut donc être calculée par
la moyenne logarithmique des températures.
Pour calculer la surface d'échange, il est nécessaire d'échantillonner l'es-
pace des températures en V intervalles verticaux, en prenant en compte
toutes les températures réelles d'entrée et de sortie des ﬂux.
La surface d'échange globale Ae est calculée à l'aide de l'équation (3.22).
Q˙v est la quantité de chaleur échangée dans l'intervalle v, Uv le coeﬃcient
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Fig. 3.8: Partitionnement de l'espace des températures en V intervalles ver-
ticaux.
de transfert global correspondant et ∆T lmv la moyenne logarithmique de
la température.
Ae =
V∑
v=1
Av =
V∑
v=1
(
Q˙v
Uv · ∆T lmv
)
(3.22)
∆T lmv est calculé à l'aide de la relation (3.23).
∆T
lm
v =
(Th,inv − T c,outv )− (Th,outv − T c,inv )
ln
(
T
h,in
v −Tc,outv
T
h,out
v −Tc,inv
) v = 1. . V (3.23)
Le coût CHX d'un échangeur de chaleur peut être estimé en première
approximation à partir de la surface d'échange Ae à l'aide de la relation
(2.4). Elle est établie par comparaison à un coût de référence Cref et à une
surface de référence Aref et elle tient compte des conditions du marché.
Le calcul du coût du réseau à partir de la surface globale ne permet pas
d'obtenir une bonne estimation. En eﬀet, le coût d'un seul grand échan-
geur est nettement inférieur au coût réel du réseau, qui lui est constitué
par plusieurs échangeurs.
En combinant les contributions d'échange au pincement et la théorie
des graphes, Ahmad (1985) a montré que le nombre minimum d'échan-
geurs NHX,min nécessaires pour satisfaire les besoins du système peut
être calculé à l'aide de la formulation (3.24). NS est le nombre de ﬂux du
système. Le point de pincement z crée deux zones séparées qui interdisent
l'échange de chaleur mutuel. Pour chaque ﬂux NSPz qui traverse le point
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de pincement z, il faudra prévoir deux échangeurs. Comme le système
peut présenter NPc points de pincement, le calcul doit tenir compte du
nombre de zones créées.
N
HX,min
= N
S − 1 +
NPc∑
z=1
(N
S
z − 1) (3.24)
Pour améliorer l'estimation du coût du réseau, Ahmad (1985); Linnhoﬀ
et Ahmad (1989) proposent de calculer une surface moyenne A¯ en divisant
la surface globale du réseau par le nombre minimum d'échangeurs :
A¯ =
Ae
NHX,min
(3.25)
Le coût du réseau CHEN peut être estimé ainsi :
C
HEN
= N
HX,min
·
It
Iref
·Cref ·
(
A¯
Aref
)γ
(3.26)
3.8 Intégration simultanée de réseaux de distribution
de masse et d'échange de chaleur
L'approche de modélisation du problème d'intégration proposée dans
ce travail, qui combine le concept des couches au principe des producteurs
et consommateurs des unités, permet de traiter de nombreux problèmes
où l'interaction entre les diﬀérents réseaux du système est importante.
Grâce au calcul simultané de tous les réseaux, il est possible d'obtenir des
solutions hautement intégrées, qui permettent d'augmenter sensiblement
les performances du système.
On présente ici une version revisitée du modèle du cycle vapeur présenté
initialement par Maréchal et Kalitventzeﬀ (1999) et Bolliger et al. (2005).
Ce modèle combine des bilans de matière et d'énergie et sa formulation
était ajoutée à celle de la cascade thermique. On montre ici que grâce à la
technique de modélisation il est possible de générer ce modèle de manière
systématique et de bénéﬁcier pleinement des caractéristiques des couches
et de principe de fonctionnement des unités.
L'avantage de la présente implémentation est de permettre de repro-
duire ce modèle plusieurs fois dans le même système, ce qui n'était pas
possible dans les cas de littérature cités. Ceci est très utile lors de l'étude
de systèmes de grande taille, comme par exemple les sites industriels ou
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les systèmes urbains. Dans ces systèmes on retrouve souvent plusieurs fois
ces technologies, à des endroits diﬀérents.
3.8.1 Cycle vapeur
Dans des sites industriels, la production combinée de chaleur et d'élec-
tricité est souvent utilisée pour valoriser une source de chaleur à haute
température, comme les gaz de combustion issus d'une chaudière. Les
besoins en chaleur des unités de procédé se situent souvent à des tem-
pératures relativement basses, autour des 200 ◦C, alors que les fumées
sortent des chaudières à des températures élevées, supérieures à 800 ◦C.
Les générateurs de vapeur conventionnels permettent de produire de la
vapeur à haute pression autour des 500-600 ◦C (50-100 bar). Cette vapeur
peut être détendue dans des turbines avant d'être distribuée sur le site
industriel pour satisfaire les besoins de chauﬀage.
Les niveaux de température (et de pression) de la vapeur à distribuer
peuvent être déterminés en fonction des besoins en température des unités
de procédé. Sur les sites industriels, la vapeur est distribuée à diﬀérents
niveaux de pression, typiquement entre 5 et 30 bar, aﬁn de satisfaire des
besoins variés. Il est ainsi possible d'exploiter la détente entre la pression
à la sortie du générateur de vapeur et les pressions de distribution. Pour
optimiser le fonctionnement de ce cycle, il est nécessaire de déterminer
les débits de vapeur à produire à chaque niveau de pression et à détendre
dans les turbines aﬁn de maximiser la quantité d'électricité produite. Il
faut également déterminer le nombre de soutirages, leurs débits et leurs
pressions, aﬁn de procéder à la préchauﬀe de l'eau aﬁn de maximiser le
rendement du cycle.
Le principe de fonctionnement d'un cycle vapeur typique est illustré
par exemple au chapitre 14 du livre Borel et Favrat (2005).
Modélisation mathématique
La ﬁgure 3.9 représente la superstructure du cycle vapeur selon le mo-
dèle proposé par Maréchal et Kalitventzeﬀ (1999). La superstructure est
générée automatiquement par un algorithme à partir de deux éléments de
base : les collecteurs de vapeur et les collecteurs de condensat.
Les collecteurs de vapeur reçoivent la vapeur par diﬀérentes sources et
la distribuent soit vers d'autres collecteurs qui se trouvent à des pres-
sions inférieures, soit vers les turbines. Après expansion, la vapeur (ou
le condensat) en sortie des turbines est rendu à un collecteur de vapeur,
pour être résurchauﬀée, détendue dans une nouvelle turbine ou envoyée
vers le collecteur de condensat. Enﬁn, le collecteur de condensat, qui se
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Fig. 3.9: Représentation schématique des interactions entre les trois éléments
de base utilisés pour modéliser les cycle vapeur. Adapté à partir de
Maréchal et Kalitventzeﬀ (1999).
trouve à la pression la plus basse dans le cycle, collecte tout le conden-
sat, le pressurise et le redistribue vers les diﬀérents collecteurs de vapeur.
La distribution vers les collecteurs de vapeur requiert de la chaleur, aﬁn
de transformer le condensat en vapeur. De manière analogue, le retour
du condensat vers le collecteur de condensat permet de récupérer de la
chaleur.
La ﬁgure 3.9 représente schématiquement les interactions entre les diﬀé-
rents collecteurs. Toutes les possibilités de transfert de vapeur ou conden-
sat y sont représentées. La ﬁgure représente également les transferts de
chaleur qui sont nécessaires pour produire la vapeur envoyée aux collec-
teurs de vapeur, la chaleur qui peut être récupérée par les retours de
condensat et la chaleur nécessaire pour la resurchauﬀe.
Chaque collecteur est déﬁni par son état thermodynamique : une pres-
sion, une température et éventuellement un titre vapeur, si le point se
trouve sous la courbe de saturation. La ﬁgure 3.10 donne une idée de la
position typique de ces points.
L'objectif de la modélisation du cycle vapeur est de déterminer la su-
perstructure optimale du cycle de telle manière à maximiser la puissance
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Fig. 3.10: Positionnement typique des collecteurs de vapeur et de condensat
par rapport à courbe de saturation de l'eau.
mécanique produite par les turbines, sur la base de la chaleur disponible
pour produire la vapeur. Cela revient à déterminer quels collecteurs uti-
liser, leur état thermodynamique et les diﬀérents débits transférés entre
les éléments.
La conﬁguration optimale de la superstructure du cycle dépend for-
tement du proﬁl température-enthalpie des ﬂux thermiques du système.
Les débits de vapeur et de condensat distribués dans les diﬀérents collec-
teurs doit donc être calculé simultanément à la cascade thermique, aﬁn
de favoriser un haut niveau d'intégration.
La modélisation du cycle vapeur tel que déﬁni dans la ﬁgure 3.9 pré-
sente de nombreux degrés de liberté, dont la pression et la température
des collecteurs, les débits de matière transférée, la quantité de chaleur
échangée par les ﬂux et le choix des ﬂux échangeant la chaleur au sein
du cycle et avec les ﬂux du reste du système. Le modèle ainsi déﬁni est
non-linéaire.
Maréchal et Kalitventzeﬀ (1999) décident de le décomposer en ﬁxant
l'état thermodynamique des collecteurs, qui peut être déterminé par des
règles heuristiques et par l'analyse du problème ou en déﬁnissant ces para-
mètres comme des variables de décision du problème maître de la synthèse
globale du système. Le transfert de chaleur et la détermination des va-
riables combinatoires liées au choix des ﬂux échangeant de la chaleur est
conﬁé à la cascade thermique du système et la formulation du transfert de
matière entre les collecteurs est déﬁni, sous la forme d'équations linéaires,
par les équations présentées dans les paragraphes suivants.
Le tableau 3.4 résume les variables associées au collecteurs de vapeur et
le tableau 3.5 déﬁnit les variables associées au collecteurs de condensat.
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Variable Description relative au collecteur i
Entrées du collecteur i
M˙ai Apport de vapeur depuis une source externe au cycle.
M˙t∗ji Vapeur détendue dans une turbine depuis le collecteur j.
M˙fki Vapeur provenant du collecteur de condensat k.
M˙li−1 Vapeur injectée depuis le collecteur de vapeur supérieur.
M˙rhji Valeur provenant de la resurchauﬀe de la vapeur depuis le collecteur
j.
Sorties du collecteur i
M˙tij Vapeur détendue vers le collecteur de vapeur j.
M˙cik Vapeur dirigée vers le collecteur de condensat k.
M˙si Alimentation d'un consommateur externe au cycle.
M˙li Injection de vapeur vers le collecteur de vapeur inférieur.
M˙rhij Résurchauﬀe de la vapeur vers le collecteur j.
Tab. 3.4: Variables associées aux collecteurs de vapeur.
Variable Description relative au collecteur k
Entrées du collecteur k
M˙ak Apport de vapeur depuis une source externe au cycle.
M˙cik Vapeur ou condensat en provenance du collecteur de vapeur i.
M˙fjk Vapeur distribuée par le collecteur de condensat j.
M˙rk−1 Condensat provenant du collecteur de condensat supérieur.
Sorties du collecteur k
M˙fki Vapeur distribuée au collecteur de vapeur i.
M˙dskji Eau injectée à la sortie de la turbine située entre les collecteurs i et
j.
M˙sk Alimentation d'un consommateur externe au cycle.
Tab. 3.5: Variables associées aux collecteurs de condensat.
La puissance mécanique totale du cycle E˙ (éq. (3.27)) est égale à la
somme de la puissance produite par les turbines E˙T, moins celle consom-
mée par les pompes E˙K. NT est le nombre de turbines et NK est le nombre
de pompes.
E˙ = E˙
T − E˙K =
NT∑
t=1
E˙
T
t −
NK∑
k=1
E˙
K
k (3.27)
Les turbines sont déﬁnies entre les collecteurs de vapeur i et j, si le
collecteur j se trouve à une pression (et une température) inférieure à celle
du collecteur i. La puissance mécanique produite par chaque turbine est
déﬁnie par l'équation (3.28). L'enthalpie hTsij est obtenue en calculant la
détente isenthalpe depuis le collecteur i jusqu'à la pression du collecteur
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j. ηTi est l'eﬃcacité de la turbine. N
sh est le nombre de collecteurs de
vapeur, triés en ordre décroissant de pression.
E˙
T
ij = M˙
t
ij · e˙
T
ij
e˙
T
ij = hi − hTij
h
T
ij = hi − ηTi (hi − hTsij (Pj , s(Pi, hi)))

i = 1. . N
sh − 1
j = i+ 1. . N
sh
(3.28)
De manière analogue, il est possible de calculer la puissance des pompes
traversées par les ﬂux de vapeur M˙f et les ﬂux d'eau froide M˙ds qui ali-
mentent les collecteurs de vapeur. Dans l'équation (3.29) elles sont repré-
sentés par la variable M˙ki ; NK est le nombre de pompes installées et ηK
est leur eﬃcacité isentrope.
E˙
K
ki = M˙ki · e˙
K
ki
e˙
K
ki = h
K
ki − hk
h
K
ki =
1
ηK
(h
Ks
ki (Pi, s(Pk, hk))− hk) + hk

k = 1. . N
ch
i = 1. . N
sh
(3.29)
Il arrive souvent que l'état thermodynamique à la sortie de la turbine
hTij ne corresponde pas à celui du collecteur dans lequel la vapeur est
détendue. Comme l'état thermodynamique des collecteurs est ﬁxé, pour
satisfaire les bilans de matière et d'énergie il est nécessaire de ramener
l'état de sortie de la turbine à celui du collecteur par un appoint d'eau
froide ou de vapeur chaude, selon que l'état de sortie de la turbine se
trouve à une enthalpie supérieure ou inférieure à celle du collecteur.
Si l'état de sortie de la turbine présente une enthalpie supérieure à celle
du collecteur de destination, on injecte de l'eau froide pompée depuis
un collecteur de condensat. De manière analogue, si l'état de sortie de
la turbine se trouve à une enthalpie inférieure à celle du collecteur, on
injectera de la vapeur chaude détendue dans une vanne isenthalpe à partir
du collecteur d'entrée de la turbine. Ceci correspond à un by-pass de la
turbine, qui permettra de réchauﬀer le ﬂux de sortie. Cette stratégie de
modélisation présente des correspondances avec les installations réelles.
En eﬀet, des mécanismes de régulation font souvent appel à des injections
de vapeur ou d'eau froide aﬁn de stabiliser le cycle.
Le débit M˙t∗ji injecté dans le collecteur de destination ne correspond
donc pas toujours au débit qui est détendu dans la turbine M˙tij. Leur
relation est déﬁnie dans l'équation (3.30).
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M˙
t∗
ji =

M˙
t
ij si hi − e˙Tij = hj
M˙
t
ij +
hTsij − hj
hj − hk
M˙
t
ij si hi − e˙Tij > hj
M˙
t
ij +
hj − hTsij
hi − hj
M˙
t
ij si hi − e˙Tij < hj

i = 1. . N
sh − 1,
j = i+ 1. . N
sh
,
k = N
ch
(3.30)
Le même mécanisme est appliqué pour compenser la diﬀérence d'état
thermodynamique entre les injections externes M˙a par les ﬂux M˙f et M˙l.
Le bilan des collecteurs de vapeur est exprimé par l'équation (3.31). Ce
bilan est un bilan de masse, mais fait également oﬃce de bilan d'énergie,
puisque l'état thermodynamique des collecteurs est ﬁxé.
0 = M˙
a
i +
i−1∑
j=1
M˙
t∗
ji +
Nch∑
k=1
M˙
f
ki + M˙
l
i−1 +
Nsh∑
j=i+1
M˙
rh
ji (3.31)
−
Nsh∑
j=i+1
M˙
t
ij −
Nch∑
k=1
M˙
c
ik − M˙si − M˙li −
i+1∑
j=1
M˙
rh
ij
i = 1. . N
sh
Le bilan des collecteurs de condensat est établi par l'équation (3.32).
Le débit d'injection à la sortie des turbines vaut M˙dskji =
hTsij −hj
hj−hk M˙
t
ij.
0 = M˙
a
k +
Nsh∑
i=1
M˙
c
ik +
k−1∑
j=1
M˙
f
jk + M˙
r
k−1 (3.32)
−
Nsh∑
i=1
M˙
f
ki −
Nsh−1∑
i=1
Nsh∑
j=i+1
M˙
ds
kji − M˙sk
k = 1. . N
ch
Déﬁnition du modèle par la méthode proposée
Les collecteurs de vapeur et de condensat se comportent exactement
comme des réseaux de transfert de ﬂux. Ainsi, il est possible d'associer
une couche liée a ce type de réseau pour chaque collecteur. Les bilans de
masse (3.31) et (3.32) seront ainsi automatiquement résolus.
Les bilans de chaleur liés aux ﬂux M˙f , M˙c et M˙rh sont conﬁés à la
cascade thermique du problème d'intégration, comme déjà proposé par
Maréchal et Kalitventzeﬀ (1999). Avec la méthode proposée dans ce tra-
vail, il est également possible de déﬁnir plusieurs cascades thermiques.
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Dans ce cas, il est possible de déﬁnir plusieurs cycles vapeurs indépen-
dants, en associant les ﬂux thermiques aux diﬀérentes cascades.
La détente dans les turbines, le pompage et la resurchauﬀe sont ici
considérés comme des opérations physiques unitaires, auxquelles on asso-
cie à chacune une unité d'intégration. Ainsi, chaque opération hérite des
deux variables Fu et Yu, qui permettent de déterminer le taux d'utilisa-
tion et l'existence de l'opération. Ces unités déclarent leur contributions
aux diﬀérentes couches. Cela revient à déﬁnir les ﬂux qui alimentent les
diﬀérents collecteurs et ceux qui sont inclus dans la couche du réseau
d'échange de chaleur.
Par exemple, pour le cas de la détente, on déﬁnit le ﬂux M˙t et selon
le cas, le ﬂux M˙ds ou M˙li−1. Puisque l'état thermodynamique des deux
collecteurs concernés par la détente est connu, il est possible de déter-
miner à l'avance si la turbine requiert un appoint par le collecteur de
condensat ou par le by-pass. La puissance produite par la turbine sera
mise à contribution de la couche d'indicateurs de performance qui calcule
la puissance totale produite ou consommée par le système. Les caracté-
ristiques techniques de la turbine (son eﬃcacité, par exemple) ne font pas
partie du problème d'intégration et ne sont exprimées que dans le modèle
de l'opération physique unitaire. Cela permet de déﬁnir un modèle de la
turbine aussi détaillé que nécessaire, qui sera géré au niveau du problème
maître du modèle du système.
Pour le pompage, la resurchauﬀe et toutes les autres opérations phy-
siques unitaires du cycle vapeur l'approche est analogue. Ainsi, le pro-
blème d'intégration se limite à des bilans de masse et d'énergie, exprimés
par les modèles des couches. Cette approche peut être utilisée pour déﬁnir
systématiquement d'autres types de cycles thermodynamiques complexes,
comme par exemple les cycles organiques de Rankine ou les pompes à
chaleur multi-étagées. L'optimisation du problème d'intégration permet
d'obtenir la conﬁguration optimale de ces cycles dans un temps extrême-
ment réduit, grâce à la robustesse de la formulation du problème.
3.9 Régimes multipériodes
Les méthodes d'intégration ont initialement été développées pour syn-
thétiser des réseaux pour des procédés opérant en régime stationnaire.
Toutefois, tous les procédés présentent des phases d'opération qui ont des
caractéristiques opératoires qui s'écartent du régime nominal. Les phases
de démarrage et d'arrêt, ainsi que les périodes de maintenance en sont
des exemples.
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Dans d'autres cas, le régime opératoire nominal présente des variations
plus ou moins aléatoires, où la charge des ﬂux ou leur température peut
ﬂuctuer de manière plus ou moins importante.
La déﬁnition du problème d'intégration pour calculer les connexions
entre les unités du système pour le régime nominal peut conduire à des
solutions qui ne sont pas en mesure de satisfaire les besoins du système
dans toutes les situations. L'estimation des coûts des réseaux fournis par
le modèle d'intégration est faussée, car elle ne tient pas compte des pics
de demande, qui requièrent des capacités de transfert et d'échange plus
importantes.
Pour assurer un fonctionnement optimal des réseaux, il est nécessaire
d'inclure les variations de régime dans le processus de synthèse. Pour ce
faire, on constitue un problème multipériodes, où chaque période repré-
sente, dans la durée et dans le régime d'opération, les diﬀérents états du
régime du système.
3.9.1 Caractérisation des périodes
Il existent plusieurs types de problèmes multipériodes, selon la nature
des systèmes étudiés. Tous peuvent être représentés par l'assemblage des
éléments de base représentés par la ﬁgure 3.11.
1 2 3 4 5
(a) Périodes indépendantes (scénarios).
1 2 3 4 5
(b) Périodes consécutives (séquences)
1, 4
23
(c) Périodes
circulaires
Fig. 3.11: Éléments de base pour la caractérisation des périodes.
La ﬁgure 3.11(a) représente le cas où les diﬀérentes périodes n'ont au-
cun lien dans le temps. Ce type de problème permet de représenter des
situations telles que les variations de régime ou des problèmes basés sur
des scénarios, où les périodes sont choisies pour représenter par exemple
l'ensemble des états dans lesquels le système sera appelé à fonctionner. Ce
type de problème peut être résolu avec les modèles d'intégration proposés
dans les sections précédentes.
La ﬁgure 3.11(b) représente un système où les périodes ont une relation
avec celles qui les précèdent. Dans ce cas, l'état actuel du système dépend
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de ce qui s'est passé dans les périodes précédentes. Ce type de modélisation
mathématique des périodes permet d'étudier des systèmes où le régime
de fonctionnement est basé sur le scheduling, comme par exemple les
procédés batch. Grâce à ce modèle, on peut étudier par exemple les phases
de démarrage et d'arrêt des équipements. Cette représentation permet
également d'inclure la modélisation des cuves de stockage et des tampons.
La ﬁgure 3.11(c) représente un dernier type de modèle pour la gestion
des périodes. Ici les périodes sont consécutives, et une contrainte d'égalité
lie les régimes de la première et la dernière période. De manière générale,
ce modèle, appelé cyclique, permet de reproduire le comportement de
systèmes ayant un fonctionnement périodique. On l'utilise par exemple
pour observer le fonctionnement d'un système pendant une journée, en
admettant qu'à la ﬁn de la période d'observation le système se trouvera
dans le même état qu'au début. Ceci permet de comparer l'observation
de deux journées d'opération diﬀérentes, sachant que les bilans de masse
et d'énergie auront été bouclés.
Les trois modèles déﬁnis dans la ﬁgure 3.11 peuvent être combinés pour
donner lieu à des scénarios plus complexes, comme celui représenté par
la ﬁgure 3.12(a). Dans ce cas, on assemble des périodes consécutives avec
des périodes circulaires à des niveaux de profondeur diﬀérents. Ce type
de scénario pourrait par exemple représenter l'étude de plusieurs jours
d'opération consécutifs (périodes consécutives) pour lesquels on aura dé-
ﬁni des bilans circulaires pour un certain nombre d'heures représentatives
(premier niveau de périodes circulaires). Le deuxième niveau circulaire
représente par exemple l'étude détaillée de quelques évènements critiques
survenus pendant une heure représentative.
1,7
2,5 3
4
6
8,...
(a) Représentation conventionnelle
1 2 3 4 5 6 7 8 ...
Boucle
Boucle
(b) Représentation développée
Fig. 3.12: Combinaison de plusieurs modèles de traitement des périodes pour
donner lieu à un scénario complexe.
L'adaptation des modèles d'intégration pour permettre l'étude de scé-
narios multipériodes complexes est relativement aisée. Tout d'abord, il
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faut déployer les boucles circulaires pour obtenir un proﬁl qui ne soit
constitué que par les éléments représentés par les ﬁgures 3.11(a) et 3.11(b).
Pour ce faire, on numérote les périodes en suivant leur ordre, comme mon-
tré par la ﬁgure 3.12. Ceci permet de déﬁnir une séquence de périodes
identique à celle utilisée dans les modèles d'intégration multipériode, re-
présentée par la ﬁgure 3.12(b).
Ensuite, on ajoute aux diﬀérents modèles d'intégration des contraintes
qui expriment le comportement des diﬀérents types de périodes. Pour les
périodes consécutives on exprime les relations entre période actuelle et
périodes précédentes. Pour les périodes circulaires on ajoute également
des relations entre la première et la dernière période de la boucle.
Les contraintes ne concernent pas tellement les modèles d'intégration,
mais plutôt le comportement des unités qui déﬁnissent les ﬂux. Par exemple,
il est possible de forcer l'utilisation d'une unité à un nombre minimum
de périodes consécutives, aﬁn de limiter le nombre de démarrages et d'ar-
rêts. Les périodes consécutives permettent également d'exprimer la dis-
ponibilité limitée d'une ressource. Une fois consommée, elle ne sera plus
disponible.
Le grand intérêt des contraintes reste toutefois celui de permettre la
simulation du stockage de chaleur et de ressources. Grâce aux périodes
circulaires il est possible de contrôler le niveau des réservoirs tout en
bouclant les bilans de masse et d'énergie. Sans les périodes circulaires, il
serait nécessaire de déﬁnir le niveau de remplissage à la première et à la
dernière période.
3.9.2 Stockage des ressources
Les unités de stockage permettent de déphaser la production de la
consommation. Dans certaines situations, ceci permet d'éviter l'utilisa-
tion ponctuelle des utilitaires, que ce soit pour évacuer ou pour fournir
de la matière ou de l'énergie, grâce au stockage préalable. Les réservoirs
apportent un eﬀet tampon, qui permet de stabiliser le régime opératoire
des utilitaires quelle que soit la ﬂuctuation du régime des unités de pro-
cédé. Par conséquent, il est possible de dimensionner les utilitaires pour
répondre à des besoins moyens plutôt que pour répondre aux besoins
de pointe. Les utilitaires ainsi dimensionnés ont une taille plus petite et
opèrent à des régimes plus proches des conditions nominales et présentent
de meilleures eﬃcacités.
Les réseaux de distribution sont également plus simples. Un ensemble
de réservoirs bien conçu permet de distribuer la matière et surtout l'éner-
gie par l'intermédiaire de ﬂuides de transfert, en minimisant ainsi les
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connexions directes entre unités. Il en résulte un réseau plus ﬂexible et
plus facile à gérer.
Réservoirs de matière
Un réservoir permettant de stocker une matière est représenté à la ﬁ-
gure 3.13. Son volume est égal à V = L ·W ·H, qui est un paramètre
d'entrée du problème, aﬁn de maintenir la linéarité de la formulation.
Bien entendu, le volume peut être optimisé au sein du problème maître.
Le niveau du réservoir lp à la période p dépend de l'apport M˙inp et de
la consommation M˙outp , ainsi que de son volume massique υ, du niveau
durant la période précédente et de la durée de la période tp (éq. (3.33)).
lp = lp−1 +
(M˙inp − M˙outp ) · υ · tp
L ·W
(3.33)
lp ≥ 0
lp ≤ H p = 1. . P
Fig. 3.13: Représentation d'un réservoir pour le stockage d'une matière.
Réservoir de chaleur
Les réservoirs de chaleur permettent de stocker de la chaleur pour la
restituer plus tard, lorsqu'elle est nécessaire. Il existe deux types de réser-
voirs, représentés par les ﬁgures 3.14 et 3.15. Le premier type est toujours
plein et le transfert de chaleur se fait par échange. Le deuxième type a un
niveau variable et présente un fonctionnement similaire à celui du réser-
voir de masse, auquel on ajoute un bilan d'énergie pour tenir compte des
quantités de chaleur transférées.
Dans les deux cas, il faut veiller à ce que la quantité de chaleur apportée
au réservoir soit délivrée à une température supérieure à celle du réservoir.
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De manière analogue, le réservoir doit être plus chaud que les ﬂux qu'il
alimente.
Transfert par échange Le réservoir transférant de la chaleur par échange
est représenté dans la ﬁgure 3.14. Le niveau lp du réservoir est constant
et correspond à la hauteur H.
Fig. 3.14: Représentation d'un réservoir pour le stockage de la chaleur. Trans-
mission par échange.
Le bilan de chaleur ∆Qp du réservoir est déﬁni par l'équation (3.34).
Ce bilan dépend de l'apport et de la consommation de chaleur, ainsi que
des pertes Q˙lp. Le coeﬃcient de pertes k dépend du volume du réservoir
ainsi que des matériaux d'isolation. Ta est la température ambiante. La
relation qui déﬁnit les pertes est linéarisée pour maintenir la compatibilité
avec le modèle d'intégration, bien que dans la réalité cette relation soit
non-linéaire.
Le changement de température dans le réservoir dépend de la capacité
thermique du contenu. On admet ici que le réservoir est rempli de liquide
ayant une chaleur spéciﬁque cp. tp est la durée de la période p.
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∆Qp = (Q˙
h
p − Q˙cp − Q˙lp) · tp (3.34)
Q˙
h
p = M˙
h
p · (h
h,in
p − hh,outp )
Q˙
c
p = M˙
c
p · (h
c,out
p − hh,inp )
Q˙
l
p = k · (Tp − Tap )
Tp = Tp−1 +
∆Qp · υ
L ·W ·H · cp
T
h,out
p > Tp
T
c,in
p < Tp
p = 1. . P
Transfert par mélange La ﬁgure 3.15 représente un réservoir de chaleur
à niveau variable. Le transfert de chaleur se fait par mélange du ﬂuide
d'alimentation. Le comportement du réservoir est exprimé par les relations
de l'équation (3.35).
Fig. 3.15: Représentation d'un réservoir pour le stockage de la chaleur. Trans-
mission par mélange.
Le bilan de masse est identique à celui du réservoir de masse. Le bilan de
chaleur a dû être linéarisé pour être introduit dans la cascade thermique.
La chaleur reçue par le réservoir est calculée en tenant compte de la
diﬀérence de température entre le ﬂux d'alimentation et la température
du réservoir à la ﬁn de la période précédente. Toutefois, on contraint la
température d'alimentation à être supérieure ou égale à la température
du réservoir à la ﬁn de période actuelle.
La chaleur délivrée par le réservoir dépend de la température de sortie
T outp du ﬂux quittant le réservoir. Cette température est à priori inconnue,
car elle dépend des conditions opératoires du système auquel le réservoir
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fournit la chaleur. Elle sera déterminée par optimisation. Pour que le
transfert de chaleur soit correct, on contraint la température de sortie à
être inférieure à celle du réservoir.
La température du réservoir à la ﬁn de la période p est calculée en
tenant compte du niveau actuel. Il s'agit d'une équation non-linéaire, car
le niveau est également une variable du problème. Il est toutefois possible
de contourner ce problème en appliquant une discrétisation du niveau lp
et par conséquent de la quantité de chaleur du réservoir. La technique est
similaire à celle utilisée pour décrire le comportement des ﬂux de chaleur
à température de sortie variable.
lp = lp−1 +
(M˙inp − M˙outp ) · υ · tp
L ·W
(3.35)
∆Qp = (Q˙
in
p − Q˙outp − Q˙lp) · tp
Q˙
in
p = M˙
in
p · cp · (T
in
p − Tp−1)
Q˙
out
p = M˙
out
p · cp · (Tp−1 − T outp )
Q˙
l
p = k · (Tp − Tap )
Tp = Tp−1 +
∆Qp · υs
lp ·W ·H · cp,s
T
in
p ≥ Tp T outp < Tp−1 0 ≤ lp ≤ H p = 1. . P
3.10 Calcul du ∆Tmin optimal
Le ∆Tmin/2s revêt une importance fondamentale dans la synthèse du ré-
seau d'échangeurs de chaleur. Le choix de sa valeur a une inﬂuence directe
sur le potentiel de récupération d'énergie du réseau et en même temps
sur la surface des échangeurs. Dans le modèle de la cascade thermique,
le ∆Tmin/2s est déﬁni comme un paramètre d'entrée du modèle, aﬁn de
maintenir la linéarité de la formulation. Toutefois, il est important de le
déﬁnir comme une variable de décision au niveau du problème maître, aﬁn
d'identiﬁer sa valeur optimale, qui représente le meilleur compromis entre
la récupération d'énergie et l'investissement dans les conditions propres
au système global.
Pour obtenir le résultat optimal, il est à priori nécessaire d'optimiser
individuellement les ∆Tmin/2s de tous les ﬂux s intervenant dans la cas-
cade thermique. Toutefois, la valeur du ∆Tmin/2s n'a une réelle inﬂuence
sur le coût du réseau et sur la récupération d'énergie que si le ﬂux asso-
cié traverse ou déﬁnit un point de pincement. Pour les autres ﬂux, cette
valeur n'aura aucune inﬂuence.
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Le problème d'optimisation global de la synthèse du système présentera
ainsi des variables de décision qui n'ont aucune inﬂuence sur les fonctions
objectif, car elles n'interviennent que sur des contraintes d'inégalité inac-
tives. Pour ces variables, il existe une inﬁnité de solutions et l'algorithme
d'optimisation sera mis en diﬃculté dans son travail de recherche de la
solution optimale du problème. Il s'agit d'une situation diﬃcile, qui risque
de limiter, voire annuler, l'eﬃcacité de l'algorithme d'optimisation.
Au vu de ces considérations, il faut se poser la question de savoir si l'op-
timisation du ∆Tmin/2s est envisageable, surtout lorsque le nombre de ﬂux
est important. L'objectif de ce paragraphe est de développer une formule
rationnelle qui permet de lier la valeur du ∆Tmin/2s avec le coeﬃcient de
transfert de chaleur α des ﬂux en tenant compte de la non-linéarité des
coûts d'investissement des échangeurs.
Le coût total annuel du système CTY est déﬁni par la relation (3.36).
Ce calcul tient compte du coût d'investissement annualisé des échangeurs
de chaleur et des unités du système, ainsi que du coût opératoire annuel. τ
est le facteur d'annualisation (éq. (2.2)), cOu est le coût opératoire nominal
de l'unité u. Il est à noter que la surface des échangeurs Ae et le taux
d'utilisation Fu des unités dépendent de ∆Tmin/2s .
C
TY
= τ · C
I
+ C
O (3.36)
= τ ·
∑
u∈U
C
I
u +
∑
e∈HXl
Cref ·
(
Ae(∆T
min/2
s )
Aref
)γ
+
∑
p∈P
∑
u∈U
c
O
u · Fup(∆T
min/2
s ) · tp ∀s ∈ S
La valeur optimale du ∆Tmin/2s est obtenue lorsque
∂CTY
∂∆T
min/2
s
= 0 et
∂2CTY
∂2∆T
min/2
s
> 0 pour tous les ﬂux s.
3.10.1 Régime stationnaire
On considère tout d'abord une situation simple où deux ﬂux échangent
une quantité Q˙ de chaleur et deux utilitaires apportent et évacuent la
quantité de chaleur nécessaire pour satisfaire le bilan d'énergie. Le régime
est stationnaire et est opéré durant une période de temps ty. La ﬁgure 3.16
représente les conditions opératoires de l'échangeur de récupération.
La quantité de chaleur récupérée Q˙, apportée par l'utilitaire chaud Q˙hu
et évacuée par l'utilitaire froid Q˙cu sont calculées à l'aide de la relation
(3.37).
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Diﬀérence de température
Flux froid
Flux chaud
Tem
pé
rat
ure
Quantité de chaleur
Fig. 3.16: Quantité de chaleur récupérée Q˙ en fonction du ∆Tmin.
Q˙ =

min{Q˙hs, Q˙cs} si changement de phase
M˙cphs(T
in
hs − (T incs + ∆Tmin)) si M˙cphs ≤ M˙cpcs
M˙cphs(T
out
cs + ∆T
min − T ouths ) sinon
Q˙hs = M˙cph(T
in
hs − T ouths )
Q˙cs = M˙cpc(T
out
cs − T incs )
Q˙hu = Q˙hs − Q˙ (3.37)
Q˙cu = Q˙cs − Q˙
∆T
min
= ∆T
min/2
hs + ∆T
min/2
cs
La surface de l'échangeur de chaleur de récupération est calculée à l'aide
de la relation (3.38), où Uglob est le coeﬃcient de transfert global de
l'échangeur. On admet ici que les deux ﬂux ont le même coeﬃcient de
transfert αs et, par conséquent, la même valeur de ∆Tmin/2s .
∆Tlm pourrait être calculé explicitement, mais il est préférable de consi-
dérer une relation directe entre cette valeur et la valeur du ∆Tmin. On
admet que ∆Tlm = σ · ∆Tmin où σ ne dépend que des températures d'en-
trée et de sortie des ﬂux. Si les deux ﬂux ont le même M˙cp , alors σ = 1.
A =
Q˙
Uglob · ∆Tlm
=
2 · Q˙
αs ·σ · ∆Tmin
=
Q˙
αs ·σ · ∆T
min/2
s
(3.38)
Le coût total annuel correspondant à la situation de la ﬁgure 3.16 est
déﬁni par l'équation (3.39).
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)
La dérivée partielle du coût total par rapport à ∆Tmin/2hs est déﬁnie
par l'équation (3.40).
∂CTY
∂∆T
min/2
hs
= ty ·
(
2 · c
O
cu · M˙cphs + 2 · c
O
hu · M˙cphs
)
(3.40)
−
τ ·Cref · γ ·
(
M˙cphs · (T
in
hs − T incs )
)
Aref · (∆T
min/2
hs )
2
·σ ·αs
·
 M˙cphs ·
(
T incs − T inhs + 2 · ∆Tmin/2hs
)
Aref · ∆T
min/2
hs ·σ ·αs
γ
Aﬁn de déduire la valeur optimale de ∆Tmin/2s par rapport au coeﬃcient
de transfert αs, on compare la situation de l'échangeur illustré dans la
ﬁgure 3.16 à une situation de référence présentant les mêmes conditions
opératoires (mêmes températures, capacités thermiques), où le rapport
entre ∆Tmin/2ref et αref vériﬁe les conditions d'optimalité.
∂CTY(∆T
min/2
hs )
∂∆T
min/2
hs
= 0 =
∂CTY(∆T
min/2
ref )
∂∆Tminref
(3.41)
L'assemblage des deux termes de l'équation (3.41) donne, après simpli-
ﬁcations, l'expression (3.42).
∆Tmin/2hs
∆T
min/2
ref
γ+1 =
T incs − T inhs + 2 · ∆Tmin/2hs
T incs − T inhs + 2 · ∆T
min/2
ref
γ−1
·
(
αref
αhs
)γ
(3.42)
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Si on admet que T inhs − T incs  ∆Tmin/2hs et que T inhs − T incs  ∆T
min/2
ref ,
la relation (3.42) se simpliﬁe dans (3.43).
∆T
min/2
hs
∆T
min/2
ref
=
(
αref
αhs
) γ
γ+1
(3.43)
Si le coût de l'échangeur était linéaire (γ = 1), cette expression de-
viendrait l'expression (3.44) de Ahmad (1985), dans laquelle le ∆Tmin/2s
varie de manière inversement proportionnelle à la racine du coeﬃcient de
transfert de chaleur. K est une constante, qui peut être déduite à partir
de ∆Tmin/2ref et αref .
∆T
min/2
s ·
√
αs = K ∀s ∈ S (3.44)
La formule proposée dans ce travail est plus cohérente que celle de Ah-
mad (1985), car elle tient compte de la non-linéarité du coût des échan-
geurs, selon l'approche proposée par Turton et al. (2003) (éq. (3.26)).
Bien que caractérisée par un grand nombre d'hypothèses simpliﬁca-
trices, cette approche a l'avantage de proposer une démarche simple qui
permet d'adapter la valeur du ∆Tmin/2s en fonction du coeﬃcient de trans-
fert de chaleur αs de chacun des ﬂux s. Puisque cette relation est opti-
male par rapport au coût annuel CTY, il n'est plus nécessaire d'optimiser
chaque valeur de ∆Tmin/2s de manière indépendante, mais il suﬃt de
connaître un couple ∆Tmin/2ref , αref pour calculer la valeur de tous les
∆Tmin/2s correspondants.
La relation (3.43) se base sur la connaissance d'une situation de réfé-
rence pour laquelle le rapport optimal entre le coeﬃcient de transfert αref
et le ∆Tmin/2ref sont connus. Toutefois, cette situation d'optimalité dépend
de nombreuses conditions, comme par exemple le nombre d'échangeurs
dans le réseau ou le coût des utilitaires. Il n'est donc pas possible de
déterminer une situation optimale dans l'absolu. Pour chaque réseau d'é-
changeurs à concevoir, la situation optimale de référence est diﬀérente.
En ﬁxant la valeur du ratio, on calculera le ∆Tmin/2s pour chaque ﬂux,
ce qui permettra de calculer la cascade thermique en résolvant le problème
d'optimisation pour chacune des couches de type échange de chaleur. La
connaissance de l'ensemble des débits des ﬂux permettra ensuite de cal-
culer les courbes composées avec les températures réelles, puis de calculer
les segments d'échange verticaux pour enﬁn estimer le coût du réseau d'é-
changeurs.
Le modèle permet donc, en fonction d'une seule variable de décision, de
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calculer à la fois la quantité de chaleur récupérée, l'intégration des ﬂux
utilitaires et l'investissement du réseau concerné.
On remarque également que le problème des variables creuses est éli-
miné, puisque à priori il existe au moins une paire de ﬂux qui créent un
point de pincement.
3.10.2 Régime multipériodes
La stratégie d'optimisation du ∆Tmin/2s présentée devient davantage
intéressante pour des problèmes multipériodes. Dans ces cas, le réseau
d'échangeurs de chaleur doit être dimensionné pour satisfaire les besoins
des ﬂux dans toutes les conditions opératoires du régime du système. La
surface d'échange à acheter pour chaque échangeur est calculée pour sa-
tisfaire les conditions d'échange de chaleur les plus défavorables, à savoir
lorsque la diﬀérence de température entre les ﬂux est constante et égale
à ∆Tmin et le coeﬃcient de transfert de chaleur global est le plus faible.
Considérons que cette condition soit vériﬁée pendant la période pref . Du-
rant les autres périodes les conditions opératoires de l'échangeur vont
varier en fonction des conditions opératoires des ﬂux qui le traversent.
Dans le cas du système représenté à la ﬁgure 3.16, la surface de l'échan-
geur est calculée par l'équation (3.45). On admet que les deux ﬂux ont la
même capacité thermique M˙cp et les mêmes coeﬃcients de transfert de
chaleur α.
A = Apref =
Q˙pref
∆T
min/2
hs,pref
·αhs,pref
(3.45)
Si les conditions opératoires des ﬂux changent au ﬁl des périodes, leur
comportement au sein de l'échangeur change aussi. Puisque la surface de
l'échangeur est ﬁxée, ce sont les températures de sortie des ﬂux qui varient
et, par conséquent, le ∆Tmin de l'échangeur.
La valeur optimale du ∆Tmin/2s,pref de la période de référence pour chaque
ﬂux s peut être obtenue à l'aide de la relation (3.43). La relation (3.45)
permet de déduire la valeur du ∆Tmin/2s,p pour chaque période p, en fonc-
tion des conditions opératoires. Par conséquent, la valeur optimale du
∆Tmin/2s,p pour chaque période d'opération est déﬁnie par l'équation (3.46).
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∆T
min/2
p =
Q˙p ·αpref
Q˙pref ·αp
· ∆T
min/2
s,pref
(3.46)
=
Q˙p ·αpref
Q˙pref ·αp
· ∆T
min/2
ref ·
(
αref
αpref
) γ
γ+1
La relation (3.46) permet de calculer la valeur de ∆Tmin/2s,p pour chaque
ﬂux s du problème et pour chaque période d'opération. À nouveau, cette
valeur ne dépend que du rapport
∆T
min/2
ref
αref
, qui est le seul degré de liberté
utilisé pour optimiser le réseau d'échangeurs. Sans l'utilisation de cette
stratégie, il serait nécessaire d'optimiser tous les ∆Tmin/2s,pref de manière
indépendante et le problème présenterait un nombre de variables corres-
pondant au nombre de ﬂux multiplié par le nombre de périodes, puisque il
n'est pas possible de connaître à priori quelle sera la période de référence
pour chaque ﬂux, du moment qu'elle se vériﬁe en fonction des conditions
opératoires globales.
3.10.3 Démonstration
L'exemple 1 proposé par Floudas et Grossmann (1987a) a été choisi
pour démontrer la validité de l'approche proposée. Le problème comprend
quatre ﬂux, deux chauds et deux froids (tab. 3.6). Un utilitaire froid (eau
de refroidissement entre 303 et 322 K) et un chaud (vapeur saturée à
573 K) viennent compléter la liste des ﬂux. Le régime est caractérisé par
trois périodes, pendant lesquelles les débits et les températures de sortie
des ﬂux varient.
Le problème a été résolu par Floudas et Grossmann (1987a) en utilisant
la décomposition en trois étapes de l'extension multipériodes (Floudas et
Grossmann (1986)) du modèle de la synthèse du réseau d'échangeurs. Les
résultats obtenus par Floudas et Grossmann (1987a) sont utilisés comme
référence pour la suite des calculs. Il convient de remarquer que les au-
teurs ont pris comme hypothèse que le ∆Tmin global (10 K) doit être
satisfait dans chaque période. Les résultats présentés peuvent donc être
sous-optimaux si cette valeur n'est pas bien choisie pour les conditions de
fonctionnement considérées.
La ﬁgure 3.17 représente les courbes composées des quatre ﬂux du pro-
blème pour les trois périodes d'opération. On remarque que dans la pé-
riode 2 il n'y a pas de points de pincement et que le point change de po-
sition entre la période 1 et la période 3. La charge des utilitaires change
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Flux Charge [kW] T in [K] Tout [K] α [kW/K/m2] Pincement ?
Période 1
H1 1571.95 522 373 0.5 X
H2 1658.46 532 401 0.5 X
C1 676.66 369 443 0.5
C2 2460.00 379 543 0.5 X
Période 2
H1 799.49 502 393 0.5
H2 768.04 512 421 0.5
C1 676.66 369 443 0.5
C2 2325.00 379 543 0.5
Période 3
H1 1571.95 522 373 0.5 X
H2 1658.46 532 401 0.5
C1 1240 389 423 0.5 X
C2 2970.00 399 523 0.5
Tab. 3.6: Liste des ﬂux de l'exemple 1 du problème proposé par Floudas et
Grossmann (1987a).
également de manière importante entre les périodes. Le tableau 3.6 in-
dique les ﬂux qui créent ou traversent le pincement.
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Fig. 3.17: Courbes composées des ﬂux de procédé du problème 1 de Floudas
et Grossmann (1987a) pour les trois périodes d'opération.
Dans cette démonstration deux approches sont comparées : d'une part
(scénario A) la valeur de chaque ∆Tmin/2s,p est optimisée individuellement
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et d'autre part (scénario B) le calcul d'optimisation est réalisé sur la
valeur de référence et les ∆Tmin/2s,p sont déduits avec la formule (3.46). Le
scénario C correspond à la solution de Floudas et Grossmann (1987a) où
on attribue la valeur de 5 K au ∆Tmin/2s,p de tous les ﬂux, pour toutes les
périodes.
Les calculs d'optimisation sont réalisés avec l'algorithme d'optimisation
évolutionniste et multi-objectifs MOO (sec. 2.8.5). Le problème est évalué
par le calcul de deux fonctions objectif représentant le compromis entre
l'investissement et le coût opératoire. Les valeurs nécessaires pour le calcul
des coûts sont déﬁnies au tableau 3.7.
Description Valeur
Coût utilitaire froid 6.0576 US¢/kWh
Coût utilitaire chaud 17.1428 US¢/kWh
Coût de référence pour l'investissement 3796 US$
Surface de référence pour l'investissement 0.802 m2
Exposant pour l'investissement 0.6
Taux d'intérêt 15%
Durée de l'investissement 20 ans
Tab. 3.7: Paramètres utiles pour le calcul de l'investissement et des coûts
opératoires.
Le coût opératoire du problème est calculé à l'aide de la formule (3.7),
où c1u,i,p = 0 et c
2
u,i,p correspond respectivement au coût de l'utilitaire
froid et chaud. Le coût d'investissement est calculé de deux manières
diﬀérentes :
1. Par estimation, sur la base des résultats de la cascade thermique (sec.
3.7.2). Dans le cas multipériodes, le calcul des coûts est estimé par
l'équation (3.47), qui fait intervenir la surface d'échange maximale
et le nombre maximum d'échangeurs estimés sur les trois périodes.
2. Par calcul de la synthèse du réseau (section 3.7), où le coût du réseau
est calculé par la somme du coût de chaque échangeur. Si un échan-
geur apparaît dans plusieurs périodes, on prendra le coût maximum.
C
HEN
= max
p∈P
(N
HX,min
p ) ·Cref ·
 maxp∈P Ap
max
p∈P
(NHX,minp ) ·Aref

γ
(3.47)
Le coût total annuel correspond à la somme du coût opératoire annuel
et du coût d'investissement annualisé·
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Optimisation du problème pour la première période La validité de l'ap-
proche est d'abord vériﬁée pour un problème monopériode. Les trois scé-
narios A à C sont évalués sur la première période du problème de Floudas
et Grossmann (1987a).
Les ﬁgures 3.18 et 3.19 représentent le compromis entre le coût total
annuel et le coût d'investissement du réseau d'échangeurs de chaleur. La
ﬁgure 3.18 représente le résultat obtenu par optimisation en estimant
le coût d'investissement. La ﬁgure 3.19 représente les mêmes résultats
d'optimisation, mais avec la valeur de l'investissement calculée dans un
deuxième temps par la synthèse du réseau d'échangeurs de chaleur. Les
points optimaux identiﬁés sur les ﬁgures sont calculés par rapport au coût
total, estimé et calculé et ne représentent donc pas forcément la même
solution.
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Fig. 3.18: Optimisation du ∆Tmin/2s,p pour les scénarios A à C. Coût d'inves-
tissement estimé.
Dans les deux cas, on constate que la valeur optimale des trois scéna-
rios est relativement proche. Toutefois, le choix de Floudas et Grossmann
(1987a) (Scénario C) semble légèrement sous-optimal par rapport aux
deux autres scénarios.
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Fig. 3.19: Optimisation du ∆Tmin/2s,p pour les scénarios A à C. Coût d'inves-
tissement calculé sur la base des résultats de la ﬁgure 3.18.
Dans la ﬁgure 3.19 on remarque des points appartenant au scénario A
qui s'écartent de la tendance générale. Cela signiﬁe que l'estimation du
coût du réseau n'a pas une corrélation stable avec le coût calculé après la
synthèse complète du réseau. Ce résultat est conﬁrmé par le tableau 3.8,
qui reporte la valeur estimée et calculée des coûts pour les trois scénarios
et pour les points optimaux identiﬁés sur les ﬁgures 3.18 et 3.19.
COa CIy est.
a CTY est.a CIy calc.
a CTY calc.a Diﬀ.b Diﬀ.c
Points optimaux de la ﬁgure 3.18
A 60.7 63.5 124.2 62.0 122.7 2.40 1.21
B 54.2 68.7 122.9 68.6 122.7 0.25 0.14
C 66.4 60.2 126.6 59.7 126.0 0.90 0.43
Points optimaux de la ﬁgure 3.19
A 65.3 60.8 126.1 56.4 121.7 7.70 3.57
B 54.2 68.7 122.9 68.5 122.7 0.25 0.14
C 66.4 60.2 126.6 59.7 126.0 0.90 0.43
a [kUS$/a]
b sur l'investissement [%]
c sur le coût total [%]
Tab. 3.8: Comparaison des coûts estimés et calculés pour les scénarios
A à C.
Pour les scénarios B et C, l'estimation du coût d'investissement est très
ﬁable, car elle est conﬁrmée par le calcul explicite. Pour le scénario A,
on constate une diﬀérence de plus de 7 % qui, pour un problème aussi
simple, est loin d'être négligeable. Le tableau 3.9 permet de comprendre
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en partie ces erreurs. Le tableau présente la valeur des ∆Tmin/2s,p des ﬂux
dans le cas des trois scénarios. Les valeurs en gras indiquent les ∆Tmin/2s,p
qui déﬁnissent le pincement.
Flux Scénario A Scénario B Scénario C
Points optimaux de la ﬁgure 3.18
h1 4.24 2.78 5.00
h2 8.45 2.78 5.00
c1 1.3 2.78 5.00
c2 0.14 2.78 5.00
Points optimaux de la ﬁgure 3.19
h1 0.03 2.78 5.00
h2 8.04 2.78 5.00
c1 1.99 2.78 5.00
c2 2.81 2.78 5.00
Tab. 3.9: Valeur des ∆Tmin/2s,p des ﬂux pour les scénarios A à C.
Dans le point optimal de la ﬁgure 3.18 du scénario A on constate des
valeurs du ∆Tmin/2s,p relativement inhomogènes. Les ﬂux h1, h2 et c2 se
trouvent à priori au pincement, mais leur valeur du ∆Tmin/2s,p est mal
balancée, avec c2 qui a une valeur de 0.14 K et h2 une valeur de 8.45 K.
Il est possible que dans ces circonstances, les hypothèses qui se trouvent
à la base de l'estimation de la surface du réseau d'échangeurs (et donc
du coût) ne soient plus complètement valables et conduisent à des erreurs
d'évaluation.
Dans les autres cas, les valeurs des ∆Tmin/2s,p sont relativement stables.
Dans le scénario B, tous les ﬂux présentent la même valeur du ∆Tmin/2s,p .
Ceci est dû au fait que tous les ﬂux ont le même coeﬃcient de transfert de
chaleur. La valeur optimale du ∆Tmin se situe autour de 5.6 K (scénario
B).
L'approche proposée pour le calcul du ∆Tmin/2s,p optimal permet donc,
dans le cas du régime permanent, d'identiﬁer la solution optimale et per-
met d'éviter des inconsistances qui peuvent survenir en optimisant les
valeurs des ∆Tmin/2s,p de manière indépendante. On insiste sur le fait que
la variable de décision du problème d'intégration est le ∆Tmine , qui est
la somme des contributions du ﬂux froid et du ﬂux chaud traversant
chaque échangeur e. Cela signiﬁe que pour un ∆Tminp donné, il existe
une inﬁnité de combinaisons possibles de ∆Tmin/2s,p et l'optimisation in-
dividuelle des ∆Tmin/2s,p sera confrontée à ce degré de liberté. Ce degré
de liberté est éliminé avec l'approche proposée, car la détermination du
∆Tmin/2s,p est unique et ne dépend que de la situation de référence du
couple ∆Tmin/2ref , αref et du coeﬃcient de transfert de chaleur du ﬂux αs.
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Optimisation multipériodes On considère maintenant le problème de
Floudas et Grossmann (1987a) dans son ensemble, avec les trois périodes
d'opération. Les trois scénarios sont à nouveau évalués et les résultats sont
présentés par les ﬁgures 3.20 et 3.21. Pour le calcul des coût opératoires,
on admet que les trois périodes ont la même durée.
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Fig. 3.20: Optimisation du ∆Tmin/2s,p pour les scénarios A à C dans les trois
périodes d'opération. Coût d'investissement estimé.
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Fig. 3.21: Optimisation du ∆Tmin/2s,p pour les scénarios A à C dans les trois
périodes d'opération. Coût d'investissement calculé sur la base des
résultats de la ﬁgure 3.18.
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Encore une fois, la forme des courbes de paréto des scénarios A et B sont
très similaires. La technique de calcul du ∆Tmin/2s,p proposée est donc en
mesure de fournir des résultats valables pour des problèmes multipériodes.
Le tableau 3.10 reporte la valeur estimée et calculée du coût du réseau
d'échangeurs pour les points optimaux identiﬁés dans les ﬁgures 3.20 et
3.21. L'estimation des coûts apparaît très bonne, même si dans le cas du
scénario A elle fournit une valeur inférieure à la valeur calculée.
COa CIy est.
a CTY est.a CIy calc.
a CTY calc.a Diﬀ.b Diﬀ.c
Points optimaux de la ﬁgure 3.20
A 141.9 62.4 204.3 63.6 205.4 -1.79 -0.55
B 143.4 61.0 204.4 60.7 204.2 0.47 0.14
C 147.6 60.2 207.8 59.7 207.3 0.90 0.26
Points optimaux de la ﬁgure 3.21
A 146.4 58.9 205.3 57.4 203.8 2.58 0.73
B 139.6 65.7 205.2 64.4 204.0 1.90 0.60
C 147.6 60.2 207.8 59.7 207.2 0.90 0.26
a [kUS$/a]
b sur l'investissement [%]
c sur le coût total [%]
Tab. 3.10: Comparaison des coûts estimés et calculés pour les scénarios
A à C pour le problème multipériodes.
Le tableau 3.11 présente les valeurs des ∆Tmin/2s,p obtenues par les trois
scénarios, où les valeurs en gras représentent les éléments qui forment
les points de pincement. En observant la ﬁgure 3.17 et le tableau 3.7 on
constate que la période critique pour le calcul du ∆Tminp est la période
3. En eﬀet, le proﬁl température-enthalpie des ﬂux requiert un apport
important de la part de l'utilitaire chaud (qui est plus cher que l'utilitaire
froid) et le choix optimal du ∆Tminp permet d'identiﬁer le compromis
optimal entre investissement et coûts opératoires.
Cette observation est conﬁrmée par le tableau 3.11 où la valeur du
∆Tmin3 calculée dans les scénarios A et B, qui présentent des coûts totaux
annuels inférieurs à ceux du scénario C, est inférieur à 10 K.
3.11 Conclusions et perspectives
La méthode d'intégration présentée dans ce travail permet d'étendre
les techniques d'intégration existantes pour l'étude de systèmes haute-
ment intégrés. La synthèse simultanée de plusieurs réseaux de transfert
de matière et d'énergie permet en eﬀet de considérer des systèmes où l'uti-
lisation des matières et de l'énergie sont strictement liées. Ceci est réalisé
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Flux Scénario A Scénario B Scénario C
P. 1 P. 2 P. 3 P. 1 P. 2 P. 3 P. 1 P. 2 P. 3
Points optimaux de la ﬁgure 3.18
h1 6.11 9.51 1.24 4.73 1.03 2.14 5 5 5
h2 0.71 5.60 7.27 4.73 1.03 2.14 5 5 5
c1 8.31 9.70 1.93 4.73 1.03 2.14 5 5 5
c2 6.98 5.53 4.90 4.73 1.03 2.14 5 5 5
Points optimaux de la ﬁgure 3.19
h1 5.29 8.55 4.61 3.62 1.16 0.73 5 5 5
h2 5.45 9.62 3.72 3.62 1.16 0.73 5 5 5
c1 4.74 4.74 2.09 3.62 1.16 0.73 5 5 5
c2 5.59 5.30 3.90 3.62 1.16 0.73 5 5 5
Tab. 3.11: Valeur des ∆Tmin/2s,p des ﬂux pour les scénarios A à C.
par l'association du concept des producteurs et consommateurs aux unités
d'intégration, par lequel une unité déclare sa contribution aux diﬀérents
réseaux. L'interaction entre les réseaux se fait par le calcul du taux d'uti-
lisation des unités. Ainsi, le changement du taux d'utilisation d'une unité
aﬀecte simultanément tous les réseaux auxquels l'unité est reliée.
Le concept d'unité est également utilisé pour exploiter au mieux la
décomposition du problème global de la synthèse du système. Pour le
modèle d'intégration, une unité est une boîte noire, qui n'aﬃche que les
contributions aux diﬀérents réseaux. Le calcul des contributions est conﬁé
au problème maître et peut être exprimé par des équations non-linéaires.
Cette technique est extrêmement ﬂexible et permet d'intégrer au mieux
des systèmes complexes tels que les cycles thermodynamiques.
3.11.1 Régimes multipériodes
Le modèle d'intégration présenté dans ce chapitre (séc. 3.7.1) permet
de traiter aisément des problèmes multipériodes basés sur des scénarios.
L'introduction des modèles de stockage permet d'aborder l'étude de pro-
blèmes ayant une composante périodique, tels que les procédés batch ou
les systèmes urbains.
De nombreux auteurs se sont penchés sur le problème de l'intégra-
tion multipériodes (Swaney et Grossmann (1985), Floudas et Grossmann
(1986, 1987a,b); Grossmann et Floudas (1987)). Toutefois, ces initiatives
concernent principalement l'étude de scénarios et manquent de solutions
pour le traitement généralisé de problèmes multipériodes.
Tous ces modèles considèrent que le temps de départ des périodes et leur
durée sont des paramètres du problème. Toutefois, pour certains systèmes,
comme par exemple les procédés batch, ces deux caractéristiques sont des
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variables à optimiser, aﬁn de maximiser la production. Les modèles de
scheduling ont pour objectif d'optimiser l'instant de départ et la durée
des diﬀérentes périodes.
La revue de Méndez et al. (2006) reporte de très nombreuses approches
de scheduling appliquées à la synthèse de procédés. Toutefois, la plupart
de ces approches s'intéressent à la maximisation de la production et ne
considèrent que partiellement le problème de la gestion de l'énergie et des
ressources en général. L'intégration du système couplée au scheduling est
un domaine peu étudié.
Nous sommes convaincus que l'utilisation des techniques d'intégration,
du stockage de matière et d'énergie et l'optimisation du scheduling pré-
sentent un potentiel énorme pour l'identiﬁcation de solutions d'économie
de matières et d'énergie. Ce domaine de recherche mérite dans l'avenir
une attention plus approfondie.
3.11.2 Géo-localisation
Lorsqu'on étudie des systèmes de grande taille, on a souvent aﬀaire à des
technologies qui se trouvent dans des positions géographiques éloignées.
Dans des procédés industriels, certaines technologies se trouvent dans
des bâtiments diﬀérents, parfois distants de plusieurs centaines de mètre.
Dans les systèmes urbains, les bâtiments peuvent même être éloignés de
quelques kilomètres. Dans de telles situations, il n'est pas envisageable de
permettre l'échange de ressources entre unités qui sont trop éloignées, car
l'installation des conduites de transport des ressources serait trop chère
ou même impossible.
Le concept des couches permet de déﬁnir plusieurs cascades thermiques
indépendantes. La technique peut être exploitée pour intégrer localement
des groupes de technologies. Les couches de bilan de masse permettent
ensuite de mettre en relation ces sous-systèmes par l'intermédiaire de
ﬂuides de transfert, comme par exemple l'eau chaude, la vapeur ou le
CO2.
La méthode d'intégration présentée dans ce travail fournit les éléments
de base qui permettent d'étudier des problèmes présentant une compo-
sante géographique. Toutefois, ces problèmes présentent des aspects liés à
l'échelle et au degré d'aggrégation des sous-systèmes concernés qui ne sont
pas directement traités dans ce travail. L'étude intégrée de quartiers, de
villes ou de régions reste un domaine qui mérite dans l'avenir davantage
de développements.
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Chapitre 4
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4.1 Introduction
La méthode de synthèse des systèmes énergétiques industriels déve-
loppée dans le cadre de ce travail permet d'étudier une vaste gamme
de systèmes, dont les procédés industriels, les technologies de conversion
d'énergie ou les systèmes urbains ou industriels.
Pour l'obtention de résultats consistants et pour favoriser leur compa-
raison entre diﬀérentes études de synthèse, la méthode encourage l'utilisa-
tion de méthodes de calcul des indicateurs de performance standardisées.
L'utilisation de ces méthodes, externes au modèle du système, permet
d'une part de réduire le temps de création du modèle et d'autre part
d'accroître la qualité des résultats.
La méthode encourage également la déﬁnition modulaire du modèle
du système, où chaque module représente un ensemble d'opérations phy-
siques unitaires, souvent liées à une technologie ou à un sous-système du
système global. La méthode ne fournit pas de spéciﬁcations restrictives
quant à la manière de décomposer le modèle en modules, mais elle encou-
rage la déﬁnition systématique de modules représentatifs de technologies
réutilisables dans d'autres contextes, pour d'autres études de synthèse.
L'approche modulaire permet d'utiliser diﬀérents logiciels de simulation
ou de langages de programmation. Il est ainsi possible de choisir celui qui
est le mieux adapté pour modéliser la technologie concernée. Ceci est par
exemple mis en oeuvre pour la modélisation des connexions entre les unités
du système sous la forme du modèle d'intégration présenté au chapitre 3.
Ce modèle est lui aussi déﬁni sous la forme de module, avec ses variables
de décision et ses variables d'état calculées.
Dans les approches simultanées (sec. 2.3.2), le modèle du système doit
être formulé de manière uniforme, avec un langage de programmation
unique. Toutes les équations du modèle du système sont écrites en utilisant
le même formalisme. Bien que cela demande un grand eﬀort durant la
phase de modélisation, cela apporte un avantage consistant dans la phase
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de résolution, car l'algorithme d'optimisation est en mesure de tirer proﬁt
de la formulation du modèle pour mettre en oeuvre des stratégies de
résolution adaptées.
Dans la méthode proposée dans ce travail, on préfère simpliﬁer la phase
de déﬁnition du modèle par une approche modulaire, qui favorise la consti-
tution de modèles de grande taille et la valorisation des modèles déve-
loppés lors d'études précédentes. Par conséquent, le modèle du système
résultant est un ensemble inhomogène d'éléments dont la formulation des
équations de modélisation ne répond pas aux exigences des approches si-
multanées, notamment dans la disponibilité des valeurs du gradient et du
hessien. Pour résoudre le modèle du système, on propose l'utilisation d'al-
gorithmes d'optimisation évolutionnistes, qui ne requièrent pas ces valeurs
et qui sont insensibles à ces diﬀérences d'homogénéité.
Le déﬁ à saisir dans la méthode de synthèse développée dans ce travail
est donc la gestion et l'harmonisation de la communication entre les dif-
férents éléments qui la composent. Pour résoudre ce problème, des outils
informatiques ont été développés.
Ce chapitre présente un formalisme qui permet de décrire les modèles
de manière standardisée, une base de données de modules, qui permet de
partager des modèles pour constituer de manière systématique des super-
structures et la plate-forme de calcul OSMOSE qui permet de résoudre le
problème de la synthèse du système.
4.2 Formulation du concept de module
Un module est représenté comme une boîte noire, composée par un
contenu et par une frontière qui le délimite. Une interface permet au
contenu du module de communiquer avec ce qui se trouve à l'extérieur de
la frontière.
L'interface a deux rôles principaux :
1. Elle isole le contenu du module du système qui se trouve à l'extérieur.
2. Elle codiﬁe de manière structurée la façon dont son contenu doit
communiquer avec l'extérieur et vice-versa.
D'un point de vue informatique, la déﬁnition d'un modèle mathéma-
tique par une approche modulaire présente plusieurs avantages. En pre-
mier lieu, deux modules présentant la même interface communiquent de
façon identique, quel que soit leur contenu. En deuxième lieu, il est pos-
sible de mettre en relation plusieurs modules de même type de façon très
aisée et il est possible d'automatiser la communication entre leurs inter-
faces.
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Dans la méthode de synthèse développée dans le cadre de ce travail, la
modularisation est appliquée pour la déﬁnition des modèles des opérations
physiques unitaires, du modèle d'intégration et pour l'encadrement des
méthodes de calcul des indicateurs de performance.
L'utilisation d'interfaces standardisées facilite l'assemblage du modèle
du système et la mise en relation avec les méthodes de calcul des indi-
cateurs de performance, car leurs connexions peuvent être automatisées.
L'échange de données peut ainsi se faire par des protocoles standard et il
n'est donc plus nécessaire de déﬁnir explicitement les équations de liaison
au sein du modèle du système, comme dans le cas des modèles simultanés.
La communication entre les modules peut être assurée par des outils in-
formatiques, ce qui a pour conséquence de faciliter la création du modèle
du système et surtout de réduire les temps de mise en oeuvre.
4.2.1 Modularisation des modèles
Dans le domaine de la synthèse des systèmes énergétiques industriels,
l'approche modulaire est appliquée depuis longtemps. À l'origine, elle était
utilisée pour modéliser les opérations physiques unitaires dans le cadre des
logiciels de ﬂowsheeting (Siirola et Rudd (1971) et Mahalec et Motard
(1977)). Plus récemment, des approches modulaires ont été développées
pour constituer des systèmes plus complexes et pour assurer la communi-
cation entre logiciels de modélisation diﬀérents.
On présente ici DOME et CAPE-OPEN, qui sont deux systèmes qui
présentent des points en commun avec la méthode de synthèse développée
dans le cadre de ce travail.
Les exemples de DOME et CAPE-OPEN
DOME (Pahng et al. (1998)) est une plate-forme développée pour la
modélisation et l'optimisation de problèmes de conception de produits
industriels. L'objectif fondamental est celui de constituer le modèle d'un
système ou d'un produit à partir de modèles produits par des groupes
de travail diﬀérents. La mise en commun des connaissance de plusieurs
spécialistes permet d'améliorer la qualité des produits et réduit les temps
de développement. Chaque module s'occupe d'un aspect du produit ﬁnal.
L'interaction entre les modules est assurée à travers une interface orientée
objet, qui représente les variables de décision qui permettent de modiﬁer
le comportement de l'objet.
L'optimisation du produit est eﬀectuée à travers un algorithme génétique
mono-objectif (Senin et al. (1999)).
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Par rapport aux logiciels de ﬂowsheeting, DOME a l'avantage de per-
mettre la mise en relation de modèles constitués par diﬀérents logiciels et
tournant sur des ordinateurs distants. Elle permet également de se connec-
ter à un système de bases de données de modules distribuées. Ainsi, chaque
producteur de modules peut garder le contrôle et le secret industriel sur
la modélisation tout en partageant ses modules et peut bénéﬁcier de l'uti-
lisation à distance de modules produits par les autres partenaires de la
plate-forme.
Le défaut majeur de l'approche DOME est constitué par le fait que
les modules doivent être assemblés explicitement, en liant les variables
d'entrée et de sortie des modèles à connecter. Cette approche est très
bien adaptée pour la synthèse de systèmes pour lesquels la superstructure
est connue à l'avance, mais elle est ineﬃcace pour la synthèse de systèmes
où la superstructure est inconnue et fait l'objet du problème à résoudre.
CAPE-OPEN est une initiative voulue par un ensemble d'industriels et
d'universités. Sa naissance est due au constat qu'il n'existe aucun logiciel
capable de simuler un procédé industriel depuis la phase de conception
jusqu'à la phase de démantèlement en passant par la production et le
contrôle (Mayer et Schoenmakers (1998)). Les industriels sont obligés de
s'appuyer sur de nombreux logiciels spéciﬁques. Le transfert de connais-
sances et d'informations est coûteux et pas toujours possible.
CAPE-OPEN est composé par un ensemble de normes (COLaN (1993))
qui déﬁnissent des protocoles permettant l'intercommunication entre lo-
giciels. Initialement développées pour mettre en relation les logiciels de
ﬂowsheeting avec les moteurs de calcul de propriétés thermodynamiques,
les normes ont évolué pour prendre en compte d'autres domaines liés à la
modélisation et à la gestion de procédés.
Dans CAPE-OPEN, la notion de modularité est étendue au niveau des
sous-parties des modèles, puisque plusieurs logiciels peuvent être appe-
lés pour constituer un modèle. Toutefois ces normes ne fournissent au-
cune spéciﬁcation concernant une stratégie de synthèse de systèmes, car
l'information est organisée de manière horizontale et la déﬁnition de la
hiérarchie entre les diﬀérents modules est laissées au soin de l'utilisateur.
DOME et CAPE-OPEN ont ouvert la voie vers la modularisation des
modèles et le partage d'informations et de méthodes. La réutilisation des
modules est encouragée par la facilité de leur mise en relation et par la
publication des bases de données partagées. Une amélioration globale de
la qualité des modèles est attendue grâce à la participation de plusieurs
experts. Ceci permettra dans l'avenir la constitution et l'étude de systèmes
de plus en plus grands et performants.
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Toutefois, aucune de ces deux méthodes ne déﬁnit une approche de syn-
thèse des systèmes énergétiques industriels. Les modules ne représentent
pas une entité physique au sens de l'ingénieur, mais une entité mathéma-
tique. Ainsi, pour connecter deux modules on connecte des variables de
décision ou des variables d'état et pas des ﬂux de matière ou d'énergie.
Par conséquent, chaque problème nécessite d'une déﬁnition explicite des
interconnexions entre les modules et cette tâche peut être relativement
diﬃcile à automatiser.
Approche de modularisation proposée dans ce travail
Dans ce travail, les modules sont déﬁnis de manière à faciliter l'applica-
tion de la méthode de synthèse déﬁnie au chapitre 2. Un module (ﬁg. 4.1)
représente donc en général un ensemble d'opérations physiques unitaires.
Son interface déﬁnit des données structurées qui fournissent des informa-
tions sur la nature des opérations physiques unitaires et qui permettent
de connecter les modules entre eux.
Variables de
décision et 
calculées
Modèle des
opérations physiques
unitaires
Flux de matière
et d'énergie
Interfaces pour les 
méthodes de calcul 
des indicateurs
de performance
Interface pour le
modèle d'Intégration
Estimation
des coûts
Analyse de
cycle de vie
- Flux élém.
- Proc. unit.
- Composants
- ...
Fig. 4.1: Représentation schématique de la déﬁnition d'un module dans le
cadre de la méthode de synthèse présentée dans ce travail.
L'interface du module déﬁnit les ﬂux de matière et d'énergie qui sont
produits ou consommés et qui seront utilisés par le modèle d'intégration
pour déterminer la conﬁguration optimale des interconnexions du système.
Cette technique permet de dissocier les équations de liaison du modèle du
système de celles de comportement des opérations physiques unitaires.
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Ainsi le modèle global du système peut être facilement décomposé en
plusieurs sous-systèmes, qui peuvent être déﬁnis chacun dans un module.
Pour permettre la résolution des équations du modèle, l'interface dé-
ﬁnit un ensemble de données structurées qui représentent les variables
de décision et les variables calculées par le modèle. Ces données sont de
la même nature que celles déﬁnies par DOME et CAPE-OPEN et par
conséquent il est possible de mettre en oeuvre les mêmes techniques de
superstructure déﬁnies par ces approches. Certaines variables de décision
seront également utilisées pour assurer la communication entre l'algo-
rithme d'optimisation et le modèle du système.
Le calcul des fonctions objectif du problème d'optimisation est basé sur
des indicateurs de performance. Pour assurer la qualité des résultats, on
recommande l'utilisation de méthodes de calcul standardisées, qui sont
externes aux modèles des opérations physiques unitaires. En principe,
ces données sont constituées à partir des résultats du calcul du modèle
du système et seront donc disponibles au niveau des variables d'état.
Toutefois, si on ne déﬁnit aucune convention sur la manière de nommer ces
variables, il est impossible d'identiﬁer de manière automatisée les variables
requises par les méthodes de calcul des indicateurs de performance.
La déﬁnition d'une convention sur le nommage des variables d'état des
modules est possible, mais elle introduit une rigidité qui risque de limiter le
potentiel d'exploitation des techniques de modularisation. De plus, comme
les modèles peuvent être constitués par diﬀérents logiciels de modélisation,
il serait très diﬃcile de déﬁnir une convention universelle.
Pour assurer l'automatisation de la communication entre les modules
et les méthodes de calcul des indicateurs de performance, on déﬁnit donc
des interfaces de communication qui contiennent des données structurées
selon les besoins de ces méthodes. Par exemple, pour la méthode de calcul
de l'impact environnemental, on fournira la liste des substances émises et
leurs débits, qui auront été calculés au départ des variables d'état suite à
la résolution du modèle.
Chaque méthode de calcul de performance possède sa propre interface.
Cela présente de nombreux avantages :
En premier lieu, leur déﬁnition ne requiert pas la modiﬁcation des équa-
tions du modèle, puisque elles sont constituées par des données descrip-
tives, issues des variables d'état du modèle, qui sont normalement déjà
disponibles.
En deuxième lieu, elles évitent des problèmes d'interférence entre les diﬀé-
rentes méthodes. Cela arrive souvent avec les unités physiques. Certaines
méthodes requièrent par exemple des températures en degrés Celsius et
d'autres en Kelvin. L'utilisation d'interfaces séparées permet d'eﬀectuer
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les conversions nécessaires sans risquer de compromettre les données re-
quises par les autres méthodes.
Enﬁn, un module peut être déﬁni avec de nombreuses interfaces. Si une
ou plusieurs méthodes ne sont pas utilisées pour la synthèse d'un système,
il suﬃt de désactiver leurs interfaces respectives et le module pourra être
utilisé sans inconvénients.
4.2.2 Modularisation des méthodes de calcul des
indicateurs de performance
Les méthodes de calcul des indicateurs de performance sont également
déﬁnies selon le principe de modularité. Une frontière sépare la formula-
tion mathématique de la méthode de ce qui se passe au niveau du système.
Les méthodes peuvent ainsi être développées de manière indépendante du
système auquel elles sont appliquées et leur caractère sera plus générique.
L'interface du module déﬁnit les données qui sont requises pour ré-
soudre le modèle et fournit les résultats de calcul. Si l'interface est bien
déﬁnie, il est possible de développer plusieurs modèles alternatifs qui per-
mettent d'appliquer la même méthode. Cela est par exemple réalisé pour
les méthodes de calcul des coûts du système, où plusieurs approches sont
envisageables.
Une interface unique permet donc de calculer les indicateurs de per-
formances de diﬀérentes manières, sans qu'il soit nécessaire de changer
les modèles des opérations physiques unitaires qui fournissent les don-
nées. Ceci facilite l'intégration de nouvelles méthodes dans l'approche de
synthèse et permet l'amélioration continue des méthodes existantes.
L'mplémentation d'un module possède deux parties distinctes :
1. La description de la frontière du module et de son interface qui sera
réalisée par la déﬁnition d'un ensemble de données structurées et qui
décrira l'encapsulation du module.
2. La déﬁnition du modèle qui permet de calculer les indicateurs de per-
formance à partir des données fournies par l'interface, obtenues par
le calcul du modèle des opérations physiques unitaires du système.
4.3 Syntaxe de description EnergyTechnologies
La syntaxe EnergyTechnologies (Bolliger et al. (2009)) a été dévelop-
pée pour concrétiser du point de vue informatique le concept de module
déﬁni dans le cadre de ce travail. Son objectif est de décrire de manière
structurée les interfaces des diﬀérents modules utilisés durant la synthèse.
Elle constitue donc la frontière des modules et elle ajoute une couche
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d'abstraction qui permet de mettre en relation des modèles, déﬁnis par
des logiciels diﬀérents pour modéliser le système.
La syntaxe est purement descriptive, c'est-à-dire qu'elle n'a pas de fonc-
tions exécutives et ne peut pas être interrogée pour obtenir par exemple
des résultats de calcul. Cette tâche est conﬁée aux logiciels qui utilisent la
syntaxe pour interagir avec les équations des modèles ou pour transférer
de l'information d'un module à un autre.
Ce point est très important, car l'absence de fonctions exécutives per-
met de déﬁnir la syntaxe avec la plupart des langages de programmation
et de favoriser le transfert de données entre applications diﬀérentes. Ce
choix a été fait pour favoriser la diﬀusion de l'approche de synthèse dé-
veloppée dans ce travail et pour encourager son adoption de la part des
diﬀérents acteurs du domaine de la synthèse des systèmes énergétiques
industriels. Les logiciels existants implémentent déjà leur propre structu-
ration des données. L'ajout d'une couche supplémentaire requiert moins
d'eﬀort que la réécriture des protocoles de transfert des données, comme
dans le cas des normes CAPE-OPEN.
4.3.1 Contenu de la syntaxe
La syntaxe déﬁnit de manière structurée toutes les données permettant
de caractériser les ﬂux d'information de la ﬁgure 4.1, notamment les va-
riables de décision et les variables d'état, les ﬂux de matière et d'énergie et
les interfaces pour les méthodes de calcul des indicateurs de performance.
Ces éléments sont nécessaires pour la résolution du modèle.
La syntaxe décrit également d'autres éléments, requis d'une part par
les logiciels qui s'occupent de l'exécution du modèle et d'autre part pour
l'insertion du module dans une base de données partagée.
Les paragraphes suivants décrivent brièvement la nature des données
déﬁnies par la syntaxe EnergyTechnologies. Pour une description plus dé-
taillée, on suggère la consultation de la documentation oﬃcielle d'Energy-
Technologies (Bolliger et al. (2009)), rédigée en collaboration avec Helen
Becker, Léda Gerber et d'autres collègues du LENI.
Description des variables Identiﬁcation des variables de décision et d'état,
unités de mesure, valeurs, précisions, bornes de validité. Le code 4.1
montre comment les variables des modèles sont déﬁnies dans la structure
vectorielle Tags à l'aide de la syntaxe EnergyTechnologies. Cet exemple
donne un aperçu sur le type de structuration qui est appliqué sur l'en-
semble des données décrites par la syntaxe EnergyTechnologies.
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nt = 0;
Tags = struct;
nt = nt+1;
Tags(nt).TagName = {'Puissance_Moteur'}
Tags(nt).DisplayName = {'Puissance mecanique du moteur'}
Tags(nt).Description = {'Definit la puissance mecanique du moteur, sans alternateur.'}
Tags(nt).Status = {'CST'}
Tags(nt).Unit = {'kW'}
Tags(nt).DefaultValue = 2000
Tags(nt).Value
Code 4.1: Déﬁnition des variables d'un module.
Le champ TagName déﬁnit un identiﬁant unique pour chaque variable. Les
champs DisplayName et Description ont un but descriptif dans des contextes
d'aﬃchage. Le champ Status déﬁnit s'il s'agit d'une variable de décision ou
d'une variable d'état 1. L'unité de mesure du paramètre peut être spéciﬁée
dans le champ Unit et sa valeur par défaut dans DefaultValue. Enﬁn, après
le calcul des performances du module, le champ Value contiendra la valeur
actuelle de la variable.
La structure Tags expose à l'utilisateur toutes les informations néces-
saires pour manipuler le comportement et les caractéristiques des équa-
tions du modèle. L'accès direct à la formulation mathématique du modèle
n'est par conséquent plus nécessaire.
Flux de matière et d'énergie Description des ﬂux de matière et d'énergie
traversant la frontière du module. Ces données permettent de connecter
plusieurs modules pour former la superstructure du système. Ceci peut
être réalisé explicitement, de manière similaire à ce qui est fait par les
logiciels de ﬂowsheeting, par des techniques de superstructure automa-
tique ou avec une formulation implicite. Dans ce travail on recommande
l'utilisation du modèle d'intégration présenté au chapitre 3.
Interface avec le modèle d'intégration Organisation des ﬂux dans les
unités d'intégration, déﬁnition des couches, des ∆Tmin/2 et en général
de toutes les données nécessaires pour la résolution du problème d'inté-
gration. Le code 4.2 montre un extrait de la déﬁnition de cette interface.
L'exemple montre la manière de déﬁnir une couche de type bilan de masse,
une unité de procédé et des ﬂux thermiques et de matière.
1. Selon le logiciel de modélisation utilisé pour le module, d'autres types peuvent
être déﬁnis.
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%% Layers
nl = 0;
nl=nl+1;
module.EI.Layers(nl).Type = {'MassBalance'};
module.EI.Layers(nl).TagName = {'product'};
module.EI.Layers(nl).DisplayName = {'This layer computes the mass balance of water'};
%% Units
nu = 0;
nu = nu+1;
module.EI.Units(nu).Type = {'process'};
module.EI.Units(nu).TagName = {'reactor'};
module.EI.Units(nu).DisplayName = {'hot streams'};
module.EI.Units(nu).AddToProblem = 1;
module.EI.Units(nu).ITY = 0;
module.EI.Units(nu).Fmin = 0;
module.EI.Units(nu).Fmax = 10000;
module.EI.Units(nu).Cost1 = 0;
module.EI.Units(nu).Cost2 = 0;
module.EI.Units(nu).Cinv1 = 0;
module.EI.Units(nu).Cinv2 = 0;
module.EI.Units(nu).Power1 = 0;
module.EI.Units(nu).Power2 = 0;
%% Streams
ns = 0;
% Thermal stream (cold)
ns = ns+1; module.EI.Streams(ns).Short = {'qt','cooling','reactor',278,0,288,100,10,0.5};
% Material stream
ns = ns+1; module.EI.Streams(ns).Short = {'mass','product','reactor','coolw_river','out',100};
ns = ns+1; module.EI.Streams(ns).Short = {'mass','mixture','reactor','coolw_cooling','in',250};
Code 4.2: Exemple de déﬁnition de l'interface pour le modèle d'intégration.
Interfaces avec les méthodes de calcul des indicateurs de performance
Données structurées selon les besoins des diﬀérentes méthodes. Ces don-
nées sont en général constituées à partir des valeurs calculées des variables
du modèle. Un système de liens permet d'automatiser la compilation des
interfaces avec ces valeurs.
Structure interne du module Déﬁnition des ﬁchiers qui composent le
modèle, du logiciel de modélisation ou du langage de programmation uti-
lisé pour la modélisation. Déﬁnition d'autres ﬁchiers annexes, nécessaires
à l'interaction entre le modèle et l'interface du module.
Classiﬁcation des modules Méta-données descriptives nécessaires pour
le partage et la classiﬁcation des modules au sein d'une base de données
centralisée. Deux stratégies de classiﬁcation sont mises en place : une
stratégie en arborescence, qui classe les modules selon un ordre pré-déﬁni ;
une stratégie basée sur des mots-clé, qui permet d'appliquer des critères
de recherche dynamiques.
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Documentation des modules ainsi que les références bibliographiques
utilisées pour la constitution du modèle. Ces données déﬁnissent égale-
ment l'historique des changements, aﬁn de permettre un suivi continu
des évolutions du modèle. Il s'agit de données très importantes, car elles
permettent d'évaluer la qualité générale du modèle.
Validation des modules Le partage des modules peut être eﬀectif seule-
ment si les utilisateurs font conﬁance à leur qualité. Une procédure de
validation, qui concerne par exemple le modèle, sa plage de validité ou sa
documentation, a été mise en place à cet eﬀet. La syntaxe EnergyTechno-
logies contient des données descriptives qui renseignent sur les résultats
de validation.
4.4 Plate-forme de calcul OSMOSE
OSMOSE est une plate-forme de calcul qui a été développée pour per-
mettre l'application de la méthode de synthèse des systèmes énergétiques
industriels présentée dans ce travail. OSMOSE est le résultat d'un travail
de groupe, dont la contribution de cette thèse est néanmoins prépondé-
rante.
Le but d'OSMOSE est de fournir un support logiciel dans le travail
de synthèse du système, depuis la constitution du modèle du système,
en passant par son optimisation, jusqu'à l'analyse et l'interprétation des
résultats.
En exploitant la structuration des données de la syntaxe EnergyTechno-
logies, OSMOSE se charge d'automatiser toutes les opérations répétitives
et récurrentes qui sont typiques des opérations de synthèse système. Par
sa structure et par ses fonctionnalités, OSMOSE permet de simpliﬁer de
manière considérable l'application de la méthode de synthèse présentée
dans le cadre de ce travail. La plate-forme se charge de :
• combiner plusieurs modules
• communiquer avec plusieurs logiciels de modélisation
• échanger les données entre les modules et avec les méthodes de calcul
des indicateurs de performance
• résoudre le modèle d'intégration
• appliquer plusieurs méthodes de calcul d'indicateurs de performance
• appeler des méthodes de calcul et de résolution, comme les algo-
rithmes d'optimisation
• Analyser les résultats de calcul
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Les prochains paragraphes présentent les caractéristiques principales de
la plate-forme. Pour une description détaillée, on se référera à la docu-
mentation oﬃcielle (Palazzi et al. (2009)).
4.4.1 Principe de fonctionnement
La procédure de synthèse déﬁnie au chapitre 2 est basée sur le modèle
du système, qui est composé par diﬀérents modules qui représentent les
opérations physiques unitaires qui seront assemblées pour constituer le
système. Le modèle est optimisé par un algorithme évolutionniste multi-
objectifs, dont les fonctions objectif sont déﬁnies à partir des indicateurs
de performance calculés sur la base de l'état du système. La procédure
de résolution du modèle du système est basée sur la décomposition en un
problème maître et un problème esclave. Ce dernier est un sous-problème
d'optimisation, formulé selon le modèle d'intégration présenté au cha-
pitre 3.
La ﬁgure 4.2 représente la manière dont OSMOSE met en oeuvre la pro-
cédure de synthèse du système. Le gestionnaire du système calcule l'état
du système à partir des variables de décision envoyées par le gestionnaire
de calcul. Ce dernier est constitué par un ensemble de fonctions qui font
le lien entre le modèle du système et l'algorithme d'optimisation.
Module 1
Opérations physiques unitaires:
 - Bilans de masse et d'énergie
 - Réactions chimiques
 - ...
Intégration multi-ressources 
  - Intégration de matières et de services énergétiques
  - Choix technologiques
  - Dimensionnement des utilitaires
Calcul des indicateurs de performance 
 - Estimation des coûts
 - LCIA
 - ...
Fonctions objectif
Variables de décision
Module 2 Module n
Gestionnaire du systeme
Gestionnaire
du calcul
(optimisation,
analyse de sensibilité,
...)
Fig. 4.2: Principe de fonctionnement d'OSMOSE.
Pour calculer l'état du modèle, le gestionnaire du système appelle d'abord
les diﬀérents modules composants le modèle du système aﬁn de calculer
les caractéristiques et les performances des opérations physiques unitaires.
La séquence d'appel des modules est déterminée de manière automatique
à partir des connexions de matière et d'énergie ou à partir des connexions
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entre les variables des modules, comme dans le cas de DOME et CAPE-
OPEN.
La résolution des équations des modèles des opérations physiques uni-
taires est eﬀectuée par OSMOSE en appelant les logiciels de modélisation
ou les langages de programmation avec lesquels les équations des modèles
ont été programmées.
OSMOSE implémente de nombreux protocoles de communication, aﬁn
d'envoyer des données à ces logiciels et pour récupérer les résultats de
calcul. Plusieurs logiciels ont déjà été interfacés (tab. 4.1) et d'autres
peuvent être connectés avec un eﬀort de programmation limité, grâce à
l'architecture modulaire et structurée d'OSMOSE et d'EnergyTechnolo-
gies.
Logiciel Type
Ampl Programmation mathématique
Aspen ﬂowsheeting
Cygwin Émulateur Linux pour Windows
Easy Intégration énergétique
Ecoinvent Base de données d'impact environnemental
Glpk Programmation mathématique (MILP)
Gnuplot Dessin vectoriel
LATEX Génération de rapports automatiques
Matlab langage de programmation
MatlabMPI Outil de parallélisation
MOO Algorithme d'optimisation
Vali ﬂowsheeting
Modèles compilés Modèles écrits dans langages de programmation de
base (ex. C++)
Tab. 4.1: Liste des logiciels métier actuellement interfacés par OSMOSE.
Ensuite, le modèle d'intégration est résolu aﬁn de calculer la conﬁgu-
ration optimale de la superstructure du système. Pour ce faire, OSMOSE
collecte et transfère les données déﬁnies dans l'interface d'intégration des
diﬀérents modules (code 4.2) vers l'interface du modèle d'intégration.
Suite à l'intégration, l'état du système est déterminé. Les méthodes
d'analyse système sont appelées pour calculer les indicateurs de perfor-
mance nécessaires au calcul des valeurs des fonctions objectif. Ces der-
nières sont envoyées au gestionnaire de calcul et l'exécution du gestion-
naire du système est terminée.
Selon le type d'outil de calcul, la procédure d'appel du gestionnaire du
système peut être exécutée de manière répétitive pour faire par exemple
des analyses de sensibilité ou des calculs multi-périodes. Si le calcul le
permet, elle peut être parallélisée aﬁn d'eploiter au mieux la puissance
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de calcul disponible. L'architecture modulaire d'OSMOSE permet d'en-
visager plusieurs options de parallélisation, qui exploitent par exemple la
décomposition modulaire du modèle du système.
4.4.2 Outils de calcul
Le gestionnaire de calcul d'OSMOSE est en mesure de communiquer
avec de nombreux outils de calcul. Ces outils sont utilisés durant les dif-
férentes phases de synthèse du système. On présente brièvement dans les
paragraphes suivants ceux qui sont utilisés le plus fréquemment.
Grâce à l'architecture modulaire d'OSMOSE, l'intégration de nouveaux
outils est relativement aisée et il est donc possible d'adapter la plate-forme
aux besoins particuliers de chaque étude de cas.
Optimisation L'optimisation du système peut être eﬀectuée à l'aide de
plusieurs algorithmes d'optimisation mono- et multi-objectifs, dont l'al-
gorithme évolutionniste multi-objectifs MOO.
MOO appelle le gestionnaire du système de manière itérative. À chaque
évaluation, OSMOSE retourne la valeur des fonctions objectif à l'optimi-
seur. Les résultats de calcul sont aﬃchés à fur et à mesure dans une courbe
de Pareto (sec. 2.9.1). Le calcul peut être parallélisé.
OneRun - Appel simple Durant la phase de développement du modèle
du système, il est parfois utile de tester son fonctionnement pour quelques
conﬁgurations particulières. Le gestionnaire de calcul OneRun a été conçu
pour cela.
OneRun appelle une seule fois le gestionnaire du système avec un ensemble
de variables de décision déﬁnies par l'utilisateur.
Analyse de sensibilité L'analyse de sensibilité est un outil qui permet de
faire varier une ou deux variables de décision du modèle du système aﬁn
de vériﬁer leur inﬂuence sur les fonctions objectif.
L'outil est très utile pour identiﬁer les paramètres à inclure dans l'opti-
misation du système ou pour évaluer leurs bornes de validité.
Outils d'analyse des résultats Les résultats de calcul peuvent être ana-
lysés par OSMOSE, grâce à des outils statistiques et de générations de
graphiques. Ces outils aident l'ingénieur à comprendre les solutions obte-
nues par l'optimisation du système et à déduire les paramètres de design
nécessaires à sa synthèse détaillée .
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4.5 Perspectives
4.5.1 Extension du concept de module
Le concept de module présenté à la section 4.2 permet à l'heure actuelle
de constituer des modules simples, représentant un ensemble d'opérations
physiques unitaires. Or, on a souvent recours aux mêmes modules pour
représenter des technologies récurrentes, comme par exemple des cycles
combinés. Il serait dans ce cas très utile de pouvoir déﬁnir un module
"cycle combiné" comme étant composé par deux modules, une turbine à
gaz et un cycle vapeur comprenant le générateur de vapeur et les turbines.
Bien entendu, cela est déjà possible avec la déﬁnition actuelle des mo-
dules, en unissant la formulation mathématique des deux modèles dans
un seul module. Toutefois, pour utiliser le modèle d'une technologie sans
l'autre, il est nécessaire de décomposer à nouveau le modèle pour former
deux modules. Ou alors, il serait nécessaire de maintenir les deux modules
séparément et un module avec les deux modèles unis.
Cette démarche n'est pas constructive à long terme, surtout lorsque un
module est composé par de nombreux modèles représentant par exemple
des lignes de procédé entières ou des technologies de conversion d'énergie
complexes. Pour pouvoir maintenir des modules simples tout en disposant
de modules complexes, il sera nécessaire d'étendre le concept de module.
Ceci peut être réalisé par la déﬁnition du concept de super-module, par
analogie aux superstructures, dont l'idée est représentée par la ﬁgure 4.3.
Les super-modules doivent présenter certaines caractéristiques aﬁn de
maintenir une cohérence avec le concept actuel de module. Par exemple,
un super-module ne peut contenir que des modules ou des super-modules
et ne peut pas déﬁnir directement un modèle, car ce rôle est laissé aux
modules simple.
La structuration de l'interface des super-modules doit être strictement
identique à celle des modules, aﬁn de permettre la communication entre
modules et super-modules. Elle doit de plus être en mesure d'exposer les
informations disponibles au sein des interfaces des sous-modules, aﬁn que
son contenu reste conﬁné à l'intérieur de sa frontière. La communication
avec les sous-modules passera donc par l'interface du super-module.
L'utilisation des super-modules facilitera l'étude de systèmes de grande
taille, car la constitution des systèmes pourra se faire rapidement, en
assemblant des sous-systèmes déjà établis par des études précédentes.
L'amélioration des petits modules sera également transmise aux super-
modules, ce qui permettra de réduire les eﬀorts de maintenance. Cette ap-
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Module 2
Module 2Module 1
Module 1
Module 2
Module 3
Module 3
Module 1
Modularité
Organisation en arborescence
Fig. 4.3: Extension du concept de modules pour permettre la création de
"super-modules".
proche devrait proﬁter des caractéristiques de la programmation orientée-
objet.
4.5.2 Modèles mimétiques
L'interface d'un module cache le modèle mathématique qui se trouve
à son intérieur. Si on observe uniquement l'interface d'un module, il est
possible de déﬁnir deux modules équivalents, ayant une formulation ma-
thématique diﬀérente. Cette opportunité peut être exploitée pour créer
des modèles dits mimétiques, comme proposé par exemple par Henao et
Maravelias (2010).
Les modèles mimétiques sont des modèles qui reproduisent le même
comportement qu'un modèle de référence, mais qui ont une formulation
mathématique simpliﬁée, qui ne tient souvent pas compte des phénomènes
physiques représentés par le modèle original.
Les modèles mimétiques les plus simples sont les modèles de corrélation,
qui sont souvent utilisés pour ajuster des données mesurées à une courbe
ayant une expression mathématique connue.
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De nombreux types de modèles mimétiques ont été développés, tels que
les réseaux de neurones, la programmation génétique et plus généralement,
les techniques de machine learning 2.
Sans entrer dans les détails, toutes ces techniques assemblent des élé-
ments mathématiques simples et des opérations arithmétiques de base
aﬁn de reproduire des signaux complexes. Ces assemblages sont capables
de fournir une réponse à un signal d'entrée dans des temps très réduits,
avec une précision qui dépend du temps consacré à l'identiﬁcation para-
métrique, nécessaire pour la constitution du modèle.
Une procédure d'identiﬁcation peut donc être mise en place aﬁn de dé-
velopper systématiquement des modèles mimétiques à partir des modules.
Ces modèles peuvent ensuite être utilisés en remplacement des modules
détaillés, lorsque le niveau de précision requis n'est pas trop élevé. C'est
par exemple le cas dans des études exploratoires, où l'objectif est de dé-
duire les lignes à suivre dans la synthèse de la structure d'un système.
Une fois les grandes lignes obtenues, il est possible d'eﬀectuer des calculs
plus détaillés pour optimiser le système basé sur les modules originaux.
4.5.3 PinchLight - Interfaces utilisateur
Les applications logicielles développées dans le cadre de ce travail per-
mettent de simpliﬁer l'approche de synthèse. Toutefois, ces outils restent
des outils de recherche, qui diﬃcilement peuvent faire l'objet d'un trans-
fert technologique vers l'industrie. Ces outils sont en évolution continue
et ont pour objectif premier de faire évoluer la recherche aﬁn de relever
de nouveaux déﬁs scientiﬁques.
Toutefois, il est important de transmettre les résultats issus de la re-
cherche au milieu industriel. Cela est en partie réalisé par des publications
scientiﬁque et par des projets de partenariat, mais les outils développée
méritent également de faire l'objet du transfert technologique.
D'habitude, ce transfert se fait par l'édition de logiciels spécialement
conçus pour l'utilisateur ﬁnal. Si cela s'avère un avantage pour la prise en
main et la facilité d'utilisation, on est parfois confrontés à une simpliﬁca-
tion extrême des contributions scientiﬁques.
Des projets tels que PinchLight 3 oﬀrent une solution qui permet de
concilier la facilité d'utilisation à la rigueur scientiﬁque. Il s'agit d'une
application web, présentant une interface adaptée à l'utilisateur ﬁnal, qui
est mue par des outils scientiﬁques, notamment EnergyTechnologies et
OSMOSE.
2. Apprentissage automatique, en français.
3. http://pinchlight.epfl.ch/
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Le projet a pour objectif de diﬀuser les approches d'intégration de pro-
cédés dans l'industrie. Le projet vise un public cible constitué par les
petites et les moyennes entreprises. Ces entreprises manquent souvent de
moyens ﬁnanciers et de personnel pour conduire des audits aﬁn de réduire
les consommations énergétiques. PinchLight aide les entreprises à conduire
une analyse de procédé aﬁn d'identiﬁer les opportunités de récupération
et d'économie d'énergie.
L'application met à disposition des utilisateurs une bibliothèque de mo-
dules qui représentent les technologies courantes dans les procédés in-
dustriel. En assemblant ces modules, l'utilisateur peut dans un premier
temps reconstituer le système qui représente son procédé. Le calcul des
consommations actuelles est utilisé pour évaluer les opportunités d'éco-
nomie d'énergie.
L'application web guide l'utilisateur durant le processus d'intégration
énergétique et fournit des indications sur la marche à suivre aﬁn d'im-
plémenter des solutions d'économie d'énergie.
La transfert de technologie depuis le milieu de la recherche vers le grand
public doit se faire par le moyen de supports riches en contenu. Internet
est un moyen moderne, qui permet de mélanger des contenus riches et
interactifs. Étant hébergé sur un serveur, un site web est accessible par
toute technologie connectée à Internet. Il peut être mis à jour et enrichi
constamment, pour reﬂéter les avancées dans le domaine de la recherche.
L'utilisateur bénéﬁcie instantanément des améliorations.
Les applications web vont probablement constituer dans l'avenir la clé
du succès du transfert de technologie depuis la recherche et vont certai-
nement accélérer le processus de transfert.
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Chapitre 5
Cycles combinés et capture du CO2
5.1 Introduction
Les émissions de CO2 d'origine fossile constituent une des causes prin-
cipales du phénomène du réchauﬀement climatique (IPCC (2009)). Le
domaine de la production d'électricité est directement concerné par le
problème, car de nombreuses technologies actuellement en exploitation
utilisent des ressources fossiles telles le charbon, le gaz naturel ou le pé-
trole comme vecteurs énergétiques.
De nombreuses technologies pour la production d'électricité sont au-
jourd'hui en exploitation, dont la ﬁlière nucléaire, les centrales hydro-
électriques, les turbines à gaz, les cycles vapeur ou les cycles combinés.
Mis à part les centrales hydroélectriques, toutes ces technologies émettent
directement ou indirectement du CO2. Les centrales nucléaires, bien que
"propres" en termes d'émissions directes de CO2, présentent d'autres pro-
blèmes environnementaux liés à la gestion des déchets radioactifs.
Le remplacement des vecteurs énergétiques d'origine fossile par des vec-
teurs renouvelables est possible grâce à l'utilisation de nouvelles techno-
logies, telles que par exemple les centrales solaires, éoliennes ou géother-
miques. Certaines de ces technologies commencent à être exploitées de
manière industrielle, mais la plupart reste encore au stade de développe-
ment. La part d'électricté d'origine renouvelable reste à ce jour marginale
sur le marché comme le démontre la ﬁgure 1.2, qui concerne l'utilisation
de l'énergie en Suisse.
Pour cette raison, il n'est pas envisageable d'imaginer aujourd'hui l'aban-
don total des ressources fossiles au bénéﬁce des ressources renouvelables.
Ce changement aura probablement lieu avec le temps, progressivement.
Outre l'augmentation de l'eﬃcacité, la capture et la séquestration du
CO2 fossile est considérée comme une méthode d'avenir pour réduire les
émissions. L'intégration du processus de séparation et de capture du CO2
au sein du processus de conversion d'énergie permet d'identiﬁer des pos-
sibilités de valorisation de l'énergie qui peuvent conduire à la limitation
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des pertes ou même à l'augmentation des performances des technologies
de conversion.
5.2 Les cycles combinés
Les cycles combinés superposent le cycle d'une turbine à gaz à celui
d'un cycle vapeur (ﬁg. 5.1). Par rapport aux cycles pris singulièrement, les
cycles combinés permettent d'augmenter l'eﬃcacité de conversion d'éner-
gie et de réduire les consommations de ressources fossiles pour une même
quantité d'électricité produite.
Cycle turbine
à gaz
Cycle 
vapeur
AirCombustion GazEau
Tem
pé
rat
ure
Enthalpie
Fig. 5.1: Superposition du cycle de turbine à gaz et du cycle vapeur.
Dans les cycles combinés, la capture du CO2 peut être réalisée de nom-
breuses manières, par exemple grâce à la séparation par diﬀérence de pres-
sion ou de température. Toutefois, ces techniques consomment de l'électri-
cité et réduisent considérablement l'eﬃcacité globale des cycles combinés.
La technologie AZEP (Griﬃn et al. (2005)) oﬀre une alternative intéres-
sante car elle met en place une solution intégrée pour la capture du CO2,
qui réduit considérablement les pertes d'eﬃcacité du cycle.
5.3 Objectifs
L'objectif de cette étude est de comparer les performances des cycles
combinés classiques avec celles des cycles combinés basés sur la turbine à
gaz de type AZEP. Les performances sont basées sur l'eﬃcacité des deux
cycles et sur le prix de revient de l'électricité produite.
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Les experts (Åsen et Wilhelmsen (2003); Eklund et al. (2003); Griﬃn
et al. (2005)) prédisent une perte en eﬃcacité du cycle AZEP de l'ordre de
2 à 5 points par rapport aux cycles conventionnels, à cause des limitations
de température imposées par cette technologie. Cette prévision est eﬀec-
tuée sur la base d'approches de simulation classiques, où la structure du
réseau de récupération de chaleur et du cycle vapeur est préétablie. L'ap-
plication de la méthode de synthèse développée dans le cadre de ce travail
permet de montrer que, grâce à l'utilisation des techniques d'intégration
et d'optimisation, ces prévisions sont erronées.
L'exemple oﬀre également l'occasion d'illustrer la démarche proposée
dans ce travail pour réaliser la synthèse d'un système énergétique. On
commence par constituer les modèles représentant les diﬀérentes tech-
nologies. On déﬁnit ensuite la liste des ﬂux nécessaires pour le calcul
d'intégration et les données requises pour le calcul des indicateurs de per-
formance. L'optimisation multi-objectif de la conﬁguration des systèmes
permet d'obtenir un ensemble de solutions, qui seront enﬁn analysées aﬁn
de déduire les paramètres de design importants pour la conception dé-
taillée.
Ce cas d'application a été présenté à la conférence ECOS 2005 (Bolliger
et al. (2005)) et a ensuite été retravaillé en collaboration avec Girardin
et al. (2009).
5.4 Modélisation des cycles combinés
Le cycle combiné gaz-vapeur conventionnel est constitué par trois sous-
systèmes distincts : la turbine à gaz, le cycle vapeur et l'eau de refroidis-
sement. Ces trois parties sont connectées par le réseau d'échangeurs de
chaleur, sans qu'aucun transfert de matière entre sous-systèmes n'ait lieu.
Ces trois sous-systèmes sont modélisés séparément. Cette séparation
est principalement motivée par des questions de facilité de modélisation
oﬀerte par les logiciels de modélisation utilisés et pour favoriser leur réuti-
lisation dans d'autres contextes.
La turbine à gaz AZEP et la capture du CO2 sont considérés comme un
seul sous-système, qui est modélisé à l'aide d'un logiciel de ﬂowsheeting.
Ce choix est raisonnable, car une seule technique de capture du CO2 est
considérée. Toutefois, si plusieurs alternatives de capture devaient être
étudiées, il serait préférable de constituer plusieurs modèles séparés, qui
seraient reliés par une couche de bilan de matière explicite.
Ces modèles sont déﬁnis selon la méthode développée dans le cadre
de ce travail. Chaque modèle est déﬁni sous la forme d'un module, qui
décrit ses paramètres et ses variables, ainsi que les données nécessaires
134 Cycles combinés et capture du CO
2
pour la déﬁnition des interfaces pour le modèle d'intégration et le calcul
des indicateurs de performance.
L'intégration des deux cycles est basée sur les transferts de chaleur et
elle est calculée à l'aide de la cascade thermique. Les deux turbines sont
considérées comme des unités de procédé. Par conséquent, le cycle vapeur
et l'eau de refroidissement, faisant oﬃce d'utilitaires, sont dimensionnés
pour exploiter aux mieux la disponibilité de chaleur résiduelle en sortie
des turbines à gaz.
5.4.1 Turbine à gaz conventionnelle
Gaz naturel
Air
Gaz de combustion Cheminée
1
2
3 4
5 6
Compresseur
Turbine
Alternateur
Chambre de combustion
C T A
HX1
Fig. 5.2: Éléments constituant le modèle de la turbine à gaz.
Le modèle qui représente la turbine à gaz conventionnelle est composé
par cinq éléments principaux :
• Un compresseur d'air
• Une chambre de combustion
• Une turbine
• Une cheminée
• Un alternateur
La ﬁgure 5.2 représente les éléments de la turbine à gaz modélisée, ainsi
que les ﬂux thermiques utilisés pour déﬁnir le problème d'intégration.
L'air est comprimé jusqu'à la pression P2 et ensuite mélangé au gaz
naturel. La combustion a lieu dans la chambre de combustion. Les gaz de
combustion quittent la chambre de combustion à la température T4 et sont
détendus dans la turbine. Les gaz sont ensuite refroidis de la température
T5 jusqu'à la température T6 avant d'être rejetés dans l'atmosphère. Si
des technologies de capture du CO2 sont prévues à la sortie de la turbine,
les gaz sont d'abord traités avant le rejet à la cheminée. Dans ce cas, les
gaz de combustion sont recyclés aﬁn d'augmenter la pression partielle du
CO2 et de limiter les coûts d'installation.
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La chaleur récupérée dans l'échangeur HX1 est utilisée pour produire
de la vapeur dans le générateur de vapeur. Cet échangeur constitue le seul
ﬂux de chaleur à intégrer (tab. 5.2).
La formulation mathématique des opérations physiques unitaires inter-
venant dans une turbine à gaz sont très simples et n'est pas développée
ici. Le livre Borel et Favrat (2005) fournit des explications très détaillées.
La ﬁgure 5.3 représente la procédure qui permet de décrire le module de
la turbine à gaz selon la méthode développée dans le cadre de ce travail.
Elle montre la correspondance entre les paramètres du modèle et leur
déﬁnition au sein de l'interface du module. Les deux interfaces avec les
méthodes de calcul des coûts et d'intégration sont également représentées.
Air
Gaz de combustion
Combustible
~
Électricité
Gaz de combustion
Électricité
HX1
Combustible
Air Turbine
à gaz
Modèle Module
Coûts
- investissement
- opération
Intégration
- HX1
Fig. 5.3: Représentation d'un modèle d'une turbine à gaz sous la forme de
module.
Le tableau 5.1 déﬁnit les variables de décision du modèle qui sont uti-
lisées durant l'optimisation, selon les déﬁnitions établies par la ﬁgure 5.2.
L'air se trouve dans des conditions standard au point 1 et on admet que
le gaz naturel est composé uniquement de méthane. Son débit M˙3 est ﬁxé
à 2 kg/s, aﬁn d'obtenir une puissance nette E˙A de l'ordre de 45 MW. L'al-
ternateur A, qui convertit la puissance mécanique de l'arbre de la turbine
en électricité a une eﬃcacité ηA de 98%.
Paramètre Unité Borne inf. Borne sup.
P2 bar 20 60
ηC % 80 90
T4 K 1440 1600
ηT % 86 90
T6 K 373 403
Tab. 5.1: Variables de décision du modèle de la turbine à gaz
Le tableau 5.3 montre un exemple de l'état thermodynamique typique
des points 1 à 6 représentés dans la ﬁgure 5.2, ainsi que les puissances
fournies ou consommées par la turbine et le compresseur.
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Flux Tin Tout
HX1 T5 T6
Tab. 5.2: Liste des ﬂux thermiques de la turbine à gaz intégrés par la cascade
thermique.
Paramètre Valeur Unité Paramètre Valeur Unité
Point 1 Point 4
M˙ 97.26 kg/s T 1527 K
m˙O2 21 % M˙ 99.26 kg/s
m˙N2 79 % m˙CH4 0 %
T 293.15 K m˙O2 12.9 %
P 1 bar m˙N2 75.1 %
Point 2 m˙H2O 8.4 %
P 20.9 bar m˙CO2 3.6 %
T 737 K Point 5
Point 3 T 832 K
T 298.15 K Point 6
M˙ 2 kg/s T 395 K
m˙CH4 100 % Compresseur
E˙ 45.8 MW
Turbine
E˙ 86.1 MW
Turbine à gaz
E˙ 39.5 MW
Tab. 5.3: Conditions opératoires typiques de la turbine à gaz.
Le coût des turbines à gaz est calculé à l'aide des relations établies par
Pelster (1998). Elles ont été déﬁnies à partir d'un ensemble de turbines à
gaz conventionnelles disponibles sur le marché.
Compresseur Le coût d'achat du compresseur est déﬁni par la relation
(5.1). Il dépend du débit d'air M˙C , du rapport de pression piC et du
rendement du compresseur ηC .
CC =
fM&S
1069.9
39.5
0.95− ηC
· 515 ·
(
M˙C
515
)0.7
· 15 · ln(piC) [$] (5.1)
Chambre de combustion Le coût de la chambre de combustion est déﬁni
par la relation (5.2). Il est fonction du débit de gaz de combustion M˙B ,
du rapport de pression entre l'entrée et la sortie piB et de la température
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de combustion TB .
CB =
fM&S
1069.9
25.6
|0.995− piB |
· 460 ·
(
M˙B
460
)0.7
·
(
1 + e
0.015 · (TB−1540)
)
[$]
(5.2)
Turbine (à gaz) Le coût de la turbine est déﬁni par la relation (5.3) et
inclut le coût de l'alternateur. Il est fonction du débit de gaz de combus-
tion M˙T , du rapport de pression piT et de la température d'entrée de la
turbine TT , qui est souvent identique à la température de combustion.
CT =
fM&S
1069.9
266.3
0.94− ηT
· 460 ·
(
M˙T
460
)0.7
· ln(piT )(1 + e
0.025(TT−1570)) [$]
(5.3)
5.4.2 Turbine à gaz AZEP
L'acronyme AZEP signiﬁe Advanced Zero Emission Power plant 1. La
ﬁgure 5.4 montre le principe de fonctionnement de la turbine AZEP.
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Gaz naturel
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Fig. 5.4: Éléments constituant le modèle de la turbine à gaz AZEP.
La turbine à gaz de type AZEP est très similaire à une turbine à gaz
conventionnelle. La diﬀérence se situe au niveau de la chambre de combus-
tion, qui a été modiﬁée aﬁn de permettre la capture du CO2. Un système
composé par une membrane sélectivement poreuse, qui laisse passer l'oxy-
gène présent dans l'air, et un système de recirculation sont ajoutés à la
conﬁguration de base de la turbine à gaz.
1. Installation de production électrique avancée à émission nulle.
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Selon la ﬁgure 5.4, l'air est comprimé dans le compresseur C1 jusqu'à
une pression d'environ 20 bar et 450 ◦C (Griﬃn et al. (2005)). Il est en-
suite préchauﬀé jusqu'à une température variant entre 900 et 1100 ◦C,
nécessaire pour le bon fonctionnement de la membrane sélective. À cette
température, l'air entre en contact avec la membrane et une partie de
l'oxygène (généralement 30 à 50 % (Griﬃn et al. (2005))) est transféré
vers le système de la chambre de combustion. L'air appauvri entre en-
suite dans le deuxième échangeur HX2, pour être chauﬀé jusqu'à une
température supérieure à 1200 ◦C. Enﬁn l'air est détendu dans la turbine
et refroidi dans le générateur de vapeur (pas déﬁni dans la ﬁgure 5.4)
jusqu'à la température de rejet à la cheminée, qui correspond à la tem-
pérature ambiante. En eﬀet, comme l'air ne contient pas de produits de
combustion, il n'y a pas de risque de problèmes de corrosion.
L'oxygène extrait de l'air entre dans le brûleur où il est mélangé aux
gaz de combustion (composés principalement par de l'eau et du CO2),
qui sont en partie recyclés pour réduire la température de combustion. Le
gaz naturel est injecté en quantité stoechiométrique aﬁn d'atteindre une
température de combustion d'environ 1250 ◦C.
Une grande partie des gaz de combustion sont recyclés à l'intérieur
du réacteur (90 %, (Griﬃn et al. (2005)) et entrent dans l'échangeur de
chaleur à haute température HX2 pour chauﬀer l'air qui sera détendu dans
la turbine. Puisque la combustion est complète, il n'y a plus d'oxygène
au point 11. La diﬀérence de pression partielle en oxygène entre les deux
parties de la membrane sont à l'origine du transfert sélectif.
La partie de gaz de combustion qui n'est pas recyclée est traitée aﬁn de
séparer le CO2 de l'eau produits par la combustion. Plusieurs traitements
sont envisageables. Dans cette application, les gaz sont d'abord détendus
dans la turbine T2 aﬁn de produire de l'électricité. La détente permet
également de refroidir les gaz et de favoriser la condensation de l'eau.
L'échangeur HX4 permet d'assurer une condensation presque complète.
Après séparation, le point 16 est composé par du CO2 à très haute concen-
tration. Les gaz sont enﬁn pressurisés dans le compresseur multi-étagé C2
et liquéﬁés (HX5), typiquement à 20 ◦C et 100 bar (Eklund et al. (2003))
pour pouvoir être traités sur le site de séquestration. La compression du
CO2 génère de la chaleur, qui est évacuée par plusieurs échangeurs, re-
présentés sur la ﬁgure 5.4 par l'échangeur HX6. Le CO2 liquide peut être
embouteillé ou envoyé vers le site de stockage à travers un réseau de dis-
tribution.
La performance du cycle AZEP est limitée par la température impo-
sée par les matériaux céramiques utilisés pour l'échangeur de chaleur à
haute température, qui ne supportent pas des températures supérieures
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à environ 1250 ◦C (Griﬃn et al. (2005)). Une telle température d'entrée
de la turbine limite le potentiel de détente. La compression du CO2 de-
mande également un apport de puissance qui réduit la puissance nette
en sortie du cycle combiné. Comparée à d'autres technologies de capture
du CO2 (PSA
2, TSA 3, cryogénie) pouvant être associées aux cycles com-
binés conventionnels au prix de pertes supérieures à 10 % (Griﬃn et al.
(2005)), la technologie AZEP permet d'obtenir des performances très in-
téressantes.
Les équations de comportement des diﬀérentes opérations unitaires
sont similaires à celles d'une turbine à gaz conventionnelle. La surface de
la membrane AM (Bouwmester et Burggraaf (1997); Bredesen et Sogge
(1996)) dépend du débit d'oxygène M˙O2,3−8 séparé, de sa diﬀérence de
pression partielle entre les deux parties de la membrane ∆PO2 et de la
température d'échange T = T12+T32 . r˜ = 8.314 kJ/K/kmol est la constante
molaire universelle des gaz parfaits et semi-prafaits.
AM =
M˙O2,3−8
0.0022 · (∆PO2 )
0.25
· e−72000/r˜T
[m2] (5.4)
Le tableau 5.4 résume les variables de décision utilisées pour l'optimi-
sation de la turbine AZEP. L'air se trouve au point 1 dans des conditions
standard. Comme pour la turbine à gaz conventionnelle, le débit de gaz na-
turel M˙10 (100 % méthane) est ﬁxé à 2 kg/s. Dans ce cas, les eﬃcacités des
turbines et des compresseurs sont ﬁxées. Les valeurs ont été déterminées
par les spéciﬁcations du premier prototype de la turbine AZEP (Griﬃn
et al. (2005)). L'eﬃcacité des alternateurs est ﬁxée à 98 %, comme dans
le cas de la turbine à gaz conventionnelle.
Contrairement à la turbine à gaz conventionnelle, la turbine AZEP pré-
sente de nombreux ﬂux chauds à diﬀérents niveaux de température (tab.
5.5). On retrouve le ﬂux traversant l'échangeur HX3, mais il y a égale-
ment de nouveaux ﬂux. Les ﬂux proches de la membrane échangent entre
eux et ne présentent pas d'intérêt en terme d'intégration. Par contre, le
refroidissement des gaz (HX4) et le refroidissement du CO2 (HX5 et HX6)
peuvent être intégrés. Leur chaleur, à moyenne et basse température, peut
être récupérée aﬁn de préchauﬀer l'eau du cycle vapeur.
Le tableau 5.6 présente un cas typique de conditions opératoires de la
turbine AZEP.
2. Pressure swing absorption, séparation par chute de pression.
3. Temperature swing absorption, séparation par chute de température.
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Paramètre Unité Borne sup. Borne inf. Val. ﬁxe
P2 bar 15 45
ηC1 % 88
T3 K 1100 1200
M˙O2,3−8 % en masse 20 40
T9 − T2 K 80 300
T11 K 1550 1600
P13 bar 0.2 2
ηT1 % 93
ηT2 % 90
ηC2 % 80
T7 K 293.15
Tab. 5.4: Paramètres du modèle de la turbine à gaz de type AZEP
Flux Tin Tout
HX3 T6 T7
HX4 T13 T14
HX5 T17 T18
HX6 plusieurs ﬂux, selon le nombre d'étages de compression
Tab. 5.5: Liste des ﬂux thermiques de la turbine AZEP intégrés par la cascade
thermique.
Le coût de la turbine à gaz AZEP est calculé de manière analogue à
celui de la turbine à gaz conventionnelle (éq. 5.1 à 5.3) pour les éléments
communs, auxquels on ajoute le calcul du coût de la membrane sélective.
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Paramètre Valeur Unité Paramètre Valeur Unité
Point 1 Point 11
M˙ 104.9 kg/s T 1600 K
m˙O2 21 % M˙ 83.1 kg/s
m˙N2 79 % m˙CH4 0 %
T 293.15 % m˙O2 0 %
P 1 bar m˙CO2 55 %
Point 2 m˙H2O 45 %
P 40.9 bar Point 12
T 877 K T 1259 K
Point 3 M˙ 73.2 kg/s
T 1200 K Point 13
Point 4 P 0.2 bar
m˙O2 17.6 % T 753 K
m˙N2 79.4 % Point 14
Point 5 T 298 K
T 1599 K Point 15
Point 6 M˙ 4.0 kg/s
T 701 K Point 16
Point 7 M˙ 5.9 kg/s
T 298 K m˙CO2 92.9 %
Point 8 m˙H2O 7.1 %
P 30 bar Point 17
T 1255 K P 100 bar
M˙ 81.1 kg/s T 300 K
m˙CH4 0 % Point 18
m˙O2 9.8 % T 298 K
m˙N2 0 % Compresseur C1
m˙H2O 40.6 % E˙ 65.3 MW
m˙CO2 49.6 % Compresseur C2
Point 9 E˙ 4.2 MW
T 974 K Turbine T1
Point 10 E˙ 101.9 MW
T 293 K Turbine T2
M˙ 2 kg/s E˙ 14.7 MW
m˙CH4 100 % Turbine à gaz
E˙ 46.3 MW
Tab. 5.6: Conditions opératoires typiques de la turbine à gaz AZEP.
Membrane sélective La membrane sélective de la turbine AZEP n'est
pas encore produite industriellement. Son coût CM (éq. 5.5) est donc une
prévision future, établie par Bredesen et Sogge (1996) et Bouwmester et
Burggraaf (1997). Pour cette raison, le facteur d'actualisation n'est pas
utilisé. AM est la surface de la membrane.
CM = 1000 ·AM [$] (5.5)
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5.4.3 Cycle vapeur
Grâce à la technique de modularisation, le modèle du cycle vapeur est
utilisé pour l'étude des deux cycles combinés.
Description du modèle La modélisation du cycle vapeur est eﬀectuée
à l'aide de la formulation présentée à la section 3.8.1. Le modèle génère
automatiquement les ﬂux de matière et de chaleur du modèle d'intégra-
tion ainsi que les données nécessaires au calcul de la puissance électrique
produite à partir de la déﬁnition de l'état thermodynamique des deux
types de collecteurs du cycle : les collecteurs de vapeur et les collecteurs
de condensat.
Le modèle ainsi déﬁni est demandeur en chaleur pour la vaporisation
de l'eau vers les collecteurs de vapeur et présente un excès de chaleur au
niveau des retours de condensat. Ces besoins sont satisfaits par l'apport
de chaleur des turbines à gaz et par l'eau de refroidissement. Par consé-
quent, les débits de vapeur et de condensat sont calculés de telle manière
à exploiter au mieux les disponibilités de chaleur et pour produire un
maximum de puissance électrique. L'optimisation du problème d'intégra-
tion permet donc de calculer la conﬁguration optimale du cycle vapeur,
en favorisant les collecteurs les plus performants.
Pour l'étude des cycles combinés, trois niveaux de collecteurs de vapeur
pouvant alimenter des turbines (V), cinq collecteurs de vapeur pour les
soutirages (S) et un collecteur de condensat C sont déﬁnis. Les trois collec-
teurs alimentant les turbines peuvent être resurchauﬀés, c'est-à-dire que
la vapeur en sortie d'une turbine peut être chauﬀée dans le générateur et
être ré-injectée dans une nouvelle turbine au lieu d'être envoyée au collec-
teur de condensat. Cette technique permet d'augmenter les performances
du cycle.
L'état thermodynamique du collecteur de condensat est ﬁxé à 0.02 bar
et à une température inférieure de 5 K par rapport à la température de
saturation.
Le tableau 5.7 résume les états thermodynamiques des diﬀérents col-
lecteurs. Les deux valeurs pour chaque paramètre indiquent les plages
de variation admises pour l'optimisation. L'eﬃcacité des turbines a été
ﬁxée à 90 % pour les modèles a extraction et à 85 % pour les turbines à
condensation partielle. L'eﬃcacité des pompes est ﬁxée à 95 %.
Le coût du cycle est calculé par la contribution des pompes, des turbines
et des échangeurs de chaleur du générateur de vapeur.
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Collecteur Type Pression Surchauﬀea Temp. resurch. b
[bar] [K] [K]
V1 vapeur 2 30 20 100 0 100
V2 vapeur 30 140 20 150 0 100
V3 vapeur 100 180 20 100 0 100
S1 soutirage 40 180 0 80
S2 soutirage 20 40 0 30
S3 soutirage 5 60 0 80
S4 soutirage 0.02 5 0 30
S5 soutirage 0.02 1 0.85 [-]c 1 [-]c
a Surchauﬀe par rapport à la température de saturation.
b Surchauﬀe par rapport à la température de saturation pour le ﬂux extrait
de la turbine et qui est resurchauﬀé.
c Titre vapeur.
Tab. 5.7: Paramètres du modèle du cycle vapeur.
Pompe Le coût des pompes (Turton et al. (2003); Ulrich (1984)) est éta-
bli par la relation (5.6). On admet que les pompes sont de type centrifuges
et que le coût d'achat dépend de la puissance électrique consommée E˙P
et du rapport de pression piP , s'il dépasse la valeur de 11.
CP =
fM&S
1069.9
· (1.80 + 2.718 · fP )
·
(
10
3.5793+0.3208 · log (E˙P )+0.02850 · (log (E˙P ))
2
)
[$] (5.6)
fP =
1 si piP < 110.1682 + 0.3477 · log (piP − 1) + 0.4841 · log (piP − 1)2 sinon
Turbine (à vapeur) Le coût des turbines à vapeur (Turton et al. (2003);
Ulrich (1984)) est établi à l'aide de la relation (5.7). Ce coût inclut celui
de l'alternateur et ne requiert que la puissance électrique E˙ST générée.
CST =
fM&S
1069.9
·
(
3.5 · 10
3.7222+0.4401 · log (E˙ST ) (5.7)
+10
2.1206+0.9545 · log(E˙ST )−0.06614 · (log (E˙ST ))2
)
[$]
Échangeur de chaleur La relation (5.8) permet de calculer le coût des
échangeurs de chaleur (Turton et al. (2003)). On admet que les échangeurs
sont à plaques. La relation requiert la spéciﬁcation de la surface d'échange
AHX .
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La relation est utilisée pour calculer le coût des deux échangeurs HX1 et
HX2 de la turbine AZEP et pour estimer le coût du réseau d'échangeurs
calculé par intégration.
Lors de la phase d'optimisation, l'estimation de la surface du réseau
d'échangeurs est eﬀectuée à l'aide de la formule de Bath (sec. 3.7.2), sur
la base d'une surface moyenne. Lors de la synthèse détaillée du réseau, le
calcul du coût est par contre déterminé sur la base de chaque échangeur.
Il faut donc s'attendre à une diﬀérence de coût entre la valeur calculée
lors de l'optimisation et la valeur obtenue après calcul détaillé.
CHX =
fM&S
1069.9
· 4.583 · 10
5
·
(
AHX
281.3
)0.4242
[$] (5.8)
5.4.4 Eau de refroidissement
L'eau de refroidissement permet d'évacuer la chaleur en excès du sys-
tème. Le modèle est très simple et il est constitué par un simple ﬂux
thermique, sous la forme d'un ﬂux à température de sortie variable. Ceci
permet d'ajuster le proﬁl température-enthalpie du ﬂux aux besoins du
système.
La température d'entrée du ﬂux est ﬁxée à 281 K, la température de
sortie maximum à 303 K et l'échantillonage est eﬀectué tous les 2 K.
5.4.5 Variables de décision du modèle d'intégration
L'optimalité de l'intégration du cycle vapeur est fondamentale pour
obtenir les meilleures performances des cycles combinés. La quantité de
chaleur que le cycle vapeur peut récupérer dépend entre autres de la diﬀé-
rence de température minimale acceptée dans les échangeurs de chaleur,
qui est déﬁnie par les ∆Tmin/2s des diﬀérents ﬂux du système. Une petite
valeur attribuée aux ∆Tmin/2s permet de récupérer une plus grande quan-
tité de chaleur, mais se répercute également sur l'augmentation des coûts
d'investissement pour l'achat des échangeurs.
L'optimisation des ∆Tmin/2s permet donc d'identiﬁer le compromis op-
timal entre les performances des cycles combinés et les coûts d'investis-
sement. Pour ce faire, on utilise la technique déﬁnie à la section 3.10,
qui permet de calculer la valeur des diﬀérents ∆Tmin/2s à partir d'une
situation de référence. Le rapport ∆Tminref /αref relatif à la situation de
référence est ensuite déﬁni comme variable de décision de l'optimisation
globale des deux cycles combinés. Les bornes de validité du rapport sont
déﬁnies entre 1E−10 et 1 .
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5.5 Comparaison des performances
La conﬁguration des deux cycles combinés est optimisée avec l'algo-
rithme évolutionniste MOO (sec. 2.8.5) sur la base des variables de déci-
sion déﬁnies dans les tableaux 5.1, 5.4 et 5.7. Deux fonctions objectif sont
déﬁnies : la puissance totale du cycle combiné et le coût annuel du cycle
combiné.
5.5.1 Puissance du cycle combiné
La puissance du cycle combiné E˙CC (éq. 5.9) est calculée en considérant
la contribution des turbines à gaz E˙AZEP ou E˙GT et celle du cycle vapeur
E˙ST .
E˙CC =
E˙AZEPE˙GT + E˙ST (5.9)
Pour la turbine à gaz conventionnelle, la puissance nette E˙GT (éq. 5.10)
correspond à la puissance obtenue à la sortie de l'alternateur A (ﬁg. 5.2).
Elle tient compte du bilan de puissance entre la turbine et le compresseur,
ainsi que de la perte due à l'eﬃcacité de l'alternateur.
E˙GT = E˙A = ηA · (E˙T − E˙C) (5.10)
Pour la turbine de type AZEP, on procède de la même manière pour
ce qui concerne le compresseur C1 et la turbine T1 (ﬁg. 5.4). À cette pre-
mière puissance nette, on ajoute celle produite par la turbine T2 (après
conversion par l'alternateur A2) et celle consommée par le compresseur
multi-étagé C2 (et l'alternateur A3). Dans ce cas, la tubine T2 et le com-
presseur C2 ne sont pas sur le même axe d'entraînement. Par conséquent
la double conversion des alternateurs A2 et A3 enduit une perte supplé-
mentaire. La puissance nette de la turbine AZEP E˙AZEP est déﬁnie par
l'équation (5.11).
E˙AZEP = E˙A1 + E˙A2 − E˙A3 (5.11)
= ηA1 · (E˙T1 − E˙C1) + ηA2 · E˙T2 −
1
ηA3
· E˙C2
Dans le cycle vapeur, le calcul de la puissance est analogue à celui de
la turbine AZEP. Turbines T et pompes P ne sont pas couplés direc-
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tement. NV est le nombre d'étages de détente, qui est déterminé par le
problème d'optimisation du modèle d'intégration. La puissance nette du
cycle vapeur E˙ST est déﬁnie par l'équation (5.12).
E˙ST =
NV∑
t=1
ηAt · E˙Tt −
NV∑
c=1
1
ηPc
· E˙Pc (5.12)
La puissance des pompes de circulation qui sont utilisées pour achemi-
ner l'eau de refroidissement depuis la source (rivière ou lac, par exemple)
est négligée.
5.5.2 Coût annuel du cycle combiné
Le coût annuel du cycle combiné est établi en tenant compte du coût
opératoire et du coût d'investissement annualisé. Le temps d'opération
annuel est ﬁxé à 7884 heures, correspondant à 90% du temps disponible
durant une année. Le coût d'investissement est annualisé sur la base d'un
taux d'intérêt de 12%, pour une durée de 20 ans. Ce coût correspond
au grassroot , c'est-à-dire à l'investissement total pour une nouvelle usine,
sans tenir compte du coût d'achat du terrain.
Les coûts opératoires concernent l'achat du gaz naturel (0.18 $/kg 4) et
de l'eau de refroidissement (0.001 $/kg 5).
Les coûts d'investissement, exprimés ici en $, sont estimés par le moyen
de relations déterminées par étude comparative. L'actualisation du prix
est déterminée à l'aide du facteur de Marshall & Swift fM&S de 2009, qui
vaut 1468.6.
5.6 Résultats d'optimisation
Les résultats de l'optimisation des deux cycles combinés sont représen-
tés par la ﬁgure 5.5, sous la forme d'une courbe de pareto. Elle montre
le compromis optimal entre la puissance des cycles combinés et leur coût
annualisé.
Comme prévu, le cycle AZEP est plus cher (presque deux fois) que
le cycle combiné conventionnel. Toutefois, les coûts des technologies de
capture du CO2 applicables à ce dernier cycle ne sont pas considérés. Par
conséquent la comparaison des coûts n'est pas directement applicable.
4. Ce prix a été déterminé à partir des données fournies par le site internet http:
//www.wtrg.com/daily/gasprice.html le 6 novembre 2009.
5. Ce prix est indicatif.
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Puissance du cycle combiné [kW]
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Fig. 5.5: Courbe de pareto résultant de l'optimisation des deux cycles com-
binés.
Un résultat qui peut paraître étonnant à première vue est le fait que
le cycle AZEP aﬃche des puissances supérieures à celles du cycle conven-
tionnel, pour une même quantité de gaz naturel. Comme démontré par la
suite, ce résultat s'explique par un plus grand potentiel d'intégration du
cycle vapeur, dû à la disponibilité de chaleur à basse température.
À partir des résultats d'optimisation, il est possible de déduire deux
indicateurs de performance : le coût spéciﬁque de la production d'élec-
tricité et l'eﬃcacité de conversion du système, qui sont représentés par
la ﬁgure 5.6. Le coût spéciﬁque, qui correspond au coût total annualisé
divisé par la puissance du cycle combiné, présente un minimum qui peut
être utilisé pour déterminer le régime nominal lors de la conception des
cycles.
Les deux ﬁgures 5.5 et 5.6 aﬃchent des points particuliers, qui sont utili-
sés par la suite pour une analyse approfondie des résultats d'optimisation.
Les raisons de leur choix sont détaillées au tableau 5.8.
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Fig. 5.6: Rapport entre coût spéciﬁque et eﬃcacité.
Point Description
A Ce point représente le coût spéciﬁque minimum.
B Correspond à un des coûts annualisés les plus faibles du cycle
conventionnel. Le point BGT présente la même puissance que le
point BAZEP . Ce point permet de comparer la diﬀérence entre les
deux cycles combinés au niveau de leur superstructure.
C Correspond à une puissance intermédiaire du cycle AZEP. Le point
CGT présente la même puissance que le point CAZEP .
D Puissance maximale des deux cycles combinés.
Tab. 5.8: Points de calcul retenus pour l'analyse des résultats d'optimisation.
5.7 Analyse des coûts
On compare ici les coûts des deux cycles, aﬁn de comprendre les diﬀé-
rences et les points communs.
5.7.1 Répartition des coûts
Répartition relative La ﬁgure 5.7 compare la répartition des coûts pour
les quatre points particuliers concernant le cycle combiné conventionnel.
La même comparaison est eﬀectuée dans la ﬁgure 5.8 pour le cycle combiné
AZEP.
Pour le cycle combiné conventionnel, les points B, C et A présentent des
répartitions de coût similaires. Le coût du gaz naturel est prépondérant
et diminue légèrement avec l'augmentation des performances. Les coûts
opératoires (gaz et eau) représentent près de 80 % des coûts, rendant le
prix de l'électricité très sensible à la ﬂuctuation de celui du gaz naturel.
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Fig. 5.7: Répartition des coûts pour les points AGT à DGT relatifs au cycle
combiné conventionnel.
Pour atteindre les performances maximales (point D), il est nécessaire
d'augmenter sensiblement l'investissement (+ 15%).
Pour le cycle AZEP, on constate que l'augmentation des performances
(points B à D), est suivie par une augmentation du coût du réseau d'é-
changeurs (+5%), dû à une meilleure intégration du cycle vapeur. Le coût
de la turbine AZEP augmente sensiblement entre le point C et le point
D (+10%) et la proportion du coût du gaz naturel baisse considérable-
ment (-12%). Dans les trois cas, le coût des turbines à vapeur et de l'eau
de refroidissement sont marginaux. Dans ce cycle, les coûts opératoires
représentent 35 à 50% du coût total, et la turbine AZEP représente une
part importante des investissements.
150 Cycles combinés et capture du CO
2
40.74%
2.60% 13.06%
35.78%
7.83%
(a) Point AAZEP
39.34%
1.17%
9.84%
40.47%
9.18%
(b) Point BAZEP
38.88%
2.16%
12.32%
38.63%
8.01%
(c) Point CAZEP
48.84%
2.21% 14.31%
28.55%
6.10%
(d) Point DAZEP
Eau de refroidissement
Turbine à gaz
Réseau d'échangeurs
Cycle vapeurGaz Naturel
(e) Légende
Fig. 5.8: Répartition des coûts pour les points AAZEP à DAZEP relatifs au
cycle AZEP.
Répartition absolue La ﬁgure 5.9 représente la répartition des coûts, en
valeurs absolues.
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Fig. 5.9: Répartition des coûts pour les points A à D, en valeurs absolues.
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Le cycle AZEP est 1.5 à 2 fois plus cher que le cycle conventionnel. Le
coût du gaz naturel reste constant, puisque son débit est ﬁxé à 2 kg/s.
Celui de l'eau de refroidissement est relativement constant et similaire
pour les deux cycles. Le coût de la turbine AZEP est nettement supérieur
à celui de la turbine à gaz conventionnelle, à cause du système de la mem-
brane de séparation. Toutefois, ce coût pourra être réduit dans l'avenir,
si une production industrielle suﬃsante est atteinte. Le coût du réseau
d'échangeurs est supérieur dans le cycle AZEP, à cause du plus grand
nombre de ﬂux thermiques.
5.7.2 Corrélations
On identiﬁe ici les variables de décision qui inﬂuencent les coûts des
cycles combinés.
Turbine à gaz conventionnelle Plusieurs paramètres inﬂuencent le coût
du cycle, comme en témoigne la ﬁgure 5.10.
Co
ût 
tot
al 
[US
$]
20 22 24 26 28 30 32 34
1.4
1.5
1.6
1.7
1.8
× 10
7
(a) Rapport de pression (P2) (bar)
1440 1460 1480 1500 1520 1540 1560 1580
1.4
1.5
1.6
1.7
1.8
× 10
7
Co
ût 
tot
al 
[US
$]
(b) Température de combustion
(T4) (K)
80 82 84 86 88 90
1.4
1.5
1.6
1.7
1.8
× 10
7
Co
ût 
tot
al 
[US
$]
(c) Rendement du compresseur
(ηC) (%)
86 86.5 87 87.5 88 88.5 89 89.5 90
1.4
1.5
1.6
1.7
1.8
× 10
7
Co
ût 
tot
al 
[US
$]
(d) Rendement de la turbine (ηT )
(%)
Fig. 5.10: Relation entre coûts d'investissement et paramètres de la turbine
à gaz conventionnelle.
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Sans surprise, l'augmentation du rapport de pression, de la température
de combustion et des eﬃcacités des équipements permettent d'améliorer
les performances du cycle au prix de l'augmentation des coûts d'investis-
sement. Ces paramètres interviennent dans la formulation des coûts (5.1)
à (5.3).
Turbine AZEP Les paramètres représentés par la ﬁgure 5.10 inﬂuencent
également les coûts de la turbine AZEP, mais en moindre mesure. C'est le
taux de séparation de l'oxygène, déterminant la surface de la membrane
de séparation, qui inﬂuence principalement les coûts d'investissement (ﬁg.
5.11).
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Fig. 5.11: Inﬂuence du taux de séparation d'oxygène sur le coût d'investisse-
ment de la turbine AZEP.
Réseau d'échangeurs de chaleur Les performances des cycles combinés
sont liées au taux d'intégration entre les turbines à gaz et le cycle va-
peur. Le transfert de chaleur, moteur de l'intégration, dépend du choix
du ∆Tmin/2. La ﬁgure 5.12 représente la valeur du rapport ∆Tmin/2ref /αref
par rapport au coût du réseau d'échangeurs.
La ﬁgure 5.12 ne montre pas une tendance très claire. Toutefois, on
constate que la variable de décision présente des valeurs optimales bien
diﬀérentes entre les deux cycles. Il est possible qu'un nombre d'évaluations
supérieur lors de l'optimisation globale des deux cycles permette de mieux
identiﬁer l'inﬂuence de la variable de décision sur les coûts.
5.7.3 Coût du réseau d'échangeurs
Le coût du réseau d'échangeurs aﬃché par exemple dans les ﬁgures 5.7
ou 5.9 a été estimé avec l'approche développée par Linnhoﬀ et al. (1982)
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Fig. 5.12: Relation entre coûts d'investissement et paramètres du réseau d'é-
changeurs de chaleur.
(sec. 3.7.2). Cette approche est propice pour les calculs d'optimisation,
car elle ne requiert pas la synthèse complète du réseau d'échangeurs, très
gourmande en temps de calcul.
Pour vériﬁer la qualité de l'estimation, le coût du réseau a été recalculé
pour les points A à D en synthétisant la structure du réseau à l'aide de
l'approche proposée par Papoulias et Grossmann (1983a,b,c).
La surface globale du réseau (ﬁg. 5.13) reste relativement stable pour le
cycle conventionnel, quelle que soit sa conﬁguration. Au contraire, pour
le cycle AZEP, la surface augmente de manière exponentielle avec l'aug-
mentation des performances, signe que les opportunités d'intégration sont
disponibles, mais requièrent un investissement important.
Le tableau 5.9 présente la diﬀérence de coût entre la valeur estimée après
le calcul de la cascade thermique et la valeur calculée après la synthèse
complète du réseau pour les quatre points A à D. Il compare également
la surface globale du réseau (estimée et calculée) et aﬃche le nombre
d'échangeurs de chaleur.
À la lecture de ces résultats, on constate que l'estimation des coûts
du réseau d'échangeurs est toujours supérieure au coût réel, dans une
fourchette qui varie entre 0 % et 30 %, en accord avec les prévisions de
Ahmad (1985). Le coût du réseau du cycle AZEP est environ trois fois
supérieur à celui du cycle conventionnel. Ceci est surtout dû au nombre
supérieur de ﬂux de la turbine AZEP et à la meilleure intégration du cycle
vapeur. Le nombre d'échangeurs aﬃché est toutefois peu représentatif,
puisque le calcul est basé sur l'hypothèse que les échangeurs sont des
154 Cycles combinés et capture du CO
2
Puissance du cycle vapeur [kW]
S
ur
fa
ce
 e
st
im
ée
 [m
²]
AAZEP
AGTBAZEP
BGT
CAZEP
CGT
DAZEP
DGT
0 5000 10000 15000 20000
0
0.5
1
1.5
2
2.5
3
3.5
4
× 10
4
Cycle AZEP
Cycle combiné conventionnel
Fig. 5.13: Surface globale d'échange en fonction de la puissance du cycle va-
peur.
Coût Surface
Point estimé calculé diﬀ. estimé calculé diﬀ. Na
[US$] [US$] [%] [m2] [m2] [%]
Cycle combiné conventionnel
AGT 6535631 5033964 29.83% 10539 10639 -0.94% 7
BGT 5292863 4935044 7.25% 6410 6763 -5.22% 7
CGT 5422565 4852936 11.74% 6787 7186 -5.55% 7
DGT 6645924 5351162 24.20% 10963 11184 -1.98% 7
Cycle combiné AZEP
AAZEP 21012305 16868531 24.57% 19353 46323 -58.22% 34
BAZEP 13521889 10684828 26.55% 9854 11786 -16.40% 26
CAZEP 18057747 14225466 26.94% 14099 16889 -16.52% 33
DAZEP 27874409 20323567 37.15% 36223 46358 -21.86% 37
a Nombre d'échangeurs
Tab. 5.9: Diﬀérence entre estimation et calcul exact du coût du réseau d'é-
changeurs de chaleur et de sa surface.
entités séparées, alors que dans ces cycles la conﬁguration du générateur
ne correspond pas à ce cas de ﬁgure.
La surface du réseau d'échangeurs est relativement bien estimée dans
le cas du cycle combiné conventionnel. Au contraire, on constate une dif-
férence importante dans le cas du cycle AZEP. Cette diﬀérence peut être
due à la diﬃculté de résolution du modèle de la synthèse du réseau. Il est
donc possible que les solutions obtenues soient sous-optimales.
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5.8 Analyse de la puissance et de l'eﬃcacité
Malgré les prévisions des experts (Åsen et Wilhelmsen (2003); Eklund
et al. (2003); Griﬃn et al. (2005)), le cycle AZEP produit plus de puis-
sance que le cycle conventionnel. L'objectif de cette analyse est d'expliquer
cette situation.
La ﬁgure 5.14 montre la contribution à la puissance totale des diﬀérents
sous-systèmes des cycles. Dans le cas du cycle combiné conventionnel,
la turbine à gaz présente une eﬁcacité relativement constante, avec une
légère augmentation au-dessus de 55 % d'eﬃcacité. L'augmentation des
performances du cycle combiné est surtout due à l'augmentation de la
puissance du cycle vapeur et à la qualité de son intégration. Le même
scénario se répète pour le cycle AZEP, où la puissance de la turbine
AZEP et celle du système de récupération du CO2 restent relativement
constantes. Une légère augmentation des performances apparaît au-dessus
de 55 % d'eﬃcacité.
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Fig. 5.14: Contributions des diﬀérents sous-systèmes à la puissance totale des
cycles.
À la lecture de la ﬁgure 5.14 on constate que la puissance de la turbine
AZEP est inférieure à celle de la turbine à gaz conventionnelle, en accord
avec les prévisions des experts. C'est le système de récupération du CO2
qui permet de combler la diﬀérence de puissance. Aux meilleures perfor-
mances, on remarque que le cycle AZEP présente un léger avantage, qui
est apporté par le cycle vapeur.
Le tableau 5.10 présente les résultats concernant les contributions à la
puissance totale pour les quatre points A à D.
Dans le cycle combiné conventionnel, la turbine à gaz apporte de 70 %
à 90 % de la puissance totale, alors que dans le cycle AZEP, la turbine
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Point Turbine à gaz Réc. du CO2 Cycle vapeur P. tot. Eﬀ.
[kW] [%] [kW] [%] [kW] [%] [kW] [%]
Cycle combiné conventionnel
AGT 39471 (70.3) 16695 (29.7) 56166 56.16
BGT 37762 (89.7) 4359 (10.3) 42121 42.12
CGT 38319 (80.0) 9594 (20.0) 47913 47.91
DGT 42702 (72.6) 16139 (27.4) 58842 58.84
Cycle combiné AZEP
AAZEP 30391 (53.5) 10382 (18.3) 16047 (28.2) 56821 56.82
BAZEP 27614 (65.5) 10233 (24.3) 4288 (10.2) 42135 42.13
CAZEP 27988 (58.3) 10029 (20.9) 10005 (20.8) 48023 48.02
DAZEP 31976 (52.6) 10296 (16.9) 18525 (30.5) 60797 60.80
Tab. 5.10: Contribution des diﬀérents sous-systèmes des cycles combinés à la
puissance totale pour les points A à D.
n'apporte que 50 % à 65 % de la puissance. Dans ce cas, le cycle vapeur
prend une place plus importante.
Les deux turbines à gaz présentent une diﬀérence de puissance de l'ordre
de 10 MW. Dans la ﬁgure 5.15 on voit que le rapport de pression et la tem-
pérature d'entrée de la turbine jouent un rôle important dans la montée en
puissance des deux turbines. En accord avec les prévisions des experts, on
constate que la limitation en température de la turbine AZEP empêche la
même évolution de puissance que celle constatée dans le cas de la turbine
à gaz conventionnelle.
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Fig. 5.15: Degrés de liberté inﬂuençant la puissance des turbines à gaz
conventionnelle et AZEP.
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5.9 Intégration du cycle vapeur
La diﬀérence de puissance maximale entre les deux cycles est due à l'in-
tégration du cycle vapeur. On utilise ici les outils oﬀerts par la technique
d'intégration pour en expliquer les raisons.
La ﬁgure 5.16 représente les courbes composées en exergie des ﬂux des
deux turbines à gaz. L'axe des températures est remplacé par le facteur
de Carnot. La surface qui se trouve entre ces courbes et l'axe de la quan-
tité de chaleur est représentative de la quantité d'énergie utile qui peut
être récupérée par le cycle vapeur. Par conséquent, la surface qui se trouve
entre les deux courbes est représentative de la diﬀérence du potentiel d'in-
tégration. La courbe inférieure présente donc un potentiel d'intégration
moins intéressant.
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Fig. 5.16: Comparaison des courbes composées des turbines à gaz conven-
tionnelle et AZEP.
Dans le cas des deux cycles, les deux courbes sont relativement proches
à moyenne et haute température, avec un avantage pour la turbine à gaz
conventionnelle. À basse température par contre, la turbine à gaz conven-
tionnelle ne présente plus aucune chaleur, alors que la turbine AZEP
apporte encore environ 20000 kW. Cette chaleur, à basse température,
provient en partie de l'air à la sortie de la turbine et en partie de la
capture du CO2.
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On rappelle que pour les points B et C, les deux cycles produisent
la même puissance. Le proﬁl moins performant à haute température est
donc compensé par la chaleur disponible à basse température, que le cycle
vapeur est en mesure d'exploiter.
Pour comprendre la diﬀérence dans le potentiel d'intégration, on analyse
la courbe intégrée du cycle vapeur pour le point D (ﬁg. 5.17). Pour ce
point, la turbine à gaz conventionnelle produit environ 42.7 MW et la
turbine AZEP environ 41.1 MW. À haute température, les deux proﬁl
chaleur-température sont pratiquement identiques. En dessous d'environ
380 K il n'y a plus de disponibilité de chaleur dans le cycle conventionnel, à
cause du rejet des fumées à la cheminée. Au contraire, dans le cycle AZEP
la chaleur peut être exploitée pleinement. On constate également que la
forme du proﬁl de la turbine AZEP est plus adapté à la résurchauﬀe,
puisque le proﬁl des ﬂux du cycle vapeur sont extrêmement proches de
ceux de la turbine AZEP.
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Fig. 5.17: Comparaison des courbes intégrées du cycle vapeur pour le point
D.
Le tableau 5.11 présente les caractéristiques des cycles vapeur pour le
point D des deux cas d'étude. Les deux conﬁgurations sont fort similaires :
deux étages de détente, le deuxième est resurchauﬀé, un seul soutirage.
La disponibilité de chaleur à basse température permet de fournir l'éner-
gie nécessaire pour produire les 2 kg de vapeur supplémentaires qui font
l'avantage du cycle AZEP.
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Collecteur Type Pression Surchauﬀea Débit Puissance R. ?c
[bar] [K] [kg/s] [kW]
Cycle combiné conventionnel
V1 vapeur 171.1 21 20.5 10310
V2 vapeur 2.3 99 20.8 5829 X
S1 soutirage 0.205 0.88b 20.8 340
C1 condensat 0.152 -5 20.8
Cycle AZEP
V1 vapeur 179.7 21 18.8 11700
V2 vapeur 2 99 18.8 6850 X
S1 soutirage 0.093 0.96b 18.8
C1 condensat 0.074 -5 18.8 380
a Par rapport au point de saturation.
b Titre vapeur.
c Resurchauﬀe ?
Tab. 5.11: Conﬁguration du réseau vapeur pour les points DGT et
DAZEP .
5.10 Structure du réseau d'échangeurs de chaleur
Le réseau d'échangeurs de chaleur associé à la solution D présente, pour
le cycle AZEP, deux sous-réseaux distincts. La ﬁgure 5.18 représente le
sous-réseau à basse température. Bien que cette représentation manque de
raﬃnement, elle donne un aperçu de la complexité de la superstructure du
réseau d'échangeurs. Grâce aux techniques d'intégration, elle est obtenue
comme résultat de calcul. En utilisant des technique explicites pour la
déﬁnition de la superstructure, il serait nécessaire de prévoir à l'avance
toutes les combinaisons de connexions possibles. Or, ce travail se révèle
de plus en plus complexe lorsque le nombre de ﬂux du problème devient
important et la complexité du modèle à résoudre serait prohibitive.
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Fig. 5.18: Exemple de structure d'un sous-réseau du réseau d'échangeurs de
chaleur pour le point D du cycle AZEP.
5.11 Conclusions
Le cycle combiné basé sur la turbine à gaz AZEP se révèle très pro-
metteur en terme de puissance et d'eﬃcacité. L'intégration du système de
capture du CO2 permet d'améliorer les performances du cycle combiné
par l'apport de chaleur à moyenne et basse température. Cette chaleur
peut être exploitée pour améliorer les performances du cycle vapeur et,
dans une certaine mesure, pourrait également être utilisée pour d'autres
applications, comme le chauﬀage à distance ou comme source chaude pour
des cycles de Rankine organiques.
Le coût du cycle AZEP est pour le moment nettement supérieur à
celui du cycle conventionnel. Toutefois, la comparaison se fait sur des
bases diﬀérentes, puisque on ne considère pas de technologies de capture
du CO2 dans ce dernier cycle. Aujourd'hui cette technologie n'est pas
requise, mais dans l'avenir certains États pourraient la rendre obligatoire.
Le coût de revient de l'électricité du cycle conventionnel serait alors revu
à la hausse, d'une part à cause du coût des technologies de séquestration
et d'autre part à cause de la perte d'eﬃcacité due à leur utilisation. Il
faut également remarquer que le coût de la membrane de séparation de la
turbine AZEP, responsable de la diﬀérence de coût entre les deux turbines
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à gaz, n'est qu'estimé, puisque elle n'est pas encore produite à l'échelle
industrielle. Ce prix aura donc tendance à baisser, une fois la production
à grande échelle mise en place.
La méthode de synthèse présentée dans ce travail a été très utile pour
l'étude des deux cycles combinés. La modularisation des modèles et des
méthodes d'intégration et de calcul des indicateurs de performances ont
permis de réduire les temps de mise en place des cas d'étude. Les modèles
du cycle vapeur et de l'eau de refroidissement ont été réutilisés dans les
deux cas et pourront être réutilisés dans l'avenir pour d'autres études.
Les outils d'analyse ont permis de mettre en valeur les résultats des
calculs d'optimisation et ont permis d'identiﬁer les paramètres de design
dont il faudra tenir compte lors de la conception de ces cycles.
Les calculs d'optimisation ont pu être réalisé dans des temps très courts.
Grâce au calcul parallèle, il a été possible d'utiliser 200 processeurs durant
20 heures pour eﬀectuer quelques 30000 évaluations. Sur une seul proces-
seur, ce calcul aurait pris environ 5.5 mois. L'algorithme évolutionniste
s'avère donc extrêmement rapide. Plus généralement, la méthode de syn-
thèse présentée dans ce travail permet d'obtenir un design préliminaire
d'un système au bout de quelques jours de travail. Avec les méthodes de
synthèse conventionnelles, par exemple les méthodes simultanées, cette
étude aurait pris un temps de réalisation bien diﬀérent.
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Chapitre 6
Traitement de déchets industriels
6.1 Introduction
Les déchets industriels sont des matières produites par les unités de
procédé et qui, en général, n'ont plus d'utilité directe pour le processus de
fabrication. Ces matières contiennent des substances nocives dangereuses
pour l'environnement et doivent donc être traitées avant émission dans
l'environnement.
Les déchets industriels présentent souvent des propriétés qui peuvent
s'avérer utiles pour le procédé, si valorisées convenablement. Par exemple,
certains déchets possèdent un pouvoir caloriﬁque suﬃsant pour générer
une combustion, dont la chaleur peut être récupérée pour la production
de vapeur. D'autres déchets présentent une concentration en substances
organiques suﬃsante pour un traitement basé sur des réactions chimiques
exothermiques. Dans ces cas aussi, il est possible de récupérer de la chaleur
utile. Parfois, il est possible de recycler certains supports de production
tels que les solvants, qui sont très chers à l'achat.
La prise en compte des unités de traitement des déchets dans la synthèse
de procédés industriels peut donc s'avérer très bénéﬁque en termes d'éco-
nomie d'argent, d'énergie et de supports de production. En eﬀet, la valo-
risation des déchets permet de diminuer les coûts d'achat des ressources
nécessaires à la production des utilitaires et des supports de production.
Toutefois, la valorisation doit être réalisée de manière économique, aﬁn de
réduire la facture globale de manière eﬀective. Seule une vision d'ensemble
globale, basée sur le système complet permet d'identiﬁer et de quantiﬁer
les opportunités de valorisation.
La synthèse d'un système de grande taille, incluant les unités de pro-
duction, les utilitaires et les unités de traitement des déchets peut s'avérer
très complexe, si l'on utilise des techniques de génération de superstruc-
tures explicites ou même automatiques. En eﬀet, le nombre de connexions
est très important et il faut être en mesure de gérer l'interaction qui existe
entre les réseaux de transfert de matières (déchets et supports de produc-
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tion) et les réseaux de transport d'énergie (vapeur, électricité). Dans ces
situations, la génération et la résolution de la superstructure du système
deviennent très laborieuses.
La technique d'intégration multi-réseaux développée dans le cadre de ce
travail permet d'aborder aisément ce type de problèmes. La génération de
la superstructure est calculée par le modèle d'intégration et il n'est donc
pas nécessaire de déﬁnir à priori les connexions entre les unités. L'objectif
de ce cas d'étude est de montrer la versatilité du modèle d'intégration
développé dans ce travail par l'analyse de plusieurs scénarios basés sur
des problématiques courantes dans le domaine de la gestion des déchets
industriels.
6.1.1 Le projet UtiBatch
L'exemple présenté dans ce chapitre a été élaboré en collaboration avec
Claude Rérat dans le cadre du projet UtiBatch. Ce projet, ﬁnancé par le
Fond National Suisse de la Recherche Scientiﬁque 1 et par l'Oﬃce Fédéral
de l'Énergie 2, soutient ce travail de doctorat, celui de Claude Rérat à
l'ETH de Zurich et l'entreprise Syngenta à Monthey dans l'objectif de
développer des stratégies de réduction des consommations énergétiques
sur des procédés de type batch, en particulier dans le domaine de la chimie
ﬁne.
De tels procédés sont caractérisés par des équipements génériques, qui
permettent de produire de nombreux produits. Le régime de fonctionne-
ment est de type batch, marqué par des périodes de production de durée
limitée et par des variations au cours du temps dans l'utilisation des dif-
férents équipements.
L'industrie de la chimie ﬁne produit de nombreux déchets qui doivent
être traités sur place, car les installations conventionnelles ne sont pas
équipées pour les prendre en charge. Cette situation oﬀre la possibilité de
considérer simultanément les activités de production et celles de traite-
ment des déchets.
Le site de Monthey, siège d'une usine Syngenta, fait l'objet du cas
d'étude du projet et de l'exemple présenté dans ce chapitre. Deux bâti-
ments de production, ainsi que les technologies de traitement des déchets
et de production des utilitaires sont étudiées aﬁn d'identiﬁer les potentiels
d'économie d'énergie et de ressources.
1. http://www.snf.ch
2. http://www.bfe.admin.ch
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6.1.2 Modélisation des opérations physiques unitaires
Claude Rérat travaille pour le Safety and Environnmental Technology
group de l'Eidgenössiche Technische Hochschule de Zurich (ETHZ). Le
laboratoire est actif dans plusieurs domaines liés à la chimie industrielle,
dont l'analyse de la cinétique de réactions chimiques notamment par ca-
lorimétrie, l'étude de l'eﬃcacité énergétique dans l'industrie chimique et
l'évaluation des risques pour l'environnement et la société liés à la pro-
duction, l'émission et la destruction de substances chimiques.
Un premier objectif du travail de Claude Rérat est d'étudier la consom-
mation énergétique liée à la production chimique et de modéliser les pertes
thermiques liées aux procédés batch. Cette analyse inclut le traitement des
déchets issus d'une telle production via une représentation d'un système
réel de gestion de déchets et permettant ainsi de quantiﬁer de manière
consistante les besoins en matière et en énergie de même que les émis-
sions polluantes liées à la production de substances chimiques.
Le deuxième objectif est d'utiliser ces représentations de la production
et du management des déchets aﬁn de développer des stratégies d'opé-
ration qui permettent de limiter les pics de demande d'énergie aﬁn de
limiter les consommations globales. Ceci est réalisé en partie par l'utili-
sation des techniques d'intégration présentées dans ce travail et en partie
en considérant la planiﬁcation des opérations (scheduling) et le stockage
de matière/énergie comme paramètres d'ajustement.
6.1.3 Le site industriel de Monthey
Le site industriel étudié présente environ 50 bâtiments de production,
comptant chacun une ou plusieurs lignes de production. Sur une année,
le site fabrique de nombreux produits et co-produits diﬀérents par des
campagnes de production de durée variable, entre quelques semaines et
plusieurs mois.
Le site peut produire environ un millier de déchets liquides diﬀérents.
Ces déchets ont des caractéristiques en commun, comme la teneur élevée
en eau, suivie par des composés organiques et la présence de métaux lourds
et d'autres substances plus ou moins polluantes.
Les déchets peuvent parfois être recyclés, aﬁn de récupérer des supports
de production précieux (surtout des solvants). La plupart du temps, le
recyclage est eﬀectué à l'aide de colonnes de distillation.
Pour le traitement ﬁnal des déchets, trois technologies de traitement
sont disponibles sur le site :
1. Une station d'épuration (STEP), qui accepte également les eaux
usées des communes environnantes.
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2. Un four d'incinération de déchets liquides, spécialement conçu pour
traiter les déchets produits par le site industriel.
3. Une installation d'oxydation par voie humide (OVH).
Selon leurs caractéristiques, les déchets peuvent être traités par une
ou plusieurs de ces technologies. Actuellement, le choix du traitement
aﬀecté à chaque déchet est établi en premier lieu sur la base du coût du
traitement, en tenant compte des disponibilités des installations et bien
entendu des normes en vigueur en matière de rejets dans l'environnement.
6.2 Présentation du cas d'étude
Le cas d'étude présenté ici est un exemple inspiré du site industriel
de Syngenta, dans la mesure où il représente certaines unités de produc-
tion, d'utilitaires et de traitements de déchets qui sont présentes sur le
site. Il s'agit toutefois d'une représentation extrêmement simpliﬁée, où le
nombre d'unités et de ﬂux pris en compte a été réduit par rapport à la
réalité. Les modèles utilisés, très simpliﬁés, sont représentatifs des techno-
logies présentes sur le site, mais ne reproduisent pas exactement le même
comportement. Les données numériques utilisées ont été adaptées de telle
manière à garantir le secret industriel. En résumé, l'exemple présenté est
vraisemblable, mais ne reproduit pas la réalité du site de Monthey.
Le système considéré est composé, selon le scénario étudié, par des
unités de procédé, des unités pour la production et la distribution des
utilitaires, par des colonnes de distillation pour le recyclage de certains
déchets et par les unités de traitement ﬁnal des déchets.
Le régime opératoire du système est de type batch. Les déchets ne sont
pas traités directement, mais stockés temporairement dans l'attente de
constituer des quantités suﬃsantes pour occuper convenablement les uni-
tés de traitement. Le traitement des déchets opère aussi selon un régime
batch dans la mesure où l'objectif est de vider les réservoirs de déchets.
De manière générale on choisit le mélange de déchets à traiter sur la base
de leur compatibilité (pour éviter les risques de réactions non désirées, qui
pourraient donner lieu à des explosions ou au bouchage des conduites de
transport) et de la quantité disponible. Une fois un mélange déterminé,
les opérations de traitement se déroulent selon un régime stationnaire,
jusqu'à épuisement des réservoirs.
Dans cet exemple on se trouve dans la situation où un mélange a été
déﬁni et il s'agit de déﬁnir la stratégie de traitement. Le régime opératoire
est donc considéré stationnaire et peut être représentatif de l'une des
périodes d'opération typiques du sous-système de traitement des déchets.
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Si on admet que la stratégie de stockage ne fait pas partie du problème, le
modèle présenté ici est en mesure de résoudre le problème multipériodes
constitué par le traitement de plusieurs mélanges successifs de déchets à
traiter.
Dans son travail de doctorat, Claude Rérat s'intéresse au régime batch
(par ex. Rerat et al. (2009)) et développe des stratégies de déﬁnition de
mélanges de déchets couplées à la gestion du stockage (Rérat (2006)).
Les deux modèles mis en commun permettent ainsi de traiter le problème
global du traitement des déchets.
La ﬁgure 6.1 représente le système considéré dans son ensemble. Elle
déﬁnit la frontière du système ainsi que les ﬂux de matière et d'énergie qui
le traversent. Les quantités déﬁnies sont représentatives et correspondent
au cas de référence qui sera utilisé par la suite pour mesurer la qualité des
solutions obtenues lors des diﬀérents scénarios étudiés.
Fig. 6.1: Représentation des frontières du système et des ﬂux de matière et
d'énergie qui le traversent.
Les technologies interagissent au sein du système par le transfert et
l'échange de matière et d'énergie. Le tableau 6.1 présente les matières et
les services énergétiques considérés dans ce cas d'étude et indique leur
production ("+") ou consommation ("-") au sein des unités du système.
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Services énergétiques Matières
Technologie Chaleur Électricité Refr.a Déchets Gaz Solvant
Unités de procédé -/+ - - + -
Distillation -/+ - - -/+ +
Incinération + - - - -
OVH + - - - -
STEP - -
Chaudière + - -
Cycle vapeur +/- + -
a Refroidissement
Tab. 6.1: Consommation ("-") et production ("+") des matières et des ser-
vices énergétiques considérés pour ce cas d'étude.
Pour la fabrication des produits et des co-produits (voir aussi ﬁg. 6.2),
le procédé requiert de la chaleur, de l'électricité et du solvant, en plus des
matières premières. La chaleur est fournie sous forme de vapeur, princi-
palement par la chaudière, mais elle peut également être fournie par le
four d'incinération, l'OVH et par soutirage depuis le cycle vapeur.
L'électricité est généralement achetée sur le réseau, mais elle peut être
produite par un cycle vapeur associé à la chaudière et/ou au four d'inci-
nération.
Le solvant, qui est un support de production, est acheté sur le marché,
mais une partie peut être récupérée par la distillation des déchets.
L'enjeu de ce cas d'étude est de gérer la complexité des interactions
entre les unités du système aﬁn de déterminer la meilleure stratégie de
traitement des déchets qui en permette une valorisation optimale.
Actuellement, sur le site de Monthey, la stratégie de gestion des déchets
est basée sur une procédure hiérarchisée et statique. Lors de la mise en
place d'une nouvelle campagne de production, on évalue la quantité et le
type de déchets qui seront produits. Sur la base du prix des supports de
production sur le marché, on décide s'il est économiquement rentable de
les recycler. Le choix du traitement ﬁnal des déchets est fait sur la base
de l'estimation du coût du traitement, de la capacité et la disponibilité
des technologies de traitement et, bien évidemment, dans le respect des
limites légales d'émission.
La valorisation des déchets en tant que producteurs de ﬂux utilitaires
n'est que relative. La chaleur est récupérée au niveau du four d'incinéra-
tion et de l'OVH, mais ceci n'a pas d'inﬂuence directe sur la stratégie de
gestion des déchets, sinon sur le fait que le prix de revente de la vapeur
est intégré dans le calcul du coût du traitement.
Cette stratégie statique et hiérarchisée n'est pas conçue pour s'adapter
aux conditions opératoires du système et peut, dans certains cas, mener à
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Fig. 6.2: Connexions entre les unités du système et les réseaux de distribution
de matière et de services énergétiques.
des choix de traitement qui ne sont pas optimaux. Le fait de se baser sur
l'estimation du prix du traitement pour choisir l'aﬀectation des déchets
a pour eﬀet d'ignorer l'interaction possible entre les diﬀérentes unités.
Ainsi, le fait d'attribuer à chaque déchet le traitement le moins cher ne
permet pas de proﬁter convenablement du potentiel de valorisation des
solvants ou de la chaleur.
Cette étude veut montrer qu'une vision système, qui englobe toutes
les unités du système et leurs besoins en matière et en énergie, permet
d'élaborer des stratégies de gestion des déchets qui s'avèrent plus perfor-
mantes.
6.3 Stratégie de résolution du problème
Par la ﬁgure 6.2 on constate que les unités du système ont le poten-
tiel d'interagir de manière complexe, puisque chaque matière ou service
énergétique est produit et consommé par de nombreuses technologies. Le
nombre de connexions possibles est très important et a tendance à aug-
menter de manière exponentielle chaque fois que l'on ajoute une nouvelle
technologie au système ou lorsqu'on considère une ressource supplémen-
taire.
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En formulant le modèle de la superstructure du système avec une ap-
proche explicite ou automatique, il serait nécessaire de déﬁnir toutes les
combinaisons possibles de connexions, telles que celles représentées par
la ﬁgure 6.3. Il faudra également s'assurer de la cohérence des bilans de
matière et d'énergie et il faudra gérer l'interaction entre les diﬀérents ré-
seaux qui est due au fait que les unités sont à la fois consommatrices et
productrices de plusieurs matières et services énergétiques.
Fig. 6.3: Superstructure du système déﬁnissant les connexions entre les unités
et les réseaux de distribution.
En utilisant le modèle d'intégration développé dans le cadre de ce tra-
vail, la déﬁnition de la superstructure est extrêmement simple :
Déﬁnition des réseaux On associe une couche réseau à chaque type de
ﬂux (matière ou service énergétique). Le solvant et l'électricité sont
associés chacun à un réseau de type bilan de masse ; le gaz naturel
est associé à un réseau de type bilan de masse avec qualités, qui
expriment le pouvoir caloriﬁque, la quantité d'oxygène requise pour
une combustion complète et la chaleur spéciﬁque. La chaleur et le
refroidissement sont associés à la même couche, formulée par la cas-
cade thermique. Pour les déchets on déﬁnit un réseau par technologie
de traitement, plus un réseau qui collecte les déchets à la sortie des
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unités de traitement. Deux unités spéciales, les gestionnaires des re-
cyclages et des traitement ﬁnaux, collectent les déchets, les analysent
et les distribuent sur les diﬀérents réseaux associés aux technologies
de traitement appropriées. Ces réseaux sont tous de type bilan de
masse, sauf celui qui conduit à l'incinération, qui est du même type
que celui du gaz naturel, aﬁn de permettre l'expression des caracté-
ristiques nécessaires pour le calcul de la combustion.
Quantiﬁcation des contributions Pour chaque unité du système, on dresse
la liste des consommations et des productions de chaque type de ﬂux
et on quantiﬁe les débits nominaux associés.
Sur la base de ces déﬁnitions, la méthode d'intégration se charge de
générer les bilans de matière et d'énergie, en accord avec le type de couche
réseau choisie.
Grâce au calcul simultané de toutes les connexions entre les unités, il est
possible de déterminer la conﬁguration de la superstructure du système, le
taux d'utilisation des diﬀérentes unités et les débits des ﬂux échangés. On
est ainsi en mesure de connaître les quantités de ressources et d'énergie
achetées sur le marché et donc de calculer le coût opératoire du système.
Ce cas d'étude concerne l'étude d'un site industriel existant. On consi-
dère par conséquent que les technologies étudiées sont déjà disponibles
sur le site et que leurs caractéristiques techniques sont établies. Du point
de vue de la modélisation, cela veut dire que les degrés de liberté du sys-
tème concernent uniquement les paramètres liés au régime opératoire et
à la déﬁnition des connexions qui relient les unités. Par conséquent, on
ne résout ici qu'une partie du problème global de la synthèse du système
et cela peut être réalisé par la résolution du sous-problème esclave, déﬁni
par le modèle d'intégration.
6.4 Modèles des technologies
Le système considéré pour ce cas d'étude est composé par les techno-
logies décrites au tableau 6.1, auxquelles s'ajoute l'unité qui fournit l'eau
de refroidissement. Pour permettre de satisfaire les bilans de matière et
d'énergie on déﬁnit également trois unités externes au système, qui re-
présentent les fournisseurs de gaz naturel, d'électricité et de solvant. Les
modèles ont été conçus selon le principe de modularité et décrits avec le
langage EnergyTechnologies.
Les modèles utilisés dans cet exemple ont été constitués par diﬀérentes
sources, dont les travaux de Claude Rérat et d'autres collègues de son
groupe de recherche, et des travaux réalisés au LENI. Leur niveau de détail
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est relativement inhomogène, certains modèles étant développés à l'aide
d'outils de ﬂowsheeting et d'autres sur la base de mesures et de modèles de
corrélation. Par conséquent, certains modèles sont rigoureux du point de
vue thermo-chimique et permettent d'établir avec précision la liste des ﬂux
thermiques et des ﬂux de matière produits et consommés. Pour d'autres
modèles ces contributions sont déduites sur base statistiques. Dans ces cas,
les besoins en chaleur sont établis à l'aide des techniques de représentation
multiple (Périn-Levasseur (2009)), qui permettent d'exprimer les besoins
de ces technologies sous forme agrégée et de les représenter par exemple
par des débits équivalents de vapeur ou d'eau de refroidissement.
Pour ce cas d'étude on s'intéresse essentiellement aux données néces-
saires pour la déﬁnition du problème d'intégration. Les modèles utilisés
pour les calculer sont considérés comme des boîtes noires et on est parfois
amenés à accepter des hypothèses simpliﬁcatrices qui rendent ces modèles
peu rigoureux du point de vue thermodynamique. Toutefois, cela ne ré-
duit en rien la validité du modèle d'intégration présenté. Bien entendu,
des modèles rigoureux permettent d'obtenir des résultats plus ﬁables et
plus proches de la réalité.
Les contributions aux couches du modèle d'intégration considérées dans
ce cas d'études sont les suivantes :
• Chaleur et refroidissement (températures et quantités de chaleur)
• Électricité (quantité)
• Déchets (débit, et, si les déchets peuvent être traités par combustion,
pouvoir caloriﬁque, quantité d'oxygène requise et chaleur spéciﬁque)
• Gaz naturel (débit, quantité d'oxygène requise et chaleur spéciﬁque)
• Solvant (débit)
Les modèles déﬁnissent également leurs contributions aux indicateurs
de performance du problème, qui seront explicités à la section 6.5.
Les propriétés thermodynamiques des déchets et des solvants sont en-
registrées dans une base de données. Elles sont utilisées par les modèles
de traitement pour calculer les valeurs des contributions aux diﬀérents
réseaux et pour établir les indicateurs de performance du problème d'in-
tégration. Ces valeurs ne sont pas publiées pour des raison de secret in-
dustriel. Pour la même raison, les déchets et les solvants sont identiﬁés
par des noms génériques, par exemple déchet 1.
6.4.1 Unités de procédé
Les unités de procédé sont représentées dans ce cas d'étude sous une
forme agrégée par un modèle de type boîte noire. Leurs performances et
leurs besoins en termes de matières et services énergétiques sont déﬁnies
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à partir des mesures eﬀectuées par Claude Rérat sur les procédés réels.
Les données utilisées pour cet exemple sont représentatives d'un régime
opératoire typique.
Le tableau 6.2 résume les besoins globaux de matière et d'énergie re-
quises ou produites par les unités de procédé, déﬁnis selon la représen-
tation utilitaire (Périn-Levasseur (2009)). Ces valeurs constituent la base
d'évaluation du problème d'intégration. Quel que soit le scénario évalué,
la résolution du problème doit fournir une conﬁguration du système qui
soit en mesure de satisfaire les besoins des unités de procédé en fournissant
toutes les matières et les services énergétiques requis.
Description Quantité Description Quantité
Besoins Déchets
Vapeur 6 bar 50 kg/h(≈ 136.1 MW) Déchet 1 1000 kg/h
Vapeur 16 bar 20 kg/h(≈ 55.2 MW) Déchet 2 350 kg/h
Vapeur 56 bar 7.5 kg/h(≈ 20.6 MW) Déchet 3 1000 kg/h
Refroidissement 48.6 MW 308 à 303 K Déchet 4 125 kg/h
Électricité 25 MW Déchet 5 740 kg/h
Solvant 4000 kg/h Déchet 6 520 kg/h
Déchet 7 40 kg/h
Déchet 8 500 kg/h
Déchet 9 340 kg/h
Déchet 10 430 kg/h
Déchet 11 100 kg/h
Déchet 12 410 kg/h
Tab. 6.2: Besoins du procédé et production de déchets.
6.4.2 Gestionnaires des recyclages et des traitements
ﬁnaux
Les modèles du gestionnaire des recyclages et du gestionnaire des trai-
tements ﬁnaux ont été déﬁnis pour représenter le processus décisionnel
qui mène au choix de la technologie de traitement en fonction des carac-
téristiques de chaque déchet.
Les modèles sont pilotés chacun par une variable de décision qui déﬁnit
si le choix du traitement des déchets doit être :
1. déterminé par optimisation, durant la résolution du modèle d'inté-
gration, ou
2. déﬁni à priori, sur la base par exemple des coûts du traitement.
Ce modèle permet donc, de manière très ﬂexible, de déﬁnir la straté-
gie de traitement des déchets en fonction du scénario étudié. La stratégie
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mise en place actuellement à Monthey peut être reproduite par la déter-
mination à l'avance de la stratégie de traitement des diﬀérents déchets.
Selon le schéma de la ﬁgure 6.4, les déchets produits par les unités de
procédé sont envoyés vers le gestionnaire des recyclages. Ici on évalue le
potentiel de chaque déchet à être distillé. L'évaluation est basée sur les
caractéristiques thermodynamiques des ﬂux, leur composition et sur les li-
mites légales d'émission qui seraient générées par la technologie en traitant
le déchet. Les critères économiques appliqués par le partenaire industriel
ne sont pas intégrés dans cette procédure d'évaluation. Par conséquent,
la sélection produit des solutions "naïves" dont l'intérêt économique sera
évalué par la résolution du problème d'intégration.
Fig. 6.4: Conﬁguration de la procédure d'assignation des déchets.
Le modèle du gestionnaire des recyclages redirige les déchets vers la
ou les technologies de distillation appropriées, sur la base des résultats
de l'analyse de compatibilité. Ceci est réalisé en transférant le déchet
depuis le réseau en provenance des unités de procédé vers le réseau de
la colonne de distillation. Si plusieurs technologies de traitement peuvent
accepter un déchet, le modèle utilise la modélisation d'un diviseur pour
générer les bilans de masse du transfert vers les unités de traitement et qui
permettront de calculer le débit de déchet adressé à chaque technologie.
Le gestionnaire des recyclages redirige également les déchets vers le
gestionnaire des traitements ﬁnaux en vue de l'élimination. Ce gestion-
naire reçoit également les déchets en provenance des colonnes de distilla-
tion, après récupération des solvants. Ce modèle se comporte exactement
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comme le premier gestionnaire et évalue les déchets pour déterminer le
potentiel de traitement dans l'incinérateur, dans l'OVH et dans la STEP.
L'évaluation en deux étapes de la stratégie de traitement des déchets
est principalement motivée par l'architecture d'OSMOSE, qui requiert
une déﬁnition statique de la liste des modules utilisés pour constituer le
système. Chaque module est en eﬀet appelé une seule fois pour calculer les
performances du modèle et pour calculer les contributions aux diﬀérents
réseaux du problème d'intégration. Dans ce cas d'étude il est donc néces-
saire d'évaluer la contribution des distillations avant celle des traitements
ﬁnaux aﬁn de disposer de la liste complète des déchets à traiter.
L'objectif des deux gestionnaires est de déﬁnir des bilans de matière
qui seront par la suite résolus par le problème d'intégration. Malgré la
procédure en deux étapes, tous les bilans de matière et d'énergie sont ré-
solus simultanément dans le modèle d'intégration. À moins de déterminer
les traitements à l'avance, on ne se trouve donc pas dans la procédure
hiérarchisée appliquée actuellement à Monthey.
Critères d'attribution des traitements La détermination des technolo-
gies compatibles avec chaque déchet est eﬀectuée par le moyen de plusieurs
critères. Pour l'incinération, le déchet ne doit contenir que des traces de
fer, aluminium et cuivre et doit présenter un pouvoir caloriﬁque suﬃsant.
L'OVH accepte des déchets présentant une quantité de carbone organique
(TOC) modérée et ne tolère pas la présence de métaux lourds. Les critères
de sélection pour la STEP concernent également les quantités de TOC,
ainsi que la présence de métaux lourds et la demande en oxygène. Le mo-
dèle d'évaluation a été établi par Claude Rérat, sur la base des limites
légales d'émissions, de publications scientiﬁques et de données fournies
par le partenaire industriel.
Bien entendu, le processus de sélection requiert l'évaluation de très nom-
breux critères, diﬃciles à évaluer de manière précise. Pour cette raison, on
procède dans la pratique à une analyse complète de chaque déchet et on
établit une fois pour toutes une table de correspondance entre déchet et
technologie de traitement. La procédure d'évaluation mise en place pour
ce cas d'étude reste très simpliﬁée et ne pourrait pas être appliquée telle
quelle dans un cas réel.
Le tableau 6.3 montre un exemple de composition élémentaire d'un
déchet liquide, appelé eau mère. Il s'agit d'une composition moyenne, qui
varie d'un déchet à l'autre. L'eau représente presque 80% en masse, suivie
par le carbone et l'oxygène. Une attention particulière doit être portée sur
les concentrations de brome et de ﬂuore, qui ont un pouvoir caloriﬁque très
élevé et peuvent créer des problèmes de surchauﬀe importants lors de la
176 Traitement de déchets industriels
combustion. Le pouvoir caloriﬁque ∆h0f des eaux mères est relativement
faible (le méthane possède un pouvoir caloriﬁque proche de 50 MJ/kg),
mais est suﬃsant pour générer une combustion.
Substance Teneur [% masse] Substance Teneur [% masse]
H2O 79.65 Cl
 0.15
C 6.7 Cl 0 0.07
O 5.778 Br 0 0.002
Na+ 2.6 F 0 0.000
P 2.1 Br  0.000
S 1.2 F  0.000
N 1.0 SO=4 0.000
H 0.75 PO=4 0.000
Pouvoir caloriﬁque ∆h0f 2.26 MJ/kg
Tab. 6.3: Composition typique d'une eau mère. Source : Duchoud (2004).
Le tableau 6.4 indique la compatibilité entre les déchets considérés pour
cas d'étude et les quatre technologies de traitement. Le tableau indique
également le traitement qui serait choisi par la procédure hiérarchisée
établie par le partenaire industriel.
Déchet Traitement actuel Traitements possibles
Déchet 1 OVH OVH
Déchet 2 OVH OVH, STEP
Déchet 3 STEP OVH, STEP
Déchet 4 STEP OVH, STEP
Déchet 5 Incinération Incinération
Déchet 6 Incinération Incinération
Déchet 7 Incinération Incinération
Déchet 8 Incinération Incinération, Dist. cont., Dist. batch
Déchet 9 Incinération Incinération, Dist. cont., Dist. batch
Déchet 10 Incinération Incinération, Dist. cont., Dist. batch
Déchet 11 Incinération Incinération, Dist. cont., Dist. batch
Déchet 12 STEP OVH, STEP
Résidus dist. Déchet 8 Incinération
Résidus dist. Déchet 9 Incinération
Résidus dist. Déchet 10 Incinération
Résidus dist. Déchet 11 Incinération
Tab. 6.4: Options de traitement des déchets.
Pour les déchets 5 à 11 et les résidus issus de la distillation, qui peuvent
être envoyés à l'incinération, on présente dans le tableau 6.5 les données
nécessaires pour le calcul de la combustion. Au lieu du pouvoir caloriﬁque,
on spéciﬁe la quantité de chaleur dégagée dans la zone radiative (au dessus
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de 1100 K) et dans la zone convective (de 1100 K à la température de
cheminée (393 K)) pour une combustion stoechiométrique. Ces données
sont requises par le modèle de combustion de Maréchal et Kalitventzeﬀ
(1998b).
Déchet ∆h0f,rad
a ∆h0f,conv
b O2req
c cp
d
[kJ/kg] [kJ/kg] [kgO2
/kg] [kJ/K/kg]
Déchet 5 2068.8 16811.5 1.45 2.46
Déchet 6 2572.4 17073.8 1.52 2.79
Déchet 7 5504.3 16866.5 1.71 1.98
Déchet 8 13008.1 19769.5 2.56 2.21
Déchet 9 11573.6 16903.0 2.18 2.00
Déchet 10 20852.2 18248.6 3.01 1.79
Déchet 11 10992.1 17543.3 2.22 1.99
Rés. dist. batch D. 8 8970.6 18430.8 2.14 2.42
Rés. dist. batch D. 9 16032.3 17542.5 2.58 1.93
Rés. dist. batch D. 10 16773.4 17818.5 2.65 2.06
Rés. dist. batch D. 11 11449.7 17787.2 2.27 2.06
Rés. dist. cont. D. 8 10046.5 18072.8 2.16 2.48
Rés. dist. cont. D. 9 18231.5 17886.4 2.78 1.89
Rés. dist. cont. D. 10 8210.3 16996.8 1.95 2.43
Rés. dist. cont. D. 11 10264.9 17320.5 2.12 2.11
a Chaleur radiative au-dessus de 1100 K.
b Chaleur convective entre 1100 K et la température à la cheminée (393 K).
c Quantité d'oxygène minimale requise pour une combustion complète.
d Chaleur spéciﬁque (liquide).
Tab. 6.5: Caractéristiques de combustion des déchets incinérables.
6.4.3 Distillation
La distillation est un processus de séparation de substances liquides qui
exploite la diﬀérence de volatilité des diﬀérents composants. Le mélange
est d'abord chauﬀé au-dessus de la température d'ébullition de la sub-
stance à extraire (les solvants dans ce cas d'étude), aﬁn qu'elle s'évapore.
Les gaz sont récupérés et condensés par refroidissement aﬁn de les rendre
à l'état liquide.
Dans ce cas d'étude deux technologies diﬀérentes sont considérées : la
distillation continue et la distillation batch. La distillation batch permet
de traiter de petites quantités de déchets dans des installations polyva-
lentes. Sur le plan théorique, elle permet de séparer plusieurs constituants
dans une même opération.
La distillation continue est opérée dans des équipements spéciﬁques et se
prête pour des grande quantités de déchets. Cette technologie consomme
moins de chaleur que la distillation batch, car elle opère en régime per-
178 Traitement de déchets industriels
manent (évite le chauﬀage et le refroidissement successif du produit). Elle
permet par contre de séparer un seul (ou deux) produits par équipement,
mais garantit une pureté constante et plus élevée.
Ces deux modèles ont été adaptés à partir des modèles de Capello (2006)
et sont en mesure de fournir la quantité de chaleur requise par le bouilleur
et la quantité de refroidissement nécessaire pour le condenseur sous la
forme de quantités de vapeur et d'eau de refroidissement équivalentes.
Les modèles calculent également les émissions pour l'analyse de cycle de
vie.
La distillation permet de récupérer les solvants dissous dans les eaux
mères et produit des déchets concentrés, qui doivent être incinérés (voir
tab. 6.4). On remarque dans le tableau 6.5 que les résidus issus des distilla-
tions possèdent encore un grand pouvoir caloriﬁque par rapport aux eaux
mères qui ne peuvent pas être distillées. Il serait théoriquement possible
de les distiller une deuxième fois, mais cette opération n'est pas forcément
intéressante en raison du faible débit. Dans cet exemple on considère que
les résidus des distillation sont systématiquement incinérés.
Le tableau 6.6 déﬁnit les contributions des deux modèles de distillation
aux réseaux du modèle d'intégration.
Description Quantité distillation continue Quantité distillation batch
Consommation
Déchetsa 1 kg 1 kg
Chaleur
Bouilleur (vapeur) 1.21 kg, 5 bar (≈ 2550 kJ) 1.53 kg, 5 bar (≈ 3225 kJ)
Condenseur 2536.2 kJ de 303 à 286 K 3207 kJ de 303 à 286 K
Rejets
Déchet 8 0.17 kg 0.26 kg
Déchet 9 0.37 kg 0.44 kg
Déchet 10 0.15 kg 0.24 kg
Déchet 11 0.19 kg 0.28 kg
Émissions
Déchet 8 2.66 (ei99ha), 76304.84 (ubp) 2.76 (ei99ha), 79074.99 (ubp)
Déchet 9 2.66 (ei99ha), 76304.84 (ubp) 2.76 (ei99ha), 79074.99 (ubp)
Déchet 10 2.66 (ei99ha), 76304.84 (ubp) 2.76 (ei99ha), 79074.99 (ubp)
Déchet 11 2.66 (ei99ha), 76304.84 (ubp) 2.76 (ei99ha), 79074.99 (ubp)
a Valeur de référence.
Tab. 6.6: Contributions au modèle d'intégration des unités de distillation.
La valeur de l'impact est la même pour tous les ﬂux. Cela est probable-
ment dû au fait que le même solvant est récupéré pour tous les déchets.
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6.4.4 Incinération
L'incinérateur de déchets permet de brûler des eaux mères présentant
un pouvoir combustible suﬃsant. Souvent, les eaux mères sont mélangées
à des déchets composés par des solvants, qui présentent un pouvoir ca-
loriﬁque élevé. Le mélange est eﬀectué de telle manière à maintenir la
température de combustion proche de 1100 ◦C.
L'incinération des eaux mères et des solvants permet d'éliminer les pro-
duits nocifs présents dans les déchets. La combustion génère des sels qui
sont précipités sous forme de boues, des poussières et des acides dissous
dans les gaz de combustion. Les sels sont inertes et sont acheminés vers la
rivière qui avoisine le site industriel. Les gaz de combustion sont d'abord
nettoyés par un processus de lavage et de ﬁltrage, auquel fait suite l'éli-
mination des NOx.
La ﬁgure 6.5 représente schématiquement l'installation d'incinération.
Eau de rivière
Sels,boues
Eau de rivièreEau déminéralisée
Eaux mères
Combustible Four
Vapeur
Eau chimique
Eau de rivièreNaOH
Récupération de chaleur
Production de vapeur
Lavage humide
DeNOx
Eau chimique
Quench
Lavage acide Lavage alcalin
Air Gaz Naturel
FuméesAmmoniaque
Fig. 6.5: Schéma représentant le modèle d'incinération. Source : Rast (2009).
Le modèle de l'incinération a été adapté à partir d'un modèle déve-
loppé pour étudier l'incinération d'ordures ménagères (Fabiano (2004)).
Ce modèle, basé sur des bilans de matière et d'énergie cohérents, permet
de déterminer la liste des ﬂux thermiques et de matière qui seront envoyés
au modèle d'intégration.
Le calcul des données d'impact environnemental est constitué à partir
du modèle développé par Seyler et al. (2005). Ce modèle est basé sur la
prise de mesures d'un four d'incinération pendant une durée de quatre
ans. Il s'agit d'un modèle de corrélation, qui exprime les émissions dans
l'air, le sol et les eaux à partir de la composition des déchets entrant.
La quantité d'énergie dégagée lors de la combustion dépend du débit
et de la composition des déchets. Ces données ne sont pas disponibles
à priori, car elles sont calculées dans le modèle d'intégration. Il a donc
été nécessaire de déﬁnir le modèle de combustion directement dans le
problème d'intégration.
Ceci est réalisé à l'aide de la technique de la boîte noir discutée à la
section 3.8 et par l'adaptation du modèle de combustion proposé par Ma-
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réchal et Kalitventzeﬀ (1998b). Ce modèle requiert la quantité de chaleur
dégagée au dessus de la température de radiation et la quantité de chaleur
dégagée entre la température de radiation et la température à la chemi-
née, pour une quantité d'air stoechiométrique. Le modèle calcule alors le
proﬁl température-enthalpie des ﬂux de chaleur générés par la combustion
pour la quantité d'air requis, qui est généralement supérieure à la quantité
stoechiométrique. Le modèle déﬁnit également deux ﬂux à température
de sortie variable qui représentent la préchauﬀe du combustible et de l'air
à partir de leur cps. Le problème d'intégration se chargera de déterminer
l'intérêt de la préchauﬀe et, le cas échéant, sa température optimale.
L'unité de combustion reçoit les ﬂux de déchets depuis un réseau de type
bilan de masse avec qualités où l'on déﬁnit une contrainte sur la quantité
de chaleur disponible à la radiation, aﬁn de garantir une température de
combustion suﬃsante. Le ﬂux de déchets est un mélange, qui peut être
constitué par la résolution du problème d'intégration avec des déchets à
faible pouvoir caloriﬁque et avec des déchets contenant une grande quan-
tité de solvants. Ainsi ce modèle tire pleinement proﬁt de l'intégration
multi-réseaux, car le modèle d'intégration est en mesure de déterminer
la composition optimale du ﬂux envoyé à l'incinération en tenant compte
des besoins en chaleur des autres unités du système.
Le tableau 6.7 résume les contributions de l'unité de traitement des
déchets aux diﬀérents réseaux du système. Sauf mention contraire, ces
quantités sont exprimées pour une quantité de combustible de 1 kg.
Description Quantité
Consommation
Déchets 1 kg(valeur de référence)
Gaz naturel (deNOx) 1/3600 kg
Électricité 0.287/3600 kJ
Paramètres du modèle
Température de préchauﬀe maximale 600 K
Chaleur
Refroidissement quench 1438.8 kJde 353 à 298 K
Refroidissement lavage alcalin 2872.4 kJde 338 à 298 K
Refroidissement deNOx 1022.8 kJde 583 à 368 K
Chauﬀage deNOx 1022.8 kJde 338 à 583 K
Fumées selon énergie des déchets, voir tab. 6.5
Coûts opératoires
Consommables 0.3475 US$
Émissions
Tab. 6.7  Continue sur la page suivante
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Description Quantité
Déchet 5 123.65 (ei99ha), 566128.22 (ubp)
Déchet 6 126.59 (ei99ha), 562467.15 (ubp)
Déchet 7 125.70 (ei99ha), 558766.11 (ubp)
Déchet 8 19.71 (ei99ha), 118221.89 (ubp)
Déchet 9 269.08 (ei99ha), 1154792.78 (ubp)
Déchet 19.71 (ei99ha), 118221.89 (ubp)
Déchet 11 19.71 (ei99ha), 118221.89 (ubp)
Résidus dist. cont. Déchet 8 19.71 (ei99ha), 118221.89 (ubp)
Résidus dist. cont. Déchet 8 19.71 (ei99ha), 118221.89 (ubp)
Résidus dist. cont. Déchet 9 375.96 (ei99ha), 1599038.00 (ubp)
Résidus dist. cont. Déchet 9 56.93 (ei99ha), 272934.18 (ubp)
Résidus dist. cont. Déchet 10 19.71 (ei99ha), 118221.89 (ubp)
Résidus dist. cont. Déchet 10 19.71 (ei99ha), 118221.89 (ubp)
Résidus dist. cont. Déchet 11 19.71 (ei99ha), 118221.89 (ubp)
Résidus dist. cont. Déchet 11 19.71 (ei99ha), 118221.89 (ubp)
Résidus dist. batch Déchet 8 19.71 (ei99ha), 118221.89 (ubp)
Résidus dist. batch Déchet 8 19.71 (ei99ha), 118221.89 (ubp)
Résidus dist. batch Déchet 9 375.96 (ei99ha), 1599038.00 (ubp)
Résidus dist. batch Déchet 9 87.11 (ei99ha), 398374.86 (ubp)
Résidus dist. batch Déchet 10 19.71 (ei99ha), 118221.89 (ubp)
Résidus dist. batch Déchet 10 19.71 (ei99ha), 118221.89 (ubp)
Résidus dist. batch Déchet 11 19.71 (ei99ha), 118221.89 (ubp)
Résidus dist. batch Déchet 11 19.71 (ei99ha), 118221.89 (ubp)
Tab. 6.7: Contributions au modèle d'intégration de l'unité d'incinération.
6.4.5 Oxydation par voie humide (OVH)
L'OVH est un procédé oxydatif qui permet de traiter des déchets li-
quides contenant des composants organiques dissous dans de l'eau. Il est
utilisé pour traiter des déchets qui sont trop dilués pour être incinérés et
trop concentrés pour être traités par une STEP.
Le processus d'oxydation (Bachmann (2008)) se fait par la mise en
contact de l'oxygène de l'air avec les composés organiques à une tempéra-
ture proche de 573 K. Pour éviter l'évaporation de l'eau, le processus a lieu
dans une enceinte pressurisée (50-150 bar). À la sortie de l'enceinte (ﬁg.
6.6), les polluants ont été convertis en CO2, eau et acides organiques. Le
traitement des eaux permet d'éliminer les acides et de récupérer quelques
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substances utiles aux unités de procédé, comme le cuivre, les phosphates
ou l'ammoniaque.
Eau de rivière
Enceinte 
pressurisée
Séparateur
gaz/liquide
Four
cathalytique
Séparateur
cuivre
Lavage
acide
Filtration
phosphates Stripping
Eaux mères
Air
Eau
Vapeur
Vers usine
Gaz naturel
Fumées
Cuivre HCl / H2SO4 Phosphates Ammoniaque
Vers la rivière
Fig. 6.6: Schéma représentant l'installation de l'OVH.
L'OVH permet de réduire de manière importante les émission de CO
et de NOx par rapport à l'incinération, mais ne permet pas de récupé-
rer autant de chaleur. En eﬀet, une partie de la chaleur produite par le
processus d'oxydation est utilisée pour préchauﬀer les déchets et l'air en-
trant dans l'enceinte pressurisée. En plus, le niveau de température est
nettement inférieur à celui des gaz de combustion.
La complexité des réactions ayant lieu dans l'enceinte pressurisée ne
permet pas d'établir un modèle thermo-chimique satisfaisant des opéra-
tions de nettoyage des gaz et de traitement des eaux. Toutefois, cela ne
constitue pas un problème majeur, puisque il est possible de calculer la
chaleur produite au sein de l'enceinte pour le modèle d'intégration à par-
tir de la quantité de carbone organique présente dans les eaux mères. Les
besoins en chaleur seront donc exprimés à l'aide de la représentation mul-
tiple (Périn-Levasseur (2009)) sous la forme d'une quantité équivalente de
vapeur produite. On admet dans ce modèle que le pouvoir caloriﬁque est
le même pour tous les déchets. Ainsi la quantité de vapeur produite ne
dépend que du débit traité.
Les émissions sont calculées sur la base du modèle publié par Köhler
(2006). Ce modèle a été établi de manière similaire à celui de l'incinéra-
tion. Une grande quantité de mesures a permis d'établir des corrélations
entre la composition d'entrée de l'OVH et les émissions dans le sol, dans
l'air et dans les eaux.
Le tableau 6.8 indique les contributions de l'unité de l'OVH au problème
d'intégration.
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Description Quantité
Consommation
Déchetsa 1 kg
Gaz naturel 0.00003/3600 kg
Électricité 0.0932/3600 kJ
Chaleur
Vapeur produite 0.036 kg ( 85 bar, 563 K) (≈ 50.8 kJ)
Coûts opératoires
Consommables 0.167 US$
Émissions
Déchet 1 6.47 (ei99ha), 190918.96 (ubp)
Déchet 2 5.63 (ei99ha), 158223.67 (ubp)
Déchet 3 5.61 (ei99ha), 141414.70 (ubp)
Déchet 4 5.79 (ei99ha), 145794.72 (ubp)
Déchet 12 7.11 (ei99ha), 164949.11 (ubp)
a Valeur de référence.
Tab. 6.8: Contributions au modèle d'intégration de l'OVH.
6.4.6 Station d'épuration (STEP)
Les stations d'épuration permettent d'éliminer les composés carboniques
d'origine organique présents dans l'eau à faible concentration. L'élimina-
tion se fait à l'aide de bactéries qui utilisent le carbone et l'azote comme
source d'énergie. Les déchets ainsi traités sont transformés en gaz (prin-
cipalement CO2 et éventuellement méthane), en sels dissous dans l'eau et
en boues solides.
Les boues sont séchées et incinérées. Cette étape permet de récupérer
de la chaleur utile, mais elle n'est pas considérée dans ce cas d'étude. La
STEP est un consommateur d'électricité, mais ne présente pas d'intérêt
particulier au sens de l'intégration (tab. 6.9). Par contre elle joue un rôle
important au niveau des émissions. Le modèle de Köhler (2006) est utilisé
pour établir les émissions en fonction de la composition des déchets traités.
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Description Quantité
Consommation
Déchetsa 1 kg
Électricité 0.0402/3600 kJ
Coûts opératoires
Consommables 0.00018 US$
Émissions
Déchet 2 0.15 (ei99ha), 162530.02 (ubp)
Déchet 3 0.13 (ei99ha), 3894.29 (ubp)
Déchet 4 1.72 (ei99ha), 884806.36 (ubp)
Déchet 12 0.14 (ei99ha), 4521.59 (ubp)
a Valeur de référence.
Tab. 6.9: Contributions au modèle d'intégration de la STEP.
6.4.7 Chaudière
La chaudière est utilisée pour produire de la vapeur en brûlant du gaz
naturel. Comme dans le cas de l'intinérateur, le modèle est constitué à
partir du modèle de Maréchal et Kalitventzeﬀ (1998b). Dans ce cas, les
ﬂux de combustion sont générés sur la base du pouvoir caloriﬁque du
gaz naturel. Les contributions de la chaudière aux diﬀérents réseaux du
problème sont déﬁnies au tableau 6.10.
Description Quantité
Consommation
Gaz naturela 1 kg
Production
Chaleur 38100 kJ (1100 à 393 K)
∆h0f,rad 22227.9 kJ
∆h0f,conv 15872.1 kJ
O2req 3.78 kgO2
cp 2.28 kJ/K
Paramètres du modèle
Température de préchauﬀe maximale 600 K
a Valeur de référence.
Tab. 6.10: Contributions au modèle d'intégration de la chaudière.
6.4.8 Cycle vapeur
Le cycle vapeur utilise la chaleur à haute température pour produire
de la vapeur, qui est ensuite détendue dans des turbines. Ceci permet de
produire de l'électricité. Des soutirages permettent de produire également
la vapeur requise par les unités du système aux diﬀérentes pressions de
distribution.
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Le cycle vapeur peut être couplé à la chaudière, à l'incinérateur de
résidus liquides et/ou à l'OVH. Dans cet exemple on considère que ces
technologies se trouvent au même endroit et le problème d'intégration
utilisera toute la chaleur disponible pour intégrer au mieux le cycle va-
peur. La déﬁnition de plusieurs cascades thermiques, chacune associée par
exemple aux trois producteurs de chaleur, permettrait une déﬁnition du
problème plus réaliste, car le cycle vapeur serait associé à une seule de ces
technologies.
Le modèle du cycle vapeur est établi avec la technique décrite dans
la section 3.8.1. Ce modèle permet de déterminer le débit optimal (et
par conséquent l'électricité produite) des diﬀérents collecteurs en fonction
de la disponibilité et la demande en chaleur de tout le procédé. Pour ce
cas d'étude, le cycle peut présenter un maximum de deux collecteurs de
vapeur et cinq soutirages, qui ont été ajustés de telle manière à permettre
la production de vapeur requise par les unités de procédé.
Le tableau 6.11 indique les conditions thermodynamiques choisies pour
les diﬀérents collecteurs. Ces valeurs ont été adaptées aux besoins de pro-
duction de vapeur du système.
Collecteur Type Pression Surchauﬀea Temp. resurch. b
[bar] [K] [K]
V1 vapeur 128 50 -
V2 vapeur 56 50 10
S1 soutirage 70 0
S2 soutirage 20 0
S3 soutirage 8.5 0
S4 soutirage 8 0
C1 condensat 8 -5
Paramètres du modèle
Eﬃcacité des turbines à extraction 95 %
Eﬃcacité des turbines à condensation 90%
a Surchauﬀe par rapport à la température de saturation.
b Surchauﬀe par rapport à la température de saturation pour le ﬂux extrait de la
turbine et qui est resurchauﬀé.
Tab. 6.11: Paramètres du modèle du cycle vapeur.
6.4.9 Eau de refroidissement
L'eau de refroidissement permet d'évacuer la chaleur en excès du sys-
tème. Elle est déﬁnie sous la forme d'un ﬂux de chaleur à température de
sortie variable (tab. 6.12).
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Description Quantité
Consommation
Eaua 1 kg
Chaleur
Quantité de chaleur 4.18 kW/K
Température d'entrée 281 K
Température de sortie maximale 303 K
Échantillonage 10 K
a Valeur de référence.
Tab. 6.12: Contributions au modèle d'inté-
gration de l'eau de refroidisse-
ment.
6.5 Indicateurs de performance
Pour quantiﬁer la qualité des stratégies de traitement des déchets éla-
borées, on déﬁnit deux indicateurs de performance : les coûts et l'impact
environnemental.
L'hypothèse de la disponibilité des équipements permet d'éviter le cal-
cul des coûts d'investissement. On se limitera donc au calcul des coûts
opératoires.
L'aspect environnemental est également introduit car les technologies
de traitement en question opèrent des traitements ﬁnaux. Les rejets de
ces opérations de traitement sont directement émis dans l'environnement
et il faut donc s'assurer que l'impact généré soit minimal.
Selon le scénario de calcul étudié, ces indicateurs sont utilisés pour
établir la fonction objectif du problème d'intégration.
6.5.1 Coûts opératoires
Pour le calcul des coûts opératoires (tab. 6.13), on considère l'achat du
gaz naturel, de l'électricité, du solvant, de l'eau de refroidissement et les
coûts opératoires liés au traitement des déchets. Ces derniers sont calculés
en tenant compte uniquement des frais dûs à l'achat de consommables et
les coûts liés à l'achat de gaz nature, eau de refroidissement, électricité ou
solvant sont donc exclus.
Le tableau 6.13 présente les coûts unitaires nécessaires pour le calcul
des coûts opératoires du système. On remarque qu'aucun prix de vente
d'électricité n'est déﬁni. En eﬀet, on considère que la fourniture de services
énergétiques est conﬁnée au site industriel. Par conséquent, la production
d'électricité doit se limiter à satisfaire les besoins des unités de procédé.
Le cas d'étude montrera que dans ces circonstances le cycle vapeur est
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largement sous-exploité et qu'il existe un potentiel d'intégration très im-
portant, qui justiﬁerait la revente d'électricité.
Flux utilitaire Coût unitaire
Gaz naturel 0.18 US$/kga (≈ 4.72 US$/GJ)
Électricité 0.09 US$/kWh
Solvant 1.0 US$/kgb (≈ 31.03 US$/GJ)
Eau de refroidissement 0.01 US$/m3
Traitements Coût unitaire par kg de déchet
Incinération 0.3475 US$/kg
OVH 0.167 US$/kg
STEP 0.00018 US$/kg
a Ce prix a été déterminé à partir des données fournies
par le site internet http://www.wtrg.com/daily/gasprice.
html le 6 novembre 2009.
b Coût indicatif tiré du site http://ed.icheme.org/
costchem.html. Ce prix était valable en 2002. Le prix par
GJest estimé à aprtir d'un pouvoir caloriﬁque moyen de
32 MJ/kg.
Tab. 6.13: Coûts unitaires considérés pour le calcul
des coûts opératoires du système.
6.5.2 Indicateurs d'impact environnemental
La base de données ecoinvent (Frischknecht et Rebitzer (2005)) est
utilisée comme source pour les données d'impact environnemental. Pour
évaluer l'impact du système de manière ﬁable, deux méthodes d'impact
diﬀérentes sont utilisées pour déﬁnir deux indicateurs distincts : Eco-
Indicator 99 (Goedkoop et al. (1998); Goedkoop et Spriensma (1999))
et UBP (Brand et al. (1998)). Ces deux méthodes sont établies sur la
base d'études scientiﬁques rigoureuses et ont l'avantage de proposer un
indicateur unique, qui rassemble les scores attribués aux diﬀérentes ca-
tégories d'impact. Cet indicateur peut être aisément introduit dans le
modèle d'intégration à l'aide de l'équation (3.5).
Le tableau 6.14 résume les valeurs unitaires d'impact utilisées pour
déﬁnir les indicateurs de performance des diﬀérents ﬂux du système. On
admet ici que l'impact dû aux équipements est négligeable (Gerber et al.
(2009)). Cette hypothèse est raisonnable, puisque le rapport entre l'impact
des combustibles ou de la production d'électricité et celui des installation
est très grand.
L'impact des déchets est obtenu en caractérisant individuellement l'im-
pact de chaque déchet pour chaque traitement compatible. Ceci est réalisé
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Ressource Eco-indicator 99 UBP
Gaz naturel 0.1598 points/kg 457.520 ubp/kg
≈ 0.0042 points/MW ≈ 12.008 ubp/MW
Électricité 1.14696/3600 points/MW 57.175 ubp/MW
Eau de refroidissement 0.0 points/kg 0.097 ubp/kg
Solvant 0.23594 points/kg 4274.7 ubp/kg
Tab. 6.14: Valeurs d'impact des ressources et des services énergétiques consi-
dérés pour ce cas d'étude.
en résolvant le modèle d'intégration et en annulant l'impact de tous les
ﬂux, sauf ceux issus de la technologie de traitement considérée. Ceci per-
met d'isoler l'impact dû au traitement du déchet de celui du reste du
système. Cet impact est en partie dû à la consommation des supports
de production nécessaires pour opérer le traitement et en partie par la
composition du déchet même.
Le tableau 6.15 indique les valeurs d'impact issues de la caractérisation
des diﬀérents déchets. Les valeurs sont spéciﬁées par tonne de déchet et
par heure de traitement, aﬁn d'aﬃcher des valeurs suﬃsamment grandes
pour être signiﬁcatives.
Déchet Traitement Eco-Indicator 99 UBP
[points/t] [ubp/t]
Déchet 1 OVH 6.47 190918.96
Déchet 2 OVH 5.63 158223.67
STEP 0.15 162530.02
Déchet 3 OVH 5.61 141414.70
STEP 0.13 3894.29
Déchet 4 OVH 5.79 145794.72
STEP 1.72 884806.36
Déchet 5 Incinération 123.65 566128.22
Déchet 6 Incinération 126.59 562467.15
Déchet 7 Incinération 125.70 558766.11
Déchet 8 Dist. batch 2.76 79074.99
Dist. cont. 2.66 76304.84
Incinération 19.71 118221.89
Déchet 9 Dist. batch 2.76 79074.99
Dist. cont. 2.66 76304.84
Incinération 269.08 1154792.78
Déchet 10 Dist. batch 2.76 79074.99
Dist. cont. 2.66 76304.84
Incinération 19.71 118221.89
Déchet 11 Dist. batch 2.76 79074.99
Dist. cont. 2.66 76304.84
Incinération 19.71 118221.89
Tab. 6.15  Continue sur la page suivante
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Suite de la page précédente
Déchet Traitement Eco-Indicator 99 UBP
[points/t] [ubp/t]
Déchet 12 OVH 7.11 164949.11
STEP 0.14 4521.59
Résidus dist. cont. Déchet 8 Incinération 19.71 118221.89
Résidus dist. cont. Déchet 8 Incinération 19.71 118221.89
Résidus dist. cont. Déchet 9 Incinération 375.96 1599038.00
Résidus dist. cont. Déchet 9 Incinération 56.93 272934.18
Résidus dist. cont. Déchet 10 Incinération 19.71 118221.89
Résidus dist. cont. Déchet 10 Incinération 19.71 118221.89
Résidus dist. cont. Déchet 11 Incinération 19.71 118221.89
Résidus dist. cont. Déchet 11 Incinération 19.71 118221.89
Résidus dist. batch Déchet 8 Incinération 19.71 118221.89
Résidus dist. batch Déchet 8 Incinération 19.71 118221.89
Résidus dist. batch Déchet 9 Incinération 375.96 1599038.00
Résidus dist. batch Déchet 9 Incinération 87.11 398374.86
Résidus dist. batch Déchet 10 Incinération 19.71 118221.89
Résidus dist. batch Déchet 10 Incinération 19.71 118221.89
Résidus dist. batch Déchet 11 Incinération 19.71 118221.89
Résidus dist. batch Déchet 11 Incinération 19.71 118221.89
Tab. 6.15: Caractérisation de l'impact des diﬀérents déchets pour chaque
traitement compatible.
6.6 Scénarios de calcul
La résolution du modèle d'intégration pour ce cas d'étude permet de
déterminer le régime opératoire des unités de conversion d'énergie et des
unités de traitement des déchets qui permet de fournir les matières et les
services énergétiques requis par les unités de procédé.
Le tableau 6.4 montre qu'il existe parfois plusieurs choix de traitement
possibles pour chaque déchet produit par les unités de procédé. Les tech-
nologies de traitement permettent de valoriser ces déchets par exemple par
la production de chaleur ou la récupération de solvant. En contrepartie,
elles consomment de l'énergie et des supports de production.
La stratégie qui mène au choix du traitement pour chaque déchet est
donc fondamentale pour déterminer la meilleure valorisation possible. En
général, ce choix est basé sur les coûts opératoires, mais il est intéressant
de tenir compte de l'impact environnemental, étant donné que les techno-
logies de traitement rejettent les produits traités dans l'environnement.
Pour analyser le comportement du système par rapport à ces diﬀérents
aspects, on déﬁnit plusieurs scénarios, résumés au tableau 6.16.
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Ida Conﬁguration du systèmeb Fonctions obj.c Choix du traitement
1 (réf.) base Coût op. pré-déﬁni
ei99ha (voir tab. 6.4)
UBP
2 base Coût op. optimisé
3 base ei99ha optimisé
4 base UBP optimisé
5 base, CV, dist. Coût op. optimisé
6 base, CV, dist. ei99ha optimisé
7 base, CV, dist. UBP optimisé
8 base, CV, dist., vente élec. Coût op. optimisé
9 base, CV, dist., vente élec. ei99ha optimisé
10 base, CV, dist., vente élec. UBP optimisé
a Identiﬁant du scénario.
b CV indique le cycle vapeur, dist. indique la distillation
c ei99ha indique Eco-Indicator 99.
Tab. 6.16: Liste des scénarios étudiés
On déﬁnit trois fonctions objectif pour le modèle d'intégration : la mini-
misation du coût opératoire global du système, la minimisation de l'impact
selon la méthode Eco-Indicator (ei99ha) et selon la méthode UBP. Comme
le problème d'intégration est mono-objectif, chaque fonction objectif est
associée à un scénario.
On remarque dans le tableau 6.14 que l'eau de refroidissement présente
un impact nul pour la méthode Eco-Indicator 99 et une valeur positive
pour la méthode UBP. Ceci est dû à la nature des deux méthodes et à
leur interprétation des contributions aux diﬀérentes catégories d'impact
qu'elles considèrent. Il faudra donc s'attendre à des stratégies de trai-
tement diﬀérents selon que l'on optimise le problème d'intégration par
rapport à un indicateur plutôt que l'autre. Ceci justiﬁe pourquoi pour
réaliser une analyse de cycle de vie rigoureuse il faut toujours analyser
les résultats par rapport à plusieurs indicateurs d'impact (International
Organization for Standardization (2002)). Ceci évite des interprétations
biaisées, qui pourraient conduire à des choix de stratégie inopportuns.
Le premier scénario est le cas de référence, auquel seront reportés les
résultats des autres scénarios. Ce cas correspond à la stratégie de traite-
ment des déchets qui serait opérée actuellement sur le site de Monthey. Le
choix des traitements est pré-déﬁni selon les données du tableau 6.4. Pour
cette raison, il n'est pas nécessaire d'optimiser le système selon les trois
objectifs, car les résultats seraient analogues. Le système se trouve dans
sa conﬁguration de base, composée par les unités de procédé, la chaudière,
l'eau de refroidissement, les deux gestionnaires des déchets, l'incinérateur,
l'OVH et la STEP. Les deux distillations ainsi que le cycle vapeur ne sont
pas utilisés.
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Les scénarios 2, 3 et 4 présentent le même système que le cas de réfé-
rence, mais le choix de la stratégie de traitement est conﬁée au problème
d'optimisation. On vériﬁe ici si la stratégie actuelle est optimale ou s'il y
a lieu d'économiser de l'argent (scénario 2) ou de réduire l'impact envi-
ronnemental (scénarios 3 et 4).
Dans les scénarios 5, 6 et 7 on introduit les distillations et le cycle va-
peur. Cela permet de montrer l'intérêt de recycler une partie des solvants
et d'introduire une unité de cogénération intégrée, qui permet de valoriser
la chaleur à haute température. On fait l'hypothèse ici que le cycle vapeur
peut produire au maximum l'électricité requise au sein du système.
Enﬁn, dans les scénarios 8, 9 et 10 on autorise la production d'électricité
pour la vente sur le réseau régional. On admet ici que le prix de revente de
l'électricité correspond à la moitié du prix d'achat (donc 0.045 US$/kWh)
et on considère que l'impact lié à la quantité vendue correspond à celui de
l'électricité achetée, mais en valeur négative. Cela revient à considérer que
la production d'éléctricité par cogénération permet d'éviter la production
par d'autres sources et le résultat est une compensation d'impact équiva-
lente. La vente d'électricité permet donc de diminuer l'impact global du
système.
6.7 Résultats généraux
Le tableau 6.17 reporte la valeur des indicateurs de performance calculés
pour les diﬀérents scénarios. Pour faciliter la comparaison, les résultats
sont normalisés par rapport au cas de référence, qui obtient une valeur de
100 %.
Scénario F. obj Coût op. [%] Impact ei99ha [%] Impact UBP [%]
Scenario 1 Toutes 100.00 100.00 100.00
Scenario 2 Coûts +0.00 +0.00 +0.00
Scenario 3 ei99ha +0.70 -0.01 +0.60
Scenario 4 ubp +0.51 -0.01 -0.00
Scenario 5 Coûts -272.52 +8.04 -13.32
Scenario 6 ei99ha -0.28 -0.59 -0.19
Scenario 7 ubp -272.02 +8.03 -13.32
Scenario 8 Coûts -1958.14 +392.95 +26.95
Scenario 9 ei99ha -0.10 -0.59 +0.37
Scenario 10 ubp -389.46 +11.80 -19.20
Tab. 6.17: Valeurs des indicateurs de performance après le calcul des scé-
narios déﬁnis au tableau 6.16. Les valeurs sont normalisée par
rapport au scénario 1.
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Le tableau 6.18 présente les débits calculés des diﬀérents utilitaires
achetés. On remarque que pour les scénarios 5, 7, 8 et 10 on n'achète
pas d'électricité, car elle est produite directement au sein du système.
Scénario F. Obj Gaz naturel Solvant Électricité achetée Eau
[%] [%] [%] [%]
Scenario 1 Toutes 100.00 100.00 100.00 100.00
Scenario 2 Coûts +0.00 +0.00 +0.00 +0.00
Scenario 3 ei99ha -0.01 +0.00 +0.00 +119.74
Scenario 4 ubp -0.01 +0.00 +0.00 +0.00
Scenario 5 Coûts +11.91 -0.44 -100.00 -0.04
Scenario 6 ei99ha -0.77 -0.03 -0.00 +9.87
Scenario 7 ubp +11.90 -0.44 -100.00 -0.04
Scenario 8 Coûts +527.05 -0.44 -100.00 +2108.04
Scenario 9 ei99ha -0.77 -0.03 -0.00 +119.51
Scenario 10 ubp +17.39 -0.44 -100.00 -0.09
Tab. 6.18: Achat de ressources pour les scénarios déﬁnis au tableau 6.16. Les
valeurs sont normalisée par rapport au scénario 1.
Enﬁn, le tableau 6.19 présente les traitements choisis pour les diﬀérents
déchets. On reporte ici seulement les déchets qui présentent plusieurs trai-
tements possibles, c'est-à-dire les déchets 2, 3, 4, 8, 9, 10, 11 et 12. Les
autres déchets sont traités avec les technologies indiquées au tableau 6.4.
On attire l'attention sur le fait que les scénarios sont regroupés selon la
fonction objectif du problème d'intégration, aﬁn de faciliter la comparai-
son des résultats.
Chaque déchet est traité par une seule technologie à la fois. Ceci est dû
au fait qu'on ne déﬁnit aucune limite de capacité pour les technologies de
traitement. Par conséquent, l'algorithme d'optimisation choisira toujours
le traitement le plus performant par rapport à la fonction objectif. En
introduisant des limites de capacité, on pourrait identiﬁer quels sont les
déchets qui sont prioritaires pour chaque technologie.
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Scénarios
1 2 5 8 3 6 9 4 7 10
F. objectif Toutes Coûts ei99ha ubp
Déchet 2 STEP • • • •
OVH • • • • • •
Déchet 3 STEP • • • •
OVH • • • • • •
Déchet 4 STEP • • • •
OVH • • • • • •
Déchet 8 Inc • • • • • •
DB
DC • • • •
Déchet 9 Inc • • • • • •
DB
DC • • • •
Déchet 10 Inc • • • • • •
DB
DC • • • •
Déchet 11 Inc • • • •
DB
DC • • • • • •
Déchet 12 STEP • • • •
OVH • • • • • •
Tab. 6.19: Traitements choisis pour les diﬀérents déchets pour les scénarios 1
à 10. DB indique la distillation batch et DC indique la distillation
continue.
6.8 Discussion
6.8.1 Analyse des indicateurs de performance
En observant le tableau 6.17 on constate que le scénario de référence
(scénario 1) est sous-optimal ou, inversement, il existe au moins un scé-
nario par fonction objectif qui permet de réduire les coûts opératoires
ou l'impact selon Eco-Indicator ou selon UBP. Grâce à la production
d'électricité et à la récupération de solvant, il est possible d'envisager des
économies d'argent importantes et une réduction d'impact conséquente.
La ﬁgure 6.7 représente les contributions des diﬀérentes unités du sys-
tème aux indicateurs de performance pour le scénario de référence.
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Fig. 6.7: Répartition des coûts et de l'impact pour le scénario 1.
La grande majorité des coûts opératoires est due à l'achat de solvant
(38 %), de gaz naturel (33 %) et d'électricité (22 %). Les autres unités
contribuent en parties très similaires (autour de 1.1 %). Cette tendance
se conﬁrme avec l'indicateur d'impact UBP, où le gaz naturel s'impose
(55 %), suivi du solvant (28 %) et de l'électricité (16 %). Les unités de
traitement et les utilitaires ne contribuent que de manière marginale à
l'impact. Dans le cas de l'indicateur d'impact ei99ha, la situation est rela-
tivement diﬀérente. Le gaz naturel contribue ici de manière prépondérante
à l'impact (76 %), suivi par le solvant (23 %).
La récupération de chaleur va donc être très importante pour économi-
ser du gaz naturel et le recyclage des déchets le sera pour la récupération
du solvant.
6.8.2 Conﬁguration de base du système
On compare ici les résultats obtenus par les scénarios 1, 2, 3 et 4,
caractérisés par la conﬁguration de base du système, c'est-à-dire sans dis-
tillation ni cycle vapeur.
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Le tableau 6.17 montre que le scénario de référence (scénario 1) met en
oeuvre la stratégie de traitement la plus économique et que le scénario 3
permet de réduire l'impact ei99ha de 0.01 %. L'impact selon l'indicateur
UBP ne peut pas être réduit signiﬁcativement. Ces gains sont très limités,
signe que la marge de manoeuvre avec les technologies à disposition est
très réduite.
Au tableau 6.18 on apprend que la réduction de l'impact se fait par
une consommation moindre de gaz naturel (-0.01 %), mais par une aug-
metnation de la consommation d'eau (+120 %). Cela est réalisé par une
utilisation systématique de l'OVH (tab. 6.19), aﬁn de récupérer un maxi-
mum de chaleur et réduire la consommation de gaz naturel.
6.8.3 Introduction de la distillation et du cycle vapeur
L'introduction de la distillation et du cycle vapeur permet de réduire de
manière consistante les coûts opératoires et l'impact environnemental. Le
résultat est plus mitigé pour l'indicateur ei99ha, qui voit une diminution
de seulement 0.59 % pour le scénario 6. Toutefois, la diminution des coûts
est contrebalancée par une augmentation de l'impact selon ei99ha, alors
que UBP semble suivre la même tendance que celle de l'optimisation des
coûts.
La réduction des coûts (scénario 5) est réalisée par l'économie de sol-
vant, d'électricité et d'eau de refroidissement. Le cycle vapeur produit
l'électricité requise par le système. L'économie de solvant est obtenue par
l'utilisation systématique de la distillation. Les coûts sont également ré-
duits par l'utilisation de la STEP au lieu de l'OVH. La production locale
d'électricité requiert par contre une augmentation dans l'achat du gaz
naturel.
Le meilleur impact selon l'indicateur ei99ha est obtenu par le scénario
6 avec un gain de 0.6 % par rapport au scénario de référence. Ici on éco-
nomise sur l'achat de gaz naturel et de solvant, au sacriﬁce de l'eau de
refroidissement. L'électricité est achetée sur le réseau. Ceci est réalisé par
l'utilisation de l'OVH par rapport à la STEP et de l'incinération par rap-
port à la distillation, exception faite pour le déchet 11 qui est recyclé par
distillation continue. Cela s'explique par la consultation du tableau 6.5,
où l'on remarque que le déchet 11 et le résidu issu de sa distillation ont
des pouvoirs caloriﬁques très proches. Il y a donc tout intérêt à recycler
le déchet aﬁn de récupérer du solvant (et donc réduire l'impact dû à son
achat) et de réduire le débit de déchet à incinérér, aﬁn d'économiser sur
le gaz naturel pour la deNOx.
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La réduction de l'impact selon l'indicateur UBP (scénario 7) produit
des solutions très proches de celle obtenue par la réduction des coûts (voir
tab. 6.17). Ceci est essentiellement dû à la production locale d'électricité,
qui permet de réduire l'impact lié à l'achat depuis le réseau. En eﬀet, la
stratégie de traitement est très diﬀérente, car on privilégie l'OVH à la
STEP. La distillation est préférée à l'incinération.
6.8.4 Vente d'électricité
La vente d'électricité permet de réduire davantage les coûts opératoires
et l'impact selon l'indicateur UBP. Comme dans le cas du scénario 6, l'op-
timisation du problème d'intégration selon l'indicateur ei99ha conduit à
renoncer à produire de l'électricité. L'impact évité par la vente d'électri-
cité (-0.0003186) est en eﬀet inférieur à celui dû à l'achat du gaz naturel
(0.0042).
La solution obtenue par le scénario 8 est une solution aberrante. Cela
peut être déduit du tableau 6.13. Le gaz naturel coûte 4.72 US$/GJ et
le prix de revente de l'électricité vaut environ 12.5 US$/GJ. Part consé-
quent, la conversion du gaz en électricité est tout à fait rentable et le
modèle d'intégration aura tendance à maximiser la production d'électri-
cité. La solution numérique obtenue par le scénario 8 est due au fait que
le Fmaxu de l'unité qui fournit l'eau de refroidissement est atteint. Cette
contrainte empêche l'achat supplémentaire d'eau de refroidissement et par
conséquent l'évacuation de la chaleur due aux retours de condensat. Sans
cette contrainte, le problème serait non borné et ne pourrait pas être
résolu.
Dans le cas du scénario 10, la solution est par contre correcte. Dans ce
cas, pour réduire l'impact selon l'indicateur UBP on accepte d'acheter une
quantité supplémentaire de gaz naturel (+17 %) pour produire davantage
d'électricité, mais on économise en même temps sur la quantité d'eau
achetée (-0.09 %). Par conséquent le cycle vapeur est dimensionné de telle
manière à exploiter au mieux la chaleur disponible, sans excéder dans la
consommation de ressources supplémentaires.
La ﬁgure 6.8 montre les courbes intégrées des unités de procédé et
du cycle vapeur pour les scénarios 1, 5 et 10. La ﬁgure 6.8(a) permet
de se faire une idée de la quantité de chaleur requise par les unités de
procédé. On remarque également que la chaleur est fournie à une tempé-
rature nettement supérieure à la température requise. L'intérêt technique
de l'introduction du cycle vapeur est donc évidente.
Dans le scénario 5 on introduit le cycle vapeur et on optimise le pro-
blème aﬁn de minimiser les coûts opératoires. En interdisant la vente
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d'électricité, le cycle vapeur ne peut pas être exploité pleinement, comme
en témoigne la ﬁgure 6.8(b). Cela est davantage évident en comparant
cette ﬁgure à la ﬁgure 6.8(c) obtenue par le scénario 10 et où le cycle
vapeur exploite toute la chaleur disponible. On remarque tout de suite
comment tous les collecteurs de vapeur sont activés et on remarque que
de nombreux soutirages sont activés pour maximiser le débit de vapeur
produite.
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Fig. 6.8: Courbes intégrées du procédé et du réseau vapeur.
6.8.5 Recommandations pour le développement des
stratégies de traitement des déchets
L'analyse des choix optimaux des traitements pour les diﬀérents déchets
du tableau 6.19 permet de déﬁnir des lignes directrices pour le développe-
ment des stratégies de traitement des déchets et de la gestion des unités
pour la production des utilitaires.
L'utilisation du cycle vapeur pour la production d'électricité s'avère
en général bénéﬁque. Dans le cas des scénarios optimisés par rapport
à l'impact ei99ha, on préfère par contre économiser sur l'achat de gaz
naturel qui présente un impact nettement plus important que celui de
l'électricité achetée. En observant les courbes intégrées de la ﬁgure 6.8
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on constate que malgré l'intégration du cycle vapeur, il reste encore de
la chaleur disponible à haute température. Comme il n'est pas possible
d'augmenter la pression des collecteurs de vapeur pour des raisons de coûts
d'investissement et de contraintes mécaniques, il serait à envisager de
remplacer les chaudières par une turbine à gaz. Cette technologie présente
un proﬁl température-enthalpie à plus basse température et permet en
même temps de produire de l'électricité.
Les économies sur les coûts opératoires sont réalisées en préférant la
STEP à l'OVH et la distillation à l'incinération, aﬁn d'économiser sur
l'achat de solvants et de gaz naturel.
Pour réduire l'impact selon l'indicateur ei99ha, on préférera l'OVH à
la STEP et l'incinération à la distillation, aﬁn d'économiser un maximum
de gaz naturel. Toutefois, le cas du déchet 11 montre qu'il est toujours
nécessaire de vériﬁer toutes les opportunités de traitement, car, selon les
propriétés thermodynamiques des déchets, il y a la possibilité d'opérer
des changements qui s'avèrent bénéﬁques.
Enﬁn, pour minimiser l'impact selon l'indicateur UBP il faut préférer
l'OVH à la STEP et la distillation à l'incinération.
L'analyse des résultats du calcul des diﬀérents scénarios de ce cas
d'étude montre une opposition entre les stratégies de traitement des dé-
chets pour minimiser les coûts et celles développées pour minimiser l'im-
pact environnemental selon l'indicateur ei99ha. Les solutions obtenues
pour l'indicateur UBP sont un compromis entre les deux autres indica-
teurs. Du point de vue de l'impact environnemental il faut donc éviter
à tout prix la STEP, aﬁn d'utiliser des technologies qui permettent de
récupérer un maximum de ressources. Entre l'incinération et le recyclage
la stratégie à adopter est plus diﬃcile à saisir.
6.9 Conclusions
L'opposition dans les stratégies de traitement des déchets entre mini-
misation des coûts opératoires et minimisation de l'impact ne permet pas
de déﬁnir une stratégie unique.
Dans une situation réelle on choisira probablement les stratégies élabo-
rées pour minimiser les coûts opératoires, mais l'identiﬁcation de l'opti-
mum par rapport à l'impact peut servir comme instrument de sensibili-
sation et pour se positionner par rapport à une politique environnemen-
tale cohérente. L'utilisation d'outils de simulation et d'intégration comme
celui présenté dans ce travail de doctorat permettent de quantiﬁer ces
diﬀérences et peuvent aider dans la prise de décision. Ces outils peuvent
également servir lors de la synthèse de nouvelles lignes de procédé ou
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pour l'installation de nouvelles technologies de conversion d'énergie. En
introduisant les coûts d'investissement, il est ainsi possible d'évaluer les
retours sur l'investissement et les bénéﬁces écologiques.
La méthode d'intégration multi-réseaux développée dans ce travail s'avère
très performante pour exploiter toutes les possibilités d'intégration. La
synthèse simultanée de toutes les connexions de matière et d'énergie per-
met d'identiﬁer des opportunités d'interaction autrement diﬃciles à saisir,
comme par exemple la possibilité de préchauﬀer l'eau du réseau vapeur
pour maximiser la puissance du cycle vapeur et réduire en même temps
la quantité d'eau de refroidissement consommée. Le même raisonnement
est valable pour la gestion de la distillation, qui permet de réduire l'achat
de solvant, mais qui requiert de la chaleur et de l'eau de refroidissement.
La méthode d'intégration proposée est extrêmement ﬂexible et permet
d'étendre le problème avec un eﬀort minimum. L'évaluation d'un nouveau
déchet est immédiate, pourvu qu'on dispose de ses données thermodyna-
miques. L'ajout d'une nouvelle technologie au sein du système requiert
simplement l'inventaire et la quantiﬁcation de ses contributions aux dif-
férents réseaux et aux indicateurs de performance. Le lien avec les autres
unités du système est réalisé automatiquement, grâce aux outils informa-
tiques développés dans le cadre de ce travail.
L'intégration d'un nouveau réseau dans le modèle d'intégration requiert la
déﬁnition d'une couche supplémentaire et la mise à jour des contributions
des unités du système au nouveau réseau.
Toutes ces opérations requièrent bien entendu du temps pour le déve-
loppement des modèles et pour la quantiﬁcation des contributions. Tou-
tefois, grâce à l'approche systématique et à la modularisation, les outils
développés dans le cadre de ce travail sont en mesure d'automatiser les
opérations récurrentes et prennent en charge la partie la plus complexe
de la phase de synthèse qui consiste en la mise en relation des diﬀérentes
unités du système et la résolution du modèle de la superstructure.
Ainsi, en toute généralité, l'étude d'un système complexe est surtout
une question de temps consacré à la constitution des éléments qui le com-
posent, qui peut par ailleurs être réduit par la réutilisation de modules
déjà développés dans le cadre d'autres études. Si l'on compare ceci à l'ef-
fort qui est requis pour la mise en place et pour la résolution d'un système
réalisé par des techniques simultanées, on se rend compte que l'écart est
énorme et cela explique en partie pourquoi on trouve dans la littérature
essentiellement des exemple de petite taille résolus à l'aide de méthodes
simultanées.
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Chapitre 7
Conclusions
7.1 Origines et objectifs
Origines Le point de départ qui a donné naissance à ce projet de thèse
est l'apparition vers la ﬁn des années 1990 d'une nouvelle approche de syn-
thèse des systèmes énergétiques industriels. De nombreux travaux réalisés
au LENI mettent en oeuvre des techniques qui se distinguent clairement
des approches conventionnelles basées sur la programmation mathéma-
tique ou les approches hiérarchisées.
Ces travaux utilisent un certain nombre d'éléments méthodologiques
récurrents, comme par exemple l'optimisation globale du modèle du sys-
tème, la modélisation à l'aide de la technique de la boîte noire, le calcul
d'indicateurs thermoéconomiques ou environomiques et, plus récemment,
les techniques d'intégration de procédés pour la synthèse du réseau d'é-
changeurs de chaleur.
Toutefois, on constate l'absence d'une approche systématique et for-
melle. Les éléments méthodologiques sont assemblés au cas par cas, pour
satisfaire les besoins du cas d'étude. Cela limite la possibilité de réutili-
sation des modèles développés et la valorisation de l'expérience acquise.
Objectifs de ce travail Suite à ces constats, naît la nécessité d'étudier
plus dans le détail ces approches, aﬁn de faire ressortir et de formaliser
les éléments méthodologiques qui permettent de conduire à la formula-
tion d'une méthode de synthèse cohérente, ayant l'ambition de permettre
l'étude systématique de systèmes de plus en plus grands et complexes.
Parmi les objectifs énoncés pour ce travail, on rappelle la volonté de
permettre la réutilisation des modèles et des méthodes de calcul dévelop-
pés lors d'études précédentes et l'encouragement à utiliser des indicateurs
de performance standardisés, qui permettent la comparaison des résultats
entre cas d'étude distincts.
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7.2 Contributions
Formalisation de la méthode Les contributions de ce travail se situent
à diﬀérents niveaux de la méthode de synthèse. En premier lieu, une ana-
lyse systématique des éléments méthodologiques utilisés par les études
eﬀectuées au LENI a été réalisée aﬁn de formaliser une méthode de syn-
thèse des systèmes énergétiques industriels. La méthode proposée dans
ce travail est basée sur l'optimisation globale du modèle du système, qui
est constitué par l'assemblage d'un ensemble de modules formulés selon
la technique de la boîte noire. Les fonctions objectif du problème d'opti-
misation sont basées sur des indicateurs de performance qui représentent
par exemple les coûts du système, ses performances techniques ou son
impact environnemental. L'optimisation est réalisée à l'aide d'un algo-
rithme évolutionniste multi-objectifs, qui permet de mettre en valeur les
diﬀérentes caractéristiques du système à l'aide de plusieurs indicateurs de
performance déﬁnissant les fonctions objectif. Pour simpliﬁer la résolu-
tion du problème, caractérisé par des équations fortement non-linéaires
et par de nombreuses variables combinatoires, on décompose le problème
d'optimisation en un problème maître et un sous-problème d'optimisation
esclave.
La méthode ainsi formulée fournit des lignes directrices qui déﬁnissent
son cadre d'application. Toutefois, la méthode fournit également un degré
de ﬂexibilité qui permet son adaptation aux spéciﬁcités de chaque cas
d'étude, notamment dans le choix des indicateurs de performance ou dans
le choix de la répartition des variables de décision entre le problème maître
et le problème esclave.
Décomposition du problème La décomposition du problème est réalisée
de telle manière à soulager le problème maître des variables dites compli-
catives, liées notamment aux variables combinatoires pour l'identiﬁcation
des paires de ﬂux échangeant de la chaleur.
Dans les grandes lignes, on suggère de conﬁer au problème maître la
résolution des variables continues qui concernent les caractéristiques et les
performances des opérations physiques unitaires, qui sont généralement
liées à des équations non-linéaires. Le sous-problème d'optimisation es-
clave gère les variables liées à la superstructure du système, c'est-à-dire
les débits des ﬂux échangés, les quantités de chaleur, les variables com-
binatoires et les variables entières liées aux choix technologiques. Pour
assurer une robustesse importante, le problème esclave est formulé avec
des équations linéaires en nombres entiers.
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La répartition des variables entre le problème maître et le problème
esclave est toutefois libre, pour qu'elle puisse être choisie en fonction du
problème de synthèse étudié. Cela permet de garantir une ﬂexibilité maxi-
male pour l'étude de systèmes complexes et pour l'intégration d'approches
de synthèse diﬀérentes.
Intégration multi-réseaux Le sous-problème esclave est formulé à l'aide
des techniques d'intégration de procédés. Dans les travaux récents réalisés
au LENI, ce problème est résolu avec la cascade thermique, qui modélise
de manière implicite les caractéristiques du réseau d'échangeurs de cha-
leur. Dans ce travail, ce modèle a été étendu aﬁn de modéliser également
les réseaux de transfert de matière.
Pour ce faire, ce travail introduit une nouvelles dimension aux tech-
niques existantes, la notion de couche. La formulation mathématique de
ces deux types de réseau est associée à une couche qui est liée à un certain
type de ﬂux. Ainsi, la résolution du modèle d'un réseau ne concerne que
les ﬂux liés à la couche et la déﬁnition du plusieurs couches permet de
synthétiser individuellement plusieurs réseaux.
L'interaction entre les réseaux est obtenue par l'intermédiaire des unités
d'intégration qui déclarent leurs contributions aux diﬀérentes couches sous
la forme de ﬂux de matière et d'énergie consommés ou produits. Le calcul
du taux d'utilisation optimal de chaque unité, nécessaire pour boucler les
bilans de matière et d'énergie du système, induit par conséquent un eﬀet
sur les débits des ﬂux et par conséquent sur les diﬀérentes contributions
aux réseaux concernés.
L'intégration simultanée de plusieurs réseaux permet de résoudre des
problèmes de synthèse où le transfert simultané de matière et d'éner-
gie est hautement intégré. Pour traiter ces problèmes avec les techniques
conventionnelles, il est nécessaire de réécrire ou d'étendre le modèle d'inté-
gration de manière spéciﬁque au cas étudié. Grâce à l'approche proposée,
la déﬁnition du problème d'intégration peut être réalisée de manière sys-
tématique en combinant les couches et les unités selon les besoins, sans
qu'il soit nécessaire d'intervenir sur la déﬁnition du modèle.
Structuration de l'information La méthode de synthèse des systèmes
énergétiques industriels proposée dans ce travail est techniquement plus
complexe à mettre en oeuvre que les méthodes conventionnelles, telles
que les approches simultanées ou les approches hiérarchiques. Cela est
dû au fait qu'elle combine un ensemble d'éléments hétérogènes, qui sont
programmés à l'aide de diﬀérents logiciels de simulation et de langages
de programmation. Ce choix se justiﬁe par la volonté d'utiliser les ou-
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tils qui se prêtent le mieux aux diﬀérentes tâches, comme les logiciels de
ﬂowsheeting pour la simulation des opérations physiques unitaires ou les
outils de programmation mathématique pour la formulation du problème
d'intégration. La volonté est également celle d'intégrer des travaux anté-
rieurs, qui n'ont donc pas été conçus dans l'optique de l'approche actuelle,
aﬁn de valoriser leur contenu technique et scientiﬁque.
L'organisation de l'information est donc fondamentale pour assurer le
transfert de données entre les diﬀérents éléments du modèle et pour déﬁ-
nir un cadre méthodologique cohérent permettant d'intégrer de manière
continue de nouveaux éléments issus de l'avancée de la recherche scienti-
ﬁque.
La syntaxe EnergyTechnologies a été créée dans l'objectif d'ajouter une
couche d'abstraction à chaque élément méthodologique utilisé par la mé-
thode de synthèse. Ainsi, chaque modèle et chaque méthode de calcul
des indicateurs de performance est représenté sous la forme d'une boîte
noire, dont l'interface est décrite par la syntaxe EnergyTechnologies. Cette
description contient les informations nécessaires pour intéragir avec le
contenu du module et pour mettre en relation diﬀérents modules.
Cette technique permet d'uniformiser la manière d'utiliser les éléments
méthodologiques et permet le développement d'outils informatiques qui
sont en mesure d'automatiser des opérations récurrentes, comme le trans-
fert de données ou l'appel de diﬀérents logiciels de modélisation.
Cette architecture structurée facilite le développement d'outils informa-
tiques d'aide à la synthèse des systèmes énergétiques et encourage l'appli-
cation de bonnes pratiques de modélisation issues des expériences passées.
On se positionne en eﬀet dans une démarche d'amélioration de l'existant,
dans la rationalisation des approches et dans la constitution de bases so-
lides qui pourront être utilisées ultérieurement comme point de départ.
Outils d'aide à la synthèse La plate-forme OSMOSE a été développée
pour prendre en charge la complexité liée à la gestion de l'ensemble hété-
rogène des éléments méthodologiques de l'approche de synthèse. Elle gère
les diﬀérentes étapes de la synthèse dont la constitution du modèle du
système, la résolution du problème maître et du problème esclave, le cal-
cul des indicateurs de performance, l'optimisation globale et la génération
et l'analyse des résultats de calcul.
La plate-forme a déjà été utilisée pour de nombreux cas d'études, par
des collègues du LENI et dans le cadre de collaborations avec des uni-
versités étrangères et des partenaires industriels. La gamme de systèmes
étudiés est très large et va de l'intégration des pompes à chaleur dans les
sites industriels (Becker et al. (2009)), aux procédés de pâtes et papiers
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(Périn-Levasseur (2009)), aux cycles ORC (Demierre et Favrat (2008)),
à la conversion de la biomasse en gaz de synthèse et électricité ( Gerber
et al. (2009) et Gassner (2010)), aux cycles combinés avancés ( Girar-
din et al. (2009), Bernier et al. (2010)), aux piles à combustible PEM et
SOFC (Palazzi et al. (2005), Autissier et al. (2006) et Facchinetti et al.
(2010)), aux, centrales solaires à tour (Augsburger et Favrat (2010)) ou
à l'optimisation de l'irradiation solaire sur les bâtiments (Kämpf et al.
(2007)).
L'objectif de diﬀusion de l'approche est donc déjà en partie atteint et
nous souhaitons que la méthode de synthèse de systèmes énergétiques
industriels puisse faire l'objet d'autres études dans l'avenir.
Techniques de parallélisation L'utilisation d'algorithmes évolutionnistes
permet de paralléliser le calcul d'optimisation, puisque chaque individu est
évalué de manière indépendante. L'architecture modulaire de déﬁnition
du modèle du système permet, dans une certaine mesure, d'envisager la
parallélisation de l'évaluation des diﬀérents modules, pour autant que la
superstructure qui les unit soit calculée dans un deuxième temps, par
exemple à l'aide du modèle d'intégration présenté au chapitre 3.
La parallélisation est un des avantages majeur de la méthode de syn-
thèse proposée par rapport aux méthodes simultanées et hiérarchiques,
qui ont une nature séquentielle diﬃcilement parallélisable.
Le calcul parallèle permet d'envisager la synthèse de systèmes de taille
importante, puisque le temps de calcul peut être maintenu dans des des
limites raisonnables.
7.3 Exemples d'application
Deux cas d'étude sont présentés pour illustrer l'application de l'ap-
proche de synthèse.
Cycles combinés Ce premier cas d'étude présente la synthèse de deux
cycles combinés : un cycle conventionnel et un cycle basé sur une turbine
à gaz AZEP, qui intègre un système de capture du CO2. Cet exemple
est l'occasion de montrer la facilité de mise en oeuvre de la méthode
de synthèse par l'assemblage et la réutilisation de diﬀérents modules, la
déﬁnition du problème d'optimisation et l'analyse des résultats de calcul.
Grâce à l'utilisation des techniques d'intégration, il a été possible d'iden-
tiﬁer des possibilités de récupération de chaleur qui se révèlent extrême-
ment utiles pour l'amélioration des performances de ces cycles. En particu-
lier, l'utilisation de la chaleur à basse température fournie par le système
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de capture du CO2 permet d'augmenter la puissance produite par le cycle
vapeur à tel point que les performances du cycle combiné AZEP sont
supérieures à celles du cycle conventionnel. On rappelle que les experts
(Åsen et Wilhelmsen (2003); Eklund et al. (2003); Griﬃn et al. (2005)),
sur la base d'approches de simulation conventionnelles, avaient prédit une
perte d'éﬃcacité du cycle AZEP de l'ordre de 2 à 5 points par rapport au
cycle conventionnel.
Traitement de déchets industriels Le deuxième exemple concerne le dé-
veloppement de stratégies de traitement de déchets produits par un site
industriel dans le domaine de la chimie ﬁne.
Le système étudié est constitué par diﬀérentes technologies de traite-
ment, dont certaines permettent de recycler une partie des déchets et
d'autres sont destinées au traitement ﬁnal, avant l'émission dans l'envi-
ronnement. Ces unités consomment et produisent diﬀérentes matières et
services énergétiques, qu'elles ont le potentiel d'échanger au sein du sys-
tème aﬁn de réduire les quantités achetées sur le marché. La stratégie de
traitement des déchets produits par les unités de procédé doit donc tenir
compte de ces productions et consommations aﬁn de déterminer des solu-
tions capables tirer proﬁt de toutes les possibilités d'interaction entre les
unités.
Le modèle d'intégration multi-réseaux est utilisé pour résoudre ce pro-
blème. Chaque matière et service énergétique est associé à une couche,
aﬁn de déterminer la conﬁguration optimale du réseau de distribution as-
socié. Diﬀérents scénarios sont étudiés pour observer l'optimisation de la
stratégie de traitement par rapport à des fonctions objectif basées sur les
coûts opératoires et l'impact environnemental.
Les solutions obtenues montrent la capacité du modèle d'intégration à
maîtriser la complexité du problème et à élaborer des stratégies adaptées
à l'objectif désiré. L'outil s'avère un instrument d'aide à la décision très
puissant, capable de susciter l'intérêt du partenaire industriel participant
à l'élaboration du cas d'étude.
7.4 Perspectives
La méthode de synthèse développée dans le cadre de ce travail per-
met d'étudier de nombreux cas d'application, comme en témoignent les
exemples d'application cités. Il reste néanmoins des domaines d'étude qui
n'ont pas fait l'objet d'une analyse approfondie dans ce travail et d'autres
qui n'ont pas été abordés. On fait ici le point sur les sujets qui méritent
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dans l'avenir une attention particulière et qui vont inﬂuencer l'évolution
de la méthode de synthèse.
Bases de données de modules Un des objectifs majeurs énoncés pour
le développement de la méthode de synthèse est la capacité d'intégrer le
travail de recherche réalisé dans des études précédentes, aﬁn de pouvoir
évoluer sur des bases solides et proﬁter de l'expérience acquise.
Pour réaliser cet objectif, une base de données de modules partagée a
été créée. Elle compte à ce jour un nombre de modules grandissant, dont
une partie a déjà été utilisée dans le cadre de plusieurs études de cas.
Le déﬁ qui se pose dans l'avenir est de consolider les modules existants
par une procédure de validation complète, qui vise à garantir la qualité
des modèles, la validité des résultats numériques qu'ils fournissent, ainsi
que la qualité bibliographique et scientiﬁque. Cette procédure de certi-
ﬁcation doit faire intervenir des experts, aﬁn qu'il soit possible d'établir
une conﬁance aussi grande que possible sur le contenu de la base de don-
nées. Cette condition permettra ainsi un partage facilité des modules avec
d'autres acteurs du domaine de la synthèse de systèmes énergétiques in-
dustriels et favorisera l'échange de connaissances et d'expériences.
Dimension des systèmes étudiés La validation des modules est une
condition indispensable pour la constitution de systèmes de grande taille.
Il sera ainsi possible de partir de bases solides pour repousser les limites
des frontières des systèmes chaque fois un peu plus loin.
La dimension des systèmes étudiés est un enjeu majeur dans la dé-
ﬁnition des problèmes d'intégration, puisque un grand nombre d'unités
apporte un nombre de degrés de liberté plus important, qui permettra
d'identiﬁer de meilleures opportunités d'économie d'énergie et de matière.
Il sera donc important d'être en mesure d'inclure dans le système étudié
toutes les unités qui peuvent participer à une meilleure intégration du
système et conduire à des économies d'énergie et de matière.
Régime multipériodes et batch Les systèmes étudiés jusqu'à présent
opèrent selon un régime stationnaire, ou, comme dans le cas de l'étude de
la gestion des déchets, qui est considéré stationnaire. Ce type de régime
concerne un grand nombre de systèmes énergétiques industriels. Il existe
toutefois également une part importante de procédés qui opèrent selon des
régimes qui peuvent être représentés par des problèmes multipériodes ou
batch, notamment dans le domaine de la chimie ou de l'agro-alimentaire.
La méthode de synthèse présentée dans ce travail permet dans une
certaine mesure de traiter des problèmes de ce type, mais elle ne fournit
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pas tous les éléments nécessaires pour une gestion eﬃcace de l'énergie et
de la matière, notamment pour ce qui concerne la gestion du stockage.
Son architecture est toutefois prête à l'extension nécessaire au passage
vers les régimes non-stationnaires. Claude Rérat travaille notamment sur
ce sujet (Rerat et al. (2009)) à l'aide des outils développés dans le cadre de
ce travail, en particulier la syntaxe EnergyTechnologies et la plate-forme
OSMOSE.
Intégration simultanées de la matière et de l'énergie Le modèle d'in-
tégration présenté au chapitre 3 permet d'étudier des problèmes où l'in-
teraction entre les réseaux de transfert de matière et d'échange d'énergie
est important. Le cycle vapeur présenté au chapitre 3.8.1 est un cas ty-
pique où la formulation du problème d'intégration multi-réseaux apporte
un bénéﬁce consistant au niveau de la synthèse.
Dans l'avenir il sera intéressant d'explorer davantage ces possibilités
d'interaction, notamment dans la gestion des mélanges, dans le stockage
et dans les processus de séparation complexes, comme par exemple les
colonnes de distillation.
Réseaux de grande taille et géo-localisation Il a été montré que la déﬁni-
tion de multiples cascades thermiques couplées à un ou plusieurs réseaux
de transfert de matière permet d'étudier des problèmes de synthèse des
systèmes urbains et notamment de chauﬀage et de refroidissement à dis-
tance.
Une composante dont on ne tient pas encore compte dans le problème
d'intégration est la dimension géographique. La distance entre un produc-
teur et un consommateur peut inﬂuencer les choix d'intégration et sa prise
en compte devient nécessaire lorsque la dimension du problème étudié se
situe au niveau d'une ville ou même d'une région. Il faudra dans l'avenir
se pencher sur cette problématique, que l'on retrouve également sur les
sites industriels.
Flexibilité du réseau d'échangeurs de chaleur Grâce à la décomposition
en trois étapes du problème de la synthèse du réseau d'échangeurs de
chaleur, il est possible d'obtenir une conﬁguration du réseau réalisable. Il
s'agit de la plupart du temps d'une conﬁguration qui peut être améliorée,
notamment dans l'élimination des petits échangeurs et par la relaxation
des règles du pincement. Cela permet en même temps de réduire le coût
d'investissement du réseau et, grâce à la simpliﬁcation, d'augmenter sa
ﬂexibilité par rapport aux changements de régime.
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Une analyse approfondie de ce sujet est nécessaire aﬁn d'étudier sys-
tématiquement le comportement du réseau d'échangeurs soumis à des
variations de régime. Cela devient davantage important lors de l'étude de
système qui opèrent dans un régime multipériodes ou batch.
Transfert technologique Les outils informatiques développée dans le cadre
de ce travail sont des outils de recherche, qui n'ont pas un but commercial
et qui peuvent diﬃcilement être transmis à l'industrie.
Le transfert technologique est néanmoins fondamental pour que l'in-
dustrie puisse proﬁter des avancées issues du domaine de la recherche. Il
sera important dans l'avenir de créer un pont avec l'industrie en favorisant
la collaboration étroite avec les développeurs de logiciels professionnels.
Le partage des standards de communication tels que EnergyTechnologies
peut être un point de départ dans cette direction, car cela permettra une
intégration plus étroite entre outils de recherche et outils professionnels.
Le transfert technologique sera ainsi facilité.
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