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Abstract--This paper presents a novel approach to the 
monitoring of inter-area oscillation frequency and 
damping using multivariate analysis techniques. A two-
step method is presented (i) Independent Component 
Analysis for the detection of inter-area modes and 
estimation of their frequencies, and (ii) Random 
Decrement for the estimation of mode damping. The 
method is applied to real measurements taken in Finland 
within the Nordic Power System to estimate the critical 
inter-area mode frequency and damping in the system.1 
 
Index Terms-- Independent Component Analysis, Inter-
area Oscillations, Power System Damping, Power System 
Stability, Random Decrement, Wide Area Monitoring 
I. INTRODUCTION 
NTER-AREA oscillations are inherent to power networks and 
are created when two electrical systems with large numbers 
of generators are connected by a weak tie-line. These 
oscillations, or modes as they are more commonly referred to, 
are usually stable but typically have small damping ratios. 
Even though oscillations are characteristic of the post-fault 
response of a system, they can also be excited by random 
events such as the normal variation of load demand. As 
electrical power networks are being operated closer to their 
limits, poorly damped oscillations can pose various problems 
such as limiting transfer capacities and in more severe cases 
can lead to system instability causing a wide-scale blackout. 
Also, the use of models to predict the stability margin of the 
system is increasingly problematical because of uncertainty in 
the level of generation, demand and parameters of various 
components of the system.  In view of this, it is necessary to 
monitor the damping levels of oscillations in power systems 
through measurements in real-time. Fortunately in the last few 
years there has been a growing deployment of system-wide 
measurement activities through Wide Area Measurement 
Systems (WAMS) that collect data using Phasor Measurement 
Units (PMUs) from different locations, time synchronized 
through global positioning systems [1]. This data comprises 
measurements of voltage magnitudes and angles, current 
magnitudes and angles, active and reactive power and system 
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frequency gathered at a high sampling rate. Our research 
addresses the problem of assessing the stability of inter-area 
modes during the ambient operation of power systems using 
measurements from PMUs. This is a challenge because the 
Signal to Noise Ratio (SNR) is usually low during ambient 
operation making detection of oscillations difficult. In 
addition, the observed measurements are influenced not only 
by the transmission system itself but also the random load 
fluctuations that continuously deviate the system equilibrium 
slightly but in a non-stationary manner. 
A review of the methods used for estimation of power 
system characteristics has been carried out in [2]. The methods 
are described as non-parametric or parametric. Non-parametric 
methods refer to those approaches that work on data to 
estimate characteristics of the data itself whereas parametric 
methods are those that work on data to make inferences about 
the system generating the data. The main focus in the analysis 
of ambient measurements is to try and infer the underlying 
system characteristics which requires the use of parametric 
approaches, and non-parametric approaches that can provide 
additional input to parametric approaches. The most 
frequently used method in power systems stability analysis is 
Prony Analysis which is a parametric method [3],[4]. The 
Prony method fits a linear prediction model of exponentially 
decaying sinusoids to data. The method has many advantages, 
for example, it does not require a priori knowledge of the 
modes present and it only requires one and a half cycles of the 
oscillation to be present before it delivers a result [4]. 
However, it can only be applied to transients, requires some 
knowledge of the system dimension and tends to over-fit the 
signal using additional frequencies when there is a significant 
amount of noise present [3]. Prony analysis can therefore not 
be directly applied in ambient operation where the measured 
system outputs are stochastic, contain broadband noise and 
typically have low SNRs. Methods applicable to ambient 
operation available in literature include Yule-Walker methods 
[5] , least squares algorithms [6] and subspace methods [7]. 
These are also parametric methods because they assume an 
underlying linear system model excited by random load 
variations. 
This paper demonstrates the effectiveness of a simple non-
parametric approach based on multivariate analysis of the 
signals from PMUs. It presents a two-step method for 
application to ambient operation: (i) a mode-selection step for 
the detection of the presence of inter-area modes and 
estimation of their frequencies via a multivariate analysis 
technique known as Independent Component Analysis (ICA) 
[8], and (ii) the estimation of the mode damping by estimating 
I
 the system response via a technique known as Random 
Decrement (RD) [9]. Multivariate ICA enables analysis of 
many sets of measurements simultaneously (not necessarily of 
the same quantity) and derives information regarding the 
frequencies. This information is then utilized to filter the 
signals and estimate the system response, and hence the mode 
damping, using the RD technique. The RD technique is 
preferred to other methods because it is easy to understand and 
implement since it only involves the operations of signal level 
detection and averaging. It additionally has a low 
implementation penalty time and can easily be combined with 
a mode-selection approach. 
The paper is organized as follows: Section II describes the 
two techniques that comprise the implemented method. 
Section III introduces the Nordic Power Network (Finland, 
Norway and Sweden) with a discussion of the critical modes 
in the system. Section IV illustrates the application of the 
methods to a set of simulated data and finally, the methods are 
applied to PMU data from the Finnish WAMS system to 
estimate the frequency and damping of the critical inter-area 
mode that manifested in Finnish part of the network in Section 
V. Section VI contains a discussion of the results and Section 
VII provides a summary of the findings. 
II. METHODS FOR MODAL FREQUENCY AND DAMPING 
ESTIMATION 
A. Independent Component Analysis (ICA) 
Independent Component Analysis (ICA) is a method used 
to solve a problem known as blind source separation which 
refers to the process of recovering unobserved signals or 
‘sources’ from several observed mixtures without any a priori 
knowledge of the observed mixtures [10]. Reviews of the 
theory of ICA can be found in [8],[10] and  [11]. 
1) Time-Domain ICA for Blind Source Separation 
The aim of time-domain ICA is to decompose a matrix of 
time measurements (X)1 into common and independent non-
Gaussian sources (referred to as Independent Components - 
ICs) such that X = AS where the rows of X are time series 
realized as a linear superposition of signals from the various 
sources in S, in the specific ratios contained in A. The concept 
of non-Gaussianity relates to the Probability Density Function 
(PDF) of the elements in a row of S which, if the signals are 
stationary, may be estimated directly from the elements of the 
row (for example, the mean and variance of the PDF would be 
estimated from the mean and variance of the elements in the 
row vector)2. Numerical methods are available for extracting 
an S matrix whose rows are statistically independent and 
maximally non-Gaussian, for instance the Fast ICA algorithm 
of Hyvärinen [12]. 
2) Spectral ICA 
Spectral ICA uses the Power Spectral Densities (PSDs) of 
time series as the rows of the X matrix. The decomposition by 
ICA now describes the spectra in the rows of X as linear 
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 Statistical independence means that p(x1,x2) = p(x1)p(x2). Here p(x1,x2) is the 
joint probability of the combination of values x1 and x2, while p(x1) and p(x2) 
are the independent probabilities.  
combinations of maximally independent spectra. It is proved 
in [8] that maximally non-Gaussian spectral components are 
narrowband spectra, each with a single spectral frequency 
peak. Thus ICA decomposition on the power spectra of signals 
sampled at different measurement points (for example PMUs 
in a transmission grid) is able to separate the measured signals 
into their various frequency components. These frequency 
components are the inter-area modes. Being a spectral method, 
it is invariant to outliers and phase-shifts which are 
characteristic of large, distributed power systems. 
The result of spectral ICA is written as X = CD where the 
rows of D represent the independent spectral sources scaled to 
unit power and the columns of C represent the amount of each 
source in each signal. The rows of D look like narrowband 
spectra when plotted on a frequency axis. The values in the 
columns of C are referred to as Significance Indices (SIs) and 
take a magnitude between “0” and “1” such that the row with 
an SI of “1” in the kth column indicates the signal with the 
greatest relative amount of the kth spectral source, for 
example: 
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Here IC1 to ICN are the identified independent spectral 
sources or independent components and the matrix of SIs 
contains the mixing ratios of the sources in each signal, for 
example PSDi = SIi1×IC1 + SIi2×IC2 + ... + SIiN×ICN, and 0 < 
SIi1 ... SIiN ≤ 1, for i = 1,2,...,N. Therefore, if SIjk = 1, PSDj has 
the greatest amount of ICk relative to all the other PSDs.  
In summary, spectral ICA is applicable to the detection of 
multiple inter-area modes in electricity transmission because it 
can identify oscillatory sources which appear as narrowband 
peaks in the frequency domain. These oscillatory sources are 
the inter-area modes detectable in the data. Additionally, the 
SIs represent the relative participation of each detected mode 
in the measured signals. 
3) Implementation 
In this paper, the normalized power spectra of 
measurements from different locations in a power network 
were used as inputs for the data matrix X. The Fast-ICA 
algorithm in [12] was used prior to obtaining the SIs. The 
algorithm has a fast convergence rate which makes it suitable 
for the application to on-line monitoring.  
4) Example 
The aim of this example is to demonstrate the use of ICA to 
detect modes and the use of the SIs obtained from the 
decomposition to determine the signal in which a given mode 
is strongest. Fig. 1A shows the following synthetic signals 
sampled at 10 Hz (inter-sampling time: 0.1 s) for a duration of 
300 s with noise added such that the SNRs are 2, 10, 4 and 2.5 
respectively: 
( ) ( ) ( )1 1 2 30.5sin 2 0.3sin 2 0.2sin 2y f t f t f t= pi + pi + pi  
( ) ( ) ( )2 1 2 30.7sin 2 0.2sin 2 0.1sin 2y f t f t f t= pi + pi + pi  
X C D 
 ( ) ( ) ( )3 1 2 30.4sin 2 0.3sin 2 0.3sin 2y f t f t f t= pi + pi + pi  
( ) ( ) ( )4 1 2 30.2sin 2 0.4sin 2 0.4sin 2y f t f t f t= pi + pi + pi  
Where f1 = 0.1 Hz, f2 = 0.5 Hz and f3 = 0.9 Hz represent 
three independent sources. The motivation for using multi-sine 
data contaminated with varying levels of noise is to 
demonstrate the application of ICA to ambient data from 
power systems. Assuming that a power system’s dynamics are 
linear during ambient operation, the data collected over a short 
time duration (for example 10 minutes) can be expected to be 
relatively stationary. When filtered to the inter-area mode 
range (high and very low frequency components removed), the 
data is expected to contain only the system output response to 
the narrow-band excitation in the inter-area mode frequency 
range, and noise in the same frequency range. The results of 
filtering can thus be expected to be similar to multi-sine data 
corrupted with noise. In addition, the filtered data is also 
expected to contain different relative amounts of each mode 
depending on the location of the measurement, and this is 
reflected in this example by using different mixing ratios to 
generate the multi-sine data. 
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Fig. 1: A - Synthetic signals, B - Independent components from application of 
ICA on synthesized signals. 
Fig. 1B shows the results of ICA when applied to the 
frequency spectra of the signals. It is not possible to observe 
any oscillations by visual inspection of the plot of the time 
trends of the signals (except signal 2); however, ICA is 
capable of extracting the sources of the signals. The estimates 
of the frequencies are 0.1 Hz, 0.5 Hz and 0.9 Hz, all of which 
are the original frequencies that were used to construct the 
synthesized signals. The last IC contains the broadband noise 
added to the signal; visual inspection shows that it is not 
narrowband and can hence be discarded for the purpose of 
mode detection. Additionally, the SIs obtained from the 
decomposition are shown in Table I. ICA is able to identify 
that the 0.1 Hz mode is strongest in signal 2 and that the 0.5 
Hz and 0.9 Hz modes are strongest in signal 4. These results 
can be validated by observing the relative quantities of the 
sources in the original signal equations. 
B. Random Decrement (RD) Technique 
Having obtained the oscillatory frequencies, the next step 
for system identification is estimation of the damping of the 
modes. This is a challenge in ambient operation because the 
system measurements are a convolution of the system 
response and unknown load variation. This problem of system 
identification from outputs-only has been investigated 
extensively in the fields of structural and mechanical 
engineering, especially in the determination of the stability of 
structures that are in daily use and are excited by external 
factors such as wind on bridges. A method known as the 
Random Decrement (RD) technique, which was initially 
developed by Henry Cole et al. for application to space 
structures and aeroelastic systems ([13] and [14]), can be 
applied to the problem of damping estimation in power 
systems. Since its original application, it has been applied to 
other engineering fields such as system identification of large 
structures [15] and damping measurements of soil [16].  
1) Mathematical Basis 
The RD method is an averaging technique in the time 
domain. It is described in [17] as “a fast technique for 
estimation of correlation functions for Gaussian processes.”  
The resulting average is known as the RD auto signature and it 
is obtained by averaging various segments, y(tr:tr + τ) of 
length τ, of a mean-centered signal collected every time the 
signal passes through a threshold, a,
 
 (either above or below at 
times tr - triggering condition), where N represents the total 
number of segments that fulfill the threshold condition . 
( ) ( )
1
1
ˆ :
N
r r
r
y t tYY N
D
=
+ ττ = ∑  
This process is demonstrated in Fig. 2. It shows a threshold, 
a, which is exceeded from time to time by the signal. Segment 
10 and Segment 26 shown in the figure are examples of the 
signal segments following the 10th and 26th excursion. It is 
these (and other segments) that are averaged to find the RD 
signature. [17] further clarifies that this RD auto (correlation) 
signature is proportional to the free decay response of the 
system under the assumption of white noise loading. [18] 
defines white noise as a process in which the values of the 
process at any two given times are uncorrelated. During the 
ambient operation of power systems, the excitation to the 
system can be assumed to be Gaussian and uncorrelated 
(white). Hence the RD signatures obtained from output 
measurements from the system can be assumed to be estimates 
of the free decay response of the system, hence making the 
RD technique applicable to estimating system damping of 
modes. In other cases when ambient operation cannot be 
assumed, the RD signatures are estimates of correlation 
functions and thus require the use of correlation based 
approaches for estimation of system properties. 
The estimation of the system free decay response using the 
RD method is simple because only detection of triggering 
points and averaging is performed. There are various 
triggering conditions that have been implemented in literature, 
TABLE I 
SIGNIFICANCE INDICES FOR EACH IC 
Signal 
Significance Indices for each IC 
IC3 IC1 IC2 IC4 
1 0.4009 0.0850 0.4217 1.0000 
2 1.0000 0.0001 0.0240 0.0000 
3 0.5713 0.3976 0.9531 -0.0032 
4 0.0001 1.0000 1.0000 0.2962 
 
A B 
 for example: 
• using a level triggering where only one threshold level is 
used [14] 
• using range triggering where various values above a 
defined threshold level are used 
• using a vector triggering scheme [20] 
The different triggering conditions can also be used with 
other constraints such as derivative constraints as 
demonstrated in [17]. The triggering condition that has been 
adopted in this publication is range triggering with a derivative 
constraint: a segment is collected once the signal level goes 
higher than the threshold a, and reaches a maximum or 
minimum (hence the derivative is 0). 
 and 0
dy
y a
dt
> =  
Fig. 2: The Random Decrement (RD) technique 
2) Selection of Threshold Values (a) 
Electromechanical modes are typically less than 20 % 
damped. Therefore, a robust threshold value needs to be 
selected such that it can be confidently used with PMU data 
where the damping value is unknown. In order to select this 
value, simulations were carried out in SIMULINK using a 
linear system consisting of a pair of complex conjugate poles. 
By selecting the values of the poles, the actual mode 
frequency and damping value was varied to simulate damping 
values up to 20% for frequencies between 0.2 Hz and 1 Hz 
(the inter-area mode range). The system was then excited 
using a random input in order to generate an output that 
resembles ambient operation of a power system. The aim was 
to use the RD technique to estimate the damping of the mode 
from the simulated output using various triggering thresholds. 
By comparing the estimated value with the actual value used 
to create the output measurements, the robust threshold value 
could be determined. Fig. 3 shows the structure of the model 
that was used. Fig. 4 and Fig. 5 show the resulting estimates of 
the damping ratio obtained for different thresholds where the 
actual damping values are known to be 0% and 20% 
respectively (from the system pole selection). Each graph was 
obtained by fixing the RD threshold value, a, as a fraction of 
the output signal standard deviation (σsig), and varying the 
mode frequency (system poles) using the SIMULINK model 
parameters, ωn and ζ. The estimated damping value for each 
case was stored; this procedure was repeated for different 
threshold values. The error-bars indicate the maximum and 
minimum estimates for each threshold value, for all 
frequencies in the inter-area mode range. The plots in Fig. 4 
and 5 suggest that a threshold value of -0.25σsig is suitable 
because the variance of the damping estimate is both low and 
does not change considerably around this threshold. The 
selection of the length of segments used to determine the RD 
signature is detailed in section V. 
 
Fig. 3: SIMULINK model used to obtain robust threshold value. ωn is the 
natural frequency and ζ is the damping value  
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Fig. 4: RD damping estimates using different threshold values for 0% actual 
damping 
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Fig. 5: RD damping estimates using different threshold values for 20% actual 
damping 
C. Damping Value Estimation 
Having obtained the free decay response of the system 
using the RD method, the final step is to determine the 
damping of each of the modes present in the free decay 
response. There is a wide range of methods available in 
literature for analyzing transient responses of systems, for 
example the Prony method, the Hilbert-Huang Transform 
(HHT) [20] and wavelets. These methods have their own 
characteristic advantages, for example, the Prony method can 
identify multiple modes that are closely spaced while HHT 
and wavelet methods work better in the presence of non-
linearity. However, all these methods require the careful 
selection of a signal in which the modes of interest participate 
greatly. In this paper, we present a simple multivariate 
approach to damping estimation that utilizes the SIs from ICA 
and the multivariate measurements that are available. 
The RD method is a univariate technique, yet the data-set is 
multivariate because each PMU at each location generates 
measurements of several quantities. Assuming that the power 
system dynamics are linear, the system damping of a mode is 
expected to be the same regardless of the quantity analyzed. 
However, the estimation of damping might be affected by the 
location of the device measuring the output because a good 
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 estimate of damping can only be obtained using a signal in 
which the mode of interest has a high participation; inter-area 
modes are most observable in areas participating in the 
oscillation while in all other areas, the observability is less. It 
is proposed that a robust value of the damping can be obtained 
by utilizing all the measured outputs whilst mitigating the 
effect of an output with a low modal participation by using the 
SIs obtained using ICA to weight the damping estimates 
obtained for each output. The reason for this is that the SIs 
represent the levels of participation of the mode in each output 
or more simply the magnitudes of the mode shapes; hence 
outputs with higher participation will have higher SIs. In order 
to estimate the damping of each mode at each location, each 
estimated RD signature can be considered to be in the form of 
a second order decay function [21]: 
( )cost tz Ae t−σ= ω + φ  where 21t nω = ω − ζ ; nσ = ω ζ  
Where σ is the damping coefficient, ζ is the damping ratio 
of the system, ωn is the natural frequency of the oscillation, ωt 
is the observed frequency of the oscillation and φ is a phase 
[22]. A plot of the above function can be seen in Fig. 8B (solid 
line). The parameters of the second order decay function can 
be estimated using a least squares fitting algorithm. The 
MATLAB optimization toolbox was used to fit an exponential 
decay function to the absolute values of the mean centered RD 
signature (to both the maxima and minima of the function). 
Due to the sensitivity of the parameters from the exponential 
fit to the number of cycles of oscillation captured, a robust 
value was used. The selection of this value is described in 
section IV where a model of the Nordic grid was used. Using 
the SIs, the estimated system damping of the sth mode, ζs, can 
therefore be expressed by the following equation, where m 
represents the number of measured outputs and ζi and SIi 
represent the damping estimate from and significance index of 
the particular (sth) mode in the ith measured output: 
1 1
m m
s i i i
i i
SI SI
= =
ζ = ζ∑ ∑  
This simple algorithm works most efficiently when there is 
only one mode present in the signal. The Prony method would 
be a better tool for obtaining the damping ratios if many 
modes are present. However, the use of the latter would 
require the choice of a signal in which the modes have a high 
participation as previously explained. In order to make the 
estimation robust, a pre-filtering stage was introduced prior to 
the application of RD (shown in Fig. 6) so as to obtain the 
output response band-limited to each detected mode. This 
ensures that the RD signature contains only one mode prior to 
application of the algorithm described in this section. 
D. Implementation 
Fig. 6 shows how the methods described above were 
implemented. Spectral ICA is performed on the output 
measurements to determine the observable mode frequencies 
and SIs. The measurements are then filtered using a 
narrowband band-pass filter centered at the detected mode 
frequency, after-which the RD technique is applied to estimate 
the damping value of the mode at all measurement points. The 
filtering step is used to make the signals mono-component 
prior to the application of RD for the reasons mentioned in the 
previous section. Finally, the SIs from ICA are used to weight 
the estimated damping values and hence provide one value for 
the system damping of each observed mode. 
 
Fig. 6: Implementation of RD-ICA 
In order to implement this method (referred to as RD-ICA 
from here-on, following [17]) in real-time, a sliding window 
was used. There are thus two additional parameters required 
for real-time implementation: the duration of the sliding 
window and the update time. The duration of the sliding 
window refers to the duration of data to which RD-ICA is 
applied while the update time refers to how often a new 
damping estimate is obtained with newly available data. For 
the examples demonstrated, a sliding window of 10 minutes 
and an update time of 20 s were selected. A 10 minute sliding 
window was used in order to guarantee a large number of 
segments for the RD technique, while an update time of 20 s 
was chosen to allow enough time for the computation of 
damping to be completed for all measured outputs. Two 
further statistical inferences can be made using the estimations 
of the mode frequency and mode damping: the mean value 
and standard deviation of the respective quantities. The 
standard deviation is a measure of the spread of the estimates 
and it represents the bound above and below of the mean 
where 67 % of the data lies; it determines the 67 % confidence 
interval (CI) of the estimates (mean ± standard deviation = 67 
% CI). Similarly, the 95 % and 99 % CIs are obtained using 
twice and thrice the standard deviation respectively. If the 
mode frequency and damping are assumed to remain constant, 
these statistical measures are an indication of the accuracy of 
the method. Ideally, the standard deviation should be a small 
fraction of the estimated value. 
III. CASE STUDY SYSTEM 
The case study system is the Nordic System model. The 
synchronous Nordic system consists of Finland, Norway, 
Sweden and the eastern part of Denmark. Fig. 7 shows an 
overview of the main 400 kV transmission lines and substation 
locations (labeled alphabetically from A to H) of the part of 
the system where simulated measurements were made for 
analysis in Section IV. They are Letsi (A) and Svartbyn (B) in 
Sweden, Petäjäskoski (C), Keminmaa (D), Sellee (E), 
Pikkarala (F), Olkiluoto (G), Rauma (H), Espoo (I), Kymi (J) 
and Yllikkälä (K) in Finland, Vyborg (L) in Russia, and Harku 
(M) in Estonia.  Ambient PMU data was also collected for 
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 analysis in Section V, only from the Finnish system, provided 
by Fingrid Oyj. This ambient PMU data was collected from 
the measurement points C to K in Fig. 7. 
 
Fig. 7: The Nordic Power System showing only main generating stations, 400 
kV transmission lines and 400 kV substations. 
A. Critical  Modes 
There are two main inter-area modes that can be detected in 
Finland. These are at about 0.3 Hz and 0.5 Hz. The 0.3 Hz 
mode is due to the oscillation of the Finnish generators against 
those in Southern Sweden and Norway, and Eastern Denmark, 
while the 0.5 Hz mode is due to the oscillation of the 
generators in Southern Norway against those in Southern 
Sweden connected strongly by the transmission system 
running through Northern Norway, Sweden and Western 
Finland. From the Finnish perspective the most critical mode 
is the 0.3 Hz mode. The analysis presented in the following 
sections will focus on the 0.3 Hz mode and estimation of its 
damping. 
IV. SYSTEM SIMULATION 
A non-linear simulation of the Nordic system was carried 
out by researchers at the Aalto University School of Science 
and Technology (J. Turunen, personal communication). The 
simulation was carried out such that the steady-state power 
flows in the simulation matched as closely as possible a case 
for which PMU data was available. This was done by 
comparing the power flow across the Sweden-Finland 
boundary (D-B and C-A) in different simulation cases to the 
total power flow measured using PMUs in Finland. This 
selected case corresponded to approximately 1050 MW export 
from the Finnish system. The loads in Southern Sweden and 
Southern Finland were then varied randomly in the simulation 
to get ambient driven data around this operating point. The 
following simulated outputs were sampled from the model at 
10 Hz: machine speed deviations, machine rotor angles, bus 
voltages (magnitude and phase) and bus frequency deviations. 
These quantities were analyzed separately, using the 
implemented algorithm described in Section II (D), to get 
estimates of the damping of the 0.3 Hz mode. The estimates 
were also used to determine the robust number of cycles for 
the RD technique as described in the following sub-sections. 
The target for the analysis is to find the true value of small 
signal damping which was known from the simulation model 
to be 7 %. 
A. Selection of Number of Cycles for RD 
As discussed in section II, one of the parameters needed for 
the RD technique is the length of the segments when triggered 
(τ in Fig. 2). This can be set as a number of oscillation cycles. 
The choice of a robust length is necessary because the curve-
fitting technique implemented to estimate the damping is 
sensitive to the number of oscillation cycles captured. In order 
to determine this value, the simulated outputs were analyzed 
and the damping was estimated using the curve-fitting 
technique. The means and standard deviations of the estimates 
were plotted as a function of the number of cycles used in the 
RD technique. The cycles were increased from 1 to 8 in steps 
of 0.5; Fig. 8A shows the results from the analysis. It can be 
seen that the mean damping increases as the number of cycles 
used is increased from 1 to 4.5, after which the estimates do 
not vary much. A segment length of 6 cycles was therefore 
chosen (of time duration 20 s for a 0.3 Hz oscillation). Fig. 8B 
shows the estimated RD signature for the 0.3 Hz mode using 6 
cycles in the RD (* points) the second order decay curve that 
was fitted using the MATLAB optimization toolbox (solid 
line). The curve matches the estimated signature well. 
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Fig. 8: A - Mode damping estimates using different number of cycles in RD 
for 0.3 Hz oscillation, B - Estimated RD signature for the 0.3 Hz oscillation 
obtained using 6 cycles (* points) and second order decay curve fitted using 
MATLAB optimization toolbox (solid line) 
B. Damping of Critical 0.3 Hz Mode 
The damping of the critical 0.3 Hz mode was then estimated 
using the same algorithm previously described. Parameter 
fitting using the MATLAB optimization toolbox uses the data 
in Figure 8B to give the value of the estimated damping. Since 
many quantities were available, the damping was estimated 
using every quantity at all the different output locations that 
simulated outputs were available at. Fig. 9 shows the results of 
the estimation using the machine speed deviations, rotor angle 
differences, voltage angle differences and bus frequency 
deviations respectively. The crosses (×) represent the damping 
estimates made from the output measurements at each location 
while the diamond (◊) represents the weighted average of the 
individual estimates obtained using the SIs from spectral ICA. 
It can be observed from the plots that the use of SIs helps to 
get rid of outliers in the damping estimate for example in Fig. 
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 9C the diamond to the far right indicates a damping value 
different from that estimated using all the other simulated 
outputs. Close inspection of the filtered frequency spectrum 
for that output showed that the 0.3 Hz contribution was 
negligible making the estimation spurious, a fact reflected in 
the SI contribution of that measurement. The use of the SIs 
keeps the average close to the cluster formed by the other 
measurements. Table II shows the results of the damping 
estimation. These results were obtained by analyzing the 
damping estimates obtained over the different sliding time 
windows and then determining the mean and confidence 
intervals. The confidence interval represents one standard 
deviation above and below the mean value. The results using 
different quantities are generally in conformity with one 
another, and suggest an average damping of 6.37±0.33 % for 
the mode, meaning that there is a 67% probability that the 
damping of the mode is between 6.04 % and 6.7 % and a 99% 
probability that it is between 5.37 % and 7.37 %. The average 
damping estimate (6.37 %) is nevertheless lower than the 
value of 7 % obtained from the simulation model. A possible 
explanation for this discrepancy can be attributed to the 
simulation, where the true damping depends on the operating 
point used. The reason for this comment is that the simulation 
is a full nonlinear model and therefore its linearized dynamics 
are expected to vary according to the operating point. 
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• All Measurements, ◊ Weighted Average 
Fig. 9: Mode damping estimates 
A: Machine Relative Speed Deviations, B: Rotor Angle Differences, C: 
Voltage Angle Differences, D: Bus Frequency Deviations 
V. RESULTS FROM PMU DATA 
In order to test the method on ambient PMU data, 
measurements using the Fingrid WAMS system were used. 
Different quantities were measured from the Finnish system. 
Voltage angles and frequency deviations (df/dt) were 
measured at seven different locations in Fig. 7: C, D, G, H, I, J 
and K. Additionally, some power and current flow 
measurements were made from D to B, D to E, I to the site of 
the DC connection to M, J to L, K to L and C to A. An 
example of the available outputs is shown in Fig. 10A which 
is a plot of the power flow measurements (in the order above) 
that were analyzed. Using the mode frequency and damping 
estimated for every window, a graph of frequency vs. damping 
was plotted as shown in Fig. 10B. The mean and standard 
deviation of the mode frequency and damping for the results 
from all windows were then obtained. The critical mode 
frequency is approximately 0.351±0.005 Hz and its damping 
is 5.39±0.48 %. Table III summarizes the results for all the 
quantities.  
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Fig. 10: A - PMU power flow measurements, B - Variation of damping with 
frequency for power flow measurements 
VI. DISCUSSION OF RESULTS 
The error bounds for the average damping estimates in 
Tables II and III, for the simulated Nordic system and the 
measured Finnish system respectively, do not overlap 
indicating that the ICA-RD method has detected some 
mismatch. Possible reasons for this mismatch include: 
• Uncertainties in system parameters in the model and 
linear approximations of component models resulting in 
TABLE III 
ESTIMATED DAMPING OF CRITICAL 0.3 HZ MODE USING DIFFERENT 
QUANTITIES OF PMU DATA 
Quantity 
Estimated Mode 
Frequency 
(Hz) 
Estimated 
Damping Ratio 
ζ (%) 
Current Flows 0.349±0.010 5.67±0.95 
Active Power Flows 0.348±0.011 5.53±1.27 
Voltage Angle Differences 0.348±0.007 4.65±0.62 
df/dt 0.358±0.008 5.70±0.91 
Average 0.351±0.005 5.39±0.48 
TABLE II 
ESTIMATED DAMPING OF CRITICAL 0.3 HZ MODE USING DIFFERENT 
QUANTITIES OF SIMULATED DATA 
Quantity Approximate Damping Ratio 
ζ (%) 
Machine Speed Deviations 6.43±0.56 
Rotor Angle Differences 6.52±0.81 
Voltage Angle Differences 6.02±0.62 
Bus Frequency Deviations 6.52±0.63 
Average 6.37±0.33 
 
A B 
C D 
A B 
 a higher damping estimate obtained from the model. This 
is further illustrated by the difference between the critical 
mode frequency estimated from the measured system 
(0.351 Hz) and that from the simulated system (0.3 Hz). 
• The true damping of the operational system is known to 
vary according to the configuration of generators and 
loads. The results suggest it was a bit lower than normal 
on the day when the data set was collected. 
• Errors as a result of using a white Gaussian model for the 
noise excitation. This might be different in reality. 
VII. SUMMARY AND CONCLUSION 
Multivariate analysis can be used to extract information 
about the underlying state of power systems in ambient 
operation. Spectral Independent Component Analysis (ICA) 
enables analysis of many sets of measurements simultaneously 
and derives information regarding the spectral frequencies 
present in the data. Spectral ICA additionally determines the 
participation of each mode in each output via a Significance 
Index (SI). The frequency information is then utilized to filter 
the signals and estimate the system response using the RD 
technique. Finally, the SIs are used to collate the damping 
results at various locations to provide a single system-wide 
damping estimate. The method was applied to different output 
quantities, such as power flows and frequency deviations, of 
both simulated data from the Nordic grid and PMU data from 
the Finnish system. A damping estimate of 6.37±0.33 % for 
the critical 0.3 Hz mode was obtained using the simulated data 
while the critical mode frequency was estimated as 
0.351±0.005 Hz with an approximate damping of 5.39±0.48 % 
using the PMU data. These two values are reasonably close to 
each other demonstrating the effectiveness of the presented 
non-parametric multivariate methodology. 
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