The performance of optical flow algorithms greatly depends 
Introduction
Motion estimation based on the principle of optical flow has given rise to a tremendous quantity of work and still is one of the most active research domains in the field of computer vision. The history of research on optical flow shows that the accessibility of public benchmarks provided the strongest impetus for significant innovation in the field. From the first benchmark proposed by Barron et al. [4] in 1994 to more recent e.g. proposed by Butler et al. [6] , the community has benefited greatly from the possibility of a measurable progress in which the limits of technology have been pushed with new and more challenging datasets.
In visual surveillance, optical flow algorithms have become an important component of crowded scene analysis [18, 22] . The application of optical flow allows crowd motion dynamics of hundreds of individuals to be measured without the need to detect and track them explicitly, which is an unsolved problem for dense crowds. As a result, optical flow based crowd-motion representations [25, 21] are a core feature in variety of surveillance applications in e.g. crowd segmentation [19] , crowd behavior analysis [30] or tracking in crowded scenes [1] . However, the impact of the optical flow quality on the crowd analysis has not been sufficiently investigated yet. In fact, the choice of an appropriate optical flow method for crowd analysis is a challenging issue because the quality of optical flow algorithms can only be stated regarding the specific content and application that is reflected by the recent datasets. For visual crowd analysis none of the existing optical flow datasets (Middlebury [3] , KITTI 2012 [11] / 2015 [26] MPI-Sintel [6] ) contains suitable content.
We argue that large crowds show major, non-investigated challenges for optical flow algorithms; in particular, the requirements in crowd analysis are: i) precise motion estimation of numerous small, partly independent, self-occluding, non rigidly moving individuals and ii) consistency over a long temporal range. In this paper, we propose a new optical flow dataset for visual crowd analysis. The dataset comprises over 3200 frames in video sequences ranging up to 450 frames; each generated with one of the latest video engines. The video engine allows to realistically synthesize thousands of moving individuals simultaneously and acquire ground-truth optical flow fields and person trajectories in different environments simulating five typical crowd analysis scenarios.
Each of the scenarios is rendered with a static and a dynamic camera setup to take modern applications for flying video drones into account which allows for studying the impact of the UAV ego-motion. We will compare the results of state-of-the-art optical flow algorithms for the proposed dataset to their performance on a real-world crowd tracking use-case to show the portability of the benchmark results to real-world crowd surveillance applications.
Related Work
Virtual simulation is a common approach in crowd analysis to study the behavior of complex crowd movements in outdoor and indoor environments. Especially for high-level events in dense crowds, such as tracing of people flows or the detection of bottlenecks e.g. for infrastructural facility management, virtual simulation has become an indispensable tool. Modular frameworks [27, 7] allow to design diverse virtual environments with hundreds of moving individuals and generate their exact positions and trajectories. Due to constant improvements of rendering techniques, synthetic video footage becomes increasingly realistic.
In contrast, creating comprehensive real-world datasets is time consuming and expensive. For that reason, nowadays crowd datasets label only a subset of the visible individuals e.g. the UCF crowd tracking dataset [1] , or contain only very sparsely annotated crowds [29] or brief video-level based annotations [10] describing the crowds rather than the individuals.
The difficulties to gather annotated real-world data and the high quality of rendering pipelines make the idea of using synthetic data in the field of video surveillance e.g. to evaluate and/or train object-detection, object-tracking or crowd behavior algorithms a promising approach. Qureshi and Terzopoulos [28] proposed a virtual multi-camera system within a train station to evaluate collaborative approaches for tracking of pedestrians. It has been shown that detectors trained by virtual data can be transferred and applied to real-world applications. For example, Marín et al. [24] and Hattori et al. [13] used synthetic data to train a pedestrian detector without any real-data. In [5] Bochinski et al. utilized the Source game engine to generate synthetic environments with different vehicles, animals and individuals to train a multi-class convolutional neural network for object detection.
In the field of optical flow, the community has benefited greatly from synthetic data, where it is commonly used for benchmarking as it allows for creating challenging datasets with sub-pixel accurate ground-truth. Unfortunately, none of the existing datasets contain crowd analysis related content. The Middlebury dataset [3] published in 2007 contains eight short training and eight test sequences from which half of them has been synthetically rendered. The main challenge of this dataset is the precise estimation of manifold motion-discontinuities from different large moving or static objects. The estimated motions are rather small with an average velocity of about 4 and an maximal velocity of 22 pixels. As the evaluation takes only one optical flow groundtruth field for each sequence into account, it does not allow to check temporal consistency of the motion estimates.
The MPI-Sintel dataset [6] proposed in 2012 is based on the open source 3D animated short film called Sintel. The training set consists of 1040 ground-truth optical flow fields from 23 selected sequences. The test set contains 564 images spread over 12 sequences. The average and maximal velocities are 5 and 445 respectively. The dataset contains a rich set of additional challenges such as long-range motion, illumination changes, specular reflections, motion blur and atmospheric effects. Taking a closer look reveals that the results of a few extreme challenging sequences with long-range camera or object motions, and strong distortions (e.g. ambush 4) have a dominant impact on the final score. Hence, transferring these results to crowd analysis usecases, where motion of rather small objects is estimated, could be difficult.
Flying Chairs [9] and ChairsSDHom [17] are abstract synthetic datasets which are not designed for benchmarking but for training convolutional networks on optical flow. Liu et al. [23] developed a semiautomatic tool and published a small dataset, however as Butler et al. state in [6] "[...] is not clear that humans are good at segmenting scenes and may inconsistently label regions such as shadows." and "[...] ground truth flow will always be biased towards a particular algorithm used to compute it.", which makes the use of this data problematic.
The KITTI 2012 [11] and 2015 [26] datasets are pure naturalistic benchmarks captured from a car driving through the city of Karlsruhe. The main challenges of these datasets are varying illuminations and long-range motion, i.e. average and maximum velocities are 9 and 549 for KITTI 2012 and 8 and 724 pixels for KITTI 2015. Both datasets are specialized for automotive applications and the locomotion of the car has a strong impact to the evaluation results.
Comparing the results of the four established datasets Middlebury, KITTI 2012/2015 and MPI-Sintel, shows different rankings for the same optical flow methods; not at least because each dataset focuses on a unique subset of issues in the respective field. We therefore cannot find a clear answer to the question What is a appropriate optical flow method for crowd analysis? which raises the need for a dedicated benchmark for this use-case.
The Dataset
In this section we describe our new dataset called CrowdFlow 1 . It is aimed to provide an optical flow benchmark with focus on crowd analysis applications. In that field, the main purpose of optical flow methods is to estimate movements of pedestrians, especially in highly crowded scenes. A high precision of this motion estimation is an important prerequisite for subsequent algorithms, such as crowd flow analysis, segmentation or tracking. To generate scenes in a virtual urban environment, the Unreal Engine is used which allows to simulate thousands of moving individuals. The dataset consists of 10 sequences with lengths ranging between 300 and 450 frames. All sequences were rendered with a frame rate of 25Hz and a HD resolution, which is typical for current commercial CCTV surveillance systems. A comparison to existing optical flow datasets is shown in Tab. 1. Besides the increased resolution and number of frames, a major difference to the established datasets is the organization in continuous sequences instead of single frame-pairs (only known from MPI-Sintel), allowing the evaluation of temporal consistencies e.g. in form of trajectories. An overview of the sequences, including visualizations of the optical-flow and trajectory ground-truth, is shown in Fig 1. The main design criteria for the dataset are: Platform: Each of the 5 unique sequences is rendered twice for different use-case scenarios: one with a static point of view (classic surveillance) and one with a dynamic, airborne point of view (drone/ UAV based surveillance). This allows to study the impact of a moving camera. Further, sudden camera movements (< 50cm) and angular deviations (< 3
• ) distort the otherwise smooth camera motion to simulate the typical wind influence on UAVs.
Crowd Density: None of the recent optical flow benchmarks covers a large amount of differently moving objects. The CrowdFlow sequences contain between 371 and 1451 independently moving individuals. This allows for the influence between different movements when the crowd is dense or the people occlude each other to be examined.
Crowd Movements: The scenes cover different kinds of crowd movement: structured behavior with either a single crowd or two crowds passing each other in different directions as well as fully unstructured movements of the individuals.
Temporal Consistency: Maintaining consistent flow fields over a long temporal range is a new challenge in the proposed dataset which is not covered by recent optical flow benchmarks yet. It allows for analyzing optical flow fields as time-depended vector fields, thus being able to measure related errors such as drifting.
Portability: Being able to transfer the benchmark results to real-world use-cases is a main criteria for synthetic datasets. In our experiments, we therefore evaluate and compare the performances of several state-of-the-art optical flow methods with respect to the crowd tracking accuracy on the proposed synthetic and the real-world UCF crowd tracking datasets [1] . To create similar conditions we designed the sequences IM01 and IM05 resembling the respective sequences Seq1 and Seq5 of the UCF crowd tracking dataset. Two types of ground-truth data are provided: optical flow fields and trajectories. Examples can be found in Fig. 1 .
Optical Flow: The optical flow ground-truth is divided into two categories: foreground and background. For the foreground, the dense flow for all pixels associated with the pedestrians is provided. In addition, the background motion is supplied on a sparse grid-like structure as it may also be of interest e.g. for global motion estimation applications.
Trajectories: To provide a deeper insight into the temporal consistency of the optical flow fields, the ground-truth contains dense and sparse trajectories for each individual. The dense trajectories cover almost all visible pixels of the individuals until they get occluded by other persons, objects or body-parts. This trajectory set allows to study the temporal consistency of the estimated motions per individual over several frames. The person trajectories are located at the head, similar to [16] , thus allowing comparable evaluations for tracking in crowds.
The statistics of both ground-truth data is given in Fig. 2 .
Evaluation Metrics
To assess the quality of the optical flow we propose to use two types of metrics: i) common optical flow metrics, i.e. average endpoint error (EPE) and percentage of erroneous pixel (RX) and ii) long-term motion metrics based on trajectories. Additionally, the run-time is a critical measure to assess the usability for real-time applications.
Optical Flow Metrics: For each sequence, the EPE [6] and R2 [11] values will be reported . While the EPE maps over the total error range, the R2 indicates the percentage of pixels with an end-point error larger than two. With R2, we set a tolerance error threshold to half of the average body size which is four pixels in our data set. To bundle the sequence results for the whole dataset the average of the sequence EPE and R2 are computed.
Long-term Motion Metrics:
To evaluate the optical flow fields, trajectories are seeded at the starting points of the dense or person ground-truth trajectories and advected by these. While the propagated trajectory points are in the subpixel domain and the motion vectors are defined on the discrete pixel grid, we found a bilinear interpolation to be sufficiently accurate to reconstruct the corresponding motion vector. The trajectory approach allows for a time-depending evaluation of the optical flow fields. We follow the tracking accuracy proposed in [16] for quantitative evaluations. This metric measures accumulative motion errors and disruptions from temporal inconsistencies of the flow fields. The tracking accuracy reports the percentage of tracked points from all trajectories that lie within a certain distance to the corresponding ground-truth points. As in [8] we will use an error threshold of 15 for the qualitative comparison.
Experimental Results
We evaluated six state-of-the-art optical flow algorithms: RIC [14] , CPM [15] and FlowFields [2] which are highly accurate approaches and currently ranked in the uppermost quarter of the MPI-Sintel benchmark, DeepFlow [31] , and DIS [20] and RLOF [12] which are the top run-time efficient approaches. Each implementation is online available and supplies a set of baseline configurations. In our experiments, we only report results of those configurations which achieved the best performance for dense trajectories of the proposed dataset. For DIS and RLOF we report two configurations: DIS 2 (parameter setup 2, see [20] ) and RLOF
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(grid size 10, see [12] ) with run time optimized parameters, and DIS 4 and RLOF 6 with precision optimized parameters. Table 2 shows the comparative results for EPE, R2 and the run-time. In summary, each approach tends to achieve accurate results, except for DIS 2 and with an EPE above 1.5 pixel. Overall, the most precise method is DIS 4 . It is worth to note that the highly accurate approaches are no more precise than the fast processing ones when estimating crowd movement. In the presence of additional camera motion the precision of each approach deteriorates significantly. Even for static scenes the background contains motion estimation errors, whereby the majority is caused by too homogeneous textures of the streets. Here, the background motion is biased by neighboring crowd motion vectors and smoothing effects of regularization terms or interpolation errors in case of CPM, RIC and FlowFields. Table 3 shows the results with respect to the tracking accuracy. While the flow fields accuracy for this dataset is on a frame-based level (EPE and R2) already quite high, the accuracy of the time-depended perspective of the tracking accuracy poses a significant challenge for the existing methods. None of the evaluated methods achieved an accuracy above 70% for the dense trajectories and 76% for the person trajectories. In contrast to the frame-based results, DeepFlow is on average the most accurate approach, with RLOF 6 and DIS 4 achieving similar performances for the dense trajectories. An interesting observation is that RLOF is very accurate on the long-term basis, while it achieves only moderate results for common optical flow metrics. All algorithms perform worse on dynamic sequences compared to the static ones.
The evaluation results of the flow methods for the realworld UCF crowd tracking benchmark is depicted in Table 4 . In addition, we report tracking performances of the state-of-the-art in that area. Although the trajectories are only computed by simple bilinear interpolation, the optical flow methods achieve competitive results. It shows that methods considered to be highly accurate such as FlowFields, RIC and CPM also behave less accurate than DeepFlow, RLOF and DIS. Meanwhile, the ranking for the UCF crowd tracking is consistent to the proposed CrowdFlow dataset and also its quantitative results are similar. Note that due to the higher resolution of the CrowdFlow sequences the tracking accuracy threshold of 15 is a stricter measurement compared to the lower resolution (720 × 480 or less) of the UCF crowd tracking benchmark. With this prove of concept, we show that our synthetic dataset is better suitable to assess optical flow algorithms for crowd analysis than existing optical flow benchmarks.
Conclusion
In this paper, we presented a novel optical flow benchmark targeting crowd analysis applications. In contrast to previous benchmarks, our sequences contain up to 1451 partly independent moving individuals which poses a new challenge. To cover classic and modern UAV based surveillance scenarios, we rendered each sequence with static and dynamic camera views. This gives us the unique opportu- nity to study the impact of non-stationary camera setups. We introduced a trajectory based long-term metric, which is new to optical flow benchmarks, to capture time-dependent motion estimation errors like drifting. In our experiments, we showed that these metrics are more discriminative than the common optical flow metrics such as EPE when it comes to crowd related analysis like tracking. We showed that the ranking of state-of-the-art flow algorithms on our CrowdFlow benchmark differs significantly from existing benchmarks. In experiments on the real-world UCF crowd tracking dataset, we confirmed our ranking indicating the usefulness of our benchmark approach for such applications.
