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Abstract. In this paper we present a framework for attaching informa-
tion to physical objects in a way that can be interactively browsed and
searched in a hands-free, multi-modal, and personalized manner that
leverages users’ natural looking, pointing and reaching behaviors. The
system uses small infrared transponders on objects in the environment
and worn by the user to achieve dense, on-object visual feedback usually
possible only in augmented reality systems, while improving on inter-
action style and requirements for wearable gear. We discuss two appli-
cations that have been implemented, a tutorial about the parts of an
automobile engine and a personalized supermarket assistant. The paper
continues with a user study investigating browsing and searching be-
haviors in the supermarket scenario, and concludes with a discussion of
ﬁndings and future work.
1 Introduction
Today there is a wealth of online information and services available that reference
the objects in our physical environment. Sitting behind our computers, we can
consult websites to ﬁnd the fair price of a used car, get book reviews, learn
how to clear a jammed printer, create and explore a representation of our social
network, and interact in countless other ways with information that references
our physical experience in the world. However, when we are focused on an object
in the physical world, away from our computers, it is often the case that we
cannot easily access information and services related to the object. Ishii and
Ullmer pointed out our modern-day ‘dual-citizenship’ in the digital and physical
worlds [1], and given this reality, our experience would be enriched by a more
seamless coupling between the two.
While some examples of widespread mobile access to contextually-relevant in-
formation are beginning to emerge [2], these approaches still fall short in terms
of natural interaction and usability. But what characteristics should a mobile
information-access device have? Jun Rekimoto [3] suggests two guidelines for
designers to consider when creating unobtrusive wearable technology. The ﬁrst,
related to usability, is that any wearable device should support hands-free opera-
tion, meaning that the user should be able to operate the device without holding2
it in their hand, or at least the device should enable “quick changes between nor-
mal and operational mode.” The second guideline is that these devices should
be “socially acceptable, natural and (conceptually) as un-noticeable as possible
for use in various social settings.”
Our approach seeks to couple digital information to physical objects in a
way that can be seamlessly browsed using natural actions while a user is mobile.
We make this digital information accessible in ways that can respond to the
focus of a person’s attention, and our system remains hands-free and socially
acceptable. Our design process was informed by our interest in direct interactions
with physical objects, without requiring cumbersome gear.
This paper presents a novel system featuring small, powered ‘transponders’
and simple mobile devices that can communicate with these transponders via
short-range, directional infrared (IR) light. The transponders can be ﬁxed to ob-
jects or parts of objects in the physical environment, and they provide a range
of in-situ visual feedback to support searching and browsing activities. In order
to preserve social acceptability, one mobile device is built around a commercial
hands-free Bluetooth audio earpiece, and the other is a ﬁnger-worn ring. When a
person is wearing the augmented earpiece, the system can gauge which transpon-
ders are in their ﬁeld of view, and can oﬀer related information. Wearing the
ring, a person can use the natural gesture of pointing or reaching towards an
object to indicate interest, and the system can respond with related information.
We present two example applications we have created to demonstrate these novel
interactions: a tutorial about the parts of an automobile engine, and a supermar-
ket assistant that helps a person ﬁnd appropriate foods on the shelves. These
systems explore the use of both auditory and on-object visual feedback in order
to connect the user to relevant and personalized information about the physical
objects around them.
A primary contribution of this work is to share our approach to designing
attention-focused systems that leverage people’s natural gestures to interact with
on-object, personalized visual feedback. Secondly, we discuss the results from our
user study, a physical-world searching and browsing task using our system, and
what implications these ﬁndings have for mobile, digitally-augmented search in
the physical world. We hope that our presentation of this work be useful to other
designers of systems that seek to augment physical objects with lightweight in-
situ feedback.
2 Background and Related Work
This work draws inspiration from research in the areas of location and context-
aware systems. The Active Badge from Olivetti Research Lab [4], and the Xerox
PARCTab [5] were important early demonstrations of how a person’s location
could be coarsely sensed using infrared transponders and used as context to
provide services in a workplace like automatic call forwarding and continually
updated maps for ﬁnding people. Our work also uses infrared transponders,
but we use them in a more ﬁne-grained manner, to identify a person’s attention3
towards a particular object or a given part of an object rather than their presence
in a space.
Many systems that connect digital information to physical objects make use
of a handheld display device. Want, et al. connected electronic services and
actions to physical objects using embedded RFID tags, enabling users to initiate
responses on a tablet computer upon sensing the tags [6]. In HP’s Cooltown
project [7], users carried a PDA that used infrared communication to access
information, services and maps associated with nearby real-world entities like
meeting rooms and oﬃce printers. Likewise, the AURA platform [8] uses a PDA
with a barcode scanner to retrieve and share product-related information. iCam
[9] and Patel and Abowd’s 2-Way Laser Assisted Selection Scheme [10] use a
laser pointer in conjunction with a hand-held device to enable remote selection
of tagged objects in a physical space, and exploration of their associated digital
information (the laser pointer is modulated and used for object identiﬁcation in
the latter, while it is only used for rangeﬁnding in iCam). Progress on optical
glyph recognition on mobile phones is permitting their use as displays for digital
annotations [11]. Finally, tour guide systems [12][13][14] also address a similar
problem space, and have made extensive use of hand-held computers and PDAs.
The aforementioned systems that make use of a hand-held display device do
not satisfy Rekimoto’s hands-free guideline, and moreover they force the user to
focus visual attention on a relatively small screen, rather than on the physical
objects of interest. We feel that these intermediary handheld devices interfere
with a user’s experience of interacting directly with physical objects, so we have
situated visual feedback on the objects themselves, and have used the auditory
channel to deliver other related information. Our work shares some features with
the FindIT Flashlight system [15], which also triggers visual on-object feedback
using infrared communication. However our system is designed for diﬀerent usage
scenarios; whereas the hand-held FindIT Flashlight is more power-optimized
than our system and targeted at allowing a single user to quickly locate speciﬁc
objects, we have designed more ﬂexibility in visual feedback into our hands-free
system (diﬀerent colors and blinking patterns) to augment casual browsing, as
well as feedback personalization for individual users, visual feedback sync with
synthesized speech, and navigation assistance.
Augmented-reality (AR) [16] can also present auditory output and overlay
information on top of a view of the physical world. However, these systems
tend to encumber the user with additional mechanisms, ranging from a hand-
held PDA [17] [18] to a full heads-up-display [19]. Additionally, the ability to
deploy AR systems [20] is often limited by the ‘registration problem’ in which the
computer-generated graphics must be properly aligned with the user’s view of
their surroundings. Although augmented reality systems can excel at providing
rich, contextually-relevant information, this extra gear is cumbersome, expensive
and not generally socially acceptable for the everyday person.
Other AR-like approaches that avoid intermediary hand-held devices feature
specially designed spaces or surfaces that are carefully instrumented with sensing
apparatus that allow a person to interact directly with physical objects. The4
Perceptive Workbench, and [21] Sensetable [22] are examples of this class of
system. While these systems obviate the need for cumbersome wearable or hand-
held gear, they tend to be expensive to build and are not suitable for a mobile
user. Furthermore, they have trouble scaling easily to large physical spaces or
numbers of items. Our approach is designed to address the registration problem
while still achieving an inexpensive, mobile, and scaleable solution at the cost of
some richness in visual feedback possibilities.
Finally, we note the development of various systems that sense and leverage
a user’s visual attention towards people objects in their environment [23]. These
systems usually utilize eye-tracking or head-tracking, and they tend to require
a camera mounted on the user’s head or desk. In contrast to our work, systems
utilizing a desk-mounted camera [24] [25] are not suitable for mobile use, and
head-mounted eye-tracking cameras are bulky and expensive. ViewPointer [26]
improves on bulk and expense by using a small, cheap head-mounted camera
trained on the user’s eye to sense gaze towards speciﬁc infrared beacons in the
environment, but the speed of data communication is limited by the camera’s
frame rate. EscGlasses and EyePliances [27] are two other camera-based systems
that sense a user’s attention towards individual objects in an environment. These
systems succeed at detecting a user’s attention towards a single object at a time.
However on-object visual feedback and faster data-transmission rate makes our
system better suited to support casual searching and browsing of many items
simultaneously.
3 Two Example Applications
Prototyping new interaction scenarios is essential to understand how they will
work in practice, and how to make them better. We built two distinct appli-
cations that utilize the same underlying infrastucture: Engine-Info, and My-
ShoppingGuide.
Fig.1. A user pointing with the ﬁnger-worn ring (left), another user wearing the Blue-
tooth earpiece and interacting with the Engine-Info application (middle), and a close-up
of a spark plug-mounted transponder blinking to visually point out the physical object
being spoken by the system (right)5
3.1 Engine-Info application
In this application, situated1 visual feedback and speech dialogue are used teach
a user about the names, functions, and relationships between the components
of an automobile engine. An engine was chosen because it is an object that is
fairly complicated and densely populated with interesting external features.
To interact, the user wears a modiﬁed Bluetooth audio earpiece (ﬁgure 3)
and looks at a part of the engine that they are interested in. The earpiece has an
infrared transmitter and receiver oriented to communicate in the direction of the
user’s gaze. Transponders on the engine’s features glow green when they see the
user’s earpiece, giving the user a visual indication of their presence and position.
An earpiece-mounted transponder relays the numeric identiﬁers of the detected
on-object transponders back to an application server, providing the server with
a continually updated report of which transponders are in the user’s ﬁeld of
view (see ﬁgure 2 for details). Each transponder on the engine corresponds to an
information node in a hierarchical knowledge-base about the engine. Given the
user’s attention, their proﬁle, and their interaction history, the system conducts
a speech dialogue with the user to give descriptions of the parts of the engine,
starting from one of the items in their ﬁeld of view. When a particular item
is mentioned verbally, a light-emitting diode (LED) on the given transponder
ﬂashes to draw the user’s attention. The system gives navigation assistance to
help the user locate each successive item, and conﬁrms with the user that they
have found each new item. For more details, please see section 4.2.
3.2 My-ShoppingGuide
This application uses situated visual feedback to help a user ﬁnd appropriate
foods on augmented supermarket shelves. Each shelf label has an embedded
transponder that provides visual feedback, informed by the match between a
user proﬁle and the contents of the food item. My-ShoppingGuide works with
either the Bluetooth earpiece or a ﬁnger-worn ring (ﬁgure 4). When the earpiece
or ring receives an identiﬁer broadcast from a shelf-mounted transponder, it
consults the application server to determine the match between that product and
the currently loaded personal proﬁle. If there is a conﬂict between the product
and the proﬁle, the red light on the product-mounted transponder is activated.
If the proﬁle indicates a particular interest in the given product, the yellow light
is triggered with a blinking sequence. The eﬀect for the user is that when they
orient their face (wearing the earpiece) or reach/point their hand (wearing the
ring) towards a shelf, product labels lights up with personalized visual feedback.6
ID
+ USER
1
2
3
4
5
6
ID
ID
(feedback)
Fig.2. Overview of message and feedback ﬂow in the application. Steps are as fol-
lows: (1) On-object transponder broadcasts its ID over infrared which is received by
the headset (2) Headset transmits transponders ID to server on a mobile phone or PC
via Bluetooth serial channel (3) Server compares ID to user proﬁle, generates audi-
tory and/or visual feedback response (4) Server transmits visual feedback instruction
to headset over Bluetooth serial channel, and plays synthesized speech to user over
headsets built-in Bluetooth audio (5) Headset transmits visual feedback instruction to
transponder over Bluetooth (6) User hears synthesized speech and sees coordinated
visual feedback on transponder
4 Implementation
4.1 Hardware
Transponder. The transponder is an inexpensive hardware platform with lim-
ited processing, communication, data storage and feedback capabilities. Based
around a Silicon Laboratories C8051F331 microcontroller [28], the transpon-
der has an infrared (IR) light-emitting diode (LED), an IR receiver with inte-
grated demodulator, three visible-light LED’s, and a 1-megabit ﬂash memory
chip. A variation of the Sony-IR protocol is used for communication between
transponders, and the IR light is modulated at 38kHz, for communication at
1200 bits/sec. Each transponder periodically broadcasts a message over IR con-
taining its unique numeric identiﬁer. The period between broadcasts is diﬀerent
for each transponder, in order to avoid repeated collisions from nearby transpon-
ders. Communication errors are detected by a single-byte checksum, and incom-
ing packets that fail to match the checksum are discarded. Typical round-trip
time from a transponder broadcast to visual feedback is 250 milliseconds.
For the Engine-Info application, twenty transponders were cut to half-size
and aﬃxed to all major external features of an automobile engine. For My-
1 We use situated, or in-situ feedback to refer to feedback that is located on the actual
object in the environment. This is in contrast to systems that present feedback on
the screen of a PDA or other mobile device.7
ShoppingGuide, transponders were embedded into supermarket shelf labels. Each
transponder was attached behind a label such that the infrared and visible LED’s
showed through a square hole cut into the label. In both applications power was
routed to the transponders from a concealed DC power supply. Each transponder
cost about $25USD (qty. 200), including parts and assembly.
Bluetooth Earpiece and Finger-worn ring. An oﬀ-the-shelf Bluetooth au-
dio earpiece was ﬁtted with a modiﬁed transponder (ﬁgure 3), making it a wear-
able attention sensor and outgoing communication channel from the application
server to the environmentally-placed transponders. The modiﬁed transponder
was programmed to re-broadcast visual signaling instructions received from the
server using a serial-over-Bluetooth link via an attached Bluetooth radio. Its in-
frared transmitter and receiver were re-oriented so that they would point in the
direction of the earpiece wearer’s gaze, and it draws power from the earpiece’s
battery. In a widespread adoption scenario, this extra hardware could be easily
integrated into existing bluetooth earpieces at minimal extra cost.
For the supermarket application, a ﬁnger-worn ring (ﬁgure 4) was built with
the same data communication capabilities as the modiﬁed earpiece. A small
(20mm x 15mm x 5mm) rechargeable Lithium Polymer battery powers the ring.
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Fig.3. The modiﬁed Bluetooth earpiece. The attached transponder is powered from
the earpiece’s battery through a step-up voltage regulator
4.2 Software
An application server was written in Java to be a general purpose, user-proﬁle-
aware state machine supporting physical-world interactions with augmented ob-
jects. The software was written on a PC running Windows XP, but could be8
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Fig.4. The ﬁnger-worn ring
moved to a mobile phone with modiﬁcations to the speech recognition and syn-
thesis code. The primary services that the application server provides are map-
ping numeric identiﬁers to stored information and triggering feedback.
Information and mapping. The mapping from a transponder’s numeric iden-
tiﬁer to related information and media is speciﬁed in an XML ﬁle loaded by the
application server. Personalization is achieved easily by loading a user-speciﬁc
ﬁle. The use of XML permits (but does not require) a hierarchical knowledge
representation, as well as arbitrary links between any two nodes. In the Engine-
Info application, grouped nodes are interpreted to be part of the same system
(i.e. electrical, cooling). Dependencies, or suggested ‘pre-requisite’ relationships
between nodes are speciﬁed as a ﬁeld in the node’s tag.
Input and Output. The application server is capable of limited spoken di-
alogue with the user, with the Bluetooth earpiece providing audio input and
output. Speech input is supported using a small-domain speech recognizer im-
plemented with the Sphinx software [29], and output is via the FreeTTS [30]
speech synthesizer. Visual communication is implemented by triggering LED
activity on transponders that are in the user’s ﬁeld of view. The spoken and
visual outputs can be coordinated by triggering visual signaling on transponders
during speech synthesis, a technique that conceptually connects the auditory
information to tagged physical items.
Next-Node Selection and Navigation Assistance. In an open-ended ex-
ploration like Engine-Info, a method was needed for the system to decide which
item to present next. We developed the ‘attentional fair game’ (AFG) metric,
which provides some measure of the focus of a person’s visual attention while
remaining unobtrusive. The system tracks the set of transponders that have
been spotted by the earpiece or ring during the past 5 seconds. When making a
decision about which information to suggest next to the user, this set of most-
likely-visible transponders is consulted, and they are given more weight in the9
selection heuristic. In this way the system has some approximation of the infor-
mation that a human conversational partner would have about nearby objects,
namely, which objects (or parts of objects) are in the user’s ﬁeld of view and
are thus ‘fair game’ to be brought into the conversation and visually pointed out
[31]. To choose which node to suggest next in Engine-Info, the system randomly
picks another node in the same system (i.e. electrical, cooling) that has not been
introduced yet, giving higher priority to nodes in the AFG. If the current group
has been fully described, the system will randomly pick a node in the AFG from
another group. If all nodes in the AFG have been described, the system will
randomly pick any of the not-yet-described nodes on the object.
The spatial relationships between on-object transponders can also be encoded
into the XML ﬁle, allowing the application server to give the user directions from
one transponder to the next (ﬁgure 5). The system can tell the user which direc-
tion to look in order to ﬁnd the next transponder, using a previously discussed
transponder or one from the AFG as a starting reference point. See ﬁgure 5
for some example directions. This coordinated visual feedback interleaved with
the speech grounds the connection between the verbal dialogue and the physical
world [32].
θ θ
φ φ
{90,90} {90,90}
 {45,315}  {45,315}
"From the spark plug, look up and to 
the left to find the engine oil"
"From the engine oil, look to the 
right to find the dipstick"
"From the exhaust manifold, look 
around to the other side to find 
the electrical connector"
Example Directions: Example Directions:
Fig.5. The spherical coordinate system’s origin is at the object’s center. θ represents a
transponder’s degrees from vertical, while ϕ is degrees from a given horizontal direction.
Example coordinates of two transponders are indicated.
4.3 Personalization
The My-ShoppingGuide application loads a user proﬁle from an XML ﬁle, which
determines the visual feedback that each transponder should display (blinking
yellow, green, red). A feedback mapping can be made explicitly by assigning the
feedback category directly, or implicitly by categorizing a given ingredient, which
may also be present in other food items. The proﬁle supports, but does not require10
a semantic explanation for a categorization, and thus reasons for feedback could
include considerations such as liking or disliking, conﬂict or accord with allergies,
health considerations or the user’s approval or disapproval of the manufacturer’s
environmental record.
5 Design Discussion
In designing the interaction, we were interested in leveraging existing behaviors
for browsing and seeking information about physical objects. The existing be-
haviors that were augmented were: looking at, pointing at, and reaching for an
object. These gestures were supported and augmented by the system’s visual
aﬀordances, spoken referent/visual feedback connection, navigational guidance
and personalization.
The Engine-Info interaction approximates some elements of having a co-
located domain expert by sensing a user’s looking behavior and engaging in a
spoken dialogue. Borrowing interaction features from a typical person-person
conversation, the system has a rudimentary understanding of which objects are
in the user’s ﬁeld of view, and it utilizes this information to pick convenient
topics of instruction. The system responds to verbal cues from the user and
provides spoken information about objects. Like a human conversational partner,
it can draw their attention to a given feature at the moment it is mentioned, to
simulate a pointing gesture2. It tracks which topics have already been discussed,
and although we have not yet explored these avenues, it can be personalized to
level of expertise and language.
Our initial design for My-ShoppingGuide also intended to sense a user’s vi-
sual attention, and to leverage their ability to eﬃciently browse many items
simultaneously. Wearing the augmented Bluetooth headset, a user can stand
back and look at an entire shelf of products. The labels in their ﬁeld of view
light up in a way that is informed by the match between each product and the
currently-loaded personal proﬁle. Though spatially distributed, this feedback
can be quickly visually scanned. However, we learned from early feedback that
when several people viewed the same shelves at the same time there could be
some ambiguity about the intended feedback recipient. This ambiguity presents
a challenge to any system in which personalized cues appear publicly in the envi-
ronment. Thus the ﬁnger-worn ring was built to allow users to point at or reach
towards a smaller range of objects that they are interested in. In pilot tests with
early users, it became clear that this pointing/reaching ability serves two distinct
purposes. Primarily, it allows more precise aiming of the infrared communica-
tion, avoiding activation of unintended feedback on nearby objects that are not of
interest to the user. Second, pointing and reaching are bodily signals that make
other nearby people aware of which object they are interacting with. In addition
to pointing or reaching directly at a single object they are interested in, the ring
also allows for a sweeping gesture in which the user can wave their hand across
2 Note that the system’s ability to ‘point’ to an object or feature by triggering visual
feedback is separate from our augmenting the user’s actual pointing gesture.11
a shelf with a number of transponders, activating each in turn. This sweeping
gesture preserves some of the convenient visual-scanning interaction that the
headset allows, while making the interaction suitable for multi-person environ-
ments. Looking forward to even denser transponder deployments, it would be
useful future work to quantify precisely how quickly visual feedback must appear
in order to support sweeping gestures.
6 User Study
A small user study was run in order to investigate how our system would af-
fect physical-world browsing and searching. 18 participants between the ages
of 26 and 31 were recruited by email from the MIT Media Laboratory stu-
dent population (7 female, 11 male). Each participant completed four brows-
ing/searching tasks utilizing the My-ShoppingGuide augmented shelves. The
study was between-participants, with six participants in each experimental con-
dition. The experimental conditions were (a) using the ﬁnger-worn ring, (b)
using the Bluetooth earpiece, and (c) using neither device. Evaluation of the
user experience with the Engine-Info application is left as future work.
The study consisted of four tasks, with a short questionnaire between each
task. In the ﬁrst task, participants were asked to collect ﬁve items with given
properties from a printed shopping list (for example, ‘a food containing straw-
berries’ - see Table 1 for details). In each of the second, third and fourth tasks,
participants were asked to collect small numbers of items from a certain category
(i.e. beverages, cookies) while avoiding items that contained given ‘allergens’. All
participants were told that they were free to use whatever strategy they liked in
order to ﬁnd the given items, including the visual feedback (if applicable given
their condition), the packaging of the products, and their existing knowledge.
The correctness of items selected by participants was not enforced.
Task-related visual feedback was active in the conditions with the ring and
earpiece. In the shopping list task, the feedback consisted of a ﬂashing yellow
LED on the label-embedded transponder for items on the printed list. In the al-
lergy tasks, the feedback consisted of a glowing red LED on the label-embedded
transponder of products containing allergens to avoid. This visual feedback ap-
peared when the ring or earpiece was pointed in the direction of the given item
label, and it was active throughout the entire task regardless of the participant’s
progress in collecting items. The non-feedback condition was the control group,
and these participants received no visual feedback. Rather, they used only the
packaging of the items and their existing knowledge to make their selections.
Completion time for each of the four tasks was measured by the experimenter
with a stopwatch. After the ﬁnal task, participants were asked to answer a few
additional questions about their experience, and were given the opportunity to
ask the experimenter about the study.
A presentation of experimental results and discussion follows.12
Table 1. User study task instructions, same for all conditions
Task # Printed instructions for each task
1 Shopping List: A food containing strawberries. An item containing sweet cream
buttermilk. An item that is ‘calcium enriched’. A breakfast cereal with no fat
content. An item containing maltodextrin
2 Please ﬁnd a beverage (a drink-able liquid) that does NOT contain any citrus
or citric acid. (citrus/citric acid is found in oranges, lemons, grapefruits, etc.)
3 You are allergic to oatmeal, but enjoy cookies. Please ﬁnd 2 types of cookies
that do not contain oatmeal
4 Your body needs vitamins to grow and be healthy! But only vitamins B2 and
B12, as it turns out. Find an item that contains the following vitamins (B2,
B12) But that does NOT contain vitamin B1.
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Fig.6. Completion-time for the four tasks. Error bars show the standard error, com-
puted as SD/
√
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6.1 Experimental Results
Average completion time (in seconds) on the shopping list task was signiﬁcantly
lower in the ﬁnger-worn ring group (M = 66) than for the control group (M
= 155; t(10) = 2.67,p<.05,two-tailed). This result reﬂects the eﬃciency of the
strategy that many participants in the ringer-worn ring condition reported us-
ing: sweeping their hand back and forth and trusting in the visual feedback to
point out the desired items, rather than reading the ingredient lists or care-
fully examining other product packaging. The diﬀerence in average completion
time between the earpiece group and control group was not signiﬁcantly diﬀer-
ent, but there was a weakly signiﬁcant diﬀerence between the ﬁnger-worn ring
group (M = 66) and the earpiece group (M = 150; t(10) = 1.95,p=.08,two-
tailed; ANOVA was inconclusive). We suspect that this diﬀerence was a result
of the ﬁnger-worn ring setup permitting the wearable infrared transponder to
be aimed more accurately, which made the appearance of visual feedback more
reliable (some subjects in the earpiece condition allowed the earpiece to rotate
downward at times, impairing the infrared communication between the wearable
and the transponders in the environment).
Results in the allergies 1 and allergies 2 tasks suggest quicker completion
times in the ﬁnger-worn ring condition as compared to the earpiece and control
group, though the diﬀerences were not signiﬁcant. In those same tasks, average
completion times in the earpiece group came out slightly quicker than the control
group.
The Allergies 3 task seemed to be the most diﬃcult task for some partic-
ipants, and diﬀerences in mean completion time between groups were not sig-
niﬁcantly diﬀerent. In Allergies 3, participants were asked to ﬁnd an item with
vitamins B2 and B12, but without vitamin B1. Completion time on this task
varied widely compared to the other allergies tasks, and participants reported
that their search eﬃcacy was largely determined by their pre-existing knowledge
about these vitamins rather than the visual feedback or other factors. Partici-
pants who had familiarity with these vitamins tended to select the correct item
very quickly, while other spent several minutes scrutinizing labels.
In the feedback conditions, participants reported using diﬀerent strategies
for the tasks, showing variation from low to high usage of the visual feedback.
Some participants reported feeling that they had relied too much on the tech-
nology, and feared that they fell into what one participant referred to as ‘ring
dependence’. One participant said:
“Its easy to rely on the lights without even thinking about what you are
doing.”
Some participants followed this concern with a remark about the potential
danger posed by error in a deployment where the system would be recommending
food products, especially if a shopper places a high degree of trust in the system
to protect them from choosing foods that that contain allergens.
Not all participants felt that they over-trusted the technology though. A num-
ber of participants reported using a two-stage approach in the allergy-avoidance14
tasks. These participants would ﬁrst browse the shelves in a traditional manner
to ﬁnd a potential candidate item, then they would use the visual feedback to
conﬁrm its acceptability. Some even followed this use of feedback by reading the
ingredients list carefully, to make absolutely sure that the item was acceptable.
Here are some reactions that participants reported:
“My common sense helps me narrow my search while the lights conﬁrm
my choices.”
“I saw the cookie packages right away, but waited for the light to conﬁrm
that they were OK.”
Finally, another participant referred to the visual feedback as a “secondary re-
source”, and said the following:
“I did not use the LEDs unless I was stumped.”
Some participants noted that they appreciated being able to ignore the feed-
back if they wanted. Others suggested that they would like more ways to reﬁne
their search. The ability to change the search criteria while keeping the device
pointed at a single item so as to ‘test’ it for multiple features or ingredients was
requested, as was a feature to set up compound search criteria so that only items
passing a multi-criterion proﬁle match would be pointed out.
6.2 Discussion
“The ring really made things a lot easier - I could just scan it over the
shelf and immediately identify if an item was on my list.”
The above sentiment about the shopping list task was expressed frequently
among participants in the ring condition. It seems natural that a tool that vi-
sually points out exactly the items that a person is looking for will speed up
a searching task. Interestingly though, as was mentioned in the results section,
reliance on this easily available feedback varied from person to person. These
individual diﬀerences suggest that for a physical world browsing or searching
activity where people already have deep life experience patterns, such as ﬁnding
food in a supermarket, there are likely to be a number of diﬀerent strategies
for using an attention-sensitive interactive augmentation like we have built. Fur-
thermore, such a system should be available for use at the moment a person
wants help or clariﬁcation, but also easy to ignore when they want to browse
unassisted.
“Shopping in grocery stores is on some level about discovery - discovering
new items, things you want to try etc. Its good though that it doesn’t in
any way impede normal browsing/shopping, you can totally ignore it if
you want to.”15
In observing participants, one common feature of their experience became
obvious: reading the ﬁne print on packaging takes a long time, and can be error-
prone. Whenever a participant needed to read through the ingredients of a prod-
uct, their completion time was dramatically slowed, and several made mistakes
stemming from their unfamiliarity with reading and nutrition information and
ingredients on food packaging. This lack of experience points to the beneﬁt that
a supplementary system like ours could bring the browsing experience. In order
to reduce the need to read the ﬁne print, some reported using the technology as
a ﬁlter, narrowing the set of possibilities to investigate.
“I knew it would be a pain to read through the whole ingredients list. I
found one that didn’t have B1 using the light feedback, then checked the
ingredients list to make sure it contained B2 and B12.”
“When I did look at the ingredients it was pretty much the same way I
would do it at the supermarket. The diﬀerence was in helping me choose
which items to bother picking up. It felt helpful more as a ﬁlter than as
a selector.”
We ﬁnd a recurring theme in these responses to the supermarket tasks, that
for many participants, their usage of the system took place in concert with their
existing searching and browsing strategies, augmenting rather than replacing
them. Most quickly incorporated the visual feedback into the task, allowing it to
either guide them directly, or to cut down the range of options that they needed
to consider while ﬁnding the desired items. However, they did not abandon their
pre-existing knowledge and habits.
We feel that this usage pattern applies to other physical world information
scenarios where in-situ information about objects can be oﬀered to people. As
we saw in the My-ShoppingGuide recipe-ﬁnding task, on-object visual feedback
can seamlessly augment a person’s experience interacting with things in their
environment, making the interaction more eﬃcient. However this feedback is
probably not an appropriate replacement for the pre-existing information. It
can be used as a supplementary source of information during a browsing or
searching task, but it is equally important that it can be ignored. We hope
to see more systems in the future designed with these considerations in mind,
enabling the seamless use of digital augmentation alongside existing information,
and leveraging natural gestures that are cues of attention, to support searching
and browsing in the physical world.
7 Conclusions
This paper has presented a general system for augmenting physical objects with
relevant information and oﬀering that information in a personalized way that
responds to the user’s attention through their natural looking, pointing and
reaching gestures. We have introduced Engine-Info and My-ShoppingGuide, two
applications that provide the background for the subsequent discussion of our16
interaction design. A user study of the My-ShoppingGuide scenario showed our
ﬁnger-worn ring augmentation to speed up a shopping list searching task, and
provided qualitative insights about how people search and browse physical items
with mobile technology providing on-object feedback.
Subjects in our study reported a range of utilization behavior regarding in-
situ feedback when browsing or searching for physical-objects. Variation in usage
ranged from nearly complete dependence, to using the feedback only as a last
resort, suggesting that while any system built to enhance pre-existing physical
world search activities may improve task eﬃciency and be received enthusias-
tically by users, it must also support varying levels of utilization and be easily
ignorable at any time. Furthermore, designers of such systems should be aware
that some users will rely heavily on the system, so they must take care to ensure
that no serious harm befalls this group in case of system error.
This investigation provides an example implementation for enabling seamless
access to digital information associated with physical objects. Our work impacts
many application areas that can be improved by enabling physical objects to
teach and inform people by leveraging their gestures of attention and direct
interaction. These areas include education, logistics, maintenance, repair and
shopping, and our work illustrates a path towards providing seamless access to
useful personalized information away from the desktop computer.
8 Future Work
In the future it would be interesting to investigate a larger and more realistic
supermarket deployment of the My-ShoppingGuide system. Such an investiga-
tion could incorporate multimodal feedback, and could collect speciﬁc reactions
about the social acceptability of the wearable devices. Our ideas for the use of
auditory feedback include direction-giving within a store, and verbal explanation
of given visual feedback. Care would be required to avoid overwhelming the user
with excessive auditory information.
Also, Engine-Info was designed to teach a learner about the parts of an engine
but it currently has access only to the ongoing state of a single user interaction.
We are interested to incorporate a more sophisticated model of the learner into
this interaction, as well as to build support for multi-person interaction. A fol-
lowup study would help us to better understand the pedagogical potential of
this application.
Finally, in this paper we have focused on our prototyping of the interactive
user experience, and have not addressed the complexity of real-world deployment
of a system like ours. The problems of transponder attachment and lifespan, of
recording the connection between the transponder’s numeric identiﬁer and the
physical object, and of easily creating the corresponding digital annotations are
all interesting and challenging. There is much work still to be done towards
solutions to these problems for our system and for others like it.17
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