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Reliability analysis, which takes into account uncertainties, is considered to be the
best tool for modern structures evaluation. In this assessment, the deterioration
model is one of the most important factors, but it is complicated for modelling
due to the inherent uncertainties in the deterioration process. Theoretically, the
uncertainties of the deterioration process can be modelled using a probabilistic
approach. However, there are practical difficulties in identifying the probabilistic
model for the deterioration process as the actual deterioration data are rather
limited. Also, the dependencies between different uncertainties are often ignored.
Thus the present study proposes a probabilistic analysis framework, using depen-
dent p-boxes in which copulas describe the dependence, for modelling the dete-
rioration process with incomplete information. There are two main parts of the
framework. Firstly, the theory of statistical inference is developed for the quan-
tification of uncertainties and their dependence structure. Secondly, simulation
techniques in the structural reliability analysis are also developed. Two simula-
tion approaches are integrated to propagate the dependent p-boxes for reliability
analysis, including MC simulation and importance sampling. The accuracy and
efficiency of the uncertainty framework are also verified through numerical exam-
ples.
When the accuracy and efficiency of the framework are verified, the framework is
then applied to the proposed deterioration models. Due to the different properties
involved in the process, deterioration models for steel structures and reinforced
concrete structures are considered separately.
The finding suggests that significant epistemic uncertainties exist in the current
deterioration models due to the limited availability of reliable corrosion data. In
addition, new dependence structure of Frank copula is discovered in the deterio-
ration models of steel and RC structures.
In summary, the proposed framework in the study is a useful tool to model the
uncertain corrosion process, accounting for both the aleatory and epistemic un-
certainties. The inaccuracy of error measurements and insufficient data have been
taken into consideration for modelling of uncertainty and dependence structure.
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Chapter 1
Introduction
In civil engineering, a broad issue is assessing the condition of existing structures.
Many structures in developed countries, such as Australia, UK, Germany and
the USA, have been built since the Second Industrial Revolution over 100 years
ago, which has had an immense social and economic impact on the development
of these countries. Due to a variety of structural form and construction material
issues, Ryall (2010) has suggested that structures cannot last forever due to the
effects of degradation. One of the problems is that in the early stages of infras-
tructure development, many transport agencies applied structures management
technology which was mainly based on personal and subjective judgement, and,
consequently, maintenance of structures was often neglected, such as bridges, due
to being regarded as unnecessary. However, this attitude has changed remark-
ably. For example, in 1989, the UK Department of Transport established that
many bridge structures had deteriorated faster than originally expected (Wall-
bank, 1989); and, in the 1990s, the US Department of Transport established that
over 35000 concrete bridges have deteriorated requiring 230 billion US dollar for
rectification of the problems and maintenance of those infrastructures (Stewart
& Rosowsky, 1998). Due to the ongoing nature of the problem of deterioration of
structures, there is a strong need for research that improves the methods used in
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the evaluation of the levels of deterioration with implications for improving the
management of these issues including the allocation of funding which is a limited
resource.
Reliability analysis, which takes into account uncertainties, is considered to be the
best tool for modern structures evaluation. The uncertainties are first quantified
by the concept of probability and extended to probabilistic models. When all
models of uncertainties are constructed, the probability of structure, in which it
can perform for a period of time, is derived. This probability is called a reliability
of structure, and the process of calculating this probability is a reliability analysis.
In the reliability assessment of structures, a deterioration model is one of the
most important factors. Deterioration models consider temporal changes to struc-
tural resistance (Li et al., 2015). These models become crucial in the reliability
analysis when considering that structures deteriorate over time due to ageing,
environmental exposure, the impact of aggressive chemicals and repeated traf-
fic load. For example, over 70 % of bridge structures in the state of New South
Wales are suffering from deterioration significantly, particularly the steel bridges
and reinforced-concrete bridges which are account for most of the bridge stock
(Rashidi & Gibson, 2012).
The deterioration of structures is a stochastic process that is marked by high un-
certainty. These uncertainties can be categorised into two types: one is inherently
random (Aleatory); the other arises from a lack of knowledge (Epistemic). The-
oretically, aleatory uncertainties can be modelled using a probabilistic approach.
This modelling can only be achieved when all statistical characteristics for each
uncertainty can be determined reliably from sufficient observational data. How-
ever, in practice, available real-world data on structural deterioration are very
limited. The uncertainty modelling needs to be based on incomplete information
and/or subjective judgement which is referred to as epistemic uncertainty. The
theory of imprecise probability is used to quantify the epistemic uncertainty.
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Probabilistic analysis often also neglects the correlations and dependencies in
deterioration models. This neglect is a common practice partly due to its mathe-
matical convenience, but mostly due to the limited availability of data. However,
it has been demonstrated that an incorrect assumption of dependence can lead
to unreliable predictions in risk assessment (Ferson et al., 2004).
In addition, deterioration modelling includes many uncertainties, and it is difficult
to overcome this complication by analytical methods. To address this complica-
tion, simulation techniques are thus adopted in this thesis. However, the common
simulation technique is a very time-consuming to process, and it takes even longer
when the epistemic uncertainties of random variables and their dependence are
considered. Therefore, the focus problem for this research is to develop an efficient
framework of uncertainty analysis for assessing the deterioration structures which
considers both aleatory and epistemic uncertainties.
1.1 Aleatory and epistemic uncertainties
Uncertainties in engineering are commonly classified into two types: Aleatory and
Epistemic. The word ‘aleatory’ is derived from the Latin word ‘alea’ which has a
meaning of ‘rolling a dice’ (Saassouh & Lounis, 2012). Aleatory uncertainties refer
to the intrinsic randomness of physical quantities. This uncertainty is not due to
the lack of knowledge, and cannot be reduced. For example, an engineer cannot
predict the maximum wind in the next 10 years in Sydney; even though they may
have substantial historical data. Aleatory uncertainty arises from the natural
variation. It is generally quantified by a probabilistic approach when sufficient
data is available to estimate all statistical characteristics and distribution type
for each uncertainty which is discussed in detail in Chapter 2.
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The word ‘epistemic’ is derived from the Greek word ‘epistemic’ which has a
meaning of knowledge (Saassouh & Lounis, 2012). In contrast to aleatory un-
certainty, epistemic uncertainty refers to the incomplete knowledge or lack of
information. For example, an engineer, without a full geotechnical report, may
estimate the rock depth of the building site based on his experience. This un-
certainty is known as epistemic uncertainty arising from incomplete professional
knowledge (Benjamin & Cornell, 2014). This uncertainty might be reduced with
additional data or better modelling techniques. Epistemic uncertainty can arise
from many sources such as unknown dependency relationships, limited experi-
mental data, quality issues, inconsistent measurement data, model uncertainty
and non-detects in measurements (Ferson et al., 2003). Epistemic uncertainty
has caused the selection of probabilistic models (e.g., distribution type and/or
distribution parameters) for uncertain variables to generally be made based on
incomplete information and/or subjective judgement. In addition, the distribu-
tion itself is somewhat uncertain. Thus, the imprecise distribution needs to be
modelled by a family of all candidate probability distributions which are compat-
ible with the available data, thereby increasing the precision of the results. This
is the idea underlying the theory of imprecise probabilities (Walley, 1991) which
is discussed in Chapter 4.
The comparison between aleatory uncertainty and epistemic uncertainty is sum-
marised in Table 1.1.
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Table 1.1: Two types of uncertainty.
Uncertainty
Aleatory Epistemic
Natural variability of random
phenomena
Arise from incomplete knowledge
or lack of information
A measure of randomness A measure of degree of belief
Irreducible Reducible
Usually modelled with random
variables by probabilistic ap-
proach
Modelled by Bayesian approach
or imprecise probability
1.2 Modelling uncertainties
Aleatory uncertainty can be quantified by using a purely probabilistic approach
(Li & Wang, 2015). This approach requires that all statistical characteristics
for each uncertainty are determined reliably from sufficient observational data.
In practice, however, available real-world data on physical uncertainty, such as
structural deterioration is very limited, and the selection of probabilistic models
(e.g., distribution type and/or distribution parameters) for uncertain variables is
generally based on incomplete information and/or subjective judgement.
When the available data is incomplete, it is thus advisable to consider the distribu-
tion itself as uncertain which raises issues of the validity of currently available pure
probabilistic approaches. The statistical uncertainties are epistemic (knowledge-
based) in nature. Within a pure probabilistic framework, epistemic uncertainty
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can be modelled using the Bayesian method. Uncertain parameters of a proba-
bilistic model can be described with prior distributions and updated using limited
data. They can then be modelled by using Bayesian random variables and intro-
duced formally, with the remaining (aleatory) uncertainties, in the probabilistic
analysis (Ellingwood & Kinali, 2009). Judgemental information is required to es-
timate the epistemic uncertainties. The estimation of the epistemic uncertainties
can be improved by using the Bayesian updating rule when more data becomes
available. However, before receiving additional data, the Bayesian approach re-
mains a subjective representation of epistemic uncertainty.
Alternatively, an imprecisely known probability distribution can be modelled by a
family of all candidate probability distributions which are compatible with avail-
able data. This is the idea of the theory of imprecise probabilities. Dealing with
a set of probability distributions is essentially different to the Bayesian approach.
In imprecise probability theory, many mathematical representations have been
developed such as the theory of belief functions or evidence theory known as
Dempster-Shafer theory (Shafer, 1992), the random set theory (Kendall, 1974)
and a probability bounds approach (Ferson et al., 2003).
A practical way to represent the distribution family is to use a probability bounds
approach by specifying the lower and upper bounds of the imprecise probability
distribution. This corresponds to the use of an interval to represent an unknown
but bounded number. Consequently, a unique failure probability cannot be de-
termined. Instead, the failure probability is obtained as an interval whose width
reflects the imprecision of the distribution model in the calculated reliability.
A popular uncertainty model using the probability bounding approach is the
probability box (p-box) structure (Ferson et al., 2003). A p-box is closely related
to other set-based uncertainty models such as random sets, Dempster-Shafer ev-
idence theory and random intervals. In many cases, these uncertainty models
can be converted into each other, and thus considered to be equivalent (Baudrit
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et al., 2008, Ferson et al., 2003, Moller & Beer, 2008, Walley, 2000). Therefore,
the p-box presented in this study is also applicable to other set-based uncertainty
models. The approach of imprecise probability to represent epistemic uncertainty
generally requires less subjective information than the Bayesian approach. It was
argued that the epistemic uncertainties in the probability distribution could be
more faithfully represented using a probability bounding approach (Ferson et al.,
2003, Walley & Fine, 1982).
The modelling of dependencies between probability boxes follows the concept of
dependence between random variables. Both Pearson correlation and rank corre-
lation have been adopted for p-boxes but retaining their limitations known from
probability theory. Thus, copula models have been suggested to describe depen-
dence between p-boxes (Salvadori & De Michele, 2004).
In summary, there is an urgent need for reliable uncertainty quantification in
the case of limited data. Epistemic uncertainties need to be taken into account
for the quantification of each uncertainty and their dependence structure. The
uncertainty quantification needs to be based on the imprecise probability, and
the dependence structure needs to be modelled by the copula theory.
1.3 Reliability analyses of engineering structures
During the period between 1920 and 1950, uncertainties in calculating the ex-
tent of structural safety problems were addressed. The probability theory could
be developed for quantifying uncertainties in load and resistance parameters.
Mathematical equations were then derived to calculate the failure probability of
a structure (Elishakoff, 2012). These equations were too difficult to evaluate by
hand, and therefore it was too impractical to apply the concept of probability, or
reliability analysis, to practical problems at that time. Following improvements
in the development of computers in the early 1970s, interest in reliability analysis
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was renewed. Starting with the pioneering work of Cornell and Lind, during that
decade, the reliability analysis was able to reach a sufficient degree of maturity
that it could be widely applied to practical problems (Nowak & Collins, 2012).
The overall purpose of structural reliability analysis is to quantify the probabil-
ity of failure of structures Pf with consideration of the random variables. The
calculation of Pf requires the valuation of a multinomial integral:
Pf =
∫
g(X)≤0
fX(X)dX =
∫
<d
I [g(X) ≤ 0] fXdX, (1.1)
in which X = (X1, . . . , Xd) is the d-dimensional random vector representing un-
certainties such as applied loads, structural resistance and stiffness. fX(X) is the
joint probability distribution function for X. g (X) is the limit state function.
The structure is unsafe when g (X ≤ 0), otherwise the structure is safe. The in-
tegration is performed over the region where g (X) is less than zero. I [.] is the
indicator function, having the value of 1 if [.] is true and the value of 0 if [.] is
‘false’.
In general, the integral of Eq. (1.1) is hard to quantify. In most of the practi-
cal applications, the integral of Eq. (1.1) needs to be obtained by approximation
including the use of analytical and simulation approaches. The analytical ap-
proaches, such as the First-Order Second-Moment Method (FOSM), First-Order
Reliability Method (FORM) and Second-Order Reliability Method (SORM), are
generally simple and time-effective for carrying out the computation. The FORM
and SORM approaches use equivalent normal distribution as an approximation
to the original distribution of random variables. This approximation is justified
by the central limit theorem, in which every distribution converges to normal as
the sample size reaches infinity (Nowak & Collins, 2012). Therefore, the analyti-
cal methods may not be suitable to be applied to some practical problems when
the sample size of data is limited. In addition, the limit station function, used in
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the analytical methods, may not be known explicitly. Therefore, other simulation
techniques which address those limitations are adopted in the present study.
In summary, there is a current need to develop an efficient simulation approach in
structural reliability analysis. Also, the imprecise probability and theory of copula
for the dependence structure needs to be taken into account in these approaches.
The present study will develop the two simulation techniques, which based on
interval Monte Carlo (MC) and importance sampling, for the reliability analysis.
1.4 Objective
The main contribution of this thesis is the development of a practical framework
for uncertainty analysis using dependent p-boxes in which copulas describe the
dependence. A flowchart of the practical framework is shown in Fig. 1.1.
There are two main parts of the framework. The first part is the development
of statistical inference for the uncertainties and their dependence structure from
the observational data. Point estimation and interval estimation are considered
in the present study. The second part is related to the development of the simu-
lation techniques in the structural reliability analysis based on the results of the
uncertainty quantification from the first part.
In the first part, the Akaike information criterion (AIC) is used to select the
copula model that provides the best fit to the observational data. The confidence
intervals of the copula parameter are estimated using the AIC combined with the
Bootstrap method.
In the second part, two simulation approaches are integrated to propagate the
dependent p-boxes for reliability analysis. The first approach is developed based
on the interval MC simulation. This approach is simple, but it requires a sig-
nificant number of simulations for the computation of the failure probability.
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Figure 1.1: The process of the proposed framework for uncertainty analysis
in structural reliability analysis.
Therefore, the additional use of the variance-reduction approach based on impor-
tance sampling is proposed to reduce the number of samples and the expensive
computational analysis. The accuracy and efficiency of these approaches are also
investigated and verified by numerical examples.
When the validity and efficiency of the framework are verified, the framework is
then applied to the proposed deterioration models. Due to the different properties
involved in the process, deterioration models for steel structures and reinforced
concrete structures are considered separately.
In order to propose the new deterioration models, the real-world data are col-
lected and analysed before the framework can be applied. Using the framework,
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the dependence structure using copula theory has been discovered between un-
certainty in deterioration models, which has not been considered in the previous
research. The importance of epistemic uncertainty and the dependence of p-boxes
on the reliability deterioration are also investigated and demonstrated through
numerical examples.
In the proposed deterioration models of steel structures, the present study will
focus on the atmospheric environment, including rural-urban and marine. The
type of marine immersion deterioration is excluded from the study.
In the proposed deterioration of reinforced concrete structures, the present study
will focus on the three most important stages of chloride-induced corrosion in-
cluding corrosion-initiation, crack initiation and crack propagation. Carbonation-
induced corrosion, another form of deterioration, is not considered in this study.
1.5 Thesis organisation
This thesis comprises of eight chapters related to deterioration models of steel and
RC structures using the imprecise probability and copula theory. Several research
areas are being investigated in this thesis, each chapter thus contains a portion
of the previous research and is briefly presented as following.
Chapter 2 describes some probability concepts in engineering that are related
to the present study. This chapter mainly describes the random variable and its
properties which are the fundamentals of the aleatory uncertainty quantification.
In addition, the concept of statistical inference and dependence measures are also
introduced.
Chapter 3 describes the theoretical background of simulation techniques in the
structural reliability analysis. This chapter is a preface of the proposed framework
using dependent p-boxes in Chapter 5.
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Chapter 4 introduces theories about imprecise probability under dependence mod-
elling. Firstly, the theory of imprecise probability is described which is a tool for
the epistemic uncertainty quantification. Then, the chapter focuses on the theory
of p-boxes and copula dependence.
Chapter 5 introduces a practical framework for uncertainty analysis using de-
pendent p-boxes in which copulas describe the dependence. Two simulation ap-
proaches are used to propagate the dependent p-boxes for reliability analysis.
Numerical examples are also used to validate the accuracy and efficiency of the
proposed framework.
Chapter 6 and Chapter 7 apply the proposed framework developed in Chapter 5
into deterioration models used in steel structures and reinforced concrete struc-
tures respectively.
Chapter 8 presents the conclusions of this research and proposes recommendations
for future studies. It also acknowledges the assistance that has been provided by
others in accomplishing the research.
Chapter 2
Some probability concepts in
engineering
As mentioned in Chapter 1, many engineering problems need to deal with uncer-
tainty. Due to the uncertainty, engineering models cannot be precisely predicted.
When engineering models account for uncertainty, the analysis of the models
needs to be based on the rules of probability theory. Thus this chapter firstly
presents a review of probability theory. Then it will describe random variables,
their properties and dependence structures. Next, the background of statistical
inference is also briefly discussed. Then, two dependence measures are introduced
including Pearson and rank correlation.
2.1 Probability theory
2.1.1 Sample space, events and Venn diagram
Probability theory is used to quantify an event or experiment for which the out-
comes may be random and not known precisely, such as an outcome from the event
13
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of rolling a dice or tossing a coin. The set of all possible outcomes is denoted as
‘sample space’ Ω. In the dice example, the sample space Ω = {1, 2, 3, 4, 5, 6}. Or
in the example of tossing a coin, the sample space Ω = {head, tail}. The combi-
nation of one or more of the possible outcomes or ranges of outcomes from the
sample space Ω is denoted as an ‘event space’. The relationship between a sample
space Ω and events (or its subsets) are commonly represented by Venn diagram.
A rectangle represents the sample space Ω and circles (or closed regions) in the
rectangle represents events.
2.1.2 Axioms of probability
Let P(.) denote the probability function defined on the event in the sample space
Ω. The quantification of the events, such as A and B, needs to be based on
elementary properties of probability measure. These properties, which are also
known as axioms of probability, are given in the following:
1. P (∅) = 0, where ∅ is called an impossible event with no sample points.
2. P (Ω) = 1. The probability of the certain event equals unity in which the
certain event contains all the sample points in a sample space.
3. 0 ≤ P(A) ≤ 1. This properties is derived from the properties of the impos-
sible event and certain event.
4. P (A) = 1− P (Ac), where Ac is the complement of A. The complimentary
event Ac is the event contains all the sample points in the sample space that
are not in A.
5. If A ⊆ B, then P(B\A) = P(B)− P(A), where B\A = B ∩ Ac. B\A is an
event contains all the sample points in B.
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6. For all A and B (disjoint or not),
P(A ∪B) + P(A ∩B) = P(A) + P(B), (2.1)
in which A∪B and A∩B are an union and intersection between two events
A and B respectively.
7. P is monotone if A ⊆ B then P(A) ≤ P(B).
8. P is (finitely) sub-additive: for all A and B, disjoint or not,
P(A ∪B) ≤ P(A) + P(B). (2.2)
9. If A1, A2, . . . , An is a collection of disjoint members of F , in that case
Ai
⋂
Aj = ∅ for all pairs i,j satisfying i 6= j then
P
( ∞⋃
n=1
An
)
=
∞∑
n=1
P (An). (2.3)
It can be seen that the probability of any event is always assigned to one single
value. This is the main difference between the classical probability theory and
imprecise probability which is discussed in Chapter 4.
2.1.3 Dependence among events
The concepts of dependence among events is very important in engineering prob-
lems, such as deterioration models. This is the fundamentals of dependence be-
tween random variables in Section 2.2.
1. Statistically independence: Events are not related or associated with each
other. If event A and B are statistically independent, it must satisfy one of
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the following conditions:
P (A ∩B) = P (A) P (B) , (2.4)
P (A ∪B) = P (A) +P (B)− P (A) P (B) . (2.5)
2. Mutual exclusion: occurrence of an event, such that event A precludes the
another event’s occurrence, such as event B, in which event A and B must
satisfy one of these following conditions:
P (A ∩B) = 0, (2.6)
P (A ∪B) = P (A) +P (B) . (2.7)
3. Opposite dependence: two events A and B have the minimum possible over-
lap. Opposite dependence must satisfy one of these following conditions:
P (A ∩B) = max (P (A) +P (B)− 1, 0) , (2.8)
P (A ∪B) = min (1,P (A) +P (B)) . (2.9)
4. Perfect dependence: one event is contained in another, which must satisfy
one of these conditions:
P (A ∩B) = min (P (A) ,P (B)) , (2.10)
P (A ∪B) = max (P (A) ,P (B)) . (2.11)
2.2 Random variables
When the possible outcomes of the event is a real number, the event is defined
as a random variable. In the previous example, the outcome of tossing a coin is
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recorded as ‘head’ or ‘tail’. These outcomes are not a real number, so they are
not random variables. The example of the random variable is the outcome from
rolling a dice.
A random variable is defined as a function that maps events onto intervals of
the number system or the real line which is shown in Fig. 2.1. The advantage
of representing an event in numerical terms is apparent in analysing the events.
Also, the events and their probabilities are displayed graphically.
Depending on the sample space which consists of discrete sample points or con-
tinuous sample points, a random variable can be classified into two types: discrete
and continuous. A discrete random variable has a finite number of possible values
on the interval like the outcomes in the dice example. A continuous random vari-
able can have all the values on the interval. This type of random variables is the
most common in engineering problems such as maximum wind speed in one year
in Sydney or the rock depth of the building site. Due to this common use, the
following sections will focus on the properties of continuous random variables.
Figure 2.1: An example of a mapping events in space space Ω into real line
x (adopted from Ang et al. (2007)).
Chapter 2. Some probability concepts in engineering 18
Continuous random variables can take any value on the interval. Thus the quan-
tifying of an event, in which the random variable takes a particular value, usually
leads to zero. Instead, in order to avoid a value of zero, the probability of events
is often quantified by the random variable taking a non-zero value within a par-
ticular interval. The common way to do it is by using a cumulative distribution
function (CDF) which is shown in Fig. 2.2.
Figure 2.2: An example of a CDF.
A cumulative distribution function (CDF), FX (x), is used to express to the prob-
ability that a random variable X is less than or equal to a number x, given as:
FX (x) = P (X ≤ x) , x ∈ X ⊆ R. (2.12)
The purpose of using CDF is to determine the probability of a random variable
being lower than a certain value, higher than a certain value, or between two
values.
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If the CDF can be differentiated, then its derivative is referred to as a probability
density function (PDF) of X, fX(x). Based on Eq. (2.12), the fX(x) can be
expressed as:
P(X ≤ x) = FX(x) =
x∫
−∞
fX(x)dx. (2.13)
There are two basic parameters of random variables include mean and standard
deviation. For random variables X, the mean µX is a measure of central tendency
of X and the standard deviation of X is a measure of spread for variables to the
mean µX . The lower standard deviation means the closer of the variables to the
mean. When standard deviation reaches zero, the random variable X becomes a
constant.
It is difficult to observe a degree of the dispersion of random variable X which
is based only on the standard deviation. Thus, it is appropriate to have a mea-
sure of dispersion related to the mean value which is known as the coefficient of
variation (COV). The use of COV is often preferred for its convenience in the
non-dimensional measure of dispersion which is defined as:
COV (X) =
σX
µX
. (2.14)
2.2.1 Dependence between random variables
Based on the concept of dependence between events in Section 2.1.3, some possible
dependence types of random variables X and Y can be discussed as the following:
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2.2.1.1 Independence
The random variable X and Y are independent means knowing X give no infor-
mation about Y , or otherwise and must satisfy the condition:
fX,Y (X, Y ) = fX(X)fY (Y ), (2.15)
in which fX(X) and fY (Y ) are PDF of X and Y respectively, fX,Y (X, Y ) is joint
PDF of X and Y .
2.2.1.2 Dependence
The random variable X is dependent on Y if and only if X can be expressed as
a function of Y , i.e.
X = g(Y ). (2.16)
The random variable X is not dependent on Y does not mean X and Y are
independent. Based on the function g, some possible dependence types of random
variables X and Y are summarised in Table 2.1.
Chapter 2. Some probability concepts in engineering 21
Table 2.1: All types of dependence between random variables X and Y .
Types of dependence Form Meaning
Perfect dependence FX (X) = FY (Y ) . X and Y are comonotonic.
Opposite dependence FX (X) = 1− FY (Y ) . X and Y are countermono-
tonic.
Linear correlated Y = aX + b. When b > 0: positive linear
dependence and b < 0: neg-
ative linear dependence.
Rank linearly correlated FY (Y ) = aFX (X) + b. When b > 0: positive rank
linearly dependent and b <
0: negative rank linearly de-
pendent.
Complex dependence any form -
2.2.2 Joint distribution function of random variables
The distribution functions of a single random variable can be modelled as the
CDF or the PDF which were discussed in the previous section. However, these
distribution functions only describe the statistical parameters of a single random
variable, not the relationship between random variables. Thus, the distribution
function of two or more random variables is introduced to capture the dependence
structure among random variables.
The joint cumulative distribution function of d random variables X1, . . . , Xd is
defined as:
FX1,...,Xd (x1, . . . , xd) = P (X1 ≤ x1, . . . , Xd ≤ xd) . (2.17)
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The distribution functions FX1 , . . . , FXd are sometimes called the marginal distri-
bution functions of X1, . . . , Xd respectively. The fundamental of the copula theory
is the joint cumulative distribution found in Section 4.3.
If the joint CDF can be differentiated, then its derivative is referred to as a joint
PDF fX1 , . . . ,Xd (x1, . . . , xd) which is given as:
fX1 , . . . ,Xd (x1, . . . , xd) =
∂dFX1 , . . . , FXd (x1, . . . , xd)
∂X1 . . . ∂Xd
. (2.18)
In general, a joint PDF is any (integrable) function fX1 , . . . ,Xd (x1, . . . , xd) satis-
fying the properties:
fX1 , . . . ,Xd (x1, . . . , xd) ≥ 0,∫ . . . ∫ fX1 , . . . ,Xd (x1, . . . , xd) dX1 . . . dXd = 1. (2.19)
2.3 Statistical parameters from observational data
When the distribution function and parameters of random variables are defined;
the probability of random variables can be computed at any value. In practice, the
fully specified random variables X require the determination of its parameters,
such as mean and standard deviation σX , and distribution type. This calculation
needs to be based on the observational data.
The method of deriving the probabilistic information and estimating of parame-
ters about a population from the observation data is known as statistical infer-
ence (Casella & Berger, 2002). The population is defined as all elements of the
required information and population characteristics are parameters. The sample
is described as a collection of observed random variables taken from the popu-
lation and sample characteristics are statistics. The summarised process of the
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statistical inference is shown in Fig. 2.3. The two approaches to estimating the
parameters are point estimation and interval estimation.
Figure 2.3: The general process of the statistical inference(Adapted from Ang
et al. (2007)).
2.3.1 Point estimation
Point estimation is concerned with calculating a single value to estimate the
parameters from the observational data. Given sample values of x1, x2, . . . , xn
from a population X, the point estimation of the population X can be calculated
by the method of moments and the method of maximum likelihood.
2.3.1.1 The method of moments
The method of moments is based on calculating the mean and variance of the
observational data. Let x and s2 denote the mean and variance of the sample
respectively. The calculations of these parameters are given as:
x =
1
n
n∑
i=1
xi, (2.20)
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s2 =
1
n
n∑
i=1
(xi−x)2, (2.21)
in which x and s2 are the ”unbiased” point estimates of the population mean µ
and variance σ2. Based on these values, the parameters of specific distribution
types can be derived.
The method of moments is based on the assumption that such as sample above is
random. The successive sample, which is drawn from the population, is indepen-
dent to the previous sample, and the underlying probabilistic information from a
population remains the same (Ang et al., 2007).
The major limitation of the moment method is the inaccuracy when applied to
small sample sizes because it was based solely on the law of large numbers (Geweke
et al., 1991). In this case, the method of maximum likelihood is more suitable.
2.3.1.2 The method of maximum likelihood
While the moment method derives the basic parameters from the observational
data, the maximum likelihood method provides a procedure to obtain the set of
sample data, given the chosen probability distribution type, which is the best fit
to the observational data. Based on the derived sample data, the point estimation
of parameters can be calculated directly.
Let f(x, θ) denote the PDF of the random variable X with the parameter of θ.
The likelihood function of obtaining n independent observations is defined as:
L(x1, x2, . . . , xn, θ) = f(x1, θ)f(x2, θ) . . . f(xn, θ). (2.22)
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The maximum likelihood estimator θ̂ is selected as a value of θ that maximises
the value of the likelihood function L(x1, x2, . . . , xn, θ). Thus θ̂ can be obtained
as a solution to the following equation:
∂L(x1, x2, . . . , xn, θ)
∂θ
= 0. (2.23)
The maximum likelihood provides a consistent approach to estimating a param-
eter which can be developed for a large variety of estimation situations. For ex-
ample, it can be applied in the reliability analysis or copula estimation in Section
4.3.4. When the sample size of n increases, the variance reaches the minimum
value. Thus the maximum likelihood is considered as the best estimate (Hoel
et al., 1954).
2.3.2 Interval estimation
With point estimation, the degree of accuracy of the estimates is not conveyed.
Thus the interval estimation is concerned of calculating a range of values for the
parameter from the observational data. The intervals provide a certain degree of
confidence in estimating quantity.
Given the x is the sample mean of n observational data for estimating the pop-
ulation mean µ. The accuracy of this estimation is dependent on the sample size
n. The following sections will provide two approaches to determine the interval
mean of the sample.
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2.3.2.1 Confidence interval mean with known variance
Given a sample of size n of x1, x2, . . . , xn from a population X. The sample mean
x and its expected value are given as following:
x =
1
n
n∑
i=1
xi, (2.24)
E (x) = E
(
1
n
n∑
i=1
xi
)
=
1
n
n∑
i=1
E (xi), (2.25)
∴ E (x) = 1
n
× nµ = µ. (2.26)
The expected value of sample mean x is equal to the population mean µ, thus
x is an ‘unbiased’ estimation of the population mean µ. This sample mean x
varies depending on the chosen sample, thus the value of x is random. Due to its
randomness, the variance of x is derived as:
V ar (x) = V ar
(
1
n
n∑
i=1
xi
)
=
1
n2
V ar
(
n∑
i=1
xi
)
, (2.27)
in which x1, x2, . . . , xn are statistically independent; therefore
V ar (x) =
1
n2
n∑
i=1
V ar (xi) =
1
n2
(
nσ2
)
=
σ2
n
. (2.28)
Based on Eq. (2.26) and Eq. (2.28), the sample mean has a mean of µ and standard
deviation of σ
n
. If the sample size n is greater than 30, the sample mean can be
assumed as normal distribution by the central limit theorem (Nowak & Collins,
2012). The PDF and CDF of the sample mean are shown in Fig. 2.4.
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Figure 2.4: PDF and CDF of the sample mean.
The following algorithm summarises the general procedure for establishing the
confidence interval of the mean x with the known variance σ2:
1. Choose the confidence level (1− α).
2. The bound values of the sample mean can be calculated as:
xα/2 = F
−1(α/2), (2.29)
x1−α/2 = F−1(1− α/2), (2.30)
in which F−1 (.) is the inverse function of CDF of the assumed distribution
type for the sample mean. In this case, the sample mean is assumed to have
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normal distribution. xα/2, x1−α/2 are the α/2 and 1− α/2 percentile of the
sample mean respectively.
The accuracy of the estimation of x is depending on the sample size n. When n
increases, the sample mean x is closer to the population mean µ. In the extreme
case, as n→∞, x→ µ.
If the sample size n is less than 30, the confidence interval of the sample mean
needs to be determined by a non-parametric or a bootstrap method. The present
study will focus on the bootstrap method which is described in the next section.
2.3.2.2 The bootstrap method
The bootstrap method is a computer-intensive re-sampling technique that was
introduced by Efron (1979) for making certain kinds of statistical inference. The
philosophy underlying the approach is that, in instances of limited data about
the distribution and confidence interval, the observed data contains all the avail-
able information about the underlying statistical characteristics of the data. Two
asymptotic concepts can theoretically justify this idea. Firstly, the sample empir-
ical distribution function (EDF) approaches the population PDF when the size of
the sample n increases to infinity. Secondly, the bootstrapped estimation of the
statistical sampling also approaches the statistical population when the number
of re-sampling B approaches infinity. Therefore, the results from re-sampling from
the sample is, therefore, the best guide to determine the distribution and statistic
of interest, such as mean, median or standard deviation of the data.
In general, the bootstrap can be classified into two types: non-parametric and
parametric method. In the non-parametric bootstrap, the original sample is re-
garded as a miniature of the population, thus maintaining all the information
concerning the population. Thus the original sample is treated as the virtual
population, and the re-sampling procedure is based on the duplication of the
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original sample. In the parametric bootstrap, a particular mathematical model
needs to be derived firstly which fit the original sample data. The bootstrap sam-
ples then are obtained from this derived model such as density or mass function
(Hardle & Mammen, 1993). The present study will focus on the non-parametric
bootstrap method.
The bootstrapped sample must have sizes kept the same as the original sample.
It may include some original data points more than once. Thus, the statistical
parameters of each bootstrapped sample vary the original sample slightly. All
the data from the original sample are assumed to be independent and identically
distributed. The estimation of the distribution and confidence interval of the
original data can be determined based on these duplicated samples (Yu, 2003).
The bootstrap method is essentially a re-sampling method (sampling with re-
placement) which can be used to estimate the variation of point estimates (Efron,
1979). The selection is made with the replacement of each random variable ran-
domly, with its probability is assumed to be identical. The reliable results using
the bootstrap require the sufficient number of random samplings. This number is
suggested between 1000 and 2000 for the estimation of 90-95 % (C.I) of distribu-
tion parameters (Davison, 1997, Efron & Tibshirani, 1994). Bootstrap sampling
becomes efficient if examining or collecting the entire population data is impos-
sible or too costly.
Given a sample values of x1, x2, . . . , xn from a population X then the procedure
of computing the 100(1− 2α)% confidence interval for the mean parameter µ by
the non-parametric bootstrap can be summarised as follows:
1. Compute a point estimate, µˆ, for µ from the original dataset as:
µ̂ =
1
n
n∑
i=1
xi. (2.31)
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2. Construct a bootstrap sample (x1∗, x2 . . . , xn∗). Compute the mean param-
eter µ∗ and the bootstrap difference δ∗ = µ∗ − µˆ.
3. Repeat Step 2 for B times. Thus, we obtain (δ∗1, . . . , δ
∗
B), in which δ
∗
i repre-
sents the bootstrap difference for the ith bootstrap sample.
4. Determine the 100(α)th and 100(1−α)th percentile of (δ∗1, . . . , δ∗B), denoted
by δ∗α and δ
∗
1−α. Then 100(1 − 2α)% confidence interval for θ is calculated
as [θˆ − δ∗α, θˆ − δ∗1−α].
5. The standard error of the sample mean can be determined as:
s∗ =
√√√√ 1
B
(
B∑
i=1
(δi
∗)2
)
. (2.32)
The bootstrap method is efficient when the distribution type of the population
is unknown, or the process of deriving their statistical parameters are so compli-
cated (Felsenstein, 1985). The bootstrap only requires computing time. However,
after the bootstrap sampling algorithm is set up in the programming software, the
computer can do all the work. Matlab has some built-in functions for this boot-
strap sampling such as ‘bootstrp’. With the current development of computer
technology, the bootstrap is becoming increasing popular.
2.4 Dependence measures
2.4.1 Pearson correlation
The Pearsons correlation coefficient is a common measure of relationship between
two random variables due to its simplicity. Given sample values of x1, x2, . . . , xn
and y1, y2, . . . , yn from random variables X and Y respectively, the Pearson cor-
relation coefficient is defined as the ratio of covariance of two variables to the
products of their standard deviation:
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ρ =
Cov(X, Y )
σXσY
, (2.33)
or
ρ =
n∑
i=1
{(xi − x) (yi − y)}√
n∑
i=1
(xi − x)2(yi − y)2
, (2.34)
in which ρ is the Pearson correlation coefficient, x and y are the sample mean of
X and Y respectively.
The range of ρ is between -1 and 1. When ρ > 0, the dependence measure is
a positive monotonic association where X and Y tends to increase or decrease
simultaneously. When ρ < 0, the dependence measure is a negative monotonic
association where one variable, either X or Y , tends to increase while the other
decreases. The value ρ of 0 corresponds to the absence of the monotonic associa-
tion.
However, the Pearson correlation can only measure linear dependence among
normally distributed random variables. In the case of non-linear dependence, the
Pearson correlation is a variant and should not be used (Embrechts et al., 1999).
For example, the use of Pearson correlation in investigating the dependence of
Y = X2 lead to the value of ρ to be 0. Thus the value ρ of 0 does not represent
the case of independent measure between random variables. More examples of
using Pearson correlation in the non-linear case leads to the wrong results which
are shown in Fig. 2.5.
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Figure 2.5: An example of different dependence structures with the value ρ
of 0.
2.4.2 Rank correlation
To quantify non-linear dependence, Embrechts et al. (2002) suggested using a
correlation based on ranking, such as Spearmans rho and Kendalls tau. Unlike the
Pearson correlation, a rank correlation measures the association between variables
only in terms of ranks.
Spearmans rank correlation is developed from the Pearsons correlation. This rank
correlation is related to the rank of sample observations, instead of sample values.
Let ρs denote the Spearmans rank correlation then ρs is defined as:
ρs =
n∑
i=1
{(
rank (xi)− rank (x)
)(
rank(yi)− rank (y)
)}
√
n∑
i=1
(
rank (xi)− rank (x)
)2(
rank(yi)− rank (y)
)2 , (2.35)
in which rank (xi) and rank (yi) are the ranks of the sample values of random
variables X and Y . The rank (x) and rank (y) are the mean value of sample
values of rank (xi) and rank (yi) respectively where i = 1, . . . , n.
Similar to the Pearson correlation, the Spearman rank correlation ρs varies from
-1 to 1. And the values ρs of 1 and -1 mean perfect positive monotonic and
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perfect negative monotonic association respectively. When ρs = 0 only means non-
monotonic manner, not the independence case. Unlike the Pearson correlation,
Spearman correlation can account for the monotonic relationship in some non-
linear cases.
Apart from Spearman correlation, Kendall ’s tau correlation is another common
measure of rank correlation which is denoted as τ . Similar to the ρ and ρs, the
value of τ varies from -1 to 1, the bound values mean the perfect monotonic
relationship between random variables. However, the tau of 1 or -1 accounts for
even a wider range of relationship than Spearmans correlation coefficient (Chen
& Popovich, 2002).
The advantage of rank correlations is that the correlation measure is preserved
under any monotonic transformation. However, there is a limitation in that any
particular rank correlation will not be able to fully specify the dependence struc-
ture because the same rank correlation coefficient can yield different dependency
structures (Ferson et al., 2004). Different dependence structures can have the same
value of ranking correlation which is shown in Fig. 2.6. Therefore, the dependence
measure needs to reflect more information about the dependence structure rather
than summarising it in just a single number.
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Figure 2.6: An example of different dependence structures with the value ρs
of 1 (adopted from Ferson et al. (2004)).
2.5 Summary
In this chapter, some concepts of probability theory are introduced including
random variables and dependence structure. These concepts are the basics to deal
with uncertainty in engineering problems. The second part of this chapter is deal
with statistical inference. The point and interval estimation are also discussed.
The third part is the background of two dependence measures between random
variables. These measures are Pearson and rank correlation.
Chapter 3
Structural reliability analysis
This chapter provides an overview of a background and procedure in the structural
reliability analysis. Three simulation techniques are introduced including Monte
Carlo simulation, Latin Hypercube sampling and importance sampling.
3.1 The fundamental case of reliability analysis
Structural reliability refers to the ability of a structure to perform its intended
function for a period of time. In many engineering problems, the reliability of
the structure is very close to one. Therefore, the failure probability is calculated
instead of its reliability for simplicity. The process of calculating the failure proba-
bility with consideration of uncertainties is called reliability analysis. Practitioners
and designers interpret the degree of safety of the structure based on this failure
probability.
In general, the structural reliability analysis needs to be conducted in the three
main steps:
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1. Identification of all uncertainty X that effect on the intended function of the
structure. The type of the uncertainty needs to be distinguished, while the
aleatory uncertainties are modelled as random variables by the probability
theory proposed in Chapter 2. Epistemic uncertainties are modelled by the
theory of imprecise probability as proposed in Chapter 4.
2. Setting up the limit state function g(X) based on the required intended
function. This function is defined by the architect and/or the structural en-
gineer from the primary demands of the owners or authorities. In general,
the concept of limit state is defined in terms of the desired and undesired
behaviour of the intended function of the structure. There are three types
of limit states including ultimate limit state, serviceability limit state, and
fatigue limit state. The ultimate limit state is based on the strength ca-
pacity and stability of the structure (e.g., flexural, shear and torsion). The
serviceability limit state is based on deflection, deterioration, cracking and
user comfort. The fatigue limit state is based on damage or failure under
repeated load.
3. Calculation of the failure probability Pf based on the limit state function
in step 2.
The fundamental case of , Pf , can be expressed in terms of applied load, S, and
structural resistance, R, as:
Pf = P (R ≤ Q) = P (g (R,Q) ≤ 0) =
∞∫
0
FR (x) fQ (x)dx, (3.1)
in which R represent the resistance and Q represents load effect. R and Q are
both modelled as random variables. FR (x) is the CDF of R, fQ (x) is PDF of Q.
g(R,Q) is the limit state function. If g(R,Q) is greater than zero, the structure
is considered to pass the safety evaluation, otherwise it fails.
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Figure 3.1: The fundamental case of reliability analysis (adopted from Nowak
& Collins (2012)).
The integration in Eq. (3.1) is hard to calculate directly. Thus the approxima-
tion techniques are required to quantify the value of Pf , such as the First-Order
Second-Moment Method (FOSM). FOSM is one of the most common methods
for estimating the probability of failure Pf . In this method, the integration in
Eq. (3.1) can be approximated for the following two cases.
When R and Q are statistically independent with normal distribution:
Pf =
(
− µR − µQ√
µR2 + µQ2
)
. (3.2)
When R and Q are statistically independent with log-normal distribution:
Pf = φ
− ln (R/Q)√
VR
2 + VQ
2
 , (3.3)
in which φ is the standard normal distribution function, VR and VQ are the COV
of R and Q.
In structural problems, the failure probability Pf is often converted into the reli-
ability index β, where β = −φ−1(Pf ). The designers or practitioners must ensure
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this reliability index which is greater than the target reliability value βT as ev-
idence that the structure can perform safely. The reliability index thus is an
alternative measure of the reliability of structures.
In general, the limit state function of the structure can be described by random
variables vectorX such as dead load, live load, wind load, dimensions and strength
of the structure. The calculation Pf requires the integration of the joint distribu-
tion of the variables, fX(X), over the failure domain which is given in Eq. (1.1).
The fX(X) is generally not a closed form, and the integration requires special
approximation techniques, such as analytical methods and simulation methods.
Suitable analytical methods include the First-Order Second-Moment Method
(FOSM), First Order Reliability Method (FORM) and Second Order Reliabil-
ity Method (SORM). Both FOSM and SORM are based on the second moment
principle (Ang & Tang, 1984). In these methods, the reliability is measured as
a reliability index which is a function of the first moment (the mean) and the
second moment (the variance) of the corresponding random variables in standard
normal space. While FORM uses a linear approximation for the limit state func-
tion, SORM uses a quadratic approximation. SORM was proposed to improve
FORM performance by incorporating a higher degree of approximation. One ma-
jor disadvantage of these methods is that they use equivalent normal distribution
as an approximation to the original distribution. Also, the third moment (skew-
ness) and higher moment are ignored in these methods. As a result, they are not
applied to many complex real-life structural problems.
3.2 Time dependent reliability analysis
In practice, the structural resistance and load effects are often time-varying ran-
dom variables. The reliability of structure in Eq. (3.1) can be extended as:
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Pf (t) = P [g(R,Q, t) ≤ 0] = P (R(t) ≤ Q(t)) . (3.4)
The Eq. (3.4) is the simplest form of time-dependent analysis which is illustrated
in Fig. 3.2. However, it is considerably more difficult to solve than Eq. (3.1). The
main reason for this difficulty is that the limit state function in Eq. (3.4) is con-
tinuously changing with time. Thus, the probability of failure also changes with
time. The time-dependent reliability analysis, in Eq. (3.4), represents a typical
upcrossing problem. The reliability result depends on the time that the first oc-
currences of Q(t) is expected to upcrossing a threshold value of R(t) sometime
during a given period [0, t].
Figure 3.2: Realization of load effect S(t) and resistance Q(t) (Adopted from
Stewart & Rosowsky (1998)).
The exact solution for this uncrossing problem is not available, even in the sim-
plest case of a linear function with stationary processes. However, in design prac-
tice, Q(t) is simplified by a determination of maximum load z(t) in a given period
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T and R(t) is time-independent. Thus, the general reliability problems can be
simplified as:
Pf = P [R (X)−max z (t)] ≤ 0, (3.5)
in which z (t) is random variable. The solution is based on how z (t) is modelled.
A simple case of the model z (t) is assumed z (t) as an appropriate extreme distri-
bution function. The probability of failure that occurs in the time interval [0, T ]
was derived by Stewart & Rosowsky (1998) as:
Pf (t) =
∫
P [min (y (t) |X < 0)]fX (X) dX. (3.6)
The estimated solution of Eq. (3.6) was proposed by Madsen & Tvedt (1990). This
solution only considers stationary load processes, which significantly simplify the
upcoming analysis. Stationary stochastic process is defined by Rackwitz (1998)
as a process which has the following properties:
• Its probabilistic parameters are time invariant such as mean and standard
deviation.
• At time t1, t2; its covariance function Cs (t1, t2) can be replaced by ∆t =
|t1 − t2|, i.e Cs (t1, t2) = Cs (∆t) where Cs is covariance function.
As mentioned in the previous section, the analytical method to solve the reliability
problem is impractical, particularly in the time-dependent reliability analysis. To
overcome this limitation, the simulation methods were adopted in the present
study.
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3.3 Reliability analysis using simulation
The simulation methods become useful when the practical problems are com-
plex. The fundamental step in simulation methods is generating input samples
for each iteration to determine the corresponding output function. The number of
iterations needs to approach an appropriate value to generate the sufficient num-
ber of the output distribution. From these output distribution, the probability
distribution and statistical parameters of the output function can be calculated.
3.3.1 Monte Carlo (MC) method
The Monte Carlo simulation becomes useful when the practical problems are
complex with numerical non-normal random variables. The fundamental step in
MC simulation is generating random vector samples for each random variable of
the limit state function g. The number of iteration need approach an appropri-
ate value to generate the sufficient number of the simulated limit state function
g. From these simulated values of g, the probability distribution and statistical
parameters of the limit state function can be calculated. In other words, the re-
liability of the structure can be determined from the probability of failure, Pf ,
when the simulated limit state, g, is less than zero. The MC method is a special
simulation technique where the results can be generated numerically without do-
ing any physical testing. The results of previous tests can be used to establish
the probability distribution or statistical parameters for random variables of the
problem. The basic samples are then randomly generated based on this previ-
ous information (Nowak & Collins, 2012). In structural reliability analysis, the
probability of failure, Pf , is estimated by:
Pf ≈ P̂f = 1
n
n∑
j=1
I[g(xj) ≤ 0], (3.7)
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in which n is the total number of simulations conducted, and xj represents the jth
simulated vector of basic random variables in accordance to their joint probability
density function fX().
The fundamental step in MC simulation is generating random variables xj. The
inverse transformation method forms the basic for the development in Chapter 5
(Lemieux, 2009). The random variables xj is given as:
xj = FX
−1(rj), j = 1, 2, . . . , n, (3.8)
in which FX is the cumulative distribution function (CDF) of X, and r1,...,rn a
sample of independent and identically distributed (i.i.d) standard uniform random
variables. The random number rj can be easily generated using any computer
software, such as Matlab or R. The number rj is computed from a seed value so
they are also called a pseudo-random number.
The standard deviation of the estimate Pf is derived by Soong & Grigoriu (1993):
σPf =
√
(Pf (1− Pf )
n
. (3.9)
The following is a general algorithm for MC simulation:
1. Form the limit state function g.
2. Calculate the required simulations n based on Eq. (3.9). The values of σPf
and Pf are assumed which is depend on the results’ required accuracy.
3. Generate n random vectors rj.
4. Calculate n simulated vectors xj from rj by the inverse transform method
as given in Eq. (3.8).
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5. Calculate the state limit function g for each random vector xj. The number
of simulated g is n.
6. Calculate Pf using Eq. (3.7).
As shown in Eq. (3.9), the accuracy of calculating Pf depends most on the num-
ber of simulations n. In some complicated structural problems with a very low
probability of failure, MC simulation tends to be time-consuming and expensive
for practical application. Based on Eq. (3.9), the required simulation, to estimate
the failure probability as low as 10−6 with the coefficient of variation of 10%, is
calculated approximately 108.
The time-consuming problem of MC simulation can be reduced by sampling tech-
niques, such as Latin Hypercube sampling and importance sampling method.
3.3.2 Latin Hypercube sampling (LHS)
The Latin Hypercube sampling is a method used to decrease the number of simu-
lation required, n, for obtaining the reasonable results. In this method, the CDF
of each random variable is partitioned into ‘strata’, and rj in Eq. (3.7) is ran-
domly selected from each stratum as a representative value (McKay et al., 2000).
The random variable xj is then generated from rj as given in Eq. (3.8). The rep-
resentative value rj and each stratum are considered only once in the simulation
process. When all random variables are simulated, they are then combined to
calculate Pf as given in Eq. (3.7). With Latin Hypercube technique, all possible
values of random variables are represented in the simulation process. Also, the
number of simulations equals the number of the partitioned stratum. In practice,
the representative value can be chosen as the centre point of each stratum if the
number of stratum is large enough (Bazant & Kwang-Liang-Liu, 1985).
The following is a general algorithm for Latin Hybercube sampling of the limit
state function g (X1, . . . , Xn):
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1. Partitioning the CDF of each variable into N intervals.
2. From each interval of CDF, the value is selected randomly. For the ith
interval, the sampled CDF is calculated as :
FX
(i) =
1
N
r + (i− 1)N, (3.10)
in which r is standard uniform random variables, i = 1, . . . , N .
3. From FX
(i), the random variables X is generated by the inverse transfor-
mation method as given in Eq. (3.8).
4. After step 1, 2 and 3, there will be N representatives values for n random
variables. The possible combination of these representative values is Nn.
The main objective of LHS is to select N combinations such that each
representative value appear once and only once in N combinations.
5. To obtain the first combination, the representative values of n random vari-
ables are randomly select from N representatives values which are gener-
ated from step 3. For the second combination, the representative values of
n random variables are randomly select from N − 1 representatives values.
The chosen representative values from the first combination are excluded.
Continue this selection process until N combinations are obtained.
3.3.3 Importance sampling
Importance sampling is another special technique in probability integration of the
MC approach which is derived from Eq. (1.1) as:
Pf =
∫
<s
I [g(X) ≤ 0] fXdX =
∫
<s
I [g(X) ≤ 0] fX(x)
hv(x)
dX, (3.11)
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in which hv() is the importance sampling density function. The samples are drawn
from hv() instead of the actual probability density fx(), with the expectation that
the sample points concentrate on the regions of greatest interest in Eq. (1.1). From
Eq. (3.11), an unbiased estimator for Pf can be computed as
Pf = P̂f =
1
n
n∑
j=1
I[g(vj) ≤ 0]fX(vj)
hv(vj)
, (3.12)
in which the sample vj are distributed according to hv(.).
The standard deviation of Pf in Eq. (5.3) is given as:
σP̂f =
1
n
√√√√ n∑
j=1
(I [g(vj ≤ 0]fX (vj)
hv(vj)
− P̂f )2. (3.13)
Importance sampling is widely recognised as the most efficient variance-reduction
technique (Bucher, 1988, Frangopol, 1984). However, the variance of the approach
can only be reduced if hv(.) is selected appropriately when the sampling hv(.) is
chosen to produce many failures and the sample values vj have a high probability
of occurrence simultaneously.
If the optimum sampling density hv is used, the σP̂f in Eq. (3.13) will then be
zero for any value of n (Melchers, 1999a). Many approaches have been proposed
for constructing the optimal hv. For instance, Melchers (1989) uses the design
point method which is obtained using FORM. This method requires the knowl-
edge of the design point and only applies to standard normal space. To overcome
this limitation, Melchers (1999a) then suggested a search-based method. In this
method, the knowledge of the design point is not required, and the optimal sam-
pling is obtained through simulation. Also, Au & Beck (1999) used the kernel
density estimator method in which the optimal sampling is obtained from a set of
failed samples by a Markov-chain-MC-based algorithm. The search-based method
is chosen for the proposed framework in Section 5.2 of the present study.
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3.4 Summary
In this chapter, the theory of structural reliability is introduced. The fundamen-
tal and general cases of structural reliability analysis also discussed. Then, the
background of the time-dependent reliability analysis and the estimated solutions
are presented. The next part of the chapter is to deal with three simulation tech-
niques in the structural reliability analysis. These techniques are Monte Carlo
simulation, Latin Hypercube sampling and importance sampling.
Chapter 4
Imprecise probability theory with
Copula dependence
The first part of the chapter presents a review of imprecise probability which is
concerned with epistemic uncertainty. Then, the theory of probability-boxes is
introduced which is one of the most common ways of mathematically represent-
ing epistemic uncertainty. The second part is about the background of copula,
focusing on describing some common copulas and their uses. Also, the meth-
ods of choosing the copula and estimating copula parameter are introduced and
demonstrated through a numerical example.
4.1 Imprecise probability theory
Imprecise probability theory generalises classical probability theory to deal with
the quantification of epistemic uncertainty. Epistemic uncertainty arises from in-
complete knowledge about quantities in engineering problems as discussed in
Chapter 2. The epistemic uncertainty arises from many sources such as unknown
dependency relationships, limited experimental data, quality issues, inconsistent
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measurement data, model uncertainty and non-detects in measurements (Ferson
et al., 2004). As a result of epistemic uncertainty, the selection of probabilis-
tic models (e.g., distribution type and/or distribution parameters) for uncertain
variables is generally made based on incomplete information and/or subjective
judgement, such as results of deterioration measures.
It is thus advisable to consider the distribution itself as uncertain when the avail-
able data is limited. Statistical estimations provide us with distribution functions
for the sampling uncertainty, which depends on the sample size. This uncertainty
is reducible with an increasing amount of information/data. From this angle, it
may be understood as epistemic uncertainty. Within a pure probabilistic frame-
work, epistemic uncertainty can be handled with Bayesian approaches. Uncertain
parameters of a probabilistic model can be described with prior distributions and
updated by means of even limited data. They can then be modelled by Bayesian
random variables and introduced formally, together with the remaining (aleatory)
uncertainties, in the probabilistic analysis (Ellingwood & Kinali, 2009). Judge-
mental information is needed to characterize the epistemic uncertainties. The
characterization of the epistemic uncertainties can be substantiated by using the
Bayesian updating rule when data become available. However, when the data
is very limited, the result of the Bayesian approach remains as almost purely
subjective.
Alternatively, an imprecisely known probability distribution can be modelled by
a family of all candidate probability distributions which are compatible with
available data. This is the idea of the theory of imprecise probabilities (Walley,
1991). Dealing with a set of probability distributions is essentially different from
a Bayesian approach. A practical way to represent the distribution family is to
use a probability bounding approach by specifying the lower and upper bounds of
the imprecise probability distribution. This corresponds to the use of an interval
to represent an unknown but bounded number. Consequently, a unique failure
probability cannot be determined. Instead, the failure probability is obtained as
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an interval whose width reflects the imprecision of the distribution model in the
calculated reliability.
The classical example of imprecise probability is the two-sided bet. The upper
probability P(A) is the maximum price of selling a bet on an event A, and the
lower probability P(A) is the minimum price of buying a bet on an event A. When
P(A) and P(A) are not the same, the regions between two bounds of probabili-
ties represent unclear decision between buying and selling. This region represents
the imprecision or epistemic uncertainties for event A. If P(A) and P(A) are the
same, this represents the purely probabilistic case. The acceptable betting rates
on an event A regarding betting on or against an event can be interpreted as these
upper and lower probabilities. The imprecise betting rates regarding gambles or
uncertain reward, these bounds of probabilities can be interpreted as upper and
lower previsions. The coherent upper and lower previsions are more general than
upper and lower probabilities, and thus the bounds of provision need be consid-
ered as the more expressive as a basic model (Walley, 2000). To quantify these
bounds of prevision, Walley generalises axioms of the probability theory, as given
in Section 2.1, to ‘axioms of precision’ with particular assumptions of probability
which are relaxed. Let P and P denote the lower and upper probabilities, the
axioms of precision are given as:
P (∅) = 0, P (Ω) = 1, (4.1)
P (A) = 1− P(Ac), (4.2)
P
(
n⋃
i=1
Ai
)
≥
n∑
i=1
P(Ai), (4.3)
P
(
n⋃
i=1
Ai
)
≥
n∑
i=1
P(Ai). (4.4)
In imprecise probabilities, many mathematical representations of uncertainty are
developed such as the interval approach (Moore & Bierbaum, 1979), fuzzy set
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theory (Zadeh, 1999), Dempster-Shafer theory (Shafer, 1992), the random set
theory (Kendall, 1974) and a probability bounds approach (Ferson et al., 2003).
A detailed review on the interval approach, fuzzy set theory and probability box
is discussed in the next section. The common characteristics of all approaches are
that there always exist a lower and upper bound of probabilities on the gamble or
event. Also, the lower bound is strictly smaller than the upper bound, in which
the belief is considered as imprecise.
4.1.1 Interval approach (IA)
Interval approach is one of the simplest ways to propagate epistemic uncertainty
in the imprecise probability. The approach is first introduced by Moore (1966) for
rounding and truncation of errors in the machine computation. In IA, an uncer-
tainty quantity is assumed to be unknown but bounded by the upper and lower
bounds without assigning a probability structure. Consider uncertainty quantity
x, the interval representation of x is given as:
x = [x, x] , (4.5)
in which x and x are the lower and upper bounds of the uncertainty quantity
respectively, which bound all possible values of x. The width of an interval quan-
tity represents the epistemic uncertainty. The detailed approaches of constructing
intervals are summarised by Burgman (2005).
The computation on interval is based on interval arithmetic. Consider x and y are
interval quantities, thus x and y are represented as [x, x] and
[
y, y
]
respectively.
The elementary operations between x and y are given as:
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x+ y =
[
x+ y, x+ y
]
, (4.6)
x− y = [x− y, x− y] , (4.7)
x× y = [min{xy, xy, xy, xy} ,max{xy, xy, xy, xy}] , (4.8)
x/y =
[
min
{
x/y, x/y, x/y, x/y
}
,max
{
x/y, x/y, x/y, x/y
}]
, (4.9)
in which the division is only valid when y does not include zero. The idea of the
above operations is that the results should be the smallest interval contain all
possible values among any combination of input values. Information about the
interval arithmetic can be found in series of books such as Moore et al. (2009),
Neumaier (1990) and Alefeld & Herzberger (2012).
There are two main advantages of interval analysis. Firstly, the analysis is simple
because it does not require the distribution function or statistical parameter of
PDF or the dependency between uncertainty input. Secondly, the bound is ‘com-
plete’ in the sense that all possible cases are bounded as worst-case. (Ferson,
2002a).
However, there are some practical limitations of the interval analysis. The major
limitation is the inability to express the dependence among intervals. In IA, all
uncertainty quantities are assumed to be independent which highly limits the
accuracy of the computation. For example, interval subtraction and division of
[x, x] and [x, x] does not result in the interval [0, 0] and [1, 1] respectively. This
inaccuracy is due to the assumption of independence between [x, x] and itself.
In addition, the other limitation of IA is the division operation, in which the
operation is only defined when the divisor does not contain zero. Thirdly, the
difficult computation in IA when the function is not explicitly known (Kreinovich
& Nguyen, 2009). Lastly, the bounds of interval results may be very large in the
situation of a large number of uncertain inputs and arithmetic operations.
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4.1.2 Fuzzy set theory
While interval analysis was developed from the need of analysing errors in ma-
chine computation, a fuzzy set theory was developed from a need for complete
and inclusive mathematical approach in modelling uncertainty (Zadeh, 1965). The
detail information about the relationship between the fuzzy set and interval anal-
ysis can be found in a publication of Lodwick & Jamison (2003). Two important
concepts in the fuzzy set theory are notions of membership and relation, in which
uncertainties are presented due to vagueness rather than randomness.
Consider X is the universe of discourse, with elements x, the fuzzy set A is defined
as a set of ordered pairs A = {x, µA (x) |x ∈ X} where µA (x) is the membership
function of x in A. The characteristic function associated with A is a mapping
that can be expressed by
µA (x) =

1, if x ∈ A,
0, if x /∈ A,
p, 0 < p < 1, if x partly in A,
(4.10)
in which µA (x) = 1 if x is completed in A, µA (x) = 0 if x is completed outside
A, and 0 < µA (x) < 1 if x is partly in A. The fuzzy set µA (x) generalises the
characteristic function of a crisp set which is defined in subsection 2.1.2.
A relationship between fuzzy set and imprecise probabilities can be illustrated
via the notion of the α− cut of a fuzzy set. Consider Aα is the α− cut of a fuzzy
set A which is defined as:
Aα = {x ∈ X|µA (x) ≥ α} , (4.11)
in which α on the interval [0, 1]. Thus the upper and lower distribution functions
associated with a fuzzy set A are defined as the minimum and maximum values of
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the α−cut of A which often termed ”possibility-probability” distribution (Hayes,
2011).
In the fuzzy set, membership functions can be represented by many types of
functions. However, triangular and trapezoidal shaped functions are the most
common due to its easiness of representation. The triangular membership function
illustrated in Figure 4.1, is given as:
Figure 4.1: Fuzzy set: triangular membership function.
µ (x) =

x−a
b−a , if a ≤ x ≤ b,
c−x
c−b , if b < x ≤ c,
0, otherwise,
(4.12)
and the trapezoidal membership function illustrated in Figure 4.2, is given as:
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Figure 4.2: Fuzzy set: trapezoidal membership function.
µ (x) =

x−a
b−a , if a ≤ x < b,
1, if b ≤ x ≤ c,
x−d
c−d , if c < x ≤ d,
0, if x < a or x > d.
(4.13)
In the fuzzy analysis, all fundamentals operations defined on probability theory
can be applied. The operations include complement (NOT), intersection (AND)
and union (OR), for two fuzzy sets A and B are defined as:
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µA∩B (x) = min (µA (x) , µB (x)) , (4.14)
µA∪B (x) = max (µA (x) , µB (x)) , (4.15)
µA (x) = 1− µA (x) . (4.16)
In addition, general arithmetic and algebraic operations can also be extended to
fuzzy sets via the ‘extension principle’ (Zadeh, 1975). A comprehensive review
of these methods can be found in Celikyilmaz & Turksen (2009) and Bojadziev
& Bojadziev (1996).
4.2 Probability boxes
The probability-boxes method is a combination of the standard interval analysis
and traditional probability theory. The p-boxes incorporate aids of modelling
dependent structure from probability theory and interval bounds for the CDF
from interval analysis. A p-box is closely related to other set-based uncertainty
models such as random sets, fuzzy probabilities, Dempster-Shafer evidence theory
and random intervals. In many cases, these uncertainty models can be converted
into each other, and thus considered to be equivalent (Baudrit et al., 2008, Ferson
et al., 2003, Mo¨ller et al., 2000, Walley, 2000). Therefore, the p-box approach
presented in this study is also applicable to other set-based uncertainty models.
According to Ferson et al. (2003), the p-boxes can model epistemic uncertainty in
many situations such as imprecisely specified distributions, limited sample size,
inconsistent input measurement, model uncertainty and unknown dependencies
between the inputs. Thus, p-boxes have been successfully applied to risk analysis
and uncertainty projection. These include engineering applications (Oberkampf
Chapter 4. Imprecise probability theory under Copula dependence 56
& Helton, 2004), reliability studies for dikeworks (Hall & Lawry, 2001) , envi-
ronmental risk assessment (Ferson & Tucker, 2003), automotive design, aircraft
reliability (Tonon et al., 1999), geological engineering (Tonon et al., 2000) and
landslide analysis (Rubio et al., 2004). More information about applications of
p-box is found in Beer et al. (2013).
4.2.1 Basic notions
Let FX(x) denote the CDF for a random variable X. We assume a closed interval
[FX(x), FX(x)] is a bound for FX(x) for any reference number x, i.e., FX(x) ≤
FX(x) ≤ FX(x). Such a pair of F (x) and F (x) defines a general probability box.
The difference between F (x) and F (x) represents the imprecision or epistemic
uncertainties of an event X. An example of the p-box is illustrated in Figure 4.3
Figure 4.3: An example of a p-box.
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4.2.2 Types of p-boxes
One of the most important properties of p-boxes is that they can be constructed
depending on available data without assumptions about the moments or distri-
bution type of an uncertainty. If these assumptions can be justified, they can be
incorporated into a p-box to narrow the p-box, and in the extreme, reducing a
p-box to a precise distribution function whose moments and shape are assumed
to be constant (Burgman & Yemshanov, 2013) . Based on the available informa-
tion about moments or distribution type of the uncertainty, p-boxes are mainly
categorised into two types including non-parametric and parametric p-boxes.
Non-parametric p-boxes are p-boxes where the distribution type cannot be reli-
ably determined where data is very limited. Due to the limited data, the p-boxes
need to be constructed based on the moments of the empirical data such as min-
imum, maximum, mean, median or variance. Ferson (2002a) proposed various
methods to construct non-parametric in many situations such as {min,max},
{min,max,mean}, {min,mean}, {min,max,median}, {min,max,mode} and
{min,mean, stdv}.
Parametric p-boxes are p-boxes where the distribution type is specified, but the
parameters are imprecise quantities which can be only described by intervals.
For example, if uncertainty X is known to be normally distributed from previ-
ous knowledge, but the parameters of this distribution are uncertain. The im-
precise mean and standard deviation are assumed to be intervals as
[
µ, µ
]
and
[σ, σ] respectively. The imprecise probability distribution of X corresponds to the
parametrised p-box which is given as:
FX =
{
FX(x, µ, σ) = φµ,σ (x) : µ ∈
[
µ, µ
]
, σ ∈ [σ, σ]} . (4.17)
The imprecise probability distribution of X is the combination of infinite set of
distributions. However, in practice, the bounds of X can be computed from the
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envelope over only four distributions with the corresponding parameters as
(
µ, σ
)
,(
µ, σ
)
, (µ, σ) and (µ, σ). Apart from normal distribution, this approach of find-
ing bounds for uncertainty X can also be applied to other common distribution
types such as log-normal, uniform, exponential, and Cauchy. If the parameters of
uncertainty X can be defined precisely from the sufficient data, the parametric
p-box will degenerate to precise CDF FX .
4.2.3 Construction of probability boxes
There are numerous ways to construct a p-box which include the Kologorox-
Smirnow (K-S) limit, Chebyshevs inequality, distributions with interval parame-
ters and envelope of probabilistic models (Zhang et al., 2010).
4.2.3.1 Kologorox-Smirnow (K-S) confidence limit
The bounds of CDF are calculated based on an empirical distribution, which has
been proposed by Ferson et al. (2003) as:
FX(x) = min (1,max (0, Fn (x)−Dαn)) , (4.18)
FX(x) = min (1,max (0, Fn (x) +D
α
n)) , (4.19)
in which Fn (x) is the empirical cumulative frequency function, D
α
n is the K-S
critical value at a significance level with a sample size of n.
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4.2.3.2 Chebyshevs inequality
The two-sided Chebyshev inequality states that:
P (|X − µ| ≥ t) ≤ σ
2
t2
, for any t > 0, (4.20)
in which µ, σ are the mean and standard deviation of random variable X. Based
on two-sided Chebyshev, Oberguggenberger & Fellin (2008) proposed a set of
calculations of the bounds of CDF in cases where only knowledge of the mean
(µ) or the standard deviation (σ) are known. The bounds of CDF are given as:
FX(x) =
0, x < µ+ σ,1− σ2
(x−µ)2 , x ≥ µ+ σ,
(4.21)
FX(x) =

σ2
(x−µ)2 , x < µ− σ,
1, x ≥ µ− σ.
(4.22)
The bounds of CDF in Eq. (4.21) and Eq. (4.22) can be tightened by using one-
sided Chebyshev inequality. For any a > 0, the Chebyshev inequality is given
as:
P (X ≥ µ+ a) ≤ σ
2
σ2 + a2
, (4.23)
P (X ≤ µ− a) ≤ σ
2
σ2 + a2
. (4.24)
Based on the one-sided Chebyshev inequality, Ferson et al. (2003) proposes the
calculations of the lower and upper bounds of CDF, in cases the knowledge of
the ending points of random variable X are available. Let x and x denote the
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minimum and maximum values of X respectively, the bounds of CDF are given
as:
FX(x) =

0, x ≤ µ+ σ2/(µ− x) ,
1− [b (1 + a)− c− b2] /a, µ+ σ2/(µ− x) < x < µ+ σ2/(µ− x) ,
1/[1 + σ2/(x− µ2)] , µ+ σ2/(µ− x) ≤ x < x,
1, x ≥ x,
.
(4.25)
FX(x) =

0, x ≤ x,
1/
[
1 + (µ− x)2/σ2] , x < x ≤ µ+ σ2/(µ− x) ,
1− (b2 − ab+ c) /(1− a) , µ+ σ2/(µ− x) < x < µ+ σ2/(µ− x) ,
1, x ≥ µ+ σ2/(µ− x) ,
.
(4.26)
where a = (x− x) /(x− x), b = (µ− x) /(x− x) and c = σ2/(x− x)2.
4.2.3.3 Distributions with interval parameters
All possible probability distributions of a random variable X can be defined as
interval parameters, as found in Zhang et al. (2010). The method of confidence
interval, which is discussed in 2.3.2, can be used to define the interval bounds
of the distribution parameters within specified level of confidence. Consider θ as
the unknown statistical parameter of the distribution in the range of (θ
−
, θ¯), its
bounds can be constructed as:
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FX(x) = min
(
Fx (x|θ) : θ
−
≤ θ ≤ θ¯
)
, (4.27)
FX(x) = max
(
Fx (x|θ) : θ
−
≤ θ ≤ θ¯
)
. (4.28)
4.2.3.4 Envelope of probabilistic models
When the distribution type of a random variable cannot be distinguished by
standard goodness-of-fit tests, the random variable needs to be modelled using
an envelope of all candidate distributions as:
FX(x) = min {Fi (x) , i = 1, . . .} , (4.29)
FX(x) = max {Fi (x) , i = 1, . . .} , (4.30)
in which Fi denote the i
th candidate CDF.
4.2.4 Computing with probability boxes
There are many mathematical computation of uncertainty are developed in im-
precise probability such fuzzy set theory (Zadeh, 1999), Dempster-Shafer theory
(Shafer, 1992), the random set theory (Kendall, 1974) and a probability bounds
approach (Ferson et al., 2003). However, p-boxes is adopted in this thesis due
to its efficient algorithm for computation. For binary arithmetic operations on
pairs of independent p-boxes, the interval-based algorithm has been developed
by Williamson & Downs (1990). Based on this work, Ferson & Tucker (2003) ex-
tended the algorithm to other operations such as logarithms, square roots, powers
and other dependence assumption. All these algorithms have been implemented
in RAMAS software (Ferson, 2002b) and extensively used in environmental risk
assessment (Ferson, 2002b). Apart from the interval-based algorithm, Berleant &
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Zhang (2004) used optimisation which is known as ‘distribution envelope deter-
mination’ algorithm to compute with p-boxes.
The interval-based algorithm is adopted in this thesis. The approach can be sum-
marised and illustrated through an example of a binary operation between two
p-boxes X1 and X2. Consider a mapping f : X → Y,X = (X1, X2). The algorithm
can be summarise as the following:
1. Discretised X1 and X2 into a finite list of pairs as given as:
X1 = {(A1,m (A1)) , . . . , (An,m (An))} , (4.31)
X2 = {(B1,m (B1)) , . . . , (Bm,m (Bm))} , (4.32)
in which Ai (i = 1, ..., n) and Bj (j = 1, ...,m) are closed interval which can
be termed as focal elements; m (Ai) and m (Bj) are associated probability
mass of Ai and Bj respectively such that
n∑
i
m (Ai) =
m∑
i
m (Bj) = 1.
2. Discretised the random relation between X1 and X2 into k intervals. Con-
sider R is this random relation, then R can be expressed as
{(R1,m (R1)) , . . . , (Rk,m (Rk))} which is defined on the Cartesian product
X1 × X2. Assumed X1 and X2 are independent, then Rk = Ai × Bj. The
joint basic probability assignment is given as:
m (Rk) = m (Ai)×m (Bj) . (4.33)
3. Let < denote the set of the focal elements< = {Rl : l = 1, . . . , nm}, The
response quantity Y which is the image of < through f , is another p-box
with focal elements χ
χ = {f (Ri) |Ri ∈ <} . (4.34)
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And its associated probability mass is given as:
m (S) =
∑
Ri:S=f(Ri)
m (Ri), (4.35)
in which S ≡ f (Ri).
4. The p-box of quantity Y is completed determined from Eq. (4.34) and
Eq. (4.35). For any reference value y, the bounds of FY (y) are given as:
F Y (y) =
∑
S:y≥Sup(S)
m (S), (4.36)
F Y (y) =
∑
S:y≥Inf(S)
m (S), (4.37)
in which Sup(.)and Inf(.) represent the supremum and infimum (Dempster,
1967).
Apart from the algorithm above, p-boxes can also be propagated using simulation-
based methods (e.g., interval Monte Carlo simulation or similar approaches) (Al-
varez, 2006, Zhang, 2012, Zhang et al., 2011). The idea of MC simulation is to
combine all sample realisations from each input to compute statistics (i.e. mo-
ments, frequency distributions) of an output value.
Let consider X be imprecise probability functions, in which only the bounds
of CDF for X are known. It is not possible to generate point samples but only
interval samples. Let [FX , FX ] be lower and upper bounds of CDF for X. Random
interval samples from X can be generated as follows:.
1. Generate a sample of N uniform variate ui (i = 1, .., N).
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2. Generate random interval samples using the inverse transform method (Ang
& Tang, 1975):
[xi, xi] = [F
−1
X (u1), F
−1
X (u1)],
(4.38)
in which F
−1
and F −1 denotes the inverse functions of upper and lower
bounds of a p-box.
Such as pair xi and xi form an interval [xi, xi]. This interval contains all possible
simulated values x for a particular ui.
4.3 Introduction to copula
The modelling of dependencies between probability boxes follows the concept of
dependence between random variables. Both Pearson correlation and rank cor-
relation have been adopted for p-boxes, but retaining their limitations known
from probability theory. Thus, copula models have been suggested to describe
dependence between p-boxes (Salvadori & De Michele, 2004).
There are two main advantages of using copula for the dependence measure.
Firstly, this model can account for various types of dependence structure. Sec-
ondly, the copula measure is sufficiently flexible to be selected according to the
appropriate dependence model independently from choosing the marginal distri-
butions for each variable (Genest & Favre, 2007).
4.3.1 Definition and properties
A copula is defined as a joint cumulative distribution function (CDF) with uniform
marginal distributions. Denote [0, 1] = I. A d-dimensional copula is a function C:
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ID → I with the following properties:
1. C(u1, ..., ud) = 0, if ∃k ∈ {1, ..., d} with uk = 0. This property means that
if the realisation of one variable has the marginal probability of zero then
the joint probability of all outcomes is zero. This property is also known as
the grounded property.
2. C(1, , , , 1, uk, 1, ..., 1) = uk ∀uk ∈ I and ∀k ∈ {1, ..., d}. This property means
that the joint probability is equal to the marginal probability of one uncer-
tain outcome (uk) if the realisations of the d − 1 variables are known with
a marginal probability of one.
3. C is d-increasing. This property is defined as ∀u = (u1, . . . , ud), v = (v1, . . . , vd) ∈
Id with uk ≤ vk ∀k ∈ {1, . . . , d}:
∑
c∈V
sgn (c)C (c) ≥ 0, (4.39)
where
V =
{
c ∈ Id|ck ∈ {uk, vk} ∀k ∈ {1, . . . , d}
}
,
sgn (c) =
1 if ck = uk for an even number of k,−1 if ck = uk for an odd number of k.
The d-increasing property ensures that the joint probability will not be
negative.
According to Sklar’s theorem, copulas are functions that relate to a joint CDF
with its marginal distributions. This joint CDF contains the dependence in-
formation among the data, thus modelling the dependence can be reduced to
modelling copulas. The properties of copulas are also analogous to properties of
joint distributions (Schmidt, 2007, Trivedi & Zimmer, 2007). Let X1, X2, ..., Xd
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be random variables with distribution functions F1, F2, ..., Fd respectively with
the joint distribution function F . Then there exists a copula C such that for all
(x1, x2, ..., xd) ∈ [−∞,∞]:
F (x1, x2, . . . , xd) = C(F1 (x1) , . . . , Fd(xd)). (4.40)
Copulas do not always have joint densities. However, if copula is sufficiently dif-
ferentiable, the copula density can be computed as:
c(u1, u2, ..., ud) =
∂dC(u1, u2, ..., ud)
∂u1...∂ud
. (4.41)
4.3.2 Common classes of copula
There are two common classes of copulas; Gaussian and Archimedean. The Gaus-
sian copula is used for the normal dependence structure. This structure is easily
estimated from its only parameter of a correlation matrix (Renard & Lang, 2007).
In a non-normal case, Archimedean copulas are broadly used to model the depen-
dence structure in the data. This class of copulas has a closed form of expression
that is convenient for the simulation. The copula parameter, θ, can be related to
many of the various dependence structures of Archimedean copulas.
The choice of copula for modelling dependence is more powerful than the use
of correlation coefficient. The correlation coefficients only measure a strength of
association between variables but give no information about how this association
varies along the distribution. In addition, these coefficients can be calculated
directly from the empirical data regardless of distribution types of variables. In
contrast, by choice of the copula, the association of variables can be accessed
from any particular part of the distribution. In some practical problems, the
association at the tail of the distribution, which is known as tail dependence, is
more concerned. The detailed of tail dependence can be found in Embrechts et al.
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(2002). In addition, the copula has considered distribution type for each variable
when accesses their dependence. Therefore, the rank correlation coefficient, such
as Kendalls τ and Spearmans ρ, can be expressed in terms of Archimedean copulas
(Schweizer & Wolff, 1981).
An example of the Gaussian copula follows:
Gaussian copula
C(u1, u2, ..., ud) = φp
(
φ−1(u1), φ−1(u2), ..., φ−1(ud)
)
, (4.42)
in which φp is the multivariate standard normal distribution function with corre-
lation p , φ is the standard univariate normal distribution. The Gaussian copula
is symmetric and is commonly used for linear dependence.
Archimedean copula
C(u1, u2, ..., ud) = ϕ
−1 (ϕ(u1), ϕ(u2), ..., ϕ(ud)) , (4.43)
in which ϕ is a generator with ϕ−1 completely monotonic on [0,∞)× [0,∞)...×
[0,∞) (d-dimensional copula). The common Archimedean copulas are Clayton,
Gumbel and Frank copula. Some properties of these copulas are shown in Ta-
ble 4.1.
Table 4.1: Some properties of Archimedean copulas.
Copula Range of θ Upper tail Lower tail
Clayton (0, ∞) 0 2−1/θ
Gumbel [1, ∞) 2− 2−1/θ 0
Frank R 0 0
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4.3.3 Choosing the type of copula
The present study only considers bivariate copulas that frequently appear in
practical applications. These copulas are Gaussian, Frank, Clayton and Gumbel
which were described in the previous section. Different copulas with their uses
are summarised in Table 4.2. While Clayton and Gumbel copulas are only used
for positive dependence, the Frank copula is used for both positive and negative
dependence. The lower tail dependence can be captured by using the Clayton
copula. The upper tail dependence is captured by Gumbel copula. Like Gaussian
copula, Frank copula is symmetric which has the strongest dependence about
the middle of the distribution (Dorey & Joubert, 2005). Thus, Frank copula is
suggested as most appropriate for data that exhibit weak tail dependence (Nelsen,
1999).
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Table 4.2: Some common bivariate copulas and their uses.
Copula Form Use
Product C(u1, u2) = u1u2. Corresponds to indepen-
dence.
Gaussian C(u1, u2, θ) = φp (φ
−1 (u1) , φ−1 (u2) , θ) . Linear dependence. It is
flexible in that it allows
for equal degrees of posi-
tive and negative depen-
dence.
Clayton C(u1, u2, θ) =
(
u1
−θ + u2−θ − 1
)−1/θ
. Does not allow negative
dependence. Most appro-
priate for lower tail de-
pendence.
Frank C(u1, u2, θ) =
−θ−1 log
{
1 +
(e−θu1−1)(e−θu2−1)
e−θ−1
}
.
Allow for positive or neg-
ative dependence. Most
appropriate for data that
exhibit weak tail depen-
dence.
Gumbel C(u1, u2, θ) =
exp
(
−
(
(− log (u1))θ + (− log (u1))θ
)1/θ)
.
Does not allow negative
dependence. The most
appropriate for upper
tail dependence and
relatively weak left tail
dependence.
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4.3.4 Choosing the parameter of copula
The same copula with different parameters represents different dependence struc-
tures on the data. Thus, the selection of copula parameter is crucial in modelling
the dependence. The traditional method is a point estimation that a result is a
deterministic copula. This method is only reliable when the data is sufficient.
The most widely-used point estimation method for goodness-of-fit of copulas is
the maximum likelihood function (MLF). The MLF, however, produces a bias
when comparing goodness-of-fit for different distributions (Werneman, 2005). To
improve the accuracy, the AIC and Schwarz Information Criterion (SIC) are used.
Various studies have shown that AIC has superior performance in small samples
whereas the SIC tends to be superior in large samples (Shumway & Stoffer, 2013).
In the present study, all copula models have the same number of parameter, just
θ, there will be no difference between AIC and MLF. However, AIC method is
selected because the proposed method is aimed for further development to deal
with the general cases of copula. The AIC method is given as:
AIC = −2 logL+ 2q, (4.44)
in which θ and cθ denote the parameter and density of the copula as defined in
Nelsen (1999).
Let X = (x1, ..., xn) and Y = (y1, ..., yn) denote set of observed data for random
variables X and Y . The choice of parametric marginal distributions for each ran-
dom variable is not determined reliably because of insufficient data. The observed
data (X, Y ) is, therefore, transformed into pseudo-observation (U˜X , U˜Y ) by the
method of empirical cumulative distribution (Oakes, 1982):
U˜ iX = FX(xi), (4.45)
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U˜ iY = FY (yi), (4.46)
for i = 1, 2..., n and FX , FY are corresponding empirical cumulative distributions
for pseudo-observations X and Y .
The AIC, for the given data, is given by:
AIC = −2
n∑
i=1
log cθ(U˜ iX , U˜
i
X) + 2q, (4.47)
in which θ and cθ denote the parameter and density of the copula, q is the number
of parameters of the copula model. The smaller value of AIC yields, the better
the model fits the data.
The AIC approach can provide the best-fit copula with the corresponding param-
eter for the dependence structure when the data are sufficient. In practice, when
the size of the sample is small, such as deterioration data, it is thus necessary to
take this inaccuracy into account when estimating the parameters of copula for
the dependence structure.
4.3.5 Constructing the interval estimate of copula param-
eter
When the observational data is limited, it is desirable to calculate an interval
estimate of θ to indicate with a certain confidence the range over which the copula
may lie. The present study uses the bootstrap method to construct the confidence
intervals of the copula parameters. Based on the theory of the bootstrap method,
which was introduced in Section 2.3.2.2, the following algorithm is proposed to
obtain the confidence interval of the copula parameters. Suppose one has n pairs of
data points ({x1, y1}, . . . , {xn, yn}) then the procedure of computing the 100(1−
2α)% confidence interval for the copula parameter θ can be summarised as follows:
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1. Compute a point estimate, θˆ, for θ from the original dataset.
2. Construct a bootstrap sample ({x∗1, y∗1}, . . . , {x∗n, y∗n}). Compute the copula
parameter θ∗ and the bootstrap difference δ∗ = θ∗ − θˆ.
3. Repeat Step 2 for B times. Thus, we obtain (δ∗1, . . . , δ
∗
B), in which δ
∗
i repre-
sents the bootstrap difference for the ith bootstrap sample.
4. Determine the 100(α)th and 100(1−α)th percentile of (δ∗1, . . . , δ∗B), denoted
by δ∗α and δ
∗
1−α. Then 100(1 − 2α)% confidence interval for θ is calculated
as [θˆ − δ∗α, θˆ − δ∗1−α].
4.3.6 Generating random samples from a given copula
The generation of random samples from a given copula is considered for two cases
including a deterministic parameter θ and an interval parameter
[
θ, θ
]
.
In the first case, the procedure of generation of N random samples X and Y from
a given copula C and a parameter θ can be summarised in the following:
1. Generate a sample of N dependent uniform variate ({ui1, ui2}, i = 1, .., N)
from the specified copula C and the parameter θ.
2. Generate pairs of dependent random samples by
X = FX
−1 (u1) ,
Y = FY
−1 (u2) , (4.48)
in which FX
−1 and FY −1 denotes the inverse functions of random variables
X and Y respectively.
In the first step, it requires generating samples of dependent uniform variates with
a specified copula C. Algorithms for this sampling are available in the literature,
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e.g., Melchiori (2006), Nelsen (1999). One algorithm which is adopted in this
study can be summarised as following:
1. Generate two independent standard uniform variates u1 and t.
2. Set u2 = c
−1
u (t), where c
−1
u denotes a quasi-inverse of cu.
3. {u1, u2} is a pair of uniform variates with the specified copula C.
The ideas of the generation of dependent samples X and Y with a given copula
C and interval parameter
[
θ, θ
]
is developed based on the case 1. The procedure
can be summarised as the following:
1. Generate dependent uniform variates u1 and u2 with the deterministic cop-
ula θ. The algorithm is adopted from the case 1.
2. The dependent variables u1 and u2 with the copula and interval parameter[
θ, θ
]
are expressed as intervals. Firstly, the interval variable u2 is generated
based on the deterministic u1 as the following:
• Partitioning [θ, θ] into N1 intervals as (θ1, . . . , θN1).
• Based on the algorithm of generate dependent variables from the spec-
ified copula above, generate N1 variables u2 as
{
u2
θ1 , . . . , u2
θN1
}
where
the dependence structure between u2
θi and u1 is Frank copula with its
parameter of θi
• The lower and upper values of u2 are defined as:
u2 = min
(
u2
θ1 , . . . , u2
θN1
)
,
u2 = max
(
u2
θ1 , . . . , u2
θN1
)
. (4.49)
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3. Similarly, the lower and upper values of u1 are defined as:
u1 = min
(
u1
θ1 , . . . , u1
θN1
)
,
u1 = max
(
u1
θ1 , . . . , u1
θN1
)
. (4.50)
4. Generate pairs of dependent random interval samples by
X = F−1X (u1) , (4.51)
X = F−1X (u1) , (4.52)
Y = F−1Y (u2) , (4.53)
Y = F−1Y (u2) , (4.54)
in which F−1X and F−1Y denotes the inverse functions of random variables X
and Y
4.4 Numerical examples
4.4.1 Determine the type and parameter of a copula from
the observational data
The 100 samples of data are given in Table 4.3. In order to verify the correctness
of the proposed method, the dependence sample of x1 and x2 are generated by
Matlab. Currently, Matlab has the function to generate two set of dependent vari-
ables for four copulas including Gaussian, Frank, Clayton and Gumbel copulas.
These copulas are fully defined when the parameter is known. The dependence
structure between x1 and x2 is chosen as Frank copula with the parameter of 0.3.
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X1 X2 X1 X2 X1 X2
33.0 22.8 34.8 0.2 32.2 13.9
23.9 16.0 26.3 33.4 30.7 21.8
30.2 36.2 28.1 13.6 35.4 19.8
29.0 13.7 27.1 9.0 28.9 28.8
33.8 21.9 36.7 22.1 27.4 35.4
38.5 16.6 23.3 10.7 26.1 12.0
26.5 13.2 28.3 21.1 28.1 6.2
26.1 -3.5 23.8 23.5 23.6 12.7
28.3 14.0 30.3 2.6 25.0 5.9
32.6 18.1 34.3 31.9 32.7 10.6
30.7 14.2 29.5 10.9 24.8 12.7
28.6 7.2 31.5 13.7 33.4 16.5
31.4 4.6 33.5 18.0 29.5 35.6
25.4 32.6 30.3 13.2 42.2 17.0
23.0 20.5 35.6 23.6 28.6 11.8
34.3 14.5 30.9 29.1 24.3 38.2
33.4 15.5 41.0 7.4 37.4 30.0
30.4 21.7 21.4 18.2 27.5 17.2
29.2 30.7 28.8 14.9 34.5 36.0
31.4 20.3 31.2 32.8 29.8 33.5
16.9 17.2 28.3 22.7 38.1 7.9
30.6 34.0 25.2 22.5 26.2 21.4
26.8 14.8 27.4 23.4 27.9 22.6
35.5 29.7 30.4 24.2 36.6 22.1
34.7 18.3 22.6 16.1 26.9 21.5
35.6 16.2 37.4 4.5 26.9 13.8
38.6 10.4 24.0 17.8 26.2 10.9
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26.9 22.9 30.4 8.9 28.6 13.9
29.5 9.4 33.6 16.3 26.6 9.7
29.6 22.2 35.6 0.6 28.0 19.0
43.7 11.8 33.1 12.6 27.4 10.1
34.8 26.3 32.8 0.4 34.0 17.9
32.5 0.3 43.9 20.7 28.4 28.6
31.8 8.4 - - - -
Table 4.3: The 100 samples data of X1 and X2 from observational data
.
The proposed method is applied to select the copula model that provides the best
fit to x1 and x2. Firstly, x1 and x2 are transformed into pseudo-observation u1 and
u2 by the method of empirical cumulative distribution as given in Eq. (4.45) and
Eq. (4.46). Then, using AIC method for u1 and u2 as given in Section 4.3.4, the
results of AIC values with the corresponding copulas are summarised in Table 4.4.
Among the four candidate copulas, the Frank copula with a parameter θ = 0.31
yields the smallest value of AIC. Thus it provides the best-fit to the dependence
structure of u1 and u2. The AIC values with the corresponding θ for Frank copula
are illustrated in Fig. 4.4. This result is consistent with the chosen dependence
structure in the first step. A small error of 1% in the copula parameter is due to
the sample size of 100.
For interval estimation of Frank copula, the bootstrap method which introduced
in Section 4.3.5, is applied. The result is summarised in Table 4.5. The 95%
confidence interval for θ is calculated as θ = [−0.082, 0.689].
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Figure 4.4: AIC values with the corresponding θ for Frank copula.
Table 4.4: AIC values for the Copulas.
Dependence structure
Copula
Frank Clayton Gumbel Gaussian
AIC 0.79 1.58 2 1.66
θ 0.31 0.01 1.01 −0.206
Table 4.5: 95 % confidence interval of a copula parameter.
θ 95 % confidence interval of θ
Frank copula 0.305 [−0.082, 0.689]
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4.4.2 Generate 100 dependent variables X1 and X2 from a
given copula
X1 is normal distribution with mean of 40 and standard deviation of 5. X2 is
normal distribution with mean of 10 and standard deviation of 8. The dependence
structure between X1 and X2 is assumed to be Frank copula. For illustration, the
parameter of Frank copula between X1 and X2 is considered for two cases:
1. Case 1: Frank copula with a deterministic parameter of 3.
2. Case 2: Frank copula with an interval parameter of [1, 5].
In case 1, we generate dependent variables X1 and X2 with a Frank copula and its
parameter of 3. The process of this generation is adopted from subsection 4.3.6
as following:
X1 = FX1
−1 (u1) ,
X2 = FX2
−1 (u2) , (4.55)
in which FX1
−1 and FX2
−1 denote the inverse functions of random variablesX1 and
X2, u1 and u2 are dependent uniform variates of Frank copula and the parameter
of 3. From Eq. (4.55), it can be seen that X1 and X2 follow the normal distribution
with the specified mean and standard deviation as given in the example. Also,
the dependence between X1 and X2 follow the dependence between u1 and u2.
Thus X1 and X2 follow the Frank copula relationship with a parameter of 3. The
results of 100 dependent variables X1 and X2 are given in Table 4.6. In order
to verify the correctness of the results, the method suggested in the previous
example is applied in a same manner. The dependence structure between X1 and
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X2 calculated from the method is Frank copula with a parameter of 3.1 which is
consistent with the generated results.
In case 2, we generate dependent variables X1 and X2 with a Frank copula and
interval parameter θ of [1, 5]. The process of this generation is adopted from
item 4.3.6. Similar to case 1, X1 and X2 follow the normal distribution with
specified copula in the example. The bounds of X1 and X2 for case 2 are shown
in Table 4.6.
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θ = 3 θ = [1, 5]
X1 X2 X1 X1 X2 X2
40.3 28.7 34.4 43.3 27.4 34.6
32.4 22.6 31.8 34.2 -6.4 24.8
41.6 21.9 39.4 42.3 -4.2 26.0
39.6 22.3 30.5 44.3 5.3 28.0
35.0 0.1 34.5 36.9 -0.2 13.4
44.0 14.2 42.5 44.2 8.0 20.7
38.0 9.6 33.0 40.2 -4.3 12.8
40.5 16.2 38.6 43.0 6.0 21.9
43.9 14.0 43.6 44.4 13.4 20.7
36.9 9.9 34.9 44.1 1.1 18.6
33.7 9.1 33.1 40.0 -3.0 18.2
32.6 4.7 32.3 37.0 -5.1 8.0
42.9 8.0 34.1 47.6 -3.5 13.7
38.4 0.6 35.6 46.0 -20.7 9.5
46.1 13.1 45.5 49.4 -11.6 17.3
38.8 4.0 37.6 47.9 -4.9 7.4
37.1 12.0 35.6 41.8 5.3 12.7
41.4 5.9 33.3 45.1 3.5 9.7
48.3 11.6 32.8 51.8 9.8 12.1
43.1 9.1 35.5 47.2 1.8 15.4
39.0 8.9 30.7 40.1 0.4 21.9
36.4 11.1 34.2 43.0 10.7 15.3
45.9 8.2 34.7 49.8 0.5 10.8
46.0 13.3 41.7 47.3 12.5 15.7
37.2 10.9 32.4 44.0 3.4 11.5
31.8 8.4 28.2 40.8 -2.9 16.8
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34.8 12.6 31.5 38.4 -5.3 15.6
40.4 16.4 38.3 44.6 13.0 18.7
35.7 -2.4 35.0 37.4 -4.7 8.1
37.2 9.6 36.1 37.7 -0.3 19.2
43.4 15.0 40.3 43.9 13.3 16.9
40.0 8.9 38.7 40.6 -3.5 24.2
37.4 12.9 36.8 37.8 3.1 15.1
39.7 13.8 39.6 43.1 -2.7 19.9
35.1 13.0 34.5 36.2 -2.4 16.7
30.2 10.4 28.2 47.1 2.9 16.8
43.5 7.7 36.2 49.1 4.9 11.3
36.0 8.2 33.1 38.5 -5.1 19.0
44.9 3.9 32.8 48.4 -2.3 10.8
37.3 16.6 31.8 43.7 14.0 19.4
36.8 12.0 32.5 44.5 10.6 20.2
42.4 8.8 40.0 43.2 -3.1 12.3
42.8 12.6 41.6 43.5 0.8 14.6
34.4 7.5 30.3 48.8 -7.2 24.5
33.1 4.7 28.8 39.6 -5.5 8.2
35.0 9.5 32.6 44.0 -1.7 13.1
41.9 12.5 39.0 43.6 11.8 25.8
46.7 1.6 45.1 47.9 -6.5 8.0
40.4 13.6 25.0 41.4 2.7 17.9
34.2 13.6 30.0 50.4 -1.0 17.6
43.1 11.2 40.9 45.1 5.2 20.4
46.5 14.0 38.0 47.4 13.0 15.1
39.8 -0.8 37.1 40.7 -1.6 9.6
47.0 10.8 37.4 52.5 3.1 22.7
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36.3 14.0 35.0 36.5 13.1 16.0
43.4 1.3 42.1 44.3 -2.1 9.4
44.6 7.6 42.4 45.0 -7.8 22.8
38.9 12.5 33.9 44.1 10.2 13.1
39.2 8.1 38.1 39.6 -6.5 16.2
46.6 3.2 36.6 49.4 -4.0 9.0
34.1 8.2 33.0 38.0 -6.0 17.9
41.5 12.3 37.8 46.8 12.0 13.2
40.4 13.1 36.4 47.3 10.1 17.8
43.7 9.4 43.5 46.7 -1.5 30.8
37.2 7.3 37.1 39.3 -8.1 20.8
30.2 11.4 29.7 41.3 8.2 13.6
34.0 9.9 30.6 43.6 2.0 11.7
43.1 15.2 41.6 45.1 12.7 17.4
46.6 2.9 46.5 48.6 -6.0 8.2
37.4 7.1 32.7 41.2 6.7 11.3
52.5 2.7 32.6 53.9 2.2 10.3
36.1 4.0 31.4 36.5 -6.5 7.9
34.7 11.8 33.9 45.6 9.5 26.1
37.3 12.2 32.5 38.9 3.3 12.9
42.1 10.6 42.1 46.9 4.2 15.0
43.4 12.1 41.9 43.9 11.9 12.6
42.1 12.2 36.6 47.7 2.0 13.0
37.0 8.5 34.1 40.7 -2.1 11.4
34.2 7.2 30.2 36.3 -7.9 12.7
35.4 13.3 27.7 36.4 2.6 18.9
35.3 5.5 34.9 43.6 -3.2 8.9
43.6 9.7 29.9 47.5 0.7 24.6
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39.5 6.6 38.6 39.6 -9.1 13.9
36.7 8.3 34.9 37.3 -1.9 9.0
43.6 13.1 35.9 47.8 10.8 18.5
34.6 9.7 30.6 42.1 1.2 26.0
43.5 17.4 41.8 46.9 12.8 31.7
41.6 12.7 27.7 46.8 10.2 17.3
40.5 3.5 40.1 43.3 -5.2 8.0
35.6 0.6 33.1 44.2 -0.8 9.3
43.2 7.7 41.2 46.6 -4.1 8.4
46.3 8.9 41.6 49.8 -2.7 15.6
41.4 9.7 34.1 43.9 0.7 23.0
37.7 -0.5 32.7 40.2 -2.7 8.8
44.6 12.3 43.7 47.2 2.9 14.7
32.0 4.4 28.2 41.8 0.5 9.6
39.7 8.4 34.4 48.4 5.2 10.6
44.6 1.3 42.7 48.1 -0.1 9.8
38.1 13.2 33.5 49.2 12.6 16.2
43.1 10.3 32.5 47.8 3.6 17.6
Table 4.6: The random generation of dependence variables X1 and X2 for
two cases-Frank copula with θ of 3 and [1, 5]
.
4.5 Summary
In this chapter, the theory of imprecise probability is firstly introduced, then
some mathematical representations of epistemic uncertainties such as interval ap-
proach, fuzzy set theory and probability box are also discussed. The second part
is the introduction of the copula, some common classes of copulas and their uses,
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then focusing on the proposed method of choosing the copula and its correspond-
ing parameter. Point estimation and interval estimation are considered in the
framework. The Akaike Information Criterion (AIC) is used to select the copula
model for the point estimation. The interval estimation is based on the Bootstrap
method. This development of uncertainties quantification is about the dependent
p-boxes, which considers both aleatory and epistemic uncertainties. The quan-
tification of uncertainties and their dependence is a function of the amount of
information available. The proposed method have been demonstrated through
two numerical examples. The first example is about the determination of copula
and its parameter from the observational data. The second example is about the
random generation of dependent variables from the given copula. Both examples
consider point and interval estimation of the copula parameter.
Chapter 5
Reliability analysis with
dependent p-boxes
When epistemic uncertainties are modelled by the imprecise probability, such
as p-boxes as described in Section 4.2, the simulation techniques with p-boxes
need to be considered. Simulation techniques are used to compute the bounds
of limit state probabilities when the uncertainties are dependent p-boxes. In the
present study, two approaches are proposed. The first approach is based on the
interval Monte Carlo simulation. This approach is simple; however, it requires
a significant number of simulations for the computation of the limit states. The
second approach which is based on importance sampling reduces the analysis time
by reducing the number of required calculations. Numerical examples are used to
demonstrate the proposed approaches.
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5.1 Direct interval Monte Carlo (MC) simula-
tion
P-boxes can be propagated using simulation-based methods (e.g., interval Monte
Carlo simulation or similar approaches with variance reduction techniques) (Al-
varez, 2006, Zhang, 2012, Zhang et al., 2010). Zhang et al. (2013) proposed the
calculation of the lower and upper bound for Pf , in which the CDF for each
random variable FX (.) is unknown, but bounded by FX (.) and FX (.). Zhang
et al. (2013) also proposed interval quasi-MC simulation which is performed in
the same manner as direct interval MC simulation, except that random uniform
variates rj are replaced by deterministic low-discrepancy sequences. The proce-
dure of constructing low-discrepancy sequences requires additional computational
costs; however, the costs can be negligible in practical structural reliability analy-
sis. Using numerical examples, Zhang et al. (2013) showed that the interval-quasi
MC simulation can reduce simulation by about 30 times compared to direct inter-
val MC simulation. However, both interval MC and interval-quasi MC simulations
only consider the independent p-boxes. Dependencies between p-boxes were not
considered in previous studies.
The present study thus develops the direct interval MC with dependent p-boxes.
Consider a mapping where g : (X,Y)→ Z (X,Y) are basic variables represented
by p-boxes. Further, X and Y are dependent through a copula C. The response
quantity Z, is a function of X and Y .
Monte Carlo simulation involves repeated random sampling from each input dis-
tribution and to observe the result. Since only the bounds of CDF’s for (X,Y)
are known, it is not possible to generate point samples but only interval samples.
Let [FX , FX ] and [F Y , F Y ] be lower and upper bounds of CDF for X and Y .
Random interval samples from X and Y can be generated as follows:.
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1. Generate a sample of N dependent uniform variate ({ui1, ui2}, i = 1, .., N)
from the specified copula C.
2. Generate pairs of dependent random interval samples by
[xi, xi] = [F
−1
X (u
i
1), F
−1
X (u
i
1)],
[y
i
, yi] = [F
−1
Y (u
i
2), F
−1
Y (u
i
2)],
in which F
−1
and F −1 denotes the inverse functions of upper and lower
bounds of a p-box.
Once the correlated random interval samples are generated, the empirical lower
and upper bounds for the CDF of Z can be calculated as:
FZ(z) =
1
N
N∑
i=1
I[g(xi,yi) ≤ z],
FZ(z) =
1
N
N∑
i=1
I[g(xi,yi) ≤ z], (5.1)
in which N = total number of simulations, (xi,yi) = ([xi, xi], [yi, yi]), I[ ] is the
indicator function, having the value 1 if [ ] is “true” and the value 0 if [ ] is “false”.
g and g represent the lower bound and upper bound for g(xi,yi), i.e.,
g(xi,yi) = min{g(X, Y ) : xi ≤ X ≤ xi, yi ≤ Y ≤ yi},
g(xi,yi) = max{g(X, Y ) : xi ≤ X ≤ xi, yi ≤ Y ≤ yi}. (5.2)
Note that computing Eq. (5.2) involves the calculation of the range of function g
when the inputs vary in certain closed intervals. The problem of finding the range
of a function is solved on the basis of interval analysis (Moore, 1966). In general,
the computation of interval MC simulation depends on the computation of the
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structural response through interval finite element analysis (FEA). The structural
response can be expressed as an implicit or explicit form. A variety of solution
techniques have been proposed, including perturbation approach (McWilliam,
2001), optimisation method (Mo¨ller & Beer, 2013) , sensitivity analysis method
(Pownuk, 2004) and interval analysis method (Muhanna et al., 2005, Mullen &
Muhanna, 1999, Zhang, 2005). Reliable methods are available to compute the
bounds of responses of structures with reasonable accuracy when the structural
stiffness and geometrical properties and loads vary in relatively narrow intervals
(Muhanna et al., 2007, Zhang, 2005). It should be noted that the burden of
interval analysis can be reduced if the response quantity Z is monotonic with
respect to the input variables.
5.2 Interval importance sampling
5.2.1 Importance sampling method
The interval MC approach introduced above, although useful, has one major
downside of computational time. The approach requires a significant number of
simulations to assess the small failure of the limit state function. Thus, the impor-
tance sampling method is used to reduce the computational time. As mentioned
in subsection 3.3.3, an unbiased estimator for Pf is given by:
Pf = P̂f =
1
n
n∑
j=1
I[g(vj) ≤ 0]fX(vj)
hv(vj)
, (5.3)
in which the sample vj are drawn from hv(.) instead of the actual probability
density fx(.). According to Zhang (2012), in a situation when fX(.) is imprecisely
known, the family distribution of fX(.) can be considered as the set of all plausible
PDFs:
{
fX
(1), fX
(2), . . .
}
. Any PDF with the superscript (i) is referred to as a
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member PDF. The epistemic uncertainty in fx(.) is assumed to be relatively small.
Therefore, the importance sampling hv(.) can be used for all the
{
fX
(1), fX
(2), . . .
}
distributions, and the unbiased estimates of Pf is given by:
Pf
(i) =
1
N
N∑
j=1
I [g (vj) ≤ 0] fX
(i) (vj)
hv (vj)
, (5.4)
in which Pf
(i) is the failure probability corresponding to ith distribution fX
(i). The
sample set vj which used in Eq. (5.4) for calculating Pf
(1), can be repeatedly used
in the subsequent calculation. Therefore, it is suggested that a single importance
sampling function can be used instead of multiple calculation of Eq. (5.4).
Denote vj a given sample vector, fX (vj) and fX (vj) a lower bound and upper
bound for the set
{
fX
(1) (vj) , fX
(2) (vj) , . . .
}
, i.e,
f
X
(vj) ≤ min
{
fX
(1) (vj) , fX
(2) (vj) , . . .
}
,
fX (vj) ≥ max
{
fX
(1) (vj) , fX
(2) (vj) , . . .
}
. (5.5)
Combining Eq. (5.5) and Eq. (5.4), the unbiased probability failure Pf can be
derived as:
1
N
N∑
j=1
I [g (vj) ≤ 0]
hv (vj)
f
X
(vj) ≤ Pf (i) ≤ 1
N
N∑
j=1
I [g (vj) ≤ 0]
hv (vj)
fX (vj), (5.6)
From Eq. (5.6), the bounds of Pf and Pf can be derived as:
Pf =
1
N
N∑
j=1
I [g(vj) ≤ 0]
hv(vj)
f
X
(vj),
Pf =
1
N
N∑
j=1
I [g(vj) ≤ 0]
hv(vj)
fX(vj). (5.7)
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5.2.1.1 Importance sampling with independent p-boxes
As shown in Eq. (5.7), computing of Pf and Pf requires two main steps. The
first is the construction of importance sampling function hv (.). The second is the
determination of the bounds f
X
(vj) and fX(vj).
Many approaches are proposed to obtain the optimal importance sampling func-
tion, such as kernel estimator method and the design point method (Au & Beck,
1999, Zhang, 2012). Zhang (2012) adopted the design point method to develop
the interval importance sampling with independent p-boxes as outlined in the
following steps:
1. Form the limit state function g (X1, . . . Xs).
2. Determine the design point X∗ by the following methods including FORM,
SORM or search-based algorithm (Melchers, 1990).
3. Construction of the importance sampling function hvi which is assumed to
be the same as the distribution function of fXi . The mean of hvi is shifted
to the design point X∗. The importance sampling function is taken as:
hv (.) =
s∏
i=1
hvi (.), (5.8)
in which fXi is a p-box with the interval parameters, hvi can be chosen as
a midpoint distribution of fXi , in which the parameters of midpoint distri-
bution are considered equal to the midpoints of the interval parameters. In
addition, the Eq. (5.9) assumes hvi (i = 1, . . . , s) is independent. This as-
sumption of independence can still be applied for hv (.) in cases of correlated
or dependent random variables (Zhang, 2012).
4. Determine the bounds of f
X
(vj) and fX(vj).
5. Computing of Pf and Pf as in Eq. (5.7).
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The interval importance sampling introduced above only considers the indepen-
dent p-boxes. Also, the knowledge about the design point of the limit state func-
tion is required before solving the problem. This method may require additional
simulation time and may be difficult when applied to complex problems.
The present study will develop the new interval importance sampling which is
based on the method proposed by Zhang (2012). The proposed method will con-
sider dependent p-boxes in which copula describes the dependence. In addition,
the knowledge about the design point of the limit state function is not required
before solving the problem. The design point is changed to the optimal point
through the simulation. Also, the present study will propose a new method to
determine the bounds of PDF in the general cases, in which Latin Hypercube
sampling is adopted.
5.2.2 Proposed interval importance sampling method
5.2.2.1 Constructing the importance sampling function
The approach of constructing the importance sampling function is mainly based
on the search-based approach (Melchers, 1990), in which the sampling function
hv (.) approaches the optimal point during the simulation.
Let (x1, . . . , xs) be the basic random variables, the form of hv (.) is taken as:
hv (.) =
s∏
i=1
hvi (.), (5.9)
where hvi is assumed to be the same as the distribution function of fxi . The
mean and standard deviation of hvi are changed to the optimal point through the
simulation.
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The first sampling point is randomly simulated from hv
(1) with its mean equal to
the mean of random variables µX and its standard deviation is taken as:
σvj =
(
1 +
n+ 1− j
n
)
σX , (5.10)
in which j is the order of simulation and n is the total number of simulation. In
the first simulation; j = 1, then σv1 = 2σX .
The function of the standard deviation is proposed in Eq. (5.10) has two main
properties. The first is the range of the function varies between σX and 2σX .
Secondly, the function can only be reduced or stay the same during the simulation.
These properties are consistent with recommendations by Melchers (1990). When
all the values of v1 can be generated, then the value of the limit state function
g (v1) and the value of fX(v1) at this point can also be calculated. These values
are recorded as the minimum value of limit state function and maximum value of
joint PDF.
In the next step, the second sampling point v2 is also randomly generated from
hv
(1) with its mean and standard deviation equal to the first point v1. Similarly,
the values of g (v2) and the value of fX(v2) are calculated. If this second limit state
function g (v2) is lower than the first limit state function g (v1) and the second
value of fX(v2) is greater than fX(v1), then the importance sampling function
hv
(1) is changed to the new sampling function hv
(2) with its mean of µv2 and
its standard deviation of σv2 . Also, the minimum value of limit state function is
changed to g (v1) and maximum value of joint PDF fX(v1) is changed to g (v2)
and fX(v2) respectively. Otherwise, the importance sampling is hv
(1). Also, the
minimum value of limit state function and maximum value of joint PDF equal to
the previous point which mean equal to g (v1) and fX(v1) respectively.
Repeat this process n times. The sampling function approaches the optimal point
when n is approximate 20− 100 (Melchers, 1990).
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5.2.2.2 Determine the bounds of a set of PDFs
In case of independent p-boxes, the bounds of PDF can be obtained numerically.
For some commonly distribution types used in reliability analysis, analytical so-
lution can be obtained for a PDF with interval parameters. Zhang (2012) derived
the analytical solutions in the case of normal distribution and log-normal distri-
bution with an interval mean
[
µ, µ
]
and a deterministic standard deviation of
σ.
• In the normal case:
f
X
(v) = min
[
1
σ
φ
(
v − µ
σ
)
,
1
σ
φ
(
v − µ
σ
)]
, (5.11)
fX(v) =
1
σ
φ (0) , (5.12)
in which φ (.) is the PDF for standard normal distribution.
• In the log-normal case:
f
X
(v) = min
[
1
vξ
φ
(
ln(v)− λ
ξ
)
,
1
vξ
φ
(
ln(v)− λ
ξ
)]
, (5.13)
fX(v) =
1
vξ
φ (0) , (5.14)
where
λ = ln
(
µ
)− 1
2
ln
(
1 + VX
2
)
, (5.15)
λ = ln (µ)− 1
2
ln
(
1 + VX
2
)
, (5.16)
ξ2 = ln
(
1 + VX
2
)
, (5.17)
in which VX is the COV of X.
The lower (or upper) bound of PDF is not a member PDF because the member
PDF normally cross over each other. Thus, the bound is not even a valid density
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function, and integration of fX (.) (or fX (.) ) is not equal unity. Consequently, the
bounds calculated by Eq. (5.7) are always conservative. In a case of wide intervals
between the lower and upper bound, this calculation becomes over excessive.
Zhang (2012) proposed the adaptive partition method to reduce the conservatism.
In case of dependent p-boxes, the proposed method uses Latin Hypercube Sam-
pling (LHS) to obtain the bounds of PDF numerically. In this study, the proposed
algorithm is shown for the case of p-boxes with interval parameters such as mean
and copula parameter. The standard deviation of each p-box is assumed to be
constant. The case of the p-box that has many different distribution types is
excluded from the study.
When all random variables are independent, the joint PDF is given as:
fX (.) =
s∏
i=1
fxi (.) . (5.18)
When random variables are dependent with copula C, the joint PDF at a sampling
vector v is given as:
fX (.) =
s∏
i=1
fxi (.) c (u1, . . . us, θ) , (5.19)
in which fX (.) is the probability density function of random variables X. c [.] is
the copula density function, and u = Fv (v) where Fv is the CDF of the sampling
vector v.
Based on the method of distribution with interval parameters which was intro-
duced in Section 4.2.3, the bounds of fX (.) are derived as:
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f
X
(.) =
s∏
i=1
f
xi
(.)c
[
u1, . . . , us, [θ, θ]
]
, (5.20)
fX(.) =
s∏
i=1
fxi(.)c
[
u1, . . . , us, [θ, θ]
]
, (5.21)
It is noted that the bounds of f
xi
(.) and fxi (.) are only dependent on the statisti-
cal parameters of each random variable xi, such as mean and standard deviation.
They are independent of the copula parameter θ. The copula density functions of
c [.] and c [.] in Eq. (5.20) are only dependent on θ.
Let [µ
X
, µX ] denote the interval mean of random variables X, and [θ, θ] denote
the interval of a copula parameter θ.
By Latin Hypercube method, [µ
X
, µX ] and [θ, θ] are divided into k intervals as
following:
[µ
X
, µX ] = {µ1, . . . , uk} ,
[θ, θ] = {θ1, . . . , θk} . (5.22)
The bounds of fx(vj) and fx(vj) can be defined from k intervals as following:
f
X
(.) = min
(
fX
(u1), . . . , fX
(uk)
)
,
fX (.) = max
(
fX
(u1), . . . , fX
(uk)
)
. (5.23)
Similarly, the bounds of the copula c [.] and c [.] are defined from k of the copula
parameter as following:
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c [.] = min (c[θ1], . . . , c[θk]) ,
c [.] = max (c[θ1], . . . , c[θk]) . (5.24)
It can be seen that the computation of Pf and Pf requires double-loop simulation.
For every simulation of vj in the outer loop, k simulations in the inner loop are
required to calculate the bounds of the bounds of fX (vj). If n is the number
of simulations is required for the outer loop, the total required simulation is
n× k. The accuracy and efficiency of the proposed method are demonstrated in
numerical examples in Section 5.3.1.
5.2.2.3 The algorithm of the proposed interval importance sampling
method
The proposed algorithm can be summarised in the following steps:
1. Form the limit state function g (.).
2. Establish the importance sampling hv
(1), as suggested in Section 5.2.2.1, in
which hv
(1) is assumed to be independent. In the case of random variables
involving copula dependence, hv
(1) can still be chosen to have independent
components (Melchers, 1999b). When random variables have interval mean,
the mid point value is assumed to be its mean value.
3. Generate random variables v1 from hv
(1).
4. Calculate the limit state function g (v1) and consider g (v1) as the minimum
limit state function.
5. Determine the bounds of f
X
(v1) and fX(v1), as proposed in Section 5.2.2.2.
Consider them as the maximum values of joint PDF of f
X
(v1) and fX(v1).
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6. If the limit state function g (v1) is positive. Repeat step 3 to step 5, in which
random variables v2 are generating from the same importance sampling
hv
(1).
7. If the limit station function g (v1) is negative, calculate the bounds of Pf and
Pf using Eq. (5.7). Record the difference between Pf and Pf as wid(Pf,1).
8. If the limit state function is lower than the minimum value of limit state
function and the value of joint PDF is greater than the maximum value of
joint PDF, then the importance sampling function hv
(1) is changed to the
new sampling function as suggested in Section 5.2.2.1. Also, the new values
of minimum limit state function and maximum joint PDF are recorded.
Otherwise, the importance sampling function is not changed.
9. Repeat Step 3 to Step 8, in which new random variables vi are generat-
ing from the importance sampling function which is obtained in Step 8.
Record the value of wid(Pf,i). The loop will end when the result satisfies
the following criterion:
wid (Pf,i)− wid (Pf,i+1)
wid (Pf,i+1)
≤ ε, (5.25)
in which, the threshold ε can be chosen between 1% and 10%.
Note that the method to find the bounds of the bounds of f
X
(v1) and fX(v1)
in Step 5 does not increase the required number of finite element analysis in the
whole process. The determination of limit station function g (vi) and importance
sampling function hvi are independent of bounds of fX(vi) and fX(vi). Thus g (vi)
and hvi are retained and used in calculating the bounds of Pf and Pf . In other
words, the additional computing cost of using LHS may not be significant.
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5.3 Numerical examples
5.3.1 Example 1: a fundamental case of structural relia-
bility analysis with dependent p-boxes
A simple reliability example with dependent p-boxes is provided for the illustra-
tion of the technique in Section 5.2. The limit state function and the probability
of failure Pf of the structure with dependent random variables R, S are defined
as:
g (R, S) = R− S, (5.26)
Pf = P (g (R, S) ≤ 0) , (5.27)
in which the dependence structure between R and S is assumed as Frank copula
with θ of 0.3. The statistical parameters of R and S are summarised in Table 5.1.
Table 5.1: Statistical parameters of dependent random variables.
Random variables Statistical parameters
µ σ
R [8, 10] 1
S [4, 6] 0.4
The interval Monte Carlo approach, in Section 5.1, is applied to find the bounds
of the failure probability of Pf . The value of P f is expected to be as low as 10
−9.
Thus the number of simulations n, which requires to find P f with coefficient of
variation at or below 20%, is 2 × 1010. The value of n is calculated based on
Eq. (3.9). The bounds of Pf are summarised in Table 5.2.
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Table 5.2: Interval estimates for Pf by Interval Monte Carlo approach.
Interval Monte Carlo approach
Simulation n P f P f
2× 1010 5× 10−9 0.285
To verify the above results, double-loop MC simulation is adopted to compute
the P f . In the outer loop of the double-loop MC simulation, Latin Hypercube
sampling is used to sample interval variables of µR, µS. In the inner loop of the
simulation, Monte Carlo simulation is used to calculate the failure probability. We
have chosen 200 samples for the outer loop and 10000 samples for the inner loop.
The inner loop samples are chosen to be the same as the samples in the interval
MC simulation. Thus we have 10000 samples of P f . The statistical parameters
of P f can be derived from these samples. The calculated P f is 0.2841 which has
an error of 3.2% from the interval MC simulation. This error is due to the small
samples of 200 used in the outer loop of double-loop MC simulation.
As seen in Table 5.2, it requires a large number of simulation to compute P f .
This interval MC approach is time-consuming and therefore expensive. The sec-
ond approach, which was introduced in Section 5.2, is applied with the aim of
reducing the computational time of P f . The results of Pf from the proposed
interval importance sampling are shown in Table 5.3.
To verify the results from the proposed interval importance sampling, interval
MC simulation is adopted to compute the P f . Using 2 × 1010 simulations, the
calculated P f is 5 × 10−9 which has an error of 1.4% compared to the results of
interval IS when simulation is 1000. It can be seen that the proposed importance
sampling can significantly reduce the simulation number. In addition, the advan-
tage of the proposed method is that the knowledge of the design points are not
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required before solving the problems. At the end of the simulation, the design
points are obtained which are given in Table 5.5.
Table 5.3: Estimation of the lower bound of Pf by Importance sampling
approach.
Importance sampling approach
Simulation n P f
100 5.74× 10−9
500 5.34× 10−9
1000 5.07× 10−9
Table 5.4: Comparison of the estimation of lower bound Pf by two proposed
approaches.
Interval Monte Carlo Importance sampling
Simulation n 2× 1010 100 500 1000
P f 5× 10−9 5.74× 10−9 5.34× 10−9 5.07× 10−9
Error − 14.8 % 6.8 % 1.4 %
Table 5.5: Design points of the limit state function.
Design points Statistical parameters
µ σ
R∗ 6.89 1.98
S∗ 5.01 0.79
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5.3.2 Example 2: time-dependent reliability analysis with
dependent p-boxes and interval copula parameter
A time-dependent reliability example with dependent p-boxes is provided for
the illustration of the technique in Section 5.2. The limit state function and the
probability of failure Pf of the structure are defined as:
g (fy, A,B, t) = fyb
[
d− 2× AtB]− S, (5.28)
Pf = P [g (fy, A,B, t) ≤ 0] , (5.29)
in which the statistical parameters of S, fy, b and d are summarised in Table 5.6.
A and B are dependent p-boxes. The dependence structure between A and B is
assumed to be Frank copula with θ = [−3.35, −0.35].
Table 5.6: Statistical parameters of random variables in Example 2.
Variable µ σ Distribution type
S 200 kN 23 kN Normal
fy 300 Mpa 10 MPa Normal
d 4 mm Constant
b 250 mm Constant
A [26.83, 31.37] 9.13 Normal
B [0.51, 0.57] 0.11 Normal
The interval Monte Carlo approach, in Section 5.1, is applied in order to find the
bounds of the failure probability of Pf . The reliability of a structure is assessed
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at t = 20 years. The bounds of Pf at t = 20 years are calculated as [0.0003, 0.013]
with the required simulation n of 1000000.
Similar to a previous example, double-loop MC simulation is adopted to verify
the results from the interval MC simulation. In the outer loop of the double-
loop MC simulation, LHS is used to sample interval variables; θ, µA and µB. In
the inner loop of the simulation, MC simulation is used to calculate the failure
probability. We have chosen 200 samples for the outer loop and 1000000 samples
for the inner loop. For t = 20 year in the double-loop MC simulation, there are
1000000 samples of Pf . Thus the statistical parameters of Pf can be derived from
these samples. The lower and upper bounds of Pf are 0.00032, 0.0122 which has
an error of 7 %. This error could be reduced by increasing samples used in the
outer loop of double-loop MC simulation.
To reduce the computational time, the proposed importance sampling is applied
to find the upper bound of Pf at t = 20 years. The results are given in Table 5.7,
in which the P f is calculated as 0.0125 when simulation n is 100. To verify this
result, the double-loop MC simulation is applied in the same manner as explained
in the above section, in which the upper bounds of Pf is calculated as 0.0122. The
results from the proposed IS has an error of 2.4% compared to the double-loop
MC simulation. The design points are obtained at the end of simulation which
are given in Table 5.8.
Table 5.7: Comparison between the direct interval MC and the proposed
method for Example 2.
number of simulation n P f
Direct interval MC 10000 0.013
Proposed method 100 0.0125
Error 4%
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Table 5.8: Statistical parameters of design points in Example 2.
Variable µ σ Distribution type
S∗ 214 kN 41 kN Normal
f ∗y 292 MPa 18 MPa Normal
A∗ 20.31 16.40 Normal
B∗ 0.52 0.20 Normal
5.3.3 Example 3: an one-bay two-story truss with depen-
dent p-boxes
The proposed framework has been applied to the previous examples to assess
the reliability of structures when a limit state function is an explicit form. The
following examples will investigate the structural reliability when a limit state
function is an implicit form. The limit state function is obtained by finite element
method.
Fig. 5.1 shows the 10-bar truss frame which has one bay and two stories. The
layout and members size of the structure are adopted from Zhang (2012).
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Figure 5.1: One-bay, two-storey plane truss (adopted from Zhang (2012)).
There are 4 random variables including A1, A2, A3 and W , in which A1 denotes the
cross-sectional area for members 1-4, A2 for members 5-8, A3 for members 9 and
10. W is the 50-year maximum wind load. The dependence between A1 and A2 is
assumed to be Frank copula with a parameter of 0.2. All other random variables
are assumed to be mutually statistically independent. The statistical parameters
of random variables are summarised in Table 5.9. The Youngs modulus, E, is
assumed to be deterministic with the value of 200 GPa.
The limit state function is given by:
g = ua − u, (5.30)
in which u and ua are the lateral deflection and the allowable lateral deflection at
point 5. ua is set to H/500 (19.51mm), where H is the total height of the frame.
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The response of the truss is assumed to be linear elastic.
Table 5.9: Random variables for one-bay two-storey truss when considering
independent p-boxes.
µ σ Distribution type
A1 (cm
2) [52.426,54.025] 2.661 Normal
A2 (cm
2) [44.492,46.363] 2.284 Normal
A3 (cm
2) [9.405,9.962] 0.477 Normal
W (kN) 86.74 32.09 Extreme T1
The proposed framework is applied to determine the bounds of failure probabil-
ity. The bounds of PDF are obtained numerically by Latin Hypercube Sampling
(LHS). Table 5.10 presents the calculated lower and upper bounds for Pf with
varying number of LHS. With 500 LHS samples, the limit state probability is
found to vary between 1.4939 ×10−3 and 2.0286 ×10−3.
Table 5.10: Interval estimate for Pf (frame in Fig 5.1).
Proposed method P f
(×10−3) P f (×10−3)
100 LHS samples 1.5283 1.8785
200 LHS samples 1.4946 2.0185
500 LHS samples 1.4789 2.0489
A double-loop Monte Carlo procedure is adopted to verify the results from the
proposed interval importance sampling. In the outer loop, we have used LHS to
sample interval variables; µA1 , µA2 and µA3 . In the inner loop, we have performed
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MC simulation to calculate the failure probability. The samples chosen for the
outer loop and inner loop are 100 and 1000 respectively. The bounds of Pf are
derived as [0.001, 0.002] which have an error of 4 % compared to the results from
the interval IS. The design points are obtained which are given in Table 5.11.
Table 5.11: Statistical parameters of design points of the planar truss.
Variable µ σ Distribution type
A∗1 (cm
2) 53 5.59 Normal
A∗2 (cm
2) 45 4.80 Normal
A∗3 (cm
2) 9.54 1.01 Normal
W ∗ (kN) 247.6 67.46 Extreme T1
5.3.4 Example 4: an asymmetric frame
Fig. 5.2 shows the asymmetric frame which is adopted from Zhang (2012). The
cross-sectional area (A), moment of inertia (I) of each member, the five loads
and Young ’s modus (E) are assumed to be random. All random variables are
mutually statistically independent which statistical parameters are summarised
in Table 5.12.
The response of frame is assumed to be linear elastic. The limit state function is
given by:
g = ua − u, (5.31)
in which u, ua are the lateral and allowable lateral deflection at a point where P4
is applied. ua is set to 25.4mm.
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Figure 5.2: Asymmetric˙frame (adopted from Zhang (2012)).
Table 5.12: Random variables for the asymmetric frame.
µ σ Distribution
Ab (cm
2) [74.77, 77.49] 3.8065 Normal
Ac (cm
2) [112.15, 116.23] 5.7095 Normal
Ib (cm
4) [21134.14, 21904.18] 1075.958 Normal
Ic (cm
4)) [14062.18, 14574.54] 715.918 Normal
P1 (kN) 44.48 4.448 Lognormal
P2 (kN) 88.96 8.896 Lognormal
P3 (kN) 88.96 8.896 Lognormal
P4 (kN) 44.48 16.4576 Extreme T1
P5 (kN) 22.24 8.2288 Extreme T2
E (MPa) 199948.04 11996.8824 Lognormal
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The proposed framework is applied to determine the bounds of failure probabil-
ity. The bounds of PDF are obtained numerically by Latin Hypercube Sampling
(LHS). Table 5.13 presents the calculated lower and upper bounds for Pf with
varying number of LHS. With 500 LHS samples, the limit state probability is
found to vary between 1.0543 ×10−2 and 1.6871 ×10−2.
Table 5.13: Interval estimate for Pf (frame in Fig 5.2).
Proposed method P f
(×10−2) P f (×10−2)
100 LHS samples 1.0947 1.6252
200 LHS samples 1.0621 1.6727
500 LHS samples 1.0543 1.6871
To verify the reliability results from proposed interval IS, the interval importance
sampling combined with partitioning is adopted from Zhang (2012). The results
are summarised in Table 5.14. With 14 partitions, the limit state probability is
found to vary between 1.034 ×10−2 and 4.638 ×10−2. This result has an error of
3% compared with the proposed interval importance sampling method and LHS.
Table 5.14: Comparison of Pf between the proposed method and the method
by Zhang (2012).
P f
(×10−2) P f (×10−2)
Proposed method 1.054 1.6871
Zhang (2012) 1.034 1.638
Error 2.2% 3.5%
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Similar to the previous examples, the design points are obtained at the end of the
simulation which are summarised in Table 5.15.
Table 5.15: Random variables for the asymmetric frame.
µ σ Distribution
A∗b (cm
2) 74 3.95 Normal
A∗c (cm
2) 115 5.93 Normal
I∗b (cm
4) 21042 1117 Normal
I∗c (cm
4)) 13600 743 Normal
P ∗1 (kN) 45.82 4.62 Log-normal
P ∗2 (kN) 88.63 9.24 Log-normal
P ∗3 (kN) 81.58 9.24 Log-normal
P ∗4 (kN) 97.32 17.09 Extreme T1
P ∗5 (kN) 27.94 8.54 Extreme T1
E∗ (MPa) 186520 12448 Log-normal
5.3.5 Example 5: three-bay four-story frame
Fig. 5.3 shows three-bay four-story frame which is adopted from Leon & Kim
(2004). The cross-sectional area (A) and moment of inertia (I) of each member,
the dead load, live load, wind load and Young ’s modus (E) are assumed to be
random. The dead load and live load are assumed to be dependent variables with
Frank copula with a parameter of 0.5. All other random variables are mutually
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statistically independent. The statistical parameters of all random variables are
summarised in Table 5.16.
The response of frame is assumed to be linear elastic. The limit state function is
given by:
g = ua − u, (5.32)
in which u, ua is the lateral deflection and the allowable lateral deflection at a
point where P4 is applied. ua is set to 25.4mm.
Figure 5.3: Three-bay four-story frame (adopted from Leon & Kim (2004)).
The limit state function is given by:
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g = ua − u, (5.33)
in which u, ua is the lateral deflection and the allowable lateral deflection at point
1. ua is set to H/500 (35.7mm), where H is the total height of the frame. The
response of the truss is assumed to be linear elastic.
Table 5.16: Random variables for three-bay four-story frame.
µ COV σ Distribution type
AB1 (cm
2) [94.32, 95.27] 0.05 4.74 Normal
AB2 (cm
2) [94.32, 95.27] 0.05 4.74 Normal
AC1 (cm
2) [92.44, 93.36] 0.05 4.645 Normal
AC2 (cm
2) [112.93, 114.07] 0.05 5.675 Normal
IB1 (cm
4) [33131, 33464] 0.05 1664.9 Normal
IB2 (cm
4) [27291, 27566] 0.05 1371.45 Normal
IC1 (cm
4) [11264, 11377] 0.05 566.05 Normal
IC2 (cm
4) [14122, 14263] 0.05 709.65 Normal
G (kN/m) 4 0.1 0.4 Normal
Q (kN/m) 8 0.5 4 Normal
W (kN) 15 0.37 5.55 T1 largest
E (MPa) 200000 0.04 8000 Normal
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The proposed framework is applied to determine the bounds of failure probabil-
ity. The bounds of PDF are obtained numerically by Latin Hypercube Sampling
(LHS). Table 5.17 presents the calculated lower and upper bounds for Pf with
varying number of LHS. With 500 LHS samples, the limit state probability is
found to vary between 0.0036 and 0.0085.
To verify the results from the proposed IS, a double-loop MC simulation is
adopted. In the outer loop of simulation, we have used LHS to sample inter-
val variables; µAB1 , µAB2 , µAC1 , µAC2 and µIB1 , µIB2 , µIC1 , µIC2 . In the inner loop
of simulation, we have performed MC procedure to calculate the failure probabil-
ity. The number of samples chosen for the outer loop and inner loop are 100 and
1000 respectively. The bounds of Pf are derived as [0.004, 0.008] which have an
error of 6% compared to the results from the interval IS.
Similar to the previous examples, the design points are obtained at the end of the
simulation which are summarised in Table 5.18.
Table 5.17: Interval estimate for Pf (frame in Fig 5.3).
Proposed method P f P f
100 LHS samples 0.0042 0.0078
200 LHS samples 0.0038 0.0082
500 LHS samples 0.0036 0.0085
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Table 5.18: Design points for three-bay four-story frame.
µ σ Distribution type
A∗B1 (cm
2) 95 5.56E+00 Normal
A∗B2 (cm
2) 94 5.56E+00 Normal
A∗C1 (cm
2) 95 5.45E+00 Normal
A∗C2 (cm
2) 107 6.66E+00 Normal
I∗B1 (cm
4) 3.41E+04 1.95E+03 Normal
I∗B2 (cm
4) 2.60E+04 1.95E+03 Normal
I∗C1 (cm
4) 1.13E+04 6.65E+02 Normal
I∗C2 (cm
4) 1.32E+04 8.33E+02 Normal
G∗ (kN/m) 3.859266 0.4696 Normal
Q∗ (kN/m) 5.72446 4.696 Normal
W ∗ (kN) 48.05512 6.5157 T1 largest
E∗ (MPa) 200000 9392 Normal
5.4 Summary
This chapter is mainly about the simulation techniques with p-boxes. The liter-
ature review of simulation techniques with independent p-boxes is firstly sum-
marised. Then the proposed techniques with dependent p-boxes, in which the de-
pendence structure is modelled as a copula, are introduced. In the present study,
there are two approaches which have been proposed. The first is based on the
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interval Monte Carlo simulation. The algorithm of this approach is simple, how-
ever, requires a significant number of simulations for the computation of the limit
states. The second based on importance sampling is to reduce the analysis time
by reducing the number of required calculations. The advantage of this proposed
approach is that the knowledge of the design points not needed before solving the
problems. The design points are obtained at the end of the simulation. To verify
the results from the proposed method, a double-loop Monte Carlo procedure is
adopted. In the double-loop Monte Carlo procedure, the interval parameters are
assumed to uniformly distribute between their lower and upper bounds. The sam-
ples of the interval parameters were generated in the outer loop using the Latin
Hypercube sampling technique. With each sampled value, the failure probability
was then evaluated in the inner loop. Thus a sample of failure probability can be
obtained; its lower bound and upper bound are then used to compare with the
bounds computed using the proposed method. Numerical examples were adopted
to verify the accuracy and efficiency of the proposed approaches.
Chapter 6
Deterioration of steel structures
6.1 Deterioration models of steel structures
Corrosion is a product of the chemical reaction by electrochemical oxidation of
metals and oxidant when a steel surface is left unprotected from the environment.
This chemical reaction causes a reduction in a net area of a member; thus, it
leads to a decrease in the structural capacity of a steel member. The decrease due
to corrosion can be accelerated by the present of salt (chlorides) in the marine
environment or the use of de-icing products.
Depending on the environment to which the steel is exposed, there are three com-
mon types of corrosion, i.e., atmospheric corrosion, tidal corrosion and immersion
corrosion which are summarised in Table 6.1. To illustrate the application of the
proposed framework, the present study chose the atmospheric corrosion of car-
bon steels for modelling due to its complexities, various uncertainties and limited
experimental data.
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Table 6.1: Corrosion environments
Corrosion environment Detail
Atmospheric Rural-urban (unpolluted)
Industrial (polluted)
Marine environment
Tidal Splash zone
General
Immersion Sea water
Fresh water
Polluted water
In atmospheric corrosion, the corrosivity category is an important consideration
for designing and maintaining systems Roberge (2008). The corrosion data at
one category cannot be applied at other locations due to its different causes of
corrosion. The rural-urban environment (unpolluted) is predominantly related
to air quality; the industrial environment is related to polluting gases composed
mainly of sulphur compounds or nitrogen oxides, whereas the marine corrosion
is related to fine particles of sea mist. In the case of using de-icing products, the
rate of corrosion will be considerably increased by the presence of chloride.
The available models for time-variant atmospheric corrosion of steel are commonly
based on the mass loss or penetration depth loss from experiments.The models
include time variable and several regression coefficients in the form of power
formula to capture the corrosion process.
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6.1.1 Power model
A widely-accepted model for long-term atmospheric corrosion of steel is the power
function (De la Fuente et al., 2011, Feliu et al., 1993, McCuen & Albrecht, 1994)
which is given as:
c (t) = A · tB, (6.1)
where c(t) is the corrosion loss after t years, A is the corrosion loss after one year,
and B is a constant representing the slope of the logarithmic transformation of
Eq. (6.1). The power function is derived based on the diffusional process of oxygen
through rust layers.
6.1.2 McCuen and Albrecht’s model (1994)
McCuen & Albrecht (1994) have shown that the use of Eq. (6.1) to predict the
end of service life may be inaccurate in some cases because it underestimates the
depth of corrosion penetration. They thus recommended constant-intercept and
variable-intercept model to improve the accuracy of the corrosion model.
The constant-intercept model is given as:
c (t) = A1t
B1 for t ≤ tc, (6.2)
c (t) = A2 + A3t for t > tc, (6.3)
in which A1, A2, A3, B1 are fitting coefficients, tc is the exposure time at the
transition phase from power function to linear function and also called intersection
time.
The variable-intercept model is given as:
c (t) = A4e
−B2ttB3 for t ≤ tc, (6.4)
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c (t) = A4e
−B2tctcB3
[
1 +
1
tc
(B3 −B2tc) (t− tc)
]
for t > tc, (6.5)
in which A4, B2, B3 are obtained by fitting Eq. (6.4) and Eq. (6.5) to the corrosion
data.
The variable-intercept model is modified from the constant-intercept model, in
which the coefficient A1 in Eq. (6.2) is multiplied with exponential-decay term
that varies with the exposure time. The coefficient in the variable-intercept model
is obtained to reduce the standard error in the estimation of the minimum near
the zero-bias solution. In order to use the models proposed by McCuen & Albrecht
(1994), a large sources of actual long-term corrosion are required for a specific
location.
6.1.3 Park and Nowak’s model (1997)
Park & Nowak (1997) suggested that the corrosion only begins after the protection
cover becomes ineffective. For new structures, the paint can provide corrosion
protection from 5 to 15 years depending on the type of environment. Based on
the field observations, the study provided three curves of corrosion penetration
depth which are shown in Fig. 6.1. The corrosion data are also summarised in
Table 6.2. These models assume the rate of corrosion is practically zero in the
first 5 to 15 years until the protection cover is ineffective. However, it is not shown
clearly the actual data and interpolation method that these models are developed.
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Table 6.2: Values of corrosion penetration rates (Park & Nowak, 1997).
Time (years) Low (µm) Medium (µm) High (µm)
0 0 0 0
10 0 30 63
20 42 85 240
30 93 167 520
40 150 370 1000
50 250 630 1480
60 375 784 1875
70 460 958 2083
80 500 1042 2330
90 542 1083 2500
100 563 1125 2625
110 583 1167 2725
120 600 1209 2850
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Figure 6.1: Corrosion rate of steel girder bridges (adopted from Park & Nowak
(1997)).
6.1.4 Melchers’ model (2003)
Melchers (2003) proposed the corrosion model that represented different phases of
the corrosion process, namely: kinetic phase, oxygen diffusion phase and anaerobic
activity which is given as:
c (t, E) = b (t, E)× f (t, E) + ε (t, E) , (6.6)
in which c (t, E) is the corrosion loss after t years of exposure, f (t, E) is the
mean value function (deterministic), b (t, E) is the bias function , ε (t, E) is the
error function with zero mean, to account for unpredictable factors and E is a
vector of factors effect on corrosion such as: exposure environment, steel surface
and composition. The most important part of Eq. (6.6) is the derivation of the
mean value function f (t, E). In the work of Melchers (2003), the corrosion model
is based on the loss of material near to the surface when only temperature fac-
tor is accounted for and other factors are assumed to be highly controlled. The
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mean value function f (t, E) has become f (t, T ) where T is the environmental
temperature.
The deterioration model of Melchers (2003) is very effective when only the tem-
perature factor is accounted for and the other factors are assumed to be highly
controlled. It may be true for the type of marine immersion corrosion. In the case
of atmospheric corrosion, the model is not fully developed yet. In addition, the
phase 3 and phase 4 in Fig. ?? are still in the development.
6.1.5 Summary
In summary, a reliable model to predict the corrosion of steel, in term of vari-
ables representing corrosion process, alloy composition and operating environ-
ment, currently does not exist. There are two main reasons. Firstly, the actual
corrosion data used to derive each model above is limited. Secondly, there is a
high level of uncertainty in the corrosion process. Thus it is crucial to model
the steel structures in which all the uncertain quantities of corrosion are consid-
ered appropriately. Due to its simplicity, the power function has a long history
in the modelling of atmospheric corrosion for steel structures (ISO-9224, 2012,
Morcillo et al., 2013). Recently, ISO-9224 (2012) used the power function in the
latest standard of atmospheric corrosion modelling of steel structures. The present
study thus develops the atmospheric corrosion model which based on the power
function for the rural-urban environment and marine environment.
6.2 Uncertainties in the power model
The statistical parameters of A and B in Eq. (6.1) were first studied by Albrecht
& Naeemi (1984) based on American Society for Testing and Materials (ASTM)
data. The study showed that A and B are dependent on various types of steel
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and different types of environments. There are three general classifications to
an environment, i.e., marine, urban and rural. The results from the study are
shown in Table 6.3. The values of A and B suggested by Albrecht & Naeemi
(1984) involved a high level of uncertainty because the steel samples in the study
were very limited. For example, the derivation of statistical parameters in a rural
environment was based on only two test locations which are showed in Table 6.4.
Many researchers made the assumption that the probabilistic models of A and B
in reliability assessment of structures are normally distributed due to the limited
data (Chakravorty et al., 1995, Estes, 1997).
Table 6.3: Statistical parameters of variables A and B for carbon steel
(adopted from Albrecht & Naeemi (1984)).
Environment
A B
ρA,B
Mean COV Mean COV
Marine 70.6 0.66 0.789 0.49 −0.31
Urban 80.2 0.42 0.593 0.4 0.68
Rural 34 0.09 0.65 0.1 −
Table 6.4: Corrosion data of carbon steel in rural environment in Albrecht &
Naeemi (1984) ’s study.
Test site Maximum exposure
year (year)
First year corrosion A
(µm)
B
Saylorsburg 8 32 0.7
Olpe 8 36 0.6
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The coefficients of A and B were then studied comprehensively by Feliu et al.
(1993) and Morcillo et al. (1995). These studies showed that A and B are depen-
dent on environmental parameters including ambient temperature, the moisture
of the environment and presence of pollutants, etc. If the site-specific environment
information is not available, the values of A and B can be estimated according to
the general classification of the environment,(i.e., marine, urban, or rural) which
is consistent with the previous study by Albrecht & Naeemi (1984). The sum-
marised data of A and B can be found in Table 6.5.
The current models of A and B are pure probabilistic, and the dependence struc-
ture between A and B are described by Pearson correlation. As mentioned in
previous chapters, limited corrosion data or lack of knowledge about physical
models means that the epistemic uncertainties need to be considered. Also, the
Pearson correlation is only used for linear relationships, and may not be used for
dependence measures in general cases. The proposed framework of uncertainty
analysis in Chapter 5 is used to develop the models of A and B for the deterio-
ration of steel structures in atmospheric corrosion. The present study examines
the rural-urban corrosion and marine corrosion separately. The marine immersion
and tidal corrosion are excluded from this study.
6.3 Proposed probabilistic model for atmospheric
corrosion of steel structures
The real-world data for the atmospheric corrosion has been compiled from liter-
ature reviews. The corrosion data of different locations were chosen and grouped
based on rural-urban atmospheres and marine environment. This selection is also
consistent with ISO-9223 (2012) where the rural-urban atmospheres are classified
as C1-C3 and the marine atmospheres are classified as C3-C5.
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Table 6.5: Long-term atmospheric corrosion data for steel structures through-
out the world (Morcillo et al., 1995).
Type of at-
mosphere
Test site First year cor-
rosion A (µm)
B Correlation
ρ
Rural and
urban at-
mosphere
without
marine
component
El Escorial 8 0.55 0.96
Madrid 45 0.23 0.87
Zaragoza 33 0.48 0.97
Zvengorod 18 0.73 0.98
Batumi 27 0.48 1
Moscow 31 0.29 0.96
Praha Letnany 34 0.62 0.98
Kaperske Hory 27 0.49 0.99
Kurbanovo 47 0.38 1
State Colledge 45 0.41 1
Cinder Dump 36 0.76
Olpe 25 0.37 0.99
Mulheim 37 0.44 1
Marine
atmospheres
Alicante, 30m 94 0.81 0.98
Alicante, 100m 28 0.64 1
Cabo Negro 1 52 0.86 0.96
Cabo Negro 2 38 0.81 0.99
Cadiz 40 0.63 1
Barcelona 51 0.7 1
Kure Beach, 24m 141 0.65 1
Kure Beach, 240m 28 0.85 1
Kure Beach, 240m 31 0.76
Point Reyes 96 0.98 1
Miraflores 34 0.75 1
Cristobal 68 0.62 0.99
Cuxhaven 46 0.37 1
6.3.1 Rural-urban environment
A total of 62 corrosion samples from five different literatures were collected. The
collection of corrosion data can be found in Appendix A. This collection is based
on ISO-9223 (2012), in which the rural-urban environment are classified as C1-C3
(A < 50 µm). Based on the data, the coefficients A and B are derived to fit with
Eq. (6.1). The obtained statistics of A and B are summarised in Table 6.6. The
point estimation and interval estimation of the mean parameters of A and B are
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calculated based on Section 2.3.
It can be seen that the results from these studies are quite consistent. Most studies
show that A has a mean of about 30 µm with a high COV of around 0.3, and
the coefficient B has a mean around 0.55 with a COV varying between 0.1 to 0.3.
(Note that there are only two samples in Hui et al. (1994). The data can be used
to estimate the mean values, but insufficient to estimate the variance). If the data
from the five sources are merged together, A has a mean of 29.1 µm and a COV
of 0.31, and B has a mean of 0.54 with a COV of 0.11. Many researchers assumed
that A and B follow normal distributions, e.g., Chakravorty et al. (1995), Estes
(1997). This assumption is also applied in the present study.
Table 6.6: Statistics for corrosion coefficients A and B (urban-rural environ-
ment).
References
A B
No. of samples
Mean
(µm)
COV
(%)
Mean
(µm)
COV
(%)
Haynie & Upham
(1971)
24.5 22 0.501 23 12
Atteraas & Haagen-
rud (1982)
28.36 29 0.571 19 14
Kucera et al. (1987) 30.74 32 0.583 7 19
Hui et al. (1994) 23.5 − 0.516 3 −
Morcillo et al. (1995) 32 31 0.502 30 15
Combined 29.1 31.4 0.54 0.11 62
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Four types of copula were examined to represent the dependence between A and
B: Frank, Clayton, Gumbel and Gaussian copulas. The copula parameters were
estimated using the proposed method in Section 4.3.3. The results are shown in
Table 6.7. Among the four candidate copulas, the Frank copula with a parameter
θ = −1.85 yielded the smallest value of AIC, thus it provided the best-fit to the
dependence structure of A and B.
Table 6.7: AIC values for the Copulas in rural-urban environment.
Dependence structure
Copula
Frank Clayton Gumbel Gaussian
AIC −3.505 2 2 −2.94
θ −1.85 0.01 1.01 −0.254
Next, we consider the epistemic uncertainty that arises from the inaccuracies
in the estimation of distribution parameters, namely, the mean values of A and
B (denoted by µA and µB), and the copula parameter θ. The imperfect knowl-
edge about µA, µB and θ can be modelled by interval bounds constructed from
confidence intervals. The 95% confidence intervals for µA and µB are µA =
[26.83, 31.37] and µB = [0.51, 0.57] which are calculated by the methods out-
lined in Section 2.3.2.1. Using the Bootstrap method introduced in Section 4.3.5,
the 95% confidence interval for θ is found to be θ = [−3.35,−0.35].
Depending on the modelling of the distribution parameters, the present study
considers 6 cases, as summarised in Table 6.8. Case 1 uses the point estimates for
µA, µB and θ. This case represents the customary practice in which the epistemic
uncertainties due to small sample size are not considered. Case 2 considers the
interval estimate of θ, while µA and µB are point estimates. In Case 3, both µA and
µB are modelled as intervals, while θ is a point estimate. Case 3 is sub-divided
Chapter 6. Deterioration of steel structures 127
into two cases 3a and 3b. µA is modelled as an interval in Case 3a, and µB is
modelled as an interval in Case 3b. In Case 4, µA, µB and θ are all modelled as
intervals.
Table 6.8: Six cases for modelling A (unit: µm) and B.
A B
Copula parameter
µA σA µB σB
Case 1 29.1 9.13 0.54 0.11 θ = −1.85
Case 2 29.1 9.13 0.54 0.11 θ = [−3.35, −0.35]
Case 3 [26.83, 31.37] 9.13 [0.51, 0.57] 0.11 θ = −1.85
Case 3a [26.83, 31.37] 9.13 0.54 0.11 θ = −1.85
Case 3b 29.1 9.13 [0.51, 0.57] 0.11 θ = −1.85
Case 4 [26.83, 31.37] 9.13 [0.51, 0.57] 0.11 θ = [−3.35, −0.35]
6.3.2 Marine environment
A total of 137 corrosion samples from literatures were collected (Atteraas & Haa-
genrud, 1982, Copson, 1960, Morcillo et al., 1995). Due to high variability in
the corrosion rate, the data is classified into 3 main categories which are sum-
marised in Table 6.9. The marine corrosion data can be found in Appendix B.
The coefficients A and B are determined by fitting the data with Eq. (6.1).
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Table 6.9: Marine corrosion categories according to ISO-9223 (2012).
Category Corrosivity Typical environment Values
(µm)
C3 Medium The location is between 1-30 km
from the ocean and may vary de-
pending on the wind, building,
vegetation and topography. Or,
the location is within 100 m of
sheltered coastal areas which is
exposed to low levels of chloride
25-50
C4 High The location is less than 1 km
from the ocean. Or the location is
within 100 m of sheltered coastal
areas and outside the splash zone
of salt water
50-80
C5 Very High The location is within a few hun-
dred meters from the ocean and
certain exposed areas along the
coastline
80-200
The obtained statistics of A and B are summarised in Table 6.10. It can be seen
that the COV of A and B for each category is fairly consistent. The data samples
that derive A and B in the C5 category can be used to estimate the mean values,
but insufficient to estimate the variance. However, it is reasonable to assume the
value of COV of A and B in C5 is 0.19 which is the maximum COV obtained
from C3 and C4 environments.
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Table 6.10: Statistics for corrosion coefficients A (unit: µm) and B in marine
environment.
Category
A B
No. samples
µ COV µ COV
C3 35.2 19 0.645 18 124
C4 56.2 14 0.784 16 10
C5 110 − 0.813 − 3
Combined 38 38 0.659 19 137
Four types of copula were examined to represent the dependence between A and
B. Among the four candidate copulas, the Frank copula yielded the smallest value
of AIC in the environment categories of C3 and C5. Thus it provides the best-fit to
the dependence structure of A and B in these environments. For the environment
C4, The Gumbel copula yields the smallest value of AIC, and therefore it is the
best fit to the dependence structure in C4. However, it is reasonable to assume
that Frank copula is the best-fit of the dependence structure amongst the three
types of the marine environment because the AIC value is only 6% higher than
the AIC value of Frank copula in C4.
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Table 6.11: AIC values for copulas in marine environment.
Environment Dependence structure
Copula
Frank Clayton Gumbel Gaussian
C3
AIC −53.64 −24.15 −36.19 −41.79
θ 4.57 0.61 1.55 0.54
C4
AIC 1.05 2 0.99 1.88
θ 1.46 0.01 1.24 0.07
C5
AIC 1.97 2 2 1.99
θ −0.36 0.01 1.01 −0.01
Similar to Section 6.3.1, epistemic uncertainties are taken into account for distri-
bution parameters, such as the mean values of A and B (denoted by µA and µB),
and the copula parameter θ. Four cases of deterioration models for C3, C4 and C5
environment categories are summarised in Table 6.12, Table 6.13 and Table 6.14
respectively. While case 1 uses the point estimates for µA, µB and θ, case 4 uses
the interval estimate for µA, µB and θ. Case 2 considers the interval estimate of
θ, while µA and µB are point estimates. In Case 3, µA and µB are modelled as
intervals, while θ is a point estimate.
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Table 6.12: Four cases for modelling A (unit: µm) and B in marine environ-
ment of C3.
A B
copula parameter
µA σA µB σB
Case 1 35.2 7.58 0.645 0.115 θ = 4.59
Case 2 35.2 7.58 0.645 0.115 θ = [3.36, 5.88]
Case 3 [33.77, 36.43] 7.58 [0.62, 0.67] 0.115 θ = 4.59
Case 4 [33.77, 36.43] 7.58 [0.62, 0.67] 0.115 θ = [3.36, 5.88]
Table 6.13: Four cases for modelling A (unit: µm) and B in marine environ-
ment of C4.
A B
copula parameter
µA σA µB σB
Case 1 56.2 7.58 0.784 0.123 θ = 1.76
Case 2 56.2 7.58 0.784 0.123 θ = [−3.56, 8.21]
Case 3 [51.5, 60.9] 7.58 [0.71, 0.86] 0.123 θ = 1.76
Case 4 [51.5, 60.9] 7.58 [0.71, 0.86] 0.123 θ = [−3.56, 8.21]
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Table 6.14: Four cases for modelling A (unit: µm) and B in marine environ-
ment of C5.
A B
copula parameter
µA σA µB σB
Case 1 110 21.69 0.813 0.165 θ = −0.37
Case 2 110 21.69 0.813 0.165 θ = [−8.29, 7.55]
Case 3 [85.46, 134.54] 21.69 [0.63, 1] 0.165 θ = −0.37
Case 4 [85.46, 134.54] 21.69 [0.63, 1] 0.165 θ = [−8.29, 7.55]
6.4 Examples
6.4.1 Example 1: a steel plate
Figure 6.2: A steel plate is subjected to tension loads.
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A steel plate in tension is studied which is shown in Fig. 6.2. The problem is
adopted from Melchers (2003). We assume the steel plate is exposed to the rural-
urban environment.
The limit state function is given by:
g = R (t)− S, (6.7)
in which S is the applied tensile load, and R(t) is the time-variant resistance
of the plate. Let b and d denote the nominal width and thickness of the plate,
respectively. The plate is corroded on two sides, thus the temporal change to the
plate thickness is d−2c(t), in which c(t) represents the corrosion loss after t years.
The time-dependent structural resistance is given by:
R (t) = fyb [d− 2c (t)] , (6.8)
in which fy is the yield stress. The applied load S is assumed to be a normal
distribution with a mean of 200 kN and a standard deviation of 23 kN. The yield
stress fy is a normal random variable with a mean of 300 MPa and a standard
deviation of 10 MPa. The width b and the original thickness d are constant, where
b = 250 mm, d = 4 mm. The corrosion loss c is computed according to Eq. (6.1)).
We consider the 6 cases in Table 6.8. Case 1 represents a pure probabilistic model
without considering any epistemic uncertainty. Case 2 considers the epistemic
uncertainty in the copula parameter. Case 3 considers the epistemic uncertainty
in the mean values of the corrosion coefficients A and B. Case 3a only considers
the epistemic uncertainty in the mean value of A and Case 3b only considers
epistemic uncertainty in the mean value of B. Case 4 considers the combined
effects of Case 2 and 3.
The time-dependent probabilities of failure (Pf ) for the 6 cases are plotted in
Figure 6.3 and Figure 6.4 as a function of time. The results for t = 20 yr and 50
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yr are also summarised in Table 6.17.
The failure probability for 6 cases are derived from Monte Carlo simulation. In
case 1, all the random variables are pure probabilistic model, thus Pf is a point
estimate. For all other cases, Pf are interval estimates computed by the interval
Monte Carlo simulations; thus Pf is an interval. The computation of Pf and Pf
in these cases are derived as:
P f =
1
N
N∑
1
I [g < 0] =
1
N
N∑
1
I [(fyb (d− 2c (t))) < 0] ,
P f =
1
N
N∑
1
I
[
g < 0
]
=
1
N
N∑
1
I [(fyb (d− 2c (t))) < 0] , (6.9)
in which
c (t) = AtB,
c (t) = AtB. (6.10)
To verify the reliability results from the proposed interval MC simulation, double-
loop MC simulation is adopted to compute the probability failure for Case 2 and
Case 3 at the time t = 50 yr. In the outer loop of the double-loop MC simulation,
Latin Hypercube sampling is used to sample interval variables; θ for Case 2 and
µA, µB for Case 3. In the inner loop of the simulation, Monte Carlo simulation
is used to calculate the failure probability. The number of samples chosen for the
outer loop and the inner loop is 200 and 1000000 respectively. The inner loop
samples are selected to be the same as the samples in the interval MC simulation.
For any particular time t in the double-loop MC simulation, there is 1000000
samples of Pf . Thus the statistical parameters of Pf for case 2 and Case 3 can
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be derived from these samples which are shown in Table 6.15 and Table 6.16.
For instance, the lower and upper bounds of Pf in case 3 for t = 50 year are
1.3944 %, 5.7188 % respectively from the proposed interval MC simulation and
1.4551 %, 5.3577 % from the double-loop MC simulation which has an error of
6.2 %. This error could be reduced by increasing samples used in the outer loop
of double-loop MC simulation.
Table 6.15: Verification of the computation technique for the deterioration
models for Case 2 (Example 1).
t = 20 years t = 50 years
P f (%) P f (%) P f (%) P f (%)
Interval MC simulation 0.0491 0.7265 0.2972 10.0822
double-loop MC simulation 0.0510 0.6822 0.3071 9.2454
Table 6.16: Verification of the computation technique for the deterioration
models for Case 3 (Example 1).
t = 20 years t = 50 years
P f (%) P f (%) P f (%) P f (%)
Interval MC simulation 0.1163 0.4095 1.3944 5.7188
double-loop MC simulation 0.1213 0.3874 1.4551 5.3577
From Table 6.17, Pf is a point estimate for Case 1; it is 0.208% for t = 20
year and 2.910% for t = 50 year. This point estimate of Pf does not provide
information about the confidence in the result of the reliability estimate. The role
of epistemic uncertainty on Pf is clearly demonstrated in the bounds of Pf shown
in Figure 6.3 and Table 6.17. The width of the interval Pf shows the effect of
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epistemic uncertainty on the results of the reliability estimate. For example, the
upper bound of Pf for t = 50 year is 10.082% for Case 2. This probability is an
order of magnitude greater than the point estimate from Case 1. A point estimate
without considering the epistemic uncertainty may significantly underestimate the
true risk.
It can be seen from Figure 6.3 that the interval bounds of Pf become wider
as time increases. Take Case 3 for example, Pf varies from [0.116%, 0.410%] at
t = 20 yr, and increases significantly to [1.394%, 5.719%] at t = 50 yr. It is also
observed that the width of Pf for Case 2 is much wider than that of Case 3. For
instance, at t = 50 year, Pf is [0.297%, 10.082%] for Case 2, and [1.394%, 5.719%]
for Case 3. The width of the former is more than twice of the latter. This suggests
that the epistemic uncertainty in the copula modelling the dependence between
A and B has a more significant effect on Pf than the epistemic uncertainty in
the mean values of A and B. As expected, the width of Pf becomes wider when
the analysis incorporates more epistemic uncertainties, i.e., the interval failure
probabilities for Case 2 and Case 3 are enclosed in the Pf for Case 4.
To analyse the sensitivity of each parameter including A, B and θ on the failure
probability, we consider Case 3a, Case 3b and Case 2. The time-dependent prob-
abilities of failure (Pf ) for the 3 cases are plotted in Figure 6.4 as a function of
time. The results for t = 20 yr and t = 50 yr are also summarised in Table 6.18.
It is observed from Figure 6.4 that the width of Pf for Case 2 is wider than that
of Case 3a and Case 3b. This suggests the dependence between A and B has a
more significant effect on Pf than the epistemic uncertainty in the mean value of
A in case 3a and mean value of B in case 3b. In addition, the width of Pf for Case
3b is wider than that of Case 3a. It is can be seen that the epistemic uncertainties
of the mean value of B has more significant effects on the mean value of A. For
instance, at t = 50 year, Pf is [0.297%, 10.082%] for Case 2, [2.212%, 3.733%] for
Case 3a and [1.847%, 4.449%] for Case 3b.
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Figure 6.3: Time-dependent reliability assessment of the steel plate.
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Figure 6.4: Sensitive analysis of the time-dependent reliability assessment of
the steel plate.
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Table 6.17: Probability of failure of the steel plate.
t = 20 years t = 50 years
P f P f P f P f
Case 1 0.208% 2.910%
Case 2 0.049% 0.727% 0.297% 10.082%
Case 3 0.116% 0.410% 1.394% 5.719%
Case 4 0.029% 1.382% 0.131% 17.650%
Table 6.18: Sensitive analysis of each parameter on the failure probability
(Example 1).
t = 20 years t = 50 years
P f P f P f P f
Case 2 0.049% 0.727% 0.297% 10.082%
Case 3a 0.166% 0.283% 2.212% 3.733%
Case 3b 0.149% 0.308% 1.847% 4.449%
6.4.2 Example 2: a ten-bar truss
Fig. 6.5 shows a 10-bar truss which is adopted from Choi et al. (2006). The steel
truss is assumed to be subjected to atmospheric corrosion. All the truss members
are designed as hollow structural section (HSS) with three different sections A1, A2
and A3 for the horizontal, vertical and diagonal members. The detailed section of
members is summarised in Table 6.19.
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Figure 6.5: A ten-bar steel truss (adopted from Choi et al. (2006)).
Table 6.19: Designed sections for the 10-bar truss.
Section d r
A1 HSS 9.625× 0.375 9.6 in (243.8 mm) 0.349 in (8.8 mm)
A2 HSS 7.625× 0.125 7.6 in (193 mm) 0.116 in (2.9 mm)
A3 HSS 9.625× 0.312 9.6 in (243.8 mm) 0.291 in (7.4 mm)
The stress of member 7 is obtained by finite element method which is given in a
closed-form solution as:
σ7 (t) =
P
A3 (t)
{
2 +
√
2A1 (t)A2 (t)A3 (t)
(
2
√
2A1 (t) + A3 (t)
)
DT
}
, (6.11)
where
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DT = 4A2
2 (t)
(
8A1
2 (t) + A3
2 (t)
)
+ 4
√
2A1 (t)A2 (t)A3 (t)
(3A1 (t) + 4A2 (t)) + A1 (t)A3
2 (t) (A1 (t) + 6A2 (t)) . (6.12)
Considering the atmospheric deterioration of the steel and assuming two-sided
corrosion loss, the cross-section area Ai (t) (i = 1, 2, 3) is given as:
Ai (t) =
(
di
2pi
4
− (di − 2ri)
2pi
4
)
−
(
di
2pi
4
− (di − 2c (t))
2pi
4
)
, (6.13)
in which di and ri denote outer diameter and thickness for the HSS truss members.
P is the concentrated load at node 2 and node 4. P , ri, di and E are assumed
to be mutually statistically independent, with the statistics summarised in Table
6.20.
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Table 6.20: Statistical parameters for the 10-bar truss.
Variable Unit µ COV (%) σ. Distribution type
P kN 444.8 20 88.96 Normal
L mm 9144 - - Constant
d1 mm 243.8 - - Constant
r1 mm 8.8 8 0.704 Normal
d2 mm 193 - - Constant
r2 mm 2.9 8 0.232
d3 mm 243.8 - - Constant
r3 mm 7.4 8 0.592
E GPa 205 6 12.3 Normal
The 6 cases listed in Table 6.8 are studied to examine the role of epistemic un-
certainty. Fig. 6.6 plots the lower and upper bounds of 90 percentile of stress in
member 7 as a function of time.
To analyse the sensitivity of each parameter on the stress of member 7, we consider
3 cases including Case 3a, Case 3b and Case 2 which are similar to Example 1.
The lower and upper bounds of 90 percentile of stress in member 7 for these 3
cases are plotted in Figure 6.7 as a function of time.
To analyse the failure probability, the limit state function for the stress in member
7 is chosen which is given as:
g7 (t) =
P
A3 (t)
{
2 +
√
2A1 (t)A2 (t)A3 (t)
(
2
√
2A1 (t) + A3 (t)
)
DT
}
−σallow, (6.14)
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Figure 6.6: Bounds for the 90 percentile of the stress of member 7.
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Figure 6.7: Sensitive analysis of the bounds for the 90 percentile of the stress
of member 7.
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in which the allowable stress σallow is assumed to be 250 MPa.
Table 6.21 presents the probability of failure of the truss for t = 30 year and t =
50 year. Similar observations are found as in Example 1, the results confirm that
the epistemic uncertainty has a significant impact on the reliability estimates.
In addition, the epistemic uncertainty in the dependence of A and B has a more
significant effect than the epistemic uncertainty in the means of A and B. Finally,
the epistemic uncertainty in the mean value of B has a more significant effect than
the epistemic uncertainty in the means of A.
Table 6.21: Probability of failure of the member 7 of the 10-bar truss.
t = 30 years t = 50 years
P f P f P f P f
Case 1 0.0359 0.0414
Case 2 0.0288 0.0466 0.0302 0.0612
Case 3 0.0321 0.0402 0.0352 0.0491
Case 4 0.0265 0.0541 0.0268 0.0764
6.4.3 Example 3: an one-bay two-story truss
The one-bay two-story truss is adopted from subsection 5.3.3. The steel truss is
assumed to be subjected to atmospheric corrosion. All the truss members are
designed as hollow structural section (HSS) with three different sections A1, A2
and A3 for the horizontal, vertical and diagonal members. The detailed section of
members is summarised in Table 6.22.
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Table 6.22: Designed sections for the 10-bar truss.
Section d r
A1 HSS 10× 0.312 10 in (254 mm) 0.291 in (7.39 mm)
A2 HSS 10× 0.25 10 in (254 mm) 0.233 in (5.92 mm)
A3 HSS 4.5× 0.125 4.5 in (114.3 mm) 0.116 in (2.95 mm)
Table 6.23: Statistical parameters for the 10-bar truss.
Variable Unit µ COV (%) σ. Distribution type
r1 mm 7.39 8 0.591 Normal
r2 mm 5.92 8 0.474 Normal
r3 mm 2.95 8 0.236 Normal
W KN 86.74 37 32.09 Extreme T1
Similar to the previous example, the atmospheric deterioration of the steel is
considered. And the cross-section areas Ai (t) are reduced with time which are in
Eq. (6.13). The deterioration models are given in Table 6.8. This example only
considers Case 1 when A and B are pure probabilistic models with the dependent
copula.
The adopted importance sampling has been selected to find the failure probability
of the truss. After 5000 importance sampling, the obtained design points are
summarised in Table 6.24.
Based on the design points, the time-dependent reliability of the truss is deter-
mined. The reliability results at t = 20 years and t = 50 years from the proposed
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importance sampling and direct Monte Carlo are summarised in Table 6.25. For
instance, the Pf from proposed MC is 0.0017 and 0.001703 from the direct MC
which has an error of 1.7%.
Table 6.24: Design points for the one-bay two-story truss.
Variable Unit µ σ Distribution type
r∗1 mm 7.2 1.8 Normal
r∗2 mm 5.7 1.4 Normal
r∗3 mm 3.0 0.69 Normal
W ∗ KN 158.7 95.09 Extreme T1
Table 6.25: Probability of failure of one-bay two-story truss.
Proposed IS Direct MC
n = 500 n = 1000000
Pf Pf
t = 20 years 0.0015 0.001498
t= 50 years 0.0017 0.001703
6.5 Summary
Significant epistemic uncertainties exist in the current models for atmospheric
corrosion of steel structures due to the limited availability of reliable corrosion
data. Probability-box is a useful tool to model the uncertain corrosion process,
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accounting for both the aleatory and epistemic uncertainties. In the present study,
the epistemic uncertainties are vested in the estimates of the first-order statistics
(mean) of the corrosion coefficients A and B, and also the dependence structure
between A and B. By examining available corrosion data, it is found that the
dependence between A and B can be modelled by a Frank copula. The confidence
intervals of the copula parameter are estimated using the Bootstrap method.
Interval Monte Carlo method is used to compute the lower and upper bounds of
the failure probability.
Four dependent probability-boxes are examined for modelling A and B, each con-
sidering different levels of epistemic uncertainties. The probability-box analysis
framework was applied to the time-dependent reliability analysis of a steel plate
and a steel truss structures. In both examples, similar observations are made.
The epistemic uncertainties play an important role in the reliability assessment.
A point estimate of Pf without considering any epistemic uncertainty may lead
to a false impression of the reliability. The interval bounds of Pf become wider as
time increases. It was also found that the epistemic uncertainty in the dependence
between A and B (vested in the copula parameter) has a more significant effect
on Pf than the epistemic uncertainty in the means of A and B. In addition, the
epistemic uncertainty in the mean value of B has a more significant effect than
the epistemic uncertainty in the mean value of A. The importance of collecting
more corrosion data, particularly for modelling the dependence of A and B, is
demonstrated if the confidence in the reliability assessment is to be improved.
Chapter 7
Deterioration of RC structures
7.1 Review deterioration models of RC struc-
tures
For reinforced-concrete structures, the corrosion of reinforcement steel due to
carbonation and chloride attack is the dominant reason for deterioration. This
study will focus on the chloride corrosion because chloride-induced corrosion is
considered more dangerous than carbonation-induced corrosion (Val & Stewart,
2003). The deterioration of reinforcement steel due to chloride is well defined by
Sohanghpurwala (2006). Initially, chloride in the environment in the forms of chlo-
ride ions or air-borne develop on the concrete surface and is then transported to
the steel reinforcement through the diffusion process. The chloride concentration
on the steel reinforcement increases with time until it reaches a critical thresh-
old level in which there is a breakdown of the protective oxide layer of the steel.
Corrosion then begins and creates a crust on the steel that exerts tensile stresses
on the concrete. This tensile stress causes a vertical or horizontal crack on the
concrete, leading to a reduction of the corresponding strength of the reinforced
concrete structure.
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There are two types of corrosion: general corrosion and localised (pitting) cor-
rosion. Corrosion models for these two types are proposed to estimate the loss
of cross-section of reinforcement. General corrosion assumes the rate of steel loss
is the same for the whole surface; therefore, initial geometry of the steel bar is
similar to its corroded geometry. In contrast to general corrosion, pitting corro-
sion concentrates over a small area of exposure reinforcement bars where chloride
breaks down the protective passive film on the steel surface (Vu & Stewart, 2000).
In general, there are three stages of chloride-induced corrosion including corrosion
initiation, cracking initiation and crack propagation which is shown in Fig. 7.1.
The duration of the first stage is the time it takes the chloride concentration on the
steel reinforcement reach to the threshold value. This is the most critical stage
because the duration is often at least 30-80 years in real structures (Mullard
& Stewart, 2011). The second stage is the crack initiation which occurs when
the crack of 0.05mm is observed on the surface of concrete structures since the
corrosion initiation. The third stage is when the initial crack begins to develop,
also known as the crack propagation.
The present study focuses on the probabilistic models for the first and third stage
of chloride-induced corrosion. For RC structures the time from corrosion initiation
to first cracking is generally much smaller than the time for a crack to propagate
to a width where a re-mediation action is required (Stewart & Mullard, 2007).
Thus the duration of the crack initiation stage is relatively short compared to
other stages. The second stage will be modelled by the deterministic approach.
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Figure 7.1: The three stages of chloride-induced corrosion in RC structures.
7.2 Uncertainties in deterioration models of RC
structures
Similar to the corrosion of steel structures, the corrosion process in RC structures
is naturally uncertain. Thus, the probabilistic method is a reliable tool for mod-
elling the chloride-induced corrosion in RC structures. Many researchers adopted
the probabilistic models for the reliability assessment of RC structures, such as
bridge structures. Enright & Frangopol (1998) proposed a probabilistic model of
resistance degradation of RC bridge beams subjected to reinforcement corrosion.
The model combined the results obtained in numerous previous studies on the
subject. All the random variables are assumed to have a log-normal distribution.
The model considers both the initiation and propagation stages of corrosion. A
corrosion initiation is derived from Fick’s laws of diffusion. For corrosion prop-
agation, the loss of strength in RC beams is primarily due to the reduction of
cross-sectional area of the steel reinforcement (i.e. bond loss was not considered).
Stewart & Rosowsky (1998) proposed a comprehensive structural deterioration
model to calculate the probabilities of structural and serviceability failures for
typical RC continuous slab bridges. The statistical parameters were mainly based
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on the study by Hoffman & Weyers (1994), which included 321 concrete bridge
decks around the United States. The study represented a wide variability asso-
ciated with different design parameters (e.g. mix design. curing regimes). The
model accounts for the random variability of the diffusion of chlorides, corrosion
rates, concrete material properties, element dimensions, reinforcement placement,
environmental condition, and loads. In this model, pitting corrosion is neglected
because pitting is spatially distributed, it is unlikely that many bars will be af-
fected by pitting and therefore pitting corrosion will not significantly influence
the structural capacity at any given cross-section.
Vu & Stewart (2000) developed a structural deterioration reliability model for
RC slab bridges which is based on the work of Stewart & Rosowsky (1998). In
this model, the effect of durability specifications on time-variant corrosion rates,
a time-variant loading model, and a shear failure limit state are considered for
the corrosion initiation and propagation modelling.
However, these models only consider the aleatory uncertainty of the corrosion
process. Also, the dependence structure between uncertainties is neglected. To
overcome these drawbacks, the proposed framework in Chapter 5 is applied to
model the chloride-induced corrosion, including chloride-corrosion initiation and
crack propagation.
7.3 Chloride-corrosion initiation
The chloride-corrosion initiation is widely modelled based on the Fick’s second
law to describe the ingress of chlorides into concrete (Stewart & Rosowsky, 1998).
The Fick’s second law is modified from the Fick’s first law to account for the space
and time of particle density which is given as:
dC (x, t)
dt
= D
d2C (x, t)
dx2
, (7.1)
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in which C (x, t) is the chloride ion concentration at the distance x (in m) from
the surface of concrete at the time t (in seconds). The measure of C (x, t) is often
expressed as a percentage weight of binder or weight of concrete. D is the chloride
diffusion coefficient in m2/s.
In Fick’s second law, the concrete is assumed to be homogeneous, isotropic and
inert material (Tang, 1996). The main problem of using Fick’s second law is
that the diffusion coefficient D is considered constant which may lead to the
underestimation of service life in long-term predictions (Cairns & Law, 2003).
Also, Eq. (7.1) does not consider the effect of environmental aggressiveness and
material properties during the diffusion process.
To overcome these drawbacks, DuraCrete (1998) has proposed the new model
which is given as:
C (x, t) = Co
1− erf
 x
2
√
kektkcDc
(
to
t
)n
(t)
 , (7.2)
in which erf (.) is the error function or Gauss error function. Co is the surface
chloride concentration, n is the age factor, Dc is the diffusion coefficient at refer-
ence period to. The factors of ke, kt and kc account for environmental exposure,
test method and the curing process respectively. The boundary condition and
initial chloride concentration conditions are assumed to be zero in Eq. (7.2).
The corrosion is initiated when the chloride content reaches the threshold value.
It is evident that many RC structures may not show any damage at the end of
stage 1. However, this period is considered as the most important turning point
for the durability of RC structures. The reliability of the serviceability limit state
represented by the depassivation of the reinforcement in concrete is calculated by
the probability of the corrosion initiation at the end of stage 1. After this stage,
the structural assessment needs to be evaluated for the appropriate intervention.
The reliability of the corrosion initiation time is given as:
Chapter 7. Deterioration of RC structures 152
Pf (tsl) = P [Ccr − C (x, tsl) < 0] , (7.3)
where tsl is the service period, Ccr is the threshold chloride concentration.
7.3.1 Uncertainties in chloride-corrosion initiation model
As mentioned, the chloride-corrosion initiation is naturally uncertain. Also, the
impreciseness of the measurements and lack of corrosion data are quite a com-
mon issue in the modelling of the corrosion process (Cairns & Law, 2003). Thus,
probabilistic methods need to be adopted, in which each uncertainty accounts for
both aleatory and epistemic uncertainties. The present study will focus on the
model of the diffusion coefficient D, surface chloride concentration C (x, t) and
their copula dependence.
7.3.1.1 Diffusion coefficient
The diffusion coefficient is a measure of the rate of chloride penetration into
concrete. The value of D depends on concrete mix design such as the characteristic
compressive strength and water-to-cement ratio (Thomas & Bamforth, 1999).
Recent studies have shown that D is a time-dependent parameter which can be
expressed as a power function of the diffusion coefficient Dc and the age factor n
(Ferreira, 2004, Sandberg, 1995).
In practice, the distribution type of Dc and n are assumed to be normal (Du-
raCrete, 1998, Stewart et al., 2012). For statistical parameters of Dc, the mean is
assumed as the nominal design value and COV of 0.2. The nominal design value
of Dc, adopted from Stewart et al. (2012), is given in Table 7.1.
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Table 7.1: Dc in relation to water-cement ratio w/c and characteristic com-
pressive strength of concrete fc
′.
fc
′=55MPa fc
′ =35MPa fc
′ =35MPa
w/c= 0.4 w/c= 0.45 w/c= 0.5
Dc
(×10-12 m2/s) 7 10 15
The age factor n is obtained by performing a linear regression analysis. Ferreira
(2004) suggests that the age factor n has a significant effect on the performance
and the reliability of RC structures. Thus it is crucial to model n as the proba-
bilistic method adequately. The statistical parameters of n, adopted from Stewart
et al. (2012), are given in Table 7.2.
Table 7.2: The statistical parameters of the age factor n.
Atmospheric
Coastal
Tidal Splash
n
mean 0.65 0.37 0.37
stdv 0.07 0.07 0.07
7.3.1.2 Surface chloride concentration
The value of C (x, t) is the measurement of chloride concentration at the exposed
surface. Thus there is a high variability in the surface concentration among dif-
ferent environmental exposure. However, Val & Stewart (2003) suggested that
within the same environment, the variation can also be significant (COV of 70
%). Thus, the present study will separate different regions to analyse the surface
chloride content.
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The time-dependent C (x, t) is widely modelled as a parameter which increases
with the square root of time (Uji et al., 1990). This model is considered as one
the most convenient choice about the diffusion solution from Fick’s second law
(Ferreira, 2004). Thus the present study adopts this model which is given as:
Co (t) = Co + k
√
t, (7.4)
in which k is constant under a linear build-up condition. To calculate the values
of k, the surface chloride content was assumed as the mean value at the reference
period and 6 % by weight of binder at 60 years (Ann et al., 2009). The value of
Co is given in Table 7.3 which can be converted into 2.1 % and 0.84 % weight of
binder at splash/tidal and atmospheric environment respectively.
Table 7.3: Co in relation to environmental exposure (Val & Stewart, 2003).
Enviroment µ (kg/m3) COV Distribution type
Splash/Tidal 7.35 0.7 Log-normal
Atmospheric 2.95 0.7 Log-normal
7.3.1.3 Threshold chloride concentration
The threshold chloride concentration Ccr is the minimum chloride concentration
required for the corrosion to initiate. The Ccr is dependent on the environmental
conditions and concrete mix properties (Saassouh & Lounis, 2012). Thus, the
Ccr needs to be modelled by a probabilistic method, instead of the deterministic
method as a single value.
The summarised reported values of the threshold chloride concentration are shown
in Table 7.4. The unit of Ccr is commonly expressed by a percentage weight of
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a total chloride concentrate by the binder density, in which binder density is
assumed as 350 kg/m3. Due to high uncertainty, there is a wide range of values in
Ccr. Currently, there is no general agreement in the use of value of Ccr in national
codes and design specifications (Ferreira, 2004, Val et al., 2000). Thus, the present
study will adopt the model of Ccr from Vassie (1984), in which the model is not
affected by concrete qualityDuraCrete (1998).
Table 7.4: Statistics of Ccr in the literatures (unit: % binder density).
Ccr Reference
µ COV Distribution type
0.125-2.2 − − Bamforth et al. (1997)
0.17-2.5 − − Glass & Buenfeld (1997)
0.95 0.375 Normal Vassie (1984)
0.88 0.41 Normal Matsushima et al. (1998)
0.48 0.313 Normal DuraCrete (1998)
7.3.1.4 Other parameters
In general, the other parameters of Eq. (7.2) are adopted from Stewart et al.
(2012), in which kt = 1, kc = 1 and to = 1 year. The value of ke is related to the
environmental exposure which is summarised in Table 7.5
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Table 7.5: Statistical parameter of the environmental factor ke.
Atmospheric
Costal
Tidal Splash
ke
µ 0.676 0.924 0.265
σ 0.114 0.155 0.045
7.3.2 Dependence structure between the diffusion coeffi-
cient and surface chloride concentration
As mentioned in the previous section, the diffusion coefficient Dc and surface
chloride concentration C (x, t) are dependent on various factors such as the en-
vironment and concrete mix properties. To investigate the dependence, a total
of 22 data of Dc and C (x, t) were collected from the study of Costa & Apple-
ton (1999). The data are shown in Table 7.6 which are categorised into 3 types
of environment; splash, tidal and atmospheric. The proposed method, in Section
4.3.3, is applied to find the dependence structure between Dc and C (x, t). The
present study assumes that this dependence structure is time-invariant.
Four types of copula were examined to represent the dependence between Dc and
Co. Among the four candidate copulas, the Frank copula yields the smallest value
of AIC in the 3 types of environment. Thus it provides the best-fit to the depen-
dence structure of Dc and Co in these environments. The results of dependence
structure are shown in Table 7.7, Table 7.8 and Table 7.9. The parameter of the
dependence structure between splash and tidal zone are very similar. This result
is consistent with the assumption that the values of Co and ke are the same in
splash and tidal zone.
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Table 7.6: Average values of diffusion coefficients and surface chloride con-
centration (Costa & Appleton, 1999).
Exposure condition Time (months) Dc
(×10-12 m2/s) C (% concrete)
Splash
6 4.83 0.17
9 3.65 0.21
12 2.75 0.26
15 2.63 0.25
18 2.66 0.3
24 2.3 0.32
30 1.92 0.35
36 1.87 0.42
Tidal
6 9.45 0.29
9 5.36 0.37
12 4.98 0.36
15 4.17 0.43
18 4.57 0.45
24 3.8 0.46
30 2.92 0.55
36 2.82 0.59
Atmospheric
12 1.23 0.11
15 1.03 0.12
18 1.06 0.18
24 0.97 0.17
30 0.75 0.18
36 0.76 0.23
42 0.74 0.21
48 0.68 0.25
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Table 7.7: Dependence of Dc and Co in splash zone.
Copula
Frank Clayton Gumbel Gaussian
AIC −5.6587 2 2 −2.43
θ −8.64 0.01 1.01 −0.418
Table 7.8: Dependence of Dc and Co in tidal zone.
Copula
Frank Clayton Gumbel Gaussian
AIC −5.9146 2 2 −2.489
θ −8.76 0.01 1.01 −0.422
Table 7.9: Dependence of Dc and Co in the atmospheric environment.
Copula
Frank Clayton Gumbel Gaussian
AIC −3.091 2 2 −1.736
θ −5.19 0.01 1.01 −0.382
Next, we consider the epistemic uncertainty that arises from the inaccuracies in
the estimation of copula parameter between Dc and Co. Using the Bootstrap
method, introduced in Section 4.3.5, the 95% confidence interval for θ is deter-
mined. The result of interval estimation for θ is shown in Table 7.10.
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Table 7.10: The interval estimation of θ for the dependence structure between
Dc and Co.
The dependence structure between Dc and Co
Environment Copula type θ
Splash Frank [−16.64, 1.64]
Tidal Frank [−18.59, 1.07]
Atmospheric Frank [−14.53, 4.15]
7.4 Time to crack initiation
The crack initiation, which is the time from corrosion initiation to visible crack
width of 0.05mm, is considered as a deterministic model in this study. The model
of crack initiation is given by El Maaddawy & Soudki (2007) as:
t1st =
[
7117.5 (D + 2δo) (1 + v + ψ)
365icorr−20Eef
] [
2cft
D
+
2δoEef
(1 + v + ψ) (D + 2δo)
]
, (7.5)
where
ψ =
(D + 2δo)
2
2c (c+D + 2δo)
, (7.6)
in which c is the concrete cover (mm), D is the diameter of reinforcement bar
(mm), ft is the concrete tensile strength (MPa), δo is the thickness of the porous
zone which is typical in the range of 10-20 µm. In the present study, δo is chosen
as 0.015 mm. v is the Poisson’s ratio which the value equals 0.2 for concrete
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structure. Eef is the effective elastic modulus of concrete (MPa), icorr−20 is the
corrosion current density at the room temperature of 20 degree Celsius (µA/mm2).
The effective elastic modulus Eef is given by:
Eef =
Ec
1 + ϕcc,b
, (7.7)
in which ϕcc,b is the basic creep coefficient. Ec is the mean modulus of elasticity of
the concrete at 28 days. The value of ϕcc,b and Ec can be found in the Australian
standard for concrete structures AS3600 (2009).
7.5 Crack propagation
The crack propagation time is when the crack width from the crack initiation de-
velops into a visible crack width (of 1 mm). Many experimental tests were carried
out to predict the crack propagation models (Alonso et al., 1998, Chen & Ma-
hadevan, 2008, Liu & Weyers, 1998). However, these models only consider a few
variables or a specimen with a single reinforcement bar without fully specified con-
ditions for the real structures. Thus the improved model by Vu & Stewart (2000)
is developed based on the experiments of eight RC slab specimens subjected to
accelerated corrosion testing. In this model, the effect of bar diameter and con-
finement of reinforcement are not considered (Mullard et al., 2009). To overcome
these drawbacks, Mullard & Stewart (2011) then carried additional series of ac-
celerated corrosion tests on ten RC slab specimens. The present study adopts the
model from the work of Mullard & Stewart (2011). The crack propagation model
is given as:
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tsev = kR
w − 0.05
kcME(rcrack)rcrack
(
0.0114
icorr−20
)
, 0.25 ≤ kR ≤ 1, kc ≥ 1, w ≤ 1.0mm,
(7.8)
in which rcrack is the rate of cracking propagation (mm/yr). kR is the rate of
loading correction factor, icorr−20 is the corrosion current density at the room
temperature of 20◦ Celsius (µA/mm2), w is the crack width of 1 mm. The factor
kc is account for the increase in crack propagation due to the lack of concrete
confinement around external reinforcing bars; kc = 1 for internal locations, kc
= 1.2-1.4 for edge reinforcement bars. ME(rcrack) is the model error for rate of
crack propagation.
7.5.1 Uncertainties in the crack propagation model
As mentioned in the previous section, the crack propagation model is derived
from the experimental tests of RC structures subjected to the accelerated cor-
rosion rate. Thus uncertainties arise from 3 primary sources. The first source is
related to the RC structure which includes the properties of concrete and rein-
forcement bar. These uncertainties can be expected to be modelled with the long
history of data. Thus only aleatory uncertainties need to be considered in the
properties of concrete and reinforcement bar. The second source is related to the
accelerated corrosion testing. It is evident that the number of experiments is lim-
ited. Therefore epistemic uncertainties need to be considered. The third source is
related to the model uncertainty which is used to simplify the complexity of the
crack propagation process, thus may lead to the error in the result.
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7.5.1.1 Rate of loading correction factor kR
In the accelerated corrosion experiments, the applied corrosion current icorr(exp)
is much higher than the corrosion current icorr−20 in the real RC structures. This
high value of icorr(exp) is to shorten the period of the testing. The rate of loading
correction factor,kR, is thus considered for the applicability of the experimental
results to the real RC structures. The value of kR is determined by Vu et al.
(2005) as:
kR ≈ 0.95
[
exp
(
−0.3icorr(exp)
icorr−20
)
− icorr(exp)
2500icorr−20
+ 0.3
]
, (7.9)
in which icorr(exp) is the accelerated corrosion rate in µA/mm
2. The model of kR
in Eq. (7.9) is derived from the situation where the icorr(exp) is approximately
100 µA/mm2 where the icorr−20 is much lower, typically 5 µA/mm2. For other
situations of very low icorr−20 such as 0.1 µA/mm2, the use of Eq. (7.9) should be
applied with caution. As a consequence, the minimum value of kR is limited to
0.25.
7.5.1.2 Properties of concrete and reinforcement bar
The properties of concrete and reinforcement bar that are related to crack prop-
agation model include the concrete cover c, the diameter of reinforcement bar
D, and the concrete tensile strength ft. Statistical parameters of these variables,
adopted from previous research (Mirza et al., 1979, Pham, 1985), are summarised
in Table 7.11.
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Table 7.11: Statistical parameters of crack propagation model.
Parameters µ σ Distribution Reference
c cnom + 6mm 11.5 mm Normal Pham (1985)
Dtop Dnom + 19.8 16.5 mm Normal Mirza et al. (1979)
Dbot Dnom + 8.6 14.7 mm Normal Pham (1985)
ft 0.53(fc)
0.5 COV = 0.13 Normal Mirza et al. (1979)
7.5.1.3 Corrosion current rate icorr−20
The corrosion current rate icorr−20 is used to express the corrosion rate of reinforc-
ing bars in RC structures. The unit of corrosion current rate is often defined as
the metal loss per unit surface area per unit time by using Faradays law with the
assumption of general corrosion. For example, a corrosion current density icorr−20
of 100 µA/cm2 is equivalent to a uniform corrosion of 1.16 mm/yr (Miyazato &
Hasegawa, 2011).
Corrosion current rate icorr−20 is one of the parameters with the greatest influence
on the prediction of the crack propagation model (Li et al., 2006, Otieno et al.,
2011). The corrosion rate is highly variable which depends on the concrete grade,
cover and environment. The suggested values in the British Standard Standard
(2000) for the corrosion rates in the atmospheric zone, splash zone and tidal zone
are 0.04 mm/yr (µA/mm2), 0.08 mm/yr (µA/mm2) and 0.04 mm/yr (µA/mm2)
respectively. These values are comparable with what was recommended by Du-
raCrete (1998). The probabilistic approach of corrosion current rate developed
by Stewart (2001) uses the statistical parameters suggested by DuraCrete (1998)
with assumption of a log-normal distribution. This model can only apply to the
environment where the relative humidity (RH) is greater than 50 % because in
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other simulations of RH, the corrosion rate was found to be negligible with icorr−20
of 0.1 µA/mm2. This model of corrosion current rate is shown in Table 7.12 which
considers concrete grades with the corresponding exposure environments. The
present study employs this model for crack propagation.
Table 7.12: Chloride-induced corrosion current rate icorr−20.
Environment µ (µA/mm2) σ (µA/mm2) Distribution
Wet-rarely dry 0.345 0.259 Log-normal
Cyclic wet-dry 2.586 1.724 Log-normal
Air-bone sea water 2.586 1.724 Log-normal
Tidal 6.035 3.448 Log-normal
7.5.2 Proposed probabilistic models of the rate of crack
propagation (rcrack, ME(rcrack))
Up to the crack width of 1mm, the crack propagation rcrack is assumed to have
a linear relationship with time. The rcrack is defined as the slope under the crack
width between the time of first crack initiation (0.05mm) to the crack width limit
(1mm). The model of the rate of crack propagation needs to consider the effect
of key parameters such as concrete cover, the diameter of reinforcement bars
and concrete tensile strength. The model rcrack, adopted from Mullard & Stewart
(2011), is given as:
rcrack = 0.0008e
−1.7ψcp , (7.10)
where
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ψcp =
c
Dft
, (7.11)
in which c is the concrete cover (mm), D is the diameter of reinforcement bar
(mm), ft is the concrete tensile strength (MPa). Statistical parameters of c , D
and ft can be referred to in Section 7.5.1.2. ψcp is the concrete cover cracking
parameter. The value of rcrack decreases with an increase in the value of ψcp. This
relationship is consistent with what are observed by Du et al. (2006), Webster &
Clark (2000).
The model error ME(rcrack) is taken into account for the use of Eq. (7.10).
Mullard & Stewart (2011) derived statistical parameters of the ME(rcrack) which
are based on 16 samples. The mean and COV of ME(rcrack) are 1.04 and 0.09
respectively. The interval estimation of these statistic can be calculated based
on Section 2.3.2. The 95% confidence intervals for µME(rcrack) is µME(rcrack) =
[0.99, 1.09].
7.6 Example: chloride-induced corrosion for a
typical RC bridge beam
In this example, a typical RC bridge beam is located in a splash environment
as shown in Fig. 7.2. The structure uses standard concrete with a characteristic
compressive strength of 32 MPa at 28 days, and conventional carbon steel with
a diameter of 40 mm for the reinforcement. The design concrete cover for the
top and bottom reinforcement steel is 50 mm. All other properties of concrete
and reinforcement bars will be designed according to the Australian standard for
concrete structures (AS3600, 2009).
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Figure 7.2: A typical RC bridge beam.
The RC bridge beam is subjected to a uni-directional ingress of chloride pene-
tration. The damage scenario of chloride penetration is assumed to be where the
chloride ions are applied to the three surfaces of the web of the T-section beam.
This example will investigate three stages of chloride-induced corrosion which was
discussed in previous sections.
7.6.1 Corrosion initiation time
The probabilistic model of chloride penetration C (x, t) and the threshold chloride
concentration Ccr are based on Section 7.3. The service lifetime of the structure
is assumed to be 50 years. From C (x, t) and Ccr, the time-dependent reliability
of corrosion initiation time will be analysed from t=0-50 years. The reliability
function is given in Eq. (7.3).
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All the statistical parameters for the corrosion initiation model in the splash
environment are shown in Table 7.13. We consider three cases of the corrosion
initiation models which are summarised in Table 7.14. Case 1 represents a pure
probabilistic model where all random variables are independent. Case 2 considers
the deterministic dependence structure between Dc and Co. The epistemic uncer-
tainty is not considered in both case 1 and case 2. Case 3 considers the epistemic
uncertainty between the dependence of Dc and Co.
Table 7.13: Statistical parameters of corrosion initiation model in splash en-
vironment.
Variables µ σ Distribution type Reference
Concrete cover c (mm) 56 6.44 Normal Table 7.11
Dc
(×10-12 m2/s) 7 1.4 Normal Table 7.1
Co (% binder) 2.1 1.47 Log-normal Table 7.3
Ccr (% binder) 0.95 0.357 Normal Table 7.4
ke 0.265 0.045 Normal Table 7.5
n 0.37 0.07 Normal Table 7.2
Table 7.14: Dependence of Dc and Co in splash environment.
Dependence of Dc and Co
Reference
Copula type θ
Case 1 Independent
Case 2 Frank −8.64 Table 7.7
Case 3 Frank [−16.64, 1.64] Table 7.10
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The time-dependent probabilities of failure (Pf ) for the 3 cases are outlined in
Table 7.15 and plotted in Fig. 7.3 as a function of time. The results for t = 20
years and t = 50 years has also been summarised in Table 7.16. Pf is a point
estimate for Case 1 and Case 2. The risk from Case 1 is a slightly greater than
the risk from case 2; it is 0.0161 compared to 0.0103 for t = 20 years and it is
0.0674 compared to 0.0441 for t = 50 years.
For case 3, Pf are interval estimates computed by the interval Monte Carlo sim-
ulation. To verify the results, double-loop MC simulation is adopted to compute
the probability failure at the time t = 50 yr. In the outer loop, LHS is used to
sample interval variable; θ. In the inner loop of the simulation, MC simulation is
used to compute the failure probability. The number of samples chosen for the
outer loop and inner loop are 100 and 10000 respectively. At time t = 50 year in
the double-loop MC simulation, we have 10000 samples of Pf . Thus the statistical
parameters of Pf can be derived. The lower and upper bounds of Pf in case 3 for
t = 50 year are 0.1942 and 0.1413 respectively which has an error of 5.9 %.
The role of epistemic uncertainty on Pf is clearly demonstrated in the bounds of
Pf shown in Fig. 7.3 and Table 7.16. The width of the interval Pf shows the effect
of epistemic uncertainty on the results of the reliability estimate. For example,
the upper bound of Pf for t = 50 years is 0.1503 for Case 3. This probability is
an order of magnitude greater than the point estimate from Case 1 and Case 2.
Similar to the results in Section 6.4 , a point estimate without considering the
epistemic uncertainty may significantly underestimate the true risk.
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Table 7.15: Time-dependent reliability of corrosion initiation time.
Case 1 Case 2 Case 3
t (years) Pf Pf P f P f
0 0 0 0 0
1 0.0039 0.0039 0.0039 0.0039
2 0.0039 0.0039 0.0039 0.004
3 0.004 0.0039 0.0039 0.0042
4 0.0041 0.004 0.004 0.0045
5 0.0043 0.0041 0.004 0.005
10 0.0062 0.0052 0.0045 0.0112
20 0.0161 0.0103 0.0065 0.0387
30 0.0315 0.0191 0.0097 0.0754
40 0.0492 0.0308 0.0138 0.1137
50 0.0674 0.0441 0.0185 0.1503
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Figure 7.3: Time-dependent reliability of corrosion initiation time.
Table 7.16: Probability of failure of corrosion initiation time for the RC bridge
beam.
t = 20 years t = 50 years
P f P f P f P f
Case 1 0.0161 0.0674
Case 2 0.0103 0.0441
Case 3 0.0065 0.0387 0.0185 0.1503
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7.6.2 Crack initiation
The time to crack width of 0.05 mm since corrosion initiation is calculated by the
deterministic method. The nominal values of all parameters used in the crack ini-
tiation model are assumed to be the mean value which can be found in Table 7.17.
Based on Eq. (7.5), the crack initiation time is calculated as 0.67 years.
Table 7.17: Parameters of the crack initiation model.
Variables Parameters Reference
c 56 mm Table 7.11
D 40.6 mm Table 7.11
ft 3 MPa Table 7.11
icorr−20 2.586 µA/mm2. Table 7.12
δo 0.0115 mm -
v 0.2 Clause 3.1.5 (AS3600, 2009)
ϕcc,b 3.4 Table 3.1.8.2 (AS3600, 2009)
ft 3 MPa Table 7.11
fc
′ 32 MPa -
7.6.3 Crack propagation
The probabilistic model of crack propagation time since crack initiation is based
on Section 7.5. All the statistical parameters of corrosion propagation model in
splash environment are summarised in Table 7.18. We consider 3 cases which is
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outlined in Table 7.19. Case 1 represents a deterministic model where all random
variables are constant and are assumed to be the mean value. Case 2 considers a
pure probabilistic model where the epistemic uncertainty is not considered. Case
3 considers a epistemic uncertainty of the model error ME(rcrack).
Table 7.18: Statistical parameters of crack propagation.
Variables µ σ Distribution type Reference
Concrete cover c (mm) 56 6.44 Normal Table 7.11
D 40.6 5.97 Normal Table 7.11
ft 3 0.39 Normal Table 7.11
icorr−20 2.586 1.72 Log-normal Table 7.12
ME(rcrack) [0.99, 1.09] 0.09 Normal Section 7.5.2
kR Eq. (7.9)
rcrack Eq. (7.10)
Table 7.19: Three cases for the crack propagation model
ME(rcrack)
Other random variables
µME(rcrack) σME(rcrack)
Case 1 1.04 constant
Case 2 1.04 0.09 Pure probabilistic models given in
Table 7.18
Case 3 [0.99, 1.09] 0.09 Pure probabilistic models given in
Table 7.18
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The crack propagation time for the 3 cases is summarised in Table 7.20 and
illustrated in Fig. 7.4 and Fig. 7.5 . The results of the mean value and 95 %
percentile of the crack propagation time in Case 2 and Case 3 are also compared
with the result from Case 1. At the crack width of w= 0.5 mm and w = 1mm,
the time t for 3 cases are summarised in Table 7.21 and Table 7.22 respectively.
The time t is a point estimate for Case 1 and Case 2. For case 3, Pf are interval
estimates computed by the interval Monte Carlo simulations.
To verify the results in Fig. 7.4 and Fig. 7.5, a double-loop MC simulation is
adopted to compute crack propagation time t in Case 3 when the crack width
is 0.5mm. In the outer loop, we have used LHS to sample interval variables of
µME(rcrack). In the inner loop, we have performed MC simulation to calculate t.
The number of samples chosen for the outer loop and inner loop are 100 and 10000
respectively. When the crack with is 0.5mm, there are 10000 samples of the crack
propagation time t. The statistical parameters of t are derived from these samples.
The bounds of mean and 95 % percentile t are calculated as [2.217, 2.381] years
and [3.901, 4.271] years respectively. These simulated results have an maximum
error of 2 % compared to the results from interval MC simulation.
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Figure 7.4: Average time of the crack propagation since corrosion initiation.
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Figure 7.5: 95 percentile of the crack propagation time since corrosion initi-
ation.
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In Table 7.21, the results of crack propagation time for the 3 cases are quite
similar. At the the crack width of w= 0.5 mm, the t in Case 1 is 2.078 years, t
in Case 2 is 2.2682 years, and the interval time
[
t, t
]
in Case 3 is [2.217, 2.381]
years. Similar for the crack width of 1mm, the minimum crack propagation time
is 3.643 years in Case 1 and the maximum crack propagation time is 4.281 years
in Case 3.
Table 7.22 considers for 95 percentile crack propagation time. Case 1 represents
a deterministic case, therefore this study will focus on case 2 and case 3. At the
crack width of w= 0.5 mm and w= 1mm, the t in Case 1 is 2.078 years and 3.643
years; t in Case 2 is 4.102 years and 7.916 years. The interval time
[
t, t
]
in Case 3
are [7.490, 8.273] years and [2.381, 4.281] years. It is clear that the deterministic
method in case 1 significantly underestimates the real crack propagation time
which is about 50 % of the time in Case 2 and Case 3. The width of the interval t
shows the effect of epistemic uncertainty on the results of the crack propagation
time. Similar to the results in the previous sections, the epistemic uncertainty is
increasing with time.
Table 7.21: Average time of the crack propagation since corrosion initiation
to the crack width of 0.5mm and 1mm.
Time t (years) since corrosion initiation
Case 1 Case 2 Case 3
Crack width (mm) t t t t
0.5 2.078 2.268 2.217 2.381
1 3.643 4.044 3.936 4.281
Chapter 7. Deterioration of RC structures 176
Table 7.20: Crack propagation time since the corrosion initiation (units: crack
width w in mm, time t in years).
Case 1 (yrs) Case 2 (yrs) Case 3 (yrs)
w (mm) t µt t95%ile µt µt t95%ile t95%ile
0.05 0.670 0.670 0.670 0.670 0.670 0.670 0.670
0.1 0.827 0.848 1.051 0.842 0.860 1.029 1.070
0.15 0.983 1.025 1.433 1.014 1.050 1.388 1.470
0.2 1.139 1.203 1.814 1.186 1.240 1.747 1.870
0.25 1.296 1.380 2.196 1.358 1.430 2.106 2.271
0.3 1.452 1.558 2.577 1.529 1.620 2.465 2.671
0.35 1.609 1.736 2.958 1.701 1.811 2.824 3.071
0.4 1.765 1.913 3.340 1.873 2.001 3.183 3.471
0.45 1.922 2.091 3.721 2.045 2.191 3.542 3.871
0.5 2.078 2.268 4.102 2.217 2.381 3.901 4.271
0.55 2.235 2.446 4.484 2.389 2.571 4.260 4.671
0.6 2.391 2.623 4.865 2.561 2.761 4.619 5.072
0.65 2.548 2.801 5.247 2.733 2.951 4.978 5.472
0.7 2.704 2.979 5.628 2.904 3.141 5.336 5.872
0.75 2.861 3.156 6.009 3.076 3.331 5.695 6.272
0.8 3.017 3.334 6.391 3.248 3.521 6.054 6.672
0.85 3.174 3.511 6.772 3.420 3.711 6.413 7.072
0.9 3.330 3.689 7.153 3.592 3.901 6.772 7.472
0.95 3.487 3.866 7.535 3.764 4.091 7.131 7.872
1 3.643 4.044 7.916 3.936 4.281 7.490 8.273
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Table 7.22: 95 percentile of the crack propagation time since corrosion initi-
ation to the crack width of 0.5mm and 1mm.
Time t (years) since corrosion initiation
Case 1 Case 2 Case 3
Crack width (mm) t t t t
0.5 2.078 4.102 3.901 4.271
1 3.643 7.916 7.490 8.273
The results of crack propagation time t in Table 7.20, Table 7.21 and Table 7.22
are verified using a double-loop MC procedure at crack width of 1mm in Case
3. In the outer loop, LHS is used to sample interval variables of µME(rcrack). In
the inner loop, MC simulation is used to compute t. The number of samples
chosen for the outer loop and inner loop are 100 and 10000 respectively. When
the crack with is 1mm, there are 10000 samples of the crack propagation time t.
The statistical parameters of t can be derived from these samples. The bounds
of mean and 95 % percentile t are calculated as [3.936, 4.044] and [7.490, 8.273]
respectively which has an maximum error of 2 % compared to the results from
interval MC simulation.
7.7 Summary
For the deterioration model of the RC structure, the corrosion process was anal-
ysed in three main stages. The duration of the first stage is the time it takes the
chloride concentration on the steel reinforcement reach to the threshold value.
This is the most critical, therefore epistemic uncertainties and dependence struc-
tures in the modelling of corrosion initiation has been carefully considered. The
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epistemic uncertainties are vested in the copula dependence between the diffu-
sion coefficient Dc and the surface chloride concentration C (x, t). Depending on
three possible cases of dependence structure of Dc and C (x, t), the proposed sim-
ulation framework was applied to the time-dependent reliability problems. The
results have shown that a point estimate of Pf without considering any epistemic
uncertainty may lead to a false impression of the reliability. Also, the Pf in the
independent case has a comparably higher risk than the Pf in the dependent
cases with the deterministic copula.
The second stage is the crack initiation which occurs when the crack of 0.05mm is
observed on the surface of concrete structures since the corrosion initiation. This
stage had been modelled by the deterministic approach which is mainly based on
the work of El Maaddawy & Soudki (2007).
The third stage is when the initial crack begins to develop, also known as the crack
propagation. The modelling of this stage is mainly based on the work of Mullard
& Stewart (2011), in which the rate of crack propagation (rcrack, ME(rcrack))
are based on the limited data of 16 samples. Therefore, epistemic uncertainties
are vested into the model error ME(rcrack)). Depending on three possible mod-
els of ME(rcrack)), the proposed simulation framework was applied to estimate
the crack propagation time since corrosion initiation. The results showed that a
deterministic case without considering any uncertainty might lead to a underes-
timation of the crack propagation time of nearly 50 % compared to probabilistic
models. Similar to the previous findings, the effects of epistemic uncertainty is il-
lustrated by the width of the interval estimation of crack propagation time. Also,
the epistemic uncertainty is increasing with time.
Chapter 8
Conclusions and
Recommendations
8.1 Concluding remarks
The present study proposes an efficient time-dependent imprecise reliability anal-
ysis tool which addresses dependencies (modelled by the copula). There are two
main developments in the framework. The first is about the statistical inference
for the dependence structure from the observational data. Point estimation and
interval estimation are considered in the framework. The Akaike Information Cri-
terion (AIC) is used to select the copula model for the point estimation. The
interval estimation is based on the Bootstrap method. This development of un-
certainties quantification is about the dependent p-boxes, which considers both
aleatory and epistemic uncertainties. The quantification of uncertainties and their
dependence is a function of the amount of information available. The second devel-
opment is about the simulation techniques in structural reliability analysis using
the dependent p-boxes. The interval MC simulation, Latin Hypercube sampling
and importance sampling with the dependent p-boxes are developed. The first
and second approaches are simple and efficient to apply in most of the practical
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problems such as deterioration models of steel in Chapter 6 and RC structures
in Chapter 7. However, in cases of rare events such as the example in Chapter 3,
the importance sampling approach is much more efficient compared to the first
two approaches. From the results in the example of Section 5.3.1, the importance
sampling approach requires only 1000 simulations to obtain Pf which has an error
of 1% compared with Pf in the interval Monte Carlo simulation with 2 × 1010
simulations.
Significant epistemic uncertainties exist in the current models for the corrosion of
steel and RC structures due to the limited availability of reliable corrosion data.
The proposed framework in the study is a useful tool to model the uncertain
corrosion process, accounting for both the aleatory and epistemic uncertainties.
The inaccuracy of error measurements and insufficient data has been taken into
account for modelling uncertainty and the dependence structure. The assumption
of deterministic or pure probabilistic models leads to an underestimation of the
reliability assessment.
For the deterioration model of steel structures, the epistemic uncertainties are
vested in the estimates of the first-order statistics (mean) of the corrosion co-
efficients A and B, and also the dependence structure between A and B. By
examining available corrosion data, it is found that the dependence between A
and B can be modelled by a Frank copula. The confidence intervals of the cop-
ula parameter are estimated using the Bootstrap method. Interval Monte Carlo
method is used to compute the lower and upper bounds of the probability of
failure.
Four dependent probability-boxes are examined for modelling A and B, each
considering different levels of epistemic uncertainties. The proposed framework
was applied to the time-dependent reliability analysis for a steel plate and steel
truss structures. In both examples, similar observations were made. The epistemic
uncertainties play an important role in the reliability assessment. A point estimate
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of Pf without considering any epistemic uncertainty may lead to a false impression
of the reliability. The interval bounds of Pf become wider as time increases. It
was also found that the epistemic uncertainty in the dependence between A and
B (vested in the copula parameter) has a more significant effect on Pf than
the epistemic uncertainty in the means of A and B. The collection of additional
corrosion data is necessary to improve the confidence of the reliability assessment,
particularly in modelling the dependence of A and B.
For the deterioration model of the RC structure, the corrosion process was anal-
ysed in three main stages. In the first stage of corrosion initiation, the epistemic
uncertainties are vested in the copula dependence between the diffusion coefficient
Dc and the surface chloride concentration C (x, t). Depending on three possible
cases of dependence structure of Dc and C (x, t), the proposed framework was
applied to the time-dependent reliability of a corrosion initiation time. A point
estimate of Pf without considering any epistemic uncertainty may lead to a false
impression of the reliability.
In summary, the new contributions from this dissertation include the statistical in-
ference of the copula dependence structure of uncertainties from the observational
data. And the new development in the structural reliability analysis involves in-
terval MC simulation, Latin Hypercube sampling and importance sampling using
the dependent p-boxes. The proposed framework is also applied to the deteriora-
tion models of steel and RC structures. The findings suggest that the dependence
structure of Frank copula is the best-fit between A and B in the steel deterioration
models and Dc and C in the RC corrosion initiation models. Also, the epistemic
uncertainty is evident in the estimates of model error ME(rcrack) of the RC crack
propagation stage.
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8.2 Directions for future work
The proposed framework is a reliable tool for the time-dependent reliability anal-
ysis that can be applied to most practical problems. The framework can be imple-
mented to the uncertainty quantification which is based on the available amount
of information, such as observational or experimental data. Afterwards, the relia-
bility of an event or the structure can be investigated by the simulation techniques
in the proposed framework. Depending on the type of the event, such as regular
or rare; different simulation techniques may be applied.
The deterioration models of the structures have been developed in the present
study. Therefore, the first direction for future research can be the application
of the model for the deterioration of bridge structures. Secondly, non-stationary
traffic load can also be modelled. Next, the reliable assessment of bridges using
imprecise probability can be developed where inaccuracy of error measurements
and insufficient data has been taken into account for modelling uncertainty and
dependence structure.
Subsequently, further research can aim to identify possible opportunities to apply
the model to structural areas of practical problems where the deterioration is
the primary concern, such as residential, office or industrial buildings. The model
can also be applied to different areas where the ‘worst’case scenario is the most
critical. In civil engineering, the problems may be modelling of rare events such
as an earthquake, hurricane or maximum wind speed in a particular region. In
other fields such as biology, a significant event can be an epidemic, or in the field
of economics, it can be a stock crash. In general, the proposed framework can be
applied to model any probabilistic event and calculate its reliability.
Chapter 8. Conclusions and Recommendations 183
8.3 Acknowledgements
Support for this research was provided, in part, by the Lawrence and Betty Brown
PhD Research Scholarship in Civil Engineering and the Civil Engineering Re-
search Development Scheme from the University of Sydney. These supports are
gratefully acknowledged.
References
Albrecht, P., & Naeemi, A. H. (1984). Performance of weathering steel in bridges.
NCHRP report , (272).
Alefeld, G., & Herzberger, J. (2012). Introduction to interval computation. Aca-
demic press.
Alonso, C., Andrade, C., Rodriguez, J., & Diez, J. M. (1998). Factors controlling
cracking of concrete affected by reinforcement corrosion. Mater. Struct., 31 (7),
435–441.
Alvarez, D. A. (2006). On the calculation of the bounds of probability of events
using infinite random sets. Int. J. Approximate Reasoning , 43 , 241–267.
Ang, A. H.-S., & Tang, W. (1975). Probability concepts in engineering planning
and design, Vol.1-basic principles . John Wiley.
Ang, A. H.-S., & Tang, W. (1984). Probability concepts in engineering planning
and design, Vol.2-decision, risk, and reliability . John Wiley.
Ang, A. H.-S., Tang, W. H., et al. (2007). Probability concepts in engineering:
emphasis on applications in civil & environmental engineering , vol. 1. Wiley
New York.
Ann, K., Ahn, J., & Ryou, J. (2009). The importance of chloride content at the
concrete surface in assessing the time to corrosion of steel in concrete structures.
Constr. Build. Mater., 23 (1), 239–245.
184
REFERENCES 185
AS3600 (2009). AS3600-2009 Australian Standard. ”Concrete structures”. Syd-
ney (Australia): Standards Australia.
Atteraas, L., & Haagenrud, S. (1982). Atmospheric corrosion testing in Norway ,
(pp. 873–891). New York, USA: John Wiley & Son.
Au, S., & Beck, J. L. (1999). A new adaptive importance sampling scheme for
reliability calculations. Struct. Saf., 21 (2), 135–158.
Bamforth, P., Price, W. F., & Emerson, M. (1997). An international review of
chloride ingress into structural concrete, vol. 359. Thomas Telford.
Baudrit, C., Dubois, D., & Perrot, N. (2008). Representing parametric proba-
bilistic models tainted with imprecision. Fuzzy Set Syst., 159 (15), 1913–1928.
Bazant, Z. P., & Kwang-Liang-Liu (1985). Random creep and shrinkage in struc-
tures: ampling. J. Struct. Engrg., 111 (5), 1113–1134.
Beer, M., Ferson, S., & Kreinovich, V. (2013). Imprecise probabilities in engi-
neering analyses. Mech. Syst. Sig. Process., 37 (1), 4–29.
Benjamin, J. R., & Cornell, C. A. (2014). Probability, statistics, and decision for
civil engineers . Courier Corporation.
Berleant, D., & Zhang, J. (2004). Representation and problem solving with distri-
bution envelope determination (denv). Reliability Engineering & System Safety ,
85 (1), 153–168.
Bojadziev, G., & Bojadziev, M. (1996). Fuzzy sets, fuzzy logic, applications , vol. 5.
World scientific.
Bucher, C. G. (1988). Adaptive samplingan iterative fast monte carlo procedure.
Struct. Saf., 5 (2), 119–126.
Burgman, M. (2005). Risks and decisions for conservation and environmental
management . Cambridge University Press.
REFERENCES 186
Burgman, M. A., & Yemshanov, D. (2013). Risks, decisions and biological con-
servation. Diversity and Distributions , 19 (5-6), 485–489.
Cairns, J., & Law, D. (2003). Prediction of the ultimate limit state of degradation
of concrete structures. In Proceeding of ILCDES 2003 , (pp. 169–174). Kuopio.
Casella, G., & Berger, R. L. (2002). Statistical inference, vol. 2. Duxbury Pacific
Grove, CA.
Celikyilmaz, A., & Turksen, I. B. (2009). Modeling uncertainty with fuzzy logic.
Studies in fuzziness and soft computing , 240 , 149–215.
Chakravorty, M., Frangopol, D. M., Mosher, R. L., & Pytte, J. E. (1995). Time-
dependent reliability of rock-anchored structures. Reliab. Engng. Syst. Saf.,
47 (3), 231–236.
Chen, D., & Mahadevan, S. (2008). Chloride-induced reinforcement corrosion and
concrete cracking simulation. Cem. Concr. Compos., 30 (3), 227–238.
Chen, P. Y., & Popovich, P. M. (2002). Correlation: Parametric and nonpara-
metric measures . Thousands Oaks, Calif: Sage Publications.
Choi, S.-K., Grandhi, R. V., & Canfield, R. A. (2006). Reliability-based structural
design. Springer Science & Business Media.
Copson, H. (1960). Long-time atmospheric corrosion tests on low-alloy steels. In
Proc. ASTM , vol. 60, (pp. 1–16).
Costa, A., & Appleton, J. (1999). Chloride penetration into concrete in marine
environmentpart i: Main parameters affecting chloride penetration. Mater.
Struct., 32 (4), 252–259.
Davison, A. C. (1997). Bootstrap methods and their application, vol. 1. Cambridge
university press.
REFERENCES 187
De la Fuente, D., Daz, I., Simancas, J., Chico, B., & Morcillo, M. (2011). Long-
term atmospheric corrosion of mild steel. Corros. Sci., 53 (2), 604–617.
Dempster, A. P. (1967). Upper and lower probabilities induced by a multivalued
mapping. The annals of mathematical statistics , (pp. 325–339).
Dorey, M., & Joubert, P. (2005). Modelling copulas: an overview . The Staple Inn
Actuarial Society.
Du, Y., Chan, A., & Clark, L. (2006). Finite element analysis of the effects of
radial expansion of corroded reinforcement. Comput. Struct., 84 (13), 917–929.
DuraCrete (1998). Modelling of degradation, duracrete - probabilistic perfor-
mance based durability design of concrete structures, eu - brite euram iii, con-
tract brprct95-0132, project be95-1347/r4-5, december 1998, 174 p. Tech. rep.
Efron, B. (1979). Computers and the theory of statistics: thinking the unthink-
able. SIAM Rev., 21 (4), 460–480.
Efron, B., & Tibshirani, R. J. (1994). An introduction to the bootstrap, vol. 57.
CRC press.
El Maaddawy, T., & Soudki, K. (2007). A model for prediction of time from
corrosion initiation to corrosion cracking. Cem. Concr. Compos., 29 (3), 168–
175.
Elishakoff, I. (2012). Safety factors and reliability: friends or foes? . Springer
Science & Business Media.
Ellingwood, B. R., & Kinali, K. (2009). Quantifying and communicating uncer-
tainty in seismic risk assessment. Struct. Saf., 31 , 179–187.
Embrechts, P., McNeil, A., & Straumann, D. (1999). Correlation: pitfalls and
alternatives. Risk-London-Risk Magazine Limited-, 12 , 69–71.
REFERENCES 188
Embrechts, P., McNeil, A., & Straumann, D. (2002). Correlation and dependence
in risk management: properties and pitfalls. Risk management: value at risk
and beyond , (pp. 176–223).
Enright, M. P., & Frangopol, D. M. (1998). Probabilistic analysis of resistance
degradation of reinforced concrete bridge beams under corrosion. Eng. Struct.,
20 (11), 960–971.
Estes, A. C. (1997). A system reliability approach to the lifetime optimization of
inspection and repair of highway bridges. Tech. rep., DTIC Document.
Feliu, S., Morcillo, M., & Feliu Jr, S. (1993). The prediction of atmospheric
corrosion from meteorological and pollution parameters-i. Annual corrosion.
Corros. Sci., 34 (3), 403–414.
Felsenstein, J. (1985). Confidence limits on phylogenies: an approach using the
bootstrap. Evolution, (pp. 783–791).
Ferreira, R. M. (2004). Probability-based durability analysis of concrete structures
in marine environment.
Ferson, S. (2002a). RAMAS Risk Calc 4.0 software: risk assessment with uncer-
tain numbers . CRC press.
Ferson, S. (2002b). RAMAS Risk Calc 4.0 software: risk assessment with uncer-
tain numbers . CRC press.
Ferson, S., Kreinovich, V., Ginzburg, L., Myers, D. S., & Sentz, K. (2003). Con-
structing probability boxes and dempster-shafer structures. Sandia National
Laboratories , (pp. 143–180).
Ferson, S., Nelsen, R. B., Hajagos, J., Berleant, D. J., Zhang, J., Tucker, W. T.,
Ginzburg, L. R., & Oberkampf, W. L. (2004). Dependence in probabilistic
modeling, Dempster-Shafer theory, and probability bounds analysis , vol. 3072.
Sandia National Laboratories.
REFERENCES 189
Ferson, S., & Tucker, W. (2003). Probability bounds analysis in environmen-
tal risk assessments. Tech. rep., Technical report, Applied Biomathematics,
Setauket, New York. Available at www. ramas. com/pbawhite. pdf.
Frangopol, D. M. (1984). Interactive reliability-based structural optimization.
Comput. Struct., 19 (4), 559–563.
Genest, C., & Favre, A. C. (2007). Everything you always wanted to know about
copula modeling but were afraid to ask. J. Hydrol. Eng., 12 (4), 347–368.
Geweke, J., et al. (1991). Evaluating the accuracy of sampling-based approaches
to the calculation of posterior moments , vol. 196. Federal Reserve Bank of
Minneapolis, Research Department Minneapolis, MN, USA.
Glass, G., & Buenfeld, N. (1997). Chloride threshold levels for corrosion induced
deterioration of steel in concrete. In Proc. RILEM Int. Workshop Chloride
Penetration into Concrete, (pp. 429–440).
Hall, J. W., & Lawry, J. (2001). Imprecise probabilities of engineering system
failure from random and fuzzy set reliability analysis. In ISIPTA, vol. 1, (pp.
195–204).
Hardle, W., & Mammen, E. (1993). Comparing nonparametric versus parametric
regression fits. The Annals of Statistics , (pp. 1926–1947).
Hayes, K. (2011). Uncertainty and uncertainty analysis methods. Australian
Centre of Excellence for Risk Assessment (ACERA) project A, 705 .
Haynie, F., & Upham, J. B. (1971). Effects of atmospheric pollutants on corrosion
behavior of steels. Materials Protection and Performance, 10 , 18–21.
Hoel, P. G., et al. (1954). Introduction to mathematical statistics.. 2nd Ed. John
Wiley & Sons, Inc., New York & Chapman & Hall, Ltd., London.
Hoffman, P., & Weyers, R. (1994). Predicting critical chloride levels in concrete
bridge decks. Structural safety and reliability, ICOSSAR, 93 , 957–959.
REFERENCES 190
Hui, H. D., Strekalov, P., Mikhailovskii, Y. N., BIN, D. T., & Mikhailov, A.
(1994). The corrosion-resistance of steels, zinc, copper, aluminum, and alloys
in the humid tropics of vietnam-the results of 5-year tests. Prot. Met., 30 (5),
437–443.
ISO-9223 (2012). Corrosion of Metals and Alloys- Corrosivity of Atmospheres.
Classification, Determination and Estimation. The British Standard Institute.
ISO-9224 (2012). Corrosion of metals and alloys - corrosivity of atmospheres -
guiding values for the corrosivity categories.
Kendall, D. (1974). Foundations of a theory of random sets , chap. Stochastic
Geometry, Wiley, New York, (pp. 322–376).
Kreinovich, V., & Nguyen, H. T. (2009). Towards neural-based understanding of
the cauchy deviate method for processing interval and fuzzy uncertainty.
Kucera, V., Haagenrud, S., Atteraas, L., Gullman, J., Dean, S., & Lee, T. (1987).
Corrosion of steel and zinc in scandinavia with respect to the classification of
the corrosivity of atmospheres. Degradation of Metals in Atmospheres, ASTM
STP , 965 , 264–281.
Lemieux, C. (2009). Monte carlo and quasi-monte carlo sampling . New York:
Springer Science & Business Media.
Leon, R. T., & Kim, D.-H. (2004). Seismic performance of older pr frames in areas
of infrequent seismicity. In 13th World Conference on Earthquake Engineering.
Vancouver, BC .
Li, C. Q., Melchers, R. E., & Zheng, J. J. (2006). Analytical model for corrosion-
induced crack width in reinforced concrete structures. ACI Struct. J., 103 (4),
479–487.
REFERENCES 191
Li, Q., & Wang, C. (2015). Updating the assessment of resistance and reliability
of existing aging bridges with prior service loads. J. Struct. Engrg., 141 (12),
04015072.
Li, Q., Wang, C., & Ellingwood, B. R. (2015). Time-dependent reliability of aging
structures in the presence of non-stationary loads and degradation. Struct. Saf.,
52 , 132–141.
Liu, Y., & Weyers, R. E. (1998). Modeling the time-to-corrosion cracking in
chloride contaminated reinforced concrete structures. Materials Journal , 95 (6),
675–680.
Lodwick, W. A., & Jamison, K. D. (2003). Special issue: interfaces between fuzzy
set theory and interval analysis. Fuzzy Sets and Systems , 135 (1), 1–3.
Madsen, H. O., & Tvedt, L. (1990). Methods for time-dependent reliability and
sensitivity analysis. J. Eng. Mech., 116 (10), 2118–2135.
Matsushima, M., Tsutsumi, T., Seki, H., & Matsui, K. (1998). A study of the
application of reliability theory to the design of concrete cover. Mag. Concr.
Res., 50 (1), 5–16.
McCuen, R. H., & Albrecht, P. (1994). Composite modeling of atmospheric cor-
rosion penetration data. ASTM Spec. Tech. Publ., 1194 , 65–65.
McKay, M. D., Beckman, R. J., & Conover, W. J. (2000). A comparison of three
methods for selecting values of input variables in the analysis of output from a
computer code. Technometrics , 42 (1), 55–61.
McWilliam, S. (2001). Anti-optimisation of uncertain structures using interval
analysis. Computers & Structures , 79 (4), 421–430.
Melchers, R. (1989). Importance sampling in structural systems. Struct. Saf.,
6 (1), 3–10.
REFERENCES 192
Melchers, R. (1990). Search-based importance sampling. Struct. Saf., 9 (2), 117–
128.
Melchers, R. E. (1999a). Corrosion uncertainty modelling for steel structures. J.
Constr. Steel Res., 52 (1), 3–19.
Melchers, R. E. (1999b). Structural reliability analysis and prediction. West
Sussex, England: John Wiley & Sons, 2 ed.
Melchers, R. E. (2003). Probabilistic model for marine corrosion of steel for
structural reliability assessment. J. Struct. Engrg., 129 (11), 1484–1493.
Melchiori, M. R. (2006). Tools for sampling multivariate Archimedean copulas.
URL http://ssrn.com/abstract=1124682
Mirza, S. A., Hatzinikolas, M., & MacGregor, J. G. (1979). Statistical descriptions
of strength of concrete. ASCE J. Struct. Div., ST6 , 1021–1037.
Miyazato, S., & Hasegawa, Y. (2011). Proposal of corrosion rate analytical model
of reinforced concrete with crack. In Modelling of Corroding Concrete Struc-
tures , (pp. 39–64). Springer.
Moller, B., & Beer, M. (2008). Engineering computation under uncertainty-
capabilities of non-traditional models. Comput. Struct., 86 (10), 1024–1041.
Mo¨ller, B., & Beer, M. (2013). Fuzzy randomness: uncertainty in civil engineering
and computational mechanics . Springer Science & Business Media.
Mo¨ller, B., Graf, W., & Beer, M. (2000). Fuzzy structural analysis using level-
optimization. Comput. Mech., 26 (6), 547–565.
Moore, R. E. (1966). Interval Analysis . Englewood Cliffs, N. J.: Prentice-Hall,
Inc.
Moore, R. E., & Bierbaum, F. (1979). Methods and applications of interval anal-
ysis , vol. 2. SIAM.
REFERENCES 193
Moore, R. E., Kearfott, R. B., & Cloud, M. J. (2009). Introduction to interval
analysis . SIAM.
Morcillo, M., Chico, B., Daz, I., Cano, H., & De la Fuente, D. (2013). Atmospheric
corrosion data of weathering steels. A review. Corros. Sci., 77 , 6–24.
Morcillo, M., Simancas, J., & Feliu, S. (1995). Long-term atmospheric corrosion
in spain: results after 13 to 16 years of exposure and comparison with worldwide
data. ASTM Spec. Tech. Publ., 1239 , 195–195.
Muhanna, R. L., Mullen, R. L., & Zhang, H. (2005). Penalty-based solution for
the interval finite-element methods. Journal of engineering mechanics , 131 (10),
1102–1111.
Muhanna, R. L., Zhang, H., & Mullen, R. L. (2007). Interval finite element as a
basis for generalized models of uncertainty in engineering mechanics. Reliable
Computing , 13 (2), 173–194.
Mullard, J. A., & Stewart, M. G. (2011). Corrosion-induced cover cracking: new
test data and predictive models. ACI Struct. J., 108 (1), 71–79.
Mullard, J. A., Stewart, M. G., et al. (2009). Corrosion-induced cover crack-
ing of rc structures: new experimental data and predictive models— nova. the
university of newcastle’s digital repository.
Mullen, R. L., & Muhanna, R. L. (1999). Bounds of structural response for
all possible loading combinations. Journal of Structural Engineering , 125 (1),
98–106.
Nelsen, R. B. (1999). An introduction to copulas . Springer.
Neumaier, A. (1990). Interval methods for systems of equations , vol. 37. Cam-
bridge university press.
Nowak, A. S., & Collins, K. R. (2012). Reliability of structures . CRC Press.
REFERENCES 194
Oakes, D. (1982). A model for association in bivariate survival data. J. R. Statist.
Soc. B , 44 , 414–422.
Oberguggenberger, M., & Fellin, W. (2008). Reliability bounds through random
sets: Non-parametric methods and geotechnical applications. Comput. Struct.,
86 (10), 1093–1101.
Oberkampf, W. L., & Helton, J. C. (2004). Evidence theory for engineering
applications. In Engineering design reliability handbook . CRC Press.
Otieno, M., Beushausen, H., & Alexander, M. (2011). Prediction of corrosion
rate in rc structures-a critical review. In Modelling of Corroding Concrete
Structures , (pp. 15–37). Springer.
Park, C., & Nowak, A. (1997). Lifetime reliability model for steel girder bridges.
Safety of bridges .
Pham, L. (1985). Reliability analyses of reinforced concrete and composite column
sections under concentric loads. Institution of Engineers (Australia) Civ Eng
Trans , (1).
Pownuk, A. (2004). Efficient method of solution of large scale engineering prob-
lems with interval parameters. In Proc. NSF workshop on reliable engineer-
ing computing . Savannah, GA. http://www. gtsav. gatech. edu/rec/recwork-
shop/index. html.
Rackwitz, R. (1998). Computational techniques in stationary and non-stationary
load combinationa review and some extensions. J. Struct. Eng , 25 (1), 1–20.
Rashidi, M., & Gibson, P. (2012). A methodology for bridge condition evaluation.
Renard, B., & Lang, M. (2007). Use of a gaussian copula for multivariate extreme
value analysis: some case studies in hydrology. Adv. Water Resour., 30 (4), 897–
912.
REFERENCES 195
Roberge, P. R. (2008). Corrosion engineering: principles and practice. McGraw-
Hill New York.
Rubio, E., Hall, J. W., & Anderson, M. G. (2004). Uncertainty analysis in a slope
hydrology and stability model using probabilistic and imprecise information.
Computers and Geotechnics , 31 (7), 529–536.
Ryall, M. J. (2010). Chapter 1 - bridge management systems. In Bridge Manage-
ment (Second Edition), (pp. 1–42). Oxford: Butterworth-Heinemann.
Saassouh, B., & Lounis, Z. (2012). Probabilistic modeling of chloride-induced
corrosion in concrete structures using first-and second-order reliability methods.
Cem. Concr. Compos., 34 (9), 1082–1093.
Salvadori, G., & De Michele, C. (2004). Frequency analysis via copulas: Theo-
retical aspects and applications to hydrological events. Water Resour. Res.,
40 (W12511), 1–17.
Sandberg, P. (1995). Pore solution chemistry in concrete. In Proceedings Nordic
Seminar on Field Studies of Chloride Initiated Reinforcement Corrosion in
Concrete, (pp. 161–170). Lund, Sweden.
Schmidt, T. (2007). Coping with copulas , chap. Copulas From Theory to Appli-
cation in Finance, (pp. 3–34). Risk Books, London.
Schweizer, B., & Wolff, E. F. (1981). On nonparametric measures of dependence
for random variables. The annals of statistics , (pp. 879–885).
Shafer, G. (1992). Dempster-shafer theory , chap. Encyclopedia of Artificial Intel-
ligence, (pp. 330–331). New York: John Wiley and Sons.
Shumway, R. H., & Stoffer, D. S. (2013). Time series analysis and its applications .
Springer Science & Business Media.
Sohanghpurwala, A. A. (2006). Manual on service life of corrosion-damaged rein-
forced concrete bridge superstructure elements . Transportation Research Board.
REFERENCES 196
Soong, T. T., & Grigoriu, M. (1993). Random vibration of mechanical and struc-
tural systems. NASA STI/Recon Technical Report A, 93 .
Standard, B. (2000). Maritime structures: Part 1: Code of practice for general
criteria. British Standard Institute (BSI), Standard No. BS , (pp. 6349–1).
Stewart, M. (2001). Reliability-based assessment of ageing bridges using risk
ranking and life cycle cost decision analyses. Reliab. Engng. Syst. Saf., 74 (3),
263–273.
Stewart, M. G., & Mullard, J. A. (2007). Spatial time-dependent reliability anal-
ysis of corrosion damage and the timing of first repair for rc structures. Eng.
Struct., 29 (7), 1457–1464.
Stewart, M. G., & Rosowsky, D. V. (1998). Time-dependent reliability of deteri-
orating reinforced concrete bridge decks. Struct. Saf., 20 (1), 91–109.
Stewart, M. G., Wang, X., & Nguyen, M. N. (2012). Climate change adaptation
for corrosion control of concrete infrastructure. Struct. Saf., 35 , 29–39.
Tang, L. (1996). Chloride transport in concrete-measurement and prediction.
Thomas, M. D., & Bamforth, P. B. (1999). Modelling chloride diffusion in con-
crete: effect of fly ash and slag. Cem. Concr. Res., 29 (4), 487–495.
Tonon, F., Bernardini, A., & Elishakoff, I. (1999). Concept of random sets as
applied to the design of structures and analysis of expert opinions for aircraft
crash. Chaos, Solitons & Fractals , 10 (11), 1855–1868.
Tonon, F., Bernardini, A., & Mammino, A. (2000). Reliability analysis of rock
mass response by means of random set theory. Reliability Engineering & System
Safety , 70 (3), 263–282.
Trivedi, P. K., & Zimmer, D. M. (2007). Copula modeling: an introduction for
practitioners . Now Publishers Inc.
REFERENCES 197
Uji, K., Matsuoka, Y., & Maruya, T. (1990). Formulation of an equation for sur-
face chloride content of concrete due to permeation of chloride, chap. Corrosion
of reinforcement in concrete, (pp. 258–267). SCI, London, UK.
Val, D., Stewart, M., & Melchers, R. (2000). Life-cycle performance of rc bridges:
Probabilistic approach. Comput.-Aided Civ. Inf., 15 (1), 14–25.
Val, D. V., & Stewart, M. G. (2003). Life-cycle cost analysis of reinforced concrete
structures in marine environments. Struct. Saf., 25 (4), 343–362.
Vassie, P. (1984). Reinforcement corrosion and the durability of concrete bridges.
In Proceedings of the Institution if Civil Engineers Part I: Design and Con-
struction, vol. 76, (pp. 713–723). London: Thomas Telford Ltd.
Vu, K., Stewart, M. G., & Mullard, J. (2005). Corrosion-induced cracking: ex-
perimental data and predictive models. ACI Struct. J., 102 (5), 719–726.
Vu, K. A. T., & Stewart, M. G. (2000). Structural reliability of concrete bridges
including improved chloride-induced corrosion models. Struct. Saf., 22 (4), 313–
333.
Wallbank, E. (1989). A survey of 200 Highway Bridges. The Performance of
Concrete in Bridges .
Walley, P. (1991). Statistical Reasoning with Imprecise Probabilities . Chapman &
Hall/CRC Monographs on Statistics & Applied Probability. Taylor & Francis.
URL https://books.google.com.au/books?id=-hbvAAAAMAAJ
Walley, P. (2000). Towards a unified theory of imprecise probability. Int. J.
Approximate Reasoning , 24 (2), 125–148.
Walley, P., & Fine, T. (1982). Towards a frequentist theory of upper and lower
probability. The Annals of Statistics , 10 , 741–761.
REFERENCES 198
Webster, M., & Clark, L. (2000). The structural effect of corrosion an overview
of the mechanism. In Proceeding of concrete communication, (pp. 409–421).
Birmingham, UK.
Werneman, O. (2005). Pricing lifelong joint annuity insurances and survival an-
nuity insurances using copula modeling of bivariate survival . Ph.D. thesis, KTH
Royal Institute of Technology.
Williamson, R. C., & Downs, T. (1990). Probabilistic arithmetic. i. numerical
methods for calculating convolutions and dependency bounds. International
Journal of Approximate Reasoning , 4 (2), 89–158.
Yu, C. H. (2003). Resampling methods: concepts, applications, and justification.
Practical Assessment, Research & Evaluation, 8 (19), 1–23.
Zadeh, L. A. (1965). Fuzzy sets. Information and control , 8 (3), 338–353.
Zadeh, L. A. (1975). Fuzzy logic and approximate reasoning. Synthese, 30 (3),
407–428.
Zadeh, L. A. (1999). Fuzzy sets as a basis for a theory of possibility. Fuzzy Set
Syst., 100 , 9–34.
Zhang, H. (2005). Nondeterministic linear static finite element analysis: an in-
terval approach. Ph.D. thesis, Georgia Institute of Technology, Atlanta, GA,
USA.
Zhang, H. (2012). Interval importance sampling method for finite element-based
structural reliability assessment under parameter uncertainties. Struct. Saf.,
38 , 1–10.
Zhang, H., Dai, H., Beer, M., & Wang, W. (2013). Structural reliability analysis
on the basis of small samples: An interval quasi-monte carlo method. Mech.
Syst. Sig. Process., 37 (1), 137–151.
REFERENCES 199
Zhang, H., Mullen, R. L., & Muhanna, R. L. (2010). Interval monte carlo methods
for structural reliability. Struct. Saf., 32 (3), 183–190.
Zhang, H., Mullen, R. L., & Muhanna, R. L. (2011). Structural analysis with
probability-boxes. Int. J. Reliab. Saf. (in press).
Appendix A
Atmospheric corrosion data
collection and analysis for carbon
steel in rural-urban environment
200
Appendix A. Atmospheric corrosion data collection and analysis for carbon steel
in rural-urban environment 201
Table A.1: Long-term atmospheric corrosion in Spain: results after 13 to 16
years of exposure and comparison with worldwide data (Morcillo et al., 1995).
Test site Maximum
exposure
year (year)
First year
corrosion
A (µm)
B
El Escorial 13 8 0.55
Madrid 16 45 0.23
Zaragoza 13 33 0.48
Zvengorod 10 18 0.73
Batumi 10 27 0.48
Moscow 10 31 0.29
Praha Letnany 16 34 0.62
Kaperske Hory 9 27 0.49
Kurbanovo 15 47 0.38
State Colledge 12 45 0.41
Cinder Dump 10 36 0.76
Olpe 10 25 0.37
Mulheim 10 37 0.44
Saylorsburg 8 32 0.7
Olpe 8 36 0.6
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Table A.2: The corrosion-resistance of steels in the humid tropics of Vietnam-
The results after 5-year tests.
Location
Corrosion in mm
A and B
derived from
Eq. (6.1)
1 yr 2 yr 3 yr 5 yr A B
Ha noi 0.023 0.035 0.043 0.054 23 0.532
Ho Chi Minh 0.024 0.031 0.043 0.052 24 0.499
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Table A.3: The corrosion data of carbon steel in United States.
Location
Corrosion in mm
A and
B de-
rived from
Eq. (6.1)
4 mon. 8 mon. 16 mon. 32 mon. 64 mon. A B
Chicago
0.019 0.03 0.053
0.015 0.029 0.041
Cincinnati
0.015 0.019 0.023 0.029 0.038 21.4 0.329
0.015 0.021 0.037 0.051 0.08 28.8 0.611
Detroit
0.012 0.025 0.034 0.05 0.074 27.4 0.624
0.01 0.019 0.029 0.041 0.061 22.3 0.633
Los Angeles
0.01 0.012 0.016 0.02 0.026 22.3 0.349
0.011 0.015 0.021 0.029 0.04 14.3 0.468
New Orleans
0.01 0.017 0.025 0.035 20.3 0.598
Philadelphia
0.02 0.024 0.032 0.041 0.052 28.8 0.353
0.022 0.028 0.044 0.061 0.08 36.6 0.485
San Francisco
0.011 0.018 0.029 0.041 0.057 22.5 0.594
0.01 0.012 0.022
Washington
0.015 0.021 0.026 0.034 0.043 23.4 0.373
0.013 0.02 0.033 0.048 0.067 25.9 0.599
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Location Corrosion in µm
A and B
derived from
Eq. (6.1)
1
year
2
years
4
years
8
years
Sweden A B
1C Gallivare 6 8 17 30 6 0.805
2A Ryda 17 26 42 56 17 0.585
3A Stockholm 36 56 86 108 36 0.537
4A Bohus Malmon 3 67 81 99 177 67 0.449
5A Bohus Malmon 1 34 44 67 104 34 0.545
6A Gothenburg 35 54 90 125 35 0.625
Finland
7B Salmisaari 39 63 100 116 39 0.538
8B Harmaja 36 77 122 202 36 0.813
9B Otaniemi 30 53 87 89 30 0.542
10B Koski 18 34 50 63 18 0.598
11B Harjavalta 31 54 68 108 31 0.574
Norway
12A Borregaard 81 137 229 341 81 0.696
13A Alvim 35 57 89 107 35 0.548
14C Brevik 15 20 26 37 15 0.429
15B Porgrunn 20 34 53 20
16A Birkenes 17 28 48 69 17 0.684
17A Tuentangen 18 28 45 64 18 0.618
18A Folehavnen
250m
49 61 99 137 49 0.515
19C Folehavnen 10m 86 134 159 204 86 0.399
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20B Minde, Bergen 41 53 85 133 41 0.578
21B Bergens Tidende 49 66 100 166 49 0.588
22A Hyllestad,Sogn 24 32 51 83 24 0.604
23B Voss 23 28 46 23
24B Veritas, Bergen 42 58 86 42
25A Mongstad 35 40 66 130 35 0.64
26A Stend, Bergen 28 36 56 89 28 0.564
27B Stord, I, 50m 25 34 56 88 25 0.617
28B Stord, II, 5m 28 39 55 28
29B Fredriksberg 34 46 75 127 34 0.641
30A Tyholt 23 33 48 76 23 0.571
Denmark
31B Soborg 63 98 151 197 63 0.556
32B Amager 56 89 137 193 56 0.598
Table A.4: Corrosion data of Steel in Scandinavia with Respect to the Clas-
sification of the Corrosivity of Atmospheres (Kucera et al., 1987).
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Table A.5: Atmospheric Corrosion in Norway (Atteraas & Haagenrud, 1982).
No Location
Corrosion of rimmed carbon steel, mm (g/m2)
A and B
derived from
Eq. (6.1)
1
year
2
years
3
years
4
years
6
years
8
years
A B
1 Sf 1 0.022
(169)
0.033
(260)
0.051
(397)
0.064
(505)
0.076
(598)
22 0.598
2 Ho 2 0.017
(131)
0.028
(260)
0.042
(330)
0.052
(412)
0.061
(481)
17 0.609
3 Ho 4 0.045
(353)
0.064
(502)
0.100
(788)
0.126
(989)
0.150
(1178)
45 0.243
4 Ho 5 0.037
(288)
0.055
(432)
0.081
(636)
0.099
(777)
0.112
(877)
37 0.537
5 Ho 9 0.021
(167)
0.036
(280)
0.056
(437)
0.070
(550)
0.083
(649)
21 0.655
Ho 10 0.021
(162)
0.033
(259)
0.052
(405)
0.066
(516)
0.064
(504)
21 0.575
6 Ho 3 0.031
(242)
0.045
(356)
0.067
(529)
0.082
(646)
0.098
(772)
31 0.552
7 Ho 7 0.032
(254)
0.053
(413)
0.079
(617)
0.099
(776)
0.115
(899)
32 0.611
8 Ho 1 0.036
(285)
0.045
(352)
0.064
(504)
0.077
(608)
36 0.432
9 Ho 5 0.034
(267)
0.050
(395)
0.072
(562)
34 0.541
10 Ho 5 0.031
(245)
0.046
(360)
0.066
(520)
31 0.545
11 Ho 5 0.033
(261)
0.046
(359)
0.066
(517)
33 0.5
Of 1 0.069
(544)
0.111
(871)
0.147
(1153)
0.180
(1412)
69 0.691
12 Of 2 0.036
(284)
0.056
(438)
0.072
(562)
0.089
(697)
36 0.647
Te 1 0.017
(130)
0.020
(167)
0.023
(184)
0.028
(217)
17 0.342
13 Te 2 0.021
(166)
0.034
(266)
0.041
(320)
0.054
(420)
21 0.658
14 Ak 1 0.018
(142)
0.029
(230)
0.039
(305)
0.048
(374)
18 0.708
15 St 1 0.019
(146)
0.027
(210)
0.036
(285)
0.043
(340)
19 0.592
Ho 11 0.021
(168)
0.031
(244)
0.044
(345)
0.051
(401)
21 0.655
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A B Sample no
8 0.55 1
45 0.23 2
33 0.48 3
18 0.73 4
27 0.48 5
31 0.29 6
34 0.62 7
27 0.49 8
47 0.38 9
45 0.41 10
36 0.76 11
25 0.37 12
37 0.44 13
32 0.7 14
36 0.6 15
22 0.598 16
17 0.609 17
45 0.243 18
37 0.537 19
21 0.655 20
31 0.552 21
32 0.611 22
34 0.541 23
31 0.545 24
33 0.5 25
36 0.647 26
21 0.658 27
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18 0.708 28
19 0.592 29
21.4 0.329 30
28.8 0.611 31
27.4 0.624 32
22.3 0.633 33
22.3 0.349 34
14.3 0.468 35
20.3 0.598 36
28.8 0.353 37
36.6 0.485 38
22.5 0.594 39
23.4 0.373 40
25.9 0.599 41
23 0.532 42
24 0.499 43
17 0.585 44
36 0.537 45
34 0.545 46
35 0.625 47
39 0.538 48
30 0.542 49
18 0.598 50
31 0.574 51
35 0.548 52
17 0.684 53
18 0.618 54
49 0.515 55
Appendix A. Atmospheric corrosion data collection and analysis for carbon steel
in rural-urban environment 209
41 0.578 56
49 0.588 57
24 0.604 58
35 0.64 59
28 0.564 60
25 0.617 61
23 0.571 62
Table A.6: Compile all the corrosion data for carbon steel in rural-urban
environment.
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Table B.1: Long-term atmospheric corrosion in Spain: results after 13 to 16
years of exposure and comparison with worldwide data (Morcillo et al., 1995).
Test site Maximum expo-
sure year (year)
First year corro-
sion A (µm)
B
Alicante, 30m 5 94 0.81
Alicante, 100m 16 28 0.64
Cabo Negro 1 5 52 0.86
Cabo Negro 2 10 38 0.81
Cadiz 10 40 0.63
Barcelona 13 51 0.7
Kure Beach, 24m 12 141 0.65
Kure Beach, 240m 30 28 0.85
Point Reyes 12 96 0.98
Miraflores 16 34 0.75
Cristobal 16 68 0.62
Cuxhaven 10 46 0.37
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Steel
General corrosion, mm A and B derived
from Eq. (6.1)
1.1yr 3.3 yr 5 yr 7.2 yr 9.1 yr 17.1 yr A B
No. 44 0.854
No. 45 0.239 0.506
No. 63 0.076 0.222 0.345 68.82 0.99
No.54 0.07 0.187 0.287 63.65 0.92
No. 55 0.055 0.138 0.265 0.354 47.89 1.01
No. 10 0.083 0.232
No. 31 0.056 0.138 0.219 50.71 0.88
No. 5 0.068 0.144
No. 57 0.051 0.177 0.181 0.251 45.79 0.85
No. 63 0.06 0.126 0.159 0.225 55.59 0.69
No. 41 0.047 0.175 0.246 0.298 43.16 0.88
No. 43 0.048 0.219 0.283
No. 64 0.05 0.172 0.274
No. 40 0.05 0.211 0.273 0.329 46.62 0.90
No. 58 0.046 0.169 0.222 0.288 42.31 0.86
No. 42 0.045 0.211 0.259
No. 56 0.052 0.106 0.159 0.214 0.274 45.91 0.78
No. 7 0.052 0.111 0.154 48.35 0.71
No. 1 0.052
No. 11 0.047 0.118 0.2 42.06 0.93
No. 2 0.043 0.131 0.203 0.357 45.47 0.78
No. 12 0.043 0.093 0.125 0.171 0.21 39.17 0.74
No. 16 0.041 0.092 0.121 0.154 0.182 38.78 0.70
No. 3 0.042 0.113 0.181 0.278 38.75 0.69
No. 18 0.042 0.092 0.139 0.163 0.204 39.06 0.75
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No. 19 0.036 0.082 0.112 0.141 0.182 33.38 0.75
No. 17 0.038 0.08 0.106 0.139 0.168 35.20 0.70
No. 66 0.038 0.115 0.177 0.31 34.72 0.76
No. 53 0.034 0.099 0.118 0.158 31.63 0.70
No. 67 0.032 0.07 0.096 0.152 39.25 0.76
No. 68 0.032 0.074 0.097 0.153 29.99 0.56
No. 154 0.029 0.061 0.082 0.126 26.95 0.53
No. 97 0.032 0.07 0.09 0.099 30.23 0.54
No. 13 0.031 0.061 0.073 0.083 29.52 0.46
No. 118 0.052 0.168 0.278 0.501 46.90 0.82
No. 120 0.046 0.164 0.269 0.457 42.52 0.84
No. 38 0.034 0.093 0.154 0.224 31.60 0.70
No. 121 0.037 0.111 0.178 0.275 34.47 0.73
No. 48 0.032 0.139 0.214
No. 32 0.043 0.101 0.162 0.219 38.59 0.87
No. 27 0.037 0.084 0.121 0.144 0.19 34.36 0.76
No. 33 0.046 0.108 0.177 41.46 0.87
No. 34 0.033 0.066 0.106 0.126 0.169 29.70 0.75
No. 28 0.031 0.066 0.087 0.106 0.135 29.05 0.68
No. 28 0.029 0.061 0.079 0.099 0.121 27.25 0.67
No. 46 0.032 0.052 0.069 0.08 0.106 29.14 0.54
No. 35 0.032 0.064 0.084 0.108 0.13 29.67 0.66
No. 20 0.025 0.051 0.065 0.083 0.103 23.27 0.66
No. 62 0.022 0.05 0.101
No. 36 0.024 0.06 0.09 0.121 22.91 0.60
No. 30 0.029 0.056 0.07 0.087 27.55 0.58
No. 29 0.027 0.073 0.082 0.097 25.84 0.60
No. 51 0.025 0.056 0.06 0.069 24.24 0.48
Appendix B. Corrosion data for carbon steel in marine environment 214
No. 52 0.024 0.0582 0.061 0.071 23.31 0.51
No. 37 0.031 0.08 0.116 0.186 28.73 0.65
No. 60 0.033 0.066 0.093 0.129 31.03 0.65
No. 148 0.031 0.061 0.075 0.089 29.87 0.57
No. 50 0.028 0.048 0.069 0.08 26.68 0.49
No. 39 0.032 0.078 0.121 0.176 29.76 0.62
No. 149 0.029 0.075 0.084 0.098 27.83 0.58
No. 150 0.028 0.069 0.083 0.102 26.34 0.60
No. 153 0.025 0.057 0.068 0.084 23.52 0.56
No. 152 0.025 0.057 0.066 0.082 23.64 0.55
No. 151 0.025 0.059 0.07 0.082 23.74 0.56
No. 49 0.039 0.107 0.167 0.271 35.80 0.70
No. 16-1 0.043 0.084 0.127 0.135 0.185 39.81 0.67
No. 59 0.031 0.079 0.116 0.169 29.22 0.62
No. 47 0.031 0.054 0.07 0.082 0.108 28.56 0.57
No. 14 0.032 0.075 0.11 30.10 0.58
No. 119 0.043 0.138 0.217 0.375 39.49 0.78
No. 65 0.037 0.093 0.135 0.219 34.12 0.64
Table B.2: Long-term atmospheric corrosion tests on low-alloy steels Block
Island marine location.
Appendix B. Corrosion data for carbon steel in marine environment 215
Steel General corrosion, mm A and B derived
from Eq. (6.1)
Steel 0.5 yr 1.5 yr 3.5 yr 7.5 yr 15.5 yr 15.5 yr A B
No.25 0.059
No. 9 0.062
No. 44 0.076
No.45 0.045 0.104
No. 63 0.029 0.061 0.129 0.242 0.548 47.1998 0.8497
No. 54 0.032 0.064 0.124 0.209 0.38 50.4324 0.7209
No. 55 0.031 0.061 0.113 0.191 0.326 48.1958 0.6878
No. 10 0.033 0.064 0.131 0.251 52.102 0.7528
No. 31 0.028 0.056 0.112 0.194 44.6187 0.7219
No. 5 0.033 0.059 0.122 0.21 50.0826 0.6948
57 0.029 0.056 0.107 0.183 0.298 45.0393 0.6877
6 0.032 0.059 0.112 0.178 0.292 48.4251 0.6503
41 0.027 0.05 0.104 0.177 0.298 41.6509 0.713
43 0.028 0.051 0.103 0.175 0.294 42.5917 0.6972
64 0.028 0.05 0.101 0.173 0.282 42.2356 0.6884
40 0.027 0.054 0.104 0.176 0.301 42.6412 0.7067
58 0.021 0.05 0.101 0.171 0.274 36.7076 0.7537
42 0.027 0.052 0.098 0.167 0.279 41.7082 0.6866
56 0.029 0.052 0.102 0.171 0.276 43.6015 0.6695
7 0.033 0.06 0.103 0.169 0.262 48.7909 0.6094
8 0.029 0.054 0.089 0.138 0.22 42.9741 0.5878
1 0.039 0.125
26 0.027 0.069 0.134 0.225 48.1938 0.7862
11 0.027 0.054 0.103 0.172 0.226 43.1468 0.6406
2 0.025 0.048 0.103 0.138 0.228 39.4629 0.6476
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12 0.028 0.05 0.094 0.153 0.242 41.6985 0.6388
16 0.028 0.048 0.088 0.139 0.215 40.6774 0.6044
3 0.028 0.048 0.054 0.131 0.21 37.1111 0.5847
4 0.029 0.047 0.075 0.115 0.172 39.918 0.5232
18 0.027 0.088 0.136 0.206 41.0817 0.5929
19 0.023 0.047 0.082 0.135 0.215 36.1551 0.6519
17 0.024 0.045 0.08 0.126 0.206 36.1736 0.6274
66 0.024 0.043 0.088 0.135 0.211 36.3942 0.6471
53 0.023 0.039 0.07 0.11 0.173 33.0618 0.596
97 0.034 0.059
13 0.02 0.033 0.043 0.059 0.08 26.8242 0.3962
118 0.027 0.055 0.101 0.172 0.27 42.8425 0.6776
120 0.029 0.051 0.098 0.162 0.257 43.0337 0.6487
38 0.02 0.038 0.07 0.112 0.177 30.6169 0.6413
121 0.019 0.045 0.078 0.126 0.186 32.2815 0.6638
48 0.023 0.045 0.062 0.101 0.15 33.9079 0.5378
32 0.027 0.05 0.094 0.167 0.274 40.9193 0.686
27 0.022 0.043 0.079 0.131 0.203 34.1979 0.6554
33 0.024 0.052 0.098 0.161 0.26 39.423 0.6965
34 0.022 0.039 0.07 0.11 0.181 32.2726 0.6172
28 0.02 0.038 0.066 0.104 0.159 30.3191 0.6078
46 0.02 0.032 0.054 0.082 0.12 27.6754 0.5317
35 0.022 0.037 0.065 0.102 0.155 31.4184 0.5782
20 0.019 0.033 0.054 0.08 0.117 27.2464 0.5331
62 0.015 0.025 0.038 0.054 0.078 20.77 0.4794
36 0.017 0.028 0.045 0.065 0.096 23.6272 0.5067
30 0.02 0.033 0.057 0.087 0.134 28.1655 0.5609
29 0.018 0.036 0.055 0.083 0.125 27.3349 0.5572
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51 0.019 0.027 0.041 0.057 0.083 24.2353 0.4329
52 0.018 0.028 0.045 0.064 0.097 24.2621 0.4926
37 0.024 0.034 0.056 0.082 0.12 31.056 0.4798
60 0.022 0.038 0.06 0.092 0.135 31.2491 0.5314
50 0.02 0.037 0.042 0.055 0.071 27.7463 0.3494
39 0.02 0.034 0.057 0.087 0.127 28.513 0.546
49 0.023 0.041 0.078 0.124 0.194 34.3118 0.6322
16-1 0.025 0.048 0.088 0.139 0.203 38.5945 0.6205
59 0.023 0.042 0.059 0.089 0.134 32.81 0.504
47 0.022 0.033 0.054 0.082 0.118 29.3092 0.5007
14 0.022 0.034 0.056 0.08 0.116 29.7658 0.4915
119 0.025 0.048 0.089 0.146 0.232 38.5231 0.656
65 0.02 0.043 0.068 0.097 0.143 31.7403 0.5639
Table B.3: Long-term atmospheric corrosion tests on low-alloy steels Kure
Beach marine location (Copson, 1960).
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Test site A (µm/yr)) B Corrosion type Ref
Alicante, 30m 94 0.81 C5 (Morcillo et al.,
1995)
Point Reyes 96 0.98 C5 (Morcillo et al.,
1995)
Kure Beach, 24m 141 0.65 C5 (Morcillo et al.,
1995)
No. 63 68.8243 0.994 C4 (Copson, 1960)
No.54 63.6472 0.924 C4 (Copson, 1960)
No. 31 50.7067 0.884 C4 (Copson, 1960)
No. 63 55.589815 0.686 C4 (Copson, 1960)
No. 54 50.4324 0.721 C4 (Copson, 1960)
No. 10 52.102 0.753 C4 (Copson, 1960)
No. 5 50.0826 0.695 C4 (Copson, 1960)
Cabo Negro 1 52 0.86 C4 (Morcillo et al.,
1995)
Barcelona 51 0.7 C4 (Morcillo et al.,
1995)
Cristobal 68 0.62 C4 (Morcillo et al.,
1995)
Ho 1 36 0.432 C3 (Atteraas &
Haagenrud,
1982)
No. 57 45.78699 0.846 C3 (Copson, 1960)
No. 41 43.163706 0.876 C3 (Copson, 1960)
No. 40 46.618619 0.9 C3 (Copson, 1960)
No. 58 42.309007 0.857 C3 (Copson, 1960)
No. 56 45.906 0.7809 C3 (Copson, 1960)
Appendix B. Corrosion data for carbon steel in marine environment 219
No. 7 48.3455 0.7116 C3 (Copson, 1960)
No. 11 42.0554 0.9322 C3 (Copson, 1960)
No. 2 45.467601 0.781 C3 (Copson, 1960)
No. 12 39.173481 0.744 C3 (Copson, 1960)
No. 16 38.783698 0.7033 C3 (Copson, 1960)
No. 3 38.7529 0.6905 C3 (Copson, 1960)
No. 18 39.056136 0.7451 C3 (Copson, 1960)
No. 19 33.381438 0.7514 C3 (Copson, 1960)
No. 17 35.198378 0.6963 C3 (Copson, 1960)
No. 66 34.7214 0.7562 C3 (Copson, 1960)
No. 53 31.6341 0.7029 C3 (Copson, 1960)
No. 67 39.251906 0.762 C3 (Copson, 1960)
No. 68 29.994079 0.558 C3 (Copson, 1960)
No. 154 26.95045 0.525 C3 (Copson, 1960)
No. 97 30.234994 0.538 C3 (Copson, 1960)
No. 13 29.517993 0.461 C3 (Copson, 1960)
No. 118 46.899171 0.818 C3 (Copson, 1960)
No. 120 42.521082 0.836 C3 (Copson, 1960)
No. 38 31.595035 0.695 C3 (Copson, 1960)
No. 121 34.466919 0.734 C3 (Copson, 1960)
No. 32 38.590263 0.871 C3 (Copson, 1960)
No. 27 34.363673 0.758 C3 (Copson, 1960)
No. 33 41.4604 0.8668 C3 (Copson, 1960)
No. 34 29.695633 0.7523 C3 (Copson, 1960)
No. 28 29.049463 0.6796 C3 (Copson, 1960)
No. 28 27.248542 0.666 C3 (Copson, 1960)
No. 46 29.136742 0.5416 C3 (Copson, 1960)
No. 35 29.665952 0.6575 C3 (Copson, 1960)
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No. 20 23.266161 0.6559 C3 (Copson, 1960)
No. 36 22.9054 0.5987 C3 (Copson, 1960)
No. 30 27.54993 0.583 C3 (Copson, 1960)
No. 29 25.841972 0.604 C3 (Copson, 1960)
No. 51 24.239899 0.479 C3 (Copson, 1960)
No. 52 23.31274 0.513 C3 (Copson, 1960)
No. 37 28.73167 0.646 C3 (Copson, 1960)
No. 60 31.031413 0.654 C3 (Copson, 1960)
No. 148 29.874342 0.567 C3 (Copson, 1960)
No. 50 26.682289 0.49 C3 (Copson, 1960)
No. 39 29.755084 0.624 C3 (Copson, 1960)
No. 149 27.826812 0.577 C3 (Copson, 1960)
No. 150 26.337664 0.598 C3 (Copson, 1960)
No. 153 23.523502 0.557 C3 (Copson, 1960)
No. 152 23.641414 0.545 C3 (Copson, 1960)
No. 151 23.736169 0.557 C3 (Copson, 1960)
No. 49 35.801865 0.702 C3 (Copson, 1960)
No. 16-1 39.805297 0.669 C3 (Copson, 1960)
No. 59 29.224284 0.619 C3 (Copson, 1960)
No. 47 28.559796 0.565 C3 (Copson, 1960)
No. 14 30.1013 0.5801 C3 (Copson, 1960)
No. 119 39.488125 0.783 C3 (Copson, 1960)
No. 65 34.123968 0.639 C3 (Copson, 1960)
No. 63 47.1998 0.8497 C3 (Copson, 1960)
No. 54 50.4324 0.7209 C3 (Copson, 1960)
No. 55 48.1958 0.6878 C3 (Copson, 1960)
No. 10 52.102 0.7528 C3 (Copson, 1960)
No. 31 44.6187 0.7219 C3 (Copson, 1960)
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No. 5 50.0826 0.6948 C3 (Copson, 1960)
57 45.0393 0.6877 C3 (Copson, 1960)
6 48.4251 0.6503 C3 (Copson, 1960)
41 41.6509 0.713 C3 (Copson, 1960)
43 42.5917 0.6972 C3 (Copson, 1960)
64 42.2356 0.6884 C3 (Copson, 1960)
40 42.6412 0.7067 C3 (Copson, 1960)
58 36.7076 0.7537 C3 (Copson, 1960)
42 41.7082 0.6866 C3 (Copson, 1960)
56 43.6015 0.6695 C3 (Copson, 1960)
7 48.7909 0.6094 C3 (Copson, 1960)
8 42.9741 0.5878 C3 (Copson, 1960)
26 48.1938 0.7862 C3 (Copson, 1960)
11 43.1468 0.6406 C3 (Copson, 1960)
2 39.4629 0.6476 C3 (Copson, 1960)
12 41.6985 0.6388 C3 (Copson, 1960)
16 40.6774 0.6044 C3 (Copson, 1960)
3 37.1111 0.5847 C3 (Copson, 1960)
4 39.918 0.5232 C3 (Copson, 1960)
18 41.0817 0.5929 C3 (Copson, 1960)
19 36.1551 0.6519 C3 (Copson, 1960)
17 36.1736 0.6274 C3 (Copson, 1960)
66 36.3942 0.6471 C3 (Copson, 1960)
53 33.0618 0.596 C3 (Copson, 1960)
13 26.8242 0.3962 C3 (Copson, 1960)
118 42.8425 0.6776 C3 (Copson, 1960)
120 43.0337 0.6487 C3 (Copson, 1960)
38 30.6169 0.6413 C3 (Copson, 1960)
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121 32.2815 0.6638 C3 (Copson, 1960)
48 33.9079 0.5378 C3 (Copson, 1960)
32 40.9193 0.686 C3 (Copson, 1960)
27 34.1979 0.6554 C3 (Copson, 1960)
33 39.423 0.6965 C3 (Copson, 1960)
34 32.2726 0.6172 C3 (Copson, 1960)
28 30.3191 0.6078 C3 (Copson, 1960)
46 27.6754 0.5317 C3 (Copson, 1960)
35 31.4184 0.5782 C3 (Copson, 1960)
20 27.2464 0.5331 C3 (Copson, 1960)
62 20.77 0.4794 C3 (Copson, 1960)
36 23.6272 0.5067 C3 (Copson, 1960)
30 28.1655 0.5609 C3 (Copson, 1960)
29 27.3349 0.5572 C3 (Copson, 1960)
51 24.2353 0.4329 C3 (Copson, 1960)
52 24.2621 0.4926 C3 (Copson, 1960)
37 31.056 0.4798 C3 (Copson, 1960)
60 31.2491 0.5314 C3 (Copson, 1960)
50 27.7463 0.3494 C3 (Copson, 1960)
39 28.513 0.546 C3 (Copson, 1960)
49 34.3118 0.6322 C3 (Copson, 1960)
16-1 38.5945 0.6205 C3 (Copson, 1960)
59 32.81 0.504 C3 (Copson, 1960)
47 29.3092 0.5007 C3 (Copson, 1960)
14 29.7658 0.4915 C3 (Copson, 1960)
119 38.5231 0.656 C3 (Copson, 1960)
65 31.7403 0.5639 C3 (Copson, 1960)
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Alicante, 100m 28 0.64 C3 (Morcillo et al.,
1995)
Cabo Negro 2 38 0.81 C3 (Morcillo et al.,
1995)
Cadiz 40 0.63 C3 (Morcillo et al.,
1995)
Kure Beach, 240m 28 0.85 C3 (Morcillo et al.,
1995)
Kure Beach, 240m 31 0.76 C3 (Morcillo et al.,
1995)
Miraflores 34 0.75 C3 (Morcillo et al.,
1995)
Cuxhaven 46 0.37 C3 (Morcillo et al.,
1995)
Table B.4: Compile and classify the corrosion data in marine environment as
C3, C4 and C5 by ISO-9223 (2012).
