Multiple whole-genome alignment is a fundamental and challenging problems in bioinformatics. Despite many ongoing successes, today's methods are not able to keep up with the growing number, length, and complexity of assembled genomes. Approaches based on using compacted de Bruijn graphs to identify and extend anchors into locally collinear blocks hold the potential for scalability, but current algorithms still do not scale to mammalian genomes. We present a novel algorithm SibeliaZ-LCB for identifying collinear blocks in closely related genomes based on the analysis of the de Bruijn graph. We further incorporate it into a multiple whole-genome alignment pipeline called SibeliaZ. SibeliaZ shows drastic run-time improvements over other methods on both simulated and real data, with only a limited decrease in accuracy. On sixteen recently assembled strains of mice, SibeliaZ runs in under 12 hours, while other tools could not run to completion for even eight mice, given a week. SibeliaZ makes a significant step towards improving scalability of multiple whole-genome alignment and collinear block reconstruction algorithms and will enable many comparative genomics studies in the near future.
Introduction
Multiple whole-genome alignment is the problem of identifying all the high-quality multiple local alignments within a collection of assembled genome sequences. It is a fundamental problem in bioinformatics and forms the starting point for most comparative genomics studies, such as rearrangement analysis, phylogeny reconstruction, and the investigation of evolutionary processes. Unfortunately, the presence of high-copy repeats and the sheer size of the input make multiple whole-genome alignment extremely difficult. While current approaches have been successfully applied in many studies, they are not able to keep up with the growing number and size of assembled genomes (Earl et al., 2014) . The multiple whole-genome alignment problem is also closely related to the synteny reconstruction problem and to the questions of how to best represent pan-genomes -we elaborate on the connection in Supplementary Note 1.
There are two common strategies to tackle the whole-genome alignment problem (Dewey and Pachter, 2006) . The first one is based on finding pairwise local alignments (Altschul et al., 1990 (Altschul et al., , 1997 Schwartz et al., 2003; Harris, 2007; Kent, 2002) and then extending them into multiple local alignments (Blanchette et al., 2004; Dubchak et al., 2009a; Angiuoli and Salzberg, 2011; Paten et al., 2011) . While this strategy is known for its high accuracy, a competitive assesment of multiple whole-genome alignment methods (Alignathon, Earl et al. (2014) ) highlighted several limitations. First, many algorithms either do not handle repeats by design or scale poorly in their presence, since the number of pairwise local alignments grows quadratically as a function of a repeat's copy number. In addition, many algorithms use a repeat database to mask high-frequency repeats. However, these databases are usually incomplete and even a small amount of unmasked repeats may severely degrade alignment performance. Second, the number of pairwise alignments is quadratic in the number of genomes, and only a few existing approaches could handle more than ten fruit fly genomes (Earl et al., 2014) . Therefore, these approaches are ill-suited for large numbers of long and complex mammalian genomes, such as the recently assembled 16 strains of mice (Lilue et al., 2018) .
Alternatively, anchor based strategies can be applied to decompose genomes into locally collinear blocks (Darling et al., 2004) . These are blocks that are free from non-linear rearrangements, such as inversions or transpositions. Once such blocks are identified, they can independently be globally aligned (Darling et al., 2004; Dewey, 2007; Paten et al., 2008; Darling et al., 2010; Minkin et al., 2013a) . Such strategies are generally better at scaling to handle repeats and multiple genomes since they do not rely on the computationally expensive pairwise alignment.
A promising strategy to find collinear blocks is based on the compacted de Bruijn graph (Raphael et al., 2004; Pham and Pevzner, 2010; Minkin et al., 2013b) (we note that the de Bruijn graph is also used in genome assembly, and we elaborate on the connection in Supplementary Note 1). Though these approaches do not work well for divergent genomes, they remain fairly accurate for closely related genomes. For example, Sibelia can handle repeats and works for many bacterial genomes; unfortunately, it does not scale to larger genomes. However, the last three years has seen a breakthrough in the efficiency of de Bruijn graph construction algorithms Chikhi et al., 2016; Baier et al., 2016; Minkin et al., 2017) . The latest methods can construct the graph for tens of mammalian genomes in minutes rather than weeks. We therefore believe the de Bruijn graph approach holds the most potential for enabling scalable multiple whole-genome alignment of closely related genomes.
In this paper, we describe a novel algorithm SibeliaZ-LCB for identifying collinear blocks in closely related genomes, where the evolutionary distance to the closest common ancestor is no more than 9 PAM units (equivalently, 0.085 substitutions per site). SibeliaZ-LCB is based on the analysis of the compacted de Bruijn graph and uses a graph model of collinear blocks similar to the "most frequent paths" introduced by Cleary et al. (2017) . This allows it to maintain a simple, static, data structure, which scales easily and allows simple parallelization. Thus, SibeliaZ-LCB overcomes a bottleneck of previous state-of-the-art de Bruijn graph-based approaches Minkin et al., 2013a) , which relied on a dynamic data structure which was expensive to update. Further, we extend SibeliaZ-LCB into a multiple whole-genome aligner called SibeliaZ. SibeliaZ works by first constructing the compacted de Bruijn graph using our previoulsy published TwoPaCo tool (Minkin et al., 2017) , then finding locally collinear blocks using using SibeliaZ-LCB, and finally, running a multiple-sequence aligner (spoa, Lee et al. (2002) ) on each of the found blocks. To demonstrate the scalability and accuracy of our method, we compute the multiple whole-genome alignment for a collection of recently assembled strains of mice. We also use simulations to test how our method works under different conditions, including various levels of divergence between genomes and different parameter settings.
Results

Accuracy evaluation metrics and strategy
Evaluation of multiple whole-genome aligners is a challenging problem in its own right and we therefore chose to use the practices outlined in the Alignathon (Earl et al., 2014) competition as a starting point. They present several approaches to assess the quality of a multiple wholegenome alignment. Ideally it is best to compare an alignment against a manually curated gold standard; unfortunately, such a gold standard does not exist. The first approach to deal with the lack of a gold standard is to generate simulated genomes for which the true alignment is known, though evolution simulators have their own limitations. The second approach is to use statistical measures (Prakash and Tompa, 2007; Kim and Ma, 2011; Sela et al., 2015) to evaluate the quality of the alignment without external ground-truth information. The third approach is to use external biological information, like gene annotations and homologies, to evaluate the alignments. This way an alignment can be evaluated in a biological context, but the external information usually represents only a fraction of the homology relationships between all genome basepairs. The fourth approach is to evaluate the quality of downstream analysis that uses the alignment; however, these results tend to be specific to the type of downstream analysis and do not generalize well.
Following the footsteps of the Alignathon project, we first evaluated SibeliaZ on simulated data. We employed their precision and recall metrics, as implemented by the mafTools package (Earl et al., 2014) . For these metrics, alignment is viewed as an equivalence relation. We say that two positions in the input genomes are equivalent if they originate from the same position in the genome of their recent common ancestor. We denote by H the set of all equivalent position pairs, participating in the "true" alignment. Let A denote the relation produced by an alignment algorithm. The accuracy of the alignment is then given by recall(A) = 1 − |H \ A|/|H| and precision(A) = 1 − |A \ H|/|A|, where \ denotes set difference.
To evaluate accuracy on real data, we relied on the third approach described above and compared our results against annotations of protein-coding genes. In addition to computing recall as defined above, we also measured coverage, which is the percent of the genome sequence that is included in the alignment. We could not measure the precision directly, since the annotation only included genes. A good proxy for precision could have been a statistical analysis of the alignment blocks (i.e. the second approach), implemented by the the PSAR tool (Kim and Ma, 2011) . However, Earl et al. (2014) showed that PSAR score does not have a linear correlation with the true precision. Instead, we define our own score, corresponding to the percentage of nucleotide pairs that are identical in an alignment column. In an alignment of highly-similar genomes that has high precision, we expect that the column scores in the alignment blocks are very high. Formally, given a column C of a multiple whole-genome alignment, its score f (C) is computed as follows:
The variable I[x = y] in the formula above is equal to 1 only if both x and y are the same valid DNA characters and 0 otherwise.
Evaluated tools
We benchmarked the performance of SibeliaZ against three other programs. First, we compared SibeliaZ with its predecessor Sibelia , the state-of-the-art de Bruijn-graphbased synteny finder. To do so, we created a pipeline analogous to SibeliaZ, consisting of the original Sibelia and the global aligner spoa. Although Sibelia is a program for finding synteny, it is highly flexible and it is possible to tune its parameters to mimic the multiple whole-genome alignment setting. Second, we compared against Progressive Cactus (Paten et al., 2011) and MultiZ+TBA (Blanchette et al., 2004) , two multiple whole-genome aligners that were shown to have superior sensitivity compared to other approaches and could scale to the large flies datasets in the Assemblathon. Other multiple aligners (Dubchak et al., 2009b; Darling et al., 2010; Angiuoli and Salzberg, 2011) benchmarked in the Alignathon could not handle a dataset of 20 flies and hence are unlikely to scale to a mammalian dataset. We also chose to not run Mercator (Dewey, 2007) since it requires a set of gene exons as input and hence solves a different problem: in this paper we focus on computing the whole-genome alignment directly from the nucleotide sequences without using external information. The details about the tools' parameters, as well as the exact command lines used, are given in Supplementary Note 2.
Sixteen mice genomes
We evaluated the ability of SibeliaZ to align real genomes by running it on several datasets consisting of varying number of mice genomes. We retrieved 16 mice genomes available at GenBank (Benson et al., 2017) and labeled as having a "chromosome" level of assembly. They consist of the mouse reference genome and 15 different strains assembled as part of a recent study (Lilue et al., 2018) (Table S1 ). The genomes vary in size from 2.6 to 2.8 Gbp and the number of scaffolds (between 2,977 and 7,154, except for the reference, which has 377). We constructed 4 datasets of increasing size to test the scalability of the pipelines with respect to the number of input genomes. The datasets contain genomes 1-2, 1-4, 1-8 and 1-16 from Table S1 , with the genome 1 being the reference genome. We compared against Cactus, since Sibelia does not support such large datasets and Multiz+TBA did not finish on even the smallest dataset (we terminated the program after a week). The running times of SibeliaZ and Cactus are shown on Figure 1 (Table S2 contains the raw values). On the dataset consisting of 2 mice, SibeliaZ is more than 10 times faster than Cactus, while on 4 mice SibeliaZ is more than 20 times faster. On the datasets with 8 and 16 mice, SibeliaZ completed in under 8 and 12 hours, respectively, while Cactus did not finish (we terminated it after a week). For SibeliaZ, we note that the global alignment with spoa takes 42-62% of the running time, and, for some applications (e.g. rearrangement analysis), this step may be omitted to save time.
To evaluate the recall of the results, we retrieved all pairs of homologous protein-coding gene sequences from Ensembl and then computed pairwise global alignments between them using LA-GAN (Brudno et al., 2003) . The alignment contains both orthologous and paralogous genes, though most of the paralagous pairs come from the well-annotated mouse reference genome. We removed any pairs of paralogous genes with overlapping coordinates, as these were likely mis-annotations, as confirmed by Ensembl helpdesk (Perry, 2018) . We made these filtered alignments available for public download from our github repository 1 . We define the nucleotide identity of an alignment as the number of matched nucleotides divided by the length of the shorter gene. The distribution of nucleotide identities as well as the coverage of the annotation is shown in Figure S1 . In our analysis, we binned pairs of genes according to their nucleotide identity. We used this annotation alignment to evaluate the recall of SibeliaZ and Cactus. Table S2 .
In Table 1 , we show the properties of the alignments found by SibeliaZ and Cactus. To compute recall, we only used nucleotides from gene pairs having at least 90% identity in the annotation. For the datasets where Cactus was able to complete, SibeliaZ has significantly better recall on paralogous pairs, but slightly worse recall on orthologous pairs. The coverage of both tools is roughly the same, but SibeliaZ has only about half the blocks, indicating a less fragmented alignment. SibeliaZ's coverage and recall decreases only slightly going up to the whole 16 mice dataset, indicating that the recall scales with the number of genomes. We further investigated how the recall behaved as a function of nucleotide identity, for the twomice dataset ( Figure 2 ). As expected, recall decreased with nucleotide identity, though SibeliaZ's recall remained above 90% for nucleotides from similar (80-100% identity) orthologous genes. Cactus generally retains slightly higher recall, except for the case of nucleotides from highly similar (≥ 90%) paralogous genes. In this case, Cactus' recall drops to below 20%, while SibeliaZ's recall is 78%.
We also observed that for both Cactus and SibeliaZ, the recall for paralagous nucleotides is lower than for orthologous ones (Figure 2 ). Based on manual inspection, we hypothesize that the problem is likely due to the complex repeat structures embedded inside these genes. These repeat structures of high and varying multiplicity make alignment of those genes challenging, despite their high nucleotide identity. Since the gene annotation constitutes only a fraction of all the homologous nucleotides in the genomes, it cannot be used to access the precision. However, as a sanity check, we compute the scores f (C) for the alignment columns ( Figure S2 ). SibeliaZ's alignment has a high degree of similarity: 90% of the alignment columns have a score f (C) a of 0.9 or above, which is what we would expect from aligning closely related genomes.
We wanted to further understand SibeliaZ's ability to recall homologous nucleotides from large gene families. Aligning genes having many copies is a challenging task since they generate a tangled de Bruijn graph. To investigate, we took each pair of genes in the two-mice dataset that have greater than 90% nucleotide identity. We then identify any other homologous genes that had a nucleotide identity of at least 90% to one of the genes in the pair. We refer to the number of such genes as the inferred family size of the gene pair, which roughly corresponds to the gene family size in the biological sense. Figure S3 then shows the recall of nucleotide pairs with respect to the inferred family size of their respective genes. The recall shows a lot of variance with respect to the inferred family size but does exhibit a general trend of decreasing with increasing family size. The largest bin (with inferred family size of 72) corresponds to a single large gene family on the Y chromosome (PTHR19368) and actually has relatively high recall.
Generation of simulated data
We used simulated data in order to understand the role of a dataset's genomic distance and of our parameter settings, directly measure the precision of the tools, and, in general, to compare SibeliaZ against tools which could not scale to the mice genomes. We used ALF (Dalquen et al., 2011) for simulation because it simulates point mutations as well as genome-wide events such as inversions, translocations, fusions/fissions, gene gain/loss, and lateral gene transfer. Furthermore, ALF is useful for benchmarking as it also produces an alignment which represents the true homology between the genomes, making it possible to directly assess the precision and recall. We simulated nine datasets, each one consisting of 10 bacterial genomes. Each genome is composed o 1500 genes and of size approximately 1.5 Mbp. We used such relatively small datasets to allow us to efficiently explore the parameter space. Each of the 9 datasets corresponded to a different parameter for distance from the root to leaf species, which we varied from 1 to 24 PAM units. PAM units are a standard measure of divergence between genomes used in the literature. The PAM range used here corresponds to a substitution rate from 0.01 to 0.2. For genome-wide events, we used ALF's default rates. Links to download the the simulation parameter files, the simulated genomes, and their alignments are are available at the github repository 2 .
To measure performance on a larger simulated dataset, we also used a simulated dataset from Alignathon with small root-to-leaf divergence, called "primates" in (Earl et al., 2014) . In this dataset, the distance from the root to the leaves in the phylogenetic tree is equal to 0.02 substitutions per site, or approximately 2 PAM units. The dataset has four genomes, with four chromosomes each, and each genome is approximately 185 Mbp in size. We did not use the other simulated dataset in (Earl et al., 2014) 
Effect of divergence and k-mer size
SibeliaZ-LCB is based on the analysis of genomic k-mers using the de Bruijn graph. When the divergence between genomes is high, the frequency of shared k-mers is not sufficiently high to recover homologous regions. To test the level of divergence which SibeliaZ can tolerate, we looked at SibeliaZ's precision and recall for the various simulated datasets (Figure 3 ). For these experiments, k = 15 was used. This should give the best attainable accuracy, since lower values would generate many genomic locations with identical k-mers due to simple chance. Figure 3 shows that the recall Numerical labels correspond to the datasets simulated by ALF and denote the genomic divergence, while "P" denotes the "primates" dataset from Alignathon.
deteriorates significantly for PAM values greater than 9, hence we do to recommend SibeliaZ for such divergent datasets.
The overall runtime ( Figure 4 and Table S3 ) generally decreases with increasing divergence, albeit only slightly after PAM of 6. Memory use also generally decreases up to PAM of 12, after which it remains constant (Table S4) . However, the divergence of the genomes does not seem to consistently affect the graph construction (TwoPaCo) and block finding (SibeliaZ-LCB) runtime and memory usage. The overall decrease in these resources' utilization is due to the global alignment component of SibeliaZ (spoa). This is expected, since higher divergence results in blocks that are shorter and hence easier for spoa to align. Figure S4 shows the effects of k on recall and precision on the datasets within our target PAM range. As expected, increasing k leads to lower recall, more so for larger PAM. Precision remains mostly unchanged. However, for large datasets such as the mice, smaller values of k lead to denser graphs and hence more time-and memory-consuming performance. We therefore recommend two values of k for the practical usage. For a small dataset, k = 15 is the best choice since it yields the highest recall (we used this for the bacterial data). This value is impractical for large datasets due to runtime, so we recommend setting k = 25 in those cases as it provides a reasonable trade-off between accuracy and required computational resources (we used this for the mouse and primates data). In general, we recommend the user to use Figures 3 and S4 to guide the application of SibeliaZ to their own dataset.
Comparison against other tools on simulated data
SibeliaZ was substantially faster than other tools on all datasets (Figure 4 and Table S3 ). Using the 9 PAM dataset as an example, SibeliaZ was nine times faster than the Sibelia pipeline, 43 times faster than Cactus and 23 times faster than Multiz+TBA. On the larger primates dataset, SibeliaZ was 17 times faster than Cactus and consumed 33% less memory, while both Sibelia and MultiZ+TBA could not finish in a week. Comparing only the collinear block reconstruction times (i.e. excluding spoa), SibeliaZ-LCB (including graph construction) is at least 17 times faster than Sibelia.
The speed improvements come at a small cost to accuracy (Figure 3 ). Focusing on SibeliaZ intended range of ≤ 9 PAM units, SibeliaZ's recall is 1-2 percentage points lower than Cactus, about the same as Sibelia, and 2-4 points higher than MultiZ+TBA. SibeliaZ's precision was about the same as Cactus and Sibelia, and 0.5-1 percentage points higher than MultiZ+TBA. On the primates, SibeliaZ had the same precision as Cactus (95%) but slightly lower recall (95% versus 97%). Overall, our simulations indicate that Cactus is still the preferred tool when the datasets are smaller and there is enough access to compute resources.
Methods
Preliminaries
First, we will define the de Bruijn graph and related objects. Given a positive integer k, we define a multigraph G(s, k) as the de Bruijn graph of s. The vertex set consists of all substrings of s of length k, called k-mers. For each substring x of length k +1 in s, we add a directed edge from u to v, where u is the prefix of x of length k and v the suffix of x of length k. Each occurrence of a (k + 1)-mer yields a unique multiedge, and every multiedge corresponds to a unique location in the input. Two edges are parallel if they have the same endpoints. Parallel edges are not considered identical. The de Bruijn graph can also be constructed from a set of sequences S = {s 1 , . . . , s n }. This graph is the union of the graphs constructed from the individual strings: G(S, k) = 1≤i≤n G(s i , k). See Fig. 5 for an example.
The set of a multiedges in a graph G is denoted by E(G). We write (u, v) to denote a multiedge from vertex u to v. A walk p is a sequence of multiedges ((v 1 , v 2 ), (v 2 , v 3 ), . . . , (v |p|−1 , v |p| )) where each multiedge (v i , v i+1 ) belongs to E(G). The length of the walk p, denoted by |p|, is the number of multiedges it contains. The last multiedge of a walk p is denoted by end(p) and the first one by start(p). A simple path is a walk that visits each vertex at most once. We use the term path to refer to a simple path.
In a de Bruijn graph, a given multiedge x was generated by a (k + 1)-mer starting at some position j of some string s i . We denote gen(x) = i and pos(x) = j. For a multiedge x, its successor, denoted by next(x), is a multiedge y such that gen(x) = gen(y) and pos(y) = pos(x) + 1. Note that a successor does not always exist. A walk p = (x 1 , . . . , x |p| ) is genomic if next(x i ) = x i+1 for 1 ≤ i ≤ |p| − 1. In other words, a walk is genomic if it was generated by a substring in the input. The b-extension of a genomic walk p is the longest genomic walk q = (y 1 , . . . , y |q| ) such that y 1 = next(end(p)) and |q| ≤ b. The b-extension of a walk p is uniquely defined and usually has length b, unless p was generated by a substring close to an end of an input string. The concatenation of two walks x and y is a walk (if it exists) xy consisting of multiedges of x followed by multiedges of y.
Problem formulation
In this section, we will define the collinear block reconstruction problem in de Bruijn graphs. A collinear block is a set of multiedge-disjoint genomic walks with length at least m, where m is a parameter. We call walks constituting a collinear block collinear walks. In order to quantify how well collinear walks correspond to homologous sequences, we will define a collinearity score of a collinear block. Our problem will then be to find a set of collinear blocks that are pairwise multiedge-disjoint and have the largest score. The graph built from strings "GCACGTCC" and "GCACTTCC", with k = 2. The two strings are reflected by the blue and red walks, respectively. This is an example of a collinear block from two walks. There are four bubbles. The bubble formed by vertices "AC" and "TC" describes a substitution within the block, while three other bubbles are formed by parallel edges. The blue and red walks form a chain of four consecutive bubbles. (b) An example of more complex block, where we have added a third sequence "CACGTTCC" (green) to the input. We can no longer describe the block as a chain of bubbles, as they overlap to form tangled structures. Instead, we consider the path in the graph (dashed black) that corresponds to a hypothetical common ancestor of the three collinear walks. The ancestral path shares many vertices with the three extant walks, and each walk forms its own chain with the ancestral path. The task of finding good collinear blocks can then be framed as finding ancestral paths that form good chains with the extant walks.
Figure 6: An example of computing the score of a walk p (solid) relative to an ancestral path p a = q 1 q 2 q 3 (dashed). The path p forms a chain with the subpath q 2 of p, while subpaths q 1 and q 3 form "hanging ends". We count the length of p and subtract lengths of the hanging ends. Thus, the score f (p a , p) = 4 − 1 − 1 = 2.
We capture the pattern of two homologous collinear walks through the concept of chains and bubbles. A bubble is a subgraph corresponding to a possible mutation flanked by equal sequences. Formally, a pair of walks x and y form a bubble (x, y) if all of the following holds: (1) x and y have common starting and ending vertices; (2) x and y have no common vertices except the starting and ending ones; (3) |x| ≤ b and |y| ≤ b where b is a parameter. A chain c = ((x 1 , y 1 ), (x 2 , y 2 ) , . . . , (x n , y n )) is a sequence of bubbles such that x = x 1 x 2 . . . x n and y = y 1 y 2 . . . y n are walks in a de Bruijn graph. In other words, a chain is a series of bubbles where each bubble is a "proper" continuation of the previous one. Note that two parallel edges form a bubble and a chain arising from equal sequences corresponds to a series of such bubbles. For an example of a bubble and a chain, see Fig. 5 .
The subgraph resulting from more than two collinear walks can be complex, and there are several ways of capturing it. Our approach is to give a definition that naturally leads itself to an algorithm. As homologous sequences all originate from some common ancestral sequence s a , there should be some ancestral path p a = G(s a , k) through the graph forming a long chain with each walk p in the collinear block. We require the chains to be longer than a predefined threshold to avoid confusing spuriously similar sequences with true homologs. At the same time, a collinear walk may only partially form a chain with the ancestral path, leaving "hanging ends" at the ends of the ancestral path, which is undesirable since it implies that these graphs originate from dissimilar sequences. We formalize this intuition by introducing a scoring function quantifying how well an ancestral path describes a collection of the collinear walks. The function rewards long chains formed by the ancestral path and a collinear walk and penalizes the hanging ends. Given an ancestral path p a and a genomic walk p, let q 2 be the longest subpath of p a that forms a chain with p. Then, we can write p a = q 1 q 2 q 3 . Recall that m is the parameter denoting the minimum length of a collinear block, and b is the maximum bubble size (in practice, we typically set m = b). We define the score f (p a , p) as:
Note that the longer the part of p a forming a chain with p, the higher the score is. At the same time, the score is reduced if the collinear walks leave hanging ends q 1 and q 3 -the parts of p a not participating in the chain. The penalty induced by these ends is squared to remove spuriously similar sequences from from the collinear block. This form of scoring function showed better performance compared to other alternatives. Walks where the hanging ends are too long are forbidden under this score function (given a score of −∞), and walks that weave through p a but are too short are ignored (given a score of 0). Fig. 6 shows an example of computing the score. The collinearity score of a collinear block is given by
where p a can be any path (not necessarily genomic). In other words, we are looking for a path forming longest chains with the collinear walks and thus maximizes the score. The collinear blocks reconstruction problem is to find a set of collinear blocks P such that P ∈P f (P ) is maximum and no two walks in P share a multiedge. Note that the number of collinear blocks is not known in advance. For an example of a complex collinear block in the de Bruijn graph and an ancestral path capturing it, refer to Fig 5b. 
The collinear blocks reconstruction algorithm
Algorithm 1 Find-collinear-blocks Input: strings S, integers k, b and m Output: a set of edge-disjoint subgraphs of G(S, k) representing collinear blocks
Construct the multigraph 3: for all distinct pairs (u, v) ∈ E(G) do Check possible seeds
4:
Initialize the current ancestral path p a with (u, v)
5:
P ← ∅ Sorted set of collinear walks forming chains with p a 6:
P best ← ∅ Highest-scoring collinear block induced by p a 7:
for multiedges x ∈ E(G) parallel to (u, v) not marked as used do
8:
Add to P a new collinear walk consisting of x 9:
while f (P ) ≥ 0 do Extend the ancestral path as far as possible
10:
Q ← {q | q is the b-extension of a p ∈ P }
11:
w 0 ← last vertex in p a
12:
t ← a vertex, reachable from w 0 via a genomic walk, that is visited by the most walks of Q.
13:
Let r ∈ Q be the shortest walk from w 0 to t
14:
Denote the vertices of r as w 0 , w 1 , . . . , w |r| , with w |r| = t
15:
for i ← 1 to |r| do
16:
Append (w i−1 , w i ) to the ancestral path p a
17:
P ← Update-collinear-walks(P, w i )
18:
if f (P ) > f (P best ) then 19:
if f (P best ) > 0 then
21:
P ← P ∪ {P best }
22:
Mark multiedges visited by walks of P best as used 23: return P Our algorithm's main pseudocode is shown in Algorithm 1 and its helper function in Algorithm 2. First, we describe the high-level strategy. The main algorithm is greedy and works in the seedand-extend fashion. It starts with an arbitrary multiedge in the graph, and tries to extend it into an ancestral path that induces a collinear block with the highest possible collinearity score P best . If the block has a positive score, then P best is added to our collection of collinear blocks P. The algorithm then repeats, attempting to build a collinear block from a different multiedge seed. New collinear blocks cannot use multidges belonging to previously discovered collinear blocks. This process continues until all possible multiedges are considered as seeds. The algorithm is greedy in a sense that once a block is found and added to P, it cannot be later changed to form a more optimal global solution.
To extend a seed into a collinear block P , we first initialize the collinear block with a walk for each unused multiedge parallel to the seed (including the seed) (lines 7 to 8). These parallel multiedges represent the different occurences of the seed string in the input and, hence, form the initial collinear block. We then proceed in phases, where each phase is an iteration of the while loop (lines 9 to 19). During each phase, the ancestral path p a is extended using a walk r of length at most b (lines 10 to 14). Next, we try to extend each of the collinear walks in a way that forms chains with the extended p a (lines 15 to 19) . The extension of a seed into a collinear block is also Algorithm 2 Update-collinear-walks Input: A sorted set of collinear walks P , a vertex w Output: Updated set P 1: for multiedges x ∈ E(G) ending at w not marked as used do
2:
Let p ∈ P be a walk such that its b-extension q contains x and pos(end(p)) is maximized Find a walk extendable with x 3:
if such p exists then
4:
Truncate q so that end(q) = x
5:
Append p with q Lengthen the chain that p forms with p a 6:
Add a new walk consisting of the multiedge x to P 8: return P w 0
Figure 7: Illustration for Algorithm 2. A collinear walk p (solid) requires an update after the ancestral path p a is extended with the dashed edge (w 0 , w). The path p a now ends at the vertex w, which has another incoming edge x. Since x is a part of b-extension of p (denoted by q), p can be appended with q to form a longer chain and boost the collinearity score.
a greedy process, since we only change p a and the walks in P by extending them and never by changing any edges. Finally, we check that the collinearity score for our extended block is still positive -if it is, we iterate to extend it further, otherwise, we abandon our attempts at further extending the block. We then recall the highest scoring block that was achieved for this seed and save it into our final result P (lines 20 to 22). To pick the walk r by which to extend p a , we use a greedy heuristic (lines 10 to 14). First, we pick the vertex t which we want to extension to reach (lines 10 to 12). We limit our search to those vertices that can be reached by a genomic walk from the end of p a and greedily chose the one that is most often visited by the b-extensions of the collinear walks in P . Intuitively, we hope to maximize the number of collinear walks that will form longer chains with p a after its extension and thereby boost the collinearity score. We then extend p a using the shortest b-extension of the walks in P to reach t. We chose this particular heuristic because it showed superior performance comparing to other possible strategies.
Once we have selected the genomic walk r by which to extend p a , we must select the extensions to our collinear walks P that will form chains with p a r. This is done by the function Updatecollinear-blocks (Algorithm 2). We extend the walks to match r by considering the vertices of r consecutively, one at a time. To extend to a vertex w, we consider all the different locations of w in the input (each such location is represented by a multiedge x ending at w). For each location, we check if it can be reached by a b-extension from an existing p ∈ P . If yes, then we extend p, so as to lengthen the chain that it forms with p a . If there are multiple collinear walks that reach w, we take the nearest one. If no, then we start a new collinear walk using just x. Fig. 7 shows an example of updating a collinear walk and Fig. 8 shows a full run of the algorithm for a single seed. Our description here only considers extending the initial seed to the right, i.e. using out-going edges in the graph. However, we also run the procedure to extend the initial seed to the left, using the in-coming edges. The case is symmetric and we therefore omit the details.
Other considerations
For simplicity of presentation, we have described the algorithm in terms of the ordinary de Bruijn graph; however, it is crucial for running time and memory usage that the graph is compacted first. Informally, the compacted de Bruijn graph replaces each non-branching path with a single edge. Formally, the vertex set of the compacted graph consist of vertices of the regular de Bruijn graph that have at least two outgoing (or ingoing) edges pointing at (incoming from) different vertices. Such vertices are called junctions. Let = v 1 , . . . , v n be the list of k-mers corresponding to junctions, in the order they appear in the underlying string s. The edge set of the compacted graph consists of multiedges {v 1 → v 2 , v 2 → v 3 , . . . , v n−1 → v n }. We efficiently construct the compacted graph using our previously published algorithm TwoPaCo (Minkin et al., 2017) .
This transformation maintains all the information while greatly reducing the number of edges and vertices in the graph. This makes the data structures smaller and allows the algorithm to "fast-forward" through non-branching paths, instead of considering each (k + 1)-mer one by one. Our previous description of the algorithm remains valid, except that the data structures operate with vertices and edges from the compacted graph instead of the ordinary one. The only necessary change is that when we look for an edge y parallel to x, we must also check that y and x spell the same sequence. This is always true in an ordinary graph but not necessarily in a compacted graph.
An important challenge of mammalian genomes is that they contain high-frequency (k + 1)-mers, which can clog up our data structures. To handle this, we modify the algorithm by skipping over any junctions that correspond to k-mers occurring more than a times; we call a the abundance pruning parameter. Specifically, prior to constructing the edge set of the compacted de Bruijn graph, we remove all high abundance junctions from the vertex set. The edge set is constructed as before, but using this restricted list of junctions as the starting point. This strategy offers a way to handle high-frequency repeats at the expense of limiting our ability to detect homologous blocks that occur more than a times.
The organization of our data in memory is instrumental to achieving high performance. To represent the graph, we use a standard adjacency list representation, annotated with position information and other relevant data. We also maintain a list of the junctions in the paragraph above in the order they appear in the input sequences, thereby supporting next() queries. The walks in the collinear block P are stored as a dynamic sorted set, implemented as a binary search tree. The search key is the genome/position for the end of each walk. This allows performing binary search in line 2 of Algorithm 2.
Another aspect that we have ignored up until now is that DNA is double-stranded and collinear walks can be reverse-complements of each other. If s is a string, then lets be its reverse complement. We handle double strandedness in the natural way by using the comprehensive de Bruijn graph, which is defined as G comp (s, k) = G(s, k) ∪ G(s, k) (Minkin et al., 2017) . Our algorithm and corresponding data structures can be modified to work with the comprehensive graph with a few minor changes which we omit here.
Our implementation is parallelized by exploring multiple seeds simultaneously, i.e. parallelizing the while loop at line 9 of Algorithm 1. This loop is not embarrassingly parallelizable, since two threads can start exploring two seeds belonging to the same ancestral path. In such a case, there will be a collision on the data structure used to store used marks. To account for this situation, we create locks on multiedges so that when a collision is detected, one thread truncates its block accordingly. We utilized the Intel Threading Building Blocks (TBB) library for implementing parallelism.
Discussion
In this paper, we presented a novel whole-genome-alignment pipeline SibeliaZ based on an algorithm for identifying locally collinear blocks. The algorithm analyses the compacted de Bruijn graph and jointly reconstructs the path corresponding to the ancestral copy of each collinear block and identifies the induced collinear walks. We assume that the collinear walks share many vertices with this ancestral path and form so-called chains of bubbles. Each ancestral path and the induced block is found greedily, using a scoring function that measures how close this ancestral path is to all the sequences in the block.
The main strength of our approach is speed -we achieve drastic speedups on a small dataset compared to the state-of-the-art Progressive Cactus aligner (Paten et al., 2011) . On 16 mice genomes, SibeliaZ ran in under 15 hours, while Progressive Cactus is not able to complete for even 8 mice genomes, within seven days. Although Progressive Cactus showed better recall on the simulated data, especially for highly divergent genomes, SibeliaZ was able to recall more position pairs belonging to highly-similar paralogous genes on the real dataset. While Cactus remains the best option for smaller or highly divergent datasets, SibeliaZ is the only tool that can scale to many large, closely-related genomes using reasonable computing resources. We have demonstrated how SibeliaZ-LCB can be incorporated into a whole-genome alignment pipeline, but it can be also used in any application which requires the construction of collinear blocks without the alignment. Such applications mostly stem from studies of genome rearrangements, which can be applied to study breakpoint reuse (Pevzner and Tesler, 2003b) , ancestral genome reconstruction (Kim et al., 2017) and phylogenetic studies (Luo et al., 2012) . Locally collinear blocks are also a required input for scaffolding tools using multiple reference genomes (Kim et al., 2013; Kolmogorov et al., 2014; Chen et al., 2016; Aganezov and Alekseyev, 2016) . For such applications output of SibeliaZ-LCB can be used either directly or after postprocessing by a synteny block generator Proost et al., 2011) .
There are several important research directions. Improving the accuracy to match that of Sibelia and Cactus would be beneficial to downstream analyses. A formal analysis of SibeliaZ-LCB's runtime would also be interesting, but doing it in a useful way is a challenge. The worst-case runtime does not reflect the actual running time; moreover, we observed that the run-time depends on the multi-thread synchronization, which is challenging to model. However, it would be interesting if such a time analysis can be performed parametrized by the crucial properties of the structure of the input. We also did not investigate how close to an optimal solution our greedy heuristic gets. One way to do this would be to find an optimal ancestral path using exhaustive enumeration, but the search space even for a small realistic example is too big. We suspect that a polynomical time optimal solution is not possible, but the computational complexity of our problem is open.
SibeliaZ is the first multiple whole-genome aligner that can run in reasonable time on a dataset such as the 16 mouse genomes analyzed in this paper. With ongoing initiatives like the Vertebrate Genomes Project and the insect5k, tens of thousands species will have a reference genome available. Furthermore, the sequencing and assembly of various sub-species and strains will be the next logical step for many comparative genomics studies. SibeliaZ makes a significant leap towards the analysis of such datasets.
Supplementary Note 2 Parameter details and command lines
We tried to find the optimal parameters for all tools. For Sibelia, which could only run on simulated data, we used the parameter set designed to yield the highest sensitivity (called the "far" set in Sibelia). Progressive Cactus requires a phylogenetic tree in addition to the input genomes. For the simulated datasets, we used the real tree generated by the simulator; for the mice genomes, we used the guide tree from (Lilue et al., 2018) . Multiz+TBA were run with default parameters. We could not compile the version of MultiZ+TBA publicly available for download and used a slightly modified version provided by Robert S. Harris. For TwoPaCo and spoa, we set the parameters following the guidelines provided with the respective software.
SibeliaZ's parameter settings for k is described in the main text. For the abundance pruning parameter, we recommend setting it as high as the compute resources allow. In our case, we used a = 150. For the maximum length of a bubble's branch (b), we observed that SibeliaZ-LCB is robust for different values. We used b = 200 as the default as it led to high accuracy across all tested ranges of k on our simulated data. For the minimum length of a collinear block, we set m = 50 as a default, since this is smaller than 93.1% of the known mice exons (Sakharkar et al., 2005) and, more generally, we do not expect most applications to be interested in blocks shorter than 50nt.
We performed all experiments on a machine running Ubuntu 16.04.3 LTS with 512 GB of RAM and a 64 core CPU Intel Xeon CPU E5-2683 v4. We were limited to using at most 32 threads at any given time. Progressive Cactus was run with 32 threads, since the authors recommended to use as many threads as possible for the best performance. MultiZ+TBA and Sibelia are both singlethreaded. (There were several submissions to Alignathon which used an extensively parallelized MultiZ or TBA; unfortunately, the software packages used for those submissions are not available publicly for download.) TwoPaCo and SibeliaZ-LCB were run with at most 16 threads. We note that spoa is run on each block, and our software includes a wrapper to automate this.
Here are the exact command lines for the tools we ran.
TwoPaCo:
twopaco -k <k_value> -f <bloom_filter_size> -t 16 -o <dbg_graph> <genomes_file>
SibeliaZ-LCB:
SibeliaZ-LCB --fasta <genomes_file> --graph <dbg_graph> -o <output_directory> -k <k_value> -b 200 -m 50 -a 150 -t 4 spoa:
spoa <input_fasta_file> -l 1 -r 1
Sibelia:
Sibelia <genomes_file> -o <output_directory> -s far --lastk 50 -m 50 --nopostprocess
MultiZ:
all_bz <guide_tree> tba <guide_tree> *.*.maf <outputMafFile>
Progressive Cactus:
runProgressiveCactus.sh --maxThreads 32 <seqFile> <workDir> <outputHalFile> source ./environment && hal2mafMP.py <outputHalFile> <outputMafFile>
All running times and memory usage numbers were obtained using the GNU time utility. Figure S4 : Effects of the parameter k on recall and precision, on the simulated bacterial datasets. Each line corresponds to a dataset with the specified root-to-leaf divergence in PAM units. We show curves only for datasests with divergence less or equal to 9 PAM as they corresponds to the target range of SibeliaZ. 
