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A B S T R A C T
Compared with facial emotion recognition on categorical model, the dimensional emo-
tion recognition can describe numerous emotions of the real world more accurately.
Most prior works of dimensional emotion estimation only considered laboratory data
and used video, speech or other multi-modal features. The effect of these methods ap-
plied on static images in the real world is unknown. In this paper, a two-level attention
with two-stage multi-task learning (2Att-2Mt) framework is proposed for facial emotion
estimation on only static images. Firstly, the features of corresponding region(position-
level features) are extracted and enhanced automatically by first-level attention mech-
anism. In the following, we utilize Bi-directional Recurrent Neural Network(Bi-RNN)
with self-attention(second-level attention) to make full use of the relationship features
of different layers(layer-level features) adaptively. Owing to the inherent complexity
of dimensional emotion recognition, we propose a two-stage multi-task learning struc-
ture to exploited categorical representations to ameliorate the dimensional representa-
tions and estimate valence and arousal simultaneously in view of the correlation of the
two targets. The quantitative results conducted on AffectNet dataset show significant
advancement on Concordance Correlation Coefficient(CCC) and Root Mean Square
Error(RMSE), illustrating the superiority of the proposed framework. Besides, exten-
sive comparative experiments have also fully demonstrated the effectiveness of different
components.
c© 2018 Elsevier B. V. All rights reserved.
1. Introduction
Emotion recognition has been a hot topic in the field of com-
puter vision, and attracted much attention in recent years. As
a significant component of Human-Computer Interation(HCI),
an outstanding emotion recognition framework is a crucial role.
The perception of human emotions can advance the degree of
humanization, and the usability of many applications, such as
elderly escort robots, online education, interactive games, etc.
∗Corresponding author
e-mail: jsjxhumin@hfut.edu.cn (Hu Min)
As the one of most powerful and natural signals of express-
ing emotion states [1], facial emotions account for the 55% role
of emotional information [2]. Due to the influence of many
factors, such as different subjects, races, illumination, complex
background and so on, facial emotion analysis is a indubitable
challenging task. Most of the previous researches [3, 4, 5]
were based on data in laboratory-controlled environment which
can avoid many factors mentioned above with the limitation
of the number of datasets and algorithm. Compared to fa-
cial emotion recognition(FER) in laboratory-controlled envi-
ronment, FER in-the-wild is closer to the business application.
Nowadays, several works about FER in-the-wild has gradually
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emerged [6, 7]. On the one hand, with the rapid development
of network, countless images with facial emotion are posted
in the social media every second; on the other hand, the rapid
growth of computing power makes it possible for deep learning
to fit a robust model. However, those non-emotion factors still
can’t be properly solved although recent advances in neural net-
work(NN) have supposed momentous development in this field.
Therefore, it is critical to diminish the impact of non-emotion
factors. Many prior studies used Convolutional Neural Net-
works(CNN) to learn features related to emotion through metric
learning. Meng [8] proposed an identity-sensitive contrastive
loss to learn identity-related information from identity labels to
diminish the burden brought by different subjects. Cai [9] et al.
designed a novel island loss which is defined as the summation
of center loss [10] and distances between different categories
of feature centers. The center loss diminish intra-class distance
while the distances between different categories amplify inter-
class distance. These methods based on metric learning could
improve the discriminative ability but not for continuous mod-
els. To curtail the harmful influence of non-emotion factors,
Sun [11] introduced attention mechanism to second to last fully
connected layer for feature mapping. The author claimed that
the approach extracted features of region of interest (ROI) au-
tomatically. However, only the high-level features were taken
into account but the low-level features and the association of
these two kinds of features were neglected. Therefore, a two-
level attention approach is designed to overcome the problems
mentioned above.
In addition, there are three main models to describe facial
emotion, categorical model, facial action coding system(FACS)
model and dimensional model. Ekman [12] defined six ba-
sic emotions(happiness, anger, sadness, surprise, disgust, fear)
which represent different categories. After that, Ekman pro-
posed FACS model, which utilized specific action units indi-
cate facial movements to describe human affect states. On di-
mensional model, the value represents a continuous emotional
scale which can expresses emotion more accurately, and reflects
the relationship of different emotions compared with categori-
cal model. And the facial emotion with slight changes can also
be reflected by continuous numerical value effectively. Every-
thing has two sides. The categorial model is easier to train while
continuous model is more challenging. To leverage the advan-
tage of categorical representations, we append it to continuous
representations to estimate valence and arousal.
Previous works mainly focused on category model, extracted
features included traditional method and deep learning were ap-
plied to the appropriate classifier or ensemble method to achieve
results [3, 13, 14]. Recently, there have been some researches
on continuous model, but most of them based on physiological
signals, video, speech or multi-modal features [15, 16, 17]. In
aforementioned work, Long Short Time Memory(LSTM) net-
work or Support Vector Regression(SVR) is exploited to predict
the value with the usage of temporal information. However,
physiological signals, video and multi-modal information are
arduous to be collected, while the static image is at your fin-
gertips. In this context, we focus on emotion Valence-Arousal
model built by Russel [18] for imaged-based emotion estima-
tion. All basic emotions Ekman designed can be mapped into
the Valence-Arousal model. Where valence defines the emo-
tion intensity of positive or negative, arousal represents how
exciting or calming the emotion is. The prediction of both is
essentially a regression problem. As far as the research we
have discovered, Mollahosseini [19] replaced the last fully con-
nection(FC) layer with linear regression and trained arousal
and valence task respectively. Nonetheless, it overlooked the
correlation between the two tasks and expanded the time of
train notably. Multi-task learning can utilize the relationship of
tasks adequately to improve the learning of other task through
the shared features of different tasks. For the inherent rela-
tion of two tasks(valence and arousal) and different represen-
tations mentioned above(categorical and dimensional), a two-
stage multi-task learning structure is proposed in the following
research.
In this paper, we propose a two-level attention with two-
stage multi-task learning(2Att-2Mt) framework to estimate va-
lence and arousal simultaneously. At first, the residual atten-
tion mechanism proposed by Wang [20] is adopted to extract
the features of different layers as the first-level attention, which
introduce attention mechanism to different level layers. Then,
the convolution layer with 1*1 filter and global average pool-
ing layer (GAP) are utilized to transform features extracted
by 1st-level attention. In the following, we propose to use
Bidirectional-Recurrent Neural Network (Bi-RNN) with self-
attention to capitalize the information of different layers with
diverse receptive fields. In other word, 2nd-level attention dis-
tilled the information of relationship of global and local fea-
tures automatically. In addition, we implement multi-task learn-
ing on our framework. On the one hand, we utilize multi-task
learning to learn valence-arousal and category representations
to leverage the benefits of the two; on the other hand, consider-
ing the high correlation of valence and arousal, we estimate va-
lence and arousal simultaneously through multi-task learning.
To show the benefit of our proposed network, we have con-
ducted extensive experiments on a open dataset (AffectNet [19]
and achieved a remarkable result.
The structure of this paper is as follow. In the next section,
we cover the related work of this paper. Section 3 describe the
network we designed in detail. Then, the experimental results
and exhaustive analysis are presented in Section 4. Finally, we
will conclude the paper in Section 4.4.
2. Related work
In this section, we will briefly introduce the related work for
facial emotion recognition, attention mechanism and multi-task
learning.
2.1. Facial emotion recognition
Extracting features that characterize facial emotion state is
the most significant procedure of facial emotion recognition,
whether under categorical model or continuous model. Tra-
ditional methods capture facial information (geometry, ap-
pearance and texture information) as features, i.e. Local Bi-
nary Patterns (LBP) [3], Histogram of Oriented Gradients
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(HOG) [21] and facial landmarks [22]. These hand-crafted fea-
tures have been implemented on facial emotion recognition un-
der laboratory-controlled environment successfully. However,
performance of these hand-crafted features degenerates on in-
the-wild dataset with large variations in background, subject,
pose, illumination, etc. The above feature extraction meth-
ods cannot deal with such non-emotion factors well, and the
generalization ability under the environment is relatively im-
paired. In contrast, with the growth of computing power, fea-
tures which are more suitable for the real world can be learned
by CNN-based deep learning approaches [23]. In virtue of the
data-driven technology, the challenges brought about by non-
emotion factors in the real world can be solved to a certain
extent. Liu [24] proposed (N+M)-tuple loss to calculate the
distance between positive and negative samples to diminish the
burden brought by different subjects. Li [25] designed Deep
Locality Preserving loss to preserve the compactness of intra-
class samples and improve the emotion-related representation
capability. Yao [26] uniquely designed residual structure with
concatenated rectified linear unit (CReLU) and an inception-
residual block for emotion recognition. Those enhance the dis-
criminative ability of learned features. In addition, some re-
searchers [27, 28] assembled multiple networks to improve the
result of facial emotion recognition.
At present, most of the aforementioned approaches focused
on the discrete model. Facial emotion estimation on con-
tinuous model still is a troublesome task. There have been
some competitions based on continuous models, i.e. Au-
dio/Visual Emotion Challenges(AVEC), One-Minute Gradual-
Emotion Behavior Challenge (OMG-Emotion), Affect-in-the-
wild Challenge(Aff-wild). In AVEC2017, the winner [17] com-
bined the features of text, acoustic and video and utilized LSTM
to extract time information for the final prediction. Peng [29] et
al. joint trained audio and video model incorporated Bi-LSTM
and temporal pooling together, and got the first prize in OMG-
Emotion. Kollias [30] put the final convolution layer, pooling
layer, and fully connected layer into the gated recurrent unit and
fused the final results. Chang [31] proposed an integrated net-
work to extract face attribute action unit(AU) information and
estimate Valence-Arousal values simultaneously and achieved
the first place in Aff-wild.
For image-based facial emotion recognition, in addition to
the method proposed by Mollahosseini [19] which we men-
tioned in Section 1. Zhou [32] also conducted the experiments
on the FER-2013 dataset. The original dataset is marked as
seven categories, and the author labelled these images as di-
mensional values by crowd-sourcing. Zhou replaced the last
layer of VGG16 and ResNet with GAP layer and adopted bi-
linear pooling to predict the value of valence and arousal, and
he achieved positive results. In this paper, we also focus on
image-based facial emotion recognition.
2.2. Attention mechanism
The process of human perception proves the importance of
the attention mechanism [33]. Broadly, attention can be seen
as a mechanism for allocating available processing resources
to the most signal-fertile components [34]. Presently, atten-
tion mechanism is extensively used in various fields, machine
translation, visual question answering, image caption. In Pre-
vious researches, most of the attention mechanisms were im-
plemented on sequence processing. Hu [34] designed Squeeze-
and-Excitation Network to learn the weight of feature map in
line with loss, which makes the quality features can be im-
proved, futile features can be diluted. It can be seen as engaging
attention mechanisms to feature maps on channel dimension.
Qin [35] employed attention mechanism to generate saliency
maps, which have a strong positive correlation with facial emo-
tion. The maps can be seen as learned features. Wang [20] pro-
posed an attention model for image classification which uses
an hourglass model to construct trunk and mask branch, where
mask branch is a Bottom-up Top-down structure. The mask
branch is able to generate soft attention weight which corre-
sponds to each pixel of the original input. In this paper, we ex-
ploit the residual attention block proposed by Wang to extract
the features as the first-level attention.
2.3. Multi-task learning
Multi-task learning is widely used in computer vision and
natural language processing [36, 37]. All of the papers men-
tioned above showed that multi-task learning can train a unified
system to carry out multiple tasks simultaneously (The premise
is that there is a certain correlation between tasks). In [16],
the author proposed a multi-task model to adapt Deep Belief
Network(DBN), in which the classification of emotion was re-
garded as the main task, and the prediction of valence and
arousal(V-A) was regarded as the secondary task. The results
showed that multi-task learning utilized the additional informa-
tion between different tasks and advanced the result of emotion
estimation. In [31], the author constructed a end-end network
structure and trained facial attribute recognition, AU recogni-
tion and V-A estimation synchronously. Similarly, Pons [38]
et al. proposed a novel selective joint multi-task(SJMT) ap-
proach to exploit categorical and AU representation, which ad-
dress multi-domain problem in multi-task learning. In this pa-
per, we exploit a multi-task learning structure to extract the
shared features representation between tasks in view of the cor-
relation of the valence and arousal. In Kervadec’s [39] method,
the values of valence and arousal are used to assist in predict-
ing discrete emotions. Inspired by Kervadec, we learned the
categorial representations to compensate for inaccuracy of con-
tinuous representations and predicted the values of valence and
arousal simultaneously through our proposed two-stage multi-
task learning structure.
3. Proposed framework
We propose a novel framework for facial emotion recog-
nition, mainly including two-level attention mechanism and
two-stage multi-task learning. Two-level attention mechanism
can extract emotion-related features and diminish the influ-
ence brought by non-emotion-related information automati-
cally. Two-stage multi-task learning advance the accuracy of
dimensional representations with heterogeneously representa-
tions first, and then predict the value of valence and arousal
simultaneously with second-stage multi-task learning. In this
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section, we will introduce the overall framework, two-level at-
tention mechanism, two-stage multi-task learning structure and
regression approach.
Figure 1 shows the overall framework for facial emotion esti-
mation in this paper. The proposed framework mainly consists
of four parts. First, as the 1st-level attention, the position-level
features of different receptive fields with attention are extracted
by residual attention block [20]. And then distill the informa-
tion of relationship between different receptive field features by
Bi-RNN with self-attention mechanism as the 2nd-level atten-
tion.The two-level attention mechanism not only adaptively ex-
tracts high-quality position-level features, but also fuses the in-
formation of different layer-level features. In the following, we
construct an auxiliary structure with multi-task learning to cap-
ture categorial representations to complement dimensional rep-
resentations we learned and estimate our targets together. The
two-stage multi-task learning structure takes advantage of the
strengths of the dimensional model and categorical model re-
spectively and take into account the highly correlated informa-
tion between valence and arousal. Finally, a robust regression
approach is utilized to predict the values of valence and arousal.
3.1. First-level attention
One of the most challenging difficulties in facial emotion
recognition in the real world is to weaken the influence of non-
emotion factors and learn more discriminative emotion-related
features. Most prior studies [24, 25] have focused on reducing
intra-class distance to reach the target, which could not be used
for continuous models. In consequence, we utilize the residual
attention block based on spatial attention to extract features for
different positions automatically. It can be seen as the first-level
attention features (position-level features) of this paper.
The residual attention block adopts a bottom-up top-down
structure to expand feed-forward and feedback attention pro-
cess into a single feed-forward process, which makes it accessi-
ble to embed it into any end-to-end framework. As shown in the
Figure 2, the block has two branches: trunk branch and mask
branch. The trunk branch has the same structure as the normal
CNN and extracts the features by convolutional layers. The
key component of the block is mask branch, which can gener-
ate soft weight attention. The mask branch utilizes several max
pooling layers to expand the receptive field and obtains global
information of the block. In the following, the same number
of up-sample layers are manipulated to amplify feature map to
the same size of input through the symmetric top-down struc-
ture (bilinear interpolation is adopted in up-sample layer). Fi-
nally, the sigmoid function is employed to regulate the output
value to a range from 0 to 1, which is used as a control gate for
trunk branch features. At this point, the scale of output of mask
branch is the same as that of trunk branch and both can be calcu-
lated directly. The common attention model is calculated by dot
product, but in the deepening network, the features will decay
incredibly since the soft attention weight less than 1. Further,
the potential error of soft attention weight may undermine the
favorable features that trunk branch has learned. Therefore, the
block constructs an approximate identical mapping structure to
settle the above problems. The output of the entire block is as
follow:
Hi,c(x) = (1 + Mi,c(x)) ∗ Ti,c(x). (1)
Where i denotes the ith pixel while c represents the cth channel
of the feature maps. When Mi,c(x) is close to zero, Hi,c(x) is
basically approximate to that of Fi,c(x). M(x) is capable to en-
hance the high quality features and weaken the non-significant
features. In the forward process, it works as the feature selector
with attention, and can easily update the gradient in the back-
ward propagation. The gradient derivative formula is as follow:
∂H(x; θ, φ)
∂φ
= (1 + M(x; θ))
∂T (x; φ)
∂φ
. (2)
Where φ is the parameter of trunk branch and θ is the param-
eter of mask branch. The presence of mask branch enhances
the robustness of the network and prevents wrong gradients
from noisy label to update the trunk branch parameters. Be-
sides, the ”1” in Equation.1 enables trunk features to bypass
soft mask branch and reach the output of block directly, which
weakens the ability of feature selector of mask branch. Conse-
quently, we can retain high quality features and suppress even
discard some poor features appropriately through the block. In
other word, we can learn the position-level of features for every
block, which helps to learn the emotion-related features.
3.2. Second-level attention
To simulate the way human observe real objects, we could
not look at the whole image simply. Firstly, most grasp the tar-
get from a global perspective, and observe it in global to local
order with prior impression. In other words, people generally
look at the outline and then perceive the details. Finally, people
combine global and local information to comprehend and judge
the target. Abstractly, the way people look at images can also
be seen as a sequence model, not only the order from global
to local, but also combine global with local information which
corresponding to different level features. The residual attention
block mentioned in the previous part only extracted features for
a certain size of receptive fields. Considered the above cogni-
tion, we judiciously adopted Bi-RNN to imitate this process.
We exploited the self-attention mechanism to learn the features
extracted from different receptive fields adequately. Merged
with Bi-RNN, we assimilated the information both in a order
from global to local and local to global. Therefore, Bi-RNN
combined with self-attention model was utilized to extract fea-
tures of different levels.
For the sequence to sequence problem, the input of Bi-RNN
is vectors of multiple time. While the input in this paper is fea-
ture vectors of different levels (different receptive fields). In
generally, most prior researches used the fully connected layer
as the input vectors. Considered the huge amount of parameters
in FC, we designed a simple structure as illustrated in Figure 1.
A convolution layer with 1*1 filter was used to reduce or elevate
dimensions to a fixed number for different layers. Followed by
a GAP layer, the dimensions of output at each level were consis-
tent. The input vectors can be represented as X = (x1, x2, ..., xl).
We concatenate the hidden states (forward and backward pro-
cess) of Bi-RNN to vectors H = (h1, h2, ..., hl). And the output
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Fig. 1. An overview of our proposed framework. The framework is mainly contains three parts (first-level attention, second-level attention and two-stage
multi-task learning).
Fig. 2. The composition of attention block. The two branches were split
from input and merged together finally.
of Bi-RNN can be represented as Y = (y1, y2..., yl). Therefore,
the output with self-attention can be calculated:
Yatt =
l∑
i=1
yi
exp(score(hi, yi))∑l
i=1 exp(score(hi, yi))
. (3)
We implement dot production as the score function here. This
allows the correlation of hierarchical features(low, mid, high-
level) to be distilled through the self attention model. The
output vectors are utilized as the input of two-stage multi-task
learning in the next part.
3.3. Two-stage multi-task learning structure
Multi-task learning utilizes the correlation between multi-
tasks and learns the shared feature representations of them. It
raises the generalization ability of the model and shorten the
training time tremendously. In this paper, we propose a two-
stage multi-task learning structure to take advantage of the re-
lationship between different models (categorical and dimen-
sional) representations and different predicting targets(valence
and arousal). Inspired by Kervadec [39], we employ multi-task
learning to learn categorical and dimensional representations,
since there is a certain correlation between the two. Hence, the
first-stage multi-task learning ensures that model learns diverse
characteristics which can complement each other. The ”AVk”
approach Kervadec [39] proposed to predict discrete emotions
uses only two values(valence and arousal) and did not update
the parameters of continuous model. Relatively, we use a whole
layer of neurons of the respective model as features rather than
two values and optimized their weights simultaneously, which
make greater use of the relationship between different models
representations. Then, the second-stage multi-tasking learning
is adopted to estimate valence and arousal simultaneously due
to the high correlation between them. For multi-task learn-
ing, choosing which parts of framework as the shared layers
will lead to different effects. Excessive shared layers cannot re-
flect the distinction between tasks, but few shared layers cannot
learn the commonality of tasks. While appropriate shared lay-
ers maximize the use of the correlation of tasks and make them
have certain independence.
In our proposed framework, 1st-stage multi-task learning is
adopted after the feature extraction of the 2nd-level attention,
and concatenate the two kinds of features. The concatenate fea-
tures fuse dimensional and discrete features In the following,
2nd-stage multi-task learning is applied to predict the targets.
In Section 4, the experiments with multi-task learning using
different strategies are also carried out to demonstrate the effec-
tiveness of our approach. The training goal of our framework is
to minimize:
Ltotal = αLcl f + (1 − α)(βLarousal + (1 − β)Lvalence). (4)
Where Lcl f denotes the loss of categorical representations, α
and β are hyper parameters for balancing two tasks in two-stage
multi-task learning. In our framework, they are set to 0.5 and
0.3, respectively. The hyper parameters are determined by ran-
dom search method.
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Fig. 3. The curve of Tukey’s biweight function.
3.4. Regression method
In generally, mean square error(MSE) is used as the loss
function in the training phase for regression model. The cal-
culate formula of MSE is as follow:
L =
n∑
i=1
(yi − yˆi)2. (5)
Where yi represents the ground label and yˆi represents the pre-
dicted label. Although MSE gives more punishment to sam-
ples with large error, it is sensitive to the outliers. The dataset
(described in Section 4.1 was constructed by crowdsourcing
method. Owing to the subjective consciousness of annotators,
the dataset may contains some inconsistent or imprecise labels.
Meanwhile, there are also some dirty data that could not be
properly preprocessed. In this paper, we adopt Tukey’s bi-
weight function [40] as the loss function of our framework to
overcome the problem. And the specific formula is as follow:
Ltukey =

c2
6 ∗
[
1 − (1 − yi−yˆic
2
)3
]
i f |yi − yˆi| ≤ c
c2
6 otherwise
(6)
Where c is a hyper parameter. It is set to 4.685 empirically.
Unlike MSE, Tukey’s biweight function is a non-convex func-
tion. The magnitude gradient of the noisy label sample can be
reduced close to zero during back-propagation and the problem
of human-labeled can be deal with effectively. The curve of
Tukey’s biweight function is as shown in Figure 3.
4. Experiments
We assess the effectiveness of our proposed method for facial
emotion recognition on a widely used dataset(AffectNet). The
following shows the experimental results and detailed analysis.
4.1. Dataset and Performance Measures
AffectNet: Currently, AffectNet is one of the largest dataset
for facial emotion on the discrete and continuous models. The
data was crawled under three search engines (Google, Bing and
Fig. 4. Partial samples and their labels of AffectNet.
Yahoo) with 1250 emotion-related tags. The collected images is
widely distributed in most range of ages. In the dataset, nearly
10% of the faces have glasses, 50% of the face have makeup on
the eyes and lips and the postures of the face are also various.
Therefore, the distribution of the AffectNet is extraordinarily
similar to the real world. About 300,000 face images are cor-
rectly labeled as continuous values by crowdsourcing. The val-
ues of valence and arousal are in the range of [-1,1]. Since the
author has not published the test set yet, we use the validation
set published by the author to validate the approach proposed
in the paper. Figure 4 shows some samples and their labels of
AffectNet dataset.
In order to measure the similarities and variations of ground-
truths and predictions on dimensional models, there are several
metrics, including Root Mean Square Error(RMSE), Concor-
dance Correlation Coefficient(CCC), et al. In this work, we cal-
culate the two metrics to evaluate our proposed framework. In
the following, we briefly introduce the definitions of these met-
rics.
RMSE can heavily weigh the outliers, but does not take into
account the correlation between the data, which is defined as
follow:
RMSE =
√
1
n
n∑
i=1
(yi − yˆi)2. (7)
CCC measures the disparity of the data while taking into ac-
count the covariance of the data. Consequently, CCC is broadly
used in various competitions (AVEC, OMG, Aff-Wild), the def-
inition of CCC is as follow:
CCC =
2syyˆ
s2y + s
2
yˆ + (y¯ − ¯ˆy)
. (8)
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Where sy and syˆ are the variances of the ground labels and pre-
dicted labels respectively, syyˆ represents the covariance of the
two. y¯ and ¯ˆy are the corresponding mean values.
4.2. Implements
In the aspect of image preprocessing, we adopted the current
state-of-the-art method, i.e. Multi-task Convolutional Networks
(MTCNN) [41], to detect facial landmarks and align the faces
base these points. The images were cropped and scaled to a size
of 56 * 56. After gray scaled the images, we flipped them on
the horizontal direction and random cropped to 48*48 as data
augmentation. During the test, we did the same processing on
the test set, averaging the predicted values of the two flipped
images. We exploited Tensorflow to implement our proposed
framework and trained it from scratch. For convolution lay-
ers and fully connection layers, we initialized with He [42] and
Xavier [43] method, respectively. In order to optimize the pa-
rameters in the network, we chose RMSPROP as the optimiza-
tion algorithm with a batch size 256. The initial learning rate
was set to 1e-3, when the loss did not drop, the learning rate
was divided by 10. We spent nearly 5 hours to train the entire
model for 10 epochs with Titan-X GPU support.
4.3. Results
4.3.1. Baseline
We explore the advancement of different components pro-
posed in our framework for improved facial emotion recogni-
tion. In order to compare our proposed framework and verify
the effectiveness of each components, we employ two different
neural network models: 2Att-CNN and MultitaskCNN, which
both based on the AlexNet[47]. ”2Att-CNN” denotes a single-
task model which contains two-level attention mechanism while
”MulitaskCNN” means that both valence and arousal tasks are
performed simultaneously without any other changes. Mean-
while, in the training time, the parameters used in two baselines
are consistent with above. This is to ensure that the improve-
ment or diminishment does not stem from hyper-parameters.
4.3.2. Two-level attention mechanism learning
In this section, we conduct extensive experiments on a open
dataset to validate the effectiveness of two-level attention ap-
proach compare to baseline. In the phase of face detection and
alignment, partial samples cannot be located due to large oc-
clusions or deflection angle. Owing to the large amount of data
in the AffectNet, the failed samples both participate in training
and testing. For the fairness, the results on AffectNet are de-
rived from the mean of five experiments with same parameters.
Table 1 shows the experiment results of employing differ-
ent levels of attention mechanisms. ”1st-level” denotes adopt-
ing first-level attention mechanism to ”MulitaskCNN”, and
”2nd-level” represents adopting two-level attention mechanism
to ”MulitaskCNN”. Compared with the results of ”Muli-
taskCNN”, the performance of adding 1st-level attention mech-
anism has improved slightly both on CCC and RMSE. The
experimental result on two-level attention mechanism is better
than that of ”MulitaskCNN” and ”1st-level” model. From the
comparison of Table 1, we can see that the soft weight attention
of mask branch in ”1st-level” model boosted the quality of the
extracted features. The improvement of ”2nd-level” based on
”1st-level” model also enhance the effect, which demonstrate
the effectiveness of ”2nd-level” model.
We also explore the impact of the number of attention block
in first-level attention on the experimental result. All experi-
ments report in Table 2 use two-level attention mechanism. The
only difference is the number of blocks in the first-level atten-
tion. It is clear that the model with two attention blocks yielded
the best result. The performance does not increase as the num-
ber of attention blocks increase. The use of a one-block only
weights the first-level attention features but weakens the role of
2nd-level attention mechanism. For the 3-block model, due to
the small size of data in the experiment, the effect of 1st-level
attention on the small feature map of high-level is not obvi-
ous. And the increase in the number of blocks also deepens
the depth of network, resulting in poor learning of low-level
features. Thus, we adopt the 2-block model to conduct other
experiments.
4.3.3. Two-stage multi-task structure
In this section, we conduct experiments to investigate the ef-
fectiveness of different multi-task learning structures on Affect-
Net. Table 3 shows the detailed results for different structure.
”2Att-Mt” denotes only utilizing the second-stage multi-task
learning, i.e. common multi-task learning which only leverage
dimensional representations to predict the value of valence and
arousal. ”2Att-2Mt” denotes our proposed multi-task learning
structure (use multi-task learning to learn categorical and di-
mensional representations, and then predict the targets). We
can easily draw conclusion that the CCC and RMSE perfor-
mance without multi-task learning was significantly worse than
multi-task learning structure. The main reason is that ”Basic-
CNN” does not take advantage of the correlation of different
tasks. When applying a common multi-task learning structure,
the performance had been improved. Compare with ”2Att-Mt”,
”2Att-2Mt” outperformed it with a large margin both on CCC
and RMSE, since dimensional model have always had short-
comings that are not precise enough. From the advancement of
performance in Table 3, we can conclude that categorical rep-
resentations compensate for defects in dimensional representa-
tions and enhance the diversity of features through multi-task
learning. These are beneficial to the prediction of targets for
facial emotion recognition.
In addition, we examine the set of various numbers of hid-
den units of categorical and dimensional representations. The
number of hidden units and the specific results are shown in Ta-
ble 4. It can be seen that the best results have been obtained
when dimensional layer consisted of 256 neurons, categorical
layer consisted of 128 neurons. This experiment also illustrate
from the side that categorical representations play a role in pre-
dicting the value of valence and arousal, but not the main role.
4.3.4. Regression learning
Since there are some samples that failed in face detection,
we cannot do manual processing for every failure images. We
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Table 1. The performance of different level attention mechanisms on AffectNet dataset.
Method CCC RMSEValence Arousal Mean value Valence Arousal Mean value
MultitaskCNN 0.589 0.423 0.506 0.373 0.408 0.391
1st-level 0.605 0.437 0.518 0.367 0.402 0.385
2nd-level 0.618 0.460 0.539 0.360 0.393 0.377
Table 2. The performance using different residual attention blocks on AffectNet dataset.
Method CCC RMSEValence Arousal Mean value Valence Arousal Mean value
1-Block 0.677 0.511 0.594 0.365 0.382 0.373
2-Block 0.714 0.556 0.635 0.353 0.364 0.359
3-Block 0.696 0.532 0.614 0.356 0.371 0.364
adopt Tukey’s biweight function to suppress the influence of
these samples. Table 5 reports the CCC of regression of our
proposed framework with different loss function on AffectNet.
As shown in Table 5, our proposal with Tukey’s biweight loss
outperform the proposal with MSE loss. The performance val-
idate the effectiveness and robustness of Tukey’s biweight loss
function on such dataset.
4.3.5. Framework performance
In the last section, we verify our proposed framework on the
validation set of AffectNet. For fair comparison, we use the
same training set and validation set as in [20]. Table 3 shows
the result of different methods. It can be seen that CCC of
arousal on our model (both ”2Att-Mt” and ”2Att-2Mt”) is im-
proved enormously than others. The performance of valence
have not been greatly improved like arousal. Since we found
that the loss of valence decreased expeditiously in the beginning
of training and quickly converged, while the loss of arousal de-
clined slightly. The results of both SVR and CNN also demon-
strated that the features of valence are effortlessly to learned,
but the features of arousal are arduously to learn. The results
also prove that our proposed framework can effectively extract
attention-grabbing features, utilize the correlation of categorial
and dimension model and the correlation of two targets. In ad-
dition, the input size of our framework is 48*48, which is one
twenty-eighth of that in [19], which also evaluate that our ap-
proach is capable to achieve acceptable results with lower reso-
lution images. In order to verify the generalization ability of our
proposed framework, we employ our trained model to classify
the AffectNet to seven categories directly, without any change.
Table 6 shows the result for facial expression classification.
We can observe that the difference between ours and ”down-
sampling” in [44] is relatively small, even higher than the result
of ”up-sampling”. According to the result in the fourth column,
it cleverly handles data imbalance. Although there is a serious
imbalance in the data, and the model we designed is mainly for
the estimation of continuous dimensions, we still got a good
result on the categorical model.
4.4. Conclusion
In this paper, we constructed a two-level attention with two-
stage multi-task learning framework for facial emotion esti-
mation. In order to enhance the ability of neural network to
extract features, we employed residual attention block to ex-
tract position-level features automatically. And Bi-RNN with
self-attention was proposed to seize the relationship between
layer-level features adaptively. And then, we designed a two-
stage multi-task learning structure to predict the targets of va-
lence and arousal simultaneously. On the one hand, the struc-
ture utilize the categorical representations to compensate for
the continuous representations and improve the predicted result.
On the other hand, it also leverage the correlation of valence
and arousal through multi-task learning. Finally, we adopted
Tukey’s biweight loss function to suppress the influence of in-
correct samples. The performance of our proposed framework
on the AffectNet outperformed other methods with a large mar-
gin, which proved the superiority of our proposed framework.
In addition, we conducted extensively comparative experiments
to demonstrate the effectiveness of each components. We also
carried out an experiment on facial expression classification.
The result indicated the generalizability of our methods.
However, we only employed AffectNet as the training set,
and currently does not apply the datasets that only contain cat-
egory labels in our work. In the future, we plan to implement
multi-domain strategy to our framework, so that our framework
can train with more datasets.
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