sample, practically no sample preparation, remote sensing capability, and speed of analysis. The technique has a remarkably wide applicability in many fields, and the number of applications is still growing. From an analytical point of view, the quantitative aspects of LIBS may be considered its Achilles' heel, first due to the complex nature of the laser-sample interaction processes, which de-pend upon both the laser characteristics and the sample material properties, and second due to the plasma-particle interaction processes, which are space and time dependent. Together, these may cause undesirable matrix effects. Ways of alleviating these problems rely upon the description of the plasma excitation-ionization processes through the use of classical equilibrium relations and therefore on the assumption that the laser-induced plasma is in local thermodynamic equilibrium (LTE) . Even in this case, the transient nature of the plasma and its spatial inhomogeneity need to be considered and overcome in order to justify the theoretical assumptions made. This first article focuses on the basic diagnostics aspects and presents a review of the past and recent LIBS literature pertinent to this topic. Previous research on non-laser-based plasma literature, and the resulting knowledge, is also emphasized. The aim is, on one hand, to make the readers aware of such knowledge and on the other hand to trigger the interest of the LIBS community, as well as the larger analytical plasma community, in attempting some diagnostic approaches that have not yet been fully exploited in LIBS.
INTRODUCTION
The LIBS Community. As stated above, a community centered around laser-induced breakdown spectroscopy (LIBS) has clearly emerged during the last decade. Indeed, LIBS has gained enormous popularity and established itself as an analytical spectroscopic tool in several fields of applications. All this is testified to by the number of conferences (see Table I ) and resulting special issues in international journals, books, book chapters, and reviews. Four books, [1] [2] [3] [4] three of them having appeared in the last four years, are specifically devoted to LIBS and its fundamental principles, instrumentation, and applications. Several other books are highly relevant to LIBS because they are devoted to the spectroscopy of radiation sources in general and exhaustively treat the theoretical foundations of spectroscopy, related instrumentation, and measurements. Among these, we cite here the classic books on plasma spectroscopy by Griem, 5-7 the books of Fujimoto, 8 Kunze, 9 and Thorne, 10 and several books focusing on plasma diagnostics, e.g., Huddlestone and Leonard, 11 Lochte-Holtgreven, 12 and Bekefi. 13 Other useful books deal with specific emission sources such as direct current (DC) arcs (Boumans 14 ), flames (Alkemade et al. 15 ), and inductively-coupled plasmas (ICP) (Montaser and Golightly 16 ). The last two books cited in this personal selection focus specifically on laser microanalysis (Moenke-Blankenburg 17 ) and laser interaction with materials (Miller and Haglund 18 ).
The LIBS community is composed of people with different backgrounds and areas of scientific expertise. Among them, there are those who are interested in the basic understanding of the technique (e.g., kinetic modelers, plasma physicists, plasma spectroscopists, fluid dynamicists), those who are interested in exploiting the unique characteristics of LIBS, namely its remote sensing capability applied to challenging important technological and analytical problems (e.g., explosives, nuclear waste management, space exploration), and those interested in the fields of geochemistry, industrial applications, cultural heritage, and forensic science. Much interest is devoted to developing new instrumental and analytical approaches aimed at increasing the sensitivity of LIBS and alleviating the problem of matrix effects, as well as to testing well-established and novel chemometric approaches. Another LIBS Review? A very large number of reviews and chapters dealing with the physical characterization of plasmas and with the diagnostic approaches to the evaluation of plasma parameters such as temperature and number density of species exist in the literature. Again, a personal selection was made, which covers a time span of 45 years. As in the case of the previous list of books, the references selected here cover both non-laser-based plasmas and plasmas induced by pulsed lasers, laser interaction with materials, and plasma formation. The references are listed in chronological order.
The list includes specific chapters dealing with non-laser-based plas-mas, [19] [20] [21] [22] 28, 29, 41 chapters on laser-material interaction, 24, 26, 31, 36, 38, 42 reviews on various aspects of non-laser-based plasmas, 30, [32] [33] [34] [35] 40, 43, 45, 51, 56 and finally reviews on laser plasmas and laser-material interaction. 23, 25, 27, 37, 39, 44, [46] [47] [48] [49] [50] [52] [53] [54] [55] We mention here specifically the recent review of Aragón and Aguilera, 52 which is highly relevant to the present article.
The field is still growing, however, at a rate that will make another overview of the technique, with its clearly recognized advantages, but also with its existing problems and limitations, useful, if not totally warranted. An integrated approach to the analytical and diagnostic aspects of LIBS would require a comprehensive discussion of the modeling efforts related to laser-material interaction, plasma evolution, and spectroscopic plasma characterization, to the interaction between the analyte and the plasma, and finally to the quantitative aspects of the technique (see Fig. 1 ).
In order to simplify the task, our review is divided into two parts. In the first part (this article), the discussion is focused on the basic knowledge accumulated up to date on the theoretical aspects of the technique, i.e., on the diagnostic characterization of the complex scenario of physico-chemical processes leading to the formation of an analytical emission signal, in particular on the assumptions made and the spectroscopic tools used for such characterization. Therefore, topics such as ablation efficiencies, local thermodynamic equilibrium (LTE), measurements FIG. 1. An integrated approach to plasma spectroscopy, showing the major research topics addressed in the effort to characterize the plasma itself, the laser-sample interaction, the plasma-analyte interaction, and the quantitative aspects of LIBS. The present article focuses on plasma diagnostics and plasma-analyte interactions.
of temperature and electron number density, and especially the local plasma perturbation effects resulting from the various interactions between the material ablated and the plasma environment will be discussed in the first part. The aim is also to offer the reader some basic work and approaches that have been published on other types of plasmas (not laser induced) and that have not yet been attempted in LIBS. The emphasis will be given to what may be considered stillunsolved problems, both from the diagnostics as well as analytical point of view. Areas where improvement is needed are identified, together with a discussion of how to make such improvement possible. Novel (from the LIBS point of view) approaches are outlined and their relevance to the advancement of our basic LIBS knowledge is evaluated.
The second part 57 will have a more applied flavor and discuss more specifically instrumental and analytical approaches (e.g., double-and multi-pulse LIBS to improve the sensitivity), calibration-free approaches, hyphenated approaches (such as LIBS-Raman, LIBS-LIBS, LIBS-LIF) signal processing and optimization (e.g., signal-to-noise analysis), and applications. An attempt will be made to provide an updated view of the role played by LIBS in the various fields, with emphasis on applications considered to be unique. We will finally try to assess where LIBS is going, where in our opinion it should go, and what should still be done before attributing to the technique the role of a superstar in the field of chemical analysis. 48 
CHARACTERIZATION OF THE LASER PARAMETERS AND THE ABLATION PROCESS
Description of Laser Light. The considerations of this section refer to the use of different terms describing the properties of the (laser) light. Due to the rather large amount of literature on laser ablation and on LIBS, only a few examples of use of different terminology will be given here. Some guidelines related to the terms and notations to be used in LIBS in general and in particular in the description of laser parameters have been published. 58 The terms used most frequently in the literature are intensity, irradiance, fluence, radiant exposure, power (energy) density, volumetric energy density, and (occasionally) photon flux. Some of the above terms are used interchangeably (e.g., radiant exposure and fluence, or intensity, power density, and irradiance). The units of intensity, irradiance, and power density are power per unit area (W cm -2 ), while those of fluence and radiant exposure are energy per unit area (J cm -2 ). Finally, the units for the volumetric energy density are energy per unit volume (J cm -3 ) and those of the photon flux are photons per unit area per unit time (cm -2 s -1 ).
In terms of the symbols used, I, E, and P are commonly used for intensity, energy, and power, respectively. According to the IUPAC nomenclature and in radiometry, the symbol E stands for irradiance and Q for radiant energy (see, for example, the book by Alkemade et al., 15 Appendix A.5, p. 943): on the other hand, the use of I is much more common, and E can be confused with energy. The same applies for the expressions describing the emission signal for a given spectral transition (see Table  IV ). Fluence has been referred to as radiant exposure and given the symbol U 0 or u p (see, for example, Refs. 31 and 46) .
The use of terms such as power density or fluence instead of irradiance should be avoided. In any case, the units should always accompany the parameter used: in fact, although it may be named differently in different papers, the correct parameter can always be identified from the units with which it is associated. More importantly, since in most cases pulsed lasers are used, the duration of the pulse dictates the relation between the energy and the power in the beam. Fluence is indeed the time-integrated intensity or time-integrated irradiance. The pulse duration and shape are therefore essential in the description of the interaction. Table II collects several expressions related to the above terminology. (Equations given in this paper are referenced by the number of the table in which they appear, i.e., T2.#.) According to the classical definition of the properties of light (see, for example, Menzel, 59 pp. 52-61), the relation between power (P), intensity (I), and energy (E) is given by Eqs. T2.1-T2.4, which are valid for any pulse shape. In these expressions, r, k, /, and t are the space vector, the wavelength, the polarization angle, and the time, respectively. In Eq. T2.4, t 0 is the time corresponding to the center of the pulse temporal profile. The relation between the above quantities, and in particular the experimental characterization of a pulse, is therefore not as straightforward and requires sophisticated detection apparatus. Equations T2.5-T2.7 are taken from Weyl 31 and consider a temporal pulse shape that is Gaussian, which is a good approximation of a Q-switched laser pulse. The full width at half-maximum (FWHM) of the pulse is given by Eq. T2.6 and the average pulse irradiance is related to the pulse fluence / p by Eq. T2.7.
Equations T2.5-T2.12 relate explicitly to the propagation of the laser beam and its focusing over the target and are taken from Refs. [58] [59] [60] [61] [62] [63] . Assuming that the laser beam is cylindrical in shape, the length l, radius r, beam diameter d, beam divergence h, and focal length of the lens f used to focus the laser are related to each other by Eqs. T2.8 and T2.9. An important quantity to be taken into account is the parameter M 2 , also called beam quality or beam propagation factor, which is given by the ratio of the beam parameter product of the actual beam to that of a Gaussian beam (diffraction limited). The beam parameter product is the product of the beam divergence h and the beam waist w 0 . 59 All the above parameters enter the expression T2.12, which allows the irradiance reaching the target to be calculated. It can be seen that the irradiance on the sample decreases as M 2 increases from unity (.1).
Finally, Eq. T2.13 is relevant to micro-LIBS and the minimum surface resolution achievable, as it is the wellknown Rayleigh criterion for diffraction-limited spatial resolution. Here, k is the laser wavelength and NA is the numerical aperture of the objective (see, for example, Refs. 63 and 64). As reported by Sirven et al., 64 changing the numerical aperture has a dramatic effect on the signal and on the plasma shielding. It is important to recall here that most analytical LIBS measurements are performed with the laser focused slightly below the sample surface. It has been shown by Ciucci et al. 65 that imperfect focusing considerably affects the plasma and shock wave dynamics. In laser-ablated inductively coupled mass spectrometry (LA-ICP-MS), Garcia et al. 53 have indicated focusing slightly below the sample surface as a recommended strategy for optimum ablation and particle production.
The fact that most results are reported in terms of laser fluence implies that the energy is the parameter that matters in describing the interaction (and is easier to measure). The conversion between pulse energy and power is simply made by taking into consideration the pulse width (which is not always experimentally measured, but taken from the manufacturer data). We would like to stress again here what was pointed out by Haglund, 66 namely that the ablation process has a complex convoluted dependence on both the pulse energy and the pulse duration. In this respect, not only should the total energy per pulse deposited on the target matter but also the rate at which such energy is deposited. In fact, it should be experimentally tested whether two pulses characterized by the same fluence but different intensity profiles would provide the same ablation efficiency and sensitivity.
This type of refined diagnostic is still lacking in the LIBS literature. As one notable exception, Aragón and Aguilera 67 made a careful series of experiments in which the laser energy was varied using an optical attenuator consisting of a half-wave plate that rotates the plane of polarization and a polarizing beam splitter cube, thereby preserving the pulse width and its temporal shape. 67 Ablation Efficiency. At first sight, the parameter ablation efficiency is associated with a simple, intuitive concept. Yet, as illustrated in Fig. 2 , the ablation process is the result of a complex interaction, involving laser parameters, sample properties, and plasma chemistry. As a consequence, the overall description is far from being simple to rationalize or made applicable to all the different situations. Table III collects several expressions defining the ablation efficiency. A clear understanding of this definition is perhaps mostly relevant and needed in the field of laser surgery for medical applications, for example, in removing clots to restore blood flow while at the same time maintaining vascular integrity, as in laser thrombolysis, 68 or in creating channels in ischemic myocardium tissues, as in transmyocardial revascularization. 69 In a very comprehensive paper dealing with pulsed laser ablation of biological tissues, Vogel and Venugopalan 46 discuss the concepts of ablation threshold, U th (J/cm 2 ), ablation enthalpy, h abl (J/g), ablation efficiency, g abl , and their relation to the absorption coefficient of the tissue. The ablation efficiency is defined as the amount of mass removed per unit energy delivered to the tissue and is expressed by Eq. T3.1 in Table III. In the above definition, q (g/cm 3 ) is the density of the tissue, d (cm) is the etch depth, and U 0 is called the radiant exposure and is equivalent to the laser fluence (see later below), with units of energy per unit area (J/cm 2 ). The ablation efficiency is usually reported in units of lg/J. The authors 46 also discuss the behavior of the ablation efficiency as a function of laser fluence. This depen- dence differs considerably according to two models considered, i.e., the ''blowoff'' and the ''steady-state'' models. 46 The difference between the two models is mainly that, in the former, material removal is supposed to start after the end of the laser irradiation while in the latter model material removal occurs concurrently with the irradiation. The last model is therefore considered valid only for long pulses (lasting a microsecond or longer). A simple manipulation of the expressions relating the etch depth, the absorption coefficient of the tissue l a (cm -1 ), and the radiant exposure in the two models considered leads to Eqs. T3.2 and T3.3 in Table III . Basically, for fluences above a given threshold level U th , the ablation efficiency increases rapidly to a maximum and then decreases (blow-off model, Eq. T3.2), or it increases and approaches a constant plateau (steady-state model, Eq. T3.3) whose value is the reciprocal of the ablation enthalpy. In both cases, if the product of the tissue absorption coefficient and the threshold radiant exposure is constant, the maximum ablation efficiency is independent of the absorption coefficient of the tissue. The decrease of the ablation efficiency at high fluences in the blow-off case is attributed to the energy being wasted in overheating the superficial layers of the tissue sample. 46 The above terminology, including terms such as ''ablation rate'', ''ablation yield'', and ''ablation efficiency'', have been addressed in a number of papers using different types of lasers and different pulse durations (fs-ps-ns), more specifically related to LIBS or to laserablation inductively coupled plasma optical emission spectroscopy (LA-ICP-OES) and/or LA-ICP-MS. [70] [71] [72] [73] [74] [75] [76] [77] [78] For example, Sallé et al. 70 defined the ablation efficiency as the ratio of the volume of matter ablated (cm 3 ) to the laser pulse energy (J), while Semerok et al. 72 referred to it as the ratio of the crater depth (cm) to the laser fluence (J/ cm 2 ). These definitions can be simply expressed by Eqs. T3.4 and T3.5 in Table III. In the above equations, Q ' (J) is the energy of the laser pulse, h s (cm) is the depth of the crater, S ' (cm 2 ) is the laser irradiation area, and F ' (J cm -2 ) is the laser fluence. The obvious assumption here is that of an idealized cylindrical crater profile, of surface area equal to the laser spot area on the sample surface and of depth equal to h s . Indeed, when the above two definitions are compared, it can be seen that they are equivalent, provided that the intensity distribution of the laser corresponds to the crater profile. This was correctly pointed out by Semerok et al. 72 This problem of equivalence has been specifically addressed by St-Onge, 73 who published a simple mathematical model describing the influence of the laser beam radial energy distribution on the depth profiles and on the crater aspect ratio. Because the laser beam profile is essential in determining the quality of the depth resolution during the ablation process, the typical Gaussian profile of the beam is homogenized in a flat-top profile. [75] [76] [77] Photothermal techniques have also benefitted from the use of top-hat laser profiles. 78 A comparison of Eqs. T3.1 through T3.5 in Table III results in Eqs. T3.6 and T3.7. In the last two equations, the suffixes VV and SS stand for Vogel-Venugopalan and Sallé-Semerok, respectively. In essence, therefore, the two definitions are equivalent, with the density of the target material explicitly shown in Eq. T3.7. One should relate the ablated volume to the fraction that is effectively removed in the ablation process, i.e., without including the material that may have been re-deposited on the surface. Experimentally, it is found for several target materials and laser pulse widths that a plot of the crater volume as a function of laser energy and of the crater depth versus laser fluence shows a linear dependence and a plateau depending upon the laser wavelength and the beam diameter (see, for example, Ref. 72 ).
In conclusion, it is clear that one needs a simple, unequivocal way of comparing experimental ablation data from different sources. In this respect, the measurement of crater volume and/ or crater depth and laser pulse energy seems indeed the most logical approach. The resulting ablation efficiency would then be a meaningful parameter, applicable to all experimental situations encountered in practice with different types of lasers, profiles, pulse widths, and materials.
There are two considerations, however, that can be made. First, from a purely semantic point of view, the term ''efficiency'' is generally reserved for parameters that have no units, such as ''quantum efficiency'' in the case of photon detectors or ''detection efficiency'' in the case of single atom/molecule detection, i.e., a parameter characterized by a number varying between zero and unity. On the other hand, it is fair to say that the application of these classical definitions to the ablation efficiency is not straightforward, which explains why no publications addressing new definitions and approaches have appeared on this topic in more recent years. One could, perhaps, ratio the number of atoms removed from the sample to the number of laser photons impinging on the surface. This would be easy to implement in the case of pure metal targets, leading to Eqs. T3.8 and T3.9 in Table III (where N A , M s , and hm are the Avogadro number, the molar mass, and the photon energy, respectively). It is easy to see that these last equations are equivalent to the previous ones, with the exception of the right-hand term in parenthesis in Eq. T3.9.
Another parameter, introduced by Lucas et al. [79] [80] [81] in their photo-fragmentation work to interpret the laser-particle interaction energetic, is the ''photon-toatom ratio'' (PAR), defined as the ratio of the number of photons striking the particle to the number of atoms in the particle. In aerosol-related work, this parameter would be more useful than the fluence when comparing different size distributions. 79 Its use, however, has not become popular in LIBS work. Furthermore, with specific reference to LIBS, it is clear that the ablation efficiency cannot be directly translated into emission intensity, unless the total amount of removed material is vaporized and subsequently contributes to the spectral line emission measured, in absence of self-absorption. This follows immediately from the behavior of the ablated volume as a function of laser energy, where a single slope is not obtained and the graph levels off above a given fluence. The ablation efficiency is then characterized by a constant value in the linear part of the plot and by a subsequent continuous decrease when the plateau is reached (i.e., same ablated volume for increasing pulse energies).
In order to relate the ablation process to a quantity that has a better spectroscopic relevance, the introduction of a parameter called ''ablation sensitivity'' rather than ''efficiency'', was proposed. 82 This parameter can be evaluated from the graph obtained by plotting the signal measured in optically thin conditions versus laser pulse energy. The units can be Volt/J, counts/J, or other suitable signal units divided by energy units. Both the ablation efficien- cy and the ablation sensitivity will be useful to characterize the ablation process. However, the ablation sensitivity will be more representative of the actual amount of material transferred into the vapor phase and contributing to plasma emission. As an example of application of this definition, Amponsah-Manager et al. 82 discuss the behavior of the ablation sensitivity and ablation efficiency as a function of pulse energy for Cd and the behavior of the ablation sensitivity versus laser energy for Cu. In the case of Cd, the ablation sensitivity increases with pulse energy and subsequently levels off, while the increase in ablation efficiency is followed by a decrease when a given energy value is exceeded. The ablation sensitivity for Cd increased initially throughout the energy range studied, reaching a plateau of about 60 3 10 6 counts/J at 50 lJ. The ablation sensitivity of Cu, however, reached rather quickly a nearly constant plateau, indicative of an almost ideal situation, in which the emission intensity increases at the same rate as the laser energy. 82 As in the case of the PAR parameter above, the concept of ablation sensitivity has not become popular in LIBS work. Finally, we recall here that the definition of detection efficiency already exists and is used in LA-ICP-MS work. The parameter is defined as the ratio of ions reaching the detector and the number of atoms released during laser ablation and takes into account aerosol losses during transportation as well as incomplete vaporization in the ICP. 83 Ablation Rate. Strictly connected with the ablation efficiency or sensitivity, the ''ablation rate'' is another useful parameter characterizing the ablation process. The parameter can be defined as the total mass ablated per unit time per unit area and therefore has units of g cm -2 s -1 , but the parameter can also be defined as the ablated mass per unit area, ablated thickness per pulse, or ablated mass per pulse (see, for example, Refs. 74, 75, and 84) . Although the discussion accompanying most definitions is clear, the former one is preferable and should be used when reporting this parameter, since it is directly linked to the concept of rate. Obviously, one can convert the mass per pulse into a peak rate by taking into account the pulse width and into an average rate by taking into account the repetition rate of the laser. However, the peak rate during a single pulse might be difficult to define (see below) and is not easily amenable to direct experimental observation. Table III collects several expressions for the ablation rate. Early in 1972, discussing the sputtering behavior of glow discharges, Boumans 85 had coined several definitions which, with appropriate modifications, can also be useful here. To quickly convey the concept and for the sake of simplicity, we assume a rectangular laser pulse of duration Dt ' . Thus, Q ' = P ' Dt ' . Adapting Boumans' terminology to our purposes, parameters such as ''peak and average ablation rates'' and ''peak and average penetration rates'' can be defined and are given in the expressions T3.10-T3. 13 . We can see that the penetration rate has units of cm s -1 . All the above parameters can be linked to the definitions of ablation efficiency and sensitivity given above. It is important to stress, however, that Eqs. T3.10-T3. 13 are the only ones that assess the rate of deposition of energy to the target.
In addition, Table III also lists three expressions that have been reported in laser ablation of foils and laser microanalysis (see, for example, Refs. 36, 38, and 86-91) . The symbols used are the target density (q 0 , g/cm 3 ), the foil thickness (d T , lm), the pulse width (s L , ns), the ionic charge (Z), and the atomic mass (A, g/mol). Both U a and I a represent the absorbed laser irradiance (W cm -2 ). These expressions have been derived for very high irradiances (.10 11 to 10 12 W cm -2 ) and for short pulses (~10 ns), thus pertaining to the field of laser-driven implosion. Interestingly, these expressions can be scaled down to the irradiances normally used in LIBS work (~10 9 W cm -2 ) and are therefore directly applicable here. Indeed, the same expressions have been reported in laser microanalysis by Sappey and Nogar 38 and Dittrich and Wennrich. 89 Note that the units of (dm/dt) in Eq. T3.16 are Kg cm -2 s -1 , with U a in W cm -2 and k in lm, while (dm/dt) in Eq. T3.17 is given in lg cm -2 s -1 , with k in cm, s L in s, and I in W cm -2 . Moreover, their predicted values have been compared and found to be in relatively good agreement with the measured values in the case of excimer laser (KrF) ablation, but not in the case of Nd:YAG ablation. 70 Such extrapolations must therefore be considered with caution when different laser systems are involved.
Ablation rates, in terms of mass ablated per pulse, have been reported by Iida 84 for several types of materials and for different pressures of argon as ambient gas. The amount of material vaporized, measured with a microbalance after 500 laser pulses, varied from 7 ng/pulse in the case of W to 240 ng/ pulse in the case of lead. Using the parameters reported by Iida 84 (150 mJ/ pulse at 1064 nm, 10 ns pulse width, and a spot size of 0.4 mm diameter), the experimentally measured ablation rate can be compared with that calculated with Eqs. T3.16 and T3. 17 . The values (expressed in lg cm -2 s -1 ) are 2.5 3 10 10 , 2.2 3 10 9 , and 8.5 3 10 8 , respectively. By considering the complexity of the laser-target interaction process, and the assumption that the laser intensity reaching the sample and that absorbed are the same, one can argue that an order of magnitude agreement is satisfactory.
In conclusion, a unified approach to the ablation efficiencies and rates is still needed. Even if such an approach can be made, two main questions remain: First, the mass ablated and the useful mass ablated (i.e., that resulting in an emission signal) may be largely different. Secondly, the chemical composition of the ablated mass in the plasma may be different from that in the solid (i.e., fractionation).
LOCAL THERMODYNAMIC EQUILIBRIUM, THEORETICAL EQUILIBRIUM EXPRESSIONS, PLASMA PARAMETERS, AND THEIR EVALUATION
The topics treated in this section, namely dealing with LTE considerations and departure from equilibrium, with the equilibrium expressions used to describe the intensity of spectral lines and plasma continuum, and with the evaluation of the two most important plasma parameters (electron number density and temperature), have been extensively discussed in the literature. The relevant information is collected in Tables IV through VII. These tables are the result of scanning through a large number of references, some of which are listed in the tables. Nevertheless, many more exist and therefore those listed reflect the personal choice of the authors. As before, the articles cited could be classified into two main groups: references that refer to non-laser-based plasmas, and references in which the various methods have been applied to LIBS. In most cases, non-laser-based plasma means microwave plasmas, ICP, high voltage sparks, DC arcs, flames, and discharges. The choice of listing several non-LIBS references follows the spirit of this article, namely to remind the reader of very pertinent basic work available before the LIBS literature ''explosion''.
References describing in detail the equations and methods listed in these tables can also be found in various book chapters and review articles: to cite just a few, for example, Zwicker, 20 Lochte-Holtgreven, 21 Cabannes and Chapelle, 22 Mermet, 28 Blades, 29,30 van der Mullen, [32] [33] [34] Konjevic, 43, 56 Konjevic and Roberts, 92 Eddy, 93 Fincke, 94 Jonkers et al., 95 and Calzada. 96 With regard to the articles cited, they can be divided into broad categories dealing with population distributions and deviations from equilibrium, [97] [98] [99] [100] [101] [102] [103] [104] [105] [106] [107] [108] [109] [110] classification of diagnostic methods, 111, 112 local and space-integrated intensity definitions, 113, 114 ion-toneutral ratios and their diagnostic relevance, [115] [116] [117] [118] [119] [120] [121] [122] [123] [124] [125] line-to-continuum ratios, [126] [127] [128] [129] [130] [131] scattering methods, [132] [133] [134] [135] evaluation of electron number density and plasma temperature, including Stark broadening of H-lines, Stark broadening of non-hydrogenic transitions, influence of the instrumental profile, [199] [200] [201] [202] [203] [204] calibration of the detection system, [205] [206] [207] [208] [209] [210] [211] [212] [213] interferometric [214] [215] [216] [217] [218] [219] [220] and Langmuir probe measurements, [221] [222] [223] [224] nonlinear optical methods, 225 and finally absorption and fluorescence methods. Specific to LIBS , in addition to the books, [1] [2] [3] [4] we refer to the recent review by Aragón and Aguilera. 52 It is worth stressing that, since a significant number of papers deal with non-laser-induced plasmas, the direct applicability to LIBS of the approach described must be considered with caution, either because the LIBS values of the parameters are outside the dynamic range of the method, or because the transient character of the LIBS plasma and its unknown composition complicates the interpretation of the experimental results.
Local Thermodynamic Equilibrium. The description of the plasma state and the evaluation of its essential physical parameters are strictly connected to the concept of thermodynamic equilibrium. This is described and discussed, to various degrees of complexity and theoretical detail, in the classic literature cited above, to which the majority of specific articles dealing with this concept always refer.
For a plasma to be in complete thermodynamic equilibrium, all processes are balanced and characterized by a single temperature. Therefore, the process of excitation of atoms by collisions with electrons is equal to the reverse deactivation process (collisions of second kind), collisional ionization is equal to three-body collisional recombination, and radiation emitted is equal to the radiation absorbed (see Lochte-Holtgreven, 21 Chap. 3). When collisions dominate and the same laws describing full thermodynamic equilibrium apply, but radiation disequilibrium exists, we speak of complete local thermodynamic equilibrium. Considering that radiative transitions between low-lying levels (resonance transitions) are characterized by high values of the Einstein coefficient of spontaneous emission, these levels are depopulated much faster than correspondingly higher levels and are therefore more prone to radiative disequilibrium. If these levels are excluded, i.e., only levels above a certain main quantum number are considered in defining the requirements for attaining equilibrium, then we speak of partial local thermodynamic equilibrium. 21 This is the common situation with most plasma sources.
As pointed out earlier, all the equations reported in Table IV have been taken or adapted from the literature. Since these are equilibrium expressions, LTE must hold in order for them to be applicable. The first condition is that the electron energy distribution function (EEDF) is a Maxwell-Boltzmann distribution. For this to be valid, the number density of electrons must be less than a critical value, imposed by the constraint that the mean distance between thermal electrons should be less than the de Broglie wavelength K (see Fujimoto, 8 Chap. 2, p. 22):
In Eq. 1, h is the Planck constant, m is the electron mass, k is the Boltzmann constant, and T e is the electron temperature (all units c.g.s.). If this is not the case, quantum effects prevail and Fermi-Dirac statistics should be used. From the above equations, n e needs to be less than 10 21 cm -3 for T e = 6000 K and less than 6.7 3 10 21 for T e = 20 000 K, conditions that are satisfied in most laboratory LIBS plasmas. At very high number density (~10 22 cm -3 ), pressure ionization causes the correction term in the Saha equation to reach 100% of the ionization energy. 97 Even if such a high number density is not expected in LIBS, a more subtle and pronounced effect occurs on the number of permitted levels, as recently pointed out by De Giacomo et al. 98 In fact, even if the correction of the ionization energy is restricted to a few percent, the number of bound levels will be reduced to such an extent that only a few lines will be seen in the emission spectrum. This was shown to be case for hydrogen, where the Balmer series, for n e = 10 19 cm -3 , displayed only three lines. 98 It is instructive to consider that all of the equilibrium relations require an ideal plasma source in order to be applicable and tested. As pointed out by Wiese, 35 in the late 1940s and 1950s physicists pursued the development of plasma sources with the goal of producing the ''ideal'' source for plasma spectroscopy. Among others, one of the requirements of such an ideal source was that it must be stable and stationary. It was indeed the quest for such an ideal source that led to the development of stabilized arc sources (wall, water, vortex stabilized), of the plasma jet and electrodeless discharges, the ICP being the most successful among the last ones. 35 In this respect, a laser-induced plasma, being by definition a transient plasma, is not an ideal source for plasma spectrosco-TABLE IV. Most useful and commonly reported formulas and definitions used in the LIBS plasma diagnostics literature. The expressions given refer to the intensity of spectral lines and plasma continuum, to the criteria and definition of physical parameters relevant to the existence of (local) thermodynamic equilibrium, to the broadening of spectral lines, and to the relations used for the evaluation of plasma temperature and electron number density. n e ðxÞ-n e ðx þ kÞ n e ðxÞ ( 1 Additional spatial condition for n e T4.5 
137-note a misprint here in the g's ratio) T4.14
Definition of degree of ionization, n i,j = n a,j = ions (atoms) number density of species j (Ref. 14, p. 157) T4.15 19 There is hardly a LIBS publication that omits Eq. T4.1 in the section dealing with the characterization of plasma parameters. The criterion, originally derived in a different form by Griem, 100 refers to the minimum electron number density necessary to ensure complete and partial local thermodynamic equilibrium, respectively, and requires that the collisional rate 
Ion-to-neutral ratio-n e relation (see Eqs. T4. 16 
Resonance interaction broadening, e 0 = vacuum permittivity 
Temperature evaluation from the line ratio and associated error (Refs. 10, 15, 52) Double ratio ion to neutral; Passive -Indirect T, n e Requires complete LTE; requires accurate transition probabilities; requires relative calibration of the detection system. It was pointed out that, for relatively low temperature and multi-element plasmas of unknown composition, the combination of the line intensity ratio of two elements is a better effective diagnostic tool. 123 The approach was followed in LIBS work dealing with plasma-particle interaction studies. 124 Boltzmann and Saha-Boltzmann plots;
Passive -Indirect T exc Requires partial LTE; requires accurate transition probabilities; requires relative calibration of the detection system. Note that Boltzmann equilibrium populations apply only to levels utilized in the plot: these levels may well be under-or overpopulated against the ground state. 35 Also, unless measurements are spatially resolved, the apparent temperatures obtained for neutral atoms and ions are different. 156 The concept of apparent temperature was pointed out in flame work. 145 Scattering methods (Rayleigh and Thomson); Active -(almost) Direct T e , T g , n e Requires a Maxwellian distribution of velocities for electrons. 35 Despite some instrumental complexity, Thomson scattering is the most accurate, local, and unambiguous way to determine n e . 132 Dynamic range of Thomson scattering: 10 12 -10 16 (cm -3 ). 132 Simultaneous Thomson and Rayleigh scattering measurements provide space-and timeresolved values of T e , T g , and n e in the ICP. 134 T e and n e images have been obtained in a microwave plasma torch. 133 Time-resolved LIBS images showed that scattering vanished at delays of~100 ns. 102 Electrical current measurements (Langmuir probes); Active -Direct T e , n e Metal probes are placed several cm away from the laser plasma. Time-of-flight profiles of electrons can be obtained soon after plasma formation. T e is derived from the slope of the plot (I/V), 221 while n e is derived from the saturation region of the (I/V) characteristics. 223 Experiments were carried out on plasma formed by laser ablation of Ag 221 , Cu 223 , and Al targets. 224 These ultrafast, non-contact diagnostic methods are more relevant to the study of laser-target interaction than to plasma diagnostics. is at least ten times larger than the radiative rate. 19 Many conclusions derived from the application of the McWhirter criterion have recently been put under scrutiny. 101 The criticism was prompted by the fact that many general statements can be found in the literature indicating that LTE conditions exist because the lower limit for n e calculated from Eq. T4.1 is well below the experimental value measured from Stark broadening (see below). Some papers add to the above conclusions a warning saying that the criterion is a necessary, but not sufficient, condition for LTE. Finally, some papers report additional measurements supporting the conclusion that LTE can indeed be safely assumed.
As pointed out earlier, it is important to realize that the criterion was derived for stationary, homogeneous, and optically thin plasmas. 19 Equations T4.2 through T4.5 illustrate the two additional requirements that need to be fulfilled. In the time domain (Eqs. T4.2 and T4.3), the temporal variation of T e and n e should be small compared to the time taken to establish excitation and ionization equilibria, while in the space domain (Eqs. T4.4 and T4.5), the variation length of T e and n e should be larger than the distance traveled by a particle due to diffusion during the relaxation time. 101 The remaining four equations (Eqs. T4.6 through T4.9) can be used to calculate the cross-section, r 'u , for inelastic collisions (Eq. T4.6), the rate of collisional excitation and de-excitation, X 'u , resulting from averaging the cross-section over the Maxwellian distributed electron kinetic energies (Eq. T4.7), the relaxation time, s rel (Eq. T4.8), and the diffusion length, k, during the relaxation time (Eq. T4.9). For a discussion of each of these parameters and their derivation, the reader is referred to Cristoforetti et al., 101 where the original references are reported. Calculations from literature data have shown that the diffusion length criterion is verified for copper, iron, and nickel, because the values obtained are much lower than the plasma dimensions, but cannot be fulfilled in the cases of hydrogen and oxygen. 101 Equation T4.8 is useful because it allows a quick estimate of the relaxation time expected for a given transition, characterized by an absorption oscillator strength f 'u and energy difference DE 'u , and a plasma characterized by an electron number density n e and temperature T e . Care must be taken in assuming that the average Gaunt factor h" gi is unity, because its value depends upon the ratio in the exponent of Eq. T4.8. 101 As expected, weak, low UV transitions in plasmas of moderate values of n e and T e result in longer relaxation times and are therefore more prone to non-equilibrium effects.
In conclusion, the McWhirter criterion alone, even if satisfied, is not sufficient to ensure LTE conditions. At short delays, n e is much larger than that calculated with Eq. T4.1, while at longer delays, the minimum criterion may not be reached. What this means is that, at longer delays, LTE conditions do not exist, while at shorter delays, LTE may exist, provided that the other conditions regarding equilibration times and plasma inhomogeneities are satisfied. This is hardly satisfied at early delay times in a LIBS plasma, due to the high plasma free electron gradients, as shown experimentally by Diwakar and Hahn using Thomson scattering. 102 From the discussion of the various experimental conditions, it was therefore suggested 101 that the mere use of the McWhirter criterion to prove the existence of LTE should be abandoned.
Deviations from equilibrium are normally represented by the parameter b(p), which is defined as the ratio between the population of the level actually measured and the value given by the Saha-Bol tzmann equili brium expression, [103] [104] [105] [106] [107] [108] i.e., bðpÞ = nðpÞ n SB ðpÞ
If b(p) is greater or lower than unity, the plasma is in an ionizing or recombining state, respectively. The reduced popula- tion density of the ground state, defined as the population density divided by the level statistical weight, is also used to define how close the plasma is to LTE. Overall, b(p) should range between 1 and 10. 103 From the above articles, 103-108 the following considerations are summarized here. If one refers to the expression for the integrated spectral emissivity and radiance of an optically thin line (see Eqs. T4.10 and T4.11 in Table IV ), it is clear that an absolute measurement of this quantity, i.e., an absolute line intensity (ALI) measurement, will allow the derivation of n(p). Such measurement can be repeated for different transitions originating from levels at increasing excitation energies. The plot of the absolute number density of the excited state versus the energy of the upper level represents the atomic state distribution function (ASDF). If a Boltzmann equilibrium distribution is assumed among the various levels, the ratio of any two lines will give an excitation temperature, and so will the slope of the line obtained by connecting the various number density values (Boltzmann plot). The advantage here is that, because absolute number densities have been measured, one can add to the graph the ground state (E n = 0) number density, calculated from the ideal gas law, and using the rotational temperature of the main gas species as the gas temperature. 107 The line connecting this point and the lowest of the number densities calculated before will indicate whether the slope obtained is the same, higher than, or lower than that which connects the populations of the excited levels. If the slope is the same, the system is in LTE, while if the slope is higher or lower, the plasma is ionizing or recombining, respectively (see Fig. 3 , top left).
The measurement of ASDFs is a common practice in several types of non-laser-based plasmas, 103,106,107 but very few measurements have been reported in LIBS, see for example Ref. 108 . This can be attributed not only to the difficulty of performing absolute number density measurements, but mainly to the practical difficulty in calculating the number density of the ground state of the atomic species in the plasma. Another reason is that low energy levels are more prone to selfabsorption effects. We note here that absorption measurements would provide a distinct advantage here (see Table  VII ).
The most important theoretical implication is that a straight line connecting the points starting from a given excitation level cannot guarantee a unique temperature value, since the lower energy part of the line is missing. For example, in the case of an argon plasma produced by the microwave-driven plasma torch (called ''torche à injection axiale'' 107 ), from the slope of the Boltzmann plot obtained using levels lying in the range 13-16 eV above the ground state, a temperature of 4860 K was calculated. However, when the ground-state number density was included as an additional point in the plot, the temperature was much higher 107 (see Fig. 3 
, bottom panels).
Equilibrium Expressions and Diagnostic Methods for the Evaluation of T and n e . The ideal diagnostic method would be one characterized by the following features: (1) it does not rely upon the assumption of LTE; (2) it does not require knowledge of the fundamental constants (e.g., radiative transition probabilities); (3) it does not necessitate the calibration of the detection system; and finally, (4) it should be relatively easy to implement in common laboratory practice. A method possessing all of the above requisites is hard to find. Table V reports a number of diagnostic methods. The format of the table is similar to that given and discussed by Wiese. 35 De Regt et al. 111 and Torres et al. 112 have classified the methods as direct or indirect, and as active or passive. Methods are considered ''direct'' when they allow the value of the parameter of interest (T, n e ) to be obtained without making any assumption about the type and degree of equilibrium existing in the plasma. ''Indirect'' methods must assume some type of distribution for the particles in the plasma and for their excitation-ionization stages. In addition, ''active'' methods use external sources to probe the plasma (e.g., in Thomson scattering experiments), while ''passive'' methods use the plasma itself to measure the parameter of interest (e.g., absolute line emission measurements). 111, 112 Indirect methods suffer from the inherent contradiction that their use is conditional upon the existence of the property that they are supposed to check. On the other hand, one can compare several indirect methods with each other and find a consistency or at least a recognizable trend in the results provided by each method. For example, under LTE, the application of the Boltzmann plot method to several elements individually will always give the same slope and therefore the same temperature. Alternatively, several elements can be used to construct a single plot (multi-element Boltzmann plot method), after proper correction for the different concentration of each element in the sample (assuming equal stoichiometry in the solid and gas phase) and for their different ionization degree in the plasma (see Table V for the pertinent references).
Active methods need not be direct methods. For example, the two-line fluorescence approach to the evaluation of the plasma temperature is based upon the existence of LTE, since the population of the levels is given by the Boltzmann distribution.
The most common expressions for the emission signals due to line (boundbound) transitions and continuum (freefree) transitions are shown in expressions T4.10 through T4.21. In all the equations, the subscripts u and ' stand for the upper and lower level of a transition, and the superscript ''þ'' refers to ions. Equation T4.10 refers to the spectrally integrated line emissivity (W cm -3 sr -1 ), 52,113 denoting a spatially resolved local value. Note that this is different from Eq. T4.11, which refers to the spectral radiance (W cm -2 sr -1 Hz -1 ): 114 here, integration over distance has been performed, and thus a uniform spatial distribution of atoms (ions) has been assumed in a length of plasma (') along the direction of observation. In Eq. T4.12, K is the self-absorption factor (no units) and is a function of the optical depth s(m) (no units, despite the ''length'' concept), of the absorption coefficient k*(m) (cm -1 ) and of ' (cm). The asterisk over k(m) indicates that stimulated emission is taken into ac- focal point count. Integration of Eq. T4.11 over frequency removes the spectral distribution function, S(m), due to its normalization. Moreover, using the classical definitions for k(m) and the relations between the Einstein coefficients, Eq. T4.13 is obtained. This is the expression for the thermal radiance of a transition, which shows that the measured emission signal increases with concentration as long as s(m) ,, 1 and is bound to its maximum value given by the Planck blackbody radiation when s(m) .. 1.
All the above considerations are well known and are part of the curve-ofgrowth theory (see, for example, Refs. 10 and 15). Note that, in addition to the assumption of uniform atomic distribution, the temperature of the system is also assumed to be uniform here. As a result, self-absorption will gradually broaden the line profile without showing a dip in the line center. When such a dip is observed, it means that a temperature gradient exists along the direction of observation and the profile is then selfreversed. Self-reversal is sometimes referred to as an extreme case of selfabsorption; however, the two terms have a basic different meaning. In LIBS work, self-reversal is easily observed for strong transitions involving the ground state (see Fig. 4 ). It is worth mentioning that sometimes the dip cannot be discerned experimentally: this is either due to the fact that the spectral resolution of the monochromator is not adequate enough or because the overall effect has been smoothed out by the spatial and temporal averaging caused by the detection system.
Finally, we note that optically thick, self-reversed transitions can be advantageously used in plasma diagnostics (see Table V ). Equation T4.14 is an intermediate form of Eq. T4.13, used in experimental LIBS work. This expression reverts to the previous one when the Boltzmann expression is used for the ratio (n u /n ' ) and the Wien law (i.e., negligible stimulated emission) is used for the blackbody radiation. The units of I k,u' are W cm -2 . As noted before, these are the units of the term irradiance; however, the term intensity is used synonymously.
Equation T4.15 is simply the definitions of the degree of ionization for the species j in the plasma, n i,j and n a,j indicating the ion and neutral atom number density, respectively. These definitions are used in Eqs. T4.16 and T4.17, which relate the ion-to-neutral ratio to parameters such as the ionization potential (E i ), partition functions (Z), and transition probabilities (A). The formulation expressed by Eq. T4.17 is taken from Boumans 14 The reason for presenting these expressions individually stems from the fact that we would like to emphasize that different temperatures should be used in each expression: the excitation temperature (T exc ) for the line intensity, the ionization temperature (T i ) for the Saha equilibrium, and the electron temperature (T e ) for the intensity of the continuum. T i is assumed to be equal to T e . Equation T4.20 contains two correction factors, namely the free-free Gaunt factor (G) and the free-bound continuum factor (n), both derived from quantum mechanical considerations (see, for example, Refs. 127 and 128) . If both factors are close to unity, the expression in brackets is also unity: this outcome, however, should be considered with care. 101 The line-to-continuum ratio (Eq. T4.21) is a very useful parameter in plasma diagnostics. An interesting approach has been discussed by Sola et al. 128 and applied to a microwave plasma. The idea consists of experimentally obtaining the ratio resulting from the measurement of a line transition and the underlying continuum and then inserting this value into Eq. T4.21, where the two parameters T e and T exc are purposely maintained different from each other (note that usually only a single temperature appears in Eq. T4.21, because the assumption is made that T e = T exc ). If T exc is now measured independently by the Boltzmann approach, two experimental values are available (T exc and the ratio), which can both be inserted into Eq. T4. 21 . T e can now be calculated and compared with the value of T exc obtained by the Boltzmann plot. The discrepancy between the two values can be attributed to a departure from LTE. Figure 5 shows some experimental results obtained in a plasma created on a brass sample.
Note that, since the line and the continuum are measured practically at the same wavelength, no calibration of the detection system is necessary. On the other hand, it should be stressed that the units used in the theoretical definitions of the line intensity and the continuum spectral radiance are different, since the line is integrated over the entire emission profile while the continuum spectral radiance is given per unit wavelength. Experimentally, both the line and the continuum are spectrally integrated. The difference between the theory and experiment must therefore be taken into account: this explains the factor Dk meas appearing in the last factor of Eq. T4.21.
The above approach can be considered another example of the inherent contradiction of using equilibrium expressions to check whether equilibrium exists. Nevertheless, two parameters, T exc and the ratio (I u' /e c ), are measured independently.
Equations T4.22 and T4. 23 show how the electron number density is calculated from the Stark broadening of the hydrogen transitions and from a measurement of the ion-to-neutral ratio, while Eqs. T4.24 and T4.25 refer to non-hydrogenic transitions, several of them being collected in Table VI . Equations T4.26 through T4.29 are the expressions commonly used to describe the physical line width corresponding to the various broadening mechanisms. The last two expressions, T4.30 and T4.31, refer to the evaluation of the plasma temperature by the two-line method (or by extrapolation to many lines by the Boltzmann method) and by the Saha-Boltzmann method.
Considerations on the Use of Stark Broadening. Stark broadening has been playing a central role in LIBS predominantly because it is largely used for the evaluation of the electron number den-sity. A very large number of papers deal with this topic. 43, 92, It is worth noting that all the knowledge acquired with the evaluation of n e in non-laser plasmas has been directly applied to LIBS plasmas. We summarize here some basic remarks regarding the use of Stark broadening: 136 The linear Stark effect applies to hydrogen and the quadratic Stark effect applies to non-hydrogenic species. The theoretical treatment either ignores ion dynamic effects, e.g., in the Kepple-Griem theory (KG), or takes them into account, e.g., in the Model Microfield Method (MMM) and the l-ion model. [136] [137] [138] [139] [140] Starting from the l-ion model, Gigosos and Cardeñoso (GC) 141, 142 have devel- The H a line is the most intense, but it is also the one that is most affected by neglecting the ion dynamics. In addition, the transition has an absorption oscillator strength that is a factor of~4 higher than that of H b , which may explain the self-absorption problems with the use of the former. H b is less intense but also only modestly affected by ion dynamics, thus giving more accurate results. At high n e values (e.g., 10 17 -10 19 cm -3 ), the use of H b has problems due to spectral overlap from H d and H c since the line becomes too broad and asymmetric.
When the electron number density is high, and remains above~10 16 , not much influence is expected using the KG theory. If n e becomes lower than this limit, the use of H a leads to an overestimate of n e . This has the effect of smoothing the steepness of the decay of n e versus delay time, which has consequences on the assumption of LTE.
The Stark shift can also be used, but Stark shifts are usually smaller than Stark widths.
The literature reports the use of all H lines. For example, Samek et al. 172 indicate the H b line as the first choice and H c as the second choice. H a is suitable at low electron number density because of the problem of self-absorption. On the other hand, Calzada 96 reports that at low n e values, H a overestimates n e when ion dynamics are not taken into account. Moreover, H b is too broad at high n e . 161 Wiese 35 reports that H b is highly attractive, having a FWHM of about 1 nm at n e = 10 16 cm -3 and about 0.2 nm at n e = 10 15 cm -3 .
In addition to the hydrogen lines, which can originate from the sample or the surrounding atmospheric water vapor, LIBS has the inherent advantage of providing many lines of the target elements, which makes it easy and useful to evaluate the broadening profile of some of these lines to retrieve n e . Because of the importance of using many lines for an accurate determination of n e and of the difficulty in using some of the H lines (because of their low intensity) without adding some hydrogen to the plasma, several alternative transitions are listed in Table VI. In many cases, only one line is used. While this is sufficient for a quick estimate of n e to be compared with the value calculated by the McWhirter criterion, 19 when more accurate data are warranted, e.g., to retrieve the spatial and temporal distribution of n e , it is advisable, and recommended, to use multiple lines and to compare the resulting n e values with each other and with that obtained with one hydrogen line.
A rapid, approximate, passive method for the simultaneous determination of both n e and T e was proposed 112, 167 and exploited for microwave plasmas. The method is based upon the measurement of the Stark broadening of two or more lines under the conditions of the experiment. It was found that the functional dependence of the electron number density (proportional to the Stark width) versus temperature is different for different lines: for example, the Stark broadening increases with the electron temperature for the H c line while it decreases for the H b line. As 112 The crossing point then determines the best diagnostic value for n e and T e simultaneously.
Considerations on the Instrumental Function. Pertinent to the Stark broadening data is the evaluation of the instrumental function of the spectral apparatus. This is a well-known problem in emission spectroscopy, exhaustively treated in books (see, for example, Boumans, 14 Alkemade et al., 15 and Montaser and Golightly 16 ), reviews of line profiles (see, for example, Refs. 199 and 200) , and specific articles on slit function effects (see, for example, de Galan and Winefordner 201 ). Usually, the instrumental broadening is experimentally found by scanning the emission profile of a line emitted by a lowpressure discharge (hollow cathode lamp) or a laser (usually He-Ne). The same holds in the case of LIBS.
When the dominant broadening mechanism is considered to be Stark broadening, Doppler broadening, and van der Waals and resonance (Holtsmark) broadenings, the overall profile should be given by the convolution of a Gaussian part, due to the Doppler profile and to the instrumental function, and three Lorentzian profiles, i.e., the Stark profile, the van der Waals profile, and the Holtsmark profile. The addition of the three Lorentzian profiles is then linear while the two Doppler profiles add quadratically. The overall profile is usually described by the Voigt function. 43, 96, 112, 171 In the LIBS literature, Stark broadening is considered dominant and two different approaches can be found for the instrumental function. In the first approach (see, for example, Refs. 112, 176, and 185) , the instrumental broadening is described by a Gaussian profile, and the true profile of the line is then obtained by the quadratic addition of the two, i.e.,
In the second approach (see, for example, Ref. 198) both Stark and instrumental profiles are considered as Lorentzian functions and are therefore added linearly. In this case, the true profile is obtained by a simple linear subtraction of the instrumental profile, i.e.,
Both of the above assumptions have been used. We note, however, that in the case of Lorentzian and Gaussian profiles, linear subtraction is not correct. 203, 204 Clearly, the experimental profile is represented by a convolution of the two functions, and suitable deconvolution procedures should therefore be used to retrieve the true profile. For grating monochromators, one should also be aware of the fact that spectral bandwidth varies with wavelength. Moreover, the instrumental function is neither completely Gaussian nor Lorentzian 202 (see Fig. 6 ) and therefore needs to be measured for every setup. Finally, one should note that relevance of the correction of the measured profile for the instrumental function will be different at different delay times, being negligible at early delays, when the Stark effect dominates, and more significant later in time during the plasma evolution, due to the decay of the electron number density. In the last case, the other causes of broadening (i.e., Doppler, van der Waals, and Holtsmark resonance), need to be considered and corrected for.
At long delay times, where all the broadening contributions are much less than the instrumental broadening, the slit function can be obtained directly from the line emission profile. 187 We finally note that, as pointed out by Konjevic, 43 in the case of asymmetric broadening, which is the case for neutral atom lines, the deconvolution procedure needs to be different from that used in the analysis of Voigt profiles.
Calibration of the Detection System. Except in rare cases, in which two transitions are within a spectral range characterized by a constant opticaldetector response, 147 the detection system, involving both the collection optics, the monochromator, and the photon detector, needs to be calibrated, since its overall response will vary with wavelength. This is accomplished with the use of a standard lamp.
Some considerations are worth being stressed here. First, most papers dismiss the calibration process with one simple sentence stating that the system has been calibrated with a standard lamp. Not much information is provided as to whether the lamp is a standard of spectral irradiance or radiance, whether it has a filament or a ribbon, and what its operating current, polarization, and tolerances are. The impression given is that calibration is necessary, but trivial. Second, in addition to providing no details about the lamp itself, no experimental details on how the calibration was performed are usually given either. For example, how was the contribution of stray light in the UV and of overlapping orders in the visible measured and corrected for, or which were the characteristics of the power supply and of the current/voltage measurements, and what are the estimates of the overall accuracy of the calibration. Some exceptions exist. Yubero et al. 205 have addressed the calibration issue and described the use of a halogen lamp, which is less expensive than the calibrated NIST tungsten ribbon lamp. Absolute calibration requires a standard of spectral radiance (as reported by Wiese 35 ). Tashuck et al., 206 in their radiometric calibration, used a pulsed diffusely scattered source and a tungsten lamp.
It is somewhat surprising that, contrary to the field of non-laser-based plasma spectroscopy, no systematic attempt has been made to use the classic ''branching ratio'' method, [207] [208] [209] [210] [211] [212] which makes use of many well-characterized spectral transitions emitted by the plasma, thus avoiding the use of external calibrated sources. The approach consists of comparing the intensities of optically thin transitions originating from the same level: the theoretical branching ratio (i.e., the ratio of the known transition probabilities) is modified by the differences in the spectral response of the detector. This is especially relevant in the low UV and vacuum-UV, where the radiant output of the standard lamps is insufficient or lacking. Branching ratios for the Ar II transitions in a wide wavelength range (~210-4590 nm) have been published. [207] [208] [209] In ICP work, Doidge 210 reported branching ratios for the elements Fe, Se, Te, Ge, and Pd.
A detailed description of the relative and absolute calibration procedure of a broad band echelle spectrometer has been recently described by Bibinov et al. 211, 212 In LIBS work, using an echelle spectrometer, Rehse and Ryder 213 have measured the branching ratio from hundreds of transitions of singly ionized Nd and Ga, although the focus of the work was not the calibration of the system.
To our knowledge, the only paper using the branching ratio of Ar spectral lines in a plasma formed on a gold target is that of Ortiz and Mayo. 181 Therefore, in concluding these remarks, it is felt that the issue of calibration deserves more careful attention.
A Self-Consistency Check of LTE Using Several Connected Methods. A diagnostic self-consistency approach for checking the existence of LTE conditions in the plasma can now be suggest- ed (see Fig. 7 ). It consists of a sequence of steps that are linked to each other: all together, they constitute a valid multimethodological test to assess how close the plasma status is to LTE.
Note that the above sequence applies to one given delay time and to one gate integration time. Ideally, the temporal evolution of the physical parameters measured in the various steps should be followed by varying both of the above time parameters. Also, note that all the methods proposed are passive and, with the exception of (2), indirect.
The proposed steps are as follows:
( Saha-Boltzmann plot method (Eq. T4.31). (4) n e is calculated from the ratio measured in (3) and its consistency with the value given by the Stark broadening measurement under (2) is checked. Alternatively, the Stark value of n e measured under (2) is inserted into the line ratio expression and the deviation of the temperature value obtained in this way with the Saha-Boltzmann temperature measured under (3) is calculated. (5) From the values of the intensity ratio and the Saha-Boltzmann temperature measured under (3), a graph is constructed by plotting the log of the ion fraction versus the ionization potential of several elements present in the target. From the intercept of this plot, n e is calculated and this value is compared with the Stark value obtained under (2) . The same exercise can be done for T, i.e., from the intensity ratio and n e , T is calculated from the intercept of the graph and compared with the Saha-Boltzmann value.
Considerations on the Use of Laser-Induced Absorption and Fluorescence in LIBS. The following discussion is a compendium of the main features outlined in several of the papers mentioned in Table VII , which also adds some complementary information and observations on each of the approaches.
Absorption measurements in LIBS plasmas can be envisaged in different ways. One way is to use a fixed frequency laser (for example, the same laser that created the plasma) and directly measure the plasma transmission: 226, 227 this allows one to draw some conclusions about the mechanism of energy absorption at the early stage of plasma formation (e.g., multi-photon ionization and inverse bremsstrahlung). Another way is to use an external, tunable laser traversing the plasma at different delays with respect to plasma formation. [228] [229] [230] The laser can be expanded and encompass the entire plasma volume or it can be collimated with a diameter much narrower than the plasma height, thus allowing spatially resolved measurements in the vertical plasma direction (time-of-flight measurements).
When the spectral profile of the laser is much narrower than the absorption profile of the atomic (ionic) transition investigated, the spectral shape of the transition can be directly obtained by scanning the laser wavelength across the entire profile 228 and the number density of the absorbing species can be evaluated. A final way is to use the plasma itself as a continuum radiation source for the absorbing species. 231 This can be done using the LIBS plasma as an external excitation source and focusing its radiation on the atom reservoir; in this way, the laser-induced plasma plays the role of the primary excitation source in a conventional atomic absorption experiment. 231 It is interesting to note that by analyzing the plasma emission at early times (less than~100 ns), when the spectral continuum dominates the spectrum, one notices atomic absorption features corresponding to strong transitions involving the ground state or lowlying levels (this would be a sort of Fraunhofer absorption spectroscopy).
The last approach has been recently exploited by Ribière and Chéron 232 by using two lasers to produce two closely spaced, independent plasmas on the same sample and investigating the resulting absorption features at different inter-pulse delays. The authors reported spatially resolved absolute number densities of species and were able to follow their temporal evolution during the plasma expansion. 232 The most important advantage of laser absorption methods is that they do not require LTE assumption to provide absolute number densities: this is different from an absolute emission measurement, which relies upon LTE. The knowledge of the absorption oscillator strength, however, is still required. In addition, no calibration of the detection system is needed, the only requirement being that the interaction between the laser radiation and the atoms must be linear.
In conclusion, an absorption experiment is capable of providing absolute number densities, spectral line widths, and plasma expansion velocity. In addition, imaging techniques can be implemented to provide vertically resolved vertical distributions of longitudinally averaged atomic and ionic populations. It is therefore somewhat surprising that absorption experiments with tunable laser sources have not been so popular in LIBS work.
Fluorescence obviously relies on absorption as a primary excitation step. The advantage of fluorescence measurements in general is that, unlike emission and absorption, which provide line-ofsight averaged data, they provide local information, the spatial resolution being limited by the minimum laser excitation volume in the plasma resulting in a sufficient signal-to-noise ratio. The technique is capable of evaluating number density and temperature. 233 In both cases, the fluorescence signal can be observed from the same atomic (ionic) level reached by the laser excitation (resonance and direct line fluorescence) and from nearby levels populated by collisions. From an absolute measurement for a given transition, the number density of the emitting atoms (ions) is calculated, in much the same way as it is done for emission measurements. When relative, rather than absolute, measurements are performed, relative number density profiles are obtained. [234] [235] [236] [237] [238] [239] As in the absorption case above, if a spectrally narrow tunable laser is available, and the optical interaction between the laser and the atoms (ions) is linear, a fluorescence excitation profile, obtained by keeping the fluorescence monochromator fixed at the center of the transition while slowly scanning the laser wavelength across the line, directly gives the spectral profile S(k) of the transition. Care must be taken here to avoid any spurious broadening effect, which would occur if the laser-atom interaction is nonlinear (saturation broadening). This procedure has the additional benefit that, when the monochromator is set at the laser wavelength and the scanning procedure is repeated, the resulting profile directly gives the instrumental slit function.
It is well known that, with strong laser excitation, the transition can be optically saturated: this results in an improved signal-to-noise ratio and the additional advantage that the signal is independent of the collisional quenching between the two levels coupled by the laser. Both of these statements have to be taken with care: under saturated conditions, the Fixed frequency laser transmission measurements in the plasma Energy absorption mechanism: photo-ionization versus inverse bremsstrahlung Useful at early delay times (,100 ns), when n e is large enough to make the laser and plasma frequencies close enough for absorption, rather than scattering, to be the dominate interaction process. a This table reports several approaches that have been used, or could be used, in order to evaluate physical parameters of various plasmas, not limited to laser-induced plasmas. Emphasis is given here to the diagnostic rather than the analytical aspect of the atomic fluorescence technique: the last aspect will be addressed to in our second paper. 57 For a general introduction to laser-induced atomic fluorescence spectroscopy, the reader may wish to consult the following monograph: N. Omenetto and J. D. Winefordner, ''Atomic Fluorescence Spectrometry-Basic Principles and Applications'', Prog. Anal. At. Spectrosc., vol. 2 (1,2) Pergamon Press (1979). b This column reports the name of the first author appearing in the reference cited. signal-to-noise ratio can in fact degrade if spurious scattering of the laser light enters the detection system, and the quenching independence holds at the peak of the fluorescence waveform, thus imposing the necessity of performing time-resolved measurements, with the corresponding need of a more sophisticated acquisition routine. This increased complexity, on the other hand, has the added benefit of providing information about the plasma excitation-ionization dynamics.
Various papers describing fluorescence diagnostics in plasma are available (for example, see Refs. 234 through 249, and the information provided in Table VII ). Excited-state lifetimes, [241] [242] [243] obtained by measuring the fluorescence decay after the laser pulse is terminated, is indeed a useful parameter when measured at different delays after the formation of the plasma: as discussed by Measures et al. back in 1977, 241 its temporal behavior provides direct information about electron quenching and self-absorption effects. The time lag observed in reaching the peak of the signal when collisionally induced fluorescence is compared with direct line fluorescence provides information about the excitation rates and associated cross-sections; 244, 245 vice versa, if the cross-section is known or can be calculated, the ratio between the fluorescence signals resulting from direct coupling and collisional coupling can be used to evaluate the electron number density. [246] [247] [248] [249] Tunable laser excitation can enhance the population of several excited levels within its accessible wavelength range. The resulting collisional coupling allows the observation of fluorescence signals originating from all levels lying even a few eV below and above the level directly reached by the laser. A Boltzmann analysis, made at different delay times from the onset of the plasma, can then be used to evaluate the excitation temperature, similar to what was done in flames by Zizak et al. 250 Finally, a time-integrated, saturated fluorescence signal observed at a given (adjustable) time within the emission waveform (see Fig. 8 ) can be compared with the emission signal and the ratio used to calculate T exc . 251 In this case, a Boltzmann equilibrium between the initial and final state of the transition is assumed. The temperature derived from the saturated fluorescence signal can then be compared with the value obtained with the Boltzmann plot. Note that there is no need for the transition probability or for the calibration of the detection system.
Several other papers discuss the combined use of LIF and LIBS. However, the main target was improving the LIBS sensitivity rather than performing diagnostic measurements of the plasma parameters. These papers will be reported and discussed in our second focus article. 57 In LIBS, the use of fluorescence, and in particular of time-resolved fluorescence and pump-probe fluorescence, 253, 254 has not become popular. Understandably, this is due to the complexity of the plasma composition, which makes difficult the assignment of a cross-section to one specific process, to the need of continuously tunable lasers, and to the low signal-to-noise ratio achieved when working with fast detectors and associated electronics in order to provide nanosecond time resolution.
Absorption, emission, and fluorescence can be used simultaneously without adding instrumental complexity to the system. Indeed, this multi-methodological approach has been successfully used to map number density of species and to characterize plume dynamics [256] [257] [258] [259] (see Table VII ).
In concluding this subsection, we would like to point out that the word ''fluorescence'' should not be used to describe LIBS experiments alone. There are cases (e.g., photo-fragmentation, resonant laser ablation) in which one could justify the use of ''laser-induced plasma fluorescence'' instead of ''laserinduced plasma emission''. This semantic issue will be addressed in the second article. 57 
THE ISSUES OF LOCAL PLASMA PERTURBATION: PLASMA-PARTICLE INTERACTION
The LIBS methodology makes use of the laser-induced plasma to vaporize and dissociate a targeted material, which may originate from the gaseous or liquid state, but more commonly originates from the solid state. We focus here on the former two, which therefore necessitates the transformation of the targeted analyte species from discrete volumes of mass (e.g., droplets, bulk solid, or particulates) to individual, dissociated atoms and ions undergoing atomic emission. In preceding sections, the important processes of laser sampling and atomic excitation and emission have been reviewed. What is left to discuss here is the associated physics of heat and mass transfer as related to the original, discrete volume of sampled mass coupled with the finite quantity of energy within the laser-induced plasma and more importantly, the relatively compressed temporal scales associated with LIBS. Given the presence of an initial quantity of mass (e.g., an ablation particle), which will nearly always contain large numbers of atoms in addition to the analyte species of interest, one must consider the role of concomitant mass on the physics of complete particle vaporization and ultimately on the analyte response within the plasma.
In the analytical community, such behavior would fall under the label of matrix effects, a topic of considerable depth and complexity that remains at the core of quantitative analysis for many analytical schemes, including LIBS. The topic of matrix effects will be treated in the second article; 57 however, it is useful to shed light on this topic via interactions of introduced analyte mass with the laser-induced plasma at relevant spatial and temporal scales.
For this discussion, we will use the term particle to refer to discrete masses of targeted material that interact with the plasma, recognizing that these ''particles'' may arise from laser ablation, microdroplets, aerosol samples, etc. The phrase plasma-particle interactions implies an interaction between the analyte-containing particle and the laser-induced plasma, rather than between the particle and the laser beam. This is an important distinction that arises from consideration of the relative spatial volumes characteristic of the laser focal volume and the resulting laser-induced plasma. The latter is typically several orders of magnitude greater than the former, which directly translates to a greater probability of plasma-particle interactions as compared to direct laser-particle sampling. Of course, for high particle loadings, the laser will inevitably directly impact particles, but the vast majority of events will be interactions with the highly dynamic, laser-induced plasma. This is verified in the context of plasma volume measurements, particle sampling rate considerations, and direct imaging studies. [260] [261] [262] [263] The plasma-particle processes must also be framed in the context of the overall plasma lifetime (~10-100 ls for typical pulse energies) and the analytical timescales (i.e., detector delays and gates), which typically range from~1-50 ls following the initial laser pulse. 264 With this framework in mind, Fig. 9 describes the physical processes that govern the dissociation of constituent species within the laser-induced plasma in the context of analyte signal linearity with increased analyte concentration, and on the independence of the analyte atomic emission signal from concentrations of other species. From a physics point of view, these concepts may be extrapolated to the context of rates or timescales of heat and mass transfer. 54 If the timescale for complete analyte vaporization and dissociation is much less (i.e., an order of magnitude faster) than the analytical measurement timescale, these processes may be considered essentially instantaneous, and the atomic concentration might be expected to scale linearly with analyte mass. If the timescale for diffusion of heat from the plasma to the localized region of analyte mass and the timescale for diffusion of analyte mass into the plasma are also much less than the analytical measurement timescale, then the analyte spatial distribution, excitation, and ensuing atomic emission should correspond to the overall plasma conditions (i.e., bulk or spatially averaged), such that no localized perturbations to the plasma state in the vicinity of the analyte mass occur due to the presence of a vaporizing analyte particle.
The above scenario corresponds to the ideal situation, in which particle-derived analyte species interact uniformly with an unperturbed, analytical laser-induced plasma. In reality, such a scenario is not achieved, but rather, research has shown that the timescales of particle vaporization and dissociation, and the timescales for heat and mass transfer, are all comparable to the typical analytical timescales of plasma evolution. To quantify such phenomena, researchers turned to spatially resolved spectral measurements and direct plasma imaging. Hohreiter and Hahn 260 were the first to directly image analyte species in a laser-induced plasma, as calcium atoms vaporized and dissociated from an individual glass microsphere and subsequently diffused into the surrounding plasma. Their study provided direct evidence of the actual timescales of particle vaporization and analyte diffusion, revealing that the plasma-particle interaction is initially limited to a localized spatial region about the analyte-containing particle. Analysis yielded diffusion coefficients of the calcium atoms on the order of 0.05 m 2 /s over the plasma timescales of 2 to 30 ls following plasma initiation and a timescale of~15-20 ls for complete dissociation of the 2-lm glass microspheres. In related studies, Buckley et al. [265] [266] [267] explored the influence of the spatial location on the atomic emission from aerosol particles in laser-induced plasmas. Their spatially resolved spectral measurements revealed a variability in analyte signal with the location of particles within the plasma.
The above studies document the presence of spatially localized analyte species with laser-induced plasmas and therefore raise the question of the importance of localized plasma perturbations due to loss of plasma energy to vaporization and dissociation processes. Previous studies revealed no changes to the bulk plasma properties (i.e., spatially averaged plasma), namely excitation temperature and electron density, due to the presence of discrete particles. 268 Diwakar et al. 124 examined the issue of localized plasma perturbations by examining the analyte signal from a range of multi-component submicrometer-sized aerosol particles. Analyte species examined included sodium, magnesium, and cobalt with the addition of the elements copper, zinc, or tungsten at mass ratios from 1:9 to 1:19 (analyte-to-concomitant species). They found a perturbation in localized plasma state, as measured by changing atomic emission intensity and ion-to-neutral ratios, which was attributed to the loss of plasma energy required to vaporize and ionize the aerosol particle mass.
The above studies provide direct evidence of a matrix effect, as the resulting analyte signals were affected by additional particle mass. An important finding in the Diwakar et al. study, 124 however, was that the resulting perturbations to analyte response were minimized at longer plasma delay times (~60 ls), which is attributed to the allowance of sufficient time for the analyte atoms to thoroughly diffuse throughout the plasma and for heat to diffuse into the regions of the original particle dissociation, thereby equilibrating the analyte atoms with the overall bulk plasma conditions. Taking these studies in aggregate, it is concluded that FIG. 9. Physical processes governing the dissociation of constituent species within the laser-induced plasma. Local perturbations of plasma parameters occur while heat is transferred to the particle and mass is transferred to the plasma. In this context, the timescales for the diffusion of heat and mass govern the overall plasma conditions and provide direct evidence of the matrix effect.
quantitative LIBS analysis should be performed with careful attention given to the temporal plasma evolution and analytical timescales, noting that the finite timescales of particle dissociation and heat and mass transfer are all equally important.
Experimental studies have provided much insight into the plasma-particle interaction issues, but complementary numerical simulations and modeling studies can provide additional valuable insight into overall laser-induced plasma dynamics. 47, 125, [269] [270] [271] [272] [273] [274] A study by Dalyander et al. 125 specifically addressed the timescales of heat and mass transfer with laser-induced plasmas for discrete mass loading. The model included simultaneous solution of the heat and mass transfer equations using physical models for the plasma thermal conductivity and for the mass diffusivity of the analyte species calcium and magnesium. The analysis revealed significant species gradients, attributed to the finite-scales of mass transfer, and localized temperature perturbations attributed to energy requirements of particle dissociation and ionization. A very useful non-dimensional parameter for directly comparing the timescales of heat and mass transfer is the Lewis number, defined as the ratio of the thermal diffusivity to the mass diffusivity. Based on the diffusion of both the calcium and magnesium atoms in the Dalyander et al. study, 125 the Lewis number ranged from about 1 to 4, with an average value essentially unity for plasma delay times beyond 5 ls following breakdown.
Overall, these findings are in excellent agreement with the experimental results discussed above and indicate that the time scales of heat and mass diffusion are comparable and finite. Accordingly, such a near-unity Lewis number is indicative of a finite rate of diffusion of heat into the region of particle dissociation and of a comparable, finite, rate of diffusion of analyte species away from the particle region. Such a scenario is consistent with the concept of initial suppression of local plasma temperature, as energy that is utilized for particle dissociation can only be replaced over a finite timescale by the inward diffusion (i.e., conduction) of heat.
In concert, the above discussion suggests a link between single-particle LIBS and single-particle ICP-OES or ICP-MS. In fact, the role of the laser is to create a plasma, in which the ensuing plasma-particle interaction effectively creates single-particle sampling and analysis events, [275] [276] [277] in much the same way as single droplets are introduced into the central channel of an ICP and the temporal fate of the droplet followed by the resulting atomic emission [see, for example, the recent work of Groh et al., 278 in addition to the seminal work performed by Olesik (see, for example, Ref. 279 ) and Hieftje (see, for example, Ref. 280) ]. The sequence of events investigated (desolvation, vaporization, dissociation, excitation, ionization, and diffusion out of the observed volume) is the same in both cases, while the time evolution and the dynamic effects from the different analytical plasmas are different. The extrapolation of the above concepts to laser ablation-ICP studies (LA-ICP-OES and LA-ICP-MS) is straightforward. In such ''tandem'' approaches, the laser has the role of creating the particles that are transported in the ICP; hence, the processes of particle formation and plasma formation are independent. Ultimately, the most important outcome of the study of plasma-particle interaction is that any advances in our understanding of the fate of an analytecontaining particle entering the plasma will have a direct beneficial repercussion on the analytical use of LIBS, LA-ICP-OES, and LA-ICP-MS. Clearly the physical processes as outlined above govern the subsequent analyte response. Only through understanding and appreciation of these processes can LIBS and related plasma-based analytical schemes be optimized to realize their full analytical potential.
CONCLUSIONS
In this article, a review of the various topics and techniques used for the spectroscopic characterization of plasmas has been given. The discussion has been focused on the use of many diagnostic approaches, involving the measurement of atomic and ionic emission, absorption, and fluorescence, in addition to scattering methods. Several theoretical expressions relating the emis-sion signal to the plasma parameters have been given. These expressions include the measurement of line intensity, line profiles, ion-to-neutral ratios, and line-to-continuum ratio. Moreover, their application to the evaluation of electron number density and plasma temperature has been discussed. Additional, complementary information has been collected in tables, together with pertinent literature citations.
The important issue of plasma-particle interactions and the resulting local perturbation of the plasma has been discussed, showing that the time scale for the diffusion of heat (from the plasma to the particle) and mass (from the particle to the plasma) govern the overall plasma conditions.
The focus of this article is on laserinduced plasmas: nevertheless, reference to previous pertinent knowledge acquired over many decades of work with non-laser plasmas, such as arcs, sparks, discharges, microwave-induced plasmas, and inductively coupled plasmas, has been systematically made, with the hope that it will serve as a trigger for readers to benefit from it and to apply some unexplored diagnostic approaches to LIBS. Indeed, the problems encountered in diagnostic LIBS work are no different from those reported with other plasma sources and are aggravated by the transient nature of the laser-induced plasma. The similarity is perhaps best demonstrated by referring to the article by Huang and Hieftje, 134 in which the authors state that the key question: ''What are the most useful fundamental parameters for characterizing the behavior of the inductively coupled argon plasma?'' has the following answer: ''Local electron temperature, electron number density, and gas-kinetic temperature''. 134 The second part of this review will focus on the quantitative aspects of LIBS, discussing problems related to calibration, matrix interferences, detection limits, advances in instrumentation, and data processing.
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