The combinatorial properties of Young modules corresponding to maximal Young subgroups are studied: an explicit formula for p-Kostka numbers is given, and as applications, the ordinary characters of Young modules are described and a branching rule for Young modules is determined. 
Introduction
One of the main problems in representation theory is to determine the decomposition matrix of a given finite group. This matrix depends on the field k over which the representations are considered which is assumed to be of prime characteristic p, not dividing the order of the group under consideration. Although the decomposition matrix is known for many finite groups the problem is still far from being solved in the case of the symmetric groups.
Over twenty years ago James determined the decomposition numbers of the symmetric groups corresponding to two-part partitions and formulated a row and column removal rule.
But even for three-part partitions an evaluation of the decomposition numbers has not yet been achieved. It is interesting that the part of the decomposition matrix which corresponds to two-part partitions, forms a so-called Sierpinski gasket, a fractal structure, explicitly expressed by binomial coefficients modulo p. Taking together the row and column removal formula, decomposition numbers of certain n-part partitions can be equated with that corresponding to two-part partitions, and thus are forming again a Sierpinski gasket. This suggests that there could be a generalization of the (two-dimensional) Sierpinski gasket, expressing decomposition numbers of n-part partitions.
In this paper, we investigate certain permutation modules and so-called Young modules of the symmetric groups; in particular we are interested in the so-called p-Kostka numbers related to them. It turns out that their combinatorial properties are similar to that of decomposition numbers: we show that those p-Kostka numbers corresponding to twopart partitions form a Sierpinski gasket and as such can be expressed by binomial coefficients modulo p. More generally, it seems that most combinatorial data in relation to representation theory of symmetric groups, general linear groups of Schur algebras have the part corresponding to two-part partitions given by a Sierpinski gasket. In all these cases it is expected that understanding the combinatorial generalization would lead to understanding decomposition numbers.
Young modules were studied for example by James [17] , Klyachko [18] , Grabmeier [8] , Green [10] , Donkin [1, 2] , Erdmann [4, 6, 7] and Henke [12, 13] . Schur algebras are defined as endomorphism rings of a direct sum of Young modules, with certain multiplicities. Therefore Young modules and their representation theoretical properties determine the structure of Schur algebras and with that, in turn, they provide information on the representation theory of the symmetric group itself. To understand more about comparison of different Schur algebras, as for example given in [13] , we investigate here how Young modules corresponding to two-part partitions restrict to a symmetric group of one degree less.
We start in Section 2 with providing the background theory on Young modules as needed. In Section 3 we then give an explicit formula for p-Kostka numbers in the case of (proper) maximal Young subgroups of the symmetric groups. Sections 4 and 5 deal with applications of this result: in Section 4, we provide an explicit formula for the ordinary characters of Young modules corresponding to two-part partitions. Both, the results from Sections 3 and 4 can be represented by a Sierpinski gasket. In Section 5 we determine a branching rule (restriction from Σ r to Σ r−1 ) of Young modules corresponding to twopart partitions and classify when a restricted simple module (corresponding to a maximal Young subgroup) is a direct sum of Young modules. Finally, Section 6 looks at Klyachko's multiplicity formula which is used to reprove reduction formulas for p-Kostka numbers of certain n-part partitions obtained in [14, Secction 4 ].
Background on Young modules and p-Kostka numbers
Let n, r be natural numbers and let Λ + (n, r ) be the set of n-part partitions of r , endowed with the dominance order ≤. Let λ be a composition. The partition obtained from λ by arranging its parts in descending order is denoted by λ. For a composition λ = (λ 1 , . . . , λ n ) we define the order of λ by |λ| = n i=1 λ i . Let Σ r be the symmetric group on r symbols and (K , R, k) be a p-modular system where k is of prime characteristic p. A module V which is defined over the ring R is denoted by V R and, similarly, a module defined over the field k is denoted by V k . Let r be a fixed natural number and let λ be a partition of r . The simple modules of Σ r , called Specht modules, are parameterized by Λ + (r ), the set of partitions of r , and denoted by S λ for λ ∈ Λ + (r ). In prime characteristic p the simples are parameterized by the p-regular partitions of r and denoted as D µ for µ p-regular. The Young subgroup Σ λ of Σ r is defined to be
Let M λ be the permutation module over K Σ r obtained by inducing the trivial representation of the Young subgroup Σ λ to Σ r . The indecomposable direct summands of M λ are called Young modules. They can be parameterized by partitions of r as follows: 
3.1.
In this section we compute p-Kostka numbers for maximal Young subgroups. Let r be a natural number and let α and λ be partitions of r such that Σ α is a maximal Young subgroup of the symmetric group Σ r . Hence α is a partition of r into two parts, say α = (r − k, k) for some suitable non-negative integer k. Let M α be the permutation module over the Young subgroup Σ α and fix a decomposition of M α into indecomposable summands. We determine p-Kostka-numbers by a combination of Young's Rule and Theorem 3.1.
Let λ and α be partitions of a natural number r . Note that in the last theorem, the decomposition of α is not required to be a decomposition into partitions.
Suppose Y λ is a direct summand of M α . Then, by Theorem 2.3, the partitions involved satisfy λ ≥ α (in the dominance order) and thus λ is a partition into at most two parts. We assume, without loss of generality, that the partition λ is of the form λ = (r − s, s) for some suitable non-negative integer s ≤ k. The following lemma is well-known. As a consequence we obtain that the multiplicity of the Young module Y λ as direct summand of the permutation module M α considered over a field of arbitrary prime characteristic is at most one. To obtain the decomposition of a given permutation module M α into its indecomposable summands Y λ , we reverse the problem: given a Young module Y λ , we determine all permutation modules M α such that Y λ is a direct summand of M α and α is a two-part partition. To start with, we make some general observations: 
Let n and m be natural numbers with p-adic expansions n = i∈N 0 n i p i and m = i∈N 0 m i p i . We say that m is p-contained in n if m i ≤ n i for all indices i ∈ N 0 . Note that this definition is different from James' use of p-contained. Moreover, we write in the following the p-adic expansion of n also as n = [n i ] i∈N 0 or as n = [n t , . . . , n 1 , n 0 ], where t is some index such that n i = 0 for all i > t. 
(1) We prove the reverse direction first:
Furthermore, by the definition of α(i ), we obtain:
Hence, by Theorem 3.1 the Young module Y λ is a direct summand of the permutation module M α .
(2) Conversely, assume that the Young module Y λ is a direct summand of the permutation module M α , where λ = (r − s, s) and α = (r − k, k). Then there exists a decomposition of α into compositions, say α
To show that this is indeed the p-adic decomposition of k − s, we give lower and upper bounds for y i − d i for all i ∈ N 0 :
3.2.
We fix the following notation: for a real number x we denote the greatest integer less or equal to x by [x]. For non-negative integers x and y we define the function g = g p : N 2 0 → N 0 by:
Moreover, we define the quarter infinite matrix Y even := Y p,even = (y i j ) for non-negative integers i, j by
Note that for natural numbers m, n we have m is p-contained in n if and only if As the results of this section show, the quarter infinite matrices Y are again deformed Sierpinski gaskets as are the decomposition numbers of the symmetric groups corresponding to two part partitions. Moreover, it should be noted that Theorem 3.3 can be generalized: for example, consider partitions λ = (λ i ) 1≤i≤n and α = (α i ) 1≤i≤n with λ i = α i for all but two adjacent indices, say j and j +1. Then a result similar to Lemma 3.2 implies, that the multiplicities [M α : Y λ ] are at most one. Moreover, the first direction of the proof of Theorem 3.3 translates immediately to this situation with the condition that
Corollary 3.4. Let r be an even natural number and s and k non-negative integers such that 2s ≤ 2k ≤ r. The Young module Y (r−s,s) is a direct summand of the permutation module M (r−k,k) if and only if y
[(r−2s)/2],[(r−2k)/2] = 1.α j +1 − λ j +1 ⊆ p α j − α j +1 .
The ordinary characters of Young modules corresponding to maximal Young subgroups

4.1.
In this section we consider the associated ordinary characters of Young modules corresponding to two-part partitions of a fixed symmetric group. For non-negative integers x and y we define the function f = f p : N 2 0 → N 0 by:
is uniquely determined by r = λ 1 + λ 2 and the difference λ 1 − λ 2 , we equivalently use the parameterizing set
Note that all elements in this latter set have the same parity as r . We define for non-negative integers i and j the quarter infinite matrix
otherwise. 
where ∇(r − s, s) denotes dual Weyl modules and L(r − k, k) denotes simple modules of the Schur algebra S(2, r ). For details on Schur algebras see [3, 9, 19] .
Similarly, for r odd, we define for non-negative integers i and j the quarter infinite 
4.2.
Define for non-negative integers i, j the quarter infinite matrix E = (e i j ) by
For every natural number r , let ] . Then by counting rows from bottom to top and columns from right to left, the matrix E(r ) is the bottom right-hand corner of the quarter infinite matrix E. Let (r − k, k) be a partition of r . By Lemma 3.2 the matrix E(r ) is the matrix whose entries give the ordinary characters of the permutation modules
In the following everything is either defined for r even or for r odd, but we do not distinguish in our notation. We defined 
Corollary 4.3. Let the notation be as above. Then the matrix of p-Kostka numbers Y (r ) is given by Y (r ) = E(r )K (r ) −1 . The matrix listing the ordinary characters of Young modules K (r ) is given by K
Note that this provides combinatorial identities.
Restriction of Young modules corresponding to maximal Young subgroups
5.1.
In this section we determine the branching behavior of Young modules corresponding to two-part partitions by applying Theorem 3.3. Whenever we speak about restriction in this section and write Res we will mean the restriction of Σ r to Σ r−1 . By Mackey's theorem we know that
where 1 denotes the trivial module, and the arrows induction and restriction. Note that the permutation modules M λ are defined for any composition λ of n with M λ = M λ (where λ is defined as in Section 2). The number of representatives s for the double cosets is given by the number of non-zero parts of λ; we can choose for example for the n-part partition λ = (λ 1 , . . . , λ n ) with λ n = 0 the representatives given by the cycles
. . , r and id.
For a coset representative s the group Σ r−1 ∩ sΣ λ s −1 is again a Young subgroup of Σ r−1 . We are interested in the case n = 2 where we obtain
otherwise.
Note that for k = r/2 this means
. By definition, a Young module is an indecomposable direct summand of such permutation modules M λ . Since restriction commutes with taking direct sums we deduce that the restriction of a Young modules is again a direct sum of Young modules. The main result of this section is: ,0) and for all other k we have
Theorem 5.1. Let r be a natural number and k a non-negative integer with
and for all other k the restriction is given by
5.2.
We assume for the notation in this theorem and this section that Y (r−1−k+ p i ,k− p i ) = 0 for such i with k − p i < 0. This applies in particular to the partition with k = r/2 where t (k) = ∞.
In the rest of this section we will deal with the proof of this result. The main ingredient in the proof is the characterization of p-Kostka numbers given in Section 3 (see Theorem 3.3) and we apply this without further mention. Define the set
We deduce the direct sum decomposition of ResY (r−k,k) inductively by comparing the direct summands in the module equation
We proceed by an induction on r and k; we assume we have shown the theorem up to r − 1 and for r up to the partition (r −k +1, k −1) and we will show the theorem for the partition 1,0) is the trivial module. Moreover, for r = 2 we obtain
From now on we assume k > 0. We consider the elements s :
Note that these are elements of the set N for p > 2 if and only if either
For p = 2 they are elements of N only for i = t (k). We will use the symbol * to denote natural numbers in p-adic expansions whose values we do not want to spell out.
Lemma 5.2. The module ResM (r−k,k) for k = r/2 has the direct summand
otherwise. where s ∈ N with s = k − p i .
For k = r/2 it has the direct summand
2V k ⊕ 2Y (r−1−k+ p t (k) ,k− p t (k) ) .Y (r−1−k+ p t (k) ,k− p t (k) ) . For p > 2 it contains the direct summand V k ⊕ Y (r−1−k+ p t (k) ,k− p t (k) ) if [r − 2k] t (k) = p − 2, V k if [r − 2k] t (k) = p − 2.
Moreover, none of the Young modules Y (r−1−k+ p i ,k− p i ) occurs with a higher multiplicity in s∈N\{k} ResY (r−s,s) as the one given above.
Proof. (a) Assume that s
= k − p i ∈ N and let Y := Y (r−1−k+ p i ,k− p i ) for a fixed i ≤ t (k). We have r − 2s = (r − 2k) + 2 p i . Hence for p > 2 we have k − s = p i is p-contained in r − 2s if and only if i ≤ t (k) − 1 or [r − 2k] t (k) = p − 2. Note that s < k ≤ r/2Y (r−1−s,s) ⊕ V s ⊕      0 i f [r − 2s] t (s) = p − 1, 2Y (r−1−s+ p t (s) ,s− p t (s) ) if [r − 2s] t (s) = p − 2, Y (r−1−s+ p t (s) ,s− p t (s) )= k − p i . Suppose Y (r−1−k+ p i ,k− p i ) = Y (r−1−s+ p j ,s− p j ) where 0 ≤ j ≤ t (s). Then s = k − ( p i − p j ) and since s ∈ N \ {k} we obtain j < i ≤ t (k). We have r − 2s = r − 2k + ( p i + ( p i − 1)) − ( p j + ( p j − 1)), k − s = ( p i − 1) − ( p j − 1). Since [k − s] j = p − 1 and [r − 2s] j = p − 2 for all 0 ≤ i ≤ t (k)
5.3.
So far we have established that the right-hand side of the module equation for ResY (r−k,k) in Theorem 5.1 does occur as a direct summand in ResY (r−k,k) . It remains to show that no other Young modules occur in the restriction of Y (r−k,k) . To do so we define the set M as follows:
The following situation occurs only for k = r/2. Proof. We begin with considering the case k = r/2 and state the necessary modifications for k = r/2 at the end of the proof. By hypothesis, both k −m and k −1−m are p-contained in r − 1 − 2m. We distinguish in the first part of the proof the cases j > t (s), j = t (s) and j < t (s). Note that since s = m + p j we have
(1a) We start with proving that j ≤ t (s). Assume for a contradiction that it is not. Then 
For the second part of the proof we let p > 2 and considers = m. Then r − 2s = r − 2s + 2 p j and k −s = (k − s) + p j . We know from (1a) above that j ≤ t (s) and hence we distinguish in the following between j < t (s) and j = t (s).
(2a) Suppose j < t (s). Using (1c) we obtain:
By the definition of j and since
It follows that k −s ⊆ p r − 2s and therefores ∈ N. (2b) Finally, let j = t (s) and [r − 2s] t (s) < p − 2. Then fors = m we obtain (using the usual arguments)
where
It remains to look at the modification for k = r/2. As mentioned before we have 
5.4.
Young modules as well as the restriction of simple module D λ are self-dual modules. Both type of modules are filtered by Specht modules. In this section we are interested to understand in which cases ResD λ is a Young module of a direct sum of Young modules. For this we use a result by Sheth [20] who determined the composition factors of a simple restricted module corresponding to a two-part partition.
Theorem 5.8 (Sheth). Let λ = (r − k, k) and t
(ii) If r − 2k ≡ −1 mod p then ResD λ is indecomposable with composition factors:
The partitions for which a restricted simple is a (direct sum of) Young modules will be characterized by partitions whose Specht module is simple. Excluding the partition (r/2, r/2) for p = 2, the classification of simple Specht modules (see [15] ) for two-part partitions can be stated (see [7] ) in the following form: 
In all other cases, ResD λ is not a direct sum of Young modules. 1−k,k) . To do that we construct a decomposition factor of Y (r−1−k,k) which does not occur in ResD (r−k,k) .
Let p > 2 and write r − 2k = j ≥0 s j p j for the p-adic expansion of r − 2k. We make the following definitions
Note that by the definition of t we have s j = p − 1 for all j ≤ t − 1. Then we can realize r in the following way: 
Hence, in both cases, r − 1 − 2s is strictly greater than the highest weight of ResD (r−k,k) and so
Reduction formulas between p-Kostka numbers
6.1.
In Section 3 we evaluated p-Kostka numbers for two-part partitions. Here we will give reduction formulas between certain p-Kostka numbers of n-part partitions (n ≥ 2), firstly reproving the reduction formulas for p-Kostka numbers obtained in [14] and secondly working towards a row removal formula for p-Kostka numbers.
We recall the technical but nice multiplicity formula by Klyachko [18, 9.2] . For details see for example [8, 7.14] . Suppose the p-adic decomposition of µ is µ = Theorem 6.1 (Klyachko) . With the notation established above we have
6.2.
We now reprove the results on p-Kostka numbers obtained in [14] . We will use the formula in Theorem 6.1 for partitions of a particular form: given a partition λ
where a is a natural number and d is specified in the following corollary: 
We establish next a one-to-one correspondence between the matrices in M − (λ, β) and [M
6.3.
As the p-Kostka numbers are like the decomposition numbers from a Sierpinski gasket, one can expect a row (and column) removal formula for p-Kostka numbers as one has them for the decomposition numbers. Klyachko's multiplicity formula can be used to reduce the proof of such a formula to projective Young modules. We fix the following notation. Given a partition λ = (λ 1 , λ 2 , . . . , λ n ) we denote the truncated partition obtained by leaving out λ 1 byλ, that isλ = (λ 2 , . . . , λ n ). Removal Formula) . Let λ, µ be partitions of r such that λ 1 = µ 1 . Then
Conjecture 6.3 (Row
We assume in the following such a row removal formula exists in the case µ is p-column regular and prove with this assumption that the above conjecture is true by applying Klyachko's formula. This theorem in particular says, if we fix n and p then there are only finitely many p-Kostka numbers for which we have to prove the row removal formula. In particular, it immediately implies that the row removal formula holds for n = 3: using Theorem 6.4 it is enough to consider p-column-regular partitions µ. Moreover, we assume that µ dominates λ. Then 
