Abstract -Fishery independent indices of spawning biomass of Atlantic bluefin tuna in western North Atlantic Ocean are presented which utilize National Marine Fisheries Service ichthyoplankton survey data collected from 1977 through 2007 in the Gulf of Mexico. Indices were developed using similarly standardized data from which previous indices were developed (i.e. abundance of larvae with a first daily otolith increment formed per 100 m 2 of water sampled with bongo gear). Indices were also developed for the first time from standardized data collected with neuston gear [i.e. abundance of 5-mm larvae (i.e. seven-day-old larvae) per 10 minute tow]. Indices of larval abundance were developed using delta-lognormal models, including following covariates: time of day, time of month, area sampled and year. Due to the large frequency of zero catches during ichthyoplankton surveys, a zero-inflated delta-lognormal approach was also used to develop indices. Finally, a multivariate delta-lognormal approach was employed to develop indices of annual abundance based on both bongo and neuston catches. The results of these approaches were compared with one another and with other indices of larval abundance previously developed for the Gulf of Mexico. Residual analyses indicated that abundance indices of Atlantic bluefin tuna larvae were more appropriately developed from bongo-collected data through the zero-inflated delta-lognormal approach than other data sets and modeling approaches. Also, when modeling bongocollected data with the zero-inflated delta-lognormal approach, the index values increased, indicating some correction for zero-inflation, and their variability decreased as compared to indices developed with the delta-lognormal approach.
Introduction
The objective of fishery-independent surveys is to make inference about the size (in numbers and/or biomass) and age structure of targeted populations. Annual abundance indices based on such surveys are usually derived from catch or catchper-unit-effort (CPUE) data and are a vital part of current management regimes of many fisheries. Collection, analysis and dissemination of such information are a paramount function of the National Oceanic and Atmospheric Administration (NOAA), National Marine Fisheries Service (NMFS).
Fishery managers became concerned of the status of stocks of Atlantic bluefin tuna, Thunnus thynnus, in the late 1960's, and in 1975 the International Commission for the Conservation of Atlantic Tunas (ICCAT) implemented regulations for management of the western Atlantic stock. Since then, annually conducted international assessments of western Atlantic bluefin tuna have indicated a large decline in abundance (Anonymous 2008) . Most abundance indices used during assessments of western Atlantic bluefin tuna were of a fisherydependent nature. Scott et al. (1993) presented a spawning biomass index based upon the abundance of Atlantic bluefin tuna larvae collected during fishery independent surveys conducted by NMFS in the Gulf of Mexico. Since that time, this index, which is a series of Pennington (1983) deltadistribution estimators, has been updated regularly (Scott and Turner 1994) .
Fish larvae in many cases are overdispersed as a result of the spawning behavior of adults and/or physical oceanographic processes, resulting in catch data which are not normally distributed. Therefore, samples taken from such overdispersed populations contain many small or zero values and few very large values, and simple estimates of mean abundance from sample data may either be too low if many low values are included or too high if very large values are included. Such zero-inflated CPUE data is prolific in fisheries biology and becoming more important as fish stocks decline and rare species become more difficult to detect. Zero-inflation can occur due to "true zero" observations (e.g. from the study of rare organisms) or "false zero" observations (e.g. from sampling or observer errors) or both. Martin et al. (2005) reviewed many recent approaches to model such data for statistical inference with the use of generalized linear models. Data with zero-inflation due to true zeros can be modeled by two approaches: two-part modeling (e.g. delta-lognormal method; Lo et al. 1992 ) and mixture modeling (e.g. zero-inflated Poisson [ZIP] or zero-inflated negative binomial [ZINB] [Martin et al. 2005; Minami et al. 2007] ); while zero-inflation due to false zeros can be mitigated by the use of zero-inflated binomial (ZIB) mixture models (Tyre et al. 2003; Martin et al. 2005; Steventon et al. 2005) . For data with zero-inflation due to both true and false zeros, Martin et al. (2005) reports that there are currently no reported models in the literature.
Model-based estimators have been popularized since they may reduce the likelihood of false conclusions about trends in abundance (McConnaughey and Conquest 1993) . They may also produce estimators with better precision (Pennington 1983 (Pennington , 1996 Lo et al. 1992) . One model-based alternative to the arithmetic mean of the sample is the delta-lognormal method (Lo et al. 1992 ). The index computed by this method is a mathematical combination of yearly abundance estimates from two distinct generalized linear models: a binomial (logistic) model which describes proportion of positive abundance values (i.e. presence/absence) and a lognormal model which describes variability in only the nonzero abundance data (Lo et al. 1992) .
However, for many fishery-independent CPUE data sets, large frequencies of zeros are observed relative to what is predicted by models based on standard distributional assumptions. Recently, in many fields, it has become popular to model such data using regression models based on an assumption that the response is generated by a mixture of a standard count distribution (e.g. binomial, Poisson, or negative binomial) with a degenerate distribution with point mass of one at zero, creating a zero-inflated distribution (Hall 2000; Vieira et al. 2000) . As mentioned earlier, Martin et al. (2005) reports that there are currently no reported models in the literature for data with zero-inflation due to both true and false zeros, and the use of mixture models based ZIP or ZINB distributional assumptions may not account for "false zeros" when modeling the data. Therefore, a more appropriate way to model these types of data would be to replace the binomial model portion of a delta-lognormal approach with a zero-inflated binomial (ZIB) model. This would allow one to take into account both "true zeros" by using a two-part modeling approach (i.e. the deltalognormal method), while adjusting for any "false zeros" with the ZIB modeling approach.
In many surveys, multiple gear-types are used in gathering data. In most cases, CPUE values resulting from differing gears are neither directly additive nor easily standardized between gears, making it difficult to model with a traditional delta-lognormal approach. Therefore, a more appropriate way to model these types of data would be to replace the binomial and lognormal submodels of a delta-lognormal approach with multivariate binomial and multivariate lognormal submodels.
The objective of this paper is to present abundance indices of bongo-and neuston-collected Atlantic bluefin tuna larvae based on delta-lognormal (DL), zero-inflated delta-lognormal (ZIDL), and multivariate delta-lognormal (MDL) models. The indices resulting from these methods will be compared to an index developed using the Pennington delta-distribution (PDD) method as employed in the development of previous larval bluefin tuna indices (Scott et al. 1993; Scott and Turner 1994) .
Methodology
Methodologies concerning general ichthyoplankton surveys conducted by NMFS in the Gulf of Mexico have been extensively reviewed (Richards and Potthoff 1980; McGowan and Richards 1986) . Likewise, methodologies concerning the use of this survey data to assess bluefin tuna larvae were reviewed (Richards 1990; Murphy 1990) . Ichthyoplankton surveys were conducted from numerous NOAA vessels during mid to late April through May from 1977 through 2007 in the offshore waters of the US Gulf of Mexico. Sampling station locations were usually located on a 30-nautical-mile grid. A double oblique plankton tow was conducted at every station through 1983 and at every other station from 1984 through 2007. Each tow was conducted to 200 m or to within 1-5 m of the bottom if the water depth is less than 200 m and was made using a paired 61-cm bongo net plankton sampler with a 0.333 mm mesh. Ship speed during the tow was maintained at approximately 1.5 knots to maintain a 45
• wire angle on the deployment cable. A flow meter inside the mouth of each bongo net was used to determine the volume of water sampled. In addition to the bongo tow, a neuston net tow was made at each station. This was a surface tow taken at a speed of 1.5 knots for 10 minutes duration. The net was fished from the side of the vessel, outside of the vessel's wake, and the cable paid out was adjusted to insure the net fished the top 0.5 m of the water. The frame of the net was a 1 by 2 m m rectangle, and the mesh was 0.947 mm.
Identifications and measurements (to the nearest 0.1 mm body length) of bongo-collected larvae by the Polish Plankton Sorting and Identification Center in Szczecin, Poland were verified for all survey years except 2007. Data from 2007 were included in the analyses, but were considered provisional. The methodologies of Scott et al. (1993) and Scott and Turner (1994) were used to standardize larval data. The mean number of larvae per 100 m 2 at first daily otolith increment formation for each station sampled between April 20 and May 31 each year of the time series were estimated and used to index abundance. The calculation of the number of larvae per 100 m 2 resulted from the need to incorporate the depth over which each volumetrically-sampled bongo tow was integrated [i.e. the number of larvae per volume (m 3 ) multiplied by sampled the depth (m)]. The indices were estimated as
where y indexes year, s indexes sampling station, i(= 1, ..., n) indexes individual larvae, A the surface area sampled, Z the larval daily loss rate, D the larval daily ring count, and R the gear efficiency estimate applied. Estimates were constructed using the preferred method as described in Scott et al. (1993) and Scott and Turner (1994) , which adjusts the density estimates of each of the sampling stations for estimated larval loss rates and gear efficiency. With these station-and year-specific estimates of larval catch, Scott et al. (1993) and Scott and Turner (1994) then used the delta-distribution method of Pennington (1983) to develop unbiased estimates of average annual larval density (and variability), taken to be the annual index value (and variability). Identifications and measurements (to the nearest 0.1 mm body length) of neuston-collected larvae by the Polish Plankton Sorting and Identification Center in Szczecin, Poland were also verified for all survey years except 1987 except , 1988 except , 2006 except and 2007 except . Specimens from 1987 except and 1988 were not measured and currently the location of these specimens is unknown due to damage incurred during Hurricane Katrina. If those samples cannot be recovered in the future this will permanently represent a data hole in the time series. Data from 2006 and 2007 were included in the analyses, but were considered provisional. Both length-frequency and age-frequency histograms were evaluated to determine an appropriate standardization approach for neuston-collected data. The standardized number per 10-minute neuston tow for each station sampled between April 20 and May 31 each year of the time series was estimated and used to index abundance.
Unbiased estimators of the mean and variance of the PDD method (Pennington 1983 ) are presented as
and
respectively, where n y is the number of observations, m y is the number of nonzero values, T y and s 2 y are the sample mean and sample variance, respectively, of the log of the nonzero values, x 1 denotes the single untransformed value when m y equals one, and
This PDD method (Pennington 1983 ) was used to further update the bongo index for continuity and to develop a new neuston index. This was done to make comparisons between the indices developed from the PDD method and those developed from DL models. The DL index of relative abundance (I y ) as described by Lo et al. (1992) was estimated as
where c y is the estimate of mean CPUE for positive catches only for year y; p y is the estimate of mean probability of occurrence during year y. Both c y and p y were estimated using generalized linear models. Data used to estimate abundance for positive catches (c) and probability of occurrence (p) were assumed to have a lognormal distribution and a binomial distribution, respectively, and modeled using the following equations:
where c is a vector of the positive catch data, p is a vector of the presence/absence data, X is the design matrix for main effects, β is the parameter vector for main effects, and ε is a vector of independent normally distributed errors with expectation zero and variance σ 2 .
38 G.W. Ingram Jr. et al.: Aquat. Living Resour. 23, 35-47 (2010) We used the GLIMMIX and MIXED procedures in SAS (v. 9.1, 2004) to develop the binomial and lognormal submodels, respectively, to develop annual DL indices for both bongoand neuston-collected larvae. Similar covariates were included in both submodels: time of day (two categories: night, 6:00 PM to 6:00 AM, local time; day, 6:00 AM to 6:00 PM, local time), survey date category (four categories: late April, April 20 to April 30; early May, May 1 to May 10; middle May, May 11 to May 20; late May, May 21 to May 31), survey area [original survey area as defined by Scott et al. (1993) divided into three categories: eastern survey area (survey area between 84
• and 86
• longitude); central survey area (survey area between 86
• and 91
• longitude); western survey area (survey area between 91
• and 94
• longitude)] and year. If any variables were not found to be at least marginally significant (i.e. at α = 0.10) based on type 3 analysis, then those variables were removed. Type 3 tests are hypothesis tests for the significance of each of the fixed effects to be considered for inclusion in the model (null hypothesis: the change in model likelihood resulting from the inclusion of the effect is zero). The significance of including each effect is evaluated given that all the other effects to be considered are already in the model. The fit of each of the submodels was evaluated using residual analyses, which were accomplished by plotting the residuals by year and by developing a QQ plot of the residuals assuming a normal distribution. Also, a Wilcoxon signed rank test was conducted to test the null hypothesis that the mean of the residuals is zero, assuming that the distribution is symmetric (Lehmann 1998) . The performance of the binomial submodel was evaluated with the AUC [i.e. the Area Under the receiver operating characteristic (ROC) Curve] methodology presented by Steventon et al. (2005) . The ROC curve is used to assess the fit or predictive accuracy of dichotomous models (McPherson et al. 2004; Boyce et al. 2002) . The AUC statistic is developed from the ROC curve, and is both a robust measure of model performance and relatively insensitive to prevalence (proportion of 0 or 1). The AUC statistic does not require the choice of an arbitrary prediction probability threshold defining "presence" vs. "absence," but rather it summarizes model performance across the range of possible thresholds (Cumming 2000) .
Then, ln(c y ) and p y were estimated as least-squares means for each year along with their corresponding standard errors, SE(c y ) and SE(p y ), respectively. Before, calculation of I y , the estimates of ln(c y ), on the natural log-scale are backtransformed to those on the original (normal) data scale, c y , using a bias correction as detailed by Lo et al. (1992) . From these estimates, I y was calculated, as in Equation (5), and its variance calculated as
where
and ρ c,p denotes correlation of c and p among years. In order to develop the ZIDL model to estimate annual indices of abundance for both bongo-and neuston-collected larvae, we replaced the regular binomial portion of the DL model with a ZIB model that takes into account the high proportion of zeros in the abundance data. The ZIB model treats the probability of observing a bluefin tuna larva as a product of the true probability of the site being occupied (o), and the probability of detection (d) when in fact the site is occupied at the time the sample is taken (Tyre et al. 2003; Steventon et al. 2005) . Multiple samples must be taken at each site in order to estimate d, but the number of samples per site (m) does not have to be equal (Tyre et al. 2003) . The number of occurrences of an animal for each site over m samples is denoted as x, and the number of sites sampled as n (Steventon et al. 2005) .
In the case of this study, a year was treated as a site, since the goal was to develop annual indices of abundance. Therefore, when we considered one year after m samples have been taken (i.e., m bongo stations completed), the probability of observing zero bluefin tuna larvae was
and the probability of observing exactly x bluefin tuna larvae, where x is greater than zero was
after Tyre et al. (2003) and Steventon et al. (2005) . We then combined these two probabilities to form the likelihood function for a single year y:
following the methods of Tyre et al. (2003) . Steventon et al. (2005) expressed the above probability in Equation (12) as a generalized Bernoulli distribution, allowing the combination of multiple years into a full likelihood:
where u y is an indicator variable: u y = 1 when x y = 0 and u y = 0 when x y > 0. The values of o and d are not required to be constant, and are usually not over time. These values can be influenced by covariates as follows:
where o and d are vectors of probability of occupancy and probability of detection, respectively, X is the design matrix for main effects, β is the parameter vector for main effects, and ε is a vector of independent normally distributed errors with expectation zero and variance σ 2 . Certain covariates may be common between both the above models, while others may be completely different (Steventon et al. 2005) .
Therefore, in the case of this study, the estimated probability of collecting a bluefin tuna larva during a single ichthyoplankton station is
and the probability of collecting at least one bluefin tuna larva after m ichthyoplankton stations is
following the methods of Steventon et al. (2005) . We then replace p y in Equations (5), (8) and (9) Steventon et al. (2005) . We modified this code in order to use dummy variables, which were needed to include categorical variables in the model. The variables used in the model were the same as those used in the binomial submodel of the DL model. However, the time of day variable was placed in the detection submodel, while the other variables were placed in the occurrence submodel (see Equations (14) and (15)) contained in the ZIB submodel. Submodel performance was evaluated using AUC (Area Under Curve) methodology (Steventon et al. 2005 ) and residual analyses, as described above.
In order to develop MDL indices of abundance CPUE data collected with differing gears, we replaced each submodel with its multivariate counterpart. The binomial submodel was replaced with a multivariate binomial logit-normal model as described by Coull and Agresti (2000) . This approach models vectors Y = (Y 1 , Y 2 ,. . . , Y R ) of binomial-type responses, by incorporating a separate random effect for each of the R binomial responses, such that logit(π s ) is a multivariate normal random variable. Specifically,
where π s is a vector of multivariate probabilities of occurrence, s = 1, ... , N represents subject (for this study we treated time of day as the subject), X s is the R × p covariate matrix whose rth row is x sr and α s ∼ N(0, Σ) (where x sr is a fixed covariate row vector and α s are i.i.d. random variables). The parameters β describe the effects of the explanatory variables, while Σ contains parameters that reflect the heterogeneity among subjects as well as within-subject dependencies among the R variables. In order to estimate the index values based on the underlying common effect between both gears the following equation was used:
where p MV,y is the probability of occurrence based on the underlying common effects between both gears (β y ) evaluated for year y. Likewise, the lognormal submodel was replaced with a multivariate lognormal model with similar parameter structure as previously described for the multivariate binomial model in Equation (18):
where c s is a vector of multivariate non-zero catch rates. Similarly, to estimate the index values based on the underlying common effect between both gears the following equation was used:
where c MV,y is the estimate of mean CPUE for positive catches only based on the underlying common effects between both gears (β y ) evaluated for year y. Finally, the I MV,y is estimated as in Equation (5):
and its variance calculated as in Equations (8) and (9). The NLMIXED procedure in SAS (v. 9.1, 2004 ) was employed to model the multivariate submodels of this approach. The variables included in the model were the same as above for the DL model with the addition of three covariance parameters to describe any covariance between the neuston and bongo catch at each station. Submodel performance was evaluated using AUC (area under curve) methodology (Steventon et al. 2005) and residual analyses, as described above.
In order to calculate upper and lower 95% confidence limits (UCL and LCL) for I y , I Z,y , and I MV,y , the following equations were used:
where I is the index value,
and CV is the coefficient of variation of the mean index value. Typically, a CV is calculated as standard deviation/mean, and not standard error/mean. This is because CV is usually a measure of the variability of the data. However, here CV was used as a measure of the precision of the mean (i.e. CV = standard error of the index value/index value). Index values and corresponding CVs and confidence limits were compared on a year by year basis to determine if there were any changes in annual index values developed with the DL and ZIDL approaches for both bongo-and neuston-collected data. Also, the average percent change in both the index values and the CVs over the time series developed with the DL and ZIDL approaches were calculated for both bongo-and neuston-collected data.
Results
A preliminary analysis of the data collected in bongo and neuston tows indicated that for most survey years, data can be used from late April through the entire month of May. However, there were several years where surveys were started late or ended early due to mechanical, meteorological and/or other logistical factors. For bongos, the number of stations sampled during the April 20 through May 31 time period ranged from 20 to 97 (Table 1) , while the number of neuston tows ranged from 66 to 175 (Table 1 ). The number of specimens collected in bongo tows per year ranged from 7 to 221, and ranged in length from 1.3 to 10.7 mm (Appendix online-only, Table A1); and the number collected in neuston tows per year ranged from 2 to 174, and ranged in length from 2.5 to 10.5 mm (Appendix online, Table A2 ). Both age-and length-frequency histograms of neustoncollected larvae were analyzed to determine the appropriate standardization approach (Fig. 1) . Figure 1a depicts the agefrequency histogram of neuston-collected larvae. The daily age of each larva was derived from body length (BL) using the agelength key provided by Scott et al. (1993) . This histogram indicated that a larval daily loss rate (Z) could not be developed from the age-frequency data. However, the length-frequency histogram of larval body lengths (Fig. 1b) indicated the larvae were fully recruited by 5 mm, approximately at 7 days old (i.e. 7.69 days old). Therefore, a per-millimeter loss rate of 0.8285 was derived through a nonlinear regression of the descending upper limb of the length-frequency histogram (Fig. 1b) ,
where N BL is the number of larvae per 0.5 mm size (i.e. BL) bin. This regression was used to standardize the larval data to number of 5 mm larvae per 10-minute neuston tow. With this approach, the inclusion of larvae over 9 mm body length, which was a rare event, resulted in extremely large catches, and were deemed unrealistic. Therefore, larvae over 9 mm and under 5 mm were excluded from further analyses.
The results of type 3 analyses for both submodels used to develop the DL model for bongo-collected larvae are summarized in Table 2 . For the binomial submodel all variables were significant (i.e. at α = 0.05). For the lognormal submodel, all variables were significant (i.e. at α = 0.05) except survey area, which was marginally significant (i.e. at α = 0.10). The binomial submodel had an AUC = 0.736. This means that in 74 out of 100 instances, a station selected at random from those with larvae had a higher predicted probability of larvae being present than a station randomly selected from those that had no larvae. Residual analyses indicated the mean of the residuals from the binomial submodel differed significantly from zero (Wilcoxon signed rank test: S = −6740, p-value = 0.0072). Residual analyses indicated that the residuals from the binomial submodel differ slightly from a normal distribution, with herding of negative residuals near zero (Fig. 2a) and the slight departure of the residuals from the theoretical normal reference line in Fig. 2b . Residual analyses indicated the mean of the residuals of the lognormal submodel did not differ significantly from zero (Wilcoxon signed rank test: S = −1181, p-value = 0.4239), and that the residuals were approximately normally distributed (Fig. 2c,d) . Fig. 2 . Residual plots of the submodels developed from data collected during bongo tows using both the delta-lognormal (DL) approach and the zero-inflated delta-lognormal (ZIDL) approach; (a and b) represent plots of residuals by year and a QQ plot of residuals, respectively, for the binomial submodel for the DL approach; (c and d) represent plots of residuals by year and a QQ plot of residuals, respectively, for the lognormal submodel for both the DL and ZIDL approaches; (e and f) represent plots of residuals by year and a QQ plot of residuals, respectively, for the zero-inflated binomial submodel for the ZIDL approach.
The same variables that were retained in the modelbuilding process of the binomial submodel for the development of I y for bongo-collected larvae were used in the ZIB model: time of day, survey date category, survey area, and year (Appendix online, Table A3 ). All the variables except time of day were used in the occupancy submodel while only the time of day was used in the detection submodel for the ZIB model. The time of day variable was used in the detection submodel as we reasoned that time of day (i.e. day or night) has an effect on the probability of detecting larvae (net avoidance). The ZIB submodel had an AUC = 0.727. This means that in 73 out of 100 instances, a station selected at random from those with larvae had a higher predicted probability of larvae being present than a station randomly selected from those that had no larvae. Residual analyses indicated the mean of the residuals of the ZIB submodel did not differ significantly from zero (Wilcoxon signed rank test: S = −34374.5, p-value = 0.1695), and that the residuals were approximately normally distributed (Fig. 2e,f) . Figure 3 summarizes the indices of larval bluefin tuna (number under 100 m 2 of sea surface) collected in bongo tows developed from the PDD method, the DL model and ZIDL model. Figure 3a shows a large decrease in the index values derived from all methods from the late 1970s to the mid 1980s.
The results of type 3 analyses for both submodels used to develop the DL model for neuston-collected larvae are summarized in Table 3 . For the binomial submodel all variables were highly significant (i.e. at α = 0.0001). For the lognormal submodel, the survey date category and survey area variables were not significant (i.e. at α = 0.05), and were dropped from the model. The binomial submodel had an AUC = 0.744. Therefore, in 74 out of 100 instances, a station selected at random from those with larvae had a higher predicted probability of larvae being present than a station randomly selected from those that had no larvae. Residual analyses indicated the mean of the residuals from the binomial submodel differed significantly from zero (Wilcoxon signed rank test: S = −5635, p-value = 0.0071). Residual analyses indicated that the residuals from the binomial submodel differ slightly from a normal distribution, with herding of negative residuals near zero (Fig. 4a) and the slight departure of the residuals from the theoretical normal reference line in Fig. 4b . Residual analyses indicated the mean of the residuals of the lognormal submodel did not differ significantly from zero (Wilcoxon signed rank test: S = −1062, p-value = 0.4119), and that the residuals were approximately normally distributed (Fig. 4c,d) .
Likewise, the same variables that were retained in the model-building process of the binomial submodel for the development of I y for neuston-collected larvae were used in the ZIB model: time of day, survey date category, survey area, and year (Appendix online, Table A4 ). Again, all the variables except time of day were used in the occupancy submodel while only the time of day was used in the detection submodel for the ZIB model. The time of day variable was used in the detection submodel as we reasoned that time of day (i.e. day or night) has an effect on the probability of detecting larvae with the neuston gear (net avoidance and diel vertical migration). The ZIB submodel had an AUC = 0.750. Residual analyses indicated the mean of the residuals of the ZIB submodel differed significantly from zero (Wilcoxon signed rank test: S = −112135.5, p-value = 0.0170), and that the residuals tended to herd around certain values (Fig. 4e,f) . Likewise, Fig Annual indices of abundance developed from the ZIDL approach were higher than those developed from the DL approach. For indices based on bongo-collected data, there was an average increase of 6% in the index values and a 3% decrease in corresponding CVs (Fig. 3b) . For indices based on neuston-collected data, there was an average increase of 8% in the index values and 0.2% decrease in corresponding CV (Fig. 5c) . However, for both bongo-and neuston-collected data, index values were not significantly different between the ZIDL approach and the DL approach, based on the overlap of corresponding confidence intervals (Appendix online, Tables A5 and A6).
The parameters developed for the MDL approach were similar to those of the DL approach and included parameters for time of day, survey date category, survey area, and year. Also, three covariance parameters were developed to take into account the covariance between bongo and neuston catch rates (Appendix online, Table A7 ). Residual analyses indicated the mean of the residuals from the binomial submodel differed significantly from zero (Wilcoxon signed rank test: S = −30097.5, p-value < 0.0001). Residual analyses indicated that the residuals from the multivariate binomial submodel differ slightly from a normal distribution, with herding of negative residuals near zero (Fig. 6a) and the slight departure of the residuals from the theoretical normal reference line in Fig. 6b . Residual plots of the submodels developed from data collected during neuston tows using both the delta-lognormal (DL) approach and the zero-inflated delta-lognormal (ZIDL) approach; (a and b) represent plots of residuals by year and a QQ plot of residuals, respectively, for the binomial submodel for the DL approach; (c and d) represent plots of residuals by year and a QQ plot of residuals, respectively, for the lognormal submodel for both the DL and ZIDL approaches; (e and f) represent plots of residuals by year and a QQ plot of residuals, respectively, for the zero-inflated binomial submodel for the ZIDL approach. Residual analyses indicated the mean of the residuals of the multivariate lognormal submodel did not differ significantly from zero (Wilcoxon signed rank test: S = −429.5, p-value = 0.4903), and that the residuals were approximately normally distributed (Fig. 6c,d ). Figure 7 summarizes indices of larval bluefin tuna collected in bongo and neuston tows developed with the MDL approach (Appendix online, Table A8 ).
Discussion
For larval bluefin tuna collected in bongo tows, all indices and corresponding CVs were similar when comparing years between the PDD, DL and ZIDL approaches (Fig. 3) . Index values were highest in the early years of the survey and much lower in recent years, and in the 1998 and 2005 survey years the index values developed via the DL and ZIDL approaches were the lowest of the entire time series. Residual analyses indicated that, while the residuals of the lognormal submodel, used identically in both the DL and the ZIDL model development, were approximately normally distributed, residuals of the binomial submodel for the DL approach were not, and those of the ZIB submodel for the ZIDL approach were approximately normally distributed (Fig. 2) . Also, since the AUC values indicated essentially identical model performance for the binomial and ZIB submodels, we reason that the ZIDL modeling approach is most appropriate for the bongo-collected data.
The per-millimeter loss rate of 0.8285 was developed by assuming that the larvae were completely recruited by 5 mm body length and used to standardize the number of larvae collected in neuston tows. This resulted in more realistic standardized catch values than the extreme values resulting from an assumption of a larger body size at full recruitment. For larval bluefin tuna collected in neuston tows, all indices were fairly similar when comparing years between the DL and ZIDL approaches, with the exception of survey years 1998 and 2003 where the DL and ZIDL modeled indices were lower than those developed using the PDD method. However, all approaches produced very similar patterns of abundance. Residual analyses indicated that, while the residuals of the lognormal submodel, used identically in both the DL and the ZIDL model development, were approximately normally distributed, residuals of the binomial submodel for the DL approach and those of the ZIB submodel for the ZIDL approach were not. Therefore, although the AUC values indicated essentially identical model performance for the binomial and ZIB submodels, residual analysis indicated that neither the DL nor the ZIDL approach was appropriate for the neuston-collected data.
Corresponding CVs of the annual index values were similar between different modeling approaches, while those of the PDD method were smaller. When compared to indices developed for bongo-collected larvae, index values were similarly high in the early years of the survey, except for survey year 1984, and much lower in recent years, except for survey years 1998 and 2003. Also, indices of neuston-collected larvae were much more variable between years than those of bongocollected larvae.
A modeling approach to develop abundance indices is recommended over the PDD method. Modeling allows for standardization of yearly catch estimates for those years where sampling methodology differed slightly from standard techniques. For example, in survey years 2003 and 2004, the survey did not begin until mid-May, which resulted in a Pennington estimator (I Δ,y ) for bongo-collected larvae that was biased high for each of those years, since spawning of bluefin in the Gulf of Mexico usually peaks in mid-to late-May (Rooker 2007) . Modeled indices (I y , I Z,y ) for these two years were estimated to be lower as a result of the significant effect of the survey date categorical variable. This is a first step in modeling zero-inflated data, while taking into account both "true zeros" (i.e. with the DL portion of the ZIDL approach) and "false zeros" (i.e. with the replacement of the binomial submodel with a ZIB submodel). For both bongo-and neuston-collected larvae, time of day was Residual plots of the submodels developed from data collected during both bongo and neuston tows using multivariate delta-lognormal (MDL) approach. Graphs (a) and (b) represent plots of residuals by year and a QQ plot of residuals, respectively, for the multivariate binomial submodel for the MDL approach. Graphs (c) and (d) represent plots of residuals by year and a QQ plot of residuals, respectively, for the lognormal submodel for the MDL approach. a significant variable that was included in the various models. When time of day was included in the detection submodel of the ZIB model, some correction for lack of detection was provided. In fact, 96% of ZIDL index values based on bongo catch rates and 96% of ZIDL index values based on neuston catch rates were slightly higher than those derived from the DL approach (i.e. 6% and 8% increase, respectively, but not significantly higher) when compared annually. Further development is needed in generalizing this approach to take into account complex covariance patterns not presented herein. For example, based on equations 10 to 17, it is assumed that the detection of each larva is independent. We know that larvae, especially bluefin tuna larvae, tend to be patchy (Richards and Potthoff 1980; McGowan and Richards 1986) in their distribution and hence spatially autocorrelated. Therefore, it would of benefit for future studies in model development to include generalization of the model presented here by incorporating spatial autocorrelation in the modeling process.
Similar to the univariate indices discussed above, annual index values derived with the MDL approach are higher during the early years of the time series and lower in later years. While the MDL approach is a novel approach by which to gain inference on abundance trends simultaneously from multiple gears, there was a decrease in precision (i.e. increase in CVs) in the resulting index values, which one would expect unless the correlation between the catch rates of the two gears was perfect (i.e. r = 1 or -1). Therefore, the MDL approach would be most appropriately employed when the joint index values themselves are deemed more important than their corresponding CVs (e.g. when indices used in stock assessment models are not inversely weighted on CV). Residual analyses indicated that, while the residuals of the multivariate lognormal submodel were approximately normally distributed, residuals of the multivariate binomial submodel for the MDL approach were not, which may indicate that the distributional assumptions of the multivariate binomial submodel were not fully met and further investigation is needed into the MDL approach.
The relatively high variance (i.e. high CV) in index values developed by the various modeling methods described above could be a result of the lack of explanatory variables and not just zero-inflation. However, there was a slight average decrease in CV values for index values of both bongoand neuston collected data, between the DL approach and the ZIDL approach, which may indicate a slight increase in precision when applying the ZIDL approach. Environmental information at individual sampling stations, such as water temperature, salinity, dissolved oxygen concentration, etc. could explain much of the variability in catch rates; such information is currently undergoing scrutiny, and will be included in the development of future abundance indices. Also, research is currently being conducted concerning the characterization of larval bluefin tuna habitat based on the analysis of satellite imagery. Findings of this study will be incorporated into the modeling approaches described herein, in order to reduce the variance in annual abundance indices.
Due to the large frequency of zeros in the data, especially in later years, ZIDL index values derived from bongo catch rates were selected as most representative of spawning stock biomass in the U.S. Gulf of Mexico and used in the final stock assessment model during the 2008 Atlantic Bluefin Tuna Stock Assessment Session (Anonymous 2008). This decision also resulted from the fact that the index developed from bongo catch rates was based upon the abundance of one-day-old larvae, assumed to be more indicative of egg abundance and therefore spawning stock biomass, instead of seven-day-old larval abundances, as in the neuston data. Moreover, residual analyses indicated that abundance indices of Atlantic bluefin tuna larvae in the Gulf of Mexico were more appropriately developed from bongo-collected data through the ZIDL approach than other data sets and modeling approaches. Also, when modeling bongo-collected data with the ZIDL approach, the index values increased, indicating some correction for zero-inflation, and their variability decreased as compared to indices developed with the DL approach. Finally, for ZIDL index values derived from bongo catch rates, there is an obvious decrease in catch rates of Atlantic bluefin tuna larvae, which likely indicate a decline in the spawning stock biomass in the US Gulf of Mexico. Such declines have been a concern during several of the Atlantic Bluefin Tuna Stock Assessment conducted by the International Commission for the Conservation of Atlantic Tunas (ICCAT; Anonymous 2008). Table A1 . Summary of bongo data used in these analyses. Table A2 . Summary of neuston data used in these analyses. Table A3 . Parameters of the zero-inflated binomial model for bongo tows. The prefix o denotes those parameters in the occupancy submodel, while the prefix d denotes those parameters in the detection submodel. Table A4 . Parameters of the zero-inflated binomial model for neuston tows. The prefix o denotes those parameters in the occupancy submodel, while the prefix d denotes those parameters in the detection submodel. Table A5 . Indices of larval bluefin tuna (number under 100 m 2 of sea surface) collected in bongo tows developed from the Pennington delta-distribution method, the delta-lognormal model and zero-inflated delta-lognormal model. The total number of samples included in analyses per year, the number of samples containing larvae per year, and the nominal frequency of occurrence per year are represented by n, m, and f , respectively. Coefficients of variation (CV = standard error of the index value/index value) and lower and upper 95% confidence limits (LCL and UCL, respectively) are provided. Table A6 . Indices of larval bluefin tuna (number per 10-minute tow) collected in neuston tows developed from the Pennington delta-distribution method, the delta-lognormal model and zero-inflated delta-lognormal model. The total number of samples included in analyses per year, the number of samples containing larvae per year, and the nominal frequency of occurrence per year are represented by n, m, and f , respectively. Coefficients of variation (CV = standard error of the index value/index value) and lower and upper 95% confidence limits (LCL and UCL, respectively) are provided. Table A7 . Multivariate delta-lognormal model parameters for data collected in bongo and neuston tows. Table A8 . Indices of larval bluefin tuna collected in bongo and neuston tows developed from the multivariate delta-lognormal model. The number of samples included in analyses per year represented by n.
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