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ABS’IXACT 
Let y be majorized by x. We investigate the polytope of doubly stochastic 
matrices D for which y = Dx. We determine when there is a positive D and when 
there is a fully indecomposable D. We calculate the dimension of the polytope, and as 
a result determine when D is uniquely determined. 
1. INTRODUCTION 
Let R” denote the set of all real column vectors with n components. For 
x, Y E R”, y is said to be majorized by x, denoted y i x, provided the 
following holds: If ~~~1,. . . ,xrnI are the components of x rearranged in 
nonincreasing order and y[,, , . . . , yrnl are the components of y rearranged in 
nonincreasing order, then 
k k 
1 y[i]G C x[i] (k=l,...,n), 
i=l i=l 
with equality for k = n. The notion of majorization is pervasive in many 
branches of mathematics and is an underlying order in many inequalities [4]. 
Now let St, denote the set of all n X n doubly stochastic matrices. Thus the 
n x n matrix S = [sij] is in Q2, provided 
sij > 0 (i,j=l,...,n) 
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and 
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2 sij=l= 2 sji (i=l,...,n). 
j=l j=l 
It is well known that Q2, is a convex polytope of dimension (n - 1)” whose 
extreme points are the n X n permutation matrices [4,5]. More information 
about a,, can be found in [1,4]. 
Let S E fJ2,, and suppose that y = Sx where x E R”. Since all row and 
column sums of S are 1, the vector y results from x by a redistribution or 
averaging of its components, and it is well known that y + x. Conversely, 
whenever x, y E R” and y + x, there exists S E Q2, with y = Sx. These two 
statements together constitute a classical theorem of Hardy, Littlewood, and 
Polya [2, p. 471. A thorough discussion of this theorem is given by Marshall 
and Olkin [4, pp. 18-481. 
Let x, y E R” with y + x, and let 
Then it follows that Q,,(y < x) is a nonempty, convex polytope and hence a 
subpolytope of fi2,. We call it the (doubly stochastic) polytope of the 
mujorizution y -C x; it consists of all matrices which express y as an average of 
X. This polytope is known to contain doubly stochastic matrices of very 
special type [4, p. 241, and Levow [3] has determined necessary and sufficient 
conditions for it to contain an invertible matrix. But as remarked by Marshall 
and Olkin [4, p. 401, very little is known about the polytope G,(y + x). As 
pointed out in [4, p. 401, if x has distinct components and the components of 
y are a rearrangement of the components of X, then y + x and Q,,( y + x) 
consists of a single permutation matrix. 
In this note we determine when G?,(y < x) contains a positive matrix, and 
more generally the set of pairs (k, 1) for which there is an S = [ si j] E Q2,( y + x) 
with ski > 0. Equivalently, we determine the largest face of Q,, whose interior 
has a nonempty intersection with ti,(y < x). We then use this result to 
determine the dimension of the polytope Q,(y + x). As a corollary, we obtain 
necessary and sufficient conditions for a,( y + x) to consist of a single matrix. 
We also determine when G,(y < X) contains a fully indecomposable matrix. 
To say that Q,(y + x) does not contain a fully indecomposable matrix is to 
say that every averaging matrix for y + x decomposes into two averaging 
matrices of smaller size, each involving a subset of the components of y and X. 
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2. PROPERTIES OF A MAJORIZATION POLYTOPE 
Let x=(x,,..., x,,Y and y=(yi,...> y,)” be in R” and satisfy y -C x. In 
that which follows there is no loss of generality in assuming that x and y are 
monotone in the sense that xi > . . . > x, and yi 3 . . . > y,. Then y + x 
means 
yl+ ... + yk < x1 + . * ’ + xk (k=l ,...,n> 
with equality for k = n. 
Let k be an integer with 1 d k < n. Following Levow [3], we say that 
y -C x has a coincidence at k if yi + . . . + yk = x1 + * . . -i- xk. Thus y -C x 
always has a coincidence at n. If y + x has a coincidence at k where k < n, 
and xk ’ xk+ 1, then y -C x is decomposable at k or kdecomposable. 
THEOREM 1 (Levow [3]). Let x, y E R” be monotone with y 
s E &( y + x). 
(i) Zf y -C x is decomposable at k, then 
-c x. Let 
Sl 0 s= 0 S,’ [ 1 
where S, is a k x k matrix. 
(ii) Suppose y -C x has a coincidence at k where k < n, but is not kdecom- 
posable. Let x0 = + 00 and x,,+~ = - 00, and determine integers t and 1 with 
1 d t G k < 16 n such that xtpl > xt = . . . = xk = . . . = x, > x,+~. Then sii 
=Ofori<k,j>landfori>k,j<t. 
Let A be an n X n matrix. Then A is called partly decomposable if there 
are permutation matrices P and Q such that 
(2.1) PAQ= AA1 
[ 1 21 ; , 2 
where A, and A, are square, nonvacuous matrices. If in (2.1) we also have 
A,, = 0, then A is called fully decomposable. A matrix which is not partly 
decomposable is called fully indecomposable. All of these properties of a 
matrix are invariant under arbitrary permutations of its rows and columns. It 
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follows readily that a partly decomposable, doubly stochastic matrix is fuIly 
decomposable. From Theorem 1 we conclude that when x and y are mono- 
tone and y -C x is k-decomposable, every matrix S in G,(y < x) is fuIly 
decomposable. (The permutation matrices which bring S to fully decompos- 
able form are identity matrices because x and y are assumed monotone.) We 
shah prove a converse to this statement, but first we characterize those 
majorizations y -C x for which there is a positive, doubly stochastic D with 
y=Dx. 
Avectorz=(z,,..., z,)~ E R” is a scalar vector provided xi = . * * = z,. It 
follows readily that if y -C x and x is a scalar vector, then y = x. 
THEOREM 2. Let x, y E R” be monotone with y < x. Then there exists a 
positive matrix in G,(y < x) if and only if one of the following hoUs: 
(2.2) y is a scalar vector; 
(2.3) fork=l,..., n - 1, y < x does not have a coincidence at k. 
Proof. First suppose that neither (2.2) nor (2.3) holds. Then y and hence 
x is not a scalar vector, and there exists an integer k between 1 and n - 1 such 
that y -C x has a coincidence at k. If y < x is decomposable at k, then it 
follows from (i) of Theorem 1 that there is no positive matrix in G,(y + x). 
Now suppose y < x is not decomposable at k, and determine integers t and I 
suchthat l~t~k<Z,<nandx,_,>x,=... =xk=**. =xI>xl+i. Since 
x is not a scalar vector, either t > 1 or I < n. Hence it follows from (ii) of 
Theorem 1 that again there is no positive matrix in &,(y -C x). 
Next suppose that (2.2) holds. Then the positive matrix with alI entries 
equal to l/n belongs to Q,,(y -C x). 
Now suppose that (2.3) holds. Then 
(2.4) yl+ ..a +yk<xl+ .-* +x, (k=L...,n-1). 
For a vector n=(z,,..., z,)’ E II”, positive number E, and integer k with 
1 G k Q n - 1, let z(k, E) be the vector obtained from x by replacing xk with 
zk + E and Z, with z, - E. Let E > 0, and define, recursively, vectors 
y(o) yo) 
> ,.*-, 
yGn_2) by y@)=y and 
i 
t/j-')( j, E) for 16 j<n-1, 
y(i) = y(j-i)(2n - j - 2, E) for n < j < 2n - 3, 
X for j = 2n - 2. 
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It follows from (2.4) that E may be chosen small enough so that for i = 
1 ,...,2n - 2, Y(~-‘)< y(‘) and Y(~-‘)< y ci) does not have a coincidence at k 
fork=l,...,n-1. 
Let 1~ i 6 n - 1. Then it is well known (see [3, pp. 1981 or [4, p. 211) that 
there is a doubly stochastic matrix Fi = oil of the form 
Ii-1 
(2.5) Di( ai) = 
% 1 - (Yi 
In-i-l 
1 
3 
1 - q ai 
where unspecified entries equal 0, such that 
Y 
(i-1) = Fiy(i). 
Indeed, 
(y,= Yi-Yn+’ 
t vi-lJ,,+2E’ 
where & G CX~ < 1, and hence the main diagonal entries as well as the (i, n) 
and (n, i) entries of Fi are positive. Similarly, for n < i < 2n - 3, there is a 
doubly stochastic matrix F, = Dzn_2_i(ai) such that f < (Y~ < 1 and yCiP1)= 
F. yCi). Hence I 
where 
F=F,F,...F,,_,. 
We first show that F is a positive matrix. Since each of the matrix factors 
F l,. . . , Fzn_3 of F has a positive diagonal and is symmetric, it suffices to show 
that for T < s, either there is a j such that the (r, s) entry of Fj is positive, or 
there are p and 9 with p < 9 such that the (r, s) entry of FpFq is positive. First 
note that by construction the (r, n) entry of F, is positive for r = 1,. . . , n - 1. 
Now consider r and s with 1~ r < s < n - 1. Then the (r, n) entry of F, is 
positive, while the (n, s) entry of F2n_2_s is positive. It follows that F is a 
positive matrix. Finally, since Y(~“-~) + y(2n-2) = x, there is a doubly stochas- 
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tic matrix E such that y(2n-3) = Ex. Hence 
Since F is a positive doubly stochastic matrix and E is doubly stochastic, FE is 
a positive doubly stochastic matrix, and the theorem is proved. n 
Let D = [dij] E a,,. Define the support matrix of D to be the n x n matrix 
S = S, = [sij] of O’s and l’s satisfying sij = 1 if and only if dij > 0 (i, j = 
1 ,...,n). ThenF(S) defined by 
9=(S)= {A:AE&,A<S} 
is the smallest face of at, containing D (cf. [l]). Here A < S means that each 
entry of A is at most equal to the corresponding entry of S. 
Now let x, y E R” with y -C X. Since Q,(y -C x) is convex, i( D, + D,) E 
St,(y -C x) whenever D,, D, E G,(y < x). It follows that there is a unique 
n x n matrix U = [ ui j] of O’s and l’s having the following two properties: 
(2.6) D E L?,(y -C x) implies D < U; 
(2.7) there is a matrix E = [e, j] E Q2,( y < x) such that S, = U. 
From (2.6) and (2.7) we conclude that 3(U) is the largest face of Q,, whose 
interior has a nonempty intersection with G?,( y -X x). We call U the support 
matrix of the mjorization y < x and determine it in the next theorem. 
Because of (i) of Theorem 1, it suffices to assume that y -X x is not kdecom- 
posableforeachk=l,...,n-1. 
Let x, y E R” with y < x, and that y -C x is not k-decomposable for each 
k=l , . . . , n - 1. Suppose that y < x has coincidences at consecutive integers k 
and k + 1. Then it follows that yk+r = xk+i = xk. Now suppose that y -C x has 
coincidences at r and s where 1~ r < s < n - 1, and suppose that x,, r = . . . 
= x,. Then yr + . . . + y, = x1 + - - . + x, and yi + . . . + y, = x1 + . . . + xx, 
and it follows that 
Since the vector on the right is a scalar vector, we now conclude that the two 
vectors in (2.8) are equal, and hence that y -C x has coincidences at each of the 
consecutive integers r, r + 1,. . . , s. Hence it follows that if y + x has coinci- 
dences at two nonconsecutive integers r and s (r < s - 1) and at no p with 
T < p < s, then there exist integers j and 1 with r < 2 < j < s such that 
xr=-* . = Xl > xl+1 >. . . 2 xj_1 > xi =. . . = I,. 
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(That T < 1 is a consequence of the assumption that y < x is not decompos- 
able.) Thus it follows that there exist integers k i, ki, li, ji (i = 1,. . . ,p ) such 
that ki < ki and 
(2.9) theonlycoincidencesof y<~occuratk,,k~+l,...,ki(i=l,...,p); 
(2.10) kl_l<2i~l<ji~k,~k[(i=l,...,p); 
(2.11) Xj,_i > xi, = . . - = Xk, =. . . = xk; =. . . = XI, > x1,+1 (i = l)...) 17). 
Note that kb = n and we take 1, = 12. Here, as in Theorem 1, we use 
x0 = + cc (when j, = 1, and hence k, = 1) and x,+i = -cc. We shall also use 
kh = 0 and j, = 1. 
For example, suppose 
(2.12) 
y = (9,9,8,8,7,7,7,6,5,5,4,3,3,1,1)‘, 
~=(10,8,8,8,8,8,6,5,5,5,5,3,2,2,0)~. 
Then y + x has 8 coincidences, namely at k, = 2,3,4 = k;, k, = 8,9,10 = k;, 
k, = 13= kj, k, = 15= k;. Moreover, j,= 2, I,= 6, j,= 8, 1, = 11, j3=13, 
I, = 14, j, = I, = 15. 
With the notation preceding the example, we have the following theorem. 
THEOREM 3. Let x, y E R” be monotone with y -C x, and suppose y + x is 
not kdecmnposable for each k = 1,. . . , n - 1. Then the support matrix of y < x 
is the matrix U = [ ui j] sf O’s and l’s satisfying 
(2.13) For 1 G r, s < n, a,, =l ifandonlyifforsomei=l,...,p, 
OT 
Proof. For i = 1,2,. . . ,p, let 
Then yci) < xti) and this majorization has no coincidences. Hence by Theorem 
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2, there exists a positive, doubly stochastic matrix Di such that 
y(“) = DiX(‘) (i = l,...,p). 
We also have I#‘) < x(~), where the vector formed by components ji, . . . , ki of 
XCi) is equal to a scalar vector. In particular, we obtain 
Yci)= ( Di@Zki_,,)x(i). 
By permuting columns ji, . . . ,_r k  of Di@Z,:_,, and averaging the matrices so 
obtained, we obtain a matrix Di such that 
jj(i)=Qf(i) (i=l,...,p) 
and oi has O’s exactly in the positions at the intersection of its last ki - ki 
rows and first ji - k;_, - 1 columns. Let D be the direct sum 
so that DE &,(y 4 x). Since xj, = rj,+i = * * . = xl,, it follows that for i = 
1 , . . . ,p any matrix E obtained from D by permuting columns ji, . . . , Zi satisfies 
E E a,,(~ < x). Since Zi > ki (i = 1,. . . ,p), except when k, = n, it follows from 
averaging such matrices E that there exists a matrix G E &,(y -C x) whose 
support matrix S, equals the matrix U defined by (2.13). From Theorem 1, it 
follows that the support matrix of each matrix F E Q,(y -C X) satisfies S, < U. 
Hence the theorem holds. n 
For the example (2.12) the support matrix U of y -C x is the given in Table 
1. (Unspecified entries are 0.) 
We now can characterize those majorizations whose support matrix is 
fully indecomposable. 
THEOREMS. Let x, y E R” with y -C x. Then there exists a fully indecom- 
posable matrix in St,(y + x) if and only if y < x is not kdecomposable for any 
k = l,...,n - 1. 
Proof. Since the property of a matrix being fully indecomposable is 
invariant under row and column permutations, we may assume without loss of 
generality that x and y are monotone. If y N x is kdecomposable for some 
k=l , . . . , n - 1, then it follows from (i) of Theorem 1 that no matrix D E Q2,( y 
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TABLE 1 
SUPPORT MATRIX u FOR (2.12) 
111111 
111111 
1 1 1 1 1 
1 1 1 1 1 
1111111111 
1111111111 
1111111111 
1111111111 
1 1 1 1 
1 1 1 1 
[ll 
1111111 
1111111 
1111111 
1 1 1 
1 1 1 
-C x) is fully indecomposable. Now suppose that y + x is not k-decomposable 
for each k = 1 ,...,n-1. Then by Theorem3 the support matrix Uof y+x 
has the block form 
(2.14) 
u21 u22 . . . U& 
where each Utii is a square matrix of the form 
j, -k:_, - 1 k:- ,j, + 1 
[%]I :,I:i’ 
Since the sum of the dimensions of the zero block is 
(ji-kl_,-l)+(kl-ki)=(k;-kj_,)+(ji-ki)-l 
<k;-k;_,, 
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qi is fully indecomposable. Moreover, since Zj > ki (i = 1,. . . , p - l), it also 
follows from Theorem 3 that the first column of each q, i+ 1 contains only 1’s. 
Also the last column of each q, i_ i contains at least one 1 (i = 2,. . . ,p). A 
matrix U with such a form is easily checked to be fully indecomposable. Since 
U is fully indecomposable, there is a fully indecomposable matrix D E &I,( y -C 
X)* n 
3. DIMENSION 
In this section, we determine the dimensions of majorization polytopes. If 
y -C r is k-decomposable for some k = 1,. . . , n - 1, then it follows from (i) of 
Theorem 1 that the dimension of Q,(y < x) is the sum of the dimensions of 
two smaller majorization polytopes. Hence it suffices to assume that y 4 x is 
not k-decomposable for each k = 1,. . . , n - 1. We denote by a(y -C x) the 
number of l’s in the support matrix U = [ uii] of y -C x. Thus by Theorem 3, 
(3.1) u(Y<x)= k (ki-kl_,)(Zi-ji_,+l)+ 5 (ki-k,)(l,-ji+l)* 
i=l i=l 
By Theorem 2, a(y -C x) = n2 if and only if y is a scalar vector or y < x has no 
coincidences. 
Let X = [xij] be a matrix of variables, and let Y = [ yij] = U * X be the 
matrix defined by yi j = ui jr i j. Then a( y -C x) of the entries of Y are variables 
and the remaining ones are 0. The polytope a,( y -C x) consists of all 
nonnegative solutions of the following system of 3n equations in the a( y 4 x) 
variables yi j (while for notational convenience we write yi j when it is 0, we 
assume that it does not appear in the equations below): 
(3.2a) t yij=l (j=l,...,n), 
i=l 
n 
(3.2b) c yij=l (i=l,...,n), 
j=l 
(3.2~) k yijxj=yi (i=l,...,n). 
j=l 
We now determine the rank of the 3n x u(y -C x) matrix A of coefficients 
of the system (3.2). We let c(y + x) denote the number of coincidences of 
y < x. Thus c(y -C x)= Q’=,(k; - ki + 1). 
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LEMMA 5. With the assumption that y -C x is not k-decomposable for 
each k = 1 , . . . , n - 1, the rank of the matrix A of coefficients of (3.2) is 
(3.3) 3n - c( y < x) - 1. 
Proof Let the row vectors of the matrix A be T(‘) (i = 1,. . . ,3n). We 
prove that the following row vectors form a basis for the row space of A: 
(3.4) 
r(i) (i = 2,3 ,...,2n), 
r@n+ j) (jEV= {l,k,+l,..., k;+l,k,+l,..., 
k;+l,..., k,+l,..., k;}). 
Since the number of vectors in (3.4) is (3.3), the result will hold. 
First we show that the vectors in (3.4) are linearly independent. Suppose 
(3.5) f cir(i) + C cjr@n+j)= 0, 
i=2 jEV 
Since the (1,l) entry of U is 1, it follows that c,,+r = 0, and then that ci = 0 
for i = 2 ,. . . ,Z,. Since for j = 2,. . . ,kl, rC2”+j) is not a constant multiple of 
r(“+j), we now conclude that c,,, j = c~,,+~ = 0 for j = 2,. . . , k,. Moreover, 
since rC2”+j) is not a vector of (3.4) for j = k, + 1,. . . , k;, we also conclude 
that cs,,+ j = 0 for j = k, + 1,. . . , k;. Since ~(~“+~i+l) is not a vector of (3.4) 
and since I, > k;, we may proceed inductively and conclude that all coeffi- 
cients in (3.5) are 0. Hence the vectors in (3.4) are linearly independent. 
We now show that each of the vectors 
(3 -6) r(2n+i) (j E V) 
is linearly dependent on the vectors in (3.4). Since 
i ,(i) = 5 ++o, 
i=l i=l 
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r(l) is a linear combination of the vectors in (3.4). Consider rc2”+n. Then 
i=2 
k, k; 
-2 @n+j) _ xk r(n+j) 
j=2 j=k,+l 
n n 
-(xl-xk,) c f-(i) + (x1 - xk,) C dn+j). 
i=z,+1 j=k;+l 
Proceeding inductively, we can write each of the vectors (3.6) as a linear 
combination of the vectors in (3.4), and the lemma follows. n 
THEOREM 6. Let x, y E R” with y + x, and suppose that y -X x is not 
kdecomposable for any k = 1,. . . , n - 1. Then 
dimQ2,(y<x)=a(y<x)-3n+c(y<x)+l. 
Proof. The polytope SJ,(y < x) consists of all nonnegative solutions of 
the system of equations (3.2). By Lemma 5 the coefficient matrix A has rank 
r=3n-c(y<x)-1. Let Dr,..., 0, be n X n matrices which are linearly 
independent solutions of the homogeneous system with coefficients matrix A. 
Let D be a matrix in Q,(y < x) whose support matrix is the support matrix U 
of y < x. Then it follows that 
D+ i eiDi 
i=l 
is a nonnegative matrix for all positive &i sufficiently small, and hence belongs 
to Q,(y < x). Hence 
dim&(y < x) = 3n - r, 
proving the theorem. n 
Continuing with the example (2.12) whose support matrix U is given by 
Table 1, we have n = 15, c(y + x) = 8, a(y < x) = 97, and hence by Theorem 
6,dimG,(y<x)=97-45-t-8+1=61. 
DOUBLY STOCHASTIC MATRICES 153 
To conclude, we determine when a majorization polytope L?,(y < X) has 
dimension 0, so that there is a unique doubly stochastic matrix D with 
y = Dr. First we prove the following 
COROLLARY 7. Let x, y E R” with y + x, and suppose that y 4 x is not 
kdecomposable for any k = 1,. . . , n - 1. Then dim G,( y + X) >/ 1 except when 
n = 1, or n = 2 and x is not a scalar vector. 
Proof By Theorem 6, dim !J,( y -C x) > 1 if and only if 
(3.7) a(y < X) > 3n - c(y <x). 
If n = 1, then (3.7) does not hold. If n = 2 and x is not a scalar vector, then 
since y -C x is not l-decomposable, c(y -C x) = 1 and again (3.7) does not hold. 
However, if n = 2 and x is a scalar vector, then y = x, c(y -C x) = 2, and 
a(y -C x) = 4, so (3.7) holds. 
Now suppose that n > 3. If c(y -C x) = 1, then by Theorem 2, the support 
matrix U of y 4 x is a matrix of all l’s and (3.7) holds. Now suppose 
c(y -C x) > 2. We show that a(y < X) > 3n - 2, proving (3.7). By Theorem 4 
the support matrix U is fully indecomposable and has the partitioned form 
(2.15). Suppose qi is niXni (i=l,...,p), so that n=n,+ ... +n,. Since 
vi is fully indecomposable, qi has at least 2ni l’s unless ni = 1. Since each 
Ui i + 1 has a column of l’s and since the last column of V,, i _ 1 has at least one 
1, ‘the number of l’s in each row block of (2.14) is at least 3n,, unless i = 1, 
n, = 1 or i = p, np = 1, and at least 2n, if i = 1, n1 = 1 or i = p, np = 1. Hence 
a( y + r) 2 3n - 2, and the corollary holds. n 
COROLLARY 8. Let x, y E A” be monotone vectors with y < x. Then 
dim a,,( y -C x) = 0 if and only if both of the following conditions hold: 
(3.8) x has distinct components; 
(3.9) x and y can be conform&y partitioned as (x(l), . . . ,xcq)) and 
(y”‘, . . . , yCq)), respectively, where each pair xCi’, yCi’ has length 1 or 2 
and where y (i) < xCi) (i = 1,. . . ,9). 
Proof. Suppose y < x is decomposable only at si,. . . ,sq_ I, where 16 s1 
<s2<..* <s,_,<n - 1. These places of decomposability conformally par- 
tition x and y as (x(l), . . . ,x(q)) and (y(l), . . . , ycq’) where yCi) -C xCi) (i = 1,. . . ,9) 
and where the last component of x(‘) is greater than the first component of 
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x”+“(i=l,...,9-l).F rom Theorem 1 we conclude that 
dim&(y+x)= i &,(Y(~)*x(~‘), 
i=l 
where q is the common length of xc’) and yci) (i = 1,. . . ,9). Hence dim Q,( y 
-X X) = 0 if and only if dimStJy(“) < r(“)) = 0 for i = 1,. , . ,9. The conclusion 
now follows easily from Corollary 7. W 
To conclude, we note that when x and y are not monotone, Corollary 8 
can be applied to a monotone rearrangement of them. In particular, if x has 
distinct components and the components of y are a rearrangement of those of 
X, it follows from Corollary 8 that dim Q,(y < x) = 0. 
REFERENCES 
R. A. Brualdi and P. M. Gibson, The convex polytope of doubly stochastic 
matrices, I: Applications of the permanent function, J. Cumbin. Theory Ser. A 
22:194-230 (1977). 
G. H. Hardy, J. E. Littlewood, and G. Pblya, Inequalities, 2nd ed., Cambridge 
U.P., New York, 1952. 
R. B. Levow, A problem of Mirsky concerning nonsingular doubly stochastic 
matrices, Linear Algebra Appl. 5:197-206 (1972). 
A. W. Marshall and I. O&n, Inequalities: Theory of Majorimtion and Its Applica- 
tions, Academic, New York, 1979. 
H. J. Ryser, Combinatorial Mathematics, Carus Math. Monogr. No. 14, Math. 
Assoc. Amer., Washington, 1963. 
Received 18 February 1983; revised 25 May 1983 
