Abstract. Ramanujan presented four identities for third order mock theta functions in his Lost Notebook. In 2005, with the aid of complex analysis, Yesilyurt first proved these four identities. Recently, Andrews et al. provided different proofs by using qseries. In this paper, in view of some identities of a universal mock theta function
Introduction
Let q denote a complex number with |q| < 1. Throughout this paper, we adopt the standard q-series notation [6] . For any positive integer n, Thus, Ramanujan's theta function ϕ(q) and ψ(q) are defined, respectively, as follows. (−q 2 ; q 2 ) n , ( 5) which is one of the third order mock theta functions included in Ramanujan's last letter to Hardy. Then Ramanujan [11] stated the following four identities related to third order mock theta functions in his Lost Notebook. For more on mock theta functions, see Andrews and Berndt's book [2] . 
(1.7) Entry 1.3. [11, p. 17] Let ψ(q) and f a (q) be defined by (1.3) and (1.4), respectively. Then
Entry 1.4. [11, p. 17] Let ψ(q), f a (q), andφ(q) be defined by (1.3), (1.4), and (1.5), respectively. Then
In 1944, Dyson [5] defined the rank of a partition to be the largest part minus the number of parts. Let N(m, n) denote the number of partitions of the positive integer n with rank m. Then he showed that the generating function for N(m, n) is given by
From (1.4) and (1.8), it can be seen that
The proofs of Entries 1.1-1.4 which were first provided by Yesilyurt [12] rely on the following lemma due to Atkin and Swinnerton-Dyer. Lemma 1.5. [4] Let q, |q| < 1, be fixed. Suppose that ϑ(z) is an analytic function of z, except for possibly a finite number of poles, in every region, 0 < z 1 ≤ |z| ≤ z 2 . If
for some integer k (positive, zero, or negative) and some constant A, then either ϑ(z) has k more poles than zeros in the region |q| < |z| ≤ 1, or ϑ(z) vanishes identically.
Recently, Andrews et al. [3] offered different proofs of these four identities by using q-series. The proofs of Entries 1.1-1.3 depend on a partial fraction expansion formula, and in the proof of Entry 1.4, two 2-dissentions for two special cases of the rank generating function G(x, q) are the main tools.
The object of this paper is to present new proofs of these four identities. Recall a universal mock theta function,
A transformation formula of g(x; q) given by Ramanujan [11] and an identity of g(x; q) due to Hickerson [7, 8] play important roles in our proofs, see Propositions 2.2 and 2.3 in the next section. In particular, in view of some theta function identities due to Mortenson [9, 10] , we establish a simple proof of Entry 1.4. This paper is organized as follows. In Section 2, we show some results which are used in our proofs. In Section 3, we prove Entries 1.1-1.4.
Preliminaries
In this section, we present some preliminary results. For later use, we need the following identities:
Setting m = 2 in (2.5) yields that
Hickerson and Mortenson [8] defined Appell-Lerch sums as follows.
Definition 2.1. Let x, z ∈ C * := C\{0} with neither z nor xz an integral power of q. Then
Following [8] , the term "generic" means that the parameters do not cause poles in the Appell-Lerch sums or in the quotients of theta functions. The next proposition can be found in the Lost Notebook. 
xj(x; q)j(−qx 2 ; q 2 ) .
The following proposition was first proved by Hickerson [7] , and then Hickerson and Mortenson [8] rewrote the identity in terms of Appell-Lerch sums.
.
Notice that a special case of (2.7) with z = 1 reads
In the proof of Entry 1.4, we apply the next two propositions to simplify theta function identities.
Furthermore, in view of (1.8) and (1.9), we arrive at
3. Proofs of Entries 1.1-1.4
In this section, employing Propositions 2.2-2.5, we prove Entries 1.1-1.4.
Proof of Entry 1.1. Set a = 2 cos θ, b = 2 sin θ, and t = e iθ . Then a = t + t −1 and b = −i(t − t −1 ). So we have
Moreover, according to (1.4) and (1.8), we obtain that
Thus, using the above relations, we rewrite (1.6) as
Multiplying both sides of (3.1) by 4t(1 + it)/((i − 1)(1 − t 4 )), we arrive at
Hence, to prove Entry 1.1, it suffices to prove (3.2).
First, we consider the left-hand side of (3.2). Using (2.9) in the first equality and Proposition 2.2 in the third equality below, we have 1
= −tg(−t; −q) + 1 − i(tg(t; −q) + 1) + (i − 1)(itg(it; q) + 1) = −tg(−t; −q) − itg(t; −q) − (1 + i)tg(it; q)
To evaluate A, by (2.6), we deduce that
Then by means of the above three identities, we find that j(t; −q)j(it; q) − ij(−t; −q)j(it; q) − (1 − i)j(−t; −q)j(t; −q)
Hence, utilizing (2.3), (2.4), and (3.4), we obtain that
Thus, the right-hand side of (3.3) becomes
, which is the right-hand side of (3.2). Therefore, we complete the proof of Entry 1.1.
Proof of Entry 1.2. We parameterize a 2 + ab + b 2 = 3 by a = 2 cos(θ + 2π/3), b = 2 cos θ, and t = e iθ . Let ω = e 2πi/3 . Then we have a = ωt + (ωt) −1 and b = t + t −1 . So,
and
Therefore, (1.7) is equivalent to the following identity:
Observing that the right-hand side of (3.5) reduces to
we are required to prove that
From (2.9), it can be seen that
Then applying (2.8) to the right-hand side of (3.6) gives
Therefore, we complete the proof of Entry 1.2.
Proof of Entry 1.3. It is easy to find that Entry 1.3 is a special case of Entry 1.1. Letting a = 1 and b = √ 3 in (1.6), we derive that
which is equivalent to the following identity:
Then the right-hand side of (3.7) becomes
where we use (1.3) in the last equality. Therefore, combining (3.7) and the above identity, we complete the proof of Entry 1.3.
Proof of Entry 1.4. Let α = e πi/4 . According to (1.4), (1.5), and (1.8), we have
. In view of the above two identities, we restate Entry 1.4 as
Dividing both sides of the above identity by (1 + α)/2, we deduce that
Replacing q by iq in (3.8) yields that
Therefore, to obtain Entry 1.4, it suffices to prove (3.9).
In the following, we first consider the left-hand side of (3.9). Using (2.9) and Proposition 2.2, we have
ij(i; q)j(q; q 2 )
Similarly, by noticing that α 2 = i and α 3 = −α −1 , we arrive at
To evaluate the right-hand side of (3.12), using (1.1) and (2.3), we find that
So, by (1.2), (3.13), and (3.14), we deduce that
Therefore, we restate (3.12) as
Setting q by iq in the above identity yields that
Then substituting (3.10), (3.11), and (3.15) into the left-hand side of (3.9), we obtain where we use (2.3) in the last equality.
Next, we give an alternative representation for the right-hand side of (3.9). √ 2ψ(−iq)(q 2 ; q 4 ) ∞ (iq; iq) ∞ j(−α; iq) = √ 2ψ(−iq)(q 2 ; q 4 ) ∞ (iq; iq) ∞ j(−α; iq) · j(α; iq) j(α; iq) = √ 2J 2,4 j(α; iq)
where we utilize (1.3) and (3.13). Therefore, combining (3.17) and (3.18), we only need to prove that
