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SPECTRA OF STOCHASTIC ADDING MACHINES BASED
ON CANTOR SYSTEMS OF NUMERATION
ALI MESSAOUDI1, GLAUCO VALLE2
Abstract. In this paper, we define a stochastic adding machine based
on Cantor Systems of numeration. We also compute the parts of spectra
of the transition operator associated to this stochastic adding machine
in different Banach spaces as c0, c and lα, 1 ≤ α ≤ +∞. These spectra
are connected to fibered Julia sets.
1. Introduction
Adding one to a non-negative integer n can be performed through an al-
gorithm that changes digits one by one in the expansion of n on some system
of numeration. Stochastic adding machines are time-homogeneous Markov
Chains on the non-negative integers that are built based on a stochastic rule
that prevents the algorithm to finish. Killeen and Taylor [8] have introduced
this concept considering dyadic expansions. They found out and studied in
detail an interesting relation between complex dynamics and the spectral
properties of the transition operators of a particular class of dyadic sto-
chastic machines: the spectra of the transition operators are the filled Julia
sets of degree two polynomials. Thereafter stochastic machines have been
studied on several other systems of numerations, see [1, 10, 11], generating
a rich class of examples connecting probability theory, operator theory and
complex dynamics. Before we give more details on previous works and on
our motivations, let us introduce the stochastic machines we study in this
paper.
Here we are going to consider stochastic machines on general Cantor sys-
tems of numeration. Denote the set of non negative integers by Z+ =
{0, 1, 2, 3, ...}. Let us fix a sequence d¯ = (dl)l≥0 of positive integers such
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that d0 = 1 and dj ≥ 2 for j ≥ 1. Set
Γ = Γd¯ :=
{
(aj)
+∞
j=1 : aj ∈ {0, ..., dj − 1}, j ≥ 1,
+∞∑
j=1
aj <∞
}
,
and
qj = d0 d1 ... dj , j ≥ 0 .
It is known ([5], [6]) that there is a one to one map from Z+ to Γ that
associates to each n a sequence (aj(n))
+∞
j=1 such that
n =
+∞∑
j=1
aj(n)qj−1 .
The right hand side of the previous equality is called the q-expansion of n
and aj(n) is called the j th digit of the expansion. The map n 7→ n + 1
operates on Γ in the following way: we define the counter ζn = ζd¯,n :=
min{j ≥ 1 : aj(n) 6= dj − 1} then
aj(n+ 1) =


0 , j < ζn ,
aj(n) + 1 , j = ζn ,
aj(n) , j > ζn .
So an adding machine algorithm, that maps n to n+ 1 using d-adic expan-
sions by changing one digit on each step, is performed in ζn steps in the
following way: the first ζn − 1 digits are replaced by zero recursively and in
ζnth step we add one to the ζnth digit (basically we are adding one modulus
dl on each step l). Note that 0 ≤ ζn ≤ l if n ∈ [ql−1, ql].
Fix a sequence of strictly positive probabilities p¯ = (pj)
+∞
j=1. Suppose that
at the j-th step of the adding machine algorithm, independently of any other
step, the information about the counter get lost, thus making the algorithm
to stop. This implies that the outcome of the adding machine is a random
variable. We call this procedure the adding machine algorithm with fallible
counter, or simply AMFCd¯,p¯.
Formally, we fix a sequence (ξj)
+∞
j=1 of independent random variables such
that ξj is a Bernoulli distribution with parameter pj ∈ (0, 1]. Define the
random time τ = inf{j : ξj = 0}. Then the AMFCd¯,p¯ is defined by applying
the adding machine algorithm to n and stopping at the step τ ∧ ζn (this
means that steps j ≥ τ are not performed when τ < ζn).
Now fix a initial, possibly random, state X(0) ∈ Z+. We apply recursively
the AMFCd¯,p¯ to its successive outcomes starting at X(0) and using inde-
pendent sequences of Bernoulli random variables at different times. These
random sequences are associated to the same fixed sequence of probabilities
(pj)
+∞
j=1. In this way, we generate a discrete time-homogeneous Markov chain
(X(t))t≥0 which we call the AMFCd¯,p¯ stochastic machine.
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In [8], the case dj = 2, pj = p ∈ (0, 1) is studied. Among other things, the
authors show that the spectrum of the transition operator of the stochastic
machine acting on l∞ is the filled-in Julia set of the degree two polynomial
z2 − (1− p)
p
.
Further spectral properties of the same transition operators and their dual
acting on c0, c, l
α, α ≥ 1, are considered by Abdalaoui and Messaoudi in
[1].
In [11], Messaoudi, Sester and Valle have introduced the stochastic ma-
chines associated to non constant sequences p¯, but d¯ ≡ d constant. It is
shown that the spectrum of its transition operator acting on l∞ is equal to
the filled-in fibered Julia set E defined by
Ed,p¯ :=
{
z ∈ C : lim sup
j→+∞
|f˜j(z)| < +∞
}
, .
where f˜j := fj ◦ ... ◦ f1 for all j ≥ 1 and fj : C→ C, is the function defined
by
fj(z) :=
(
z − (1− pj)
pj
)d
.
It is also studied the topological properties of the filled-in fibered Julia sets
Ed,p¯. It is given sufficient conditions on the sequence (pn)n≥1 to ensure
that Ed,p¯ is a connected set, or has a finite or infinite number of connected
components and also to ensure that the fibered Julia set ∂Ed,p¯ is a quasi-
circle.
Motivated by [1] and [11], the aim of this paper is the analysis of the
spectra of the transition operators of the more general AMFCd¯,p¯ stochastic
machines acting in l∞, c0, c, l
α, α ≥ 1. The decomposition of the spectra
in their point, residual and continuous parts now depends on the particular
choices of the sequences d¯ and p¯. But even in this far more general scenario
we are able to give an almost complete description of the spectra answer-
ing positively a conjecture of Abdalaoui and Messaoudi that completely
describes the residual spectrum in l1.
In order to describe our results, we need to introduce some notation.
Denote by σ(Ω, d¯, p¯), σp(Ω, d¯, p¯), σr(Ω, d¯, p¯) and σc(Ω, d¯, p¯) respectively the
spectrum, point spectrum, residual spectrum and continuous spectrum of
the transition operator of the AMFCd¯,p¯ Markov chain acting as a linear
operator on Ω ∈ {c0, c, lα, 1 ≤ α ≤ ∞}. We obtain the following results:
• The AMFCd¯,p¯ Markov chain is null recurrent if and only if
∏+∞
j=1 pj =
0, otherwise the chain is transient.
• The spectrum of S acting on Ω ∈ {c0, c, lα, 1 ≤ α ≤ ∞} is equal to
to the fibered filled Julia set Ed¯,p¯ :=
{
z ∈ C : lim supj→+∞ |f˜j(z)| <
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+∞
}
where f˜j := fj ◦ ... ◦ f1 for all j ≥ 1 and fj : C → C, is the
function defined by fj(z) :=
(
z−(1−pj)
pj
)dj
.
• In l∞, the spectrum of S is equal to the point spectrum σp(l∞, d¯, p¯)
and hence the residual and continuous spectra are empty sets.
• In Ω ∈ {c0, c, lα, 1 < α ≤ ∞}, the residual spectrum is empty set.
• In c0, the point spectrum is not empty if and only if lim pn = 1,
and in this case the σp(c0, d¯, p¯) equals to the connected component
of the interior of Ed¯,p¯ that contains 0. Moreover, if pj ≥ 2(
√
2 − 1)
for all integer j ≥ 1 and d¯ is constant, then σp(c0, d¯, p¯) equals to the
interior of Ed¯,p¯.
• In c, the point spectrum is equal to σp(c0, d¯, p¯) ∪ {1}.
• In lα, α ≥ 1, if ∑+∞j=1(1 − pj)α diverges, then the point spectrum
is empty. If p¯ is monotone increasing and
∑+∞
j=1(1− pj)α converges,
then σp(l
α, d¯, p¯) = σp(c0, d¯, p¯). Note that, here we also consider the
case α = 1, where the convergence of
∑+∞
j=1(1 − pj) is equivalent to∏+∞
j=1 pj > 0.
• In l1, if (dn)n≥0 is bounded and lim sup pn < 1, then the residual
spectrum is contained in the boundary of Ed¯,p¯ and equals to the
countable set X =
⋃+∞
n=0 f
−n{1} \⋃+∞n=0 f−n{0}.
If
∏+∞
j=1 pj = 0 (null-recurrent case), then the residual spectrum
contains the countable set
⋃+∞
n=0 f
−n{1}\⋃+∞n=0 f−n{0}. In this case,
we conjecture that σr(l
1, d¯, p¯) = X. If
∏+∞
j=1 pj > 0 (transient case),
σr(l
1, d¯, p¯) ∩X = ∅. In this case, we conjecture that σr(l1, d¯, p¯) = ∅.
The paper is organized in the following manner: In the next section we
shall define the AMFCd¯ Markov chain and study when it is recurrent or
transient. In section three, we study the spectra of transition operator of
the AMFCd¯ chain in l
∞. In section four we focus the study in other Banach
spaces as c0, c and l
α, 1 ≤ α ≤ ∞. The last section is devoted to the
proofs of all technical lemmas.
2. Transition operators and recurrence of AMFCd¯ chains
In this section (X(t))t≥0 is an AMFCd¯,p¯ stochastic machine associated to
a sequence of non negative integers d¯ = (dj)
+∞
j=1, dj > 1, and of probabilities
p¯ = (pj)
+∞
j=1, pj ∈ (0, 1]. This Markov chain is irreducible if and only if
pj < 1 for infinitely many j’s. Moreover, when pj = 1 for every j ≥ 1, we
have that the AMFCd¯,p¯ stochastic machine is the deterministic shift map
n 7→ n+ 1 on Z+.
Our first aim is to describe the transition probabilities of (X(t))t≥0 which
we denote s(n,m) = sp¯,d¯(n,m) := P (X(t+1) = m|X(t) = n). They can be
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obtained directly from description of the chain: For every n ≥ 0
s(n,m) =


(1− pr+1)
∏r
j=1 pj , m = n−
∑r
j=1(dj − 1)qj−1 ,
r ≤ ζn − 1 , ζn ≥ 2 ,
1− p1 , m = n ,∏ζn
j=1 pj , m = n+ 1 ,
0 , otherwise .
(2.1)
From the exact expressions above, it is clear the self-similarity of the tran-
sition probabilities. Indeed, it is straightforward to verify that for every
j ≥ 2, we have
s(n,m) =
{
s(n− aj−1(n)qj−1,m− aj−1(n)qj−1) , qj−1 ≤ m ≤ qj − 1 ,
0 , otherwise ,
for all qj−1 ≤ n ≤ qj−2 (note that ζn ≤ j−1 for this choice of n). Moreover,
if n = qj − 1, we have ζn = j, s(qj − 1, qj) =
∏j+1
l=1 pl and
s(qj − 1, qj − qr) = (1− pr+1)
r∏
l=1
pl , 1 ≤ r ≤ j . (2.2)
With the transition probabilities, we obtain the countable transition matrix
of the AMFCd¯,p¯ stochastic machine S = Sd¯,p¯ = [s(n,m)]n,m≥0.
Note that S is doubly stochastic if and only if
∏+∞
j=1 pj = 0. In fact S is
stochastic and the sum of coefficients of every column is 1, except the first
one whose sum is 1−∏+∞j=1 pj .
In the next proposition, we obtain a sufficient and necessary condition for
recurrence of the AMFCd¯,p¯ Markov chain.
Proposition 2.1. The AMFCd¯,p¯ Markov chain is null recurrent if and only
if
+∞∏
j=1
pj = 0 . (2.3)
Otherwise the chain is transient.
The proof of Proposition 2.1 is analogous to the proof for the case d¯
constant that is found in [11]. We present it here for the sake of completeness.
Proof: We start showing that condition (2.3) is necessary and sufficient to
guarantee the recurrence of the AMFCd¯,p¯ stochastic machine. From classical
Markov chain Theory, the AMFCd¯,p¯ stochastic machine is transient if and
only if there exists a sequence v = (vj)
+∞
j=1 such that 0 < vj ≤ 1 and
vj =
+∞∑
m=1
s(j,m) vm , j ≥ 1 , (2.4)
i.e, S˜ v = v where S˜ is obtained from S removing its first line and column.
Indeed, in the transient case a solution is obtained by taking vm as the
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probability that 0 is never visited by the AMFCd Markov chain given that
the chain starts at state m (see the discussion on pages 42-43 of Chapter 2
in [9] and also [13]).
Suppose that v = (vj)
+∞
j=1 satisfies the above conditions. We claim that
vql+j = vql , for every l ≥ 0 and j ∈ {1, ..., (dl+1 − 1)ql − 1} . (2.5)
The proof follows from induction. Indeed, for j ∈ {1, ..., (d − 1)ql − 1},
suppose that vql = vql+r, for all 0 ≤ r ≤ j − 1 we have that vql+j−1 =∑j
m=1 s(ql + j − 1,m) vm. Since s(ql + j − 1,m) = 0 for all 0 ≤ m < ql, we
have
vql+j−1 =
j∑
r=0
s(ql + j − 1, ql + r) vql+r
=
(
j∑
r=0
s(ql + j − 1, ql + r)
)
vql
+s(ql + j − 1, ql + j)(vql+j − vql) . (2.6)
Using the fact that j ∈ {1, ..., (d − 1)ql − 1} note that
j∑
r=0
s(ql + j − 1, ql + r) = 1.
Thus, since s(ql+j−1, ql+j) > 0, from (2.6), we have that vql+j = vql+j−1 =
vql. This proves the claim.
It remains to obtain vql+1 from vql for l ≥ 0. First note that (2.5) implies
vql+1−qr = vql for 0 ≤ r ≤ l. From the transition probabilities expression in
(2.2), if we put p0 = 1, we have that
vql = vql+1−1 = (p0...pl+2)vql+1 +
l∑
r=0
(p0...pr − p0...pr+1)vql+1−qr .
= (p0...pl+2)vql+1 + (1− p0...pl+1)vql
Therefore for every l ≥ 1
vql =
vql−1
pl+1
=
v1∏l+1
j=2 pj
.
From this equality, we conclude that v exists and the chain is transient if
and only if
+∞∏
j=1
pj > 0 .
Now suppose that we are in the recurrent case. Since S is a irreducible
countable doubly stochastic matrix, it is simple to verify that the AMFCd¯,p¯
have no finite invariant measure and then cannot be positive recurrent. 
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3. l∞ Spectra of transition operators of AMFCd¯,p¯ chains
In this section we discuss the spectra of transition operators of AMFCd¯,p¯
stochastic machines. We consider the usual notation for the Banach spaces
(lα, ‖ · ‖α), 1 ≤ α ≤ ∞, (c0, ‖ · ‖∞) and (c, ‖ · ‖∞), i.e.: for w = (w(n))n≥0 ∈
C
Z+, we have
‖w‖∞ = sup
n≥0
|w(n)| <∞ , ‖w‖α =
(∑
n≥0
|w(n)|α
) 1
α
, 1 ≤ α <∞ ,
and
l∞ = l∞(Z+) = {w ∈ CZ+ : ‖w‖∞ <∞} ,
lα = lα(Z+) = {w ∈ CZ+ : ‖w‖α <∞} ,
c = c(Z+) = {w ∈ l∞ : w is convergent} ,
c0 = c0(Z+) = {w ∈ c : lim
n→∞
w(n) = 0} .
The transition operator of the AMFCd¯,p¯ stochastic machine is the bounded
linear operator on l∞ induced by Sd¯,p¯ as
[Sd¯,p¯w](n) =
∞∑
m=0
s(n,m)w(m) , n ∈ Z+ ,
for every w ∈ l∞. We also denote the transition operator by Sd¯,p¯. The dual
transition operator of the AMFCd¯,p¯ stochastic machine, which we denote by
S′
d¯,p¯
, is the bounded linear operator on l∞ induced by Sd¯,p¯ as
[S′
d¯,p¯
w](n) = [wSd¯,p¯](n) =
∞∑
m=0
w(m)s(m,n) , n ∈ Z+ ,
for every w ∈ l∞.
The matrix Sd¯,p¯ is stochastic with columns also having its sums uniformly
bounded above by one. Therefore we can show, analogously to Proposition
4.1 in [1], that the restrictions of Sd¯,p¯ and S
′
d¯,p¯
to Ω ∈ {c0, c, lα, 1 ≤ α <∞}
are well defined bounded linear operators on Ω.
We call S′
d¯,p¯
the dual transition operator in order to simplify the text.
From usual operator theory, the dual of Sd¯,p¯ acting on c0, c is S
′
d¯,p¯
acting on
l1 and the dual of Sd¯,p¯ acting on l
α, 1 ≤ α <∞ is S′
d¯,p¯
acting on l
α
α−1 .
We recall that given a complex Banach space E and T : E → E a con-
tinuous linear operator, the spectrum of the operator T can be partitioned
into three subsets (see for instance [15]):
(1) The point spectrum σp(T ) = {λ ∈ C : T − λI is not injective}.
(2) The continuous spectrum σc(T ) = {λ ∈ C : T − λI is injective ,
(T − λI)E = E, (T − λI)E 6= E}, where (T − λI)E is the closure
of (T − λI)E in E.
(3) The residual spectrum σr(T ) = σ(T ) \ (σp(T ) ∪ σc(T )) = {λ ∈ C :
λI − T is injective, (λI − T )E 6= E}.
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In order to describe the spectrum of Sd¯,p¯, we need to introduce more
notation. We denote by D(w, r) = {z ∈ C : |w− z| < r} and D(w, r) = {z ∈
C : |w − z| ≤ r}. Let fj : C→ C, j ≥ 1, be the function defined by
fj(z) :=
(
z − (1− pj)
pj
)dj
.
Also set f˜0 as the identity function on C, f˜j := fj ◦ ... ◦ f1, j ≥ 1, and
Ed¯,p¯ :=
{
z ∈ C : lim sup
j→+∞
|f˜j(z)| < +∞
}
.
Lemma 3.1. The set Ed¯,p¯ is included in D(1− p1, p1). Moreover, for all
z ∈ Ed¯,p¯ and j ≥ 1, f˜j(z) belongs to the disk D(1− pj+1, pj+1).
Corollary 3.2. We have that
Ed¯,p¯ = D(1− p1, p1) ∩
∞⋂
j=1
f˜−1j
(
D(1− pj+1, pj+1)
)
= D(0, 1) ∩
∞⋂
j=1
f˜−1j
(
D(0, 1)
)
.
Let Ω ∈ {c0, c, lα, 1 ≤ α ≤ ∞}. Denote by σ(Ω, d¯, p¯), σp(Ω, d¯, p¯),
σr(Ω, d¯, p¯) and σc(Ω, d¯, p¯) respectively the spectrum, point spectrum, resid-
ual spectrum and continuous spectrum of Sd¯,p¯ acting as a linear operator on
Ω. We replace σ by σ′ to represent the spectrum and its decomposition for
the dual transition operator S′
d¯,p¯
.
Let us start with the analysis of a simple and well-known but important
case. Recall that for pj = 1, j ≥ 1, we have that the AMFCd¯,p¯ stochastic
machine is the deterministic map n 7→ n + 1 on Z+ for any sequence d¯. In
this case, σ(l∞, d¯, p¯) = σp(l
∞, d¯, p¯) = D(0, 1). Since, f˜j(z) = z
j , z ∈ C,
we have that (f˜j(z))j≥1 is bounded, if and only if, z ∈ D(0, 1). Therefore,
Ed¯,p¯ = σ(l
∞, d¯, p¯) = σp(l
∞, d¯, p¯) = D(0, 1).
For the general case, we have:
Theorem 3.3. For every sequences p¯ ∈ (0, 1]N and d¯ = (di)i≥0 where d0 = 1
and (di)i≥1 ⊂ {2, 3, 4, ...}N,
Ed¯,p¯ = σ(l
∞, d¯, p¯) = σp(l
∞, d¯, p¯) .
The proof of Theorem 3.3 follows directly from the next two propositions:
Proposition 3.4. The point spectrum of Sd¯,p¯ in l
∞ is equal to Ed¯,p¯.
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Proposition 3.5. For any Ω ∈ {c0, c, lα, 1 ≤ α ≤ ∞}, σ(Ω, d¯, p¯) ⊂ Ed¯,p¯.
The rest of this section will be devoted to the proof of the previous propo-
sitions. To prove the proposition 3.4, we give in the next lemma an explicit
characterization of the eigenvectors of Sd¯,p¯.
Lemma 3.6. A sequence v ∈ l∞ is an eigenvector of Sd¯,p¯ associated to an
eigenvalue λ, if and only if, for some v(0) ∈ C, v = v(0) · vλ with vλ given
by
vλ(n) =
∞∏
r=1
(ιλ(r))
ar(n) , n ≥ 0 , (3.1)
where ar(n) is the r digit of n in its q-expansion and
ιλ(r) = (hr ◦ f˜r−1 )(λ) (3.2)
for
hr(z) =
z
pr
− 1− pr
pr
. (3.3)
Note that in (3.1) we only have a finite number of terms in the product
that are distinct from 1.
The proofs of Proposition 3.4 and Lemma 3.6 are analogous to the case
d¯ constant presented in [11]. We present both of them here for the sake of
completeness.
Proof of Proposition 3.4: Since Sd¯,p¯ is stochastic, its spectrum is a subset
of D(0, 1). By Lemma 3.6, λ ∈ D(0, 1) is eigenvalue of Sd¯,p¯, if and only if,
vλ ∈ l∞. In this case, vλ is, up to multiplication by a constant, the unique
eigenvector of Sd¯,p¯ in l
∞ associated to λ.
We are going to show that (|ιλ(j)|)+∞j=1 is bounded above by one if and only
if λ ∈ Ed¯,p¯, otherwise it is unbounded. Therefore, from (3.1), we have that
vλ is a well defined element of l
∞ if and only if λ ∈ Ed¯,p¯. Thus Proposition
3.4 holds.
If λ ∈ Ed¯,p¯ then f˜r−1(λ) is uniformly bounded and according to Lemma
3.1, for all r ≥ 1
f˜r−1(λ) ∈ D(1− pr, pr).
Since hr maps D(1− pr, pr) on D(0, 1) we deduce that |ιλ(r)| ≤ 1 and
(|ιλ(r)|)+∞r=1 is bounded above by one. Indeed, assume that there exists j0 ∈ N
such that |ιλ(j0)| > 1. Then λ 6∈ Ed¯,p¯. Thus |f˜r(z)| > 1 for some r > 1. We
deduce, by (5.2) in the proof of Lemma 3.1, that limj→+∞ |f˜j(z)| = +∞.
Hence limj→+∞ |ιλ(j)|) = +∞.
Conversely, suppose |ιλ(r)| ≤ 1 for all r. From (5.1) also in the proof of
Lemma 3.1, we know that for any |z| > 1
|hr(z)| ≥ |z|.
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Thus, if |f˜r−1(λ)| > 1 for some r > 0, we have
|ιλ(r)| = |hr(f˜r−1(λ))| ≥ |f˜r−1(λ)| > 1 ,
which yields a contradiction to the fact that |ιλ(r)| ≤ 1. Hence |f˜r−1(λ)| ≤ 1
for all r and, by definition, λ ∈ E.
Hence (|ιλ(j)|)+∞j=1 is bounded above by one if and only if λ ∈ Ed¯,p¯. 
Proof of Proposition 3.5: We prove here that σ(Ω, d¯, p¯) ⊂ Ed¯,p¯. Here we
denote by τ : Z+ → Z+ the shift map τ(n) = n+ 1 and by p¯n := (pn+j)∞j=0,
d¯n := (dn+j)
∞
j=0.
Put
S˜p¯ :=
Sp¯ − (1− p1)I
p1
,
which is also a stochastic operator acting on Z+. It is associated to a ir-
reducible Markov chain with period d. Thus S˜d1
d¯,p¯
has d1 communication
classes.
It is straightforward to verify that the communication classes of S˜d1
d¯,p¯
are
{ j ∈ N : j = n mod d1} , 0 ≤ n ≤ d1 − 1 .
Furthermore, S˜d1
d¯,p¯
acts on each of these classes as a copy of Sd¯2,p¯2,. There-
fore, the spectrum of S˜d1
d¯,p¯
is equal to the spectrum of Sd¯2,p¯2 . Since, S˜
d1
d¯,p¯
=
f˜1
(
Sd¯,p¯
)
, by the Spectral Mapping Theorem, we have that
f˜1
(
σ(Ω, d¯, p¯)
)
= σ(Ω, d¯2, p¯2) .
By induction, we have that
f˜j+1
(
σ(Ω, d¯, p¯)
)
= σ(Ω, d¯j+1, p¯j+1) ,
for every j ≥ 1. Since, Sd¯j+1,p¯j+1 is a stochastic operator, its spectrum is a
subset of D(0, 1). Therefore
|f˜j+1
(
λ
)| ≤ 1 ,
for every j and λ ∈ σ(Ω, d¯, p¯). This implies that σ(Ω, d¯, p¯) ⊂ Ed¯,p¯. 
4. Spectra of transition operators of AMFCd¯,p¯ chains on other
Banach spaces
By Proposition 3.5, for any Ω ∈ {c0, c, lα, 1 ≤ α ≤ ∞}, σ(Ω, d¯, p¯) ⊂ Ed¯,p¯.
We will indeed show that σ(Ω, d¯, p¯) = Ed¯,p¯ as in the case Ω = l
∞. From this
point we can ask ourselves about the decomposition of σ(Ω, d¯, p¯) in its point,
residual and continuous parts. We will see that this decomposition depends
on the parameters of the AMFCd¯,p¯ Markov Chains generating a rich class
of examples.
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Theorem 4.1. For Ω ∈ {c0, c, lα, 1 ≤ α <∞}, we have that σ(Ω, d¯, p¯) =
Ed¯,p¯.
The main step to prove Theorem 4.1 is the following result:
Lemma 4.2. For 1 ≤ α < ∞, every λ ∈ Ed¯,p¯ \ σp(lα, d¯, p¯) belongs to the
approximate point spectrum of Sd¯,p¯ acting on l
α.
Proof of Theorem 4.1: Assume that Ω ∈ {c0, c}. Then, by duality and
Phillips Theorem, we obtain
σ(Ω, d¯, p¯) = σ′(l1, d¯, p¯) = σ(l∞, d¯, p¯) = Ed¯,p¯ .
Now, assume Ω = lα, 1 ≤ α < ∞. According to Proposition 3.5, it is
enough to prove that Ed¯,p¯ ⊂ σ(lα, d¯, p¯). This follows from Lemma 4.2, since
every point in Ed¯,p¯ is in the point or approximate point spectrum of Sd¯,p¯. 
From now we study the decomposition of σ(Ω, d¯, p¯), Ω ∈ {c0, c, lα, 1 ≤
α <∞} in its point, residual and continuous parts. We start with the case
Ω 6= l1 and we consider the l1 case later due to its particularities.
Proposition 4.3. For Ω ∈ {c0, c, lα, α > 1}, we have that σr(Ω, d¯, p¯) is
empty.
The proof of Proposition 4.3 relies on duality. In this direction a proper
representation for the left eigenvectors of S′
d¯,p¯
is useful.
Lemma 4.4. A sequence v′ ∈ l∞ is an eigenvector of S′
d¯,p¯
associated to an
eigenvalue λ, if and only if, for some v′(0) ∈ C, v′ = v(0) · v′λ with v′λ given
by
v′λ(m) =
( ∞∏
r=1
(ιλ(r))
ar(m)
)−1
=
1
vλ(m)
, for every m ≥ 1. (4.1)
where ιλ(r) is defined as in statement of Lemma 3.6.
Remark 4.1. Since λv′λ(0) = [S
′
d¯,p¯
v′λ](0) (see 5.11), we have that
(1− p1 − λ)v′λ(0) +
+∞∑
i=1

(1− pi+1) i∏
j=1
pj

 v′λ(qi − 1) = 0
which is equivalent to
ιλ(1) =
+∞∑
i=1
(1− pi+1)
∏i
j=2 pj∏i−1
r=1(ιλ(r))
dr−1
. (4.2)
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Proof of Proposition 4.3: Fix the space Ω ∈ {c0, c, lα, α > 1}. From
classical operator theory, we have that the residual spectrum is a subset of
point spectrum of the dual operator. Then, we have to prove that does not
exist λ ∈ Ed¯,p¯ and w = (wn)n≥1 ∈ l1 such that w 6= 0 and S′d¯,p¯w = λw.
For λ ∈ Ed¯,p¯, vλ is uniformly bounded above by 1, then vλ is uniformly
bounded below by 1. By Lemma 4.4, we see that if S′
d¯,p¯
w = λw, with
λ ∈ Ed¯,p¯, then |w(m)| ≥ |w(0)| |v′λ(m)| ≥ |w(0)|, for every m. Hence v ∈ l1
only if v ≡ 0. 
Proposition 4.5. For Ω ∈ {c0, lα, α ≥ 1}, if p¯ does not converge to 1, then
σp(Ω, d¯, p¯) is empty.
Proof: Fix the space Ω ∈ {c0, lα, α ≥ 1}. Since Ω ⊂ l∞, we have that λ is
an eigenvalue of Sd¯,p¯ on Ω only if it is an eigenvector of Sd¯,p¯ on l
∞ having an
eigenvector in Ω. By Proposition 3.4, for this to happen is necessary that
limj→∞ ιλ(j) = 0 for some λ ∈ Ed¯,p¯. Since
ιλ(j + 1) =
ιλ(j)
dj
pj+1
− 1− pj+1
pj+1
, ∀j ∈ Z+ , (4.3)
if p¯ does not converge to 1, then ιλ(j) does not converge to 0. Thus
σp(Ω, d¯, p¯) = ∅. 
Let us point out that the condition on p¯ in the statement is necessary.
Recall that for the shift, pj = 1 for all j, we have σp(Ω, d¯, p¯) = D(0, 1) for
Ω ∈ {c0, , lα, α ≥ 1}. Indeed the condition on the statement is necessary
even when pj 6= 1 for every j ≥ 1. This is shown in the next result.
From Propositions 4.3 and 4.5, we have:
Theorem 4.6. For Ω ∈ {c0, lα, α ≥ 1}, if p¯ does not converge to 1, then
σ(Ω, d¯, p¯) = σc(Ω, d¯, p¯).
4.1. Case Ω = c0 or Ω = c. .
For all integer n ∈ N, let gn : C → C be the function defined by gn(λ) =
iλ(n) for all λ ∈ C.
Proposition 4.7. If limj→∞ pj = 1, then int(σp(c0, d¯, p¯)) is not empty.
Precisely, there exists a real number r > 0 and an integer j0 ≥ 1 such that
for all integer j ≥ j0 the open set g−1j
(
B(0, r)
) ⊂ σp(c0, d¯, p¯).
Proof: Put ρ = 2(
√
2 − 1). We are going to show the following assertion:
If limj→∞ pj = 1 and there exists j0 such that infj≥j0 pj ≥ ρ and |ιλ(j0)| ≤
r := ρ/2, then limj→∞ |ιλ(j)| = 0. Since limj→∞ |ιλ(j)| = 0 implies that
λ ∈ σp(c0, d¯, p¯), we have that g−1j
(
B(0, r)
) ⊂ σp(c0, d¯, p¯) for j ≥ j0.
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To prove the previous assertion, we construct, for any fixed η ∈ (1, 2) a
subsequence (jk)k≥0 such that
|ιλ(j)| ≤ rηk , for every jk ≤ j ≤ jk+1 − 1 .
Since r < 1 and η > 1, the assertion holds.
We construct (jk)k≥0 by induction. For k = 0, take j ≥ j0 and suppose
|ιλ(j)| ≤ r, then
|ιλ(j + 1)| ≤ |ιλ(j)|
dj
pj
+
1− pj
pj
≤ r
2
ρ
+
1− ρ
ρ
= r .
Therefore, |ιλ(j)| ≤ r for every j ≥ j0. Now fix k ≥ 1 and suppose that there
exists jk > j0 such that |ιλ(j)| ≤ rηk for every j ≥ jk. Since r2ηk ≤ rηk+1
and lim pj = 1, there exists jk+1 > jk such that
r2η
k
ρk+1
+
1− ρk+1
ρk+1
≤ rηk+1 ,
where ρk = pjk = infj≥jk+1 pj. Then, for every j ≥ jk+1,
|ιλ(j)| ≤ |ιλ(j)|
dj
pj
+
1− pj
pj
≤ r
2ηk
ρk+1
+
1− ρk+1
ρk+1
≤ rηk+1 . (4.4)
Therefore limj→∞ |ιλ(j)| = 0 and the proof is complete. 
Proposition 4.8. If limj→∞ pj = 1, then σp(c0, d¯, p¯) equals to the connected
component of int(Ed¯,p¯) that contains 0.
Proof: Let V be the connected component of int(Ed¯,p¯) that contains 0. Let
O = B(0, r) be a neighborhood of 0 where r is as in Proposition 4.7. Then,
there exists an integer j0 ≥ 1 (as in Proposition 4.7) such that gn(O) ⊂ O
for all integer n ≥ j0.
It is easy to see that
{λ ∈ C, lim gn(λ) = 0} =
+∞⋃
n=j0
g−1n (O).
Let z0 be a critical points of gn, n ≥ j0. By (3.2), gn = hn ◦ f˜n−1, then
f˜k(z0) = 0 where 1 ≤ k ≤ n− 1. Hence gn(z0) = hn ◦ fn−1 ◦ . . . ◦ fk+1(0).
Since limj→∞ pj = 1 and pi > ρ = 2(
√
2−1) for all i ≥ k+1, then we have
by the same argument of proposition 4.7 that lim gn(z0) = 0. Hence z0 ∈
g−1n (O) for all n ≥ j0. Thus we deduce by Riemann-Hurwitz formula (see
[12]), that g−1n (O) is connected for any integer n ≥ j0. Since g−1n (O), n ≥ j0,
is a sequence of increasing sets, we deduce that
⋃+∞
n=j0
g−1n (O) is a connected
set. Hence
{λ ∈ C, lim gn(λ) = 0} ⊂ V.
On the other hand, since (gn)n≥j0 is a uniformly bounded sequence (by 1)
of holomorphic functions defined on an open subset V ⊂ int(Ed¯,p¯). Hence,
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we deduce by Arzela`-Ascoli Theorem (see [3]), that (gn)n≥j0 is normal in
V . That is, there exists a subsequence (gnk)k≥j0 of (gn)n≥j0 such that gnk
converges to a function g on every compact subset of V .
Since gn converges uniformly on O to 0, we deduce that gn converges
uniformly on every compact set in V to g = 0. Hence
V ⊂ {λ ∈ C, lim gn(λ) = 0}.
This ends the proof of Proposition 4.8. 
The previous result makes the assertion σp(c0, d¯, p¯) = int(Ed¯,p¯) equivalent
to int(Ed¯,p¯) is connected. In [11], we prove (in collaboration with O. Sester)
that if d¯ constant and pi ≥ 2(
√
2 − 1) for all i ≥ 1 then Ed¯,p¯ is a quasidisk.
So, in this case σp(c0, d¯, p¯) = int(Ed¯,p¯). We conjecture that this holds for
pi ≥ 2(
√
2 − 1) for all i ≥ 1 even if d¯ is non-constant. In this direction, we
are only able to show that Ed¯,p¯ is connected, which is the content of our
next result:
Proposition 4.9. Assume that limj→∞ pj = 1. If pi ≥ ρ = 2(
√
2 − 1) for
all i ≥ 1, then Ed¯,p¯ is connected.
Proof:
By Lemma 3.2, we have
Ed¯,p¯ =
+∞⋂
n=1
g−1n D(0, 1),
where g−1n D(0, 1) ⊂ g−1n−1D(0, 1) for all n ≥ 1.
On the other hand if R > 1, it is easy to see that
Ed¯,p¯ =
+∞⋂
n=1
g−1n D(0, R) =
+∞⋂
n=1
g−1n D(0, R),
where g−1n D(0, R) ⊂ g−1n−1D(0, R) for all n ≥ 1.
Let z0 be a critical points of gi, i ≥ 1, then we have by the same method
of proposition 4.7 that lim gn(z0) = 0. Hence z0 ∈ Ed¯,p¯ ⊂ g−1i D(0, R).
Thus by Riemann-Hurwitz formula (see [12], we deduce that g−1i D(0, R) is
connected. Then g−1i D(0, R) is also connected. Hence Ed¯,p¯ is the intersection
of a decreasing sequence of compact connected sets. Therefore Ed¯,p¯ is also
connected. 
Proposition 4.10. In c, the point spectrum σp(c, d¯, p¯) equals σp(c0, d¯, p¯) ∪
{1}. In particular σp(c, d¯, p¯) = {1} if and only if (pn)n≥0 does not converge
to 1.
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Proof: Let λ ∈ σp(Ω, d¯) and v = (vi)i≥0 ∈ c an eigenvector of S associated
to λ. Then lim vn = l ∈ C. Consider N = qn + qn+2 where n ∈ N, then,
vN = ιλ(n)ιλ(n + 2), Tending n to infinity, we get l
2 = l.
Case 1: l = 1. Then vq1+qn = ιλ(1)ιλ(n). Tending n to infinity, we have
ιλ(1) = 1, and thus λ = 1.
Case 2: l = 0, then lim pn = 1.
In both cases, we have σp(c, d¯, p¯) = σp(c0, d¯, p¯) ∪ {1}. 
4.2. Case Ω = l1.
Proposition 4.11. If
∏∞
i=1 pi = 0, then the point spectrum σp(l
1, d¯, p¯) = ∅.
Proof: Assume that
∏∞
i=1 pi = 0 and let λ be an eigenvalue of Sd¯,p¯ on l
1,
then
∑+∞
j=0 |ιλ(j + 1)| is convergent. Since dj ≥ 1 for all j ∈ N, we deduce
that
∑+∞
j=0 |ιλ(j)|dj is convergent.
By (4.3), we deduce that the serie
∑+∞
i=0 1 − pi is convergent, and this
contradicts the fact that
∏∞
i=1 pi = 0. 
As mentioned before, If p¯ is constant equal to 1, then σp(l
1, d¯, p¯) = D(0, 1).
Thus the condition on p¯ in the statement of Proposition 4.11 is necessary.
Indeed the condition on the statement is necessary even when pj 6= 1 for
every j ≥ 1. This is shown in the next result.
Proposition 4.12. If p¯ is monotone increasing and
∏∞
i=1 pi > 0, then
σp(l
1, d¯, p¯) = σp(c0, d¯, p¯). Precisely σp(l
1, d¯, p¯) is equal to the connected com-
ponent of int(Ed¯,p¯) that contains 0.
Proof: The proof follows directly from the next two claims:
Claim 1: If p¯ is increasing and
∏∞
i=1 pi > 0, then ιλ ∈ l1.
Claim 2: ιλ ∈ l1, if and only if, vλ ∈ l1.
Proof of Claim 1: Consider the proof of Proposition 4.7. Since p¯ is increas-
ing, the choice of jk implies that
r2η
k
pj
+
1− pj
pj
≥ rηk+1 , for jk ≤ j ≤ jk+1 − 1 . (4.5)
Thus, for all k sufficiently large,
jk+1−1∑
j=jk
(1− pj)
pj
≥
jk+1−1∑
j=jk
r2η
k
pj
(
ρ r(η−2)η
k − 1) ≥ jk−1∑
j=jk−1
r2η
k
pj
. (4.6)
Observe that
∏∞
i=1 pi > 0 implies that
∑
j≥1(1 − pj) < ∞ and hence∑
j≥1
(1−pj)
pj
< ∞. Thus by (4.6), we have that ∑k≥0∑jk+1−1j=jk r2ηkpj < ∞.
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Hence
∑
k≥0
∑jk+1−1
j=jk
r2η
k
pj
<∞. Thus, by (4.5), we have
∑
k≥0
jk+1−1∑
j=jk
rη
k
<∞.
By (4.4), we obtain that ιλ ∈ l1. This finishes the proof of claim 1.
Proof of Claim 2: We prove a general convergence criteria for series: Let
(zj)j≥1 be a sequence of positive real numbers bounded above by one and
define
v(n) =
∞∏
j=1
zj
aj(n) , n ≥ 0.
We have that (zj)j≥1 ∈ l1, if and only if, (v(n))n≥0 ∈ l1. Clearly (zj)j≥1 /∈ l1
implies (v(n))n≥0 /∈ l1. Conversely, assume that (zj)j≥1 ∈ l1. We have
∑
n≥0
|v(n)| = 1 +
d1−1∑
i=1
zi1 +
∑
j≥2
( j−1∏
k=1
dk−1∑
i=0
zik
)( dj−1∑
i=1
zij
)
. (4.7)
Put aj =
(∏j−1
k=1
∑dk−1
i=0 z
i
k
)(∑dj−1
i=1 z
i
j
)
.
We have
an+1
an
= Bn
zn+1
zn
, ∀n ∈ N,
where
Bn =
(1− zdnn )(1− zdn+1−1n+1 )
(1− zdn−1n )(1− zn+1)
.
Since lim zn = 0, for n sufficiently large
|Bn| ≤ (1 + |zn|)(1 + |zn+1|)
(1− |zn|)(1− |zn+1|) ,
and then, using that (zj)j≥1 ∈ l1, we have that
∞∏
j=1
|Bj| <∞ .
Together with the fact that an =
zn
z1
Bn−1 . . . B1, ∀n ∈ N, we deduce that
(v(n))n≥0 ∈ l1. 
Remark 4.2. Using the same proof, we have ιλ ∈ lα, α > 1, if and only if,
vλ ∈ lα.
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Theorem 4.13. If
∏∞
i=1 pi = 0, then σr(l
1, d¯, p¯) contains a countable subset
X of the boundary of Ed¯,p¯. Precisely
X =
+∞⋃
n=1
f˜−1n {1} \
+∞⋃
n=1
f˜−1n {0} ⊂ σr(l1, d¯, p¯).
Moreover, if (dn)n≥0 is bounded and lim sup pn < 1, then σr(l
1, d¯, p¯) =⋃+∞
n=0 f
−n{1} \⋃+∞n=0 f−n{0}. If ∏∞i=1 pi > 0, then
σr(l
1, d¯, p¯) ∩
+∞⋃
n=1
f˜−1n {1} = ∅ .
Remark 4.3. If (dn)n≥0 is bounded and lim sup pn < 1, then we can prove
(see Proposition 4.16) that for a a large class of (di)i≥0 and (pi)i≥0, we have
σr(l
1, d¯, p¯) =
⋃+∞
n=1 f˜
−1
n {1}. Hence σr(l1, d¯, p¯) is a countable dense subset of
the boundary of Ed¯,p¯.
Proof of Theorem 4.13: From usual results in operator theory and Propo-
sition 4.11, we know that
σr(l
1, d¯, p¯) ⊂ σ′p(l∞, d¯, p¯) ⊂ σr(l1, d¯, p¯) ∪ σp(l1, d¯, p¯).
Assume that
∏∞
i=1 pi = 0, then by Proposition 4.11, σp(l
1, d¯, p¯) = ∅. Thus
σr(l
1, d¯, p¯) = σ′p(l
∞, d¯, p¯). By Lemmas 3.6 and 4.4 and equation (4.2), we
see that
σ′p(l
∞, d¯, p¯) =
{
λ ∈ C : (1/vλ(j)))j≥1 ise bounded and ιλ(1) =
+∞∑
i=1
(1− pi+1)
∏i
j=2 pj∏i−1
r=1(ιλ(r))
dr−1
}
,
where (vλ(r)))r≥1 is the sequence defined in Lemma 3.6.
Hence σr(l
1, d¯, p¯) is contained in the set
Ed¯,p¯ ∩
{
λ ∈ C : (1/ιλ(j))j≥1 is bounded and ιλ(1) =
+∞∑
i=1
(1− pi+1)
∏i
j=2 pj∏i−1
r=1(ιλ(r))
dr−1
}
(4.8)
On the other hand, by (4.3) and since iλ(n) =
1
pn
f˜n−1(λ) − 1−pnpn for all
integer n ≥ 1, we deduce that
f˜n−1(λ) = iλ(n− 1)dn−1 , ∀n ≥ 1. (4.9)
Let n ∈ N and En = {λ ∈ C, ιλ(n) = 1}.
By (4.9), we have
+∞⋃
n=1
En =
+∞⋃
n=1
f˜−1n {1}. (4.10)
Now assume that there exists n0 ∈ N and λ ∈ En0 . Then
ιλ(k) = 1, ∀k ≥ n0. (4.11)
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Assume that λ ∈ ⋃+∞n=1 f˜−1n {1}\⋃+∞n=1 f˜−1n {0}, then ιλ(i) 6= 0 for all i < n0.
From (4.11) and (4.10), we have that (ιλ(n))n≥0 and (1/ιλ(n))n≥0 are bounded .
Moreover, by (4.3) we have
ιλ(1) =
+∞∑
i=1
(1− pi+1)
∏i
j=2 pj∏i−1
r=1(ιλ(r))
dr−1
⇐⇒ ιλ(2) =
+∞∑
i=2
(1− pi+1)
∏i
j=3 pj∏i−1
r=2(ιλ(r))
dr−1
⇐⇒ ιλ(n0) =
+∞∑
i=n0
(1− pi+1)
∏i
j=n0+1
pj∏i−1
r=n0
(ιλ(r))dr−1
⇐⇒ 1 =
+∞∑
i=n0
(1− pi+1)
i∏
j=n0+1
pj.
Hence
ιλ(1) =
+∞∑
i=1
(1− pi+1)
∏i
j=2 pj∏i−1
r=1(ιλ(r))
dr−1
⇐⇒ 0 =
+∞∏
i=n0+1
pi. (4.12)
From this λ ∈ σr(l1, d¯, p¯). Hence
⋃+∞
n=1 f˜
−1
n {1} \
⋃+∞
n=1 f˜
−1
n {0} ⊂ σr(l1, d¯, p¯).
By (4.12), we deduce that if
∏∞
i=1 pi > 0, then σr(l
1, d¯, p¯)
⋂⋃+∞
n=0 f˜
−1
n {1} =
∅.
It remains to prove the following result.
Proposition 4.14. If (dn)n≥0 is bounded and lim sup pn < 1, then σr(l
1, d¯, p¯) ⊂⋃+∞
n=0 f˜
−1
n {1} \
⋃+∞
n=1 f˜
−1
n {0}.
Proof: Let λ ∈ Ed¯,p¯ and λ 6∈
⋃∞
r=1 f˜
−1
r {1}. Then |iλ(n)| ≤ 1 and iλ(n) 6= 1
for all integer n ≥ 1.
Case 1: lim infj→∞ |ιλ(j)| = C < 1.
Let ε > 0 such that C + ε < 1. Then there exists an increasing sequence
of positive integers (kj)j≥1 such that |ιλ(kj)| ≤ C + ε for all j ≥ 1.
Now, consider the sequence (xn)n≥1 defined by xn = qk1+· · ·+qkn. Hence
|vλ(xn)| =
∏n
r=1 |(ιλ(kr))| ≤ (C + ε)n. Thus |vλ(xn)| converges to 0 as n
goes to infinity, and 1|vλ(xn)| is not bounded. Thus λ 6∈ σr(l1, d¯, p¯).
Case 2: lim infj→∞ |ιλ(j)| = 1. Then limn→∞ |ιλ(n)| = 1.
For all integer n ≥ 1, put ιλ(n) = rneiθn where 0 ≤ rn ≤ 1 and θn ∈
[0, 2π).
By (4.3), we get for all integer n ≥ 1,
rn+1 cos θn+1 =
rdnn cos dnθn
pn+1
− 1− pn+1
pn+1
, rn+1 sin θn+1 =
rdnn sin dnθn
pn+1
(4.13)
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Thus
p2n+1r
2
n+1 = r
2dn
n + (1− pn+1)2 − 2(1 − pn+1)rdnn cos dnθn. (4.14)
Let ε > 0, then by (4.14) and the fact that lim rn = 1 and (dn) bounded,
we deduce that there exists an integer N such that for all integer n ≥ N ,
we have 2(1 − pn)(1− cos dnθn) < ε.
Since lim sup pn < 1 for all n, then cos dnθn converges to 1. Hence, by
(4.9), lim f˜n−1(λ) = lim ιλ(n − 1)dn−1 = 1. Thus lim ιλ(n) = 1. Then, given
0 < ε < 1, there exists an integer n0 ≥ 1 such that for all integer n ≥ n0,
we have
|1 + ιλ(n) + · · · ιλ(n)dn−1| ≥ dn − (dn − 1)ε ≥ 2− ε.
Therefore for all integer n ≥ n0, we have |ιλ(n + 1) − 1| = 1pn+1 |ιλ(n)dn −
1| ≥ 2−ε
pn+1
|ιλ(n) − 1| ≥ (2−ε)
n−n0+1
pn+1...pn0
|ιλ(n0) − 1|. Hence ιλ(n0) = 1. Thus
f˜n0(λ) = 1, which is a contradiction. This ends the proof of Proposition
4.14 and Theorem 4.13. 
Conjecture 4.15. In l1, σr(l
1, d¯, p¯) = ∅ if ∏∞i=1 pi > 0, and σr(l1, d¯, p¯) =⋃+∞
n=1 f˜
−1
n {1} \
⋃+∞
n=1 f˜
−1
n {0} otherwise.
Proposition 4.16. Assume that (dn)n≥0 is bounded and lim sup pn < 1.
Then the following properties are valid.
(1) If all dk, k ≥ 1 are odd, then σr(l1, d¯, p¯) =
⋃+∞
n=0 f˜
−1
n {1}.
(2) If all k ≥ 1, dk is even and pk > 12 , then σr(l1, d¯, p¯) =
⋃+∞
n=0 f˜
−1
n {1}.
(3) If there exists an integer k ≥ 1 such that dk is even, then
(a) If pk =
1
2 , then σr(l
1, d¯, p¯) 6= ⋃+∞n=0 f˜−1n {1}.
(b) If pk <
1
2 and dk−1 is even, then there exists a ∈ (0, 1) such that
pk−1 = a implies that σr(l
1, d¯, p¯) 6= ⋃+∞n=0 f˜−1n {1}.
(4) Consider p¯ = (pi)i≥0 random such that pi’s are iid random vari-
ables with continuous distribution. Then, given any sequence d¯ =
(dk)k≥1 of integers such that d0 = 1 and dk ≥ 2 for all k, we have
σr(l
1, d¯, p¯) =
⋃+∞
n=0 f˜
−1
n {1} with probability one.
Proof: First note that (2) is a direct consequence of the following simple
assertion: If dk, k ≥ 0 is even and pk > 12 , then ιλ(k) ∈ (−1, 1) implies that
ιλ(k + 1) ∈ (−1, 1). In particular, if dk is even and pk > 12 , for all k, and
ιλ(k0) = 0 for some k0, then ιλ(k) ∈ (−1, 1) for all k ≥ k0. This means that⋃+∞
n=0 f˜
−1
n {1} ∩
⋃+∞
n=1 f˜
−1
n {0} = ∅.
By Theorem 4.13, σr(l
1, d¯, p¯) =
⋃+∞
n=0 f˜
−1
n {1} \
⋃+∞
n=0 f˜
−1
n {0}. Let us ana-
lyze when
⋃+∞
n=0 f˜
−1
n {1}∩
⋃+∞
n=0 f˜
−1
n {0} is empty or not. Let λ ∈
⋃+∞
n=0 f˜
−1
n {1}∩⋃+∞
n=0 f˜
−1
n {0}, then there exist integers 1 ≤ m < n such that ιλ(m) = 0
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and ιλ(n) = 1. Thus there exists an integer k such that iλ(k) 6= 1 and
iλ(k + 1) = 1. By (4.3), we obtain iλ(k)
dk = 1.
Assume that dk is odd, then by (4.3), iλ(j) 6∈ R for all 0 ≤ j ≤ k, absurd.
Then if all di, i ≥ 0 are odd, then
⋃+∞
n=0 f˜
−1
n {1} ∩
⋃+∞
n=0 f˜
−1
n {0} = ∅ and we
obtain (1).
Now, suppose that dk is even. Choose λ such that ιλ(k) = −1 which
implies iλ(k)
dk = 1, i.e. λ ∈ f˜−1k {1}. Thus iλ(k − 1)dk−1 = pkiλ(k) − (1 −
pk) = 1− 2pk.
If pk = 1/2, then iλ(k− 1) = 0. Hence σr(l1, d¯, p¯)∩
⋃+∞
n=0 f˜
−1
n {1} 6= ∅ and
we obtain (3.a).
If pk < 1/2 and dk−1 is even, then we can restrict the choice of λ so that
iλ(k − 1) = dk−1
√
1− 2pk ∈ (−1, 0). Now take pk−1 such that iλ(k − 1) =
−1−pk−1
pk−1
and we get iλ(k − 2) = 0. Hence we deduce (3.b).
It remains to prove (4). It is enough to show that
P
(
p¯ : f˜−1k {1} ∩
k−1⋃
n=1
f˜−1n {0} 6= ∅
)
= 0 , (4.15)
for every k ≥ 2. This holds because given pk there is only finite possible
choices of p1, ..., pk−1, that implies f˜
−1
k {1} ∩
⋃k−1
n=1 f˜
−1
n {0} 6= ∅. Since the
random vector (p1, ..., pk−1) has continuous distribution and is independent
of pk, it will take values in a finite set with probability zero. Therefore we
have 4.15. 
Remark 4.4. If dk = 2 for all k and pk = a, then σr(l
1, d¯, p¯) =
⋃+∞
n=1 f˜
−1
n {1}
if a 6= 12 and σr(l1, d¯, p¯) = {1} otherwise. This last case corresponds to the
case where the Julia set Ed¯,p¯ is a dendrite. It will be interesting to char-
acterize in the general case, the relation between the fact that σr(l
1, d¯, p¯) 6=⋃+∞
n=0 f˜
−1
n {1} and topological properties of Ed¯,p¯.
4.3. Case Ω = lα, α > 1. In this section we consider α > 1 fixed. We
proceed in analogy to the case l1, obtaining versions of Propositions 4.11
and 4.12.
Proposition 4.17. If
∑∞
j=1(1− pj)α =∞, then σp(lα, d¯, p¯) = ∅.
Proof: Take λ ∈ Ed¯,p¯. We have that λ ∈ σp(lα, d¯, p¯), if and only if, vλ ∈ lα,
which, by remark 4.2, is equivalent to ιλ ∈ lα. Then, if we suppose that
λ ∈ σp(lα, d¯, p¯), we have that (ιλ(j)dj )j≥1 and (pj ιλ(j + 1))j≥1 are in lα.
Since (1 − pj+1) = ιλ(j)dj − pj+1ιλ(j + 1), we have that (1 − pj)j≥1 ∈ lα.
Therefore (1− pj)j≥1 /∈ lα implies that σp(lα, d¯, p¯) = ∅. 
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Proposition 4.18. If p¯ is monotone increasing and
∑∞
j=1(1 − pj)α < ∞,
then σp(l
α, d¯, p¯) equals to the connected component of int(Ed¯,p¯) that contains
0.
Proof: Consider the proof of Proposition 4.7. Since p¯ is increasing, the
choice of jk implies that
2α
(r2αηk
pαj
+
(1− pj
pj
)α)
≥ rαηk+1 , for jk ≤ j < jk+1 − 1 . (4.16)
Thus, for all k sufficiently large,
jk+1−1∑
j=jk
(1− pj
pj
)α ≥ jk+1−1∑
j=jk
2−α
r2αη
k
pαj
(
ρα rα(η−2)η
k − 2α)
≥ 2−α
jk+1−1∑
j=jk
r2αη
k
pαj
.
Since
∑
j≥1(1 − pj)α < ∞ implies
∑
j≥1
(
1−pj
pj
)α
< ∞, we have that∑
k≥0
∑jk+1−1
j=jk
r2αη
k
pαj
<∞. Hence by (4.16), we have
∑
k≥0
jk+1−1∑
j=jk
rαη
k
<∞.
By (4.4), we obtain that ιλ ∈ lα. 
5. Proofs of the Technical Lemmas
Proof of Lemma 3.1: Take pj ∈ (0, 1) and z ∈ C with |z| > 1 then∣∣∣∣z − (1− pj)pj
∣∣∣∣ ≥ |z| − (1− pj)pj = |z| − 1pj + 1 > |z| > 1 . (5.1)
Thus, we obtain, for every z ∈ C with |z| > 1 and j ≥ 1, that
|fj(z)| > |z|dj .
Now suppose |f˜r(z)| > 1 for some r > 1, then by induction one can show
that for j > r
|f˜j(z)| ≥ |f˜r(z)|dj ...dr+1 . (5.2)
Indeed
|f˜j+1(z)| =
∣∣∣∣∣ f˜j(z)− (1− pj+1)pj+1
∣∣∣∣∣
dj+1
≥
∣∣∣∣∣ |f˜j(z)| − 1pj+1 + 1
∣∣∣∣∣
dj+1
≥ |f˜j(z)|dj+1 .
From (5.2) we see that limj→+∞ |f˜j(z)| = +∞ whenever |f˜r(z)| > 1 for some
r > 1. In particular, if |f˜r(z)| > 1 then z /∈ Ed¯,p¯.
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Now, suppose |z − (1− p1)| > p1, this implies that |f1(z)| > 1 and then z /∈
Ed¯,p¯. Analogously, if |f˜j(z)− (1− pj+1)| > pj+1, we have that |f˜j+1(z)| > 1
and then z /∈ Ed¯,p¯. 
Proof of Lemma 3.6: Let v = (vn)n≥0 be a sequence of complex numbers
and suppose that (S v)n = λ vn for every n ≥ 0. We shall prove that v
satisfies (3.1). The proof is based on the following representation
(S v)n =

 ζn∏
j=1
pj

 vn+1 + (1− p1)vn
+
ζn−1∑
r=1

 r∏
j=1
pj

 (1− pr+1)vn−∑rj=1(dj−1)qj−1 , (5.3)
for ζn ≥ 2 and (S v)n = p1vn+1 + (1 − p1)vn if ζn = 1. This representation
follows directly from the definition of the transition probabilities in (2.1).
From (5.3), we show (3.1) by induction.
Indeed, for n = 1 we have that
λv0 = (1− p1)v0 + p1v1 ⇒ v1 =
(
λ− (1− p1)
p1
)
v0 = ιλ(1) v0 .
Now fix n ≥ 1 and suppose that (3.1) holds for every 1 ≤ j ≤ n. By (5.3),
since (S v)n = λ vn, we have that
vn+1
v0
∏∞
r=ζn+1
(ιλ(r))ar(n)
(5.4)
is equal to
[λ− (1− p1)]
[∏ζn−1
r=1 (ιλ(r))
dr−1
]
(ιλ(ζn))
aζn (n)∏ζn
j=1 pj
−
(1− p2)
[∏ζn−1
r=2 (qλ(r))
dr−1
]
(ιλ(ζn))
aζn (n)∏ζn
j=2 pj
... − 1− pζn
pζn
(ιλ(ζn))
aζn (n) . (5.5)
Since
ιλ(1) =
λ− (1− p1)
p1
,
the first term in (5.5) is equal to
ιλ(1)
d1
[∏ζn−1
r=2 (ιλ(r))
dr−1
]
(ιλ(ζn))
aζn (n)∏ζn
j=2 pj
.
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Summing with the second term we get(
(ιλ(1))
d1 − (1− p2)
p2
) [∏ζn−1
r=2 (ιλ(r))
dr−1
]
(ιλ(ζn))
aζn (n)∏ζn
j=3 pj
,
which is equal to
(ιλ(2))
d2
[∏ζn−1
r=3 (ιλ(r))
dr−1
]
(ιλ(ζn))
aζn (n)∏ζn
j=3 pj
.
By induction we have that the sum of the first ζn− 1 terms in (5.5) is equal
to
(ιλ(ζn − 1))dζn−1 (ιλ(ζn))aζn (n)
pζn
.
Finally, summing the previous expression with the last term in (5.5) we have
that (5.4) is equal to
(ιλ(ζn − 1))dζn−1 − (1− pζn)
pζn
(ιλ(ζn))
aζn (n) = (ιλ(ζn))
aζn (n)+1 ,
Therefore,
vn+1 = v0 (ιλ(ζn))
aζn (n)+1
∞∏
r=ζn+1
(ιλ(r))
ar(n)
=
∞∏
r=1
(ιλ(r))
ar(n+1) ,
which, by induction, completes the proof of Claim 2. 
Proof of Lemma 4.2: Consider λ ∈ Ed¯,p¯. Assume that λ 6∈ σp(lα, d¯, p¯).
We will prove that λ belongs to the approximate point spectrum of Sd¯,p¯.
For all integers k ≥ 2, put w(k) = (vλ(0), vλ(1), . . . , vλ(k), 0 . . . 0, . . .)t ∈ lα
where (vλ(r)))r≥1 is the sequence defined in Lemma 3.6. Let u
(k) = w
(k)
||w(k)||α
,
then we have the following claim.
Claim: limn→+∞ ||(S − λI)u(qn)||α = 0 where qn = d0 . . . dn.
We assume that α > 1 (the case α = 1 can be done using the same
method).
Indeed, we have
∀i ∈ {0, . . . , k − 1},
(
(S − λI)u(k)
)
i
= 0.
Thus
+∞∑
i=0
∣∣∣((S − λI)u(k))i∣∣∣α =
∑+∞
i=k
∣∣∣∑kj=0(S − λI)i,jw(k)j ∣∣∣
||w(k)||αα
α
.
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Put ai,j = |(S−λI)i,j| for all i, j. Let α′ be a conjugate of α, i.e, 1α+ 1α′ = 1.
Then, by Ho¨lder inequality we get
+∞∑
j=0
ai,j|w(k)j | =
+∞∑
j=0
a
1
α′
i,j (a
1
α
i,j |w(k)j |) ≤

+∞∑
j=0
ai,j


1
α′

+∞∑
j=0
ai,j |w(k)j |α


1
α
Thus
∣∣∣∣∣∣
k∑
j=0
(S − λI)i,jw(k)j
∣∣∣∣∣∣
α
≤ C
k∑
j=0
|(S − λI)i,j ||w(k)j |α
where C = supi∈N
(∑∞
j=0 |(S − λI)i,j|
) α
α′
and α′ is the conjugate of α.
Observe that C is a finite non-negative constant because S is a stochastic
matrix and λ belongs to E which is a bounded set.
In this way we have
∣∣∣∣∣∣(Sp − λI)u(k)∣∣∣∣∣∣α
α
≤ C
+∞∑
i=k
(∑k
j=0 |w(k)j |α|(Sp − λI)ij |
)
||w(k)||αα
=
C
||w(k)||αα
k∑
j=0
|w(k)j |α
+∞∑
i=k
|(Sp − λI)ij |.
Now, for k = qn, we will compute the following terms
Akj =
+∞∑
i=k
|(Sp − λI)ij |, 0 ≤ j ≤ k.
Assume that 0 ≤ j < k = qn. Then (Sp − λI)ij = (Sp)ij for all i ≥ k.
Case 1: j = r mod d1, 0 < r < d1 . Then by (2.1), (Sp)ij 6= 0 if and
only i = j − 1 or i = j. Hence (Sp)ij = 0 for all i ≥ k. Thus
Akj = 0. (5.6)
Case 2: j = 0 . Then by ( 2.1), we have
Akj = Aqn,0 =
+∞∑
i=qn
(Sp)i0 =
+∞∑
i=n+1
(1− pi+1)
i∏
j=1
pj. (5.7)
Observe that limAqn,0 = 0.
Case 3: j = 0 mod d1 is even and j > 0. Then j = an−1 . . . as 0 . . . 0︸ ︷︷ ︸
s
=∑n−1
i=s aiqi with s ≥ 1 and as > 0. But by (2.1), (Sp)ij 6= 0 if and only
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if i = an−1 . . . as 0 . . . 0︸ ︷︷ ︸
s−m+1
(d− 1) . . . (d− 1)︸ ︷︷ ︸
m−1
= qm − 1 + j where 1 ≤ m ≤ s.
Hence i < qn = k.
Therefore, in this case
Akj = 0. (5.8)
Now assume j = k = qn. In this case, we have Akj = |1 − p − λ| +∑+∞
i=qn+1
(Sp)i,qn . On the other hand, by (2.1), we deduce that (Sp)i,qn 6= 0
if and only if i = qn + qm − 1 where 0 ≤ m ≤ n and (Sp)qn+qm−1,qn =
(1− pm+1)
∏m
j=1 pj. Therefore
Akj =
+∞∑
i=qn
|(S − λI)i,qn | = |1− p− λ|+
n∑
m=0
(1− pm+1)
m∏
j=1
pj .
Hence
Aqn,qn = |1− p− λ|+ 1−
n∏
j=1
pj. (5.9)
By (5.6),(5.7),(5.8) and (5.9), we have for k = qn and 0 ≤ j ≤ k,
Akj 6= 0⇐⇒ j = 0 or j = k = qn. (5.10)
Consequently
∣∣∣∣∣∣(S − λI)u(qn)∣∣∣∣∣∣α
α
≤ C . |w
(qn)
0 |αAqn0 + |w(qn)qn |αAqnqn
||w(qn)||αα
We have that ||w(qn)||α goes to infinity as n goes to infinity. Indeed, if not
since the sequence ||w(qn)||α is a increasing sequence, it must converge. Put
w = (vλ(i))i≥0 with vλ(0) = 1. It follows that the sequence (w
(qn))n≥0
converges to w in ℓα which means that there exists a non-zero vector w ∈ lα
such that (S−λI)w = 0. Hence λ ∈ σp(S), absurd. Now, since limAqn,0 = 0
and Aqn,qn is bounded, we deduce that ||((S − λI)u(qn))||α converge to 0, and
the claim is proved. We conclude that λ belongs to the approximate point
spectrum of S. 
Proof of Lemma 4.4: We introduce here another useful representation of
the transition probabilities describing them column per column. Denote by
ξm = min{j ≥ 1 : aj(m) 6= 0} .
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From 2.1 and the fact ξm+1 = ζm = min{j ≥ 1 : aj(m) 6= dj − 1} , we can
represent the transition probabilities in the following way: For every m ≥ 0
s(n,m) =


∏ξm
j=1 pj , n = m− 1 ,
1− p1 , m = n ,
(1− pr+1)
∏r
j=1 pj , n = m+ qr − 1 = m+
∑r
j=1(dj − 1)qj−1 ,
1 ≤ r ≤ ξm − 1 , ξm ≥ 2 ,
0 , otherwise .
Now suppose that vtS = λv. Then, for all m ≥ 1,
λvm = (vS)m =
∞∑
n=1
vns(n,m)
=
( ξm∏
j=1
pj
)
vm−1 + (1− p1) vm
+
ξm−1∑
r=1
(1− pr+1)
( r∏
j=1
pj
)
vm+qr−1 . (5.11)
We will show later that
vm+qr−1 =
vm∏r
k=1(ιλ(k))
dk−1
, 1 ≤ r ≤ ξm − 1 , ξm ≥ 2 . (5.12)
Using (5.11) and (5.12), we can use induction to prove (4.1). Indeed, for
m=1,
λv1 = (v
tS)1 = p1v0 + (1− p1)v1 ⇒ v1 = v0
ιλ(1)
.
Now suppose that (4.1) holds for m− 1. By (5.11) and (5.12), we have that
λvm =
( ξm∏
j=1
pj
) v0∏∞
r=1(ιλ(r))
ar(m−1)
+ (1− p1) vm
+
ξm−1∑
r=1
(1− pr+1)
( r∏
j=1
pj
) vm∏r
k=1(ιλ(k))
dk−1
. (5.13)
Thus v0 is equal to vm times∏∞
r=1(ιλ(r))
ar(m−1)(∏ξm
j=1 pj
)

λ− (1− p1)− ξm−1∑
r=1
(1− pr+1)
r∏
j=1
pj
ιλ(r)dr−1

 .
(5.14)
Note that
ar(m− 1) =


dr − 1 , 1 ≤ r < ξm ,
ar(m)− 1 , r = ξm ,
ar(m) , r ≥ ζm .
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Thus for ζm = 1 the expression in (5.14) turns out to be
∞∏
r=1
(ιλ(r))
ar(m) 1
ιλ(1)
[
λ− (1− p1)
p1
]
=
∞∏
r=1
(ιλ(r))
ar(m) ,
and (4.1) holds. For ζm ≥ 2, also use (5.14) and the facts
∞∏
r=1
(ιλ(r))
ar(m−1) =
( ξm−1∏
r=1
ιλ(r)
dr−1
)
ιλ(ξm))
aξm (m)−1
( ∏
r>ξm
(ιλ(r))
ar(m)
)
and(
∏ξm−1
r=k ιλ(r)
dr−1
)
(
∏ξm
j=k pj
) [ιλ(k − 1)dk−1 − (1− pk)−∑ξm−1r=k (1− pr+1) ∏rj=k pjιλ(r)dr−1 ]
=
(
∏ξm−1
r=k ιλ(r)
dr−1
)
(
∏ξm
j=k+1 pj
) [ιλ(k)− 1pk ∑ξm−1r=k (1− pr+1) ∏rj=k pjιλ(r)dr−1 ]
=
(
∏ξm−1
r=k+1 ιλ(r)
dr−1
)
(
∏ξm
j=k+1 pj
) [ιλ(k)dk − (1− pk+1)−∑ξm−1r=k+1 (1− pr+1) ∏rj=k+1 pjιλ(r)dr−1 ] .
to verify (4.1) by finite induction.
We finish with the proof of (5.12). We use induction again. We should
keep in mind that ζm ≥ 2. For 1 ≤ k ≤ d1 − 1, we have
λvm+k = p1vm+k−1 + (1− p1)vm+k ⇒ vm+k = vm + k − 1
ιλ(1)
.
Therefore
vm+q1−1 =
vm
ιλ(1)d1−1
,
and (5.12) holds for every m with ξm ≥ 2 and r = 1. Now fix l ≥ 1 and
suppose that (5.12) holds for every m with ξm ≥ l + 2 and 1 ≤ r ≤ l. For
1 ≤ k ≤ dl − 1
λvm+kql =
( l+1∏
j=1
pj
)
v
m+
∑l−1
j=1(dj−1)qj−1+(k−1)ql
+(1− p1)vm+kql
+
l+1∑
r=1
(1− pr+1)
( r∏
j=1
pj
)
vm+
∑r
j=1(dj−1)qj−1+kql
,
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which, by the induction hypothesis, is equal to
λvm+kql =
( l+1∏
j=1
pj
) vm+(k−1)ql∏l
j=1 ιλ(j)
dj−1
+ (1− p1)vm+kql
+
l+1∑
r=1
(1− pr+1)
( r∏
j=1
pj
) vm+kql∏r
j=1 ιλ(j)
dj−1
.
The last expression is similar to (5.13) and wields∏l
r=1(ιλ(r))
dr−1(∏l+1
j=1 pj
)

λ− (1− p1)− l∑
r=1
(1− pr+1)
r∏
j=1
pj
ιλ(r)dr−1

 . (5.15)
which is analogous to (5.14). Thus (5.15) is equal to ιλ(l+1) and we obtain
that
vm+kql =
vm+(k−1)ql
ιλ(l + 1)
.
Therefore
vm+(dl+1−1)ql =
vm
ιλ(l + 1)dl+1−1
,
which implies that
vm+ql+1−1 = vm+
∑l
k=0(dk+1−1)qk
=
vm+(dl+1−1)ql∏l
k=1(ιλ(k))
dk−1
=
vm∏l+1
k=1(ιλ(k))
dk−1
,
and (5.12) holds for r = l + 1. 
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