The geographical dispersion of Distributed Intelligent Systems requires the consideration of both processes and communications in the formulation of requirements. The Cube Tool is a methodology used to derive the processing and communication needs for each Operational Function. An approach is introduced for extending the applicability of the Cube Tool to the determination of requirements of Distributed Intelligent Systems. First, using the Cube Tool, a Petri Net is derived for each function that models all processes and communications for the correct execution of the function. Then, for a given scenario, these nets are interconnected and the steps of the methodology are applied again to derive the Petri Net that represents the missiondependent requirements for the system.
INTRODUCTION
A system is derived from the range of missions expected to be accomplished. These missions allow to define global tasks, called Operational Functions. The determination of the functional requirements of a system is usually done by representing the relationships among the different processes which have to take place for the execution of a mission. When the system is distributed, the requirements must include not only the processes, but also the communications between the different parts of the system.
The Cube Tool (Tournes, 1988 ) is a methodology developed at THOMSON-CSF in France for the design and the analysis of C3I (Command, Control, Communications and Intelligence) systems and which can be applied to Distributed Intelligent Systems (Levis and Stephanou, 1992) .
One of its uses is deriving the processing and communication needs for each Operational Function. In this paper, the methodology is extended to address the determination of system requirements and their representation in terms of Petri Nets (Peterson, 1980; Reisig, 1985) to allow for the analysis and validation of those requirements. Possible analyses include checking for logical consistency, evaluating response time, as well as validation through simulation. The Cube Tool methodology allows for (1) the qualitative and quantitative design of the architecture of Distributed Intelligent Systems; (2) the determination of the characteristics of the elements, which are known also as the attributes or parameters of the system; and (3) the definition of the general plan for realization. The Cube Tool covers the application domains which are common to all Distributed Intelligent Systems: communication, information processing, information storage, supervision/management, and man/machine interface. The application of the Cube Tool to the design and the analysis of a system is done in four steps, as shown in Figure 1: • Identification of the Operational Functions and of the different resources (personnel and hardware/software) involved;
• Functional Analysis for the determination of the processing and information exchanges for each function;
• Quantitative Evaluation of Automated Data Processing (ADP) and communication loads in workstations; and
• Consideration of different possible architectures through the allocation of the functions to different sites.
There exist other methodologies for carrying out a functional decomposition and then constructing a functional architecture, such as the Structured Analysis and Design Technique (Marca and McGowan, 1987) and its IDEF0 implementation. It is even possible to convert an IDEF0 diagram into a Petri Net, provided a substantial amount of information is added to reduce ambiguities in the IDEF0 representation. The Cube Tool approach, being more narrowly focused regarding the domain of application, has a more structured approach for deriving an executable model such as a Petri Net .
The first step consists of defining the Operational Functions from the missions expected to be accomplished. Each function is divided in subfunctions, also called Operational Tasks. Simultaneously, the resources needed for the execution of these functions are defined. They consist of personnel and hardware/software entities such as databases or decision aids and are referred to as Actors. In a second stage, a functional analysis is performed for each function in a three dimensional space with axes coresponding to functions, actors, and time. In this framework, subfunctions are defined as a collection of activities with their interrelated information exchanges. Each function and can be looked on three different planes in the 3-D space:
Responsibilities (Actors-Functions), Actions (Actors-Time) and Sequences (Functions-Time). The main analysis is performed in the responsibility plane. Activities are differentiated according to the kind of processing they represent. For each function, the responsibility plane is constructed by allocating the activities to different actors.
Figure 1 Methodology Flow Chart
The third step is the quantitative evaluation of Automated Data Processing and communication loads. To evaluate the processing load, each activity of the functional structure is defined using a pseudo-code formalism close to PASCAL or ADA. The number of queries to databases, the kinds of displays, and the required computations are included by using a set of primitives gathered in a dictionary. To evaluate the communication load, the ways information is displayed and sent are analyzed for the incoming and outgoing data. A processing and communication load is assigned to each of these primitives. The processing and communication load quantification for each activity is made by summing the loads of the primitives used to describe the execution of this activity. Simultaneously, a quantification is made for the maximum response time to determine the minimum processing power threshold. By summing these estimates of each logical group (which is the set of activities related to a given Operational Function and performed by a single actor,) the number and type of workstations, the processing requirements, the number of database updates and retrievals and the load associated with processing and related communication flows can be determined.
The last stage is the investigation of different architectures through the allocation of logical groups to different sites. Generic sites are first defined by gathering logical groups meant to operate together and sufficient to constitute an independent node. This is done to check data coherency. Then, the logical groups with their associated loads are assigned onto different sites according to the areas of responsibilities and interests specific to each logical group and to the different modes of operation (normal and backups). Within these new system sites, the load is reallocated to the different workstations according to the type of processing (scientific vs. expert system) and the security requirements. Different architectures can be obtained and the selection is made according to criteria such as cost or ease of implementation.
The first two stages, which are essential for the specification of the requirements of a system, are described in detail in the next section.
FUNCTION IDENTIFICATION AND RESPONSIBILITY ANALYSIS

System Functions and Actors Identification
The first stage of the Cube Tool consists of identifying the Operational Functions of the system to be designed. At this stage, the designer must find out the user needs, the type of missions the system will have to accomplish, and the personnel and types of hardware and software which will be used. This process requires intensive interviews with the user to determine exactly what the range of operations of the system will be. The missions that the system is expected to carry out are determined and are used as the basis for the identification of the Operational Functions that must be executed for the fulfillment of the missions. For example, a system for planning an air interdiction mission will have as Operational Functions the determination of the status of allied forces, weather projection, threat assessment, strike assessment, target prioritization and development, weapon system availability, etc.
Then, each Operational Function can be decomposed in subfunctions. The processing tasks are differentiated from the transmission tasks. A processing task only involves the processing of data received by an actor in charge of creating or inferring new information. Transmission tasks only involve the communication of information between two different actors without any alteration in the content (for example : digital communication, reading of a display, typing, or voice transmission). A function can be considered to be an interleaved sequence of processing and communication tasks, a subfunction can be defined as a single pair of a process task and a communication task. The execution of a function will require the sequential execution of its subfunctions.
Functional Analysis
The initial specification of system elements, activities, and information exchange is done through functional analysis in the three dimensions of the Cube Tool, as shown on Figure 2 . The three axes of interest are :
• Functions: These are the processes which have to be executed for the fulfillment of the mission.
• Actors or Hierarchical Levels: These are the personnel and the hardware and software nodes responsible for executing the different tasks. Personnel are layered in hierarchical levels and are most of the time specialized per functional domain In this analytical framework, a subfunction is composed of activities. An activity is defined as a process which supports a given Operational Function and which is performed by a single actor or hierarchical level without major interruption. Therefore, activities can be part of a processing task, a communication task, or contain elements of both. Activities are differentiated according to the type of processing they represent and which are called Operational Roles. The roles considered by the method are:
• Elaborate (E): transform or generate information.
• Acknowledge (A): receive an order important enough to warrant the generation of an acknowledgement.
• Check (C): receive a report in response to an order previously generated.
• Warn (W): receive an information which does not require taking any measures in the current mode of operation.
• Monitor (M): receive an information on system operation allowing to accomplish command control and communication resources management.
• Monitor Locally (L): same as M but on a local basis
• Secure (H): exchange of secured data such as encryption keys, access keys and certification mechanisms of users trustworthiness.
These activities can be looked at from three different perspectives represented by the analysis planes defined by the three axes, as shown in Figure 3 . These are:
• Responsibilities Plane (Functions / Actors): This plane shows which actor is in charge of a set of specific activities.
• Sequences Plane (Functions / Time): This plane shows when (and how many times) an activity will be executed.
• Actions Plane (Time / Actors): The plane of actions shows when actors are busy performing some activity.
The main analysis is performed in the responsibility plane. The roles which are used most and are the only ones considered for the requirements specification are E, A, C and W. The responsibility plane is constructed by allocating the roles for each subfunction to the different actors. This allocation must verify the following rules:
• There is one and only one role E per subfunction.
• Except for the first subfunction which starts the execution of a function, a role E can only be triggered by a role A or C.
• The presence of a role A requires the presence of a role C in the column of the actor which has generated the order. More generally the exchange which take place from a higher hierarchical level to a lower one is done by the presence of roles A, W. Exchanges which take place from a lower hierarchical level to a higher one are done by the presence of role C. The pairs E-A, E-W and E-C correspond to exchange of information from the actor performing the role E to the actor performing the other role (A, W or C). 
Explicit exchanges take place across rows, between activities contributing to the execution of the same subfunction (i.e., on same column). Implicit exchanges occur from column to column between activities performed by a single actor. The interesting aspect of this methodology is that several configurations, differing as to the resources used or reflecting variations in operational needs, can be represented in a consistent manner. This allows to define different thresholds of responsibilities in different modes (normal mode or emergency modes) and to point out how the reallocation of the tasks has to be made among the available actors when the system switches from one mode to another.
The next section shows how to convert the allocation of roles into Petri Nets and how the detailed requirements of a system for a particular mission can be generated.
PETRI NET REPRESENTATION OF REQUIREMENTS
The requirements of a system are the set of processes which have to take place for the correct execution of a mission. These requirements are scenario-dependent and are most often defined by the set of functions with their sequences and interrelationships. In Valraud (1991) , the requirements are described by a Petri Net in which Operational Functions are represented with transitions and the data produced by these functions, necessary for the execution of subsequent functions, with places. These nodes are connected together to model the relationships among functions and to show what should be their order of execution. This section describes how to develop more detailed requirements of a system which take into account not only the different processes which have to take place, but also the communication exchanges between the different parts of the system.
The Cube Tool can be used to define, for each function, the processes and the communication exchanges among the different actors involved in the execution of that function. The Petri Nets depict graphically these processes and communication exchanges for each function. When these representations are linked together to construct the requirements, a global and consistent graphical representation can be defined that lets the designer or the analyst take advantage of the mathematical framework which underlies Petri Nets.
Representing the Responsibilities for a Function with Petri Nets
As we have seen in the previous section, the first two steps of the Cube Tool result in the definition of the different Operational Functions, their subfunctions, and how the activities constituting these subfunctions are allocated to the different actors of the system. For each Operational Function, the responsibility analysis plane defines the activities performed by the different actors. From this representation, the generation of the equivalent Petri Nets representation of the responsibilities for each function is done in three steps.
In the first step, each activity is depicted by a transition. The transitions representing the activities performed by the same actor are aligned horizontally, while the ones representing the activities belonging to the same subfunction are aligned vertically in accordance with the array of responsibilities shown in Figure 3 . The non-null elements of this array are transformed into transitions, as shown in the Figure 4 . A label is attached to each transition identifying (1) the function, (2) the subfunction to which the represented activity belongs, (3) the role of the activity (E, A, C or W) and (4) the actor performing this activity. For example, in Figure 4 , the label 1.3E3 means that the activity represented by the transition belongs to subfunction 3 of function 1, is of role E, and is performed by actor 3. In the application described in this paper, the subfunctions are identified by the identification number of the processing they represent throughout the system. subfunction 1 subfunction 2 subfunction 3 subfunction 4 subfunction 5 subfunction 6 actor 1 
Function 1
Figure 4 Drawing the transitions grid
The second step is to add places between the transitions representing the activities performed by a single actor and to connect them. In this way, the implicit information exchanges which take place between the successive activities performed by each actor are modeled. Figure 5 shows the net obtained for the example. 1.4C3
Figure 5 Adding Implicit Information Exchanges
The third step consists of adding the information exchanges which take place among the actors for each subfunction. Let us recall that in the Cube Tool methodology, an exchange originates from a role E and ends at a role A, W or C and that there is one and only one role E for each subfunction. Therefore, for each column of the Petri Net representation obtained after the two first steps, the transition representing the role E is identified and is connected to the other transitions of the columns with a connector-place-connector set. Figure 6 shows the net obtained by adding these explicit information exchanges. 1.4C3
Figure 6 Adding Explicit Information Exchanges
Modeling the requirements for a scenario
The definition of a scenario, that is a mission to be carried out, leads to the specification of the relationships and sequences of Operational Functions. For the fulfillment of a mission, one can identify the Operational Functions which can be executed concurrently as well as the functions which will have to be executed first to trigger the execution of a sequence of functions. These interrelationships among functions vary from one scenario to another. Petri Nets are used to represent the sequencing and concurrency of functions so that the global requirements of a system can be derived. The procedure for determining the detailed requirements starts with the definition of the responsibilities for the chosen scenario. To list the functions on the Functions axis, the slices (Hillion,1987) of the Petri Nets representing the global requirements are computed. These slices represent the functions which can be executed concurrently. The functions are listed on this axis in the order of appearance in the slices list. Then, for each function, the actor which triggers the execution and gets the final report is identified. This actor is designated as the main one responsible for the execution of this function. Once the main actors are listed on the Actors axis, the responsibility plane for the scenario can be constructed. For each function:
• A role E is placed on the cell defined by the function and by the main actor.
• Roles W are placed on the cells defined by the functions and by the main actors who are responsible for the execution of the subsequent functions as determined by the Petri Nets of the global requirements.
Let us consider an example where there are three functions: f1, f2 and f3, and three actors (A1, A2 and A3). The scenario specification has determined that f1 and f2 have to be executed before f3. The Petri Net is shown on Figure 7 and the slices are:
Slice 1: f1, f2 Slice 2: f3 f1 f2 f3
Figure 7 An example of Global Requirements represented with Petri Nets
The responsibilities specification of each function show that A1 is the main actor for f1, A2 for f2, and A3 for f3. The scenario responsibility plane is constructed by placing a role E in the cells (f1, A1), (f2, A2) and (f3,A3) and a role W in the cells (f1, A3) and (f2, A3), as shown on Table 2 . From the information in the scenario responsibilities plane, the equivalent Petri Net can be constructed following the same procedure that was used for the functions. The next step is to replace each transition representing a function with the equivalent representation of the responsibilities of this functions. By adding the implicit exchanges among actions for each actor, the Petri Net of the detailed requirements is constructed.
Analysis and Validation of Requirements.
The derived Petri Net representation of the system requirements allows the validation of those requirements through static and dynamic analysis of the net.
The derived Petri Net is an acyclical graph and except for the sources and sinks, each place has exactly one input and one output arc. The S-Invariants of the net, that corresponds to subnets in which the weighted sum of the marking of places is constant, can be algorithmically computed from the incidence matrix, which is the mathematical representation underlying the graphical representation of the Petri Net. In this specific class of Petri Nets, the S-Invariants are exactly the simple paths from the sources to the sinks and can be used:
(1) to evaluate the projected response time; by associating a delay to each activity, the response time of the system is equal to the largest sum of the delays of the transitions appearing in the S-component of the S-Invariants.
(2) to identify the functionalities of the system, that is the sequence of functions that has to be present in the system, as defined in Valraud and Levis (1991) to check the logical consistency of the requirements. After specifying an initial marking, which will put one token in each source, the Petri Net can be simulated to refine the logical consistency of the requirements and to assess the behavior of the projected system for the mission.
The output of such analysis is a set of validated requirements from which the actual system can be derived.
In the next section, an application of the methodology to a system for planning air interdiction missions is presented.
A PLANNING SYSTEM FOR AIR INTERDICTION MISSION
The system used to illustrate the methodology is a fictitious one called MESACC, which stands for Modular, Endurable, Survivable, Austere, Command Center and which has been studied by Valraud (1991) . The objective of an air interdiction mission system is to plan operations against the enemy's military potential. These offensive air operations are planned and conducted as part of the unified effort of all friendly forces. Therefore, air interdiction demands precise coordination in timing.
Function Identification
The identification of the functions of the system requires the examination of the context and the environment in which the system operates. The context consists of the geographical characteristics of the battle area. It is assumed that the system is operating in Europe, and more specifically in the central region (CENTAG). The environment consists of the friendly forces, their assets, strength, current plans and orders, the enemy forces, their assets, strength, current plans and orders. Also, the current weather is part of the environment as it is a particularly important factor in air interdiction mission planning. The functions needed to plan an Air Interdiction Mission are listed in Table 3 . Weapon System Availabilty For the identification of the actors, Valraud (1991) considers eleven workstations, located in two shelters, and seven databases. In addition, the intelligence center is considered as an actor providing the latest information about the situation. In this example, databases are considered to be actors because they are distributed and exchanges have to take place on the network to access them.
These seven databases are:
• DB-wt: contains weather forecasts.
• DB-wp: contains data about weapons availability.
• DB-en: contains data about the enemy .
• DB-ba: contains data about the situation on the battle field.
• DB-st: contains data about strike assessment.
• DB-th: contains data about threat assessment.
• DB-al: contains data about the allied forces.
There are, therefore, a total of nineteen actors as listed in Table 4 . 
Responsibility Specifications for each Function
The allocation of roles is illustrated for function f3, Status of Allied Forces. To determine the status of allied forces, Workstation WS7 needs to get information from the battlefield and to deduce from the last state of the allied forces the new status. Therefore, WS8 is queried to obtain a battlefield report (subfunction "Request Battlefield Report"). To do this, WS8 has to access the database Battlefield (subfunctions "Request Battlefield Data" and "Get Battlefield Data") to make the report that it sends to WS7 (subfunction "Generate Battlefield Report"). According to the data that WS7 has just received, WS7 accesses the allied forces data base (subfunction "Request Allied Data" and "Get Allied Data") to determine the new status of the allied forces (subfunction "Determine Allied Status"). Once this is performed, the allied forces database has to be updated (subfunctions "Update Allied Forces" and "Acknowledge"). The responsibility analysis plane matrix is shown on Table 5 ; Figure 8 displays the Petri Net deduced from this responsibility analysis plane matrix. 
The Global Functional Requirements
A specific scenario is considered next. It is assumed that the hostilities started two days ago. Although the enemy has gained ground on the battlefield, the friendly forces resist the pressure, and major assets in reserve have not been committed on either side. The conflict is a conventional one. The friendly forces and the enemy forces have both fairly accurate information about the situation on the other side. In certain areas, the battle line is difficult to assess. Therefore, there is a need to use MESACC to plan long distance, high altitude interdiction missions. The interrelationship between the various functions is defined as the global functional requirement. The PN representation is given on Figure 9 .
This Petri Net contains only one switch, s1, which represents the optional use of the "Current
Intelligence" function, f6. Switches are introduced to resolve conflicts in Ordinary Petri Nets by making explicit the routing of tokens from a place with multiple output arcs.A switch is a transition with multiple output places; when it fires, only one of the output place receives a token. The decision rule that can be deterministic or stochastic, is embedded in the switch and determines which place will receive the token. The representation of the detailed requirements is obtained (1) by replacing each transition containing the letter E with the Petri Net representation of the responsibilities of the functions this role E models and (2) by adding the implicit information exchanges between the functions performed by a single actor. Figure 11 shows how the processing and communications responsibilities of function f3 are integrated in the global requirements of MESACC: Transition 3E7 representing the function f3 in Figure 10 has been substituted by the net for this function (in gray in Figure 11 ) and the activities performed by each actor have been aligned. In a second step, implicit information exchange have been added or modified. For example, the explicit information exchange between 2W8 and 6W8 in the Petri Net of the scenario of Figure 10 has been changed into two explicit information exchanges: from 2W8 to 3.25A8 and from 3.28E8 to 6W8. When this process is iterated for each function, a large complex Petri Net is derived that represents all the processing and communications activities that have to be performed for the correct execution of the mission. To deal with the complexity of the display, one can use a hierarchical Petri Nets representation, through the use of subpages: instead of displaying everything at the same level, parts of the Petri Net is sent to subpages. For the derivation of the detailed requirements, instead of substituting in the scenario net the Petri net of each function, a link is established between the transition the label of which contains the letter E and the Petri Net representation of the responsibilities of the functions this role E models and explicit exchange that take place between the functions performed by a single actor are added in the subnet and in the higher level net. The Petri Net representation is then more manageable and the Mathematical representation (the incidence matrix) underlying the Hierarchical Petri Net is equivalent to the large complex one.
CONCLUSION
The Cube Tool has been extended from functions to systems. A methodology for deriving structural requirements has been proposed. It is used to represent with the Petri Net formalism the processes and communications which take place for the correct execution of a mission. This methodology fills a gap between the description of requirements and the quantitative models needed for the analysis and evaluation of Distributed Intelligent Systems designs.
