ABSTRACT A multivariate time series forecasting is critical in many applications, such as signal processing, finance, air quality forecasting, and pattern recognition. In particular, determining the most relevant variables and proper lag length from multivariate time series is challenging. This paper proposes an end-to-end recurrent neural network framework equipped with an adaptive input selection mechanism to improve the prediction performance for multivariate time series forecasting. The proposed model, named AIS-RNN, consists of two main components: the first neural network learns to generate context-dependent importance weights to dynamically select the input. The selected input is then fed into the second module for predicting the target variable. The experimental results show that our proposed end-to-end approach outperforms machine learning-based baselines on several public benchmark datasets. The AIS-LSTM model achieves higher performance on a public M3 dataset than the M3-specialized models. Furthermore, the AIS-RNN gives a beneficial advantage to interpret variable importance.
I. INTRODUCTION
Time series analysis consists of methods to extract the behavior of time-dependent data and predict future values depending on the history of observed values. The basic approach for time series analysis relies on one of the univariate forecasting models. Those models are based on the auto-regressive principle, where historic values of a given time series are utilized to make predictions [1] . Over the past several decades, there have been many techniques proposed in the field of univariate time series prediction. For example, exponential smoothing [2] , autoregressive integrated moving average -ARIMA [3] , autoregressive conditionally heteroscedastic -ARCH [4] and generalized
The associate editor coordinating the review of this manuscript and approving it for publication was Choon Ki Ahn. ARCH -GARCH [5] . However, univariate time series analysis has been frequently used in many fields, but it is imperative for some domains to perform multivariate time series analysis. The multivariate time series is an extension of the univariate case that consists of values of several univariate time-dependent variables. Once each variable depends not only on its historic values but also values of several contemporaneous variables, it is important to choose a set of suitable variables as input. In other words, although the multivariate model can be an extension of the several univariate models which is used to capture the linear or non-linear interdependencies among multiple time series, the variable selection procedure is a challenging step in this analysis [6] .
In the literature, a significant number of studies have been considered variable selection approach for multivariate time series prediction. Zhong and David [7] used Principal Component Analysis (PCA) for dimension reduction to forecast daily stock market return. The PCA-based variable selection has been widely applied to dimension reduction in time series [8] , [9] . But it is difficult to interpret the features after the PCA transformation [10] . Besides, Candanedo et al. [11] presented data-driven predictive models for the energy use of appliances. They applied the Boruto algorithm and Recursive Feature Elimination (RFE) method to select the most important variables. RFE has also been extensively used with Support Vector Machine (SVM) for multivariate time series [12] - [15] . This approach is a typical wrapper feature selection algorithm, thus the procedure of RFE requires large time-consuming. In addition, random forest (RF) and other decision tree-based feature importance algorithms were applied to measure the importance of variables in time series [16] , [17] . However these treebased algorithms could be suitable for ranking the variables according to their relevance to target variable, but they cannot obtain the optimal subset of variables and lags. Some prior researchers have applied the Granger Causality to determine causal variables for multivariate time series [10] , [18] - [20] . Granger Causality (GC) is a well-known method to identify the causal interactions between input and target variables in time series [21] . In general, the popular vector autoregressive (VAR) model has been employed to estimate GC test to determine causal variables [22] .
Recently, Tank et al. [19] , [20] proposed a class non-linear model by applying structured multilayer perceptron (MLPs) or recurrent neural networks (RNNs) to identify non-linear causal variables w.r.t. the target variable via sparse regularization. Moreover, RNNs have become increasingly popular in time series forecasting [23] - [27] . However, current RNNs blindly blends the information of all variables into the memory cells and hidden states which are used to predict the target variable [27] . Choi et al. [28] proposed to enhance the ability of RNNs in selectively using long-term memory as well as the interpretability of variables using attention mechanism. Attention-based neural networks were proposed to select parts of hidden states across time steps and to provide the interpretability of recurrent neural networks for multi-variable sequence data [29] , [30] . Although an attention mechanism can focus on catching temporally important information, it cannot demonstrate the different importance of input variables.
Another line of related research is about local sparsity problem, which is some variables or their lags may not affect some part of the target variable on time series data [31] - [34] . Current studies have considered a non-parametric dictionary, dictionary-based sparse algorithms and some other sparse decomposition approaches for time series forecasting [35] - [37] .
To overcome these issues, this study proposes a novel end-to-end RNN framework equipped with input selection procedure. Our proposed model is not only to improve the predictive accuracy, but also to demonstrate the different importance of input variables as well as their lags for multivariate time series. In the framework of our model, named AIS-RNN, there are two RNNs: the first network helps to adaptively select input, which is further fed into the second network for predicting target variable. Figure 1 shows AIS-RNN architecture, where an encoding network generates context-dependent weights for the input variables that can dynamically control the input of prediction network. We then use a skip connection and perform an element-wise multiplication of input variables and weights generated by the encoding network, to prepare final input for the prediction network. The prediction network then takes in the weighted input to predict the target variable.
We apply this framework to most familiar RNN architectures such as an Elman networks (simple RNN), long short-term memory (LSTM) and gated recurrent unit (GRU). LSTM and GRU, a class of RNN, have achieved outstanding performances in various application on time series data [20] , [21] , [24] - [31] . AIS-RNN is evaluated on three multivariate datasets coming from different domains: financial market, the energy use of appliances and air quality. In addition, we train AIS-RNN on a public M3 dataset used for time series forecasting competitions to compare to specialized classical time-series models [38] . The root mean square error (RMSE), mean absolute error (MAE) and mean absolute percentage error (MAPE) are employed to measure model performances. The results show that LSTM and GRU based models demonstrate promising results compared with the highest-performing studies used mutual datasets as well as other benchmark machine learning algorithms.
This paper is organized as follows: Section 2 describes concept of RNNs and AIS-RNN framework. Then Section 3 presents datasets and experimental results. Finally, Section 4 summarizes the general findings from this study and discusses possible future research areas. 
II. METHODOLOGY A. NEURAL NETWORKS
Neural networks (NNs) are a set of algorithms that can learn to approximate an unknown function f (x) = y between any input x and any output y. Nowadays, NNs are being popular because these methods have dramatically improved the stateof-the-art in visual object recognition, speech recognition, object detection, genomics, energy consumption and many other domains [39] - [42] . This study uses simple RNN, GRU and LSTM networks, which are types of RNNs for modeling sequence and time series data.
1) ELMAN RECURRENT NEURAL NETWORK
A simple RNN was proposed by Elman [43] , it contains a feedback loop, whereby the output from time t-1 is fed back to the network to affect the outcome of time t, and so forth for each time step, called the recurrent layer. The feedback connections which only RNNs have and which gives the ability to memorize and make use of past information is the main difference between RNNs and MLPs. Figure 2 shows the simple RNN architecture.
The process of carrying memory forward is defined as follows:
where ω h , ω y denote the weights,b h , b y denotes the bias vectors,x t denotes input variables at time t, f is an activation function, h (t−1) , h (t) denote the hidden layers and y t is the output of RNNs.
2) LONG SHORT-TERM MEMORY
In addition, this study considered GRU and LSTM, which are variants of RNNs [44] , [45] . These RNNs were proposed as a solution to the vanishing gradient problem and long shortmemory term. They have internal mechanisms named gates that can control the flow of information. LSTM network is an extension of RNNs. It was proposed by Hochreiter & Schmidhuber [44] as a solution to the vanishing gradient problem. In other words, LSTMs help to solve long-term dependencies by extending their memory cells and utilizing a gating mechanism to control information flow. The memory cell consists of three gates -input, forget and output gate as shown in Figure 3 . These gates decide whether or not to add new input in (input gate), erase the unnecessary information (forget gate) or to add it impact the output at the current time step (output gate). Theoretically, these gates are represented as:
• c
where f (t) is the forget gate, i (t) is the input gate, o (t) is the output gate, c (t) , c (t−1) are the cell state vectors, ω f , ω i , ω o , ω c denote the weights of the hidden and output layers, b f , b i , b o , b c are the bias vectors, x (t) is the vector of inputs, f g ( * ), f c ( * ), f h ( * ) are the activation functions, h (t) , h (t−1) denote the output of hidden layer neurons at time t and t-1, and u f , u i , u o , u c denote the weights that connect the hidden layer neurons to the recurrent layer and output, respectively.
LSTM neural networks allow the preservation of gradients. The memory cell remembers the first input as long as the forget gate is open and the input gate is closed. The output gate provides finer control to switch the output layer on or off without altering the cell contents [46] .
3) GATED RECURRENT UNIT
A gated recurrent unit (GRU) was proposed by Cho et al. [45] to make each recurrent unit to be able to adaptively capture dependencies of different time scales. GRU has only two gates, a reset gate and update gate, which are the reminiscent of forget and input gates of the LSTM, as shown in Figure 4 . However, unlike LSTM, those gates modulate the flow of information inside the unit without having a separate cells. At time step t, the activation h j t of the GRU is computed by:
where h
j respectively denote the previous and the candidate activations and z (t) j denotes the update gate. It decides how much the unit updates its activation. The update gate and candidate activation are computed by:
where ω z , u z , ω r and u r denote the weights, x t denotes input variables at time t, r t is set of reset gates and is an elementwise multiplication. The reset gate is computed similarly to the update gate:
The update and reset mechanisms respectively help the GRU to capture long-term dependencies and to use the model capacity efficiently by allowing it to reset whenever the detected information is not necessary anymore. Figure 5 shows the overview of AIS-RNN model: there are two networks with different roles. The first network named Encoding network produces the weights that can help to adaptively select input to be fed into the second neural network to obtain a predicted output. We use a skip connection with multiplication layer between these two networks. Finally, the second network named Prediction network feeds weighted input to predict the target variable.
B. ADAPTIVE INPUT SELECTION RECURRENT NEURAL NETWORK

1) THE ENCODING NETWORK
The goal of encoding network is to find the weights that govern the influence of each input variable and its lag.
Let Y t = (y 1 , y 2 , . . . y T ) denote a target variable. Assuming we use n different variables, the i-th input of T timestamps can be represented by a sequence of
. . , T and j = 1, 2, . . . , n. We use RNN to find weights (v) in encoding network as follows:
where θ e denotes the weight parameters of encoding network and TimeD( * ) denotes the time distributed dense layer. This layer is shared across time steps and has a softmax activation. Therefore, the output layer of encoding network is a tensor consisting of 3 dimensions, which are batch size, context-dependent importance weights for variables and lags as shown in Figure 5 . These weights can adaptively select input variables and their lags. In other words, if the weight that corresponds to one of the input variables or their lags is close to 0, the variable or lag multiplied by the weight cannot affect the predicted output.
2) THE MULTIPLICATION LAYER
This layer takes in the importance weights generated by encoding network and input variables. We introduce a skip connection to the neural net [47] .
where denotes an element-wise multiplication and v ∈ [0, 1] is the weights.
Note that the variable importance weights can be seen as fast-weights [48] , [49] , which has successfully been utilized in the metalearning context for rapid adaptation [50] - [52] . Our importance weights have a direct probabilistic interpretation while the other fast-weights approach inherits the black box property of the neural nets.
3) THE PREDICTION NETWORK
This network feeds the weighted input z ∈ R n to predict the target variable y.
where θ p denotes the weight parameters of prediction network.
4) END-TO-END TRAINING
In order to implement an end-to-end learning framework, our encoding and prediction networks are jointly optimized to determine their weight parameters. A given time series (T timestamps), the objective function of AIS-RNN is constructed as follows:
We use the mean squared error (MSE) function that measures the average of the squares of difference between actual and predicted values. Once we implement end-to-end learning, the output weights or probabilities (v) are automatically adjusted depending on the prediction results at each time step during training of AIS-RNN. On the other hand, these weights (v) can express variable and lag importance in AIS-RNN model.
III. EXPERIMENTAL RESULTS
Experimental result is reported in this section. Datasets are presented in Section A, baselines and evaluation setup is briefly introduced in Section B and the prediction results and variable importance are displayed in Section C.
A. DATASETS
The proposed framework is implemented on over three multivariate time series datasets: the financial market, the energy use of appliances [11] and air quality [53] . In addition a public M3 dataset is used to compare AIS-RNN to other benchmark baselines [38] .
Datasets used in this study were retrieved from two open sources. The financial dataset was downloaded from The Federal Reserve Bank of St. Louis, https://fred.stlouisfed.org. The energy use of appliances and air quality datasets from UCI Machine Learning Repository [54] . In order to evaluate the predictive accuracy of AIS-RNN and baselines, datasets are partitioned into three parts; i.e., training (70%), validation (10%), and test sets (20%).
Financial set: the financial market dataset in Table 1 contains Nasdaq stock market price, trade weighted U.S. dollar index (DTWEXB) and other 6 time series, which are Energy set: the energy use of appliances dataset was introduced by Candanedo et al. [11] . They investigated datadriven predictive models for this dataset. The dataset consists of 27 time series variables including appliances energy consumption as shown in Table 2 . The data were recorded every 10 minutes and 19,735 data points were generated between 1/11/2016 17:00 and 5/27/2016 18:00. In accordance with the focus variable of Candanedo et al. [11] , the appliances is chosen as a target variable.
Air quality set: De Vito et al. [53] published this dataset. The dataset contains 12 variables as summarized in Table 3 We considered CO(GT) and NO2(GT) variables as target variables to predict them the same as De Vito et al. [53] . A public M3 dataset: we use monthly time series of M3 benchmark dataset [38] . This dataset consists of 1428 univariate monthly time series, therefore we evaluated our models on all monthly time series and sub time series that have more than 81 data points to compare AIS-RNN to M3 specialized models.
B. BASELINES AND EVALUATION SETUP
The baseline predictions include: SVM refers to support vector machine regression with the simplest kernel function [55] . SVM finds a function that has at most ε-insensitive loss deviation from the actually obtained dependent variable for each data point.
Random forest (RF) refers to random forest regression [56] , which is ensemble learning method defined as an aggregation of a multiple decision tree regressions.
AdaBoost refers to AdaBoost regression [57] , which is boosting algorithm that focuses on regression and classification problems and aims to combine a set of weak regressions into a strong one. We use base estimator is a Decision tree regression.
Decision Tree (DT) refers to decision tree regression [58] . For hyper-parameters of baselines, although we used default parameters of the scikit-learn machine learning library in python [59] , some default parameters were not suitable for datasets. Then the hyper-parameter cost of SVM is chosen from {0.1, 0.01, 0.001} and the hyper-parameters maximum depth of tree and number of trees in RF and AdaBoost are chosen from {200, 300, 400, 500} via grid search algorithm. In the end, we use the hyper-parameters that achieves the best performance for baselines.
The baseline variable selections include: VAR-based variable selection used Granger causality and Information criteria to select inputs. This method is based on the VAR framework to select causal variables and optimal lag length. We used both Akaike Information (AIC), Schwartz-Bayesian (BIC) and Hannan-Quinn (HQC) criteria with majority voting to determine the optimal lag length.
RF-based variable selection used random forest importance to determine the most important variables. We insert all variables and their lags as input variables to random forest model to estimate the importance of each variable and lag. Then we select most important 24 variables for each dataset.
RFE with SVM (RFE-SVM) refers to Recursive Feature Elimination algorithm with Support Vector Regression. We used SVM to predict target value, then we recursively eliminate the not necessary variables according RFE algorithm.
In RNNs, we use simple RNN, GRU and LSTM. Their hyper-parameters: learning rate, batch size, and epoch number must be pre-defined to train a model. We set the default learning rate to 0.001 in Keras [60] , maximum epoch number for training to 5000 and use a mini-batch that the number of data points is divided into 32 partitions at each iteration. In addition, an Early Stopping algorithm is used for finding the optimal epoch number using validation set based on given other hyper-parameters.
For RNN architectures, we make pre-training on the standard RNNs and select the highest performance architectures. The size of recurrent layers are chosen from {1, 2, 3} and the number of neurons for each layer are selected from {12, 30, 60, 80, 120, 250}.
For the encoding network, RNN contains only one hidden layer with 60 neurons and linear activation function is used for generating importance weights. In the prediction network, we used different number of hidden layers and neurons for mapping between the input variables and output on each dataset. Financial dataset's RNN architecture contains only one hidden layer with 60 neurons and linear activation function. Regarding the energy use of appliances dataset, it consists of two hidden layers with 12 neurons and sigmoid activation function. Finally, for air quality dataset, one hidden layer with 120 neurons and sigmoid activation function are utilized to construct RNN architectures. We set maximum lag length is equal to 12 for all datasets. In the case of public M3 dataset, the sample size of each time series is very few, therefore we train a small neural network that consists of one hidden layer with 12 neurons. We also set a maximum lag length is equal to 4.
For all RNN architectures, we added L1 regularization with coefficient 0.0001 to penalize weight parameters and Adam optimizer is used to train the models [61] . All experiments in this study were performed by using Python programming language, version 3.6, on a PC with GeForce GTX 1070 Ti GPU with Microsoft Windows 10 operating system. RNN models were implemented by the 'Keras' and 'TensorFlow-gpu' libraries for deep learning [60] , [62] .
In accordance with the common practice suggested by Atsalakis and Valavanis [63] and Makridakis [64] , the performances of AIS-RNN and baselines are evaluated by using three criteria: RMSE, MAE and MAPE. Then in order to demonstrate the superiority of AIS-RNN, the predictive performance is compared to the previous studies using the same datasets as well. 
C. PREDICTION RESULTS
In order to prove the effectiveness and robustness of the proposed AIS-RNN framework, we chose five target variables from these three time series. Table 4 shows the prediction performance of all approaches in terms of RMSE. We observe that baseline machine learning models underperform RNN solutions in most of the time. Among them, while AdaBoost performs the best on the DTWEXB, Appliances, and NO2(GT), SVM performs the best on other two. As for RNNs, LSTM and GRU show the best mostly. Our proposed AIS-RNN framework outperformed baselines by around 38% at most. Figure 6 indicates the average MAPE of prediction models on all datasets as well as average MAPE of AIS-RNN is displayed. LSTM clearly outperforms both baseline RNNs and machine learning models. The average MAPE of variable selection methods for RNNs are compared in Figure 7 . Our AIS-RNN performs remarkably better than other variable selection algorithms as well. VAR-based variable selection method slightly improved the average prediction performance compared to the models trained on the entire dataset. On the contrary, RF-based and RFE-SVM variable selection methods achieve the worst performances for RNNs. In addition, we compared variable selection methods for machine learning baselines in Figure 8 . Interestingly, RF-based and RFE-SVM methods achieved better performances compared to VAR-based variable selection for machine learning algorithms. As this result, we can observe that RF-based and RFE-SVM variable selection methods are unsuitable for RNNs on multivariate time series prediction task.
We also trained AIS-RNN on the public M3 benchmark consisting of monthly time series [38] . Figure 9 shows the performance of AIS-RNN and the M3-specialized models. The experiment results indicate that our AIS-RNN models have capable of producing high-quality forecasts for univariate time series relative to specialized classical time-series models.
To summarize, AIS-RNN indicates significantly better performances than other baselines in most of the time series. Above observations can also be seen from the results of MAE and MAPE in the appendix section.
D. VARIABLE IMPORTANCE IN AIS-RNN
Encoding network of our framework provides the weights or probabilities to adaptively select input variables and VOLUME 7, 2019 FIGURE 14. Boxplot of T5YIFR and BAA10Y importance for each lag for DTWEXB target variable in finance dataset. their lags. This section describes the results of variable importance in AIS-RNN model. Figure 10 visualizes average variable importance by heat map for each variable and lag for weighted U.S dollar index (DTWEXB) in finance dataset. As a result, DGS5 is the most important variable to predict DTWEXB for LSTM. In addition, we can observe that the importance of all variables are decreased as lag is added for LSTM. On the contrary, when the lag in GRU and RNN is added, the importance of variables are not decreased significantly. T5YFR and BAA10Y are respectively very important for GRU and simple RNN models. For DTWEXB target variable, VAR-based variable selection identifies DGS5, T5YFR and WILLREITPR as Granger causal variables, which is consistent with AIS-LSTM and AIS-GRU.
Furthermore, for DTWEXB target variable in finance dataset, Figure 11 visualizes the boxplots of importance of DGS5 variable for each lag. We now easily observe that average importance of DGS5 variable is decreased as lag is added for LSTM and GRU. For RNN, when the lag is added, the importance of DGS5 variable is not changed except the first lag. Likewise, we can make detailed descriptions as to the importance of all the variables for each dependent variable in datasets. Thus we attached full results of top 3 variables ranked by the importance to the appendix.
IV. CONCLUSION
In this paper, we proposed a novel end-to-end RNN framework equipped with adaptive input selection procedure for forecasting multivariate time series to improve the predictive accuracy. The procedure for developing this framework is as follows: first, an encoding network generates variable importance weights to adaptively select inputs; second, the prediction network uses weighted variables (an elementwise multiplication of input variables and weights) to construct the model for forecasting time series. The weights are context-dependent and dynamically updated for each time step. We used three evaluation metrics and compared our proposed AIS-RNN to several variable selection methods and machine learning prediction baselines. The results provided evidence that our proposed framework indicated the better performances than other benchmark baselines. AIS-RNN outperformed the baselines by up to 38%. AIS-LSTM model has also achieved an highest performance on a public M3 dataset compared to other classical time-series models that are specially built for this dataset.
Furthermore, the encoding network of AIS-RNN gives a beneficial advantage to interpret variable importance. We used a time distributed softmax layer as an output of encoding network. As a result, we can easily obtain the importance of variable for each lag. The result was also consistent with Granger causality.
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