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1. INTRODUCTION 
Stability and uniqueness of slowly oscillating periodic solutions are two 
important questions concerning differential delay equations. It is suggested 
in [6] that these two problems are closely related to each other. Although 
many results on the existence of such solutions have been established (see 
[7, and Refs. therein]), results on their uniqueness and stability are 
comparatively few, even in the simplest cases. 
A slowly oscillating periodic or SOP solution of 
-x’(t) = af(x(t - 1)) (1.1) 
where a > 0, is a periodic solution x(t) with the following property: there 
exist q > 1 and p > q + 1 such that, up to a time translation, x(t) > 0 on 
(0, q), x(t) < 0 on (q, p), and x( t +p) = x(t) for all t. Such a solution x(t) 
is called an S-solution if, in addition, it satisfies p = 2q and x( t + q) = - x(t) 
for all t. Here “slowly” refers to the fact that the separation of zeroes of x(t) 
is greater than the time lag. 
Since some existence theorems of SOP solutions are motivated by 
numerical results, it is reasonable to guess that these solutions are stable in 
a certain sense. In fact, it has been conjectured for many years that SOP 
solutions of some delay equations, such as 
-x’(t)=ax(t- l)(a-x(t))(b+x(t)) 
and the so-called Wright’s equation 
(1.2) 
-x’(t)=ax(t- l)(l +x(f)), (1.3) 
where a, b, and a are positive parameters, are unique. Equations (1.2) and 
(1.3) can be transformed into (1.1) simply by changes of variables. These 
259 
0022-0396192 $3.00 
Copyright 0 1992 by Academic Press, Inc. 
All rights of reproduction in any form reserved. 
260 XIANWEN XIE 
two equations have been studied by several authors as examples to under- 
stand delay equations and are also of interest in a variety of applications. 
In general, the results in [l, lo] show that (1.1) may have several SOP 
solutions iff(x) satisfies the standard feedback condition (see (1) of Hl in 
Section 3) and the parameter CI is fixed. Thus, uniqueness for SOP solutions 
requires further assumptions on S(x) or CL In [lo], Nussbaum has used a 
comparison principle, which is originated from [6], to obtain some 
uniqueness results. Chow and Walther have estimated the Floquet 
multipliers of S-solutions of period 4 in [4] and hence provided some 
information on the stability of such solutions. However, their results apply 
to (1.1) only whenf(x) is odd and satisfies certain restrictive monotonicity 
conditions, and thus do not cover (1.2) with a # b and (1.3). Iff(x) is not 
odd, to the best of our knowledge, the only result in this area is the 
existence of C*-stable annulus in R2 in case of f’(x) > 0, for details, 
see [6]. 
The problem involved is that the Floquet multipliers of an SOP solution 
are usually very difficult to estimate. The main purpose of this paper is to 
provide an approach, which is different from those in [4, 6, lo], to this 
problem. More precisely, we shall derive an equation in Section 2 by 
studying the shifting (or Poincart) map induced by (1.1). This equation 
will be called the mutliplier equation of the periodic solution in discussion 
because of the close relation between its solutions and the Floquet multi- 
pliers. As an application, we shall use this equation in Section 3 as our 
fundamental argument to show that S-solutions of long period, whose 
existence has been shown in [ 111, are unique and linearly stable. In 
subsequent papers [15, 161, we shall prove, by means of the multiplier 
equation and a priori estimation, some interesting results on stability and 
uniqueness of SOP solutions of equations more general than (1.1) when the 
nonlinearity S(x) is not odd. Applying those results to (1.2) and (1.3), we 
can obtain uniqueness and stability results for SOP solutions when CI is 
large. 
2. THE MULTIPLIER EQUATION 
We start this section with a scalar autonomous retarded functional 
differential equation 
x’(t) =f(x,) (2.1) 
and its initial condition 
,X,=rpEC[-l,O]. (2.2) 
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Here we have used the standard notations found in [S]: x, is the cut-off 
of x(t) on [t - 1, t], x,(e) = x(t + 0) for 0~ [ - 1, 01, and C[ - 1, 0] is the 
Banach space of continuous functions on [ - 1, 0] with the supremum 
norm. 
Assume that f: C[ - 1, 0] + R is smooth, say C’ Frechet differentiable, 
and maps bounded sets to bounded sets. Then for any given cp E C[ - 1, 01, 
(2.1) and (2.2) uniquely determine a continuous function x(t), namely the 
solution of (2.1) and (2.2), on [ - 1, a) with the following properties: 
O<a< 00, (2.2) holds for x,,, where x,(8) = x(0) for 8 E [ - 1, 0] is the 
cut-off of x(t) on [ - 1, 01, and x(t) is differentiable on [0, a) with x’(t) 
satisfying (2.1) for te [0, a). Whenever the solution of (2.1) and (2.2) 
exists, we can define a map T: R, x C[ - 1, 0] + R and a map 
U: R, x C[ - 1, 0] -+ C[ - 1, 01, respectively, by 
T(h cp) =x(t), (2.3) 
Yt, cp) = XI, (2.4) 
where x(t) = x( t, cp) denotes the solution of (2.1) and (2.2) and R + is the 
set of all nonnegative numbers. 
The smoothness off implies that both T and U are smooth maps on 
their domains (for the basic theory of retarded functional differential equa- 
tions, see [5]). Hence, we can differentiate (2.1) at a specific solution to 
obtain a linear equation (see (2.8) below), which is usually called the 
linearization or variational equation of this solution. 
Our interest here lies in the stability and uniqueness of periodic solu- 
tions. So we assume that (2.1) has a nontrivial periodic solution X(t) of 
period j. Note that @ may not be the minimal period of Z(t). One should 
also keep in mind that when we say a periodic solution, we mean a 
periodic solution and its specified (explicitly or implicitly) period. For 
simplicity, we may further assume jj > 1. 
We first state a lemma. 
LEMMA 1. Assume that X’(j) #O. Then there exists a unique map p 
defined on a neighborhood W of X, in C[ - 1, 0] such that 
T(P(cP), cp) = K4, P(G) = PY (2.5) 
and p: W 4 R + is smooth. Here X0(0) = X( 0) for - 1 G 8 < 0. 
ProojI T: R, x C[ - 1, 0] + R, as defined in (2.3), satisfies 
T(P, -G) = $3, 
ar 
at (D, X0) = X’(P) # 0. 
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The conclusion then is an immediate consequence of the implicit function 
theorem. Q.E.D. 
It is convenient to give a definition before further discussion. 
DEFINITION 2. Let H be a hyperplane of a Banach space X. x E X is 
parallel to H if and only if x E H,, where H,, = H - x,,, for some x,, E H, is 
a subspace of X. 
If r= {x(t) E X : t E R} is a smooth periodic orbit in X, H is said to be 
transversal to r at x0 = x(tO) for some t, E R if x0 E H and x’(t,,) is not 
parallel to H. 
Note that if H is a hyperplane, then H has codimension 1 and 
H = {x E X : Lx = c} for some L E X* \ { 0}, where X* is the adjoint space 
consisting of all linear continuous functionals on X and c is a constant. In 
this case, the transversality can be simply expressed by x(t,) E H and 
Lx’( to) # 0. 
From Lemma 1, we can define a shift map @: C[ - LO] --) C[ - LO] by 
Wcp) = f-w(P)> cp) (2.6) 
on a neighborhood W of x,, in C[ - LO]. The elementary property of @ is 
that its range lies in the hyperplane H = xp + H,,, where 
H,,= {kC[-l,O] :Lh=h(O)=O}. 
Recall that when we try to study the existence or stability of a periodic 
orbit in the ODE case, we often define (locally) the so called Poincart map 
on a hyperplane of codimension 1 which is locally transversal to the 
periodic orbit or the flow in consideration. Thus, the @ we defined above 
is merely a generalization of the usual Poincare map in the present case. 
The transversality of H to the periodic orbit r= {x, E C[ - 1, 0] : t E R} at 
x,, = X~ is now defined by the condition that X;i is not parallel to the hyper- 
plane H, since Y;(O) = X(p) # 0. In this sense, we may call @ the Poincare 
map of (2.1) at Z(t). 
From the definition of @, we see that any fixed point of @ corresponds 
to a periodic solution of (2.1). Specifically, -F, as in Lemma 1 is a fixed 
point of @ and corresponds to the periodic solution Z(t). If @ is restricted 
to a sufficiently small neighborhood of X, in H, the correspondence 
between the fixed points of the Poincare map Q, and the periodic solutions 
of (2.1) becomes one to one. Thus, to study the stability of Z(t) naturally 
leads to the study of the Frechet derivative D,@(X,,) of the Poincare map 
@ at X0 or its spectrum a(D, @(X0)). Since p > 1 and U is compact for t 2 1, 
@ is compact in a neighborhood of Z,,. Hence, the spectrum of D,@(X,,) 
consists of its eigenvalues and zero. 
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(2.7) 
In order to express (2.7) more explicitly, we have to do some preparation 
on the linearization of (2.1) at X(t), which is a linear periodic equation of 
period p and has the following form 
y’(t) = &J(%) Yt. (2.8) 
Denote the unique solution of (2.8) with initial condition y, = @ 
by ~46 II/) or Y(W), and define, as in (2.3) and (2.4), a map 
T’:R+xC[-l,O]+R and a map U’:R+xC[-l,O]+C[-l,O], 
respectively, by 
T’(t, ti) =A& $1, (2.9) 
U’(t, @I =Yt(lcIh (2.10) 
where y,($)(e) = y(t + 8, II/) for 8 E [ - LO]. Since T’ and U’ are also linear 
in I/, we shall write T’( t)$ and U’(t)+ for T’(t, $) and U’(t, $), respec- 
tively. 
DEFINITION 3. p # 0 is called a characteristic multiplier of a periodic 
solution Z(t) of period ji if there exists an h E C[ - 1, O]\ (0) such that 
U’(p)h = $z. A characteristic multiplier p is simple if p as an eigenvalue of 
U’(p) is simple. 
A characteristic multiplier is also called a Floquet multiplier or simply a 
multiplier. From the definition, 1 is always a characteristic multiplier of 
Z(t) since v(t) = Z’(t) is a solution of (2.8) of period p. 
DEFINITION 4. A periodic solution Z(t) of period p is nondegenerate 
if 1 is simple; it is hyperbolic if it is nondegenerate and 1 is the only 
characteristic multiplier with modulus 1. 
DEFINITION 5. Let X(t) be a periodic solution of (2.1) of period ji. X(t) 
is asymptotically stable if for any open neighborhood W of the orbit 
r= {x f : t E R} of Z(t) in C[ - 1, 01, there is an open neighborhood V of 
r in C[-l,O] such that for all cp~k’, U(t,cp)E W for t>O and the 
distance between U(t, cp) and r approaches 0 as t approaches infinity. 
Z(t) is exponentially asymptotically stable with an asymptotic phase if 
X(t) is asymptotically stable, and there exist constants y > 0, K > 0 and a 
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neighbhorhood V’ of r such that, for any cp E V’, there is a constant 
c( = cr(cp) satisfying 
where x(t, cp) is the solution of (2.1) and (2.2). 
X(t) is linearly stable if 1 is simple and all other characteristic multipliers 
are strictly inside the unit disk. 
Clearly, X(l) is exponentially asymptotically stable with an asymptotic 
phase implies it is asymptotically stable. Moreover, linear and asymptotic 
stabilities are independent of a specific period. 
The following two results are well known and can be found in [S]. 
LEMMA 6. u is a characteristic multiplier of X(t) if and only tf there are 
a periodic function p(t) of period p and a constant Iz such that ,u = e@ and 
y(t) =p(tk”’ is a solution of (2.8). Moreover, zf two periodic solutions are 
differed only by a time translation, then these two solutions have the same 
characteristic multipliers with the same algebraic multiplicities. 
THEOREM 7. Zf Z(t) is linearly stable, then Z(t) is exponentially 
asymptotically stable with an asymptotic phase. 
Now we try to express U and T in terms of U’ and T’ so that we can 
use differential equations to compute them. 
A standard argument (differentiability with respect o initial data) shows 
that 
au 
acp (P, fo)h = U’W, 
g(p, X0) = X’ P’ 
(2.11) 
(2.12) 
From (2.5), we have, for p small and h with JlhllCc-,,,, < 1, 
T(p(X, + uh), X, + uh) = X(p). 
Differentiating this equation with respect o p and evaluating at p = 0, we 
obtain 
k?T 
dt (P, %,)D,p(-%dh + g (A %)h = 0. 
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Since 
aT 
at (A %I) = X’(P), 5 (p, XJh = T’(D)h, 
we have 
D,p(x,)h = -(x’(p))-’ T’(&h. 
Thus (2.7) becomes, also in view of (2.11) and (2.12) 
D,@(x,)h = -(X’(p))-’ T’(p)hx’, + U’(p)h. (2.13) 
From (2.9) and (2.10), we know that T’(p)h=y(p) and U’(jj)h=y,, 
where y(t) = y(t, h) is the solution of (2.8) with y, = h. Thus, if we denote 
A’(t) = (Z’(j?))- ‘x’(t) to be the normalization of Z’(t) in the sense that 
X(p) = X(0) = 1, (2.13) then has the following simple form 
D,@(xo)h = -y(p)x, +y,. 
Hence, if p # 0 is in the spectrum set of II,+,@&,), then 
-.Y(Wp+.JJ,=Ph (2.14) 
for some h E C[ - 1, O]\ {0}, where again y(t) = y(t, h) is the solution of 
(2.8) with the initial condition y, = h. Equation (2.14) implies that h(0) = 0, 
so any eigenvector h of D, @(A?,,) must be parallel to H = X, + H,, where 
H, is as defined before. This is what we expected since @(X0 + .) -2, has 
range in He. 
Equation (2.14) will be called the multiplier equation of Z(t). 
The reason for naming (2.14) as above is explained by the next theorem. 
Before we state it, we introduce the following notation. 
DEFINITION 8. Let Y be a Banach space and P be a linear map from Y 
to itself. For a complex number 1, its multiplicity as an eigenvalue of P, 
denoted by m,(2), is the dimension of the generalized eigenspace 
U,“= 1 ker(A - P)“. 
Note that when P is compact and A# 0, m,(2) < cc and m,(n) # 0 if and 
only if ;1 is in the spectrum a(P) of P. 
THEOREM 9. Assume j C[ - 1, 0] + R is C’ FrechPt d$ferentiable so 
that the above calculation is valid. Then 
(1) D,@(X,)Xp=O and U’(p)X,=X,; 
505:95/2-5 
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(2) For ;1# 0, 
Consequently, o( U’(p))\ (0, 1 } = a(D,@(X,))\ (0, 1 }, and 1 E a( U’(p)) is 
simple if and only if 1 $ a(D, @(X0)). 
Before we prove this theorem, we want to state a functional analysis 
result which in fact contains Theorem 9 as a special case. 
THOREM 10. Let Y be a Banach space and A: Y + Y be a compact linear 
operator satisfying Ax, = x,, for some x,, E Y\ (0). Zf L E Y* is a continuous 
linear functional such that L(x,) = 1 and B: Y+ Y is defined by 
Bx = Ax - L(Ax)x,, then B is compact and for ;1# 0, 
m,(l) = i 
m,(l), lj- 1#1; 
m,(l)- 1, ij- 1=1. 
Proof of Theorem 9. (1) is oblvious. In order to prove (2), we take 
Y=C[-l,O], A=U’, xO=Xj, and LE Y* is the linear continuous 
functional defined by 
L(x) =x(O), for x E Y. 
We then find Bx = Ax- L(A,)x, = D,@(&)x and all conditions in 
Theorem 10 are satisfied. Thus the conclusion of Theorem 10 implies that 
(2) holds. Q.E.D. 
Proof of Theorem 10. B is obviously compact. Now we suppose that 
(A-,l)“h=O, i.e., 
A”h- ‘I’ 
0 
LA”-‘h+ . . . +(-l)nL”h=O. (2.15) 
Applying L to both sides, we have 
L(d”h)- ; 
0 
lL(An- ‘h) + . . . +(-l)nlZnL(h)=O. (2.16) 
It is not difficult to verify that Bx,,= 0 and Bkh= Akh- L(Akh)x, for any 
positive integer k and any he Y. Hence, from (2.15) and (2.16), 
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(B - ny (h - L(h)x,) 
= B”- ‘1’ AB”-‘+ . . . +(-I) [ 0 I”-‘B+(-l)“L” (h-L(h)x,) 1 
= A”h - L(A”h)x, - 0 
‘I A(A”-‘h-L(A”-92)x,)+ ... 
+(-l)“-’ .!l 
( 1 
I”-‘(Ah - L(Ah)x,) + (- l)nLn(h - L(h)x,) 
= -[,,A..,)-(;) AL(A”-lh) + . . . + (- lylnL(h) 1 x0 
+A”h- 0 ‘I lA”-‘h+ .f. +(-l)“L”h 
= 0. 
Note that h’ - L(h’)x,, h* - L(h2)xo, . . . . h“ - L(hk)xo are linerly inde- 
pendent if h’, h2, . . . . hk are linearly independent, unless x0 is in the span of 
them. Also note that Ax,= x0 and Bx, = 0. We can find, by constructing 
bases for ker(A - L)n and ker(B - A)“, that 
dim ker( B - ,I)” > 
dim ker(A - J)n, if Ifl; 
dim ker(A - l)“- 1, if 1= 1, 
for any positive integer n. The compactness of A and B then implies that 
ker(A - A)” and ker(B - n)n, ,I # 0, are finite dimensional for any positive 
integer n and stable for n large. Therefore, 
mB(l) 2 i 
m.G), if L#l; 
m,(l)- 1, if A=l. 
(2.17) 
Next, let us assume that (B - ,I)“h = 0, that is, 
-[WW-(7) IL(A+‘h)+ ... +(-l)“-’ (,,I 1) -(A+, 
... +(-l)“-‘I”-‘Ah+(-1)“l”h 
Define 
v=L(A”h)- ‘I ;1L(A”-‘h)+ ... +(-l)“-’ 
0 
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then the above equation has the following form: 
- vxo + (A - l)“h = 0. 
Thus we have 
(A - fly (h + TX()) = vxo + z( 1 - A)“x, = 0 
ifI#landr=-v(l-1))“;and 
(A-l)“+‘h=v(A-1)x,=0 
if 1=1. Note that LoB=O, hence H=kerL={xEY:L(x)=O} is a 
B-invariant subspace of codimension 1. Furthermore, we know that 
BxO = 0 and x,, # H so that ker(B - A)n is a subspace of H when 1 #O. 
Recall that dim ker(A - A)n = dim ker(A - A)“+’ for A # 0 and n large. By 
constructing bases as we did for (2.17), we obtain 
To finish the proof, we only have to point out that m,(l) <mA(l)- 1. 
This is because x,, E ker(A - 1) and ker(B - 1 )“, which is a subspace of H 
and hence does not contain x0, is also a subspace of ker(A - l)“+‘. Q.E.D. 
Remark 1. If the compactness condition on A does not hold, we can 
prove a weaker result, that is o(A)\{O, l} =a(B)\{O, l}. 
COROLLARY 11. The nonzero eigenvalues of D,@(X,) and their multi- 
plicities are independent of the initial state X0, i.e., if we shif the periodic 
solution so that X’(0) # 0 for the new X(t) and construct Qi as above, then the 
nonzero eigenvalues of D,@(X,) and their multiplicities remain unchanged. 
The corollary is a very simple consequence of Theorem 9 and Lemma 6. 
But its conclusion is very important in applications. 
COROLLARY 12. If all the eigenvalues of D,@(X,,) are strictly inside 
the unit disk, then the periodic orbit r= {X1 : t E R} is exponentially 
asymptotically stable with ‘an asymptotic phase. 
Proof By Theorem 9, all Floquet multipliers (except possibly 1) of i(t) 
are solutions of (2.14). Since solutions 1 of (2.14) are eigenvalues of 
D,@(X,), we find that all nontrivial Floquet multipliers are inside the unit 
disk. Note that 1 does not solve (2.14). From Theorem 9 again, we see that 
1 is simple. The conclusion then follows from Theorem 7. Q.E.D. 
We finish this section with the following two comments. 
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(1) In the ODE case, we can certainly derive the analogous relation 
between the linearization and the Poincare map at a periodic orbit. In 
either the ODE case or the present case, Lemma 6 provides a powerful 
method in determining the multipliers. The advantage we have now is that 
an eigenvector h of the Poincart map, associated with a nonzero eigenvalue 
I, is not only on the tangent space of the hyperplane transversal to the 
orbit, but also a solution of a differential equation. 
(2) The above discussion on the multiplier equation can be carried 
out for a periodic system which possesses a periodic orbit of the same 
period. 
3. S-SOLUTIONS OF LONG PERIOD 
In this section, we shall discuss the application of (2.14) to S-solutions 
of equation 
x’(r)= -uf(x(t- l)), (3.1) 
where c( > 0 and f(x) satisfies hypothesis (Hl ) below. 
(Hl ) j R + R is odd and smooth with the following properties: 
(1) xf(x) > 0 whenever x # 0; 
(2) There is a number x* > 0 such that f(x) is nondecreasing on 
[0, x*] and nonincreasing on [x,, co); 
(3) There exist positive constants a, d, r, c’, and x0 such that 
(a- dx-yx-‘<f(x) < (a + dX-LT)X-r, for x2x,. 
This equation has been the target of several authors, see for example, [2, 
3, 11, 13, 141. Because of the symmetry property, we know that (3.1) has 
S-solutions of period 4 (here and in the following, “period” means the 
minimal period) for a large. The surprising fact is that (3.1) may have other 
S-solutions of period different from 4. Indeed, the following result has been 
proved in [3]. 
THEOREM 13. Assume f(x) satis@ (Hl) with r> 2 and CJ> r/(r- 1). 
Then there is an u0 > 0 such that, for 0: > a,, 
(1) (3.1) has an S-solution x, with half period q = qol ;
(2) There are two constants k, and k,, independent of u, such that 
k,u’-2<q,<k2ur-2; 
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(3) If we normalize x, , i.e., making an appropriate time translation, so 
that x,(O) = 0 and x, > 0 for 0 < t < q, then there are two positive constants 
d, and d2, independent of a, such that 
d,a”,<x(q- l)<d,cr’, 
d~a’“<x(1)<d2cP, 
d,& ‘I” < x(2) < d2& I)“, 
where v=(r+ 1))‘. 
The existence of S-solutions of “long period” given by the above theorem 
is actually suggested by the results in [ 13, 141. In fact, the numerical study 
performed in [ 13, 141 shows that (3.1) may have as many as seven 
S-solutions for c( large. Up to now, it has been rigorously proven that 
(3.1) has three S-solutions: an S-solution of period 4, an S-solution x(t) 
of long period given by Theorem 13, and its conjugate solution 
y(t) = -x( - (q - 1) t) whose period is less than 4 (in fact, is close to 2 
when a large). In the following, we shall discuss the stability and unique- 
ness problem only on S-solutions of long period of (3.1) by means of their 
multiplier equations. This problem does not only have its own interest, but 
may also provide some information for the study of the number of all 
S-solutions of (3.1). 
Throughout this section, we assume that (Hl) holds with r > 2 and 
cr > r/(r - 1) so that Theorem 13 holds for a 2 a,. Furthermore, we assume 
another hypothesis (H2), as below, holds for technical reasons. 
(H2) There exists a positive constant b such that, for x > x*, 
0~ -f’(x)<bx-‘-‘, 
where x* is as in (Hl). 
The function f(x), S(x) = x/( 1 + xr+i) for x 2 0, will satisfy our 
hypotheses (Hl) and (H2). 
It is eay to see that (Hl) and (H2) are equivalent to (Hl) and (H2’), 
where (H2’) is defined as below. 
(H2’) There exists a positive constant 6’ such that -f’(x) 6 b’x-‘- ’ 
for x sufficiently large. 
In order to simplify our arguments, we shall keep those notations in 
Theorem 13 and use a, c, and d with or without subscripts to denote 
constants independent of a. We shall also say “for a large” to mean “there 
exists an ao> 0 such that for a > a@” Unless specified, we shall always 
assume x(t) is an S-solution satisfying all the conclusions in Theorem 13. 
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The linearization of (3.1) at x(t) is 
y’(t) = -af’(x(t - 1)) y(t - 1). (3.2) 
First, let us define 
t, o C-i, 0] is the solution of x(t) = -x*, (3.3) 
t, E [0, f] is the solution of x(t) = x*. (3.4) 
It is clear from (Hl) that x’(t) > 0 on (-4 + 1, 1) and x’(t) < 0 on 
(1, q + 1). So x(t) is strictly increasing on [ -q + 1, 1 ] and decreasing 
on [l, q + 1). Moreover, since x”(t) = u2f’(x(t - l))f(x(t - 2)), the 
monotonicity of x(t) and (Hl) further imply that x”(t) 2 0 on 
[-q+2,t,+l] and [t2+1,2] and that x”(t)<0 on [t,+l,t,+l] and 
[2,q+t,+l]. Hence, x(t) is concave up on [-q+2,ti+l] and 
[rZ+ 1,2], and concave down on [tr + 1, t, + l] and [2, q+ t, + 11. 
The existence and uniqueness of t, and t, are stated in the following 
proposition. 
PROPOSITION 14. For a large, t, and t, as in (3.3) and (3.4) uniquely 
exist. 
Proof. The proof indeed is quite simple. For o! large, Theorem 13 
implies that x(-l)< -xx* and x(l)>x,. Hence, the strict monotonicity 
of x(t) on [ - 1, l] implies that there exist exactly two numbers 
t, E( -1,O) and t,E (0, 1) such that x(t,)= -x* and x(t,)=x,. Note that 
x(t) is concave up on [-q+ LO], x(-$)<$x(-1)~ -x, and hence, 
t, > -$ Using the concavity on [-q + 1, t, + 11, we find that 
t2< -t,<+. Q.E.D. 
Now we prove a series of lemmas which essentially lead to the estimate 
on the multipliers of x(t). 
LEMMA 15. Let N> 2 be a fixed number. Then, there are cl and c2 
positive such that, for a large, 
cla(‘- I)” <x(t) < c2a(‘- l)“, for 2<t<N. 
Proof. We may assume that N is an integer. Otherwise, we can simply 
replace it by a larger integer [N] + 1. 
The existence of c2 is a consequence of Theorem 13 and the monotonicity 
of x(t). Thus we only have to prove the first inequality. 
It is obvious from (Hl ) that there exists positive constants a, and a2 
such that 
alx -‘<f(x) < a2X-r for x2x,. (3.5) 
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Theorem 13 then implies that, for 2 d r < 3, 
o< -x’(t)=fXj-(x(t-1))<aa~x(t-1)-’ 
~a*ax(2)-‘~~a,a(a(‘~‘)“)~’ 
=aza --v(hZr- I) 
Hence, for a large and t E [2, 33, 
x(t)~x(3)~x(2)-a,a-“(~~2’-1) 
> da”- I)v - Q2a” 2 Ca+ lb, 
where c may be chosen as d/2. Therefore, the lemma holds in case N= 3. 
If we note that N is a fixed number, it is then easy to see that this lemma 
can be proved inductively on intervals of length 1 by reducing the constant 
c in an appropriate manner. Q.E.D. 
LEMMA 16. There is a constant c > 0 such that, for a large, 
c< x’(t) -G 1, 
x’(q) 
for q- 1 Gtiq. 
ProoJ: This lemma is equivalent to the inequality 
c< ./-(x(t)) 
‘f(x(q - 1)) d l, 
for q-2<t<q-1. 
The monotonicity of f(x) on [x,, co) and the fact that x(t) > x* is 
decreasing on [q - 2, q - 1 ] imply 
f-(x(t)) f(x(q - 1)I fb(q- 1h-b(q- w= l.
Note that x(t) is concave down on [2, q + 1 + t,] 2 [q- 2, q- 11, we 
have, for q-2,<t<q- 1, 
f  (x(t)) 
a,x(t)-’ ,a,x(q- 1)‘) al-a- 1)’ >c 
.m(q- 1N2n,xk w” a,x(t)’ ‘a,(2x(q- 1))” . 
Here a, and a2 are as in (3.5). Q.E.D. 
Before we continue our arguments, let us make another definition. 
DEFINITION 17. A function y(t) is said to be rapidly oscillating (around 
0) on an interval [a, b] if the separation of its zeroes is less than 1, i.e., if 
[s,s+l]~[a,b], theny(l) has,azero on [s,s+l]. 
THE MULTIPLIER EQUATION 273 
LEMMA 18. Let y(t) be a solution of(3.2) on [- 1, q]. Then either 
(1) y(t)#Ofor tE[q-2,q] and Iv(t)\ is increasing on [q-l,q]; or 
(2) y(t) has at least one zero z on [q-2, q- 11, and y(t) is rapidly 
oscillating on [t2, z], where t, is defined by (3.4). 
Proof. Note that for t, + 1 < t < q, x( t - 1) > x*, so f’(x(t - 1)) 9 0. 
Thus, if y(t) does not change sign on an interval contained in [tz, q - 11 
of length 1, say y(t)>0 on [t*, t,+l] with tz<t,<q-2, then for 
t, + 1 <t < t, + 2, 
y’(t)= -cq-‘(x(t-l))y(t-l)>O. 
So y(t) is increasing and hence nonnegative on [t, + 1, t, +2]. 
Inductively, we see that y(t) is increasing on [t, + 1, q]. Q.E.D. 
The existence of a nonzero solution of (3.2) rapidly oscillating on [t2, q] 
then becomes clear. In fact, for any two linearly independent solutions y, 
and y, of (3.2), we can find a linear combination z = b, y, + b2 y, such that 
z(q) = 0. By Lemma 18, z wil be rapidly oscillating on [t,, q]. 
Now let y(t) denote a solution of (3.2) which is rapidly oscillating on 
[t2, r], where ZE [q-2, q-l] is a zero of y(t) as in Lemma 18. Define 
r,=inf{t32: y(t)=O}, 
MO = /lY,lI~ 
r,=sup{t:z,+n-l,<t<z,+n, y(t)=O}, 
Mn=max{ly(t)l :T,-~<~<T,} 
(3.6) 
(3.7) 
(3.8) 
for n = 1, 2, . . . . Since y(t) is rapidly oscillating, all these r,, and hence 
M,, are well-defined as long as t,, + n < q - 1. Moreover, z i - r0 < 1, 
r,,-r,-,<2 for n>,2, and 
IIYJI GmaxWf,, Mnpl) for na 1. (3.9) 
If pl E (rO, ri) so that [y(p)\ =Mi, (H2) then implies that, for 
TO<t<Pll, 
Iv’(t)l = -G-‘Mt- 1)) ly(t- 111 
< bM,cr(x(t- 1)))‘+I)< CM~U(CI(‘~‘)“)-(‘+I) 
= CMOCL2--r. 
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Here we have used Lemma 15 and the fact that x(t) > CC((~-‘)” for 
t E [ 1,2]. Consequently, 
M, < cct2 - rM,. (3.10) 
If ,u~ E (ri, r2) so that Iv(pZ)l = M,, then either 
(1) ~~-7, < 1 and we can derive, as what we did for (3.10), 
M2<~~2p’ max(M,, M,); (3.11) 
or 
(2) p2 - rr > 1 and we can first prove 
Iy(t)l < ccx2-’ max(M,, M,), for 5,<ttrz,+1. 
If p* is the last zero before p2, then certainly p2 - p* < 1. From (H2), 
(3.10), and the fact that r2 - r1 < 2, we have, for pL* <t <p2, 
Iv’(t)1 = -uf’M- 1)) Iv(t- 111 
< ba(x(t- l))-(r+l)max(M,, ~t1~-~max(M,, M,)) 
< CLY 2pr max(cE2-rA40, ca2-’ max(M,, M,)), 
M < c2a2(2-rr) max(M,, M,). 21 
In view of (3.10) and (3.11), we have in both cases, for c1 large, 
M2<ca2-‘M,. 
Continuing this argument, we have the following lemma. 
(3.12) 
LEMMA 19. Let y(t) be a solution of (3.2) which is rapidly oscillating on 
[t2, 21 with 7 2 q - 2, the notations be as above, and N be a fixed integer. 
Then for CI large and any positive integer n with 2n < N, 
M,, < c”cz”(~ - “M 03 
M 2n--I Gc -lCI(“-1)(2-r)Mo. 
LEMMA 20. Let y(t) be a solution of (3.2) on [ - 1, q] with (Iyoll GM, 
then for a large, 
[y(t)1 <cc~(~“+‘)“M for Ogtg3. 
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ProoJ Because of the linearity of (3.2), we may assume M= 1. Note 
that f’(x(t))<O for -l<t<t,<O and t,<td2, and f’(x(t))>O for 
t,<t<t2, we have, for O<t<l +t,, 
t-1 
Iv(t)1 G IY(O)l -@i J f’txts)) IY(s)I ds --I 
1 
s 
r-1 
<l-a- 
x’(O) --I 
f’tx(s)b’(s) ds 
= 1 + vtxtt - 1 )I -.0x( - 1 ))I 
I.f(x(~ - 1 ))I 
< 1+ J-(x*) \ lf(x(-2))l d 1 fc1 l4-2)l’ 
where the intermediate theorem is used in the second inequality and 
8 = e(t) E (- 1, tl) is a constant. 
Since x(t) is concave up on [ -2,O], x(t)< :x(-l)< -ca” for 
t~[-1, -f] and x(t)> -tx(-1)22x(-l)> -clay for t~[-2, -11. 
Thus for 0 < t < 1, the above inequality can be improved as follows: 
Iv([), < 1 + If(xtt - 1)) -f(xt - 1))l 
Ifw - 1 ))I 
G 1 + If(x(-1/2))l< 1 + (cay)-’ 
lf(x(-2))1 ’ 
y<C*. 
ha”)- 
Hence, for t, + 1 < t < t2 + 1 < $, we have similarly 
I 
r-1 
Iv(t)1 G Ir(t1+ 1)l + N .7(x(s)) ly(s)l ds 
(1 
< ca’” + a $jj t.ftxtt - 1)) --f(x(t,))) 
Gc~‘“+c If(x(e- l))l-l <carv+c Ix(e- i)lr 
d ca’“, 
where e1 E: (tl, f2). 
For t,+l<t<2, 
Ill G IY(~+ 111 -US’-’ f’(x(.s)) Iv(s)1 ds 
12 
< car” + caarY < cacZr+ I)“. 
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For 2,<t,<3, we have 
Iv’(t)1 =a If’M- l))Y(t- ll 
< Caa(2’+1)“(a ) (r-l)v -(‘+1)~cccI--y(‘~~3’-3) 
Note that 3r+3-r2<2r+1 for r>2, so 
Iy(t)l 6 [y(2)/ +I; Iy’(s)ds6ca(2’+1)‘. 
Combining all these estimates gives us the result. Q.E.D. 
LEMMA 21. Let y, and y, be two solutions of (3.2) on [0, q]. Zf 
y,(t) <y2(t)for t, - 1 < t < t, with t, E [t2 + 1, q], where t2 as in (3.4), then 
Yl(t) Gy*(t) for t E Ct* - 1241. 
Proof This comparison lemma follows simply from the fact that 
f’(x, t)),<O on [t2, q- 11. Q.E.D. 
LEMMA 22. Let y(t) be a solution of (3.2) on [ -1, q] with /I y,(l GM, 
then 
II Yrll < ca(‘*+‘+ ““M 3 for tE [q-l, 41. 
Proof: From Lemma 20, we have I( y’ll < CC&~‘+ r)“M for 0 < t 6 3. Note 
that x’(t) is also a solution of (3.2), and for 2 d t < 3, 
-x’(t)=af(x(t- l))~ccr(x(t-1)))’ 
~cCCl(tl’V)-‘=ca-“2-‘-l”, 
so 
Ca(‘*+‘wX’(t) <y(t) < -Cc4’*+‘$wx’(t). 
Lemma 21 then implies 
llY,ll <CCL(‘Z+‘)vM Ilx:ll, for 3 <t Gq. 
For q--2<t<q, 
Ix’(t)l=af(x(t-l))<cax(t-1))‘<cax(q-1))’ 
< ca(a”)-‘= cd’. 
Thus, we have (( y,(l 4 ca (‘+‘+r)‘Mfor q- 1 <t&q. 
(3.13) 
Q.E.D. 
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Remark 2. Note that (3.2) is a linear equation of period q, the 
analogous results of the above lemmas hold on [q, p], where p = 2q. 
Instead of repeating these sentences, we shall use these lemmas below 
meaning either their original versions or their analogues. 
Now we are ready to prove the following result on the multipliers of the 
S-solutions of long period. 
THEOREM 23. Let x(t) be an S-solution ensured by Theorem 13. Then, for 
LX large, any nontrivial multiplier 1 of x(t) satismfies 111 < cc(-‘, where c is 
a constant independent of CI and v is as in Theorem 13. 
Proof. Consider the multiplier equation 
-Y(P) x, +Y, = Ah, (3.14) 
where all notations are as in Section 2, i.e., p = 2q is the period of x(t), y 
denotes the solution of (3.2) with y, = h, h E C[ - 1, 0] with ljhll = 1 and 
X(t) = Cx’(t) so that X(p) = 1. 
Let Z(t)= -y(p)X(t)+y(t), z(t)=ReZ(t) and w(t)=ImZ(t). Then 
z(t)= -y’(p)X(t)+y’(t), w(t)= -y*(p)X(t)+y*(t), where y’(t)=Re y(t) 
and y*(t) = Im y(t), and Z(p) = 0 implies that z(p) = w(p) = 0. Since (3.2) 
is a real linear equation, z, w, y’, y* are all solutions of (3.2), y: = Re h and 
yi = Im h. Hence, II y;ll d llhli < 1 and I/ yill Q llhll < 1. 
Applying Lemma 22 on [0, q] and [q, p], we find that Iy’(p)I < 
CCX~“(’ frf I). Thus, also in view of Lemma 16, 
llzoll 6 I y’(p)1 IlXoll + YAll <cct2v(‘*+‘+? (3.15) 
Since z(p) = 0, Lemma 18 implies that z(t) is rapidly oscillating on 
[q+2, p]. Let us denote the first zero of z(t) on [q+2, p] by r*. Then 
r* < q + 3. From (3.15), Lemmas 20 and 22, we have 
lk*ll < pp+ I)v llzyll < CtlY(‘*+3r+*) lIzoIl < CC1V(3’2+5r+4). (3.16) 
Fix K> 0 so that K(r - 2) > v(4r2 + 5r + 3) and then fix an integer N so 
that 2K < N - 4. By taking a large, we may assume that q + N <p. 
Define t,$ = r* and then define M,* = IIz,;II, r,* = sup{t E [rz +n - 1, 
z,*+n] I y(t)=O}, and M,*=max{Iy(t)l I tE[~,*pI,~,*]} as we did in 
(3.6), (3.7), and (3.8). It is then easy to verify that t* = r&+ i) E [z$ + 4, 
q+ NJ Hence, Lemma 19, (3.9), and (3.16) imply 
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Note that for q + 3 d t* - 1~ t < t* <q + N, 
Ix’(t)\ = a lf(x(r - 1))I 2 ca Ix(t - l)]-’ 
~ca(a(‘-‘)‘)-‘~ca-““~-2’-“, 
so, for te [t* - 1, t*], 
Applying Lemma 21, we have IIzpl( < ca-‘” Ilx;ll. Thus, in view of (3.13), 
llzpll < ca-‘. 
Similarly, we can obtain that IIwpjl < ca-‘. Therefore, ll.ZJ d l/zJ + 
I/wpll < caa” and the theorem then follows immediately from (3.14). Q.E.D. 
COROLLARY 24. There exists an a0 >O such that, for a > aO, any 
S-solution ensured by Theorem 1 is linearly stable. 
Before we state the uniqueness result on S-solutions of long period, we 
need a criterion to determine which S-solutions are of “long” period. The 
following theorem is an easy consequence of [3, Proposition 1.1, 
Theorems 1.3 and 2.1, and Lemma 2.11. 
THEOREM 25. There exist an a0 > 0 and a constant Q > 0 such that, for 
a 2 a,, any S-solution x(t) of period p of (3.1) satisfies either p G Q or the 
conclusions in Theorem 13. 
THEOREM 26. Let Q be as in Theorem 25. Then, there exists a., > 0 such 
that, for a > a*, (3.1) h as exactly one S-solution with period greater than Q. 
Proof Define k = 2aY,, with a, as in (3.5) and v as in Theorem 13, and 
C~,,={cp~C[-l,0]:cpisnonincreasing,cp(-1)~af(x,),cp(O)=ka’}. 
It is shown in [ 111 (the notations there are slightly different) that the map 
F defined by F(q) = -x, is a continuous and compact map from the 
convex set C, k to itself when a is a large. Here x(t) is the solution of (3.1) 
with the initial condition ~(r-~,~,=cp, r=inf{taz,+2:x(t)= -ka”), 
and z1 is the first zero of x(t). 
From Theorems 13 and 25, we see that any S-solution with period 
greater than Q will correspond uniquely, up to a time translation, to a 
fixed point of F on Cor,k. On the other hand, it is also proved in [ 111 that 
any fixed point of F in Ca,k corresponds uniquely to an S-solution of (3.1) 
with “minimal” period p 2 ca(r’-2)v + 2 > Q, where Q is as in Theorem 25. 
Thus the correspondence between S-solutions with period greater than Q 
and fixed ponts of F in CX,k is one to one. 
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Now let us take an arbitrary S-solution x(t) with period p > Q. 
Theorem 13 implies that there is a unique constant s E (0, q) such that 
xs E C&t. Let r(t, cp) and U(t, cp), as in (2.3) and (2.4), be the solution 
operators of (3.1) together with the initial condition (2.2) on the phase 
spaces R and C[ - 1, 01, respectively. Sincef(x) is odd, both T and U are 
odd in cp, namely, T( t, - rp) = - T(t, cp) and U(t, - cp) = - U(t, q). 
It is not difficult to see that T(q, x,) = x,, 4 = -x,, T(q, -x,) = 
X S+P =x,, and 
aT 
at (4, x,1 = x’(s + 4) z 0, t$q. -x,)=x’(s+p)#O. 
Thus the implicit function theorem implies, as in Lemma 1, that there exist 
two continuously differentiable maps q1 : W-+ R and q2 : - W + R such 
that qlb,) = q, q2(-x,) = q, T(ql(cp), cp)(O) = -h’ for all cp E W 
T(q,(cp), q)(O) = ka” for all cp E - W, where W is a small neighborhoods of 
x, in C[- l,O] and - W= {cpl --(PE W>. Moreover, these two maps are 
unique on their domains. 
Define G(p)= - U(q,(cp), cp) on W. Then it is easy to show that G is 
continuously differentiable and compact on W, G2 = @ on W,, where @ is 
the shifting map on a neighborhood W, c W of x, in C[ - LO] as 
constructed in (2.6), x, is a fixed point of G, and F is the restriction of G 
to Ca,k. 
Applying Theorem 23 and Corollary 11, one can find that all eigenvalues 
of O@(x,) are strictly inside the unit disk for c( large. Since (DG(x,))~ = 
DG(G(x,))DG(x,) = D@(x,), all eigenvalues of G(x,) must be strictly inside 
the unit disk. Thus x, is an isolated and attractive point of G and hence it 
is also an isolated and attractive point of F (since F is from Ccl,k to itself). 
Recall that Cor,k is a convex and closed subset of C[ - 1, 01, so the fixed 
point index i,a,k(F, x,~) of x, in Cor,k is defined and equals 1. Note that F is 
a compact map from C,, k to itself, it has fixed point index icJF, C,,) = 1. 
(For the theory and computation of fixed point index, we refer to 
[S, 9, 121.) The additivity of indices then implies that F has a unique fixed 
point so that the S-solution of (3.2) with period greater than Q is unique 
up to a time translation. Q.E.D. 
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