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Abstract— We present the Pulse protocol which is de-
signed for multi-hop wireless infrastructure access. While
similar to the more traditional access point model, it is ex-
tended to operate across multiple hops. This is particu-
larly useful for conference, airport, or large corporate de-
ployments. In these types of environments where users
are highly mobile, energy efﬁciency becomes of great im-
portance. The Pulse protocol utilizes a periodic ﬂood ini-
tiated at the network gateways which provides both rout-
ing and synchronization to the network. This synchroniza-
tion is used to allow idle nodes to power off their radios for
a large percent of the time when they are not needed for
packet forwarding. This results in substantial energy sav-
ings. Through simulation we validate the performance of
the routing protocol with respect to both packet delivery
and energy savings.
Index Terms—System Design, Simulations
I. INTRODUCTION
W
IRELESS networking today is predominantly
used to provide mobile users with untethered ac-
cess to ﬁxed infrastructure. This allows users to move
freely throughout the ofﬁce or warehouse while remain-
ing continuously connected with the ofﬁce network and
the Internet. In these types of environments a majority
of the trafﬁc is moving between the mobile nodes and
the ﬁxed infrastructure, as opposed to between the mo-
bile nodes themselves such as in ad hoc networks. While
traditional access point devices currently provide this ca-
pability, theyhavea limitedcoveragerange and thusmany
access points are required to provide coverage of a given
area. One solution to this problem is to use a routing pro-
tocol that allows the users to traverse multiple hops to the
nearest access point. This greatly expands the coverage
range of each access point while simultaneously reducing
costs and simplifying deployment. Although a number of
routing protocols have been proposed by the wireless net-
working community, they have been primarily designed
for peer-to-peer ad hoc networks and not speciﬁcally op-
timized for ﬁxed infrastructure access.
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Multi-hop ﬁxed infrastructure access networks typi-
cally contain up to a large number of mobile users with
no readily available power resources. While these net-
works may contain a large number of users, generally
only a small subset of them would be communicating at
one time. This necessitates a protocol that scales to high
node densities, handles topological changes due to mobil-
ity, and is highly energy efﬁcient.
Several methods have been proposed for energy conser-
vation. For example, the 802.11 standard provides power
saving functionality, but it only operates in a single hop
environment. A number of power saving protocols have
been designed for ad hoc networks, but none of them have
focused speciﬁcally on this type of infrastructure access
application. Since this infrastructure access model is a
more speciﬁc case of the general ad hoc model, it may be
possible to design a protocol that extracts additional per-
formance and power saving.
Our Contribution. We present the Pulse protocol that
utilizes a periodic ﬂood, which we refer to as a pulse,
initiated at the network gateways to provide both routing
and synchronization to the network. This periodic pulse
forms a spanning tree rooted at the network gateways. By
tracking its current parent in the tree, each node has a
continuously updated route towards the nearest network
gateway. This allows nodes to maintain connectivity with
ﬁxed infrastructure across multiple wireless hops; thereby
increasing the coverage area of a traditional access point
based system. Nodes are able to synchronize with the
pulse, which allows idle nodes to power off their radios
a majority of the time, except when they are required for
packet forwarding. This results in substantial energy sav-
ings. Through simulation we validate the performance of
the routing protocol with respect to both packet delivery
and energy savings.
This paper is organized as follows: In Section II we
present our infrastructure access model and power model.
We discuss existing strategies for power conservation in
Section III. In Section IV we describe in detail the Pulse
protocol and provide simulations in Section V.2
II. PROBLEM DEFINITION AND MODEL
A. Infrastructure Access Model
While the utility of wireless networks extends to a wide
range of applications, we would like to consider specif-
ically the application of multi-hop infrastructure access.
Currently, a majority of wireless network deployments
involve the use of access points which utilize the IEEE
802.11 Point Coordination Function (PCF) to control ac-
cess to the wireless medium through centralized coordi-
nation. These access points provide access to ﬁxed infras-
tructure to all nodes within a single hop. Multi-hop oper-
ation is not currently speciﬁed as part of the IEEE stan-
dard. This limitation complicates wireless network de-
ployment by requiring every access point to be wired into
theﬁxedinfrastructureandrequiringalargenumberofac-
cess points to provide adequate coverage of a given area.
By extending the limited access point model to a multi-
hop model where nodes can hop across multiple hops to
reach the nearest access point, a greater deal of ﬂexibil-
ity is provided. This model is very similar to the multi-
hop cellular model [1] but with an emphasis on data net-
works. Multi-hop operation can be accomplished by us-
ing the Distributed Coordination Function (DCF) instead
of the PCF and running an additional routing protocol in
order to allow communication across hops. This is similar
to the way standard ad hoc routing protocols function.
Existing access point deployments are currently uti-
lized for conferences, airports, or for business networks.
In these types of environments wired access is infeasible
due to the temporary nature of the participants. In ad-
dition, these environments would be likely to contain an
extremely large number of participants, resulting in high
network density, and variable mobility. Nodes in the net-
work could be completely stationary for long periods of
time at conferences, but continuously in motion at trade
shows. While high density and high mobility make the
routing problem difﬁcult, the actual trafﬁc loads would
most likely be light consisting primarily of email trafﬁc
and web surﬁng. In these environments power manage-
ment is extremely important since there are a large num-
ber of devices which are not actively being used. Also, the
devices are untethered and not necessarily near any power
sources.
B. Power Consumption Model
In order to analyze the power efﬁciency of routing
protocols, it is important to ﬁrst understand exactly how
power is consumed by wireless interfaces. In this work we
will speciﬁcally be referring to 802.11 wireless adapters.
The wireless interface is capable of being in four possi-
ble operational states, each of which consumes power at a
speciﬁc rate. The least power consuming state is the sleep
state. While in the sleep state the wireless card itself is
still consuming a small amount of power, but the radio
(which typically consumes the most power) is turned off.
While in this state, the card is unable to send or receive
packets and has no knowledge of activities taking place
on the medium. Since only the radio is powered off, the
card can switch the radio off and on quickly. Had the card
been completely powered off (not just the radio) the reac-
tivation time would be much longer.
The wireless card can also be in an idle state, mean-
ing its radio is powered on, but it is not currently sending
or receiving data. On-demand routing protocols typically
spend a great deal of time in this state, since they need
to be continuously ready to receive route requests. While
in the idle state the card is continuously monitoring the
medium sensing for a carrier signal which would cause it
to enter the receiving state. The card is in the transmit or
receive state when it is actively sending or receiving.
According to the power consumption measurements
for commonly available 802.11b cards [2] (Table I), the
power consumption in the sending or receiving state is
not much more than the power consumption in the idle
state, while the sleep state consumes signiﬁcantly less
power. The idle state consumes only 36% less power then
continuously transmitting. The sleep state however con-
sumes 95% less power then continuously transmitting. As
a result any protocol that intends on saving a signiﬁcant
amount of power will need to utilize the sleep state as fre-
quently as possible. Simply transmitting less frequently
will not result in signiﬁcant energy savings.
TABLE I
802.11B CARD POWER CONSUMPTION
Transmit Receive Idle Sleep
1327.20 mW 966.96 mW 843.72 mW 66.36 mW
III. ENERGY CONSERVATION STRATEGIES
There has been a great deal of research conducted with
regard to energy efﬁciency in wireless ad hoc networks
as well as in sensor networks where it could be consid-
ered even more important due to more limited resources.
In general, this work seems to fall into two main cate-
gories. The ﬁrst technique attempts to control the amount
of power used to transmit a packet such that only the
power required to get the packet to a speciﬁc destination
is used. The second category involves the design of dis-
tributed protocols which allow the nodes of the network
to be placed in a sleep mode.3
A. Power Control
Topology control protocols and least energy path rout-
ingprotocols[3][4][5]bothattempttoprovideenergysav-
ings by controlling transmission power. The fundamental
conceptthatdrivestheseprotocolsisthatlongrangetrans-
missions require greater power than short range transmis-
sions. So much so that two or more short range trans-
missions can move a packet the same distance as one long
range transmission, but for a fraction of the total transmis-
sion power.
The main disadvantage of power control protocols is
that transmission power consumption usually represents
a small fraction of total consumed system power in typ-
ical 802.11 radios. The majority of energy consumed
is static dissipation by radios that are in the idle state.
Any protocol that focuses only on power control is fun-
damentally limited to reducing the power consumption by
less than 36%. This is because no power control proto-
col could possibly do better than transmitting with zero
power. However it may be possible to add a power con-
trol protocol to a protocol that puts nodes to sleep in order
to further reduce energy consumption.
B. Connected Active Subset
The intuition behind a connected active subset proto-
col, such as SPAN [6] or GAF [7], is that when there are
many nodes close together in a multi-hop wireless net-
work, only a subset of these nodes need to be active in
order to maintain network connectivity. These protocols
strive to keep only a small subset of nodes awake in the
network to provide network connectivity, and then place
the rest of the nodes in a sleep state for the vast majority
of the time. Often, the members of the active subset are
rotated in order to distribute the energy consumption more
evenly between different network nodes and to accommo-
date network topology changes due to mobility.
The main advantage of the connected active subset
strategy is that there is little impact on communication.
Packets primarily travel through nodes that are always on,
and thus experience low delay. Similarly, since the sub-
set is effectively all the non-leaf nodes of a network wide
spanning tree, it is still possible to use broadcast trafﬁc.
One main disadvantage of the active subset strategy is
that it is inherently dependent on node density for energy
savings [8]. The basic premise is that there are enough
nodes that only a small number of them are needed at any
one time. In low density networks, almost no power can
be saved using this strategy because almost every node
must stay active.
Another main disadvantage of this strategy is the over-
head required to maintain an effective subset. Since nodes
are mobile, the subset must be continually updated in or-
der to provide complete coverage. Even if nodes were
not mobile, the subset must be rotated in order to avoid
completely draining the resources of a few nodes. Since
coordination is required every time the subset changes,
this can cause signiﬁcant amounts of communication traf-
ﬁc which both limits scalability and reduces good-put by
cutting into available medium time.
C. Asynchronous Wake-up
The idea behind the asynchronous wake-up strategy [9]
is that by using a carefully designed wake-up schedule,
every node in the network should be able to sleep for some
fraction of the time. Furthermore, due to the schedule, the
node will be guaranteed to be awake at the same time as
any particular neighboring node in the network within a
bounded amount of time, without requiring any type of
network clock synchronization.
The main advantage of this strategy is that little coordi-
nation is required between nodes. Also since every node
uses the same wake-up schedule, the network is inher-
ently balanced in terms of equal power use by different
nodes. In addition, the energy savings are independent of
node density allowing efﬁcient operation in low density
networks.
However, while the asynchronous strategy has low pro-
tocol overhead and good energy efﬁciency, these come at
the price of reduced communication quality and capabili-
ties. The asynchronous strategy only guarantees that any
two nodes will be on at the same time within a bounded
time period, that guarantee does not hold for any num-
ber of nodes beyond two. In other words, all the nodes
a packet must traverse along a path will not all be on
at the same time, so the packet may be delayed by up
to the bounded time for every hop it traverses. Simi-
larly all of a nodes neighbors will not be on at the same
time, thus traditional broadcast is also impossible. In-
stead “broadcast” messages must be individually unicast
to each neighbor. Since the vast majority of wireless rout-
ing protocols depend on broadcast for efﬁcient operation,
this is a major drawback of the asynchronous strategy and
greatly decreases its real world practicality. In addition,
asynchronous wake-up protocols tend to make heavy use
of beacon packets in order to detect when neighbors are
awake. Since every node must send these beacons, the
scalability of this strategy can be compromised in high
density networks.
D. Synchronized Wake-up
Synchronized wake-up approaches operate by obtain-
ing and maintaining network wide clock synchronization4
and allowing decisions in the network to be made at spe-
ciﬁc time intervals. This type of approach is able to save
the greatest amount of power, especially in idle networks,
since all of the nodes in the network can turn off their
radios for extended periods of time. This is able to oc-
cur regardless of network properties such as density. The
other major advantage of this type of approach is that
since nodes are always active at the same time, network
broadcastsarestillpossible. Thisallowstraditionaladhoc
routing protocols to function, which depend on broadcast
for efﬁciency. Most power saving protocols typically do
not take this approach due to the difﬁculty in establishing
network-wide synchronization.
The most well known synchronized power saving strat-
egy is the 802.11 Power Save Mode (PSM). This protocol
only works within a single hop, making it not applicable
to the model we are considering. Zheng et. al. [10] pro-
vide a protocol which extends the 802.11 PSM to operate
across multiple hops. Their strategy provides path acti-
vation, minimizing per packet delay. However their syn-
chronization strategy does not handle merges which can
occur in an ad hoc environment.
The Pulse protocol is also a synchronized wake-up ap-
proach. Therefore it allows broadcast, uses path activa-
tion to eliminate per hop delay, and allows all the nodes in
the network to power off their radios when the network is
idle. In addition, the Pulse protocol quickly provides and
maintains network synchronization to all the nodes in the
network as well as a pro-active routing service. It requires
no extended initial startup period and handles all conﬁgu-
ration changes which can occur in this type of network.
IV. PULSE PROTOCOL
A. Overview
The protocol design is centered around a ﬂood we refer
to as a pulse, which is periodically sent at a ﬁxed pulse
interval. This pulse ﬂood originates from infrastructure
access nodes (pulse sources) and propagates through the
entire ad hoc component of the network. This rhythmic
pulse serves two functions simultaneously. It serves as the
primary routing mechanism by periodically updating each
node in the networks route to the nearest pulse source.
Each node tracks the best route to the pulse source by re-
membering only the node from which it received a ﬂood
packet with the lowest metric. The propagation of the
ﬂood forms a loop free routing tree rooted at the pulse
source. In addition, it is used to provide network-wide
time synchronization.
If a node needs to send and receive packets, it responds
to the ﬂood with a reservation packet. This reservation
packet is sent up the tree to the pulse source. The reser-
vation packet contains the address of the node making
the reservation, and is used to setup reverse routes at all
nodes on the path between the pulse source and the send-
ing node. This reservation mechanism operates similarly
to the route response mechanism used in AODV [11].
Note that it is unnecessary for a node to send a reserva-
tion packet in response to the ﬂood, unless it has packets
to transfer. A node that is actively communicating must
send a reservation packet for every pulse it receives to
keep the reverse route fresh. When a node has not sent
or received packets for at least a complete pulse interval,
it no longer sends a reservation packet in response to the
pulse.
The Pulse protocol uses the time synchronization pro-
vided by the ﬂood to create a ﬁxed period of time during
which all nodes in the network are active. During this
pulse period, the pulse ﬂood propagates, and nodes can
reply with reservation packets. Since a node that does not
send or forward a reservation packet will have no packet
forwarding responsibilities until the next pulse occurs, it
may place its radio in sleep mode until the next pulse pe-
riod begins. This node deactivation is what allows the
Pulse protocol to conserve power.
The ratio between the pulse period and the pulse inter-
val determines the duty cycle of the protocol. This duty
cycle is the primary factor that determines the idle power
consumption of every node in the network. Therefore, re-
ducing the pulse period results in increased energy efﬁ-
ciency. However, the pulse period must be long enough so
that the pulse ﬂood and reservation packets can be deliv-
ered. In order to minimize this time, data trafﬁc is halted
and a ﬂood suppression technique is employed. This elim-
inates contention between data packets and the ﬂood, and
reduces the total number of ﬂood packets sent.
The Pulse protocol exhibits several features of both
proactive and on-demand protocols. While the Pulse ﬂood
proactively maintains a route from all nodes in the net-
work to the pulse source, reverse routes are established
on-demand, but maintained proactively. Since idle nodes
in the network power off their radios, a node attempting to
initiate a connection must wait until the following pulse to
reserve a route. This results in an average route acquisi-
tion delay of half a pulse interval. This concept of path ac-
quisition latency is similar to that exhibited by on-demand
protocols.
B. Design Methodology
The goal of the Pulse protocol is to provide multi-hop
infrastructure access to mobile users. The trafﬁc pattern in
the proposed model consists primarily of communication5
between mobile users and ﬁxed infrastructure. The intu-
ition behind our protocol design is that performance can
be gained by exploiting the fact that almost all communi-
cation in the network shares a common end-point.
The periodic pulse ﬂood exploits the communication
concentration at the pulse source by providing every node
in the network with a continuously updated route. In-
frequently, nodes in the network may need to establish
peer to peer connections, which are relayed through the
pulse source. While this may be less efﬁcient then a direct
route, this type of communication occurs infrequently, so
the protocol is not optimized for this case. This results in
all of the routes in the network leading to the pulse source
and eliminates the need for any additional routing over-
head.
One unique quality of the Pulse protocol is its inherent
scalability according to many metrics. It is able to oper-
ate under extremely high node densities as a result of the
optimized ﬂooding technique it uses. This results in the
number of rebroadcasts being primarily proportional to
the physical coverage area instead of the number of nodes
in the network. Thus this proactive ﬂood is extremely dif-
ferent from existing proactive routing protocols in that the
amount of information maintained is dramatically less. A
link state protocol actively maintains O(n2) information
at every node, a distance vector protocol O(n) informa-
tion, and the pulse protocol only O(1) information.
The protocol scales to large networks with regard to
coverage area as well by allowing the simultaneous opera-
tion of multiple pulse sources. Additionally, the multi-hop
nature of the protocol allows each pulse source to cover a
much greater area then the traditional access point model.
Also, since all other routing trafﬁc aside from the periodic
pulse is unicast, the route acquisition process creates only
local trafﬁc on the network. In contrast, traditional on-
demand protocols must ﬂood and re-ﬂood the network for
each active connection in order to establish and maintain
routes.
Scalability to high levels of mobility is provided by
the proactive pulse ﬂood. All broken routes are repaired
within one pulse interval. A typical hello protocol used
by many proactive and on-demand protocols, sends pack-
ets at a rate of one a second, detecting a route failure when
two consecutive hello packets have been dropped. The de-
fault pulse interval used in our simulations is 2 seconds,
which allows the fault to be repaired before a typical hello
protocol would even detect it. In addition, as the mo-
bility level increases, many route failures begin to occur
throughout the network. The pulse restores every broken
route in the network simultaneously using only a single
low overhead ﬂood. In contrast, typical on-demand proto-
cols initiate one ﬂood for every broken route. As the num-
ber of failures increases, this results in congestion due to
the additional routing overhead, limiting the scalability of
these protocols to high levels of mobility.
ThePulseprotocoldesignresultsinﬁxedprotocolover-
head regardless of node mobility, density, or trafﬁc pat-
terns. The protocol requires that nodes are always pow-
ered on during the pulse period and that no data packets
are sent during this time interval. The pulse interval used
for simulations was 2 seconds, of which 112 milliseconds
were required for the pulse period. This ratio results in
the protocol consuming exactly 5.6% of the available net-
work resources. A number of factors come as a result of
this decision. The total bandwidth available to nodes in
the network is limited to 94.4% of the actual bandwidth as
a result of this ﬁxed overhead. Also, these timings deter-
mine the duty cycle of idle nodes in the network. Nodes
which are not communicating or forwarding packets are
required to be active 5.6% of the time to participate in the
protocol, but can place their radios in a sleep mode for
the remaining 94.4% of the time. While the overhead of
many routing protocols, particularly those which function
on-demand, increases as a result of increased node mobil-
ity, route failures, high node density, or a sudden increase
in the number of trafﬁc sources, the pulse protocol’s over-
head remains ﬁxed. The effectiveness of this technique is
best seen through our simulation results in Section V.
C. Timing and Phases
The Pulse protocol continuously cycles through four
distinct phases. Figure 1 indicates these phases and vi-
sually depicts the duty cycle of the two second pulse in-
terval used in the simulation section. Nodes must power
on before the anticipated pulse arrival time to ensure that
it is not missed due to a synchronization error, this period
is labelled as Power On Before Pulse in the diagram. An
initial upper bound on this period would be a full network
diameter, which we deﬁne as the amount of time for a
ﬂooded packet from the pulse source to reach every node
in the network, since every node in the network would be
synchronized with at least that precision. A more accurate
mechanism, described below, allows this time to be signif-
icantly smaller in practice. The next phase is referred to as
Receive and Forward Pulse. During this time interval the
pulse is ﬂooded to all nodes in the network. This requires
a full network diameter to reach all of the nodes. The
protocol then enters the Reservation Period which allows
enough time for any reservation packets to be forwarded
back to the pulse source. This period of time has to be
long enough such that the last node in the network that re-
ceives the pulse ﬂood is able to return a reservation packet6
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Fig. 1. Pulse Protocol Timing Diagram
to the source before the nodes in the network enter the
next phase. Again, this requires a full network diameter
worth of time. The next period, labelled Radio Off in the
diagram, is where nodes which did not send or forward
reservation packets power off their radios until they need
to wake up just before the next pulse. Nodes which have
been reserved remain on and take part in actively transfer-
ring data during this period of time.
D. Flood Propagation
The pulse ﬂood originates at the pulse source, and is
sent at a ﬁxed time interval. Several parameters are used
to tune the ﬂood for fast propagation, high node coverage,
and good path selection. The ﬂood provides both rout-
ing and synchronization, so it must be tuned to serve both
needs simultaneously.
A pulse packet contains only a few ﬁelds: a sequence
number, a cost metric used for route selection, and an ac-
cumulated delay timer used to increase the time synchro-
nization accuracy. This keeps the size of the packet to a
minimum, increasing the number that can be transmitted
in a small amount of time.
Two timing parameters govern the ﬂood propagation:
jitter and delay. Upon receiving the ﬁrst pulse packet, a
node sets a timer for retransmission of the pulse packet.
A uniform random number between delay and delay +
jitter is selected for this timer. When the timer expires,
the pulse packet is retransmitted with an incremented cost
ﬁeld, and the retransmission delay added to the accumu-
lated delay ﬁeld. The random retransmission jitter is a
well known technique used by many ﬂooding protocols
to help prevent collisions between nodes that received the
same broadcast. The ﬁxed delay is a mechanism used by
the pulse protocol to enhance the initial accuracy of the
routing metric. Adding a ﬁxed delay can dramatically in-
creases the chance that the ﬁrst pulse packet heard will
have the lowest cost metric. This is a desirable feature for
the pulse protocol, because a node must reserve a route
almost immediately upon hearing the pulse ﬂood in or-
der to meet the tight timing requirements needed for low
power operation. A node is committed to a path once it
is reserved, even if knowledge of a better path becomes
available. The ﬁxed delay maximizes the chance that the
best path will be known before the path is reserved.
A retransmission counter is also used to control the
ﬂoodpropagation. Thecounterisusedtocontroloverhead
in high density networks, and was originally suggested as
one of the broadcast storm prevention schemes in [12]. A
node keeps track of how many ﬂood packets it has heard.
If the number exceeds the retransmission counter before
the node has sent its own retransmission, the node cancels
its retransmission. The general concept is that the greater
the number of retransmissions already sent, the less likely
that additional transmissions will reach any new nodes.
If a transmission does not reach a new node, the trans-
mission only causes unnecessary overhead. However, it
is important not to set this counter too low, otherwise the
ﬂood coverage could be compromised. In addition, the
counter in our protocol is in general set to a higher value
than what was presented in [12] because in addition to
providing just coverage, the ﬂood must also create efﬁ-
cient routing paths. The effect of the counter on routing
path length is further discussed in Section V.
E. Time Synchronization
Nodes in the network must acquire and maintain ac-
curate synchronization with the pulse source in order to
function effectively. Acquisition is accomplished by re-
maining in a listening state until a pulse ﬂood is received.
Each ﬂood packet contains a relative time offset which
represents the amount of time elapsed since the pulse
ﬂood was initiated. Using the received time, the offset,
and its own local oscillator, a node can predict when the
next pulse ﬂood will be sent by the source.
Since the offset in the ﬂood packet does not include all
sources of delay the ﬂood packet may have experienced
(such as MAC contention delay), and since the local os-
cillator is not perfect, the time sync is only partially ac-
curate. In order to compensate for this, each node keeps
track of the earliest pulse start time received over all re-
cently received pulses. In addition, every node wakes up
a sync interval early in order to avoid missing the pulse
ﬂood due to an imperfect sync. In the event that a node
misses the pulse ﬂood, it will remain in a listening state
until it can re-acquire synchronization on the next ﬂood.
F. Paging
In the event that packets arrive at the pulse source des-
tined for a node that does not have a currently active path,
thepulsesourcewillpagethenodeonthenextpulseﬂood.7
Paging simply involves placing the node’s id in the pulse
ﬂood packet. When a node receives a ﬂood packet con-
taining its id, it responds with a path reservation packet.
This activates the path and sets up the route from the pulse
source to the node. Thus data packets can be delivered to
nodes that are not currently active. This can occur when
data has not been sent for a while on an open connec-
tion, when a connection is being made from the infras-
tructure network to an ad hoc node, or when an ad hoc
node sends to another ad hoc node by relaying through
the pulse source.
G. Multiple Pulse Source Integration
One advantage of the Pulse protocol is that it can be op-
erated using several infrastructure attached pulse sources.
This is useful in the case where high performance and
wide coverage area are desirable. In order for several
pulse sources to operate together, they must all be reach-
able via the infrastructure network. All the pulse sources
must use the same pulse interval, and must all be syn-
chronized with each other (i.e. the pulse should start at
the same time from every pulse source). This can be ac-
complished using a traditional network time sync protocol
such as NTP over the infrastructure network. The pulse
ﬂood then originates from several points in the ad hoc
network and propagates until reaching the edge of the net-
work or the ﬂood from another source. Each node tracks
the nearest source and need not distinguish between them.
Thus each source ends up with a zone of nodes clustered
around it forming a type of multi-hop cell. Nodes can
move through the network and will roam seamlessly be-
tween different pulse sources. Pulse sources must also co-
ordinate to make sure packets from the infrastructure net-
work are routed to the appropriate pulse source on their
way to the ﬁnal destination node, however the details of
this coordination are not the speciﬁc focus of this paper.
H. Similarities to the 802.11 Power Save Mode
In many ways, the energy saving aspects of the Pulse
protocol resemble a multi-hop version of the standard
802.11 PSM (power save mode). The standard PSM pro-
tocol only works in networks where all nodes are in range
of each other, and thus is not a viable protocol for use
in multi-hop networks. However, we can view the Pulse
protocol as a multi-hop generalization of the 802.11 PSM.
802.11 PSM operates using beacon packets. The access
point, or ﬁrst node to start an ad hoc network sends these
beacon packets at a ﬁxed interval. The other nodes use the
beacon packets to synchronize. All nodes must be awake
to receive the beacon. Also, all nodes must stay awake
for a period of time after the beacon in order to be no-
tiﬁed of trafﬁc that is ready to be transferred. This time
is called the ATIM (Ad hoc Trafﬁc Indication Message)
window and is used to notify a node that must remain on
in order to receive packets. Packets can then be sent for
the remainder of the beacon interval. This process repeats
itself.
In the Pulse protocol: the pulse ﬂood takes the place
of a beacon packet, the pulse period takes the place of
the ATIM window, and reservation packets take the place
of ATIM packets. Due to the time scale differences of
sending packets across the entire network as opposed to
just a single hop, the procedures for synchronization are
different, the window is longer and more infrequent, and
the reservation is made for a ﬂow of packets instead of
individual packets. Also, the Pulse protocol incorporates
full routing capabilities in addition to its power saving.
V. SIMULATION
A. Timing Parameter Selection
An implementation of the Pulse protocol was created in
version 2.1b9a of the NS2[13] network simulator. An ini-
tial set of experiments were conducted in order to ﬁnd ap-
propriate values for the protocol timing parameters. The
purpose of these experiments is to show the relationship
between network scenarios and the timing values required
for good protocol operation. In order to accomplish this,
we use a set input variables to produce a wide range of
scenarios and measure the performance of various aspects
of our protocol under these scenarios.
The input variables consisted of the: physical network
size, node density, ﬂood repeat delay, ﬂood repeat jitter,
and ﬂood suppression counter. Using these input vari-
ables, many random static networks are generated, and
the Pulse protocol is run for several pulse periods in each.
During these simulations, data was gathered on the syn-
chronization error, delay in receiving the pulse, and path
lengthoptimality. Ninety-ninthpercentilesummarystatis-
tics are computed from this data in order to represent a
worst case metric. Each combination of physical network
sizes (square side length) of 1, 2, and 4 kilometers, node
densities of 50, 100, and 200 nodes per square kilometer,
ﬂood delays and jitters from one to ten milliseconds, and
ﬂood counters of 6 and 8 were all simulated. The results
of these simulations indicate that the parameters listed in
the ﬁrst part of Table II should provide reasonable perfor-
mance in networks up to 2km by 2km with all simulated
node densities.
The worst case path optimality metric conﬁrms that
high quality paths are selected using these ﬂooding pa-
rameters. The multiplicative path length increase is used8
to judge path optimality. The multiplicative path length
increase is computed by dividing the chosen path length
by the best possible path length. This metric more heav-
ily penalizes path length increases on short paths than the
traditionaladditivepath lengthincreasemetric. Thisis ap-
propriate because an additional hop causes a greater per-
formance degradation for short paths than it does for long
paths. The worst case metric results show a path length
increase of only 2%, 5%, and 11% for the 50, 100, and
200 node densities of the 2km by 2km network. This
near linear relationship with density is caused by the in-
creased likelihood of collisions due to the greater number
of senders in range of each other.
The remaining timings in the second part of Table II
were not directly calculated by the simulations. The reser-
vation time is estimated as being no greater than the ﬂood
propagation time; both are approximately one network di-
ameter, and the reservation packets are not artiﬁcially de-
layed. The pulse interval must be chosen to provide a
good compromise between energy savings and activation
delay. We have selected a value of 2 seconds in order to
provide high power savings while keeping the delay to a
reasonable level.
These parameters are used in every simulation in this
section, regardless of actual network size or node density.
While this results in less energy savings for small sized
networks where the timings could be tightened, having
one set of parameters that functions in a range of networks
results in greater deployment ﬂexibility.
TABLE II
PULSE PROTOCOL PARAMETERS
Flood Retransmission Delay 4 msec
Flood Retransmission Jitter 1 msec
Flood Suppression Counter 6 packets
Power On Before Pulse 12 msec
Flood Propagation 50 msec
Reservation (estimated) 50 msec
Pulse Interval 2 sec
B. Simulation Setup
The simulation setup used by this paper is different than
that used by manyother papers in that it is designed to em-
ulate the proposed multi-hop infrastructure access model.
In our setup, all communication occurs with a single sta-
tionary node that is placed in the center of the network.
When using the Pulse protocol, this node is also the pulse
source.
The trafﬁc pattern is also different than what has been
commonly studied. In addition to all nodes communicat-
ingwithasingleendpoint, weusearandomexponentially
distributed on/off trafﬁc generator. The use of this genera-
tor allows every node in the network to be a trafﬁc source,
as opposed to a small number of nodes sending ﬁxed rate
(CBR) ﬂows. Each node stays off for an exponentially
distributed length of time with a speciﬁed average, then
comes on and sends at a ﬁxed rate (10 kbps using 512
byte packets) for an exponentially distributed amount of
time with an average of ten seconds, then repeats the pro-
cess. The average off time is set on a per simulation basis
in order to achieve the desired average offered load. One
desirable aspect of this on/off scheme is that it continu-
ally changes the subset of nodes that are actively sending.
This is important for testing protocols that have an on-
demand component such as the Pulse protocol and pure
on-demand protocols.
A slightly modiﬁed random way-point mobility model
is used in the simulations. The model is modiﬁed in or-
der to address concerns with the random way-point model
raised in [14]. In order to achieve more steady mobility
characteristics, nodes select a speed uniformly between
10% and 90% of a given “max” speed. This helps ensure
that the average speed does not drop drastically over the
course of the simulation. In addition, 300 virtual seconds
of mobility are generated before the start of the simula-
tion. When the simulation starts, nodes are already in mo-
tion. This allows the average speed and node distribution
to stabilize before the simulation starts. In our simula-
tions, pause time is always set to zero, and the level of
mobility is controlled by changing the maximum speed
parameter. Unless otherwise stated, 300 seconds are sim-
ulated.
C. Routing Evaluation
In order to evaluate the effectiveness of the Pulse pro-
tocol, we must examine not only the amount of energy
savings, but also its ability to function as a routing proto-
col in a mobile multi-hop wireless network. A protocol
that seriously compromises network performance would
not be useful in the proposed model no matter how much
power it saved.
In this experiment our goal is to evaluate the net-
work performance of the Pulse protocol by comparing it
with both AODV [11] and DSR [15], two on-demand ad
hoc wireless network routing protocols. Neither protocol
is speciﬁcally designed to save power, however the on-
demand approach attempts to minimize routing overhead.
It should be reiterated that neither AODV or DSR were
originally designed for the single destination infrastruc-
ture access environment we are simulating in this paper.
They were both primarily designed to support the peer to9
peer trafﬁc patterns found in ad hoc networks. However,
infrastructure access is one of the primary potential uses
of a multi-hop wireless network. Therefore, it is logical to
evaluate the performance of these protocols in this type of
model.
Figure 2 shows several dimensions of information re-
garding the performance of the three tested routing pro-
tocols. The page x-axis shows three network sizes. The
page y-axis shows four levels of mobility. For each com-
bination of network size and mobility, a sub-graph is
shown. Each sub-graph x-axis shows the average offered
load produced by the on/off trafﬁc generators, and each
sub-graph y-axis shows the resulting average delivery ra-
tio. This ﬁgure is setup so that the degree of difﬁculty
increases as the scenario is located further up and more to
the right on the page.
The most striking feature apparent in these results is
the performance of the Pulse protocol under high mobility
(top of the page). These results illustrate the effectiveness
of the Pulse protocol design. Its proactive route mainte-
nance and low ﬁxed routing overhead, even under a large
number of simultaneous faults, yields delivery ratios that
are only minimally reduced even at the highest simulated
levels of mobility (20 m/s max speed). The delivery ratios
of the on-demand protocols drop signiﬁcantly as mobility
is increased to the highest level.
The two smaller network sizes simulated are actually
networks of the same physical size (1km by 1km) but dif-
ferent node densities (50 vs. 100 nodes per square kilo-
meter). Little difference in the delivery ratios is seen be-
tween these two densities. Although the largest simulated
network contains 200 nodes and signiﬁcantly different de-
livery ratios, it has a much larger physical size of 2km by
2km and thus has a node density of only 50 nodes per
square kilometer. The lower delivery ratios in this larger
network are due to the fact that the average number of
hops a packet must traverse has been greatly increased,
this results in the network reaching saturation at a much
lower offered load than in the 1km by 1km networks. In
order to speciﬁcally isolate node density, we conducted
an additional set of experiments. Using a 1km by 1km - 5
m/s max - 0.2 Mbps offered load scenario, we varied the
node density from 50 to 700 nodes per square kilometer
(greater node densities were not possible due to logistical
constraints). The pulse protocol was able to achieve aver-
age delivery ratios of greater than 98.7% in all simulated
densities.
It is interesting to note the wide gap between the perfor-
mance of the AODV and DSR protocols. In these simula-
tions, the DSR protocol signiﬁcantly out performs AODV
in almost all scenarios. This behavior is not normally seen
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Fig. 3. Energy consumption in the 1km x 1km - 100 node - 5 m/s max
scenario
when simulating traditional ad hoc networks. We believe
that this difference can be attributed to DSR’s aggres-
sive route caching using promiscuous listening. The route
caching strategy used by on-demand protocols is not well
tuned for infrastructure access networks. While the entire
network is updated with a route to a mobile node during
the route request ﬂood, the much more useful fresh route
to the gateway node is only provided to nodes along the
reply path. However, since DSR promiscuously listens to
packets on the medium, any node adjacent to the discov-
ered path overhears the route response, and can add that
information to its route cache. This aggressive caching
is particularly effective in infrastructure access networks
since all of the trafﬁc is destined for the same node. This
greatly increases the cache hit rate when compared with
traditional random trafﬁc patterns.
In summery, these results demonstrate the effectiveness
of the Pulse protocol in providing routing infrastructure
access. It outperforms both simulated ad hoc networking
protocols in nearly every scenario despite the fact that the
Pulse protocols employs active power saving features.
D. Energy Conservation Evaluation
Figure 3 shows the average per node power consump-
tion versus the average offered load in the 1km x 1km -
100 node - 5 m/s max scenario. This particular case was
selected since it is seems to be representative of a typical
infrastructure access environment.
As expected from protocols that were never originally
designed with power saving in mind, AODV and DSR
both burn energy at an almost equal rate. The aver-
age power consumption for these protocols is completely
dominated by idle energy consumption. The additional
energy used for the transmission and reception of packets10
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Fig. 2. Routing evaluation results using random way-point mobility and exponential on/off trafﬁc11
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Fig. 4. Energy goodput in 1km x 1km - 100 node - 5 m/s max case
results in a relatively small increase in the average power
consumption.
In contrast, the average power used by a node running
the Pulse protocol is substantially less. We see a sav-
ings over the DSR protocol of between 37% and 86% de-
pending on offered load. The strong linear relationship
between offered load and energy consumption is a direct
result of the path activation feature of the Pulse protocol.
This feature causes all nodes that are sending, receiving,
or forwarding trafﬁc to enter a full power on state in or-
der to maximize network performance. As a result, the
average power usage is directly related to the fraction of
nodes that are activated. There is also a direct relationship
between the offered load and the number of simultane-
ously sending nodes when using our exponential on/off
trafﬁc generator. As the network load increases, the num-
ber of senders increases, which determines the fraction of
active nodes in the network. The fraction of active nodes
determines the ﬁnal average power consumption. If the
load is increased to the point where every node in the net-
work was transferring packets, the Pulse protocol would
use virtually the same amount of power as an on-demand
protocol. At the opposite extreme, when there is no load
on the network, the power reduction capabilities of the
Pulse protocol have the maximum effect. This is appro-
priate for the target infrastructure access model where the
majority of nodes are expected to be idle at any particular
time.
Figure 4 plots energy goodput (kilobytes delivered per
joule of energy consumed) versus the offered load. This
shows that even though the average power usage increases
with higher offered loads, the energy efﬁciency also in-
creases. In other words, the higher energy consumption
rate is offset by the higher throughput rate obtained, in-
creasing the overall efﬁciency. We see that the efﬁciency
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Fig. 5. Idle network lifetime in 1km x 1km - 100 node - 5 m/s max
scenario
continues to increase until the network reaches saturation.
At this point, congestion prevents further throughput in-
creases. Since DSR and AODV consume energy at an
almost the constat rate regardless of load, their energy ef-
ﬁciency is directly related to the throughput they obtain.
Thus each protocol shows a linear increase in efﬁciency
with offered load until the protocol reaches saturation.
The higher efﬁciency of DSR is due to its higher delivery
ratio in this scenario. The Pulse protocol achieves a 2.0
to 3.8 times increase in energy efﬁciency over the DSR
protocol in the simulated scenarios.
E. Idle Network Lifetime
A set of experiments were conducted to investigate the
idle network lifetime as a function of the pulse interval.
These experiments were conducted in the 1km x 1km -
100 node - 5 m/s max scenario. Each mobile node in the
network is given a battery that provides 100 joules of en-
ergy, and the simulation is run until all nodes have ex-
hausted their energy supply. A series of trials were con-
ducted where the pulse interval was set to 1, 2, 3, 4, and
60 seconds. The 2 second interval used in the above ex-
periments is hi-lighted for reference. Increasing the pulse
interval increases the route acquisition latency, but also
results in a lower duty cycle which corresponds to addi-
tional power savings. In these experiments, no trafﬁc was
generated except for the periodic pulse ﬂoods. This sim-
ulates a network where most of the devices are on but not
being used (as would usually be the case with a cell phone
or PDA).
The number of remaining nodes as a function of time
for each of the simulations is shown in Figure 5. Also
shown is the lifetime of a node that is always in the idle
state, and the lifetime of a node that is always in the sleep
state. A network of nodes running a pure on-demand
protocol would always be in the idle state with no traf-
ﬁc ﬂow, and in this setup all nodes would expire at 11912
seconds. Even at the fastest pulse interval setting of 1
second, the lifetime of the network is increased to over
ﬁve times that, despite the overhead of providing proac-
tive routes to every node in the network. In the 2 second
pulse interval case used in the simulations above, the net-
work lifetime is increased by approximately seven and a
half times. This 2 second interval lifetime extension is
signiﬁcantly greater than the published results for proto-
cols using the connected active subset scheme (GAF [7]
and SPAN [6]), and is comparable to the extension pro-
vided by the synchronous on-demand protocol in [10] and
by the most aggressive power saving variant of the asyn-
chronous protocol in [9].
The sleep state represents an upper bound on the per-
formance of any power saving protocol operating under
the given power model (see Table I), as it is not possi-
ble to do better than a network of nodes that never power
on their radios. We can see a clear relationship between
the length of pulse interval and the resulting network life-
time. As the pulse interval increases, the network lifetime
begins to asymptotically approach the upper bound. This
shows that there is a clear tradeoff between path activa-
tion latency and energy savings. The 60 second interval
lifetime shows that it is possible to tune the pulse protocol
to achieve near ideal levels of energy saving in low per-
formance networks where route acquisition latency is not
a major concern. This option may be particularly useful
for sensor networks where maximum energy saving is of
primary importance.
Another interesting feature of these lifetime results is
that they show that the Pulse protocol does an excellent
job of conserving power for all nodes in the network si-
multaneously. This is indicated by the relatively sharp
transition from all nodes being alive to all nodes being
dead. In contrast, the connected active subset schemes
usually have a much more gradual transition since critical
nodes in low density portions of the network are often se-
lected as members of the subset and receive virtually no
lifetime extension. This behavior can be seen in the pub-
lished results for both GAF and SPAN.
VI. CONCLUSION
We have presented the Pulse protocol, an energy efﬁ-
cient protocol for ad hoc infrastructure access. An exten-
sive set of simulations have demonstrated that this pro-
tocol is effective at both routing and conserving energy.
Compared with existing on-demand routing protocols, the
Pulse protocol was able to match or exceed their deliv-
ery ratios under a wide range of network sizes, mobilities,
node densities, and trafﬁc loads. In addition, the protocol
was shown to extend the idle network lifetime by over 7.5
times. These results indicate that the Pulse protocol is ap-
propriate for multi-hop infrastructure access, particularly
when high performance, scalability, and energy efﬁciency
are simultaneously desired.
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