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Abstract This paper introduces CAAI, a novel cog-
nitive architecture for artificial intelligence in cyber-
physical production systems. The goal of the archi-
tecture is to reduce the implementation effort for the
usage of artificial intelligence algorithms. The core of
the CAAI is a cognitive module that processes declara-
tive goals of the user, selects suitable models and algo-
rithms, and creates a configuration for the execution of
a processing pipeline on a big data platform. Constant
observation and evaluation against performance criteria
assess the performance of pipelines for many and vary-
ing use cases. Based on these evaluations, the pipelines
are automatically adapted if necessary. The modular
design with well-defined interfaces enables the reusabil-
ity and extensibility of pipeline components. A big data
platform implements this modular design supported by
technologies such as Docker, Kubernetes, and Kafka for
virtualization and orchestration of the individual com-
ponents and their communication. The implementation
of the architecture is evaluated using a real-world use
case.
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1 Introduction
The use of Artificial Intelligence (AI) in Cyber-physical
Production Systems (CPPS) can help to significantly
reduce costs and provides new market opportunities [19].
Many Industry 4.0 (I4.0) applications rely on the use
of AI, such as condition monitoring, predictive mainte-
nance, diagnosis, or optimization [5, 11]. Up until now,
the implementation of real-world use cases is time and
cost intensive due to missing standards and imprecisely
described architectures. Typically, an AI expert ana-
lyzes one specific application and develops a suitable so-
lution that will match customer needs. Often use cases,
particularly those in Small and Medium-sized Enter-
prises (SMEs), are not implemented because of limited
resources and the unpredictable benefit of AI solutions.
Therefore, to enable a resource-efficient use for many
applications, AI solutions require moderate manual im-
plementation and operation effort.
Our goals (G) for the application of the Cogni-
tive Architecture for Artificial Intelligence in Cyber-
physical Production Systems (CAAI) are represented
by several requirements from the SMEs that have to be
fulfilled by an AI solution.
(G-1) Reliability: In a competitive market environ-
ment, the efficiency of CPPS is important, and
reliability is a prerequisite to achieving it. Since
the CAAI supports the CPPS, both are intercon-
nected and share the same requirements. Captur-
ar
X
iv
:2
00
3.
00
92
5v
1 
 [c
s.D
C]
  2
6 F
eb
 20
20
2 Andreas Fischbach et al.
ing the complete data is essential, as it contains
a vast amount of value, especially if it includes
information about the quality of produced prod-
ucts, which can be utilized by applications of AI.
To avoid losses of data or downtime of the CPPS,
the CAAI and its underlying infrastructure have
to be stable and reliable [10,35].
(G-2) Flexibility: A significant drawback of existing
AI solutions is that an AI expert often develops
them for a single machine or a single problem.
Therefore these solutions do not include common
interfaces, which enable an adaption or extension
of the existing system. This inflexibility is not ac-
ceptable, because there is a great demand in the
market for fast adapting CPPS, which can not
be fulfilled by the approach of specific AI solu-
tions. The CAAI has to be flexible and extend-
able to enable a quick reaction on this market
demand [8].
(G-3) Generalizability: The CAAI should apply to
many types of CPPS and support many differ-
ent use cases. As it is not possible to choose algo-
rithms for all system type combinations and ap-
plications in advance, their selection should be
performed automatically in an intelligent man-
ner. Thus the CAAI has to process the user de-
fined aims, derive a valuable process pipeline for
the specific system, and learn over time to im-
prove the system’s performance, i.e., the CAAI
implements cognitive capabilities [32].
(G-4) Adaptability: The realization of adaptability
through the CAAI increases the efficiency of the
CPPS by directly adjusting process parameters,
so that users do not have to change them man-
ually. Furthermore, adaptability allows to auto-
mate the adjustment, which is less error prone,
and ultimately realize an autonomous system.
However, the CAAI has to ensure the safe op-
eration of the CPPS during the whole process.
For example, the operation boundaries of the
CPPS have to be respected during optimization,
whereas in anomaly detection, there might be
machine parts that need to proceed operation,
even in a case of emergency. Thus, the bound-
ary conditions must be included in the CAAI
and CPPS adjustments are only allowed within
these boundaries [24,32].
First, we review existing approaches. They are as-
sociated with the goals (G1-G4), but up until now,
no work tackles those goals properly. Architectures,
which were introduced in the domain of automation,
such as the Reference Architecture Model Industrie
4.0 (RAMI4.0) [1], the Industrial Internet Reference
Architecture (IIRA) [25], or the 5C architecture [23],
are too abstract since they do not define implemen-
tation details, such as interfaces. To achieve a more
specific architecture, it is necessary to extend and re-
fine certain parts of them. Cognitive architectures, such
as Adaptive Control of Thought-Rational (ACT-R) [2]
and Soar [22], implement certain concepts to reach
adaption and cognitive capabilities.
They can not be directly used to address indus-
trial use cases, because they focus on cognition and
lack of generality [7]. Automated Machine Learning
(AutoML) [12] and hyperheuristics can choose and
configure a suitable algorithm automatically. That in-
cludes steps such as data pre-processing, algorithm se-
lection, and hyperparameter optimization [13, 31, 37].
Since there is an intersection between our architecture
and these methods, they are considered for our imple-
mentation. Some Big Data Platforms (BDPs) can be
found in the literature, such as the Open Big Data Plat-
form for Industry 4.0 [39], the Big Data Analytics Ar-
chitecture for Industry 4.0 [34], and the Big Data for
Industry 4.0 [14]. To the best of our knowledge, none
of these BDPs fulfills all our requirements towards a
cognitive architecture.
According to Neisser [30], cognition refers to “all
processes by which the sensory input is transformed,
reduced, elaborated, stored, recovered, and used”. Re-
garding the context of I4.0, in the scope of CAAI we
define cognition as follows.
Definition 1 (Cognition) Cognition refers to all pro-
cesses by which the input data is transformed, reduced,
elaborated, stored, recovered, and used to solve I4.0 use
cases, i.e., condition monitoring, anomaly detection, op-
timization, and predictive maintenance.
The central part of CAAI is a cognitive module, which
processes knowledge, interprets aims, creates appropri-
ate pipelines, and improves the system by continuous
evaluation. Existing technologies from AutoML and hy-
perheuristics can be integrated into the cognitive mod-
ule to create pipelines. Additionally, the cognition mod-
ule stores a priori knowledge that is valid for all use
cases, e.g., information about suitable algorithms to
solve specific tasks such as multi-criteria optimization
or time series anomaly detection. By learning from ex-
perience, the knowledge grows and the performance of
the system improves over time. Due to its modularity,
the architecture is extensible, and allows the integra-
tion of new algorithms into the CAAI. Furthermore,
the architecture enables an adaption of the CPPS if a
promising configuration was determined. Even though
it is difficult for CAAI to reach results that are equiv-
alent to a customized solution from an AI expert, it
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will achieve improvements in a cost-efficient manner for
many use cases, without the need of support from an
AI expert.
Depending on the individual problem characteris-
tic, which changes from use case to use case, some al-
gorithms might be superior to others in terms of either
performance or computation time. Additionally, each
algorithm needs several pre-processing steps, e.g., fea-
ture creation, feature selection, or model building. The
type of models, their parameter values and the algo-
rithm topologies can be learned, at least to some extent,
by the system itself.
The contribution of this paper is a novel cognitive
architecture for CPPS, which has several advantages
in comparison to the state-of-the-art architectures. To
tackle goals (G-1) to (G-4), the following methods (M)
are considered in this paper:
(M-1) Big Data Platform: Continuous and reliable
operation (G-1) is ensured by a BDP. The BDP
comprises different techniques to reach the goal,
such as orchestration, virtualization, and con-
tainerization. The orchestration instantiates and
connects the selected modules and thus cre-
ates the pipelines needed for the processing.
Furthermore, the orchestration enables to move
applications and their respective containers to
the remaining infrastructure if certain parts of
the system fail. Containerization, which provides
virtualization on operating-system-level, allows
the existence of multiple isolated user-space in-
stances. It improves reliability because each in-
stance can only access its container’s contents
and devices assigned to this container [29]. Or-
chestration of virtualized containers also aids
scalability as it is possible to create several in-
stances of a container to work in parallel.
(M-2) Modularization: A modularization of the AI
components enables the flexibility (G-2) of the
CAAI to adapt it to specific requirements. More-
over, modular components require well-specified
interfaces with detailed definitions. Furthermore,
the modular design reduces development and
maintenance costs by the integration of existing
components. Thus, only new components have
to be developed.
(M-3) Cognition: Automated process pipeline gener-
ation methods enable the realization of differ-
ent use cases without the involvement of an
AI expert and the spreading to different types
of CPPS. The automated pipeline creation is
an important feature to ensure generalizability
(G-3) for specific use cases, dynamic systems,
and changing environments. It is realized by the
cognitive module, which generates the pipeline
and selects the best fitting algorithms according
to the given data and defined goal. The pipeline
evaluation is automated to improve results and
detect performance drifts. The cognitive mod-
ule subsequently evaluates the various pipelines
to collect information about the performance of
different algorithms for a given use case. This
evaluation enables learning over time and the
detection of performance drifts that may result
in a re-calibration of the processing pipeline.
(M-4) Automatic Decision: Knowledge is needed
to interpret the algorithms results and derive
suggestions to realize automatic or CAAI sup-
ported adaptions. Therefore, new parameter sets
or other system changes, identified by the algo-
rithms, have to be applied to the CPPS (G-4).
Furthermore, boundary conditions can be de-
fined and applied for decision making, e.g., a
minimum of expected improvement or specifi-
cations that ensure a safe adaption. Moreover,
the decision must be applied to the CPPS con-
troller, which adapts the physical machine. For
realization, several existing approaches, such as
skill-based engineering, can be used [8, 26,41].
The remainder of this paper is organized as follows:
Section 2 introduces the proposed cognitive architec-
ture. A real-world use case evaluates the CAAI archi-
tecture as described in Section 3 along with available
techniques to implement the methods, design choices,
and the results of our implementation. Finally, the con-
clusion and outlook Section 4 presents our major find-
ings and resulting future research tasks.
2 The CAAI Architecture
In this section, we introduce the CAAI, which aims to
have a reference character, on a rather abstract level.
Detaching the description from the concrete implemen-
tation allows choosing implementation technologies ac-
cording to individual preferences or technological ad-
vances. Nevertheless, Section 3 introduces an exemplary
implementation of the CAAI. The architecture address-
es the methods (M-1) to (M-4) to reach the goals (G-1)
to (G-4).
2.1 Overview
Our cognitive architecture builds upon the idea of mod-
eling the information, data applications, and streams
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required for specific tasks in the I4.0 scenario while pro-
viding reliability, flexibility, generalizability, and adapt-
ability. The concept, depicted in Figure 1, is based on a
three-tier architecture to simplify interoperability and
to ensure horizontal scalability.
The CAAI approach addresses sub-symbolic AI. In
contrast to symbolic AI, sub-symbolic AI does not use
human-readable problem representations. Sub-symbolic
AI, such as neural networks and deep learning, perform
calculations based on principles that have demonstrated
to be able to solve problems.
The CAAI-BDP wraps the architecture and ar-
ranges software modules in two processing layers, the
Data Processing Layer (DPL), and the Conceptual
Layer (CL) and connects them via three bus systems
(data, analytics, and knowledge bus). Data from a
CPPS enters the system at the very bottom (see Fig-
ure 1). The protocol translation module transforms in-
coming data and sends it to the data bus. The pre-
processing module receives the raw data, performs the
necessary steps to clean the data, and publishes the
results back to the data bus. Other modules in the
data processing layer utilize data from the data bus
and transfer their analytical results onto the analyt-
ics bus. Modules in the CL process information about
the user defined aims and the business logic for a given
use case. They evaluate the results from the analytics
bus, determine the parameters to adjust the CPPS via
the adaption module, and measure the overall system
performance. The CL modules also interact with the
knowledge bus to generate reports for the user and to
process new instructions.
The central element of the architecture is the cog-
nitive module, which selects and orchestrates different
analyses and algorithms, depending on the use case.
Therefore the composition of active modules and their
communication over the bus system will change during
run time. Providing a pre-defined set of modules and
the capability to add new modules reduces the overall
implementation complexity by building a cohesive yet
modular solution. The following sections describe the
bus infrastructure, the layers, and the cognitive mod-
ule in more detail.
2.2 Bus Infrastructure
Different modules of the system communicate asyn-
chronously via three buses, the data bus, analytics bus,
and knowledge bus. The processing degree of the data
grows incrementally from bottom to top, and addition-
ally in some cases horizontally as well. Each bus covers
several topics, which can be subscribed by modules at-
tached to the bus. All modules publish their data to the
relevant attached bus on a pre-defined topic, so one or
more other modules can use the data and intermediate
results for their processing. Thus, the architecture im-
plements a message-driven processing approach, lead-
ing to a flexible and agile system with clear interfaces
and hierarchies. The main features of applications that
use message queuing techniques are [16]:
(i) no direct connections between modules,
(ii) communication between modules can be indepen-
dent of time,
(iii) work can be carried out by small, self-contained
modules,
(iv) communication can be driven by events,
(v) data integrity through validation schemata, and
(vi) recovery support.
The following paragraphs give a detailed descrip-
tion of the three bus systems, while Table 1 presents an
overview and summarizes the differences of the respec-
tive data type.
Data Bus
The data bus transports raw data from a CPPS, as
well as data from demonstrators, external simulators, or
simulation modules. Cleaned and further pre-processed
data is also published back to the data bus by the pre-
processing modules. Therefore the data volume and ve-
locity is high, even though the entropy is still quite low,
and interpretability is complicated. Overall the data
bus transports streams of real-time data.
Analytics Bus
Data transported on the analytics bus have a higher
information density than data from the data bus. The
number of processing pipelines and the type of used
algorithms determines the computational effort. These
get instantiated by the cognition module and are ex-
pected to use a significant amount of the available pro-
cessing power. Consequently, the analytics bus hosts
knowledge, models, and results from the model appli-
cation, the monitoring module, and the business logic
to derive commands to adjust the system.
Knowledge Bus
The knowledge bus enables the communication between
the end-user and the system and combines the knowl-
edge, business logic, and user-defined goals and actions.
The cognitive module receives declarative goals defined
by the user [7]. Information from the analytics bus con-
denses into reports for the user. Furthermore, feedback
Cognitive Architecture to Introduce AI in Cyber-Physical Production Systems 5
HMI
Knowledge Bus
Analytics Bus
            Data Bus
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CAAI-Big Data Platform
Pipeline   
Optimization Evaluation …
Cognition
Data 
Processing 
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Conceptual
 Layer
CPPS
…
Protocol Translation
Fig. 1 CAAI architecture overview. The CAAI-BDP, depicted in dark grey, manages the bus systems and layers. Bus systems
are colored in blue and establish communication between the modules. The arrows demonstrate the designated information
flow. The layers are shaded in light grey and contain the different modules. The cognition module, which establishes automatic
configuration, is colored in turquoise. Oval shapes depict external systems, e.g., a CPPS or a Human Machine Interface.
Table 1 Comparison of the data on the three bus systems used in the CAAI.
Data bus Analytics bus Knowledge bus
Type of data Raw, Pre-processed Processed Enriched
Volume and Velocity High Moderate Low
Computational effort Low High Moderate
Entropy Low Moderate High
Interpretability Complicated Moderate Easy
from the user can be requested. So the knowledge bus
uses enriched data, which aids the interpretability and
provides the most value for the user.
2.3 Layer
Several modules process the data within two layers.
Each layer can be extended individually. Each of the
modules processes the data in a specific manner, e.g.,
with a specific algorithm. Several modules are combined
to enable complex data processing.
2.3.1 Data Processing Layer
The DPL handles sub-symbolic data and therefore con-
tains all modules that are processing sub-symbolic data.
Instances of modules are combined to processing pipe-
lines in order to solve a desired task based on the raw
data (see Figure 2). Except of the monitoring module,
all initially provided modules belong to one of the fol-
lowing three types:
(i) Pre-processing modules receive data from the data
bus and provide results to the data bus. They pre-
pare data for the usage, e.g., by imputing missing
values or synchronizing time stamps.
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Preprocessing 1 Modeling M1Setup A1 Model Application MA1Pipeline 1
Model Application MA2Modeling M1Setup A2
Model Application MA3Modeling M2 Setup B1
Model Application MA4Modeling M2Setup B2
Pipeline 2
Pipeline 3
Pipeline 4
Preprocessing 1
Preprocessing 1
Preprocessing 1
Analytics Bus
            Data Bus
Pre-         
processing
Model
 Application MonitoringModeling
Data 
Processing 
Layer
Fig. 2 Top: DPL with modules highlighted that can be se-
lected and varied by the cognitive module. Bottom: An exam-
ple of four different process pipeline candidates. Two different
modelling Algorithms (M1, M2) with different parameter se-
tups (Setup A1, A2, B1, B2) and four different Modeling Ap-
plication modules (MA1 to MA4) are used. Here, all pipelines
use shared results of one preprocessing module.
(ii) Modeling modules receive pre-processed data from
the data bus and send their results to the analytics
bus.
(iii) Model application modules get data from the data
bus and the analytics bus and send their results
to the analytics bus.
The modeling modules contain different machine learn-
ing algorithms in a modular manner. There is a need
that the architecture incorporates multiple algorithms
to chose appropriate modules, based on the task, the
type of data, and the resulting model. It is also possible
that modeling modules integrate some expert knowl-
edge into the model and provides tools for data cu-
ration. Model application modules can access the final
model on the analytics bus. Additionally, the model ap-
plication will access the data bus to compare the model
with the process data to detect deviations, which are
provided to the analytics bus. The cognitive module
ensures that each model application module is compat-
ible with a specific task and a particular model. Each
of these components has a particular purposes, such as
condition monitoring, predictive maintenance, diagno-
sis, optimization, or similar tasks.
2.3.2 Conceptual Layer
The CL is located between the analytics bus and the
knowledge bus and contains the following four modules.
(i) The reporting module visualizes the process data
for the Human-Machine Interaction (HMI). It pro-
cesses the data resulting from, e.g., monitoring or
model application results.
(ii) The knowledge module contains
(a) relevant information about the CPPS, such as
signal names, types of devices, or its topology,
(b) general knowledge, such as an algorithms topol-
ogy, which describes the ability and properties
of algorithms, and
(c) constraints that can be defined by the user,
e.g., time constraints.
(iii) The business logic module decides whether an
action is required or not. Therefore, it monitors
the results from the model application modules,
checks the constraints from the knowledge mod-
ule, and derives actions, e.g., an adaption of the
CPPS when a certain threshold is reached.
(iv) The cognition module is responsible for the pipe-
line creation and optimization. If a specific task is
provided by the user, the cognitive module aggre-
gate and configure suitable modules of the DPL to
fulfill the task. Hence it uses the algorithm topol-
ogy of the knowledge module as well as past ex-
periences. Monitoring the results of a specific ag-
gregation enables the learning of functional aggre-
gations and thus improves the performance over
time. Therefore, the cognitive module is an ele-
mentary module of the CAAI and the reason why
it is called a cognitive architecture.
2.4 Cognition
The cognition module is a crucial part of the CAAI
architecture, as it enables the system to learn over time
and transfer knowledge to several use cases (G-3). It is
responsible for major tasks in the CAAI architecture,
such as the algorithm selection, parameter tuning, and
system management. To properly address these tasks,
the following preconditions have to be fulfilled:
(i) Feature engineering is the task of selecting and
extracting relevant features from sensor data af-
ter or during the pre-processing. Involving domain
knowledge and years of experience from the engi-
neers is considered as a prerequisite and can sig-
nificantly speed up process time and boost the
quality of resulting models.
(ii) A declarative goal for the system has to be given,
e.g., ”minimize energy consumption”. Further-
more, the goal needs to be reflected in the CPPS
and the sensor data. A set of appropriate algo-
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Exploration:
System analysis,
Parameter screening
      Configuration:       
       Select and tune 
       Methods
      Recalibration:       
      Re-tune or re-
       select method
         Observation:       
         Detect 
          performance 
          drifts
Phase 1: Initialization Phase 2: Operation
Fig. 3 Two working phases of the cognition module: Phase
1 initializes the search for the best fitting pipeline utilizing
a space-filling design like Latin Hypercube Sampling. During
phase 2 the process is observed with respect to performance
drifts. A re-calibration of the methods can be performed on
demand.
rithms to address the specified goal has to be avail-
able.
(iii) Finally, relevant knowledge and business logic to
solve the given task must be available.
As illustrated in Figure 3, the cognition module works
in two phases, initialization and operation.
Phase-1: Initialization
The cognitive module chooses one or more processing
pipelines. Pipelines typically consist of pre-processing,
modeling, and one or more model applications (such as
classification, regression, or optimization). While some
modules may require special predecessors, e.g., a certain
pre-processing, other module instances can be equal
across different pipelines, and consequently, their re-
sults must be computed only once. The CAAI-BDP or-
chestrates the sequence of modules and manages their
processing, which might be in parallel. The initializa-
tion phase utilizes automated selection tools such as
AutoML or hyperheuristics. We implement Surrogate
Model-Based Optimization (SMBO) to model the per-
formance of algorithms and suggest new promising algo-
rithm configurations by utilizing model-predictions [4,
36]. Once pipelines are selected, the initialization step
includes the tuning of associated parameters of all in-
cluded methods, to omit false configurations and wrong
parameter settings. At the end of phase 1, the cognition
evaluates the candidate pipelines and chooses the best
according to their performance.
Phase-2: Operation
The cognition is responsible for the observation of the
processing pipeline in an online manner to detect drifts
or performance decreases during the operation phase.
These can occur if circumstances change over time, e.g.,
the quality of a material used in the production process.
When such situations appear, the cognition performs a
re-calibration of the processing pipeline, which includes
a new selection or reconfiguration of the modules. This
feature allows the system to adapt to new situations
in the production process automatically. Moreover, the
performance monitoring of the data structure itself and
the performance of the chosen algorithms on the data
enables the system to learn over time which methods
are suitable to solve desired tasks.
3 Implementation
In this section, we introduce the considered use case,
followed by implementation details about the CAAI-
BDP. Furthermore, we present the process description
of how CAAI behaves and introduce the results of our
implementation.
3.1 Use case
We evaluate the CAAI through its implementation for
the Versatile Production System (VPS), which is lo-
cated in the SmartFactoryOWL. The VPS is a modu-
lar production system, which processes corn to produce
popcorn which is used as packaging material. Typically,
there are four VPS units, namely delivery, storage, dos-
ing, and production. Due to its modularity, the first
three units can be exchanged or removed easily. De-
pending on the current orders, different configurations
are used. The need for different configurations rises,
e.g., if a small and exact amount of popcorn should
be produced, which is performed by the dosing unit.
However, if larger amounts are requested, it is more ef-
ficient to renounce the dosing unit because it is slow,
and it generates operation costs. Efficiently operating
the VPS is a challenge because many parameters influ-
ence the result, e.g., the moisture of the corn, the rate
of corn that does not pop, or the amount of corn within
the reactor. Since not all parameters can be measured
inline, data-driven optimization is a promising method
to increase efficiency. Therefore, the CAAI architecture
perfectly matches the requirements of the VPS use case.
As a basis, a reliable, easy to set up, and scalable en-
vironment for the AI is needed, which refers to method
(M-1). Since the configuration is regularly changing, the
AI components have to be modular (M-2), re-useable,
and extendable.
Due to reconfigurations of the VPS, the use case and
the VPS units might change over time, hence there is
the need for cognition (M-3). However, improvements
should be directly applied to the VPS to reach the
best performance, where automatic decisions (M-4) are
needed.
In this use case, all VPS units are used, and small
boxes of popcorn are produced. In each batch, one box
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of popcorn has to be filled. The overage of popcorn pro-
duced in one batch, or not fully filled boxes cannot be
used, so it is waste. Optimizing the amount of corn in
the reactor, as provided by the dosing unit, is the goal.
The optimum is a trade-off between three minimization
functions: the energy consumption (f1), the processing
time (f2), and the amount of corn needed for a small
box (f3). These functions are conflicting to some de-
gree. The result of the optimization is a parameter value
for the dosing unit. The parameter x controls the run-
time of the conveyer and, therefore, indirectly influences
the amount of corn processed. As the given optimiza-
tion problem can be regarded as relatively simple, we
will apply a single objective optimization algorithm and
compute a weighted sum of the objectives. This results
in the following optimization problem:
min
3∑
i=1
wifi(x); w.r.t wi > 0 and
3∑
i=1
wi = 1 (1)
The scalar weights of the corresponding objectives, wi,
are chosen based on user’s preferences. As a default,
equal weights are used. The minimum of (1) is a Pareto-
optimal solution [27]. The problem will be optimized
by SMBO [17]. SMBO utilizes a data-driven surrogate
model to create an approximation of the real VPS pro-
duction process. The model construction requires sam-
pled data for a set of n values of x, which should ideally
depict a representative set of all possible settings, i.e.,
in a space-filling manner. In this case, the set is gener-
ated by evaluating an equidistantly spaced design in the
complete parameter range of x. The cognition will eval-
uate different surrogate models: random forest [6] and
Kriging [20]. Kriging is especially suitable for model-
ing continuous data with few variables and comes with
an uncertainty measurement. At the same time, ran-
dom forest is also able to model discrete parameters
and computes very fast. Recent examples of applica-
tions of Kriging and random forest in CPPS scenarios
can be found in [18,40].
With these two modeling algorithms, a broad range
of systems can be covered. Furthermore, these surrogate
models may differ in their hyperparameters, which re-
sults in a large number of possible configurations. The
cognition decides which model and parameterization
fit best to approximate the process data and perform
optimization based on performance evaluation of the
whole optimization cycle. The surrogate will then be
optimized to identify the next candidate solution to be
evaluated on the VPS by applying a local search algo-
rithm. Figure 4 shows the optimization cycle of SMBO.
If a new parameter has been identified the business
logic defines when an adaption should be performed
VPS 
Evaluation
Experimental Design 
Generation
Data Archive
Fit / Update 
Surrogate Model
Surrogate Model 
Optimization
Optimized 
Parameter Values 
Initialization
Fig. 4 The SMBO optimization cycle starts in the upper
left with the initialization and design generation. Then the
loop is processed with the evaluation of the design, the model
computation and optimization to retrieve the next candidate
solution to be evaluated in the VPS.
and verifies boundaries, such as limitations for param-
eters to protect the VPS. Finally, the adaption mod-
ule adapts the VPS, i.e., changes parameters to achieve
better performance.
3.2 CAAI - Big Data Platform
The CAAI-BDP is a distributed system and can be
hosted on a single machine, an on-premise cluster, or
by a cloud provider. Our stated architectural goals
(G1-G4) are supported by the CAAI-BDP through the
implementation technologies, which are presented be-
low. Transferring incoming/outgoing data, orchestrat-
ing the data processing tasks, assuring the persistence
of results, and managing the communication between
modules are the resulting tasks of the CAAI-BDP. The
following concepts and technologies (T) are used to ac-
complish the tasks.
(T1) Container Virtualization: All components of
the system exist as virtualized containers on the
CAAI-BDP. Isolating the module requirements
from the general environment ensures that all re-
quirements for a specific module are met and do
not interfere with other modules on the same plat-
form, similar to virtual machines. In contrast to
virtual machines, a container uses the host op-
erating system, and containers share binaries and
libraries if possible, which results in less overhead.
Containers are consistent and immutable, which
ensures compatibility across systems. A central
container registry stores the container images and
keeps track of changes via versioning. Docker is
used as a container engine for the implementa-
tion of this use-case [29]. Images consist of all the
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necessary code instructions to install the require-
ments and create a specific environment in or-
der to execute the desired algorithm or software.
Generally speaking, a validated, running image
guarantees to work the same on every computer,
server, or cloud-environment.
(T2) Orchestration: The CAAI-BDP manages the
necessary infrastructure and orchestrates virtual-
ized components to compose a system consisting
of microservices that perform a specific task. Or-
chestration frameworks handle deployments, con-
figuration, updating, and removing of the virtu-
alized software components. A text file declara-
tively composes a system and lists the different
services. Orchestration is done by Kubernetes,
which can utilize the Docker container engine [15].
The cognition module uses the orchestration to
instantiate pipelines with selected algorithms and
evaluate the results.
(T3) Microservices: All modules are developed as mi-
croservices to compose the software system for a
specific use case from smaller self-sufficient parts.
Each module includes standardized communica-
tion functionality to publish and subscribe to rel-
evant topics on the bus system [38]. The resulting
system is modular, language-agnostic, and utilizes
well-defined interfaces. According to microservice
best-practices, each microservice can store inter-
nal data in its local storage.
(T4) Messaging: The different bus systems managed
by the CAAI-BDP transfer data via messaging.
Messaging allows asynchronous communication
between modules and enables parallelization as
well as processing data several times for differ-
ent purposes via topics and consumer groups.
Adding more instances to the same consumer
group would result in a distributed processing of
incoming messages, which is useful if a task is very
time-consuming or response time is restricted. We
chose Kafka [28] as a reliable message system for
our platform.
(T5) Schema Management: A schema stores the
metadata of the data, with all the available fields
and datatypes [9]. When a module publishes to
the bus system, the serializer applies the schema
and encodes the message or filters out non-con-
forming messages. A consumer that subscribes to
a topic on the bus has access to the same schema
and can verify the integrity before encoding the
incoming message. Therefore clear communica-
tion via the bus system is ensured, and addi-
tional modules can be integrated easily. A cen-
Fig. 5 Cognitive Big Data Platform. Five technologies com-
pose the CAAI-BDP. Images of the different modules are
stored in the container registry (T1). The orchestration (T2)
uses these images to instantiate the message broker (T4) as
well as the schema registry (T5), to enable standardized com-
munication between modules. Following that, the cognition
instructs the orchestration, which modules compose a data
processing pipeline (T3).
tral schema registry distributes and versions the
schemas which allow regulated data evolution.
The combination of technologies (T1-T5) supports the
overall goals and the methods to reach those, namely
providing a reliable infrastructure (M-1) for modular
development (M-2), e.g., re-using existing modules or
extending the system with additional algorithms. This
enables the cognition to run and evaluate additional ex-
periments through the automatic creation of processing
pipelines (M-3) and an automatic adaption of the CPPS
(M-4) if a feasible and beneficial solution was found.
The interaction of the five technologies is illustrated in
Figure 5.
3.3 Process Description
Our architecture uses to select different algorithms and
evaluate their results. The workflow of the architecture
is depicted in Figure 6. Its modularity (M-2) enables
a comfortable implementation of a SMBO algorithm
as the functionality of single modules can be re-used.
The cognition receives necessary information from the
knowledge module and starts the workflow consisting
of the following nine steps:
1. The cognition initializes candidate pipelines for par-
allel processing by varying model types and param-
eters. The knowledge module provides the required
information about feasible algorithms and boundary
constraints. Suitable models for this use case in our
algorithm collection are either Kriging or random
forest.
2. The protocol translation module transfers the data
from the Open Platform Communications Unified
10 Andreas Fischbach et al.
Cognition evaluates
system performance
9 New data 
transferred to 
CAAI-BDP
2
Pre-process data
3
Model application
+ optimization
5
Business logic
verifies solution
7
Adaption sends
changes to CPPS
8
Configure
pipelines
1
Fit model
4
Pipeline selection
6
Fig. 6 The workflow represent nine steps that are contin-
uously performed to adapt the pipelines and increase their
performance over time.
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Fig. 7 Parallel processing of messages through different al-
gorithms. The cognition module instantiated two pipelines
with candidate algorithms and assigned them into different
consumer groups. As two consumer groups are subscribed to
this topic, both groups receive all new messages and various
algorithms can be trained independently. More instances can
be added to the same consumer group, which results in a
distributed processing of incoming messages.
Architecture (OPC UA) server on the CPPS to the
data bus on the CAAI-BDP.
3. The preprocessing module cleans the raw data. As
the data quality is good, the pre-processing in this
use case is reduced to data normalization. Figure 7
shows the preprocessing module publishing mes-
sages to the data bus for further (parallel) process-
ing.
4. The Kriging and random forest model learning com-
ponents fit or update their parameters and send the
results to the analytics bus.
5. The module model application + optimization im-
plements the sequential step of the SMBO algo-
rithm: it searches the previously fitted model until
an optimal solution is found or the maximum num-
ber of iterations is reached. The module transfers
the result to the analytics bus.
6. The cognition decides using the model accuracy and
predicted optimum, which pipeline will be chosen.
7. The business logic module verifies if the solution
violates any of the constraints, e.g., too much corn
in the reactor, and communicates the appropriate
adaption back to the analytics bus.
8. The adaption module translates the adjustments for
the specific CPPS and sends the instructions from
the CAAI-BDP to the CPPS.
9. The cognition module analyses the system perfor-
mance, as achieved with the resulting pipeline con-
figuration from step 6. In the following steps, the
impact of changes is verified through information
provided by the monitoring module.
The resulting implementation of the CAAI for the given
use case, including all applied modules and the de-
scribed workflow, is illustrated in Figure 8.
3.4 Results
Data from the real-world VPS was acquired to evaluate
the modeling and optimization. This data consists of
36 production cycles with 12 different settings for the
runtime of the conveyor. Based on this data, we trained
a model that reflects the real behavior of the VPS and
utilize it for further experiments. The three different
objectives, i.e., the energy consumption, the processing
time, and the amount of corn needed (see Section 3.1
for more details), were aggregated by taking the sum
of the single objectives multiplied with equal weights of
1/3.
A MacBook Pro with a quad-core Intel Core i7 CPU
at 3.1 GHz and 16 GB DDR3 RAM computed the re-
sults described in this Section. R version 3.4.3 was the
software platform [33] to evaluate the algorithms. Krig-
ing and random forest employ the software packages
SPOT (2.0.5) [3] and caret (6.0-84) [21]. In the initial
phase, the algorithms used five equidistant data points
to build their initial models. Consequently, the results
in the figures presented in this section start at produc-
tion cycle number five. The aggregated results use the
median values of ten repetitions, with 20 production
cycles in each repetition. Figure 9 plots the CPU con-
sumption in seconds against the VPS production cycles.
For both methods, Kriging and random forest, an
increasing trend can be observed. However, the com-
putation time of Kriging shows a larger slope, com-
pared to random forest. Both algorithms behave as ex-
pected, stemming from the internal data representation
and processing. The same holds for memory consump-
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Fig. 8 The resulting CAAI architecture for the VPS use case. The numbers indicate the sequence of the workflow, where
some steps can be computed in parallel, i.e., the two different surrogate models.
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Fig. 9 This plot shows the consumed CPU time in seconds
over the production cycle, which is equal to the number of
data points used. The results are aggregated over 10 repeti-
tions using median values.
tion, as depicted in Figure 10. At the early stage, the
random forest algorithm uses more RAM than Krig-
ing. After about 15 iterations the situation changes as
Kriging started to acquire more memory than random
l
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Fig. 10 This figure depicts the memory (MB) consumption
of the modeling algorithms for different production cycles.
The number of the production cycle is equal to the number
of data points used in this cycle. The results are aggregated
over 10 repetitions using median values.
forest. While the required memory grows further for
both algorithms, Kriging also shows the steeper slope.
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Fig. 11 Prediction error plotted against the number of pro-
duction cycles. The prediction error is the absolute difference
between the model prediction of the best found point and the
true objective function value.
Comparing the prediction accuracy of the models
at their best-predicted points with the real objective
function value, as shown in Figure 11, Kriging shows
a nearly constant accurate performance, while random
forest shows a larger variance and starts to get compa-
rably accurate predictions in the last production cycles.
The reached values of the objective function are de-
picted in Figure 12. It shows that in the beginning,
Kriging outperforms random forest, while later after
about 12 cycles, random forests perform comparably to
Kriging. Results from our study indicate the following,
valuable findings:
(i) It is worth using more than one algorithm: taking
only the best performing (i.e., Kriging) can lead
to future problems due to limited computation re-
sources and time.
(ii) Random forest needs more data to improve com-
pared to Kriging and starts to be a good competi-
tor after about 15 cycles.
(iii) The prediction error is a useful measure to detect
performance drifts and switch to other pipelines
if needed.
(iv) Altogether, it is beneficial to switch algorithms
after a certain number of production cycles, when
regarding all performance metrics together.
(v) A forgetting mechanism is necessary to implement
SMBO efficiently for long term usage in CPPS sce-
narios due to physically limited computation re-
sources. This mechanism could be a fixed or adap-
l
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Fig. 12 Objective function value plotted against the number
of production cycles.
tive size of the model, e.g., the sliding window ap-
proach applied in time series computation, and a
method to choose which data to remove from the
model.
Additionally, the processed material can change its be-
havior over time. Storing the corn over an extended pe-
riod eventually requires more corn to fill the cups with
the desired amount. Therefore it is crucial to adapt the
system during runtime by changing the computation
pipelines, recomputing models, and adjusting model
sizes.
4 Conclusion and Outlook
In this paper, we defined defined goals (G1-G4) to be
reached by a cognitive architecture to improve or main-
tain the efficiency of a CPPS. Each goal is addressed
by a particular method (M1-M4), which can be imple-
mented by several technologies, e.g., (T1)-(T4) or so-
lutions. Figure 13 details the coherence of these goals,
methods, and solutions which results in our cognitive
architecture CAAI, which was presented, and further
evaluated on a real-world problem in this work. Dif-
ferent manifestations of this architecture are possible,
with one implementation being examplified for the VPS
use case evaluation. The key feature is the cognition
module that configures, instantiates and evolves pro-
cess pipelines over time to solve the problem, i.e., to
reach the addressed goal.
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Fig. 13 Overview of goals, methods and solutions. The goals and methods on the left side represent the parts with a larger
reference character of the architecture, while the solutions on the right side rather represent the current state-of-the-art in the
respective disciplines.
Besides the main contribution of this paper, the pro-
posed CAAI, the major results (R) can be summarized
as follows:
(R-1) The central aim, to efficiently optimize the per-
formance of a CPPS, can not be reached by
addressing single goals or implementing single
methods individually (see Section 1). The main
implication is that the individual goals support
each other to a high degree. For example, a flex-
ible and modular system is required by the cog-
nition component to allow generalization of the
system and to be applicable to different use cases.
(R-2) The defined goals and methods represent the
reference character of the proposed architecture
and will maintain their validity over a long time.
However, the solutions and chosen technologies
or concepts for implementation may be subject
to change in the future. For example, Docker is
a valid choice to fulfill the requirements of CPPS
scenarios, to process data in near real-time (see
Section 3). As technologies evolve, this solution
may be replaced by a more modern one in the
future but can be regarded as a state-of-the-art
virtualization method nowadays.
(R-3) The performance of an algorithm for a given use
case and data may change over time, in both
directions (worsening and improving) (see Sec-
tion 3.4). Therefore, an offline benchmark and
selection, which chooses one particular algorithm
as the best performing might be misleading.
Moreover, the processing time of an particular
algorithm can significantly increase due to grow-
ing data volume, e.g., through additional sensors
in the CPPS. Hence, changing the processing
pipeline to another algorithm can be beneficial
to reduce computational resources costs. To re-
alize such an online selection and establish an
efficient system, the cognitive module needs suf-
ficient degrees of freedom and thus a somewhat
broad portfolio of algorithms.
(R-4) Overall, the CAAI is specific enough to support
concrete implementation in form of the CAAI-
BDP. The resulting system was able to optimize
a simple I4.0 use case by configuring, instantiat-
ing, and evaluating several processing pipelines.
From our point of view, these outcomes altogether
cover three important disciplines in the field of AI-
applications and the related methods:
(i) Infrastructure: Must be reliable and flexible to
fulfill response time requirements in industry sce-
narios (M-1 and M-2).
(ii) Learning: Suitable algorithm portfolio and topol-
ogy needed to address several declarative goals
and resource limitations (M-3).
(iii) Data curation: Combines data pre-processing
and domain knowledge to create metadata to
support further algorithmic processing (M-3 and
M-4).
The work on this paper reveals some questions, lead-
ing to logical next steps and follow-up research tasks:
The effort to solve a different use case by implementing
and adjusting the CAAI, which should be minimized,
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has to be analyzed. This would directly take up results
(R-2), regarding the reference character of the CAAI,
and (R-3), regarding the algorithm portfolio. Addition-
ally, e.g., configuration for the orchestration, time re-
quirements, or data pre-processing, may change as well.
The implementation of pipeline creation and eval-
uation is adequate for the presented, in terms of the
optimization problem rather straightforward, use case.
However, further efforts are required to build a truly in-
telligent system that can solve harder use cases through
learning over time and re-calibration in an online man-
ner (R-3). Automatically adapting the CPPS was not
yet considered for the regarded use case, as we focus in
particular on the CAAI-BDP and the cognitive mod-
ule. Therefore, our future work will include a represen-
tation of the necessary knowledge to safely change the
configuration and operation of the CPPS while trying
to increase its efficiency.
To give an idea of a possible long-term perspec-
tive, the degree of cognition addressed by our architec-
ture can be the topic of future research. We restricted
the scope of the cognition to typical I4.0 use cases,
see Definition 1. An extension of the cognitive capa-
bilities to detect restrictions (e.g., introduced by the
provided algorithms or the limited available resources)
independently and to learn how to deal with them au-
tonomously would be the next step towards a self-aware
system.
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