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Abstract 
Based on credibility theory, this paper presents a new raw materials allocation (RMA) model in which the demands 
of products and the prices of surplus products are supposed to fuzzy variables, the involved restrictions mainly 
include the inventory of each raw material and the production capacity of company. Since the fuzzy variables in the 
RMA model are usually continuous variables and the exact analytical expression of objective function cannot be 
obtained, traditional optimization algorithms cannot be used to solve it. Therefore, we firstly apply an approximation 
approach (AA) to turn the original infinite-dimensional optimization problem into an approximating 
finite-dimensional one, then design a hybrid algorithm which combines neural network (NN) and particle swarm 
optimization (PSO) to solve the approximating model. A given numerical example illustrates that the designed 
algorithm works well. 
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1.Introduction 
A major challenge in the initial stage of production planning for many manufacturing companies is the 
raw materials allocation problem. A good raw materials allocation decision can decrease the cost of 
production or increase profit. Since materials allocation is an important component of production 
planning, there are lots of scholar research materials allocation model and its solution method. For 
example, Harris and Townsend [1] provided a method for characterizing efficient allocation process and 
efficient allocation for a large class of environments in which asymmetric information is an important 
factor. Cheng et al. [2] developed a game-theoretic model to handle the allocation of computing resources 
in a multi-divisional firm in the presence of asymmetric information and incentive incompatibility. 
Rajkumar et al. [3] presented an analytical resource allocation model for QoS management in systems 
which must satisfy application needs along multiple dimensions such as timeliness, reliable delivery 
schemes, cryptographic security and data quality. Xiao et al. [4] applied a capacitated multi-commodity 
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flow model for the data flows in the network to study the simultaneous routing and resource allocation 
problem. Yanagisawa [5] proposed a local search algorithm for the material allocation problem in the steel 
industry. 
The purpose of this paper is to take credibility theory [6], [7] as the theoretical foundation of fuzzy 
programming, and present a new RMA model in which the objective is maximizing the expected profit. 
  independent 
fuzzy variables [8], the involved restriction mainly include the inventory of each raw material and the 
production capacity of company. The credibility theory has become an important tool to handle fuzzy 
programming problem [9], [10], [11]. We cannot obtain the exact analytical expression of objective 
function, but we can calculate the value of objective function for a fixed realization of fuzzy event. 
However, the fuzzy variables in the RMA model are usually continuous fuzzy variable parameters with 
infinite supports, it belongs to an infinite-dimensional optimization problem which cannot be solved 
directly. In order to solve the RMA model, we firstly apply the AA [12] to turn the original 
infinite-dimensional optimization problem into an approximating finite-dimensional one, then design a 
hybrid algorithm which combines NN [13] and PSO [14], [15] to solve the approximate model. Finally, 
we present one numerical example to illustrate the effectiveness of the designed algorithm. 
The remainder of this paper is organized as follows. Section II formulates a new class of fuzzy RMA 
model based on credibility theory. In Section III, we introduce the solution algorithm which combines AA, 
NN and PSO. In Section IV, one numerical example is solved by the proposed solution algorithm to test 
its effectiveness. Section V gives the conclusions. 
2.Formulation of rma model 
Raw materials allocation is an important component of production planning, a wise materials 
allocation scheme can increase profit for company. Since many real-life RMA problems include fuzzy 
variable parameters, we should chose an effective tool to deal with these fuzzy uncertainties. Therefore, 
this paper is to propose a new class of fuzzy RMA model based on credibility theory. In order to model 
the fuzzy RMA problem, we summarize the assumptions and adopt the notations as follows, respectively.  
Assumptions 
 There are m  kinds of raw materials, for each kind of raw materials, the inventory and unit price 
are definite constants. The surplus raw material should be stored for the next production period. 
 There are n  kinds of products that can be produced. For each kind of products, if the amount of 
the product produced exceed its demand, we suppose that some among the product can be sold 
according to a pre-given unit price,  is 
uncertain and assumed to fuzzy variable with known possibility distributions. Otherwise, all 
products can be sold according to the pre-given unit price. In addition, the demands of products are 
uncertain and assumed to fuzzy variables with known possibility distributions, respectively. 
 The company has a restriction of production capacity. For each kind of product, the productive 
consumption for producing unit product is definite constant. 
Notations 
m : the number of raw materials; 
n : the number of product; 
ija : the amount of the i -th raw material consumed for producing unit j -th product; 
ib : the quantity of the i -th  
ic : the unit price of the i -th raw material; 
ih : the cost of storing unit i -th raw material; 
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jp : the fixed unit price of j -th product; 
jt : the productive consumption for producing unit j -th product; 
T : the restriction of production capacity; 
jx : the amount of the j -th product produced; 
jy : the amount of the j -th product sold via unit price pj ; 
jz : the amount of the j -th product sold via fuzzy unit price; 
)(1 j : the unit price of the jth surplus product under fuzzy event ; 
)(2 j : the demand of the j -th product under fuzzy event . 
Using the assumptions and notations above, the fuzzy RMA model can be formulated as the following 
model. 
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The objective function contains three parts: the first part represents the expected income; the second 
one represents the cost of production; the last one represents the storage costs, the objective of our model 
is to maximize the expected profit. In addition, the constraint (a) expresses that each raw material 
consumed cannot exceed the quantity of its inventory, the constraint (b) indicates that the total productive 
consumption for producing products cannot exceed the restriction of production capacity, the constraints 
(c) and (d) are used to calculate the values of jy and jz , ,,2,1 nj , respectively. 
3.Solution method based on approximation 
According to the proposed model (1), it is easy to see that the values of jy  and jz  determined by 
the values of decision jx  and the realization of fuzzy demand 2 j  , it is impossible to gain the exact 
analytical expression of objective function. Furthermore, if the RMA model (1) includes fuzzy demand or 
fuzzy unit price defined as continuous fuzzy variable with an infinite support, it is inherently an 
infinite-dimensional optimization problem that cannot be solved directly. Thus, the solution algorithm to 
solve such optimization problem must rely on approximation scheme and intelligent computing, which 
results in a finite-dimensional optimization problem that can be tackled easily. 
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Firstly, we should apply AA to turn the continuous fuzzy vector 11 12 1, , , ,n 21 22 2, , , )n  
into a sequence of discrete fuzzy vector ,11 ,12 ,1, , , ,p p p n ,21 ,22 ,2, , , )p p p n which named 
the discretization of original fuzzy vector. About the AA in details, the interested readers can refer to Liu 
[12]. Here we only compare a triangular fuzzy variable 0,1,2 and its discretization p  when 
5, 10p p  via Fig 1, in which the line represents the possibility distribution of , and the points 
represent the possibility distribution of p . 
 
Since the vector ,11 ,12 ,1, , , ,p p p n ,21 ,22 ,2, , , )p p p n  obtained via AA can converge to 
11 12 1, , , ,n 21 22 2, , , )n , we can replace the original continuous fuzzy vector 
11 12 1, , , ,n 21 22 2, , , )n  by its discretization. As a result, the original infinite-dimensional 
optimization problem is turned into a finite-dimensional optimization one. However, for any given 
feasible decision 1, ,nx x , we have to compute the value of objective according to the realization 
,11 ,1, , ,p p n  ,21 ,22 ,2, , , )p p p n  many times to gain the expected 
profit, it is a time-consuming process. In order to speed up the solution process, we desire to replace the 
objective function by a trained NN. In this paper, we employ the fast BP algorithm to train a feed-forward 
NN. After the NN is well-trained, we can embed it into PSO to produce a hybrid algorithm. The PSO 
algorithm was invented by Kennedy and Eberhart [14]. Compared to other evolutionary algorithms, PSO 
has a faster convergence rate and much less parameters to adjust, which makes it particularly easy to 
implement. Recently the PSO algorithm has attracted much attention and been successfully applied in the 
fields of evolutionary computing, unconstrained continuous optimization problems and many others field, 
the interested reader can refer to [15].  
PSO is based on a n -dimensional of pop-size particles, each of which indicates a possible solution of 
the problem space. Each particle has its own best position (pbest) represents the personal best objective 
value so far at time t. The global best particle (gbest) represents the best particle found so far at time t in 
the colony. 
As a consequence, the new velocity of the i -th particle is updated by the following formula 
1 1 2 21 (2)i i i i g iV t V t c r P t X t c r P t X t  
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while the new position of the i -ith particle is renewed by 
1 1 (3)i i iX t X t V t  
where 1,2, , ;i popsize  is called the inertia coefficient; 1c and 2c are learning rates and usually 
1 2 2c c , 1r  and 2r  are two independent random numbers generated randomly in the unit interval 
[0,1]. 
Now we only provide the summary about the process of this solution method. 
The Hybrid Algorithm 
Step 1. Generate a set of input-output data for the objective function of RMA model (1) via AA. 
Step 2. Train an NN to approximate the objective function by the generated input-output data. 
Step 3. Initialize pop size particles with random positions and velocities, and evaluate the objective 
values for all particles by the trained NN. 
Step 4. Set pbest of each particle and its objective value equal to its current position and objective 
value, and set gbest and its objective value equal to the position and objective value of the best initial 
particle. 
Step 5. Update the velocity and position of each particle according to formulas (2) and (3), 
respectively, and then calculate the objective values for all particles by the trained NN. 
Step 6. For each particle, compare the current objective value with that of its pbest. If the current 
objective value is bigger than that of pbest, then update pbest and its objective value with the current 
position and objective value. 
Step 7. Find the best particle of the current swarm with the biggest objective value. If the objective 
value is bigger than that of gbest, then renew gbest and its objective value with the position and objective 
value of the current best particle. 
Step 8. Repeat Step 5 to Step 7 till a stopping criterion is satisfied and then return the gbest and its 
objective value as the optimal solution and the optimal value. 
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4.Numerical example 
To show the feasibility and effectiveness of the AA-based hybrid algorithm, we consider an 
optimization problem with 4 kinds of raw materials and 4 kinds of products that can be produced, the unit 
prices of the surplus products are supposed to be triangular fuzzy variables and the product demands are 
assumed to be trapezoidal fuzzy variables. In addition, all fuzzy variable are supposed to be mutually 
independent. The parameter T is set to 1200, and the other related parameters are collected in Table I III. 
 
First, using AA with 2000 sample points, we generate 3000 input-output data for the objective 
function of PMA model (1). Then we use the 3000 input-output data to train an NN (4 input neurons 
representing the value of allocation decision, 10 hidden neurons and 1 output neurons representing the 
value of objective function) to approximate objective function. Finally, the well-trained NN is embedded 
into a PSO to search for the optimal solution of RMA model. 
A run of the hybrid PSO algorithm with 30 particles and 1000 generations produces the following 
optimal solution: 1x =290.84, 2x =126.26, 3x =255.25, 4x =378.28, and its optimal value is 525.1741. 
If we use Cost j  to represent the cost of j th product, according to the given parameters of our 
proposed model, we can obtained that Cost[1] = 0:76, Cost[2] = 0:91, Cost[3] = 1:2, Cost[4] = 1:275. 
Combining with the fixed unit price of each product and the fuzzy unit price of each surplus product, it is 
easy to see that the result obtained by the proposed algorithm is reasonable, which shows that the 
designed hybrid algorithm is effective. 
5.Conclusions 
Based on credibility theory, we presented a new kind of fuzzy RMA model to handle the RMA 
problem faced  
prices are supposed to fuzzy variables with known possibility distributions, the related restrictions contain 
the inventory of each raw material and the production capacity of company. Since the fuzzy variables are 
usually continuous fuzzy variable and the exact analytical expression of objective function cannot be 
obtained, traditional optimization algorithms cannot solve the proposed RMA model. In order to solve the 
proposed model, first of all, we applied an AA to turn the original infinite dimensional optimization 
problem into an approximating finite-dimensional one. Secondly, for save the computing time, we used a 
trained NN to replace the objective function and embed the well-trained NN into PSO algorithm. Finally, 
we presented one numerical example to illustrate the effectiveness of the designed algorithm, and the 
result showed that the AA-based hybrid algorithm works well. 
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