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Small satellites refer to a new breed of smaller and computationally capable
satellites, which serve as a “faster, better, cheaper” means of realizing space missions. To
ensure success of a small satellite mission, it is important that systems engineering be
applied at the initial stages of the program formalization to provide a basis for defining
mission strategies, managing requirements, risk analysis, performing design trades and
estimating cost. The objective of this thesis is to formalize a small satellite mission plan
while providing recommendations in areas involving design optimization, systems
engineering, project management, cost modeling, subsystem design and selection.
Finally, this thesis details the preliminary design of a conceptual “MSUSAT” small
satellite, using Commercial Off The Shelf (COTS) components, from a systems
engineering perspective. It explains the choice of orbit, payload and other subsystem
components that are necessary to ensure that the mission fulfils its objective.
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CHAPTER I
INTRODUCTION

1.1

Small Satellites Background
Budgetary pressure coupled with the rapid advancement of commercial and

consumer microelectronics has catalyzed the use of smaller and more computationally
capable satellites as a “faster, cheaper, better” means of realizing space missions [1].
There is varying terminology associated with describing this class of satellites,
including SmallSat, CheapSat, MicroSat, MiniSat, NanoSat, PicoSat and FemtoSat. The
US Defense Advanced Research Projects Agency (DARPA) refers to these as LightSats,
the U.S. Naval Space Command as SPINSats (Single Purpose Inexpensive Satellite
Systems), and the U.S. Air Force as TACSats (Tactical Satellites) [2]. Popularly, these
satellites are referred to as small satellites.
Small

satellites

are

used

for

a

variety

of

applications

including:

telecommunications, Earth science studies, technology demonstration, engineering
training and military purposes. The small space mission philosophy can be stated as a
“design-to-cost approach, within strict cost and schedule constraints and with, as far as
possible, a single mission objective [3].”

1

2
1.2

Small Satellite Classification
Small satellites have been popularly clasified based on wet mass. Table 1.1 shows

the typical classification of small satellites based upon wet mass [2]. Wet mass is the
mass of the satellite inclusive of fuel. Satellites 3 through 7 in Table 1.1 are classified as
small satellites.
Table 1.1 Satellite classification [2]

1
2
3
4
5
6
7

Group name
Large satellite
Medium sized satellite
Mini satellite
Micro satellite
Nano satellite
Pico satellite
Femto satellite

Wet Mass
>1000kg
500-1000kg
100-500kg
10-100kg
1-10kg
0.1-1kg
<100g

Mass cannot be used as the sole criterion for defining or classifying small satellite
projects. This is because there exists the possibility of a satellite design that could satisfy
the mass constraints, but the cost and program development time could have been
exceedingly high, which would deem it unfit to classify as a small satellite project. Cost
of the mission, development time and program organization play an important role in
defining a small satellite project. Typical characteristics of a small satellite project are
listed in Table 1.2.

1.3

Motivation of Study
“Systems engineering is an interdisciplinary approach, and is required to ensure

that a mission satisfies all requirements from inception to the very end [44].”
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Table 1.2

Small satellite characteristics [4]
Physical
•
•
•
•
•
•
•
•
•
•
•
•
•
•
•
•

Light
Small
Reduced spacecraft cost
Simplified systems engineering
Functional
Specialized design
Dedicated mission
Procedural
Short schedule (2-3 years)
Reduced documentation
Streamlined organization
Developmental
Existing components/ facilities used
Use of micro electronics, mass memory
Reduced testing/ qualification costs
Extensive software reuse
Risk Acceptance
Low to moderate depending on mission value
Launch
Small vehicle or piggyback
Ground Terminals
Simplified/autonomous

To ensure success of a small satellite mission, it is important that systems
engineering be applied at the initial stages of the program formalization to provide a basis
for developing a program plan, defining mission strategies, managing requirements, risk
analysis, performing design trades and estimating cost.
Cost modeling is another important systems engineering task. A system’s cost
depends on its size, complexity, technology innovation, schedule and other
characteristics. It is also a function of risk tolerance, management style, and size of

4
performing organizations [1]. Analyzing and predicting cost is very important to
determine whether a small satellite mission is successful.

1.4

Organization of Thesis
This thesis deals with small satellite mission formalization from a systems

engineering perspective. The first chapter presents a background to small satellites by
discussing their applications, terminology and classification.
The second chapter discusses the important small satellite subsystems while
giving an overview of the components present and their key functions. Also, strategies
pertaining to systems engineering and cost reduction have been discussed wherever
applicable.
The third chapter handles the mission analysis and design process via a step-bystep approach and reviews the modeling and simulation tools available for mission
analysis and design. This chapter identifies the important systems engineering and project
management guidelines in the context of small satellite missions. The final section of this
chapter presents the issues pertaining to university small satellites and suggests
techniques to introduce satellite systems engineering processes within an educational
environment.
The fourth chapter presents a working definition for a low-cost mission and
identifies the key cost driving mechanisms and suggests techniques to reduce cost. Also
discussed are the techniques for estimating small satellite costs, while providing insights
into the cost-modeling process. The final sections of this chapter present a metric for cost
effectiveness and discuss available software tools for cost analysis.

5
Chapter 5 presents case studies of eight failed small satellite missions. Case
studies of failed missions can provide inferences about reasons for failure. As a result the
researcher may gain a sharpened understanding of why the failure happened as it did, and
what are the areas one should look at more extensively in future research.
Chapter 6 details the preliminary design of a conceptual MSUSAT small satellite,
using Commercial Off The Shelf (COTS) components, from a systems engineering
perspective. This chapter begins with the definition of the broad mission objective and
proceeds to quantify how well the broad objectives need to be achieved. The chapter also
details the choice of payload and other subsystem components for Attitude Determination
and Control (ADC), Command and Data Handling (C&DH), Communication, Power and
Structures, that are needed to ensure that the mission operates successfully. This chapter
also demonstrates the use of COTS software tools, STK v6.2 and SSCM, for orbital and
cost analysis respectively. Chapter 7 concludes the thesis.

CHAPTER II
SMALL SATELLITE SUBSYSTEMS

This chapter provides design information about spacecraft bus subsystems. The
subsystems discussed in this chapter are Attitude Determination and Control (ADC),
Power, Propulsion, Communication, Command and Data Handling (C&DH), and
Structures.

2.1

Attitude Determination and Control
The ADC subsystem stabilizes the vehicle and orients it in desired directions

during the mission, despite external disturbances. According to David Meller et al. “the
determination of the spacecraft attitude is equivalent to determining the rotation between
the Satellite Body Fixed Frame (SBFF) and some known reference frame [5].”
Attitude control can broadly be classified into two types- passive attitude control
and active attitude control. Passive attitude control is attractive because the hardware
required is less complicated and relatively inexpensive. Passive attitude control uses
natural physical properties of the satellite and its environment to control the spacecraft
attitude [4]. However, the achievable accuracies with passive attitude control are
generally much lower than that are possible with active attitude control, which uses
sophisticated and much more expensive control instrumentation [4].
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Examples of passive attitude control include spin stabilization, gravity gradient
stabilization, and the employment of permanent magnets to align the spacecraft with the
Earth’s magnetic field [69]. Active attitude control systems generally employ actuators
which include magnetic torquers, reaction wheels, momentum wheels and thrusters [2].
Typical accuracies in the case of passive attitude stabilization methods like
gravity gradient stabilization, passive magnetic stabilization and pure spin stabilization
are in the range of ±1 degree to ±5 degrees [4]. Accuracies in the case of systems using
active attitude stabilization techniques like thruster based momentum wheels and 3 axis
momentum wheels and reaction wheels range from ±0.001 degrees to ±1 degree [4].

2.1.1

ADC Components

Broadly speaking the ADC System would consist of three elements: [7]
•

Attitude sensors are required for accurate attitude knowledge. Types of attitude
sensors include sun sensors, star sensors, horizon sensors, magnetometers, GPS
receivers, gyroscopes.

•

Actuators are necessary to effect required corrections. Types of actuators includereaction wheels, momentum wheels, control-moment gyros, magnetic torquers,
nutation dampers, and permanent magnets.

•

Definitive control mechanism is required to tie all the control components
together into one cohesive unit.

Explained below are some of the typical ADC components on a satellite bus.
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1. Sun Sensors
Sun sensors are visible light detectors, which measure one or two angles between
their mounting base and incident sunlight. The use of sun sensors is attractive because of
their low power consumption, low mass and accuracy approaching 0.02 degrees [4].
Figure 2.1 represents the AeroAstro medium sun sensor, which is a “low-cost, two-axis,
medium resolution sun vector sensor [62].”

Figure 2.1 AeroAstro medium sun sensor [62]

2. Horizon Sensors
Horizon sensors provide Earth relative information directly for Earth-pointing
spacecraft. They are infrared devices that detect the contrast between the cold of the
space and heat of the earth’s atmosphere. Typical accuracy of the horizon sensor is about
0.1 deg [4]. Figure 2.2 represents the Goodrich miniature static Earth horizon sensor
(Mini-Static). The Goodrich miniature static Earth horizon sensors were successfully
developed and produced for ORBCOMM, IRIDIUM and GLOBALSTAR constellations,
and are performing on-orbit in over 200 satellites [63].
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Figure 2.2 Goodrich miniature static Earth horizon sensor [63]

3. Star Tracker
The star tracker is one of the most accurate attitude determination systems
available, with possible accuracies down to arc seconds. However, star trackers are
expensive, heavy, and require high power [59]. Figure 2.3 illustrates the Surrey Satellite
Technology Ltd (SSTL) Altair HB star tracker, which is a low cost unit capable of
providing reliable attitude determination to demanding missions [71]. It was used on the
BILSAT microsatellite, which was developed by Surrey Space Technology Ltd. (SSTL)
during a technology transfer program for the Information Technologies and Electronics
Research Institute (BILTEN) of Turkey [51]. BILSAT carries payloads for Earth remote
sensing and spacecraft technology demonstration [71].
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Figure 2.3 SSTL Altair-HB star tracker [71]

4. Magnetometers
Magnetometers are simple, reliable, lightweight sensors that measure the size and
direction of the Earth’s magnetic field. They operate over a wide temperature range and
have no moving parts. When compared to the Earth’s known field their output helps
establish the spacecraft attitude. According to the Air University Space Primer [70]
magnetometers are not accurate inertial navigation sensors because the Earth’s magnetic
field is not completely known and the models used to predict the magnetic field direction
and magnitude at the spacecraft’s position are subject to substantial errors [70].
Magnetometers are generally limited for use to spacecraft with altitudes below 1,000 km
because the Earth's magnetic field strength decreases with distance from the Earth [4].
Figure 2.4 illustrates the SSTL 3-axis fluxgate magnetometer that was used in the
UOSAT-12 mission.
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Figure 2.4 SSTL 3-axis fluxgate magnetometer [71]

5. Reaction and Momentum Wheels
Reaction wheels are torque motors with high-inertia rotors. They spin in either
direction, and provide one axis of control for each wheel operating on the spacecraft [4].
Momentum wheels are reaction wheels with a nominal spin rate above zero, which
typically provide body stabilization and provide primary attitude control to the spacecraft.
They increase the pointing precision and reliability of a spacecraft, and may also reduce
the mass fraction needed for fuel [4].
Typically a spacecraft will have several momentum wheels oriented along
orthogonal axes, and when it wishes to change its rotation along those axes it will
increase or decrease the spin of the momentum wheels in the opposite direction. When
the spacecraft achieves its desired orientation, it can then halt its rotation by braking the
momentum wheels by the same amount [4]. Figure 2.5 illustrates the SSTL mini-satellite
reaction wheel.
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Figure 2.5 SSTL mini-satellite reaction wheel [65]

6. Magnetic Torquers
Magnetic torquers can compensate for the spacecraft’s residual magnetic fields or
attitude drift from minor disturbance torques [4]. These are essentially coils of wire
wound around each spacecraft axis. Controlled currents passing through these coils
interact with the Earth’s magnetic field to produce a required torque [42]. Figure 2.6
illustrates the Microcosm MT-30 magnetic torquer [66].

Figure 2.6 Microcosm MT-30 magnetic torquer [66]

7. Gyroscope
Gyroscopes are inertial sensors, which measure the speed and angle of rotation
from an initial reference, but without knowledge of an external or absolute reference [4].
They are used in spacecraft for precision attitude sensing when combined with external
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references such as star or sun sensors [4]. Figure 2.7 represents the CR-03 rate gyroscope
[67].

Figure 2.7 CR-03 rate gyroscope [67]

2.1.2

Trends in Attitude Determination and Control
It is important to note that sensor and ADC technology is evolving rapidly with

more-accurate, lighter weight and lower-cost components. In an attempt to reduce cost of
future satellites, new technologies are being pursued to develop a modular attitude
determination and control system that will provide 3-axis control and cost less than
present systems. The research in this direction is focused to achieve low-cost and
modularity. Surka and Paluszek [8] present a technique to achieve this by using a single
pressurized box with all required electronics for the system. It also suggests the use of
reaction/momentum wheels powered by polyphase induction motors to reduce mass.
Janschek et al [9], present a minimum hardware navigation concept for Low Earth Orbit
(LEO) satellites based on maximum-use principle of any on-board equipment.
Some missions have demonstrated the use of Global Positioning System (GPS)
for attitude determination in place of traditional sensors. Purivigraipong et al [10] discuss
GPS attitude determination as well as other techniques to achieve stand-alone attitude
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determination. Meller et al [5], demonstrate the use of low-cost, low power, low mass
digital CMOS (Complementary Metal-Oxide Semiconductor) cameras for attitude
determination, which has distinct advantages over traditional sun and Earth sensing
technologies. Doctor in [11] discusses the use of Micro Electro Mechanical Systems
(MEMS) based sensors for attitude control in small satellites.
Developments are most prevalent in the area of sensors, such as solid-state
accelerometers, solid-state Earth horizon scanners, star sensors and single chip
magnetometers [60]. The miniaturization of control devices, such as reaction wheels, has
not yet progressed as far as sensors because the “actuators need to be sized to the
spacecraft dimensions where the sensors are completely independent of these
characteristics [60].” There have recently been attempts to integrate and combine sensors
and actuators into one single unit. Although there is potential in this idea, such devices
are not commercially available at this time [60].

2.1.3

The Systems Engineering Perspective
Table 2.1 illustrates an iterative process that could be used to design the ADC

system as part of the overall spacecraft system [4]:
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Table 2.1 ADC design process as a part of the overall spacecraft [4]
Step
1. Select type of spacecraft
control by attitude control
mode.
2. Quantify disturbance
environment.

3. Select and size ADCS
hardware.

Inputs
1. Payload, thermal and
power needs.
2. Orbit pointing direction.
3. Disturbance environment.
Spacecraft geometry, orbit,
solar/magnetic models,
mission profile.

Spacecraft geometry,
pointing accuracy, orbit
conditions, mission,
requirements, lifetime, orbit
pointing direction, slew
rates.

4. Define determination and
control algorithms.

All of the above.

5. Iterate and document.

All of the above.

Outputs
Method for stabilizing and
control: 3-axis, spinning, or
gravity gradient.
Values of forces from
gravity gradient, magnetic
aerodynamics, solar
pressure, internal
disturbances, and powered
flight effects on control.
Sensor suite: Earth, Sun,
inertial or other sensing
devices.
Control actuators, e.g.,
reaction wheels, thrusters,
or magnetic torquers.
Data processing electronics
or processing requirements
for other subsystems or
ground computer.
Algorithms, parameters and
logic for each determination
and control mode.
Refined requirements and
design.
Subsystem specification.

The attitude control system is very closely coupled with several of the other
systems aboard the spacecraft, and influences or is influenced by every system on the
spacecraft to some degree. The ADC system must minimize the average power consumed
by the attitude control system to remain within the limits set by the power system. The
thermal system must keep the ADC sensors within operating temperature ranges
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throughout all phases of the flight to avoid damage. Command and Data Handling
(C&DH) collects data from the ADC system sensors and performs the calculations
necessary to determine the current attitude and rates. C&DH commands the ADC system
actuators to change the attitude and rates as desired. The Communication subsystem
determines the extent of antenna pointing accuracy desired. Figure 2.8 illustrates the
impact of mission requirements and other subsystems on the ADC subsystem [4].

Mission Requirements
Earth pointing or inertial pointing?
Separate payload platform needed?
Accuracy/ stability Needs
Slewing requirements

Thermal
-Special thermal
maneuvers
required?

Orbit?
Autonomy?
Mission life
Onboard-navigation data

ADC System Design

Propulsion
-Thruster size
-Propellant load

Power
-ACS Load
-Special
regulation
Power
Solar array
pointing
required?

Communications
-Antenna pointing
accuracy

Structures
-Center of mass, inertia
and flexibility constraints
- Thruster location
-Sensor mounting

Figure 2.8 Impact of other subsystems on ADC system [4]
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2.2

Power Subsystem
The power subsystem is required to provide, store, distribute, and control the

spacecraft electrical power [4]. The basic function of the electrical power subsystem is to
supply a continuous source of electrical power to the spacecraft loads during the mission
life. It is also responsible for distribution and regulation of power to the other subsystems
[4].

2.2.1

Power Sources

The power source generates electrical power within the spacecraft. The ultimate goal
in terms of power sources for satellites is achievement of high power density and high
specific power. Although many power sources for satellites exist, the ones most suitable
for small satellites are [4]:
•

Solar Arrays: Gallium Arsenide (GaAs), Silicon (Si), and emerging technologies
such as Indium-Arsenide (InAs), Indium Phosphide (InP), Cleft Gallium Arsenide
(C/GaAs) and Copper Indium Diselenide (CIS).

•

Batteries: Nickel Cadminum (NiCd), Nickel Hydrogen (NiH2), Nickel Metal
Hydride (NiMH), and more recently Lithium Ion (Li-Ion).

“Solar arrays comprise of individual solar cells arranged on a substrate that converts
solar energy into electric power by photovoltaic conversion [93].” Solar array technology
has advanced considerably in the types of cell materials, radiation tolerance, efficiency
improvement, cost and weight [4].
The solar cell material types include Gallium Arsenide (GaAs), Silicon (single
crystal), Silicon (polycrystalline), Indium Phosphide (InP), Copper Indium Diselenide
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(CIS), Cadmium Telluride (CdTe), Silicon (amorphous). Table 2.2 contains a summary
of the state-of-the-art solar cell efficiencies [60]. GaAs cells exhibit highest efficiency
and are most commonly used in small satellites. Figure 2.9 illustrates the SSTL solar
panels onboard the Federation Satellite (FedSat) mission [71].

Figure 2.9 SSTL solar panels on FedSat [71]

A recent trend in power subsystem design has been the use of optical
concentrators to increase the specific power of solar cells by using lenses or mirrors to
concentrate the sunlight before it is directed onto a solar cell. This reduces the number of
photovoltaic cells required, which in turn reduces the cost [60].
National Aeronautics and Space Administration (NASA) initiated the Solar
Concentrator Array with Refractive Linear Element Technology II (SCARLET II) project
where high efficiency solar arrays were used with variety of other improvements in the
lens design and array-deployment mechanisms. High efficiency solar arrays with linear
solar concentrators were developed for use in this program to provide high performance
with minimal weight penalty [60].
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Table 2.2 Solar cell efficiencies [60]
Cell Type
Gallium Arsenide (GaAs)
Silicon (single crystal)
Silicon (polycrystalline)
Indium Phosphide (InP)
Copper Indium Diselenide (CIS)
Cadmium Telluride (CdTe)
Silicon (amorphous)

2.2.2

Cell Efficiency
25%
23%
18%
18%
17%
16%
12%

Energy Storage
Most satellites, particularly those in geostationary orbit, derive primary electrical

power from solar panels, which provide a fairly constant supply of energy. However, a
back-up system in the form of batteries is desired to ensure power continuity during the
short eclipse periods [7].
Batteries
The primary battery technologies for geostationary spacecraft are NickelCadmium and Nickel-Hydrogen. Small satellites generally launch into Low Earth Orbit
and have employed Nickel Cadmium (NiCd) in most cases. Nickel Metal Hydride
(NiMH) batteries seemed to be promising technology until Lithium Ion (Li-Ion) batteries
made an appearance with superior energy density and specific energy [60]. Figure 2.10
illustrates the SSTL NiCd battery onboard the SLOSHSAT mission.
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Figure 2.10 NiCd battery onboard SLOSHSAT satellite [71]

Specific constraints need to be considered when developing a space battery using
Li-Ion. These constraints include a heavy capital investment, specific electronics, and
development time. Mass produced Li-Ion cells have a relatively small capacity. However,
the inherent mass advantage of Li-Ion over NiH2, NiMH and NiCd is so significant that
considerable improvements can be expected. Also, lithium polymer and full polymer
batteries are promising technology [2].
Kelly and Wilson [13] summarize the past and present activities of Eagle-Picher
Technologies (EPT) in the quest to develop lithium-ion technology for spacecraft
applications. AEA Technology Battery Systems Ltd is also conducting extensive research
to develop Li-ion battery technology that could lead to an increase in performance of
around 30% [72].
Robinson et al [14] discuss “flywheel energy storage systems” as an alternative to
traditional battery storage systems used to power small satellites. Flywheel systems offer
very attractive characteristics for both energy storage in terms of energy density and the
number of charge/discharge cycles. Table 2.3 illustrates the steps to be considered in
Energy storage subsystem design [4].
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Table 2.3 Steps to be considered in the energy storage subsystem design [4]
Step
Determine the energy storage requirements

Select the type of battery

Determine the size of the batteries

2.2.3

Consider
Mission length
Primary or secondary power storage
Power use profile
Voltage and current
Duty cycles
Battery charge/discharge cycle times
NiCd
NiH2
Li-Ion
Number of batteries

Power Distribution
A spacecraft power distribution system consists of cabling, fault protection and

switching gear to turn power on and off to the spacecraft loads. Power distribution
designs for various power systems depend on source characteristics, load requirements
and subsystem functions [4]. While selecting the type of power distribution, the focus
should be on keeping power losses and mass at a minimum while keeping in mind
survivability, cost, reliability and power quality.

2.2.4

Power Regulation and Control
As the name suggests, the role of this subsystem is to regulate a spacecraft’s

power. Power regulation divides into three main categories: controlling the solar array,
regulating the bus voltage and charging the battery [4].
Table 2.4 indicates the steps involved and information required for the design of
the power subsystem.
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Table 2.4 The systems engineering perspective to power subsystem design [4]
Step

Information required

Identify requirements.

Mission type (Low Earth Orbit
(LEO) / Geosynchronous Earth
Orbit (GEO), spacecraft
configuration, mission life,
payload definition.
Mission type, spacecraft
configuration, average load
requirements for electrical power.
Mission orbital parameters,
average and peak load
requirements for electrical power.

Select and size power
source.
Select and size energy
storage.

Identify power regulation
and control.

2.2.5

Power source selection, mission
life, requirements for regulating
mission load and thermal control
requirements.

Derived
requirements
Design requirements,
spacecraft electrical
power profile.

Mass and area of solar
array, solar array
configuration.
Eclipse time and
frequency, battery
capacity requirements,
battery mass and
volume, battery type.
Thermal control
requirements, busvoltage quality, power
control algorithms.

Power Subsystem Inferences.

•

GaAs solar arrays demonstrate the highest efficiencies at 25%.

•

Optical concentrators reduce the number of photovoltaic cells required.

•

Nickel based systems are still considered the baseline battery systems for space
missions today. Li-Ion batteries show a lot of promise, owing to superior energy
density and specific energy and extensive research is being performed in this area.

•

Flywheel energy storage systems are developing as an alternative to traditional
battery storage systems used to power small satellites.
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2.3

Propulsion Subsystem
The main purpose of the launch propulsion system is to lift the launch vehicle and

its payload from the launch pad and place the payload into an Earth orbit [15]. The
propulsion subsystem might also be required to provide thrust for attitude control and
orbit corrections, especially for satellites operating as a part of a constellation. For most
satellite missions on-board propulsion systems tend to range anywhere between 10-50%
of the total spacecraft mass [60]. It has been noticed that the propulsion subsystem has
not been a part of many small satellite missions, especially in cases when the launch
vehicle would inject the satellite directly into its operational orbit and the desired
operational life of the satellite is between 3-5 years.

2.3.1

Types of Propulsion Systems
Propulsion systems can be broadly classified into three categories cold gas,

chemical and electric. Cold gas propulsion systems feed an inert gas stored at high
pressure to a number of small thrusters [60]. Wertz and Larson [4] summarize cold gas
propulsion as “just a controlled, pressurized gas source and a nozzle.” Cold gas
propulsion has many applications where simplicity is more important than high
performance.
Chemical propulsion systems can be classified into three basic categories: liquid,
solid and hybrid. This terminology refers to the physical state of the stored propellants.
Chemical propulsion systems are very reliable but are bulkier and more expensive than
cold gas/electric propulsion systems. Larger spacecraft typically employ chemical
propulsion systems [60]. Electric propulsion uses externally provided electrical power to
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produce the necessary thrust. Spacecraft employing electric propulsion reduce propellant
mass, making room for additional payload mass. However, the acceleration provided by
electric propulsion systems is small and has to be applied for an extended period [60].
Cold gas propulsion has been a popular choice with small satellites systems and
cold-gas nitrogen being the prevalent choice of propellant. However, in an effort to
reduce cost and volume of the propellant several options have been suggested, like a low
cost butane propellant system [16], or hydrogen peroxide liquid propulsion using low
cost materials and methods [17]. The Surrey Space Center (SSC) has its research on
small satellite propulsion systems focused on hydrogen peroxide as a propellant, nitrogen
oxide (N2O) catalysis and monopropellant research. Cardin and Mosher [18] discuss a
low power approach to Small Satellite propulsion. All of these research areas focus on
lowering the cost for propulsion systems on small spacecraft by finding the right mix of
performance and cost reduction strategies [19]. Figure 2.11 illustrates the SSTL microsatellite gas propulsion system [71].
Propulsion system design involves three primary responsibilities: Launch Vehicle
Selection; Main Propulsion System (MPS) design; and Reaction Control System (RCS)
design.
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Figure 2.11 SSTL microsatellite gas propulsion system [71]

2.3.2

Launch Vehicle Selection
The launch vehicle payload consists of the entire spacecraft and the booster

adapter [15]. For small satellite launches it becomes important to take into consideration
existing launch systems that can be used to deploy the mission. Launch vehicle selection
will ultimately depend on size and mass of the final spacecraft [20].

2.3.3

Main Propulsion System Design
The purpose of the Main Propulsion System (MPS) is to supply sufficient thrust at

proper times and locations in order to fly the spacecraft from the Earth to the target orbit
in space. In the conceptual design phase the MPS must consider many requirements.
These requirements include restartability, throttleability, thrust for sustained hover,
reliability and low cost [20].

2.3.4

Reaction Control System Design
The main purpose of the Reaction Control System (RCS) is to provide coarse

attitude control throughout the flight. The RCS is used to correct the spacecraft
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orientation whenever needed throughout the flight of the spacecraft. The Reaction
Control System must maintain this stabilization [15].
The RCS design shall include the following: [20]

2.3.5

•

Thruster selection

•

Thruster positioning

•

Fuel tank sizing

•

Design of the fuel pressurization system

•

Design of the fuel delivery system

Cost Engineering of Propulsion Subsystems
A Surrey Space Center (SSC) research program [19] attempted to quantify all

elements of propulsion system cost. The research program provided an in-depth analysis
on the techniques to calculate true propulsion system cost. It developed a cost model
utilizing nine separate components, which were considered to have a major effect on
propulsion system cost. The nine components identified are: propellant/system mass,
propellant/system volume, total elapsed thrust time, power required (electric propulsion),
system price, technical risk (to the program), safety (personnel), integration, and logistics
[19].

2.4

Communication Subsystem
The communications subsystem can be broadly defined as the system that allows

data transfer to and from extravehicular sources [4]. In other words, it provides the
interface between the spacecraft and ground systems. Regardless of the goals dictated by
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specific mission requirements, the common goal of any communications system is to
provide the best signal in terms of power, accuracy, reliability, and security, while
lowering mass, size and costs [43].

2.4.1

Role of Communication Subsystem
The subsystem functions include: carrier tracking, command reception and

detection, telemetry modulation and transmission, ranging, and subsystem operations [4].
•

Carrier Tracking: Lock onto the ground station signal.

•

Command Reception and Detection: Receive the uplink signal and process it.

•

Telemetry modulation and transmission: Accept data from spacecraft system, process
and transmit them.

•

Ranging: Receive, process and transmit ranging signals to determine the satellite
position.

•

Subsystem operations: Process subsystem data, point the antennas, detect and recover
from faults.

2.4.2

Communication Subsystem Components

2.4.2.1

Antennas
An antenna can be defined as device used to efficiently transmit and/or receive

electromagnetic waves. The other fundamental parameters of antennas that can influence
the design have been explained in brief.
•

Radiation Pattern: Antenna radiation pattern is defined as a mathematical function of
the radiation properties of the antenna as a function of space co-ordinates [47].
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•

Directivity: Directivity of the antenna is defined as the ratio of radiation intensity of
the antenna in a given direction to the radiation intensity averaged over all directions
[47].

•

Gain: Absolute gain of an antenna in a given direction is defined as the ratio of the
radiation intensity, in a given direction to the radiation intensity that would be
obtained if the power accepted by the antenna were radiated isotropically [47].

•

Bandwidth: The bandwidth of an antenna is defined as the range of frequencies
within which the performance of the antenna, with respect to some characteristic,
conforms to a specified standard [47].
The types of antennas used on a small satellite include micro-strip patch, helix

antennas, wire antennas, horn antennas, and the parabolic reflector. Satellites generally
employ customized antennas that are developed specifically for the satellite. Small
satellite antennas have limited dimensions and modest gain [81].
Typically, small satellites use low frequencies for communications, causing them
to predominantly use ordinary wire antennas, either as strata wires or helix antennas [81].
Utkin et al [47] discuss the perspectives of use of planar and ferroelectric antennas in
space industry. According to this paper, the weight and sizes of ferroelectric antennas are
smaller than those of the conventional ones and their implementation in space borne
planar phased antenna arrays would raise their efficiency.
While most small satellites use custom designed antennas, some off-the-shelf
antennas are available from companies such as Surrey Satellite Technology Ltd (SSTL)
and Swedish Space Corporation (SSC). SSTL markets products such as the S-band
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Quadrifilar helix antenna and SSC markets a variety of antennas including S-band
turnstile antennas, S-band patch antennas, and UHF turnstile antennas. These are shown
in Figure 2.12.

Figure 2.12 S-Band patch antenna and S-Band turnstile antenna [60]

2.4.2.2

Transponders
The transponder is the component of the subsystem that receives the signal and

shifts its frequency for retransmission [43]. There are two broad kinds of transponder
amplifiers: solid-state and Traveling Wave Tube Amplifier (TWTA). Solid-state
amplifiers are preferred for power outputs up to 5 to 10 Watts, and are found in many
small satellites [60].
Research is being conducted towards development of solid-state amplifiers that
evolve towards higher powers and frequencies while reducing their size and mass. For
instance, the AeroAstro X-band transponder illustrated in Figure 2.13 is smaller in size,
lower in mass, and lower in power consumption than other transponders with comparable
capabilities available off the shelf. This transponder can transmit at a data rate up to 10
Mbps and receive at a rate up to 50 kbps, and weighs 850 grams.
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Figure 2.13 AeroAstro X-band transponder shown beside a US quarter [92]

Future small satellite systems will require high-speed switching networks to allow
communication between satellites in formation flying applications. The NASA Lewis
Center and Sierra Monolithics developed a state-of-the-art 10 Gbps/port switch. This
promising Silicon-Germanium (SiGe) technology enables the design of high-speed
circuits at very low power consumption [60].

2.4.2.3

Modulators and Demodulators
The purpose of modulation, in general, is to shift the information signal to a

higher frequency. Modulation is the process by which an input signal varies the
characteristics of a radio frequency carrier. The characteristics that are varied include
amplitude, phase, frequency and polarization. Demodulation of the signal at the receiver
consists of measuring the variations in characteristics of the received signal and deducing
the original signal [4]. Typically, the information is either amplitude or frequency
modulated to allow a greater data transmission rate [43].
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2.4.3

Communication Subsystem Issues

2.4.3.1

Carrier Frequency Selection
One of the most important design aspects of a communications subsystem is the

selection of carrier frequency. Carrier frequency is the fundamental frequency used in
both amplitude modulation and frequency modulation.
The designer can choose the desired frequency, but the Federal Communications
Commission (FCC) in the U.S.A regulates the actual allocation of the frequency band.
The available frequency bands include, Ultra High Frequency (UHF), L, S, C, X, Ku, Ka,
Super High Frequency (SHF), and V. The frequency range, uplink and downlink
information of these bands are illustrated in Table 2.5. Some of the most popular bands
for satellite communication are C, S, X and Ku [4].

Table 2.5 Frequency bands with uplink and downlink information [4]
Frequency Band
UHF
L
S
C
X
Ku
Ka
SHF
V

Frequency Range (GHz)
Uplink
Downlink
0.2-0.45
0.2-0.45
1.635-1.66
1.535-1.58
2.65-2.69
2.5-2.54
5.9-8.4
3.7-4.2
7.9-8.4
7.25-7.75
14.0-14.5
12.5-12.75
27.5-31.0
17.7-19.7
43.5-45.5
19.7-20.7
~60
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2.4.3.2

Data Rates
The data rate is proportional to the quantity of information per unit time

transferred between the satellite and ground station. The higher the data rate, the larger
the transmitter power and antenna size required. Processing the spacecraft-generated data
on-board the satellite reduces the data-rate without losing the essential information, but
makes the satellite more complex [4].
Other issues that drive the communication subsystem include data volume, data
storage type, bandwidth, receive and transmit power, beam width, antenna system gain,
noise temperature.

2.5

2.5.1

Command and Data Handling

Overview
The Command and Data Handling (C&DH) subsystem gives direction to the

spacecraft information. The objectives of this system are to: [73]
•

Decode information sent from the ground or other spacecraft.

•

Download data to the ground station.

•

Perform any commands requested of the spacecraft.

•

Pass information between the various subsystems.

•

Store data collected by the instruments.

The C&DH system will typically include the following hardware, a
microprocessor board, memory and an Input/Output (I/O) system. Table 2.6 illustrates the
typical features of the command and data handling hardware [75].
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Table 2.6 C&DH hardware features [75]
Hardware Unit
Processor

Memory
I/O system

Characteristics
Computation power in MIPS (Million Instructions Per Sec) or
MHz.
Architectural enhancements (Cache, pipeline, RISC).
RAM size.
ROM type: EPROM, UVROM, EEPROM, Flash
Transmission speed (in Baud).

The command and data handling subsystem interacts with almost every other
subsystem in one way or another. Figure 2.14 [26] illustrates the command and datahandling interface with typical subsystems and instruments.

Figure 2.14 System level interface diagram for C&DH subsystem [26]
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2.5.2

Trends in C&DH Subsystem
In SSTL small satellites, Intel microprocessors were used in the On Board

Computers (OBC) from an early stage, starting with the Intel 80186 on UOSAT-3. A 386
based OBC has been used on the more recent TMSAT, FASAT and UOSAT-12,
ALSAT-1, NigeriaSat-1, UK-DMC, TopSat, Beijing-1 satellites [74]. Figure 2.15
illustrates the Intel 386-based on-board data-handling computer.

Figure 2.15 Intel OBC 386 [71]

A recent trend has been to use higher speed processors, including 486s and
Pentiums in small satellites [74]. The size of the C&DH subsystem is directly
proportional to the spacecraft complexity [4]. The complexity and functionality of these
more recent satellites has shown a marked increase compared to earlier micro-satellites.
The amount of data stored on-board the satellite has shown a significant increase
over the years. The amount of data stored on-board SSTL operated satellites from 1981 to
1999 has been illustrated in Figure 2.17. More recent SSTL small satellites like ALSAT1 (2001), BILSAT-1 (2003), NigeriaSat-1 (2003), and UK-DMC (2003), have used over
1 Gbytes of onboard storage. This increase is mainly due to increased image resolution.
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Storing and manipulating this amount of data necessitates improvements in processor
capability and on board network capability [74].

Figure 2.16 Memory on satellite [Adapted from 74]

Small satellites commonly use solid-state memory, allowing for higher storage
densities and easier and faster digital memory access. Figure 2.18 illustrates the
MPC8260 Solid State Data Recorder (SSDR), which is a general-purpose data-recording
device for space applications. It supports multiple data inputs and can store 0.5 or 1
Gigabyte of payload data. The data recorder is used on the Disaster Monitoring
Constellation (DMC).
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Figure 2.17 MPC8260 Solid State Data Recorder (SSDR) [89]

Future satellites will require computers capable of sustaining higher data rates
either by improving single OBC’s or by sharing the load between multiple OBC’s.
While designing/choosing the C&DH hardware, the factors that need to be taken
into consideration are temperature, power consumption, radiation, size, cost and
availability.
C&DH hardware design for environments with high levels of radiation has special
design challenges. A single charged particle of radiation can knock thousands of
electrons loose, causing electronic noise and signal spikes [82]. In order to ensure the
proper operation of such systems, manufacturers of integrated circuits and sensors
intended for the aerospace markets employ various methods of radiation hardening [82].

2.6

Structures Subsystem
The structures and mechanisms subsystem “mechanically supports all other

spacecraft subsystems, attaches the spacecraft to the launch vehicle and meets all the
functional performances required on orbit [70].” During its lifetime, the spacecraft will be
subjected to severe conditions. The material selected must meet standards of fatigue
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strength, specific stiffness, hardness and toughness, ductility, thermal expansion, and
melting point [70].
The structure should be designed to withstand the static, dynamic and thermal
stresses that occur during launch, deployment and service. The structure should also
secure the payload and other sensitive electronic parts against excessive distortions,
vibrations, temperature changes and undesired radiations, throughout the mission [27].

2.6.1

Design Philosophy
Spacecraft structural design is an iterative process that involves “materials

selection, configuration, analysis, and verification testing [29].” Structure subsystem
design is also dependent on the design requirements of other subsystems. A typical
spacecraft structure contains metallic and nonmetallic materials. Materials are selected
based on strength, stiffness, density, thermal conductivity, thermal expansion, cost,
availability, and ease of fabrication. The materials used for the spacecraft structures
design include aluminum, steel, magnesium, titanium, and beryllium. By far, the most
commonly used metal for spacecraft structures is aluminum [4].
Composite materials are gaining popularity as the material of choice for satellite
applications. They possess “stiffness to weight ratios beyond all metals, making them
useful for damping unwanted vibrations [29].” Composite materials are costly for low
production volume and tend to be brittle. Also composite materials are more susceptible
to Electro Magnetic Interference (EMI) and radiation than traditional materials [4].
The steps involved in the preliminary design process of the structures subsystem
are listed below: [4]
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Step 1: Identify requirement pertaining to mission, launch vehicle, environments.
Step 2: Develop packaging configurations, subsystem requirements, envelope,
accessibility, producibility, load patterns.
Step 3: Consider design options including construction options, material options.
Step 4: Choose test/ analysis criteria.

2.6.2

Design Verification
The structure design of any spacecraft must be verified by a comprehensive series

of vibration, shock and radiation tests. Small satellite structures are typically verified by
modeling and analysis supported by limited testing. Structural testing required to qualify
an assembly for launch is often accomplished by subjecting a prototype to static and
vibration loads in excess of those anticipated for flight and the actual flight unit is
subjected to near flight levels (approximately 110%) [29]. In addition to vibration testing,
spacecraft structures are also subjected to shock, quasi-static load, and spin testing [29].

2.6.3

Software Testing of Spacecraft Structures
Using software packages such as NASTRAN, it is possible to model structures in

great detail, and examine their behavior under all possible load conditions [29]. Using
NASTRAN, the effects of temperature fluctuations, radiation and electromagnetic
interference on satellite structures can be verified via simulation. NASTRAN is
distributed by MSC Software Corporation. Additional information about NASTRAN can
be obtained online from the MSC Software website at http://www.mscsoftware.com/
[76].

CHAPTER III
KEY SYSTEMS ENGINEERING AND PROJECT MANAGEMENT TASKS

3.1

Mission Analysis and Design Process: A Step-By-Step Approach
Experiences from previous satellite missions prioritize the importance of building

a program with a detailed listing of the steps involved in mission analysis and design
process. The key steps involved in the small satellite mission analysis and design process
are illustrated in Figure 3.1.

Define Objectives
Step 1. Define broad objectives and constraints
Step 2. Estimate quantitative mission need and
requirements
Mission Characterization
Step 3. Define mission concepts
Step 4. Identify alternative mission architectures
Step 5. Identify system drivers
Step 6. Characterize mission concepts and
architectures
Requirements Allocation
Step 7. Allocate requirements to system elements
Figure 3.1 Mission analysis and design flowchart
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3.1.1

Define Objectives

Step 1- Define broad objectives and constraints: This step would define the broad
goals that the system must achieve to be productive. This would come largely from the
mission statement. Mission statements should be qualitative in nature and general enough
to remain virtually unchanged during the design process. Pereira in [77] defines mission
statements as “the fundamental objectives that must be fulfilled as the design evolves
[77].”
Step 2- Estimate quantitative mission needs and requirements:
This step transforms the objectives defined in Step 1 into preliminary sets of
numerical requirements and constraints. These requirements and constraints will largely
establish the operational concepts that will meet the objectives. These quantitative
requirements would be subject to trade as the mission progresses.
To transform the mission objectives into requirements, three broad areas must be
examined: functional requirements, operational requirements and constraints [4].
Functional requirements define how well the system must perform to meet its objectives.
Operational requirements determine how the system operates and how users interact with
it to achieve the broad objectives. Constraints limit the cost, schedule and implementation
techniques available to the system designer. Table 3.1 illustrates the top-level mission
requirements [4].
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Table 3.1 Top level mission requirements [4]
Requirement
Performance
Coverage
Responsiveness
Duration
Availability
Survivability
Data distribution
Cost
Schedule
Regulations
Political
Environment
Interfaces

3.1.2

Factors which typically impact the requirement
Functional
Primary objective, payload size, orbit, pointing
Orbit, swath width, number of satellites, scheduling
Communications architecture, processing delays, operations
Operational
Experiment or operations, level of redundancy, altitude
Level of redundancy
Orbit, hardening, electronics
Communications architecture
Constraints
Size and complexity, orbit
Technical readiness, program size
Law and policy
Sponsor, whether international program
Orbit, lifetime
Level of user and operator infrastructure

Mission Characterization
Mission characterization is the initial process of defining a space mission [4]. The

steps involved in mission characterization are discussed in this section.
Step 3- Define mission concepts: A mission concept is a broad statement of how
a mission will work in practice, i.e. how it gets its data or carries out the mission to
satisfy the end users needs. It includes issues such as: [4]
•

Identifying the method in which the data would be sensed and delivered to the user.

•

Identifying the communications network to transmit data to the end user.

•

Establishing mission timelines which would include an overall schedule for planning,
building, deployment, and operations.
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Step 4- Identify alternative mission architectures: Mission architecture consists of
a mission concept plus a specific set of options for the mission elements illustrated in
Figure 3.2.

Figure 3.2 Elements of a space mission [Adapted from 4]
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The process summary for identifying the alternative mission architectures is
illustrated in Figure 3.3.

Identify the mission elements subject to trade
Identify the main options for each tradable element
Construct a trade tree of the available options
Prune the trade tree by eliminating unrealistic options

Figure 3.3 Process summary to identify alternate mission architectures [4]

Table 3.2 illustrates the common options for trading mission elements.
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Table 3.2 Common trade alternatives for mission elements [Adapted from 4].
Mission Element
Mission Concept

Option Area
Data Delivery

Most Common Options
Direct downlink to user, automated
ground processing

Tasking
Subject

Payload
Orbit

Spacecraft bus

Ground commanding, autonomous
tasking, simple operations
What is to be sensed Subject itself, thermal environment,
emitted radiation, contrast with
surroundings
Complexity
Single or multiple instruments.
Special orbits
Geo-synchronous, Sun synchronous,
other
Altitude

Low-Earth Orbit, Geo-synchronous

Constellation
configuration
Propulsion

Number of satellites, number of orbit
planes
Whether needed, cold gas,
monopropellant, bipropellant

Orbit control

Whether needed, onboard vs. ground

Attitude
Determination and
Control

None, spinning, 3-axis; articulated
payload vs. spacecraft pointing; actuators
and sensors

Power

Solar or other, 1 or 2 axis pointed arrays,
battery capacity required

Communications

Frequency band of operation, type of
antennas used, number of transmitters and
receivers used.

C&DH

Number and type of on-board processors,
amount of on-board storage required.
SSLV, Ariane, Delta, STS, Titan,
Pegasus, Atlas, other foreign
NASA control center, other shared
system, dedicated

Launch System

Launch vehicle

Ground System

Existing or
dedicated
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Step 5- Identify system drivers: System drivers are the principle mission
parameters or characteristics which influence performance cost, risk, or schedule and
which the user or designer can control. Correctly identifying the key system drivers is a
critical step in mission analysis and design. The common system drivers are tabulated in
Table 3.3.
Table 3.3 Typical system drivers [4]
Driver
Size
On-orbit weight
Power
Data rate
Communications
Pointing

Number of
spacecraft
Altitude
Coverage
Scheduling

Operations

What limits driver
Available weight
Altitude, inclination, launch
vehicle
Size, weight
Storage, processing, antenna
sizes, limits of existing systems
Coverage, availability of ground
stations or relay satellites
Cost, weight

Cost
Launch vehicle, performance
demands, weight
Orbit, scheduling, payload field
of view and observation time
Timeline and operations,
decision making,
communications
Cost, crew size,
communications

What driver limits
Payload size
Payload weight, survivability,
design and manufacturing cost
Payload and bus design, on-orbit
life
Information sent to the user,
demand for on-board processing
Coverage, timeliness, ability to
command
Resolution, geo-location, system
accuracy, increases spacecraft
cost
Coverage, frequency, and overlap
Performance, survivability,
coverage and communications
Data frequency and continuity
Coverage, responsiveness,
mission utility
Frequently, the principal cost
driver, principal error source

Step 6- Characterize mission concepts and architectures: Once the alternative
mission concepts, architectures and system drivers have been established, the mission
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concepts and architectures must be defined in greater detail to allow meaningful
evaluations of the effectiveness.
A systems engineer generally goes into the concept characterization stage with
information about mission requirements and constraints (from steps 1 and 2), preliminary
mission concepts (from step 3), relevant trade trees (from step 4) and knowledge of the
system drivers (from step 5). The concept characterization process involves the following
steps: [4]
A. Determine the subject characteristics.
B. Determine the orbit and constellation characteristics.
C. Determine payload instruments, their size and performance.
D. Select an operations concept (communications architecture, ground system,
operations).
E. Design the spacecraft bus to meet payload, orbit, and communications
requirements.
F. Select launch system.
G. Determine deployment, logistics, and end-of-life strategies.

3.1.3

Requirements Allocation
Step 7- Allocate requirements to system elements
In this step, the customer/user needs are transformed into functional attributes and

system characteristics. The functional attributes obtained are translated to technical
characteristics, which become the requirements of the system. In other words, this step
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allocates the numerical requirements established in the previous steps to the components
of the overall mission.

3.2

Modeling and Simulation Tools for Mission Analysis and Design
The previous section presented a blueprint of the mission analysis and design

process. To meet long-term mission goals, it is very important to put to use automated
design and development tools that can serve as a firm foundation to allow the mission
design to evolve steadily over a course of time.

3.2.1

Characteristics of a Good Modeling Tool
Any modeling tool should be representative of the actual system and should be

available early in the design process [30]. The tools should be well documented and
should be easy to use for a non-specialist. The tools should be easy to integrate, interface
or share data with each other and other software tools commonly used by satellite
designers and operators [30].
Software models should include software to simulate the characteristics of
satellite systems and non-flight hardware. Ideally, software and hardware should work
hand-in-hand to develop understanding of a satellite system by system to reduce the
possibility of satellite failure after launch [30].

3.2.2

Small Satellite Design Model (SSDM)
SSDM is a “general purpose spreadsheet model for conceptual design” developed

by Aerospace Corporation [48]. The SSDM spreadsheet workbook consists of
interconnected worksheets that help in modeling of the major spacecraft subsystems. The
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model captures the interrelationships between spacecraft subsystems as shown in Figure
3.4. This model helps a spacecraft systems engineer to explore various design solutions,
perform system-level trades, and identify the subsystems that drive spacecraft mass [48].

Mission Orbit

Adapter

Lifetime
Payload
Maneuvering

Telemetry Tracking
and Command

Pointing Acc.
Command and
Data Handling

ADC

Station Keeping
Requirements

Orbit transfer
Dynamics

Electrical Power

Structure

Thermal Control

Dry Mass

Propulsion

Wet Mass

Launch Mass
Propellant Mass
Launch Vehicle
Selection

Figure 3.4 Spacecraft subsystem relationships [48]

The steps involved in estimating mass and power estimates using SSDM are listed
below: [48]
•

User defines the mission requirements like orbit altitude, inclination, mission life,
mass and power required my each instrument.
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•

User selects the technology and components used in the spacecraft bus design.

•

Based on the above steps, the model iteratively calculates the structure mass, thermal
mass, propellant required and an initial power budget for the mission.
The Aerospace Corporation licenses its software to either corporations or

universities for use on U.S. Government programs only. In order to procure the software,
it will be necessary to license it in the name of the corporation/university while explicitly
stating the U.S. government program for which it shall be used. SSDM has been used by
agencies such as the U.S Air Force, National Oceanic & Atmospheric Administration
(NOAA), and NASA [48].
It is required that a letter be submitted on an official letterhead with full details as
to the intended use of the software and how that use is connected to a U.S. Government
program. Once this is completed, a software license agreement would be forwarded. On
return of the signed agreement the SSDM software would be provided.

3.2.3

Subsystem Design Using ROSESAT
ROSESAT (Real-time Object-oriented Simulation Environment for Spacecraft

Analysis and Testing) is a visually assisted modeling and simulation environment that
can help users design spacecraft systems through “scaleable concurrent simulation” [49].
Using ROSESAT, users can represent various subsystems using schematics, fine-tune
parameters and visualize results. In other words, ROSESAT allows the users to simulate
and test the design before actually building the product [49].
ROSESAT consists of a graphical model development environment and a realtime simulation and testing environment. The graphical model development environment
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aids in simulation of various spacecraft subsystems including, power, thermal,
propulsion, attitude determination and control, communication, and data handling
subsystem. ROSESAT allows users to describe a system or a subsystem using the
components found in object libraries [49].
The currently available libraries for spacecraft subsystem simulation include:
Mathematics library, Dynamics library, Thermal library, Propulsion library, Power
library, and Telemetry/ Telecommand library, that contain objects needed to simulate the
respective subsystems [49].

3.2.4

Satellite Tool Kit (STK)
The STK Product Suite is developed and distributed by Analytical Graphics Inc.

(AGI). The STK Product Suite supports “analysis, planning, design, operation, and postmission analysis for complex space scenarios [80].” STK Standard is the core version of
the STK software suite and it is free to all aerospace, defense, and intelligence
professionals.
The capabilities offered by the standard version of STK can be extended by use of
some of the advanced products offered by AGI. Some of the products include:
STK/Analyzer,
STK/Attitude,

STK/Scheduler,
STL/Comm,

STK/Space

STK/Chains,

Environment,

STK/Conjunction

STK/Astrogator,
Analysis

Tools,

STK/Coverage, STK/Interceptor Flight Tool (IFT), STK/Missile Flight Tool (MFT),
STK/Precision Orbit Determination System (STK/PODS), STK/Radar. Additional
information about the products mentioned above can be accessed from the AGI webpage:
http://www.agi.com [80].
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After completion of a registration process with AGI, US customers would receive
the basic version STK CD-ROM within a week and non-US orders would be received in
2-3 weeks.
Evaluation Licenses for the advanced STK-analysis products can be obtained
from the AGI webpage. This can be used to evaluate STK software for potential
applications and eventual purchase. The use of STK v6.2 for small satellite mission
analysis has been demonstrated in Chapter 6 of this thesis.

3.3

Design Optimization Techniques in Small Satellite Systems Analysis
Small satellites require constant improvements to the design process that will

produce better space missions in shorter schedules and constrained budgets. Also, small
satellite design is no longer particularly unique, but is based on known configurations and
designs, with the infusion of newer technologies. These trends strongly favor the
application of newer techniques to improve the conceptual design process related to
spacecraft [33]. One of the techniques that can be employed is the Early Small Satellite
System Analysis Method (ESSAM).

3.3.1

Early Small Satellite System Analysis Method
“ESSAM integrates spacecraft subsystem analyses, Cost Estimating Relationships

(CER) and Multidisciplinary Design Optimization (MDO) to provide an understanding of
how technology trade options and variations in mission parameters impact system cost
[33].”
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The optimization procedure proposed in ESSAM uses dynamic programming and
sensitivity analysis to improve the conceptual spacecraft design process. Dynamic
programming is essential in order to provide an optimal combination of technology trade
options that could help in minimizing the cost of the system [33]. Sensitivity analysis
provides estimates of the influences that trade options have on system parameters. The
procedure significantly reduces the cost, time and effort required for understanding the
relationship between system parameters and design variables, while increasing the
probability of converging on an optimal design [33]. The overall ESSAM process is
illustrated in Figure 3.5.
Establish initial performance and programmatic requirements

Select technology trade options for each spacecraft subsystem

Approximate immediate cost variables by disciplinary analysis
of design variables associated with trade options

Transform the immediate cost variables into an approximate
cost of the system using Cost estimating Relationships (CER)
Apply dynamic programming algorithm to provide an optimal
combination of trade options that minimize cost
Perform sensitivity approximation of the system-level
influences of the design variables associated with the optimal
parameter trade options
Figure 3.5 ESSAM process flowchart [Adapted from 33]
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3.4

Risk Management
Risk management is a process wherein, the team members assess failure

probabilities for each component in order to identify how critical the components are to
mission success [34]. Dribault et al [35] propose a four step process to risk assessment
which includes:
Step 1. Risk Identification.
Step 2. Risk Assessment.
Step 3. Risk Mitigation Action Definition.
Step 4. Progress and Results control.
Step 1 involves identification of risk/failure, and analysis of the factors that could
trigger the risk. The specific techniques used to do so might vary from project to project.
One of the techniques of risk-identification is fault tree analysis, in which analysts work
backwards from undesirable outcomes to the small events that might cause them. Items
that are highly critical to mission success or have high probability of failure receive
special attention [34], [35].
Step 2 involves assessment of how critical the risk is at the project-level [35].
Criticality stems from the independent assessment of the risk occurrence probability and
seriousness of the risk consequence [35].
Step 3 is the phase where the risk mitigation action plan is devised. This typically
leads to more testing to identify the exact points at which subcomponents might fail and
more testing to assess prospective solutions. The Risk Mitigation action-plan should
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describe in detail the actions, the personnel working to mitigate/prevent the risk, the
foreseen date of action closure, and the action status [35].
Step 4 involves the process of documenting the progress & results. Each risk
should be documented on a “risk-sheet”. All risk sheets should be collected together to
form the “Risk Mitigation Plan”, which should be regularly reviewed and updated by the
project team under the responsibility of the project manager. The risk sheet can be closed
only when all preventive actions are taken and the associated risk is judged acceptable
[35].
Several studies have revealed that the route to building reduced-cost-increasedreliability missions is to build smaller and less-complex spacecrafts. It is very important
to note that “smaller” does by no means guarantee reduced complexity. The factors that
contribute to spacecraft complexity are listed in the Table 3.4.
Table 3.4 Factors contributing to spacecraft complexity [36]
• Launch mass (kg)
• Design Life (months)
• Maximum distance from Earth orbit
(astronomical units)
• Beginning of life power (watts)
• End of life power (watts)
• Solar array area (m2)
• Solar cell type (Si vs. GaAs)
• Array/antenna configuration (bodyfixed, deployed, articulated)
• Battery type (lead-acid, NiCd,
NiH2, Li-ion)
• Structures material (aluminum,
composite)

• Number of instruments
• Pointing accuracy (degrees)
• Pointing knowledge (degrees)
• Number of thrusters
• Propulsion type (none/cold gas,
monopropellant, bipropellant/ion)
• Communications band (UHF/VHF,
S-band, L/X-band)
• Maximum downlink data rate
(Kbps)
• Solid state recorder memory
(Mbytes)
• Thermal control type (passive,
semi-active, active)
• Solar cell type (Si vs. GaAs)
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3.4.1

Risk Management Inferences

Presented below are a set of inferences and recommendations about risk management
proposed by McCurdy in “Faster, Better, Cheaper: Low-Cost Innovation in the U.S.
Space Program [34].”
•

Risk is inevitable in complex, tightly coupled systems.

•

Reliability, speed and low cost can be achieved simultaneously by reducing the scale
and complexity of projects. Risk does not necessarily lead to failure.

•

Redundancy and safety features are useful for increased reliability, but tend increase
cost and complexity.

•

The most important techniques for achieving high levels of reliability involve the
creation of self-managing teams.

•

Formal system reviews are useful, but not the primary means for promoting
reliability. The primary means are techniques such as- co-location, multitasking,
seamless management, shared objectives, extensive testing, hands-on -activity etc.

•

To foster a culture of reliability, project teams must be given a high degree of
technical discretion.

•

Risk can be managed through good organizational design and practices.

•

Risk, schedule and cost are interdependent. It is impossible to reduce one without
increasing the others.
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3.5

Key Project Management Guidelines
Small satellite development is characterized by shrinking schedules at lower cost

with greater performance required. Hence, development of small satellites would require
innovative program management styles [37].
Presented below are the key characteristics of the small satellite project
management.

•

Small and effective teams should operate in an environment where decision paths are
short. Short decision paths greatly help in speeding up the development process.

•

Responsibilities must be made explicit and clear to all persons working on the project.
A highly capable and efficient leader should be appointed to supervise the entire
development process.

•

An efficient multidisciplinary team, with a right mix of technical and non-technical
personnel should be involved in the project from the beginning to the very end.
Frequent changes in personnel should be avoided as far as possible.

•

Students and inexperienced professionals involved in a small satellite project should
be trained and mentored by experienced personnel or faculty.

•

Problems encountered during the course of the mission, and lessons learnt from the
problems should be documented and made part of institutional and agency memory
(Example “Lessons Learned Information System” on the World Wide Web at
http://llis.gsfc.nasa.gov) [50].
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•

Level of accepted risk should be defined and quantified early in the mission
development process [50].

•

Program managers from the teaming organizations should agree on the mutual scope
of the organizations involved and provide uninhibited communication between the
organizations [37].
The “Report on Project Management in NASA [50]” by “The Mars Climate

Orbiter Mishap Investigation Board” proposes a very useful checklist for project
management and review. This can be considered as a checklist of topics which when
managed properly, could increase the probability of mission success.

3.6

Subcontract Interfaces in Firm Fixed Price Environment
Typically, in a small satellite mission there would be more than one organization

involved in mission formalization process. There would be one primary organization that
would be responsible for managing the mission, which could outsource some of the tasks
to sub-contractors. For example, there could be a subcontractor responsible for
developing the satellite bus, and another, which would support the bus integration and
test program. The primary organization may also have to work in tandem with another
organization, which would supply the primary instrument that would be used for the
mission. In this scenario it is important to define subcontract interfaces in a firm fixed
price environment.
In order to stay within the cost constraints of the program, Firm Fixed Price (FFP)
contracts for the spacecraft bus be negotiated between the primary contractor and the sub-
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contractors, with detailed description of Statements of Work (SOW) and clear
specifications. Cully et al [37] recommend that:
•

All the subcontractors must be given maximum latitude in the use the best aerospace
commercial practices, that are currently being successfully employed on existing
aerospace commercial programs.

•

Product assurance requirements be imposed on the subcontractors.

•

Mandatory inspection points be imposed at selected points in the development
program.
Appendix A provides a comprehensive list of all the satellite manufactures and

subcontractors, which could be of use if an organization wishes to outsource some of its
work to other manufacturers or contractors.

3.7

University Satellite Projects
A growing number of satellite development programs are emerging at universities

across the world. University satellite projects share the objective to provide students with
direct, hands-on-experience in all aspects of a real satellite mission from design,
production, test, and launch to orbital operation [3]. In a university satellite program
intellectual gains and hands-on experience are as important as the success of the project.
Typically, university small satellite projects aim to develop nano-satellites or
micro-satellites so as to limit project costs [51]. These satellites are designed such that
there is flexibility to incorporate Commercial Off The Shelf (COTS) equipment and
thereby limit satellite development costs and risks. The spacecraft bus of a University
small satellite project is relatively conservative, developed using COTS equipment with a
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more innovative payload [51]. A “conservative” spacecraft bus in this context refers to a
tried and tested bus which has been used in previous small satellite missions with minor
modifications. Usage of COTS satellite buses could mean sacrificing on the flexibility
and innovation that in-house production offers.
In a university small satellite project, the design teams would be small comprising
of less experienced graduate students. A very important issue concerning university small
satellite projects which must be accounted for is that the design teams would be
confronted with a regular turnover of students as they graduate. Therefore, good
communication and documentation would prove to be the key in the turnover of
information. In addition, having undergraduates early in their college career participate
could prove useful [52].

3.7.1

Guidelines for University Small Satellite Projects
Listed below are some suggestions while dealing with small satellite projects in a

university framework.
•

Students must be educated in the systems engineering process. The Department of
Aerospace Engineering and the Department of Industrial Engineering could come
together and offer a dedicated course on - Systems engineering from the Satellite
Perspective. “Space Mission Analysis and Design” by James. R. Wertz and Wiley. J.
Larson could be the prescribed textbook for the course.

•

The students and personnel involved with the project should be familiarized with
COTS technologies available in the market, so as to aid in making the right decisions
about the equipment that can be used for the project.
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•

Close governance by professional staff or experienced faculty is very essential to
keep students on track and avoid design pitfalls before design reviews [52].

•

To prevent large learning times for team members to get acquainted with dedicated
software packages, simple software packages should be used. Possible software could
be subsystem modeling software like SSDM, ROSEMATTM, Satellite Tool Kit
(STK), and cost modeling software such as SSCM, and ASSESS.

•

Students should be introduced to the requirements engineering process. The main aim
of this process is to establish a complete and consistent set of requirements. Students
should also be trained with functional analysis tools like Microsoft Visio which
allows a complex engineering system to be easily understood and realized, by means
of functional flow diagrams and function trees [44].

•

In a university small satellite project, there is constant change in the project team
owing to regular turnover of students as they graduate. Therefore, documentation and
detailed design descriptions are very essential for the case of university small satellite
projects. Students should be trained to maintain design descriptions in dedicated
design description documents. The possible documentation structure which could be
used in an educational environment has been proposed by Meijers et al [51], as
represented in Figure 3.6. Specification documentation could include lower level
technical requirements, subsystem specifications and subsystem interfacing
specifications.

Design documentation involves detail design descriptions,

documentation of relevant software manuals and operation manuals. Verification
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documentation, as the name implies, involves documentation of the detailed
verification plan.

Figure 3.6 Illustration of documentation methodology [Adapted from 51]

CHAPTER IV
COST ENGINEERING

Cost is an engineering parameter that depends upon physical parameters (e.g. size,
complexity), technological innovation, and management methods. It is also a function of
risk, methods used to reduce risk, project management controls, and the size of the
performing organizations [4].
Analyzing and predicting program cost is increasingly important in determining if
a program is feasible. The cost parameter becomes all the more important in the context
of small satellites, where it is important to attain mission objectives within strict
budgetary restrictions.

4.1

What is Low Cost?
Low-cost missions can be defined as ones whose life cycle costs are substantially

lesser than the average cost of a space mission of the same type [53].
Wertz and Dawson [53] state that a low-cost mission is one that is three or more
times less expensive than typical missions in that class [53]. Table 4.1 attempts to portray
a clearer picture of what we mean by low-cost missions.
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Table 4.1 Empirical definition of a low cost mission [53]
Class

Typical
Cost
$150M to
$2000+M

Low
Cost
<$50M

Geo-synchronous

$250M to
$2500M

<$75M

Interplanetary

$1500M to
$3000M

<$500M

Low Earth
Orbit

4.2

Typical Mission
Defense
Meteorological
Satellite Program
(DMSP), Gamma
Ray Observatory
(GRO)
Intelsat, Tracking
and Data Relay
Satellites (TDRS)

Galileo, Casini

Low Cost
Mission
Array of Low
Energy X-Ray
Imaging Sensors
(ALEXIS), Freja

Ball Aerospace
GEO
Communications
Satellite
(ComSat)
Clementine

Reducing Cost
It is important that cost drivers be identified, analyzed and evaluated before

passing recommendations on reducing cost. Listed below are the typical cost driving
mechanisms identified by Rabenau et al [38].
•

Complex sponsor requirements with regard to volume, quality, schedule,
documentation, service availability and reliability.

•

Undue political constraints and non-technical requirements.

•

Time constraints, long lead times.

•

Unnecessarily complicated satellites.

•

Development philosophies not consistent with cost-saving philosophies.
There is no method or process common to all of the organizations that would

substantially reduce cost. This is because cost will depend on a variety of mission-
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specific parameters like: the type of mission, how the spacecraft was built, and the time
frame in which it was built.
Cost also depends on management techniques and operation strategy. For
instance, some organizations would prefer to buy satellite components/elements and use
existing platforms for launching their missions, while some organizations would build
rather than buy in order to meet specific spacecraft needs. Wertz and Dawson [53]
present the broad methods of reducing cost which has been tabulated in Table 4.2.
It is important to note that small and low-cost spacecraft will be less efficient than
larger ones, because the design would be less than optimal. Reducing the spacecraft cost
has to reduce resources available to the payload, which would in turn reduce the overall
mission performance [53].
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Table 4.2 Cost reduction methods [53]
Method
Programmatic
Schedule
compression
Reduce cost of
failure
Continuous, stable
funding
Minimize
documentation

Personnel
Improved
interpersonal
communications
Small team

Mechanism
Forces program to move rapidly
Allows both ambitious goals and
calculated risk in order to make
major progress
Maintains program continuity and
decreases long-lead times
Reduces programmatic overhead
for creating reviewing &
maintaining

Dramatically reduces errors and
omissions; conveys understanding
as well as data
Clear, nearly instantaneous
communications
Co-located team
Improves communication
Systems Engineering
Trading on
Eliminates non critical
requirements
requirements, permits use of low
cost technology
Method
Mechanism
Design-to-cost
Adjusts requirements and
approach until cost goal has been
achieved
Technology
Use COTS
Immediate availability;
software and
dramatically lower cost; tested
hardware
through use
Use existing
Reduced cost; rapid availability;
spares
space-tested
Use of non space
Takes advantage of existing
equipment
designs and potential for mass
production
Extensive use of
Minimizes weight; provides high
microprocessors
capability in a small package

VIII.

Comments
Often results in poor design due to lack
of up front mission engineering
Implies increased testing and design
verification which could increase the
cost and duration of the project

Documentation of detailed design and
plan-of-operations is critical for
knowledge transfer, especially in a
university framework.

Large programs will have to use
formal, structured communications
through specified channels
Problem if a key person drops out.

Too many compromises could affect
the mission objective
Comments
Makes cost paramount and would
greatly increase risk and chance of
failure
May need modification and thorough
testing; typically not optimal for
application
Can only do this so long as spares exist
Typically not optimal; must be space
qualified
Problem of single event upsets; very
difficult to manage and control
software development
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4.3

Cost Effectiveness Metric
Wertz and Dawson [53] state that the performance of very low-cost programs can

be improved by adding relatively small amounts of money and the performance of highcost programs can be improved only by large cost increases. This is illustrated in Figure
4.1, where performance measured in some quantitative fashion on the vertical axis versus
cost on the horizontal axis [53].

Figure 4.1 The range of cost options [53]

The only assumption for this curve is that there is a non-zero cost associated with
putting anything in orbit, and beyond that the cost of improving performance is
proportional to the level of performance already existing. According to Wertz and
Dawson [53], the most cost effective program is the one with the greatest performance
per unit cost [53]. This is represented in Figure 4.1 by the tangent to the curve that passes
through the origin. Below this point a unit increase in performance can be obtained by
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adding relatively small amounts of money. Programs significantly below this point are
low cost missions [53].
Mosher et al [54] in 1999, proposed an expression for Space Mission Cost
Effectiveness (SMCE) which has been cited in Formula 1.

SMCE =

I *t
TMC

(1)

‘I’ is the number of different instruments flown, ‘t’ is the time (in months) that the
instruments were operated, and ‘TMC’ is the overall Total Mission Cost. In essence, this
metric measures the mission’s “bang for the buck” or the amount of science gathered per
unit dollar [54].
The numerator of (1) represents a metric that uses the number of the instruments
on-board the satellite multiplied by the length of time for which the instruments measure
data and is referred to as “instrument-months”. This metric aids in gauging science return
from a mission because multiplying the number of instruments on-board by the duration
that the instrument operates provides a surrogate for the quantity and “depth of
information” gathered by the instrument. A primary assumption of this metric is that all
instruments provide equal science value. The rationale for this assumption is that “each
instrument is placed on-board a satellite to achieve a specific scientific objective and that
all scientific objectives are of equal value [54].”

4.4

Estimating Small Satellite Costs
In estimating the cost of a proposed space system, cost analysts use costs of

existing systems to develop a Cost-Estimating Relationship (CER), in order to help
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predict the cost of a new system. Cost estimates are based on components that were
previously developed and produced, vendor price quotes for existing off-the-shelf items,
or other appropriate data that can enable dollar values to be assigned to all items that need
be paid for [55].

4.4.1

The Cost Modeling Process
A cost model should be able to associate the technical parameters and physical

characteristics of small satellites to cost. D.A. Bearden, in “Small Satellite Costs” [56]
suggests the following list of tasks that should be performed in order to characterize a
sound cost model:
•

Definition of small satellite and identification of small-satellite programs.

•

Collection of small-satellite cost and technical data from a variety of different
sources.

•

Examination of cost-reduction techniques used by small-satellite contractors and
sponsors.

•

Performance of parametric analysis to determine which factors be used in the
derivation of cost-estimating relationships by using best-fit regressions on data where
cost correlation is evident.

•

Development and validation of a cost model with parametrics and statistics;
evaluation of the cost model by performance of cost and cost-sensitivity analyses on
small-satellite systems under development.
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•

Creation of a corporate knowledge base of ongoing small-satellite activities and
capabilities, technology-insertion opportunities, and project histories for lessons
learned, systems studies, etc.

•

Maintenance of a corporate presence in the small-satellite community to advise
customers about relevant developments.

•

Development of a cadre of people with expertise and tools for continued studies of
the applicability of small satellites to military, civil, and commercial missions.
The figure below illustrates the cost modeling process as presented by the

Aerospace Corporation. This is an ongoing iterative process that involves collecting data
and performing regression analysis to arrive at cost-estimating relationships. The data
should be validated against actual program costs [56].
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1. Define problem

2. Examine existing cost models
• Determine utility
• Determine adaptability

5. Develop Cost Model
• Perform parametric
weighting
• Perform statistical analysis
6. Validate cost model

9. Deliver model to user
community

3. Collect cost and technical data
• Identify potential cost drivers
• Determine adaptability

4. Do parametric analysis
• Perform regression
• Identify correlation
• Consider multiple parameters

Compare with known costs

8. Apply model
• Use in trade study
• Use in cost analysis
• Consider sensitivities

Figure 4.2 The cost modeling process [56]

4.5

Software Tools for Cost Modeling
The popular modeling tools for small satellite cost analysis include SSCM, SSDM

and Aerospace Small Satellite Evaluation Spreadsheet Suite (ASSESS), all developed by
the Aerospace Corporation. These models have been developed to “estimate the mass,
power and cost of a small spacecraft, based on actual cost, physical, and performance
parameters of recent small spacecraft [48].”
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4.5.1

SSCM
SSCM has been used in a wide variety of applications, and by a wide number of

customers. Organizations that have used SSCM include NASA Lewis, NASA
Headquarters, Jet Propulsion Laboratories, Air Force Space and Missile Systems Center
to cite a few [48]. It has been reported by Mosher et al [48] that Aerospace Corporation
has used SSCM in numerous situations, including “support of NASA Discovery and
Small Explorer (SMEX) proposal evaluations and integration with the Concept Design
Center, a concept design and evaluation facility at Aerospace [48].” SSCM has also been
used to support “design-to-cost trade studies for U.S. Air Force (USAF) Phillips
Laboratory, with the Mightysat I and II missions, as well as source selection with the
TSX missions [48].”
A typical session with SSCM would begin with a gathering of input data. This
data is either input manually by the user, or fed directly from a design model, such as
SSDM. Once this information is supplied, SSCM automatically computes the cost
probability of the total spacecraft cost [48]. Section 6.2 of this thesis demonstrates the
small satellite cost analysis process using SSCM.
Aerospace Corporation has developed a general-purpose spreadsheet model for
small satellite conceptual design referred to as the Small Satellite Design Model (SSDM),
which has been discussed in Section 3.2.2 of this thesis [48].

4.5.2

ASSESS
ASSESS was developed by Aerospace Corporation in order to integrate the

SSCM and SSDM models into a single tool. ASSESS helps analyze the interactions
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between spacecraft subsystems and how changes in design variables affect cost [48].
Several versions of the ASSESS tool are being developed with varying levels of
complexity ranging from simple system level cost estimation to detailed subsystem
design (including component selection) and cost estimating [48]. SSCM and ASSESS can
be acquired from the Aerospace Corporation, by following the procedure described in
section 3.2.2 to procure SSDM.

CHAPTER V
CASE STUDIES OF FAILED NASA-SPONSERED SMALL SATELLITE MISSIONS

A case study is a particular method of qualitative research. Rather than using large
samples and following a rigid protocol to examine a limited number of variables, case
study methods involve an examination of a single instance or event, or in other words, a
case [83].
Case studies of failed missions can provide inferences about reasons for failure.
As a result the researcher may gain a sharpened understanding of why the failure
happened as it did, and what are the areas one should look at more extensively in future
research. The missions considered for this analysis are High-Energy Transient
Experiment (HETE), Lewis, Clark, Wide-Field Infrared Explorer (WIRE), Tomographic
Experiment using Radiative Recombinative Ionospheric EUV and Radio Sources
(TERRIERS), Clementine, and the Mars Global Survivor (MGS) listed in Table 5.1 [56].

73

74
Table 5.1 Failed small satellite missions
Launch
Launch
Mass
Date
(kg)
CATASTROPHIC FAILURES
MIT4/
128
Nov 96
AeroAstro

Pegasus
XL

NASA

TRW Inc.

385

Jul 98

Athena I

NASA

CTA Inc.
(Orbital)

266

cancelled

Athena I

NASA

255

Mar 99

AeroAstro

288

May 99

Program

Sponsor

HETE

NASA

Lewis
Clark
WIRE
TERRRIE
RS

NASA,
JPL1
NASA,
BU2

Spacecraft
Contractor

Launch
Vehicle

Pegasus
XL
Pegasus
XL

Mission

High energy
experiments
Hyperspectral
imaging
Science
experiments
Astronomical
telescope
Space
physics

PARTIAL FAILURES
3

Clementine

BMDO /
NASA

NRL5

494

Jan 94

Titan II

MGS

NASA

Lockheed
Martin

651

Nov 96

Delta II

Lunar
mapping
Mars
mapping

Table 5.1 Key
1: JPL (Jet Propulsion Laboratory).
2: BU (Boston University).
3: BMDO (Ballistic Missile Defense Organization).
4: MIT (Massachusetts Institute of Technology).
5: NRL (Naval Research Laboratory).

5.1

Catastrophic Failures
The HETE-1 satellite was launched on November 4, 1996, along with the

Argentine satellite SAC-B, on a Pegasus rocket from Wallops Island, VA. The Pegasus
rocket achieved a good orbit, but the third stage failed to release the two satellites. As a
result, SAC-B and HETE-1 were unable to function as designed and both died due to lack
of solar power within a day of launch. Failure of the HETE-1 mission can be attributed to
launch vehicle failure rather than actual satellite failure [54].
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NASA agreed to a re-flight of the HETE-1 satellite, using flight spare hardware
from the first satellite. In July 1997, funding for a second HETE satellite was granted.
Construction of the HETE-2 satellite began in mid-1997. The HETE-2 satellite bus was
built entirely at MIT. HETE-2 was successfully launched on October 9, 2000.
Lewis was launched on August 23rd 1997, for technology demonstration of
advanced science instruments for measuring changes in Earths land surfaces [54]. The
spacecraft entered a flat spin in orbit that resulted in a loss of solar power and a fatal
battery discharge. Contact with the spacecraft was lost on August 26; it then reentered the
atmosphere and was destroyed on September 28 [54].
A retrospective on the Lewis mission was provided by the NASA-commissioned
Lewis Spacecraft Mission Failure Investigation Board (1998). The report indicates that
NASA’s Earth orbiting Lewis spacecraft failed due to a combination of a technically
flawed attitude control system design and inadequate monitoring of the spacecraft during
its crucial early operations phase [78].
The attitude control system design for Lewis had been adapted from a system
used on the TOMS-EP (Total Ozone Mapping Spectrometer) spacecraft. Investigation
into the attitude control system found that insufficient analysis had been done to adapt
this design to suit the case of the Lewis spacecraft [54]. Lack of knowledge about the
behavior of the spacecraft in orbit resulted in rotational perturbations, which eventually
led to an uncontrolled spin. Lewis mission failure can be attributed to design error [54].
The Clark spacecraft was cancelled in February 1998. The primary goal of Clark
was to produce black and white stereo images with resolution up to 3 m. Primary reasons
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for cancellation of the program could be attributed to a combination of concerns about
cost overruns, payload health, and an uncertain launch schedule [54]. Projection of cost to
complete the mission showed a cost overrun of 15 percent. To date, NASA has spent $55
million for the budgeted $49 million mission [54].
Another reason for the failure of the Clark mission can be attributed to too many
organizational changes during the course of the mission. The Clark mission’s prime
contractor was originally a company named CTA, and the launch vehicle was to be
provided by Martin Marietta Astronautics. Since the start of the program, CTA was
purchased by Orbital Sciences Corp., VA, and Martin Marietta Astronautics merged with
the Lockheed Corporation to form a new company [94].
Many of the concerns leading to the cancellation of the Clark mission related to
top-level requirements for the mission. The failure of this mission can be attributed to
planning/project management error [54] [78].
WIRE, launched on March 4, 1999 suffered catastrophic failure due to design
error and analysis. The Wide-Field Infrared Explorer (WIRE) mission was meant to study
the formation and evolution of galaxies. Its telescope was so delicate it had to be sealed
inside a frozen hydrogen cryostat. But shortly after launch, a digital error ejected the
cryostat’s cover prematurely and exposed the frozen hydrogen and the telescope infrared
detectors to the sun. As the telescope heated, the hydrogen converted into gas and
discharged with a force that sent the spacecraft tumbling wildly through space [79].
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Further testing and simulation may have resolved these problems before they
occurred. In this instance, the WIRE mission failure could be attributed to design error
[54].
TERRIERS was built under the NASA Student Explorer Demonstration Initiative
(STEDI) and was launched on May 18, 1999. An orientation problem with the spacecraft
resulted in the solar arrays not receiving full exposure to the sun and hence caused battery
discharge [54]. The orientation error was attributed to possible errors in the attitude
control system software. The analysis and recovery attempts have till date been
unsuccessful and this mission is considered to be a catastrophic failure. Since further
testing and simulation may have prevented this occurrence, the TERRIERS mission
failure can be attributed to design error [54].

5.2

Partial Failures
Clementine was launched on January 25, 1994 aboard a Titan IIG. Clementine

was a relatively low-cost, technology-demonstration mission to investigate the long term
effects of the space environment on sensors and spacecraft. As a secondary objective,
Clementine was designed to make scientific observations of the Moon and the near Earth
asteroid: “1620 Geographos [54].” After completion of the lunar mapping, Clementine’s
on board computer malfunctioned on departure from lunar orbit. This malfunction caused
misfiring of several thrusters and complete depletion of the fuel onboard. The asteroid
portion of the mission was hence cancelled [54]. Partial failure of the Clementine mission
can be attributed to design error.
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Mars Global Surveyor (MGS) was launched in November 7, 1996. One of the
unique characteristics of this mission included the use of aero-braking to lower the orbit
of the spacecraft. However, one of the solar panels “failed to latch properly when it was
deployed and subsequently showed unexpected motion and moved past its fully deployed
position when aero-braking began [95].” This resulted in a revised and less rigorous aero
braking schedule. In April 1999, MGS experienced problems with the high gain steerable
antenna. The steerable antenna was stuck in a fixed position in the azimuth negative
direction [54]. This problem could not be rectified and the MGS resumed operations with
the antenna in fixed mode.

CHAPTER VI
CONCEPTUAL DESIGN OF THE MSUSAT SATELLITE

This chapter details the preliminary conceptual design of the MSUSAT satellite
from a systems engineering perspective. This chapter begins with the definition of the
broad mission objective and proceeds to quantify how well the broad objectives need to
be achieved, given the needs, the applicable technology and the constraints. The orbit in
which the satellite operates is a very important criterion in quantifying various other
subsystems and determining how well the mission can fulfill its objectives. The choice of
orbit for MSUSAT has been explained in detail in section 6.4. The chapter also details
the choice of payload and other subsystem components for Attitude Determination and
Control (ADC), Command and Data Handling (C&DH), Communication, Power and
Structures, that are needed to ensure that the mission operates successfully.

6.1

Mission Objective
Mission objectives are statements that outline the aim of the mission. They should

be qualitative in nature and general enough to remain virtually unchanged during the
design process [4]. It is the fundamental objective, which must be fulfilled as the design
progresses.
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The broad objective of the MSUSAT mission is to build a low-cost micro-satellite
to provide medium-resolution multispectral imagery for landmass monitoring, with large
area coverage capabilities. The MSUSAT is expected to match the 32m ground resolution
of Landsat-7 in at least three spectral bands.

6.2

Mission Requirements
Having defined the broad objectives, the next step in the mission design process is

to transform the broad objective into a preliminary set of requirements and constraints on
the space mission’s performance and operation. It is important to note that the
requirements mentioned here are first cut estimates of what must come from the primary
objective. It often happens during the space mission design process that these
requirements undergo several iterations through the design process [4]. These mission
requirements must be open to trade as the mission concept evolves.
The following functional requirements will help define how well the system must
perform to meet its objectives.
1. The MSUSAT subsystem and payload components would be mounted on the
MicroSat-100 enhanced micro satellite platform. This platform is suitable for
missions of 70 to 140 kgs total mass, with a typical payload mass of up to 40 kgs.
Hence, the spacecraft bus mass should not exceed 100 kgs, and the payload mass
should not exceed 40 kgs.
2. The satellite design should follow an approach of low-cost design with extensive use
of COTS components.
3. MSUSAT should attain global coverage with good revisit rates (< 10 days).
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4. MSUSAT should obtain images of the target with the same illumination each revisit.
5. MSUSAT is expected to match the 32m ground resolution of Landsat-7 in at least
three spectral bands.
6. Pointing accuracy should be at least 0.5° so as to place the desired target within the
field of view of the imager.
7. It is desired that the satellite remain in orbit for a period of at least 4 years.
8. The spacecraft should be able to transfer the payload data to the ground station at
Starkville, MS.

6.3

Spacecraft as a system
In order to fulfill the mission objectives, the MSUSAT spacecraft will have to be

aided by several subsystems. The various subsystems have been explained in good detail
in Chapter 2. The top-level functions of the subsystem have been briefly summarized in
Table 6.1.
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Table 6.1 Spacecraft subsystems and their interactions with other subsystems
Component
Imaging Payload
subsystem
Attitude
Determination
and Control
subsystem
Communication
subsystem

Command and
Data Handling
(C&DH)
subsystem

Reason for existence on spacecraft

Interaction with other
subsystems
To satisfy the mission requirements and
ADC, C&DH storage
obtain images of desired quality.
unit, C&DH on-board
computer unit, Power.
To provide the desired control accuracy to C&DH on board
support and orient the payload, so that the computer unit, Power,
imaging payload can capture the desired
Imaging payload
ground targets.
Responsible for transmitting the image
Onboard computer,
and house keeping data to the ground
C&DH storage unit,
C&DH on-board
station.
computer unit.
Receiving the command and control
signals from the ground station.
Should have capacity and signal strength
to transmit the images captured by the
payload, back to the ground station.
Should store image data, housekeeping
data, operating system until the spacecraft
can transfer the data to the ground station
during its next contact.

Imaging payload, ADC,
Power, Communication
and Propulsion

Get information about the satellite
position from the attitude sensors and
interpret the desired corrections to the
actuators.
Transfer data between memory and
communications.

Power
subsystem
Propulsion
subsystem
Structures
subsystem

Control the communication subsystem to
send data and receive commands from the
ground station.
Supply power to all the other subsystems
during the complete duration of the
mission.
Perform minor orbit corrections.

Imaging payload, ADC,
Communication,
C&DH, Propulsion
Power, ADC, C&DH

Should support the weight of MSUSAT
throughout the operations.

Encloses all the other
subsystems
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A simplified tree diagram of the MSUSAT has been represented in the Figure 6.1.

Figure 6.1 Simplified tree diagram of the space segment of MSUSAT [28]

The rest of this chapter will focus on the choice of components that actually
comprise each of the subsystems that are represented in Figure 6.1 and the choice of orbit
in which the entire configuration shall operate.

6.4

Orbit Selection
The primary aim of the analysis in this section is to select the optimum orbit that

would help in accomplishing the mission requirements. This section uses results from
simulations using STK v6.2, an off the shelf software tool from Analytical Graphics Inc,
to make decisions regarding the choice of orbital parameters that influence mission
requirements. The requirements of the MSUSAT mission mentioned in section 6.2 of this
thesis, which affect the selection of orbit are:

1. MSUSAT should obtain images of target with the same illumination each revisit.
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2. MSUSAT should attain global coverage with moderately high revisit rates.
3. MSUSAT remain in orbit for a period of at least 4 years.

6.4.1

Choice of Altitude
The orbit altitude will affect the resolution, mission life, and the target revisit rate.

The STK Lifetime Tool estimates the “amount of time a satellite can be expected to
remain in orbit before atmospheric drag and other perturbations cause it to decay [40].”
The variation in satellite lifetime with change in altitude was calculated using the STK
Lifetime tool and the results are presented in Table 6.2. The test was performed for a
satellite of mass 140 kg.
Table 6.2 Variation of lifetime with altitude
Satellite Altitude (km)
400
500
600
700
800

Lifetime
149 days
1.3 years
2.7 years
5.4 years
>10 years

It can be noted from Table 6.2 that, below 500 km, the orbit life is very short due
to atmospheric drag. The MSUSAT mission is intended to be operational for a period of
at least 4 years. A choice of a very high altitude would imply high operational life, but
loss in image resolution. Loss in resolution is also not desirable because MSUSAT is
intended to be an imaging mission for Earth observation. With these factors in mind, a
choice of a 700 km altitude was made to perform the rest of the simulations.
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6.4.2

Choice of orbit using STK v6.2
STK allows the user to engineer sample scenarios for further analysis. A scenario

in STK can be defined as “the context in which the properties and behavior of other
objects are defined [40].” The “objects” could include satellites, ground stations, sensors,
or targets. For this simulation, a scenario was created named the “MSUSAT-scenario”. It
is to be noted that the scenario was simulated for a time period of 62 days starting 1 Jul
2006 12:00:00 UTCG and ending 1 Sep 2006 12:00:00 UTCG.
In order to study the times at which the MSUSAT satellite can access points on
the ground, two sample targets were defined on diverse locations the surface of the
Earth’s landmass. The targets were defined at:
•

Starkville, Mississippi.

•

Stellenbosch, South Africa.

The latitude and longitude information about the targets has been tabulated in
Table 6.3.
Table 6.3 Target specifications
Target Location
Starkville, Mississippi
Stellenbosch, South Africa

Latitude
33.44 deg
-26.19 deg

Longitude
-88.83 deg
28.05 deg

It is important to note that the accesses of the satellite were limited to account for
the field of view along just the nadir vector. The accesses were first computed for a
satellite in sun-synchronous orbit.

86
6.4.2.1

MSUSAT in Sun-synchronous orbit
The summary of the access times of MSUSAT satellite, in sun synchronous orbit,

over the “Starkville” target are represented in Table 6.4.
Table 6.4 Satellite-MSUSAT-to-target-“Starkville”: access summary report
Access Start Time
(UTCG)
1
11 Jul 2006
18:15:13.474
2
27 Jul 2006
18:17:07.351
3
11 Aug 2006
05:32:33.815
4
27 Aug 2006
05:34:33.096
Mean Duration
Total Duration

Stop Time
(UTCG)
11 Jul 2006
18:15:15.718
27 Jul 2006
18:17:19.985
11 Aug 2006
05:32:44.795
27 Aug 2006
05:34:43.735

Start Time
Local time
11 Jul 2006
12:15:13.474
27 Jul 2006
12:17:07.351
11 Aug 2006
23:32:33.815
27 Aug 2006
23:34:33.096

Stop Time
Local Time
11 Jul 2006
12:15:15.718
27 Jul 2006
12:17:19.985
11 Aug 2006
23:32:44.795
27 Aug 2006
23:34:43.735

Duration
(sec)
12.238
7.245
12.724
13.198
9.124
36.496

It can be noticed from Table 6.4 that MSUSAT accesses the target at “Starkville”
almost the same time each day with ±2 minute accuracy, once in sunlight and once in the
dark. Table 6.5 represents similar accesses that were computed for the “Stellenbosch”
facility.
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Table 6.5 Satellite-MSUSAT-to-target-“Stellenbosch”: access summary report
Access Start Time
(UTCG)
1
11 Jul 2006
22:24:21.210
2
15 Jul 2006
09:52:56.120
3
9 Aug 2006
09:49:57.339
4
21 Aug 2006
22:23:20.354
5
25 Aug 2006
09:51:52.689
Mean Duration
Total Duration

Stop Time
(UTCG)
11 Jul 2006
22:24:33.367
15 Jul 2006
09:53:03.438
9 Aug 2006
09:50:02.305
21 Aug 2006
22:23:32.349
25 Aug 2006
09:52:05.028

Start Time
Local time
11 Jul 2006
00:24:21.210
15 Jul 2006
11:52:56.120
9 Aug 2006
11:49:57.339
21 Aug 2006
00:23:20.354
25 Aug 2006
11:51:52.689

Stop Time
Local Time
11 Jul 2006
00:24:33.367
15 Jul 2006
11:53:03.438
9 Aug 2006
11:50:02.305
21 Aug 2006
00:23:32.349
25 Aug 2006
11:52:05.028

Duration
(sec)
12.157
7.318
4.966
11.995
12.338
9.755
48.775

The important thing to note from Table 6.4 and Table 6.5 is that the local times at
which the targets are accessed. It is noticed that the targets are accessed at approximately
at 12:00 hours local time or 0:00 hours local time with approximately ±30 minute
accuracy. This will be the case, not just for the Starkville or Stellenbosch facilities, but
for any location on the surface of the Earth.
To analyze the effect on access times when the MSUSAT satellite is in orbits
other than sun-synchronous, the satellite was simulated in a circular orbit (51°
inclination).

6.4.2.2

MSUSAT in Circular orbit
The summary of the access times of MSUSAT satellite, in a circular orbit (51°

inclination) over the Starkville and Stellenbosch targets represented in Tables 6.6 and 6.7
below.
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Table 6.6

Access summary report for MSUSAT in circular orbit-to-target“Starkville” : 1 Jul 2006 12:00 UTCG to 1 Sep 2006 12:00 UTCG

Access Start Time
(UTCG)
1
5 Jul 2006
06:40:30.434
2
17 Aug 2006
22:55:59.403
3
18 Aug 2006
14:58:14.452
4
25 Aug 2006
20:06:10.018
5
26 Aug 2006
12:08:24.258
Mean Duration
Total Duration

Stop Time
(UTCG)
5 Jul 2006
06:40:40.764
17 Aug 2006
22:56:10.875
18 Aug 2006
14:58:24.219
25 Aug 2006
20:06:23.346
26 Aug 2006
12:08:37.455

Start Time
Local time
5 Jul 2006
00:40:30.434
17 Aug 2006
16:55:59.403
18 Aug 2006
08:58:14.452
25 Aug 2006
14:06:10.018
26 Aug 2006
06:08:24.258

Stop Time
Local Time
5 Jul 2006
00:40:40.764
17 Aug 2006
16:56:10.875
18 Aug 2006
08:58:24.219
25 Aug 2006
14:06:23.346
26 Aug 2006
06:08:37.455

Duration
(sec)
10.330
11.473
9.766
13.328
13.197
11.619
58.093

Table 6.7 Access summary report for satellite-“MSUSAT_circular51”-to-target“Stellenbosch”: 1 Jul 2006 12:00 UTCG to 1 Sep 2006 12:00 UTCG
Access Start Time
(UTCG)
1
3 Jul 2006
19:46:15.352
2
11 Jul 2006
08:12:35.859
3
11 Jul 2006
16:56:27.211
4
19 Jul 2006
05:22:44.870
5
19 Jul 2006
14:06:43.475
6
27 Jul 2006
02:32:57.878
Mean Duration
Total Duration

Stop Time
(UTCG)
3 Jul 2006
19:46:27.590
11 Jul 2006
08:12:43.103
11 Jul 2006
16:56:39.935
19 Jul 2006
05:22:58.068
19 Jul 2006
14:06:47.590
27 Jul 2006
02:33:08.761

Start Time
Local time
3 Jul 2006
21:46:15.352
11 Jul 2006
10:12:35.859
11 Jul 2006
18:56:27.211
19 Jul 2006
07:22:44.870
19 Jul 2006
16:06:43.475
27 Jul 2006
04:32:57.878

Stop Time
Local Time
3 Jul 2006
21:46:27.590
11 Jul 2006
10:12:43.103
11 Jul 2006
18:56:39.935
19 Jul 2006
07:22:58.068
19 Jul 2006
16:06:47.590
27 Jul 2006
04:33:08.761

Duration
(sec)
12.238
7.245
12.724
13.198
4.115
10.883
10.067
60.402

It can be inferred from Tables 6.6 and 6.7 that for the MSUSAT satellite in
circular orbit, the accesses to the Stellenbosch and Starkville facilities have been obtained
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at times that are distinctly different from the time of the previous accesses. This implies
that MSUSAT satellite in circular orbit will not be able to satisfy the primary mission
requirement of obtaining images of target with the same illumination each revisit. Similar
observations were made when the satellite was simulated in other orbits, like repeating
ground trace orbits and other elliptical orbits.

6.4.3

Coverage analysis for MSUSAT in sun-synchronous orbit
The coverage module of the STK allows analysis of global and regional coverage

provided by satellites or sensors. To analyze coverage capabilities of the satellite, the
STK coverage module contains the STK “coverage definition” object class. Using this
object it is possible to define the area of interest and the objects that would provide access
to the area of interest. For the case of the MSUSAT the entire area of the Earth’s
landmass was set as the area of interest and this coverage object.
It is important to note that, though the regions to be considered in the coverage
analysis have been specified as the entire area of the Earth’s landmass, the statistical data
computed during a coverage analysis is based on a set of locations, or points, which span
the specified area. The exact location of the grid points are computed based upon a
specified resolution. For this scenario the resolution has been set to 3 degrees. The
screenshot of the areas that were considered for coverage analysis are shown in Figure
6.2. The grid points marked by a green ‘+’ symbol are the areas that were considered for
analysis.
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Figure 6.2 Areas considered for coverage analysis for “MSUSAT” satellite

6.4.3.1

Coverage by Asset Report
The Coverage by Asset report summarizes the coverage provided by individual

“assets” to the selected areas of interest. The “assets” could include satellites or sensors.
For the case of this scenario, this report summarizes the coverage of the Earth’s landmass
provided by the MSUSAT satellite in sun-synchronous orbit. Table 6.8 indicates the
minimum, maximum and average percentage of the accessible coverage area, by
MSUSAT at any one time as well as the cumulative percentage of accessible area.
Table 6.8 Earth landmass coverage by MSUSAT in Sun-synchronous orbit
Asset Name
MSUSAT
(Sunsynchronous)

Minimum %
Coverage
0.00

Maximum %
Coverage
0.104359

Average %
Coverage
0.001324

Accumulated
% Coverage
100.00
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It can be noted from Table 6.8 that MSUSAT provides full coverage of the
Earth’s landmass area. Hence, the “global-coverage” requirement of the mission is met
by the MSUSAT satellite in sun-synchronous orbit.

6.4.4

Choice of Inclination
It was noticed that for the case of a satellite in sun synchronous orbit, the

inclination had a direct relationship with the altitude of the satellite. To study the
relationship between altitude and inclination using STK, the value of altitude was altered
and the corresponding change in inclination was noted. The results are presented in the
Table 6.9.
Table 6.9 Effect of altitude on inclination of a satellite in Sun synchronous orbit
Altitude (km)
400
500
600
700
800

Inclination (deg)
97.034619
97.406460
97.792391
98.192769
98.607961

Since the satellite has been chosen to be at an altitude of 700 km, the inclination
has to be 98.192 degrees.

6.4.5

Choice of the time of imaging
A satellite in sun-synchronous orbit can be modeled to image all the areas on the

Earth at a particular time each day. In the sample simulations of section 6.4.2 the
MSUSAT satellite was modeled to image the specified landmass areas at 12:00 hours and
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0:00 hours. It is important to note that the local time of imaging of a satellite in sunsynchronous orbit influences the amount of time for which the satellite would have
access to sunlight.
To study the variation of sunlight times with the local times of imaging,
MSUSAT was simulated for a period of one year from 1 Jul 2006 to 1 Jul 2007. The local
times of access were varied and the number of days for which the satellite had access to
sunlight was calculated. The results have been tabulated in Table 6.10.
Table 6.10 Variation of sunlight times with local times of access
Time of Imaging
0:00 and 12:00
1:00 and 13:00
2:00 and 14:00
3:00 and 15:00
4:00 and 16:00
5:00 and 17:00
6:00 and 18:00
7:00 and 19:00
8:00 and 20:00
9:00 and 21:00
10:00 and 22:00
11:00 and 23:00

Days
234.8432
236.6293
242.6696
255.8536
289.1649
343.3482
352.0089
344.0512
287.8933
255.6708
242.609
236.6081

The data in Table 6.10 has been represented graphically in the Figure 6.3.
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Time of Access

Figure 6.3 Variation of sunlight times with local times of access

It can be noted from Figure 6.3 that when the satellite is set to access the ground
at 6:00 and 18:00 hours local time, it has maximum access to sunlight. This implies that a
satellite in a 6:00 am to 6:00 pm orbit allows the satellite to generate the maximum
amount of power from solar cells. This would mean that the satellite would be in eclipse
for a lower amount of time, and power requisites of the satellite can be met by solar
panels for most of the time and hence, lesser battery capabilities would be required.
Keeping this in mind, the MSUSAT satellite was chosen to be in a 6:00-18:00 hours sunsynchronous orbit.
Based upon the discussion in Sections 6.4.1 through 6.4.5, the final orbit
specifications have been represented in Table 6.11.
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Table 6.11 MSUSAT orbit specifications
Orbit type
Inclination
Altitude
Local time of imaging

6.5

Sun-synchronous
98.192 degrees
700 km
6:00 and 18:00

Payload
The payload is the combination of hardware and software on the spacecraft that

interacts with the target to accomplish the mission objectives. Payloads are typically
unique to the mission and are the fundamental reason that the spacecraft is flown. The
purpose of the rest of the spacecraft is to keep the payload healthy and pointed in the
right direction.
The overall objective of the MSUSAT payload is to provide medium-resolution
multi-spectral imagery for Earth observation services with at least 32m ground resolution
in three spectral bands. For this purpose, the “Extended Swath Imaging System (ESIS)”,
was identified as the imaging payload for the MSUSAT satellite.
ESIS employs the push broom imaging technology and consists of consists of 2
banks of cameras with 3 channels each [96]. Hence, ESIS effectively consists of 6
channels split into two banks and fixed on a V plate as represented in Figure 6.4 [96].
Each channel is in fact an independent camera and contains a complete optics system plus
a PCB (Printed Circuit Board) supporting the sensor. It provides a dual (slightly
overlapping) swath width a combined swath width of 600 km at a spatial resolution 32 m
[96].
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Figure 6.4 Extended Swath Imaging System (ESIS): MSUSAT payload [106]

Each imager includes a customized Kodak linear CCD sensor with over 10,000
pixels providing 32m Ground Sampling Distance at nadir. A “Schneider lens is employed
providing a wide focal plane, and each lens and sensor is integrated into an optical
assembly with its own individual spectral filter [97].” The complete instrument provides
near 20,000 pixels in the standard LANDSAT bands 2, 3 and 4 (Green: 0.52µm to
0.62µm, Red: 0.63µm to 0.69µm and Near Infra-Red: 0.76µm to 0.9µm). This imager is
space qualified and has been used successfully in ALSAT-1, NigeriaSat-1 and Beijing-1,
and UK-DMC.
In order to manage the size of the data products, the ALSAT-1 mission that uses
the same imager for operation splits the images into “tiles” of 2500x2500 pixels each
(approximately 80x80 km) in three spectral bands [97]. Each tile would occupy
approximately 18 MB of data storage. MSUSAT could adopt the same configuration for
managing the size of the data. It is desired that the MSUSAT mission be capable of
storing at least 50 such “tiles” onboard before it can transfer it to the ground station at
Starkville, MS.
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This payload configuration would satisfy the MSUSAT mission requisites of
ground multispectral imagery for landmass monitoring because it produces images with
32m ground resolution in three spectral bands.

6.5.1

Operating payload in off nadir mode
The MSUSAT mission requires large area coverage capabilities with good revisit

rates (<10 days). In order achieve these requisites the scope of off-nadir imaging was
explored using simulations from STK.

6.5.1.1

Coverage improvement from off-nadir imaging
To understand the impact of off-nadir pointing on coverage, MSUSAT was

simulated for a period of one day starting 1 Jul 2006 12:00:00.000 UTCG to 2 Jul 2006
12:00:00.000 UTCG, and the percentage of the Earth’s landmass area that was covered
during this period was reviewed. The result is presented in Table 6.12.
Table 6.12 Coverage improvement with off-nadir pointing
Pointing

Nadir
10° off Nadir
20° off Nadir
30° off Nadir

Percentage coverage of Earth
landmass from 1 Jul 2006 12:00
to 2 Jul 2006 12:00
10.70
28.61
51.50
68.49

It is noted that there is a sharp increase in percentage coverage with off-nadir
pointing. Choice of off-nadir imaging involves a tradeoff between area that can be
covered and ideal imaging geometry, and the decision should be made depending upon
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the application. The improvement in coverage with off-nadir imaging is illustrated in
Figure 6.5 and 6.6.

Figure 6.5 Coverage provide by nadir pointing “MSUSAT_sunsyn98” in 1 day

Figure 6.6 Coverage provided by 20° off nadir pointing “MSUSAT _sunsyn98” in 1 day
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6.5.1.2

Revisit time improvement from off-nadir imaging
In order to study the improvement in revisit times with off-nadir pointing,

satellites similar to MSUSAT were simulated. These satellites were set to be off nadir by
10 degrees, 20 degrees and 30 degrees respectively. The value of average revisit times by
latitude was taken into consideration for analysis. The variation of revisit times with offnadir pointing has been represented in Table 6.13.
Table 6.13 Variation of revisit times with off nadir pointing.
Average
Latitude revisit time at
nadir (days)
(deg)
-90
62
-87
62
-84
62
-81
2.89
-78
4.74
-75
4.71
-72
7.47
-69
9.09
-66
13.61
-54
20.22
-51
22.44
-48
16.00
-45
17.36
-42
27.88
-39
18.56
-36
17.17
-33
18.96
-30
20.25
-27
20.55
-24
19.10
-21
19.63
-18
20.60
-15
25.52
-12
30.48

Average revisit
time at 10° off
nadir (days)
62
62
62
0.89
1.72
1.99
1.99
4.39
4.61
8.43
6.44
4.55
6.54
8.04
8.53
7.46
8.76
6.93
9.00
7.65
9.00
7.51
8.49
14.43

Average revisit
time at 20° off
nadir (days)
62
62
1.02
0.83
0.76
0.96
1.65
1.51
1.99
4.45
4.45
2.56
4.55
4.55
6.54
5.47
5.47
3.50
3.53
5.30
5.52
6.42
6.49
6.49

Average revisit
at time 30° off
nadir (days)
62
62
0.86
0.76
0.69
0.69
0.69
1.36
1.59
1.43
1.99
1.99
1.99
2.56
4.17
3.48
3.48
1.99
1.99
3.13
3.53
4.43
4.50
4.50
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Table 6.13 Continued
-9
-6
-3
0
3
6
9
12
15
18
21
24
27
30
33
36
39
42
45
48
51
54
57
60
63
66
69
72
75
78
81

29.96
28.25
24.06
19.64
20.98
28.47
29.57
30.78
23.21
20.64
18.26
19.16
20.52
20.35
17.44
17.98
18.77
22.43
18.79
17.37
17.21
19.45
14.57
12.55
14.28
13.61
9.09
8.15
4.67
4.74
2.89

9.51
13.40
9.26
8.70
9.66
13.50
9.49
13.48
8.49
7.51
9.00
7.65
9.00
6.94
8.73
7.46
8.53
7.82
6.54
4.55
6.44
8.43
6.28
3.58
5.50
4.61
4.39
1.99
1.99
1.72
0.89

6.49
5.04
4.50
4.50
4.50
5.62
6.49
6.49
6.49
6.38
5.52
5.32
3.53
3.49
5.47
5.47
6.54
4.55
4.55
2.56
4.45
4.45
3.58
1.99
2.57
1.99
1.49
1.65
0.96
0.76
0.83

4.50
4.13
2.51
2.51
2.51
4.26
4.50
4.50
4.50
4.35
3.53
3.11
1.99
1.99
3.48
3.48
4.44
2.56
1.99
1.99
1.99
1.87
1.43
1.59
1.59
1.59
1.36
0.69
0.69
0.69
0.76
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Figure 6.7

Revisit time improvement of “MSUSAT_sunsyn98” with off-nadir pointing

The data in Table 6.13 has been represented graphically in Figure 6.7. It can be
noted from Figure 6.7 that there is considerable improvement in revisit times with
increase in off-nadir pointing. The sharp improvement in revisit time is noticed when the
satellite is pointed 10 degrees off nadir. With further increase in off-nadir pointing, the
revisit times exhibited substantial improvement, but the extent of improvement was a
little less pronounced.
It is clear from these simulations that operating the payload in off-nadir mode can
yield significant improvement in coverage and revisit times. But, off-nadir pointing will
require slewing of the payload around the pitch axis, which in turn will call for a threeaxis attitude stabilization mode to give the satellite the ability to slew about a defined axis
[4]. Three-axis stabilization increases the cost of the system and is more complicated than
other stabilization types. But, improved coverage and revisit rates are some of the prime
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requirements of the mission. Hence, it was decided that MSUSAT shall be operated in a
20° off-nadir imaging mode.

6.6

Attitude Determination and Control Subsystem
The Attitude Determination and Control subsystem for the MSUSAT satellite will

be required to point the multispectral payload with \ 0.5° accuracy, so as to place the
desired target within the field of view of the imager.
The first step in ADC system design would be to select the method for
controlling the spacecraft. Broadly speaking, there are three methods to stabilize the
spacecraft: gravity gradient stabilization, spin stabilization and 3-axis stabilization.
Wertz and Larson [4] present the effect of payload pointing directions on ADCS
design which has been adapted and reproduced in Table 6.14.
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Table 6.14 Effect of payload pointing on stabilization choice [Adapted from 4]
Requirement

Spacecraft
stabilization
technique options
Earth pointing Gravity gradient
stabilization for low
accuracies only.
3 axis stabilization.

Effect on ADCS
component choice
If gravity gradient
Booms, dampers, Sun
sensors, magnetometer, or
horizon sensors for
attitude determination
Momentum wheels for
attitude control
If 3-axis
Horizon sensors, Sun
sensors, star trackers,
magnetometers, GPS
receivers for attitude
determination

Inertial
pointing
towards the
Sun or other
celestial
targets

Reaction wheels,
momentum wheels,
magnetic torquers or
control moment gyros for
accurate attitude control
Spin stabilization for If spin stabilization
medium accuracies
Thrusters for orienting the
spacecraft
Gravity gradient
Nutation damping
stabilization does
not apply
If 3-axis
Typical sensors include
3 axis stabilization
Sun sensors, star trackers,
for more versatile
and inertial measurement
orientations
units
Reaction wheels and
thrusters are typical
actuators
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The MSUSAT mission would be an Earth Observation mission and is required to
be Earth pointing within \ 0.5° accuracy of the desired position. Hence the spacecraft
stabilization technique options narrow down to:
•

Gravity gradient stabilization

•

3-axis stabilization

The coverage and revisit time improvement with off-nadir pointing has been
discussed in section 6.5.2 of this thesis and it was decided to operate MSUSAT in a 20°
off nadir pointing mode. This would require the satellite have the ability to point offnadir. According to Wertz and Larson [4], 3-axis stabilization is necessary in order to
give the satellite the ability to slew about a given axis. Moreover, according to Wertz and
Larson [4], in order to obtain a pointing accuracy of \ 0.5°, 3-axis stabilization would be
a more appropriate option than gravity gradient stabilization.
Once the choice of stabilization type has been made, the next step would be to
choose the set of sensor and actuator components that would be necessary so as to fulfill
the ADCS requirements.

6.6.1

Choice of Components
Three-axis stabilization with \ 0.5° pointing accuracy can be achieved by use of a

combination of sun sensors, star trackers and magnetometers. More information about the
sensor components can be found in chapter 2 of this thesis.
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6.6.1.1

Attitude Sensor Components
Sun sensors: It has been demonstrated from previous missions (BILSAT-1,

Beijing-1) that four 2-axis sun sensors will provide attitude knowledge of 0.1°. It is
important here to note that a satellite in Low Earth Orbit would be confronted with
periods of no sunlight or eclipse periods. In order to avoid violating the pointing
constraints during this period, the ADC subsystem using sun sensors should be
supplemented by the use of other methods for attitude control.
Magnetometers: It has been demonstrated that two 3-axis magnetometers can
measure the Earth’s magnetic field with accuracy within 1°. The accuracy of
magnetometers is not as good as that of sun sensors and are hence used in conjunction
with sun sensors, horizon sensors or star trackers [4]. Magnetometers are useful during
eclipse periods when the sun sensors are offline. Magnetometers are also required for
field sensing using magnetic torquers.
Gyroscopes are inertial sensors which measure the speed or angle of rotation from
an inertial reference, without knowledge of an external absolute reference. They are
typically used in combination with external references such as star or sun sensors [4].
Star sensors are the most common sensors used for high accuracy missions. Star
sensors can be scanners or trackers. Scanners are typically used on spin stabilized
spacecraft. Star trackers are used on 3-axis stabilized spacecraft to track one or more stars
to derive 2- or 3 axis attitude information. They provide a high degree of accuracy, but
are heavy and expensive.
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Table 6.15 illustrates the attitude sensors that are available off the shelf, with a
brief description of the performance, constraints, and the reason why they were selected
or rejected for use on MSUSAT. The specifications for the components have been
obtained from their respective datasheets [98], [99], [100], [67].
Table 6.15 Choice of COTS attitude sensor components for MSUSAT
Component Performance

Constraints

SSTL
Sun Sensor

Mass: 300g

Pointing
Accuracy: 0.5°
(3 ])

SSTL
Pointing
Star Tracker Accuracy: <15
arcsec (1 ])

Selected /
Rejected
Selected

Size: 95mm x
107mm x
35mm
Operating
Temperature:
50-80°
Mass: 1.7 kg
(including
baffle)

Rejected
tempo
-rarily.

Size: 150mm x A strong
150mm x 285 candidate
for
mm
selection,
if pointing
Power
Consumption: demands
increase
3W average
during the
course of
mission
design.

Reason for Selection or
Rejection
Very light and low
power
Has been demonstrated
that 4 sun sensors can
provide attitude
knowledge upto 0.1°.
This will hence suffice
mission requisites.
Comparatively heavier
More power
consumption
Expensive.
High level of accuracy
provided, which is not
required as of now.
Adds to system
complexity
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Table 6.15 Continued
Component Performance

Constraints

SSTL
Magnetome
-ters

Mass: 295 g

SiRRS
Rate Gyro

Will measure
Earths
magnetic field
with an
accuracy
within 1°

Range rate:
±50°/sec
Bias stability:
0.2°/sec over 1
year

Selected/
Rejected
Selected

Dimensions:
130 x 90 x 36
mm

Mass: <35g

Will be good for use
during eclipse periods,
when sun sensors are
offline

Rejected

Size:
31.6x31.6x17.
2mm
Operating
Temperature:
40-75°C

6.6.1.2

Reason for Selection or
Rejection
Simple, light weight,
and low-cost.

Will be required for
field sensing
functionality.
Subject to drift errors
Must frequently be
calibrated by accurate
attitude measurements,
such as star tracker data.
Adds to system
complexity

Attitude Control Options
Attitude control for 3-axis stabilized spacecraft is obtained using a combination of

reaction wheels, momentum wheels, magnetic torquers and control moment gyros.
Reaction wheels are torque motors with high-inertia rotors. They can spin in
either direction and provide one axis of control for each wheel. Wertz and Larson [4]
state that for 3-axis control, at least three wheels are required. Often, a fourth redundant
wheel is carried in case one of the three primaries fails.
For high torque applications, control moment gyros are used instead of reaction
wheels. Control moment gyros can produce large torques about all three axes of the
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spacecraft’s orthogonal axis and are hence used for high rate maneuvers [4]. They add to
the system complexity and have high cost and weight.
Magnetic torquers are commonly used actuation devices. A magnetic torquer
produces a torque proportional to the Earth’s varying magnetic field. These torquers use
magnetic coils or electromagnets to generate magnetic dipole moments [4]. Magnetic
torquers can compensate for the spacecrafts residual magnetic fields or attitude drift from
minor disturbance torques. Magnetic torquers have the advantage of no moving parts,
requiring only a magnetometer for field sensing [4].

6.6.1.3

Sizing the Attitude Control Payload for MSUSAT.
Table 6.16 presents the calculations performed in order to estimate the amount

disturbance torque that reaction wheels would have to overcome, and the moment that the
magnetic torquers should produce in order to counter the disturbance in space and aid in
successful operation of MSUSAT. The equations for performing the calculations were
obtained from [4].
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Table 6.16 Analysis of the capability required from reaction wheels and magnetic
torquers.
Parameter
Simplified Equations
Torque from
Reaction wheel torque must equal worst case anticipated
reaction wheel for disturbance torque plus some margin.
Disturbance
rejection
TRW = (TD ) * (Margin Factor)
(1)
Where TD is the worst case disturbance torque.
TD is given by the product of the Earth’s magnetic field (B)
in Telsa and the residual dipole of the vehicle (D) in A  m 2 .
TD = (D) *(B)

(2)

According to Wertz and Larson [4], the typical value of D
in a small sized spacecraft is 1 A  m 2 .
The Earths magnetic field (B) can be approximated
Equation (3).
B=

2M
R3

(3)

Where, M is the magnetic moment of the Earth, 7.96 x
1015 tesla  m3 , and R is the radius from center of earth to the
spacecraft. The radius of the earth is 6378 km.
For the case of the MSUSAT satellite at an altitude of 700
R= (6378 + 700) km = 7078 km.
km,
Substituting the values of M and R in equation (3) we have

B = 4.5 x 10-5 tesla

(4)

Putting the values of D and B in (2) we have,

TD = 4.5 x 10-5 N  m

(5)

For, the MSUSAT satellite, the reaction wheels will have to
overcome the disturbance torque,
TD = 4.5 x 10-5 N  m for satisfactory operation.
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Table 6.16 continued

Parameter
Torque from
Magnetic
Torquers

Simplified Equations
The torquing ability of the Magnetic torquer to counteract
the worst case disturbance (TD) is given by:
D=

T
B

(6)

Substituting the values of B and T from equations [4] and
[5] we have
D = 1 A  m2

(7)

Hence, the magnetic torquer should have a moment of 1
A  m 2 to counter the worst-case scenario. For the MSUSAT
satellite, a moment of 3 A  m 2 should provide sufficient
margin.

Table 6.17 illustrates the attitude control components that are available off the
shelf, with a brief description of the performance, constraints, and the reason why they
were selected or rejected for use on MSUSAT. The specifications of the components
were obtained from their respective datasheets [65], [101].

110
Table 6.17 Choice of attitude control for MSUSAT from COTS components

Component Performance

Constraints

SSTL
Reaction
wheels

Mass: 3.2 kg

Maximum
wheel torque:
20x10-3 N  m
Max. wheel
speed: ± 5000
rpm
Drive motor
type: 3-Phase
Brushless DC

SSTL
MTR-3
magnetic
torquer

SSTL
MTR-10
magnetic
torquer

Size: 190 x
190 x 110 mm
Power:
1.5 W at 0
rpm
3.3 W at
constant
speed
14 W at max.
acceleration

No. of coils: 1

Mass: 120g

Magnetic
moment: 0.5
A  m2

Length:
160mm

Rejected

Selected

Length: 260
mm
Width: 60 mm

Linearity: ± 5%

6.6.2

Reason for Selection or
Rejection
The maximum wheel
torque that the SSTL
reaction wheel produces is
very much more than the
estimate of the required
wheel torque 4.5 x 10-5
N  m obtained from Eq.
(5).
Very successful space
heritage. Has been used in
20 missions including,
UOSAT-12, SNAP-1,
ALSAT-1, UK-DMC,
BILSAT, TopSat,
NigeriaSat-1.
The magnetic moment
value of 0.5 A  m 2 much
less than the desired
moment of 3 A  m 2 .

Width: 11mm

Linearity: ± 1%
No. of coils: 2
Mass: 510 g
Magnetic
moment: 5.4
A  m2

Selected/
Rejected
Selected

The magnetic moment
value of 5.4 A  m 2 is much
more than the desired
moment of 3 A  m 2 .
Has a rich space heritage
in ALSAT-1, NigeriaSat1, UK-DMC, BILSAT,
TOPSAT, RapidEye
1,2,3,4, China DMC

Summary of Attitude Determination and Control subsystem for MSUSAT
Table 6.18 represents the summary of ADC components chosen for MSUSAT

based on the discussion in section 6.6.1 and section 6.6.2.
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Table 6.18 Summary of MSUSAT ADC components

Component
SSTL
Sun Sensor
SSTL
Magnetometers

Number Reason for selection
4
Four sun sensors can provide attitude knowledge of 0.1°

2

Light and low power
Two SSTL magnetometers can measure the Earth’s
magnetic field with 1° accuracy.
Will be good for use during eclipse periods, when sun
sensors are offline

SSTL Reaction
wheels

4

SSTL MTR-10
magnetic torquer

3

Will be required for field sensing functionality for use
with magnetic torquers
For 3-axis control, at least three wheels are required. The
fourth wheel is carried in case one of the three primaries
fail.
Three MTR-10 magnetic torquers are required to produce
magnetic torquing ability to counter the worst case
disturbance torques in each of the three axes.
Will be required to compensate for the spacecraft’s
residual magnetic field or attitude drift from external
disturbance torques which could cause the reaction wheels
to spin continually until they reach saturation.

6.7

Command and Data Handling Subsystem
The Command and Data Handling subsystem is responsible for the

communication and coordination of all the connected systems of MSUSAT. It is
responsible for processing and distributing commands onboard the satellite. It should be
able to respond to requests from the ground station at Starkville and should be able to
service the needs of each subsystem. It should also be capable of storing data from the
imaging payload and interfacing with the communication subsystem to transmit the
requested data to the ground station.
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The C&DH subsystem for a small satellite typically includes a computer for data
processing and equipment for data storage.

6.7.1

Identifying functions to be performed by C&DH
The first step in C&DH system design is to define the primary tasks that the

system would need to perform in order to monitor and control the spacecraft [4].
Listed below are some of the main functions that the C&DH system of MSUSAT
must perform.
•

Should deliver commands to, and receive telemetry from other subsystems. Telemetry
includes house keeping data about the spacecraft power, temperature and the status
about the general health of the spacecraft.

•

Should interface with communication subsystem to receive and process commands
from the ground stations for onboard control of the spacecraft functions.

•

Should be able to route the payload data and telemetry data from storage units to the
ground station, by interfacing with the communication subsystem.

•

Should store image data, and formatted telemetry data until the spacecraft can transfer
the data to the ground station during its next contact.

•

Should obtain spacecraft’s attitude information from the chosen sun sensors and
magnetometers, and pass the information on to the actuators (reaction wheels and
magnetometers) in order to effect the desired corrections.
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6.7.2

Identifying the requirements and constraints
Once the functions required by the C&DH system have been determined,

requirements and constraints imposed by external factors must be identified.

6.7.2.1

Radiation
The MSUSAT satellite in Low Earth Orbit will experience constant radiation

bombardment from the space environment. This radiation can interfere or even
permanently damage electronic equipment. Therefore, electronics systems, more
specifically the onboard computer, must be able to cope with and protect against the
effects of radiation. Radiation hardened processors that can cope with the severity of the
space environment must be employed in MSUSAT.

6.7.2.2

Program Constraints
An ideal C&DH system for the MSUSAT would be one which has been proven

on another spacecraft and which can be used without any modification for the mission. In
case of new or custom design, extensive testing must simulate the strenuous
environments involved in space launch and flight. This would in turn increase the cost
and time required for development of the spacecraft. Hence, it will be noted that the
choice of C&DH components for MSUSAT will definitely favor proven ones that have
been used previously in successful missions.

6.7.2.3

Redundancy
Reliability is dramatically increased by including a redundant system for all

mission critical components [4]. The C&DH subsystem is the heart of the spacecraft and
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is definitely a mission critical component. Configuring a system in a redundant manner
will obviously increase the amount of hardware required, but for the case of C&DH
system of MSUSAT, the trade off was decided to be performed in favor of redundancy in
order to improve reliability.

6.7.3

Processor selection
Processors are characterized by their clock speed that is measured in MHz. The

clock is a limiting factor for computation power. It has been mentioned previously in the
program constraints that an ideal C&DH for the MSUSAT would be one which has been
proven on another spacecraft. Hence, a survey was performed to determine the processors
that have been used in SSTL microsatellite missions since 1992. This data was obtained
from [2], [96], [102], [103], and [104]. SSTL has flown 19 missions since 1992 [71] and
it was noted that 15 of the missions used the 80186 processor, the 80386 processor, or a
combination of the two. The processor information of the missions has been presented in
Table 6.19.
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Table 6.19 Processors used on SSTL micro-satellite missions since 1992

Mission Name
Kitsat-1
PoSAT-1
HealthSat-2
FASat-A
CERISE
FASat-B
TiungSat-1
Tsinghua-1
PICOSat
AlSAT-1
BILSAT-1
NigeriaSat-1
UK-DMC
TopSat
BEIJING-1

Launch
Year
1992
1993
1993
1995
1995
1998
2000
2000
2001
2002
2003
2003
2003
2005
2005

Processor
80186
80186
80186
80186, 80386
80186
80386
80386
80386
80186, 80386
80186, 80386
80186, 80386
80186, 80386
80186, 80386
80386
80386

The choice for MSUSAT was made in favor of the 80386 processor, mainly
because it consumes lower power compared to the 80186 processor and offers greater
clock speeds.
Figure 6.8 illustrates the SSTL OBC386, an Intel 386-based on-board data
handling computer. It is a radiation-hardened unit, available COTS from SSTL. This
could be a possible candidate for the MSUSAT satellite. The choice has been made in
favor of the SSTL OBC 386 processor mainly because of it proven performance in space
applications and its ability to withstand the extreme temperatures encountered in space.
Other COTS processors are available at a cheaper cost, but they would need to be
extensively tested to ensure they operate successfully in the space environment.
SSTL OBC 386 includes four high speed serial communication channels, Ethernet
and CAN connectivity [88]. It combines floating point unit, serial communications and

116
data storage in a single integrated onboard computer [88]. The floating point unit has
been provided for high performance processing e.g. for attitude determination and control
[88]. This unit provides clock speeds 8/16/20/25 MHz clock, and up to 128 Mbytes of
RAM.

Figure 6.8 SSTL OBC 386 [88]

For the MSUSAT, two of the OBC 386 units shall be used. Each OBC 386
module measures 330 x 330 x 32 mm and weighs 1.7kg including the Al module tray
[88]. It might be possible to perform the required tasks using just one OBC 386 unit, but
a second redundant processor has been included in order to increase the reliability of the
system. Currently, MSUSAT shall be designated to operate in a one-for-one redundancy
mode [109]. There would be one “active” unit that shall perform functions under normal
conditions and another “standby” unit that would monitor the “active” unit at all times. It
shall take over and become the “active” unit when the original “active” unit fails. Since
“standby” unit has to takeover under fault conditions, it has to keep itself synchronized
with the “active” unit operations [109].

117

6.7.4

Memory Storage selection
Memory storage is necessary in MSUSAT, to store image data, and telemetry data

until the spacecraft can transfer the data to the ground station during its next contact. In
order to choose the type of storage that can be employed for MSUSAT, a survey was
performed to analyze the kind of data storage devices used in SSTL micro satellite
missions used for Earth Observation purposes, since 1992. The data was obtained from
[2], [96], [102], [103], and [104].
The results of the survey are presented in Table below. It is to be noted that this
survey does not include storage techniques used in UOSAT-12, FASat, Thai-Paht,
KitSat-1, POSAT-1 missions, because the information could not be found.
Table 6.20 Storage techniques in SSTL Earth Observation missions since 1992

Mission Name
BEIJING-1
TopSat
UK-DMC
NigeriaSat-1
BILSAT-1
ALSAT-1
Tsinghua-1
SNAP-1
(nanosatellite)
TiungSat-1

Launch
Year
2005
2005
2003
2003
2003
2002
2000
2000

Solid State Storage Device
3x SSDR units. (4Gbit, 4Gbit, 8Gbit, 8Gbit)
Flash Memory (2 Mbit)
2xSSDR (4 Gbit, 4Gbit)
2xSSDR (4 Gbit, 4Gbit)
3xSSDR (4Gbit, 1Gbit, 4Gbit)
3xSSDR (4Gbit, 4Gbit, 1Gbit)
SSDR (amount of storage not found)
2xRAM (4 MB) and Flash (1 MB)

2000

SSDR (amount of storage not found)

It can be noted that SSDR’s and Flash memory have been the baseline in SSTL
micro-satellite missions. For the case of MSUSAT, the choice was made in favor of the
SDRAM based Solid State Data Recorders (with suitable battery back-up) mainly
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because of their rich space heritage. Also, flash memory modules are comparatively
slower to erase and write into and typically have limited erase cycles [110].
Other storage options that were considered as for MSUSAT were EPROM,
EEPROM and standard hard drives.

Hard drives were rejected because they use

magnetic storage techniques and possess many moving parts, which make them prone to
errors in extreme space environments. EPROM requires additional device programmers
to write data onto them. For MSUSAT, it is not desired to use any more devices than
absolutely necessary and hence the EPROM option was ruled out. EEPROM is more
expensive than SDRAM and has limited erase cycles and hence was ruled out [110].
It has been mentioned in section 6.5 of the thesis that MSUSAT would manage
the size of data products by splitting them into tiles of 2500x2500 pixels (8 bit quantized)
each. This implies that each tile would require approximately 18 MB storage capacity. It
has also been mentioned that it is desired that MSUSAT should be capable of storing at
least 50 such tiles onboard before it can transfer it to the ground station at Starkville
during its next pass. This implies that MSUSAT would require at least 900 Mbytes of onboard storage capacity.
Figure 6.9 illustrates the MPC8260 Solid State Data Recorder which has been
used in the ALSAT-1 mission. The SSTL MPC8260 Solid State Data Recorder (SSDR) is
a general purpose data recording device for space applications. It supports multiple data
inputs and can store 4 or 8 Gbits of payload data.
The MPC8260 is designed to capture and retain raw payload data and then
downlink it on subsequent ground station passes. According to MPC8260 datasheet, the
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data recorder’s “in-built processing capacity provides the ability to directly support high
level downlink protocols and perform on-board payload data processing [89].” This
module uses high density SDRAM memory modules, provides high data storage capacity
per unit volume and has been particularly designed for missions in the LEO environment
[89]. Added to this, its low mass (0.8 kg) and small dimensions (330x165x38 mm) make
it a suitable candidate for MSUSAT.

Figure 6.9

MPC8260 Solid State Data Recorder [89]

It has been discussed that MSUSAT would require about 900 Mbytes (7.03 Gbits)
of on-board storage. Hence two of the MPC8260, 4 Gbit modules were decided to be
employed in order to provide the desired amount of storage. The schematic of the
configuration that could be employed on MSUSAT has been demonstrated in the Figure
6.10. This configuration has been suitable adapted from the DMC-1 data handling
configuration [97], to suit the case of the MSUSAT satellite.
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Figure 6.10

6.8

Data Storage configuration for MSUSAT [Adapted from 97]

Communication Subsystem Design
The primary goal of the communication subsystem is to enable communication

between the MSUSAT satellite and the ground station which shall be located at
Starkville, MS. Payload image data and the spacecraft housekeeping data pass from the
spacecraft through this subsystem to the ground station. Operator commands from the
ground station are passed to the spacecraft through this subsystem to control and operate
the payload. The communication subsystem requirements for MSUSAT have been
summarized below:
•

Communication should be bi-directional, enabling transmission of imaging data and
housekeeping data to the ground station and reception of telecommands from the
ground station.
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•

The download process has to be sufficiently fast so as to transmit all the data to the
ground station, within the limited amount of time for which the satellite will be flying
over Starkville, MS.

•

The upload process has to be sufficiently fast to transmit all the desired commands to
the satellite during the limited amount of time for which the satellite will be flying
over Starkville, MS.

•

The selected devices must meet the mass and power requisites of the satellite.
This section takes into consideration the top level requirements that would affect

the selection of a simple communication in order to obtain a first cut estimate of
transmitter, receiver and antenna characteristics required for MSUSAT.

6.8.1

Access Times
MSUSAT shall operate in store and forward mode. In other words, the payload

data shall be stored onboard, using data recorders, until the spacecraft is commanded to
return the data once in contact with the ground stations. It is desired that MSUSAT
captures images filling the data recorders and returns all this data to the ground station at
Starkville in the limited period of time for which it has access with the ground station.
Hence, it is very important to determine the times during which the ground station at
Starkville is in MSUSAT’s footprint.
The satellite orbit and altitude determines the amount of time the satellite is in
view of the ground station, which in turn determines the data rates, transmitter power and
antenna size.
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In order to determine the amount of time for which the ground station will remain
in MSUSAT’s footprint, a scenario was simulated in STK. A satellite in a 700km sunsynchronous orbit (similar to MSUSAT) was simulated for a period of 24 hours starting 1
Jul 2006 0:00 hours and ending 2 Jul 2006 0:00. A ground station was modeled at
Starkville, MS, at 33.34° latitude and -88.83° longitude. The results of the simulation are
presented in Table 6.21.
Table 6.21 Duration for which Starkville would be in MSUSAT footprint for 1 day

Pass Number
1
2
3
4
5
Total
Average

Duration (min)
12
11.4
13.7
10.1
14
61.2
12.24

It can be noticed that, on an average MSUSAT has 12 minutes of access to the
ground station at with the lowest being 10.1 minutes.

6.8.2

Data Rates
The data rate is proportional to the quantity of information per unit time

transferred between the satellite and ground station. Processing the spacecraft generated
data on board reduces the data rate without losing valuable information.
It has been discussed in section 6.7.4 that a possible data storage module for
MSUSAT would be one using two 4 Gbit solid state data recorders. It is desired that
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MSUSAT captures images filling the data recorder and returns all this data to the ground
station at Starkville.
Hence, each MSUSAT transmitter module, represented in Figure 6.10, would
have to transmit around 4 Gbit of data back to the ground station in 10 minutes (the
lowest amount of time for which Starkville would be in the MSUSAT footprint). In order
to achieve this, the data rate desired is at least 6.8 Mbps.
In addition to the image data, the communication subsystem would have to
transmit data about the general health and status of the spacecraft to the ground station.
According to Wertz and Larson [4], the typical housekeeping rates are below 1000
bits/sec. Also, the spacecraft receives data from the ground station, consisting of
commands and range tones. Command rates range from 100 bits/s to 100 Kbits/sec.
Wertz and Larson [4] state that the rate for most systems is less than 1000 bits/sec.

6.8.3

Choice of carrier frequency
One of the most important design aspects of a communications subsystem is the

carrier frequency selection. This frequency defines the signal between the spacecraft and
the ground receivers. All information relayed from the spacecraft is transmitted at this
frequency. The RF carrier frequency affects the satellite and ground station transmitter
power, antenna size and beamwidth.

These in turn affect the satellite size, mass,

complexity and cost.
The choice of this important parameter is one that the designer has the least
control. The designer can choose the desired frequency, but the actual allocation of the
frequency band is regulated by the Federal Communications Commission (FCC).

124
It is assumed that the carrier frequency allotment for MSUSAT would either be in
the S-Band or X-Band.

6.8.4

Compatibility
Compatibility is an important selection criterion when the communication

subsystem must communicate with the ground station. If the MSUSAT must
communicate with the ground station at Starkville, the transmitters and receivers used
onboard must be compatible with the ground station at Starkville. This section deals only
with the communication subsystem components on the satellite side and is assumed that
all components used on the spacecraft are compatible with the ones used at the ground
station.

6.8.5

Heritage
Heritage is very important for the satellites of MSUSAT kind, where schedule and

budget are low, and room for technology risk is very little. Hence, it will be noted that the
choice of components will lean towards proven ones that have been used in previous
satellite missions.

6.8.6

Choice of Transmitter
Each of the two MSUSAT transmitter modules must be able to support the 6.8

Mbps data rate mentioned in the section 6.8.2. The options for the MSUSAT transmitter
have been considered from COTS transmitter configurations available from SSTL. Table
6.22 illustrates the options considered, the choice made and the reason for the choice. The

125
specifications of the transmitter components in Table 6.22 have been obtained from their
respective data sheets [111], [112], [90].
Table 6.22 COTS transmitter options for MSUSAT

Name

SSTL STXSeries SBand
Transmitter

Top level
Specifications
Frequency:
2.2 to 2.3
GHz
Modulation:
BPSK or
QPSK
Data Rates:
Upto 5 Mbps

Physical

Selected/
Rejected?

Dimensions: Rejected
180x 95 x 45
mm
Mass:
<1500g

Reason for Selection/
Rejection
Cannot support the
required data rates
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Table 6.22 continued
SSTL SBand
Transmitter
Module

Frequency:
2.2 - 2.3
GHz

Dimensions:
190x135x22
mm

Modulation:
BPSK or
QPSK

Mass: 420g

Data Rate:
9.6 Kbps to
8 Mbps

Selected

Can support data rates
up to 8 Mbps and hence
can fit the bill of the
MSUSAT transmitter.
Very small and
lightweight.
Excellent space heritage
and hence poses lesser
technology risk. Has
been used successfully
in SNAP-1, ALSAT-1,
BILSAT-1, NigeriaSat1, UK-DMC. It is also
interesting to note that
ALSAT-1, BILSAT-1,
NigeriaSat-1, UK-DMC,
operate at approximately
similar altitudes and
inclinations of
MSUSAT.
It has been noticed that
many small satellite
missions (BILSAT-1,
ALSAT-1, NigeriaSat-1,
UK-DMC), employ
more than one
transmitter/ receiver
module in order to keep
the mission operational,
in case one of the
components fail. It was
hence decided that two
modules shall be used to
increase reliability and
reliability.
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Table 6.22 continued
SSTL XTX
Series XBand
Transmitter

Frequency:
8.0 to 8.5
GHz
Modulation:
BPSK or
QPSK

Dimensions:
185 x 160 x
74mm
Mass:
<2500g

Data Rates:
10, 25 Mbps
BPSK and
50 Mbps
QPSK

6.8.6.1

Rejected

Such high data rates are
not necessary.
The necessary data rates
have been achieved with
a lower frequency
module with lower mass
and lower power
consumption.

Choice of Receivers
The MSUSAT receiver should be able to handle typical data rates up to 1Kbps.

MSUSAT shall employ two receiver modules for redundancy purposes. The choice of
receivers for MSUSAT has been explained in the Table 6.23. The specifications of the
receiver components in Table 6.23 have been obtained from their respective data sheets
[113], [114].
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Table 6.23 COTS receiver options for MSUSAT

Name

Top level
Specifications

Physical

SSTL SBand
Reciever

Frequency: 2025
to 2110 MHz

Dimensions: 190 x Selected
130 x 22 mm per
nanotray.

Data Rates: 9.6
kbps

Selected/
Rejected?

Mass: <500g

Reason for
Selection/
Rejection
Supports the
data rate
requirement.
Low mass
and low
power.

Power: 1.3 W@
28 V
SSTL
SRXSeries SBand
Reciever

6.8.6.2

Frequency: 2025
to 2110 MHz

Dimensions: 170 x Rejected
166 x 49 mm
Mass: <1000g

Data rates: 8 bps
to 4 kbps

Power 2.9 W@ 28
V

The SSTL SBand receiver
has lower
mass and
consumes
lesser power.
Hence, the
SSTL S-Band
transmitter
has been
chosen.

Antenna Design
The choice of antennas should be compatible with the choice of transmitters and

receivers above. The choice of antennas for MSUSAT was restricted to COTS antenna
configurations available from SSTL. Table 6.24 explains the choice of transmitting and
receiving antennas for MSUSAT. The specifications of the antenna configurations in
Table 6.24 have been obtained from [81], [115], [116].
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Table 6.24 COTS antenna options for MSUSAT

Name
SSTL SPASeries S-Band
Patch
Antennas

Top level
Specifications
Tunable within
S-band for
space use: 2.0
– 2.5 GHz

Physical
Dimensions:
82 x 82 x 20
mm

Selected/
Rejected?
Selected
as
receiving
antenna

Mass: <80 g
Polarization:
LHC or RHC
3 dB
beamwidth:
±35°

Reason for Selection/
Rejection
Excellent space
heritage. Supplied for
PROBA, BADRB,
CHAMP, ROSETTA,
Babysat, UniSat,
FedSat, ACRIMSAT,
Moroccan Smallsat,
NigeriaSat-1, UKDMC, ALSAT-1,
BILSAT and TopSat
missions.
Have no deployment
requirements

SSTL S-Band
Quadrifilar
Helix
Antenna

2025-2110
MHz uplink or
2200 -2290
MHz downlink
bands
Circular
Polarization
>120 º
beamwidth
with Nadir null
for PFD
optimization

Dimension:
100 x 100 x
500 mm
Mass: 500 g

Selected
as
transmittin
g antenna

Very low mass and
very small
dimensions.
Excellent circular
polarization
characteristics.
Helix antennas have
high radiated power
Have no deployment
requirements
Radiation hardened.
Good space heritage.
Has been used
successfully in
Beijing-1, BILSAT-1,
and ALSAT-1, to
name a few.
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6.9

Power Subsystem
The power subsystem generates power, regulates it, and stores it for periods of

peak demand or eclipse operation and distributes it throughout the spacecraft [4]. This
subsystem has been described in detail in Chapter 2.
The first step in power subsystem design is to identify the power requirements.
For this it is necessary to prepare an operating power budget by estimating the power
required by the payload and the spacecraft subsystems.

6.9.1

Power Budget
The power budget for MSUSAT was prepared by taking into consideration, the

actual power consumed by the various subsystem components chosen for MSUSAT until
this point. The amount of power consumed by the components was obtained from the
product sheets of the components. Whenever the actual values were not available from
the product sheets, the power consumption estimates were obtained from the previous
missions where the same component or a similar component was used. The general rule
of thumb followed during this analysis was to use worst case estimates, whenever there
was doubt.

6.9.1.1

Power for ADC
The attitude determination and control subsystem of MSUSAT features a suite of

sensors comprising four sun sensors and three magnetometers. The attitude control
module comprises of four reaction wheels and three magnetic torquers. The power
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consumption for the various modules has been obtained from the datasheets [65], [98],
[100], [101]. These values have been tabulated below.
Table 6.25 ADCS Power Consumption

Component Name

Sun Sensors
Magnetometers
Magnetic torquer
Reaction wheel
(while slewing)
Total

6.9.1.2

Total power consumed
during normal
operation
0.4 W
3W
1.5 W
13.2 W
18.1 W

Power for C&DH
The On-Board Data Handling subsystem consists of two main components: On-

Board Computers (OBC), Solid State Data Recorders (SSDRs). MSUSAT features two
Intel 80386 based OBC’s. The OBC’s operate at an average power consumption of 2.5 W
each [88].
The onboard data storage module features PC8260 Solid State Data Recorder
(SSDR) that can support multiple data inputs and can store 0.5 or 1 GBytes (4 or 8 Gbits)
of payload data. It is known from the MPC8260 (8Gbits) product datasheet [89] that it
consumes around 7.5 W power typically.
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Table 6.26 C&DH Power Consumption

Component Name

Solid state data recorders
On-board Computers
Total

6.9.1.3

Total power consumed
during normal
operation
7.5 W
5W
12.5 W

Power for payload
The primary MSUSAT payload is the Extended Swath Imaging System (ESIS).

The actual power specification for the ESIS was not available. Hence, other SSTL
missions that used similar multispectral payload were reviewed. It was found that
BILSAT used a multispectral imaging payload namely, the Multispectral Imaging System
(MSIS) similar to the ESIS. The primary difference between the two instruments is that
MSIS obtains measurements in 4 spectral bands (NIR, R, G, B), while providing lower
swath width. The MSIS consumes a power of 11.2 W. Adding to this, a safety margin of
20% it is conjectured that MSUSAT would consume about 13.4 W of power
Table 6.27 Payload power consumption

Component Name

Extended Swath Imaging
System

Total power consumed
during normal
operation
13.4 W
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6.9.1.4

Power for Communication Subsystem
The communication subsystem for MSUSAT a two pairs of S-band transmitter

receiver modules. According to the datasheets [112], [113], [115], [116], and missions
that have used a similar configuration [103], the power consumption for the MSUSAT
communication subsystem has been tabulated below.
Table 6.28 Communication subsystem power consumption

Component Name
Transmitting
module
Receiving module

6.9.1.5

Power consumed
16 W while
transmitting
1W

Overall Requirements from the Power Subsystem

Table 6.29 Overall power consumed

Subsystem
ADC
Communication
C&DH
Payload
Total

Power Consumption
18.1 W
17 W
12.5 W
13.4 W
60 W

It is important to note here, that all subsystems do not use their power allocations
continuously, so the total of 60 W will rarely be used. But, the power subsystem design in
this case has been presented for the worst case scenario, when all the components use
their power allocations continuously.
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6.9.2

Choice of Solar Cells
The first step involved in the design of solar cells, is the choice of cell materials.

Alale et al [60] present a comparison of the various cell efficiencies which has been
reproduced in the Table 6.30.
Table 6.30 Solar cell efficiencies [60]

Cell Type
Gallium Arsenide (GaAs)
Silicon (single crystal)
Silicon (polycrystalline)
Indium Phosphide (InP)
Copper Indium Diselenide (CIS)
Cadmium Telluride (CdTe)
Silicon (amorphous)

Cell Efficiency
25%
23%
18%
18%
17%
16%
12%

Gallium Arsenide cells have been chosen as the cell material of choice for
MSUSAT. Gallium Arsenide cells were selected because of their higher efficiencies
compared to the other cells and also their higher resistance to radiation.

6.9.2.1

COTS Solar panels
SSTL has produced flight panels for various missions. SSTL solar cells consist of

small area (20mmx40mm) single junction Gallium Arsenide solar cells interconnected
using ultrasonic welding [86].
According to [86], SSTL has manufactured over twenty-three solar panels
(equating to a power generation capability of over 1400W) in the first 24 months of solar
panel production.
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The current plan is to mount the solar cells over four sides of MSUSAT. Previous
SSTL Missions including BILSAT-1, ALSAT-1, UK-DMC, NigeriaSat-1, FedSat, used a
similar configuration for their respective missions [86]. If the power generated with four
solar panels is not sufficient, additional panels can be mounted on either to top, or bottom
of MSUSAT, in order to meet the required power requisites. Figure 6.11 represents the
fully assembled solar panels on ALSAT-1, similar to the ones planned to be used for
MSUSAT.

Figure 6.11 Fully assembled solar cells on ALSAT-1

To find an answer to the amount of power that such solar panels would generate,
it would be required to know the size of the spacecraft bus. It has been mentioned in the
mission requisites that MSUSAT shall be flown on-board the SSTL MicroSat-100 small
satellite bus. The maximum dimensions of the bus are 600x600x700 [117]. It has been
mentioned in “SSTL Small Satellites Enhanced Microsatellite datasheet [117]” that 4
body mounted GaAs solar cells (700 m height) can produce a power of 80 W. Hence, the
desired power requisites of MSUSAT shall be met.
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6.9.2.2

Batteries
To provide a steady source of power for the mission operations while in the

Earth’s shadow, the satellite will need to be equipped with batteries, as a secondary
source of power in order to support the mission.
Rechargeable batteries suffer from degradation with use. The frequency and the
amount of charge taken out of the battery are the factors limiting battery lifetime [2].
Generally fewer cycles and less charge taken out in each cycle lead to a longer battery
life time. The choice of technology is therefore closely related to the type of orbit.
Satellites in Low Earth orbit would typically clock 14 charge/discharge cycles per
day [2]. In higher orbits, eclipses are rarer and so a greater depth-of-discharge can be
tolerated for the same lifetime. Some technologies are more suited to many
charge/discharge cycles, whereas others are better at handling large energy cycles [2].
It has been observed that NiCd and NiMh have been the baseline technologies
used for space systems. The table below illustrates the pros and cons of the popular space
battery technologies.
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Table 6.31 Comparison of popular battery technologies [Adapted from 107]

Battery Technology
NiCd

Advantages
Dependable and widely
used technology for space
missions.

Disadvantages
Prone to memory effect.
Low cell voltage.

Provides high current with a
rapid recharge capability.

NiMH

High tolerance to
overcharging and is capable
of over 1000 recharge
cycles. Relatively low cost.
30-40% more capacity than
NiCd leading to fewer
recharge cycles.
No memory effect.

Reduced cycle life and load
limits. More heat generated
during recharge than NiCd.
Requires complex charging
to prevent damage from
overheating and overcharge.
Longer recharge times than
NiCd.

Li-Ion

High energy density.
Lightweight. No memory
effects. Operates over a
wide range of temperatures.
Generate only low levels of
heat. 500-1000 charging
cycles

Fragile technology,
susceptible to overcharge
and deep discharge damage.
Expensive. Requires more
safety documentation.

Keeping the above facts in mind, NiCd was decided as the battery of choice. The
main factor that influenced this choice was based on the fact that NiCd can handle more
recharge cycles. Another factor that influenced this choice was its rich space heritage.
Facts presented in [119] state that, SSTL NiCd batteries have been flown on 14 SSTL
missions, with no failures and have accumulated over 60 in-orbit years in orbit.
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In order to determine the battery capacity, we must identify the parameters and
apply the formula given below [4].

Cr =

PeTe
(DOD)Nn

(1)

Where:
•

Pe = Average eclipse load

•

Te= Eclipse duration

•

DOD= Depth of Discharge

•

N= Number of batteries used

•

n= Load transmission efficiency

The eclipse load that the battery must serve, (Pe) would be 60 W as seen in Table
6.29. To estimate the amount of time for which the MSUSAT satellite (in 98.1 degree
sun-synchronous orbit with 6:00 and 18:00 hours local time of imaging) will be in the
Earth’s shadow, a scenario was simulated using STK.
STK generates a listing of all eclipse events during the period for which the
scenario was simulated. The scenario in this particular case was simulated for a period of
1 year starting 1 Jul 2006 to 1 Jul 2007. It was noticed that the maximum period for
which the satellite remained in eclipse this one year was for 18 minutes (Te).
According to Wertz and Larson [4], in Low Earth Orbit, the DOD for NiCd
batteries is 10-20%. It is also assumed that that the load transmission efficiency ‘n’ is
90%, which is typical for most systems [4].
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Substituting the values of Pe, Te, DOD, and N, in equation (1) we have that, the
NiCd batteries must supply 100 W-hr of power for MSUSAT to operate optimally during
eclipse periods. The figure below illustrates a COTS NiCd battery configuration, from
SSTL, that has been used on the BILSAT-1 satellite. The battery has a capacity of 124
W-hr and weighs around 6.2kg [84]. This could be a possible option for MSUSAT.

Figure 6.12 COTS NiCd battery from SSTL [84]

6.10

Structure Subsystem
The structures subsystem mechanically supports all other spacecraft subsystems,

attaches the spacecraft to the launch vehicle and meets all the functional requisites on
orbit [70]. For the case of the MSUSAT satellite the structure subsystem design is
simplified because it has been decided that the MSUSAT subsystem components shall be
mounted on the SSTL Enhanced MicroSat-100 platform. Hence, MSUSAT would inherit
the primary structural characteristics of the MicroSat-100 platform. The Enhanced
microsatellite module is compatible for launch with Ariane, Cyclone, Delta, Athena,
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Taurus, and Zenith launch vehicles [118]. The primary structure of the Microsat-100 is
illustrated in the figure below.

Figure 6.13 Primary MicroSat-100 structure [Adapted from 118]

It is to be noted that the payload and other components are not placed in hard and
fast slots. They are tweaked around this primary structure, in a way that best satisfies the
mission requisites. Missions that have employed more than one Earth Observation
payload (BILSAT-1, Beijing-1) have also used this module successfully. The Figure 6.14
illustrates a clearer picture of the platform.
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Figure 6.14 Representation of the MicroSat-100 structure [71]

This microsatellite platform can support total missions upto 140 kg total mass,
with about 40 kg payload mass. Its dimensions are 600x600x700mm.

6.11

Cost Analysis for MSUSAT using SSCM
The Small Satellite Cost Model (SSCM) allows subsystem level cost estimation

for small satellite missions. The cost estimates are based on a variety of technical
parameters including weight, power, and performance characteristics. This section details
the cost analysis performed using SSCM for the Earth orbiting MSUSAT small satellite
configuration explained in the above sections.
The basic information about this satellite that has been used as input into SSCM
for cost estimation has been tabulated in Table below.
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Table 6.32 Top level inputs for MSUSAT

Parameter
Estimated development time
Spacecraft type
Design life
Maximum satellite mass

6.11.1

Value
24 months
Earth Orbiting
48 months
140 kg

Attitude Determination and Control (ADC) Inputs
SSCM allows the user to choose from two types of stabilization, namely spin

stabilization and 3-axis stabilization. It has been explained in section 1.6 that the attitude
determination and control subsystem for MSUSAT would be a 3-axis stabilized one,
using sun sensors, magnetometers, reaction wheels and magnetic torquers.
For cost estimation of a three axis stabilized ADC subsystem, SSCM requires the
user to input the mass of the system and the desired pointing accuracy.
The best pointing accuracy that MSUSAT can provide is 0.1 degrees using 4 sun
sensors. The mass of the ADC components selected in section 6.6 was calculated from
the respective datasheets [65], [98], [100], [101].
Table 6.33 ADC mass for MSUSAT

Component
4 x Sun sensor
2 x Magnetometer
4 x Reaction wheel
3 x Magnetic Torquer
Total

Mass (kg)
1.2
0.6
12.8
1.53
16.13

Table 6.34 below illustrates the inputs into SSCM for the three axis stabilized
MSUSAT ADC subsystem.
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Table 6.34 ADC inputs for MSUSAT

Parameter
Type of stabilization
ADC subsystem mass (kg)
Pointing knowledge (deg)

6.11.2

Inputs
3-axis
16.13
0.1

Power Subsystem Inputs
MSUSAT derives its power requirements from body mounted GaAs solar arrays

and NiCd batteries. For a body mounted solar array type, SSCM requires the user to input
the battery type, solar array area, the beginning of life power, power subsystem mass.
The platform for MSUSAT would be the SSTL microsatellite bus whose
dimensions are 600x600x700mm [118]. The solar array dimensions would inherit the
600x700 mm (0.42 m2) dimensions of the spacecraft bus. Hence the total dimensions of
all the four panels would be 1.68 m2.
It has been mentioned in section 6.9 that each of the solar cells can produce a
power of 80W each. Hence with four body mounted arrays, the BOL power would be 320
W. It has been discussed that MSUSAT could use a NiCd battery configuration weighing
6.2 kg. The mass of the solar arrays was not found in the data sheets. Hence, the mass of
the power subsystem was estimated from previous small satellite mission. According to
Wertz and Larson [4], the power subsystem constitutes around 24.6% of the total
spacecraft mass for the case of small satellites. For the MSUSAT small satellite whose
maximum weight can be no more than 140 kg, the approximate power subsystem mass
would be around 34.5 kg.
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Table 6.35 Power subsystem inputs

Parameter
Solar array mounting type
Battery type
Solar array area (m2)
Beginning of Life (BOL) power
Power subsystem mass
6.11.3

Options/Inputs
Body Mounted
NiCd
1.68
320 W
34.5 kg

Structures Subsystem Inputs
SSCM allows the user to choose from two of the most common types of structure

materials, namely aluminum and composite structures. Most small satellites have
historically used aluminum. MSUSAT would derive its primary structure from the SSTL
enhanced MicroSat-100 microsatellite bus. The MicroSat-100 bus has aluminum
machined structures [96]. According to Wertz and Larson [4], the small satellite
structures subsystem, on an average constitutes 22.7% of the total spacecraft weight.
Hence for the case of a 140 kg MSUSAT satellite the structures subsystem mass is
estimated to be approximately 32 kg.
Table 6.36 Structures subsystem inputs

Parameter
Primary structure material
Structure subsystem mass

Options/Inputs
Aluminum
32 kg

SSCM estimates cost of the subsystem (and spacecraft) using the information
about the choice of material and the weight of the structures subsystem specified by the
user.
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6.11.4

Communication Subsystem, Command and Data Handling (C&DH), and
Thermal Subsystem Inputs
SSCM inputs the weight of the C&DH subsystem to perform cost estimates. The

mass of the C&DH components were calculated from the respective datasheets [88], [89].
Table 6.37 C&DH Subsystem mass

Parameter
Solid State Data Recorders
OBC 386 Processors
Total

Options/Inputs
1.6 kg
3.4 kg
5 kg

The thermal subsystem maintains all the elements of the satellite system within
the required temperature for all mission phases. Thermal subsystem may be passive or
active. Paints, coatings and thermal blankets could be used as passive thermal control.
Small satellites generally use passive thermal control in the form of paints and coatings.
According the Wertz and Larson [4] the small satellite thermal subsystem, on an average
constitutes about 1.7% of the total spacecraft mass. For the MSUSAT small satellite, the
mass of the thermal subsystem would be around 2.5 kg. SSCM requires the user to input
the transmit power in order to perform the cost estimates. The transmit power provided
by the S-Band transmitter selected for MSUSAT is about 4 W. Table 6.38 details the
SSCM inputs for the C&DH, Communication and Thermal subsystems.
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Table 6.38 C&DH, TT&C and thermal subsystem inputs

Parameter
C&DH subsystem mass
TT&C transmit power
Thermal subsystem mass

6.11.5

Inputs
5 kg
4W
2.5 kg

Additional Cost Estimates Computed by SSCM
In addition to the subsystem level cost estimates, SSCM also computes estimates

for spacecraft Integration, Assembly and Test (IA&T), Program Management and
Systems Engineering (PM/SE) and Launch and Orbital Operations Support (LOOS).

6.11.5.1

Integration Assembly and Test (IA&T)

Integration, Assembly and Test is the process of integrating all spacecraft
subsystems and payloads into a fully tested, operational satellite system [85]. The total
cost of IA&T for a satellite includes research, design and scheduling analysis of IA&T
procedures, systems test and evaluation, and test data analyses [85].

6.11.5.2

Program Management and Systems Engineering (PM/SE)

Program-level costs include systems engineering, program management,
data/report generation and special studies not covered by or associated with satellite
subsystems [85]. Program management is a contractor cost that includes all efforts
associated with planning and directing prime subcontractor efforts and interactions.
Systems engineering is required to ensure that all satellite subsystems and payloads
function properly to achieve system goals and requirements [85].
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6.11.5.3

Launch and Orbital Operations Support (LOOS)

Launch and orbital operations costs are those costs incurred by the spacecraft
contractor involving pre-launch planning, trajectory analysis, launch site support, launch
vehicle integration, before the satellite becomes fully operational [85].

6.11.6

Cost Estimation for MSUSAT

The inputs into SSCM have been summarized in Table 6.39.
Table 6.39 Inputs for MSUSAT cost estimates.

Parameter Type
Development Time (months)
Fiscal Year for Estimate (yyyy)
Inflation Methodology
System
Destination
Design Life (months)
Maximum Satellite Mass (kg)
Power
Solar Array Mounting Type
Battery Type
Power Subystem Mass (kg)
BOL Power (W)
Solar Array Area (m2)
Structure
Primary Structure Material
Structure Subsystem Mass (kg)
ADCS
Stabilization Type
Pointing Control (deg)
Mass

Input 1
24
2006
NASA
Earth Orbiting
48
140
Body Mounted
NiCd
34.5
320
1.68
Aluminum
32
3-axis
0.1
16.13
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Table 6.39 continued
C&DH, TT&C and Thermal
C&DH Subsystem Mass (kg)
TT&C Transmit Power (W)
Thermal Subsystem Mass (kg)

5
4
2

Table 6.40 indicates the preliminary cost estimate for MSUSAT, based on the
inputs specified in the Table 6.39. It is to be noted the costs represented in Table 6.40
illustrates the subsystem-level cost estimates for MSUSAT and does not include cost of
payload.
Table 6.40 MSUSAT Cost Estimate

Estimate (FY06$K)
NonRecurring
recurring
Spacecraft Bus
Subsystems
ADCS
Power
TT&C
C&DH
Structure
Thermal
Spacecraft Bus
IA&T
PM/SE
LOOS
S/C
Development &
First Unit

Total

Std Error

2,044
1,613
804
944
876
155
6,435
1,281
3,549
0

1,480
1,747
713
837
634
127
5,538
2,850
3,023
729

3,524
3,360
1,518
1,781
1,510
281
11,974
4,131
6,573
729

1,149
954
272

11,265

12,141

23,406

3,008

570
726
1,777
123
2,406
295

% of
Sublevel

29.4%
28.1%
12.7%
14.9%
12.6%
2.3%
100%

% of
Sys-level

51.2%
17.6%
28.1%
3.1%

100%
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Figure 6.15

6.11.7

Subsystem level cost breakdown for MSUSAT

Funding Profile
The SSCM’05 comes with a funding profile functionality that aids in project

planning and milestone development. This tool spreads the total mission cost over the
length of the program to generate a funding profile for the spacecraft. This profile can be
used as a tool to look at various ways to spread costs [85]. However, it is not meant to be
a final say in planning program spending.
Additional inputs required for generating a funding profile have been represented
in Table 6.41.
Table 6.41 Funding profile inputs

Parameter
Estimated Launch Date
Funding spent at schedule mid-point (%)
Estimated Development Start
Estimated Development End

Input
Jul 08
60
Aug 06
Jul 08
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Figure 6.16 and 6.17 represent the estimated funding per month and the
cumulative funding estimates for MSUSAT.

Funding By Month
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Figure 6.16 Estimated Funding per month for MSUSAT

Jul-08

May -08

Mar-08

J an-08

Nov -07

Sep-07

Jul-07

May -07

Mar-07

J an-07

Nov -06

Sep-06

0

Figure 6.17 Cumulative funding estimate for MSUSAT
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CHAPTER VII
CONCLUSIONS

Small satellite missions are characterized by shrinking schedules, low cost and
high level of desired performance. These characteristics will require innovative systems
engineering and program management styles. Systems engineering involves critical tasks
that help optimize the mission in terms of performance, cost, schedule and risk.
The goal of this research is to serve as a resource to help develop key systems
engineering and project management strategies pertaining to small satellites. This study
also focuses on providing design information with regard to small satellite subsystems
and discusses recent advancements and newer subsystems technologies, which could help
reduce the weight and cost of the spacecraft. This thesis also demonstrates the use of
COTS software tools for small satellite mission analysis.
With regard to small satellite systems engineering and project management, the
contributions of this research are listed below.
•

A step-by-step approach to the mission analysis and design process and risk
management has been identified.

•

The need for automated design and development tools have been presented, and
software modeling tools namely, SSDM, ROSEMATTM, STK have been reviewed.

•

Key systems engineering and project management guidelines in the context of small
satellite missions have been identified.
152
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•

Strategies for dealing with small satellite projects within a university framework have
been suggested.
This thesis attempts to aid in identification of key cost drivers and suggests

techniques to reduce small satellite mission costs. An overview of the cost modeling
process has been provided with a list of tasks that must be performed in order to
effectively model cost. Cost modeling software tools, SSCM and ASSESS have been
reviewed. To provide a researcher with an understanding of failure mechanisms in small
satellite systems, case studies of seven failed NASA missions have been presented.
The final chapter of this thesis details the preliminary design of a conceptual
“MSUSAT” small satellite, using COTS components, from a systems engineering
perspective. The chapter also details the choice of orbit, payload and other subsystem
components for Attitude Determination and Control (ADC), Command and Data
Handling (C&DH), Communication, Power and Structures, that are needed to ensure that
the mission operates successfully. This chapter also demonstrates the use of COTS
software tools, STK v6.2 and SSCM, for orbital and cost analysis respectively.
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APPENDIX A

COMPREHENSIVE LIST OF SATELLITE MANUFACTURERS AND
SUBCONTRACTERS

Below is an attempt to provide a comprehensive list of Satellite Manufacturing and
Subcontracting companies around the world.
COMPANIES IN USA

Company Name
AEC-Able
Engineering
AeroAstro L.L.C

URL
http://www.aec-able.com

Aeroflex

http://www.aeroflex.com

Aitech
Amptek

http://www.rugged.com
http://www.amptek.com

Anaren

http://www.anaren.com

Angel Technologies
Corporation
Ardé

http://www.angelcorp.com

ATK
Ball Aerospace
&Technologies Corp
Boeing Space
Systems

http://www.aeroastro.com

http://www.ardeinc.com

Description
Deployable booms, antenna
structures
Satellite systems for micro and
nano-spacecraft applications
Microelectronic test and
measurement products
Radiation tolerant electronics
Preamplifiers, plasma analyzers,
osimeters
Microwave signal distribution
networks
Wireless broadband networks

Pressure vessel and propulsion
systems
http://www.atk.com
Solid propulsion systems
http://www.ball.com/aerospac Complete spacecraft subsystems,
e/batchp.html
sensors, communication and
antenna systems,
http://www.boeing.com/defens Communication systems for
e-space/space/bss/flash.html
military, commercial and
scientific uses.
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Broad Reach
Engineering

http://www.broadreach.net/main.html

Space flight hardware, software,
and vehicles

CMC Electronics

http://www.cinele.com

EaglePicher
EMS Technologies

http://www.eaglepicher.com
http://www.ems-t.com

Space electronics, infrared
detection
Batteries
Wireless solutions

General Dynamics
Decision Systems

http://www.gdds.com/space/in
dex.html

Goodrich Optical and
Space Systems
Hamilton Sundstrand

http://www.oss.goodrich.com

Honeywell
Interpoint
Intersil
ITT Industries
Kearfott
L'Garde
Lincoln Composites
Lockheed Martin
Space Systems

Laben S.p.A
M/A-COM
Malin Space Science
Systems
Marotta
Maxwell
Technologies
Microelectronics
MCL

http://www.hamiltonsundstran
dcorp.com
http://www.honeywell.com/sp
ace
http://www.interpoint.com/
http://www.intersil.com/design
/space/index.asp
http://ssd.itt.com
http://www.kearfott.com

Special communications products,
special and restricted payloads,
systems and information services
Custom engineered electronics,
electro optical products
Mechanical and thermal control
systems
Satellite, launch vehicle products
Power solutions
Radiation hardened IC’s

Imagers and imaging solutions
Products for space guidance
navigation and control
http://www.lgarde.com
Space hardware and data
electronic recorders
http://www.lincolncomposites. Filament wound high performance
com
composite products
http://lmms.external.lmco.com Launch vehicle provider,
spacecrafts for
telecommunication, remote
sensing, space science
http://www.laben.it
Onboard equipments, scientific
payloads, groundsystems
http://www.macom.com
RF and Microwave products
http://barsoom.msss.com/newh Design and development of space
ome.html
instruments
http://www.marotta.com
Fluid and reaction control
systems, actuators
http://www.maxwell.com
Semiconductor components, and
single board computers for
military and space
http://www.mcl.com
Amplifiers for high and low power
applications
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Michigan Aerospace
Orbitec

http://www.michiganaero.com
http://www.orbitec.com

Pratt & Whitney
Space Propulsion
PSI
Raytheon

http://www.prattwhitney.com/prod_space.asp
http://www.psi-pci.com
http://www.raytheon.com

Research &
Development
Laboratories
Rocketdyne

http://www.rdl.com

SBS Technologies

http://www.boeing.com/space/
rdyne/flash.html
http://www.sbs.com/

LIDAR systems
Research and space product
development
Rocket engines and solid rocket
motors
Propellant and pressuring tanks
Electronics, space information
technology, technical services
Signal data processing, systems
engineering, management and
operations
Aerospace propulsion systems

Space and ground based chassis
solutions
SEAKR Engineering http://www.seakr.com
Solid state recorders
Servo
http://www.servo.com/
Components for attitude
determination, earth resource
monitoring, infrared detectors,
radio navigation systems
SHOT
http://www.shot.com
Integrated payload development
Space Systems/Loral http://www.ssloral.com
Producer of reliable
communication and weather
satellites
SpaceDev
http://www.spacedev.com
Design, manufacture, marketing
and operation of sophisticated,
micro and nano satellites
Spectrolab
http://www.spectrolab.com
Photovoltaic solar cells, solar
panels, solar simulators
SSG Precision
http://www.ssginc.com
Hardware solutions development
Optronics
specializing in design, fabrication
and testing of optical subsystems
Starsys Research
http://www.starsys.com
Spacecraft mechanics
SUMMA Technology http://www.summa.com/index. Design, manufacture and support
html
of commercial military spacecraft
Swales Aerospace
http://www.swales.com
Thermal solutions
Teledyne Brown
http://www.tbe.com
Mission payload experiments,
Engineering
materials processing, planning,
design and testing space software
Tethers Unlimited
http://www.tethers.com
Scientific computing solutions
Thales Electron
http://www.thalesTraveling Wave Tubes
Devices
electrondevices.com
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REST OF THE WORLD
NORTH AMERICA

Company Name
COM DEV
MacDonald Dettwiler

URL
http://www.comdev.ca
http://www.mda.ca

MD Robotics

http://www.mdrobotics.ca

Routes Astro Engineering

http://www.routes.com

Spacebridge Networks
Corporation

http://www.spacebridge.com

Description
Space hardware subsystems
Information provider for
decision making
Mobile servicing system,
robotic systems
Mechanical, thermal and
optical element design
Broadband satellite
networks

EUROPE
Company Name
Alcatel Space

URL
http://www.alcatel.com/telecom/s
pace

Alenia Spazio

http://www.alespazio.it

Austrian Aerospace

http://www.space.at

Bradford Engineering

http://www.bradford-space.com

CAEN Aerospace
Contraves Space

http://www.caen.it/aerospace/inde
x.php
http://www.contravesspace.com

CRISA

http://www.crisa.es

Dutch Space B.V
EADS Astrium

http://www.dutchspace.nl
http://www.astrium.eads.net/corp/
index.htm
http://www.essexcorp.com
http://www.georing.biz/index.php

Essex
GEO-Ring

Description
Satellites for Earth
observation,
telecommunications,
navigation
Design , development,
assembly, testing of complete
space systems
Supplier of space products
and related ground software
Engineering, design and
development, production and
test of space components
Space electronics
Develops structures,
instruments, and precision
mechanism for satellites
Spacecraft electronics and
software
Solar Arrays
Civil and defence space
systems
Opto electronic products
On-orbit servicing
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Jena-Optronik GmbH

http://www.jena-optronik.de

Kayser-Threde

http://www.kayser-threde.de

Laben S.P.A.

http://www.laben.it

OHB-System
Pascall Electronics
Saab Ericsson Space

http://www.ohb-system.de
http://www.pascall.co.uk
http://www.space.se

Saft
Snecma
Sodern

http://www.saftbatteries.com
http://www.snecma.com
http://www.sodern.fr

Spur Electron

http://www.spurelectron.com

Surrey Satellites
Technology Ltd

http://www.sstl.co.uk

Verhaert Design &
Development

http://www.verhaert.com

Optoelectronic instruments
and systems, laser control
sensors
Data measurement and
management, telematics,
optics and process control
Onboard apace equipment,
scientific payload, ground
systems
Subsystem development
Power supplies, radar systems
Digital and microwave
electronics and antennas
Space batteries
Propulsion systems
Equipment suppliers in space
sensors and space
instrumentation
High reliability component
procurement, laboratory
services and clean room based
assembly
World leader in small satellite
technology with experience in
23 successful space missions
Small satellites, space
mechanisms and structures,
instruments and facilities

AFRICA

Company Name
SunSpace

URL
http://www.sunspace.co.za

Description
Small and micro satellite
systems, design and
development of payloads,
support equipment

ASIA
Company Name
NEC Toshiba

URL
Description
http://www.ntspace.jp/space-e/index.htm Subsystem services,
application systems

