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It is a classical result in elliptic function theory that for every elliptic 
function there is an algebraic addition theorem. In this note we wish 
to show that such results really depend only on the fact that one is dealing 
with analytic functions which are finite-to-one in a certain strong sense. 
More precisely, let f be an analytic complex-valued function defined 
on an open subset of a Riemann surface M. We say that f is ofjnite type 
if (1) the domain off includes all but finitely many points of M and (2) 
there is a positive integer n such that for all but finitely many 
complex numbers z, the equation f(u) = z has exactly n solutions 
u E domain(f) C M. (Repeated roots are counted according to their 
multiplicity.) 
Then one has the following result. 
THEOREM. Let f, g, and h be analytic complex-valued functions deJ’ined 
on open subsets of M, N, and M x N, respectively, where M and N are 
Riemann surfaces. Suppose that f and g are of jkite type, and that all but 
finitely many of the functions u H h(u, v) and v t+ h(u, v) are analytic 
functions ofJinite type dejked on M and on N, respectivety. Then there is a 
nontrivial polynomial R(X, z, w) with complex coeficients such that 
W(u, v), f(U)> g(v)) = 0 
for all u, v where the three functions are dejined. 
As an immediate corollary, one has addition theorems for elliptic 
functions. For, an elliptic function F defined on the complex plane C is 
of finite type when its domain is considered to be the torus CjQ, where 
X2 is the discrete two-dimensional module of periods of F. Then the f, g, h 
of the theorem are taken to be F(u), F(v), and F(u + v), while the 
Riemann surfaces M and N are the torus C/L?. 
In the remainder of this paper we present a proof of the main theorem. 
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1. The following construction is the main idea of the proof. 
Let f and g be analytic functions defined on open subsets of the same 
Riemann surface M, let f be of finite type, and let S(h, , A, ,..., A,) be 
any symmetric polynomial in n variables, where n refers to the finite 
type off. Then one can form the following complex-valued function 
of a complex variable. 
Let z E C. If x is not one of the finite exceptional values, then the set of 
solutions of f(u) = z is a list {zcl , z+ ,..., u,] where each solution is 
written a number of times equal to its multiplicity. If, further, g is 
defined at all of the points (z+>, then one can form the complex number 
Sk(%)7 g(4..-9 d%>). Th e composition of these operations is evidently 
a complex-valued function defined on a subset of the complex plane, 
and we denote it by 
64 = s M4>. 
uEf-%) 
PROPOSITION 1 .I. Let f and g be analytic functions of finite type, 
defined in open subsets of a Riemann surface M. Let S(h, , h, ,..., X,) be 
a symmetric polynomial in the appropriate number of variables. Then the 
function 
44 = urfsz) M4 
is well-deJned and analytic in the complement of a fkite subset of the 
complex plane. Moreover, s(z) is rational in the sense that there exist 
polynomials P and Q with P f 0 such that P(z) s(z) = Q(x) throughout 
the domain of s. 
Proof. Let A C C be the finite set of those x for which f(u) = z 
fails to have exactly n solutions; let B C M be the finite set of points 
where g is not defined. Then s(z) is well-defined for every complex 
number x which does not belong to the finite set A u f (B). 
To check the analyticity, it suffices to consider only the case where S 
is a power sum Ark + A,” + *a., since the most general symmetric S can 
be written as a polynomial combination of the power sums. Let, then, 
x0 E C be a point in the domain of s, and let uO E M be a point with 
f (4 = 20 . Take rC M to be a small circle which surrounds uO and 
excludes the other points of f--1(x0). Then, in local coordinates the 
function 
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is obviously analytic for x near z,, and its values are given by 
ueinteriorr 
The analyticity of s(x) follows from the fact that locally one can write s(z) 
as a finite sum of such functions. 
For the remainder of this section we will be occupied with the 
demonstration that s(x) is a rational function. The strategy is 
the following: first we replace the function g(u) by the function 
G(u) = l/k(u) - c>, w h ere c is a general complex number, and then 
show that the function 
is rational by analyzing its growth near the singularities. Having achieved 
this, one then exploits the freedom in c to deduce rationality for s(z). 
Let, then, c E C be a nonexceptional value for the function g. For all 
c’ near c, we know that the equation g(u) = c’ has exactly m solutions, 
where m refers to the finite type of g. Let V C M be a finite disjoint 
union of small open discs chosen so that V contains all solutions of 
g(u) = c, as well as all the points where g is not defined. Then there is 
an open disc D centered at c such that g-l(D) C U; this is a consequence 
of the finite type of g and the fact that g is an open mapping. 
Now the function G(u) is well-defined except for finitely many points 
of M and, moreover, is of finite type. The open set U contains all the 
points where G is not defined, and the preceding paragraph shows that 
1 G(u)1 is uniformly bounded outside U and grows no faster than a 
power of the distance as u approaches any singular point. 
The components of U can be taken to lie within coordinate patches, 
and thus we can regard U as a metric space where the metric function d 
is inherited from the coordinate patches. One then has constants K > 0 
and N > 0 such that 
whenever u E U n domain(G) and u0 $ domain(G). 
On the other hand, the restriction of f to U satisfies a Lipschitz 
condition d'(f(u,), f(u&) < Ld(u r , ~a), where d’ is the metric on the 
Riemann sphere C U {co}. This is because the finite type off implies 
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that each of its singularities is either removable or a pole of finite order. 
Now suppose that x,, E C u {co} is of the form f(~,,), where U, is a 
point where G is not defined. Let z be near z, , and let u E M be any of 
the points with f(u) = z. If u is outside U, then 1 G(u)1 is uniformly 
bounded; if u is inside U, then 
Thus the growth as z t--+ x,, of the function 
is no more than a power of the distance from a to z,, , and this completes 
the proof that 
w = s uw 
Usf-W 
is rational. 
Now take the symmetric polynomial S to be just the simple product 
of all the variables. We write the formula for the resulting function 
t(x) in terms of g instead of G and deduce that 
xk-+ III l 
uef-‘(z) g(u) - c 
is actually a rational function of x, for each fixed c. Taking the inverse 
and multiplying out the product, we see that the function 
2 t-+ s&d) + C&+&i) + c2s,4z) + * * * + cn 
is rational, where S, is the kth elementary symmetric polynomial in 7t 
variables, and sk(z) is the corresponding function Sk,u.f-~(a) (g(u)). 
The foregoing holds for almost every complex parameter c. A Van 
der Monde matrix appears when we use n distinct values of c; after 
solving the system of linear equations, we see that each s&z) is itself 
rational. This suffices for the most general symmetric S, and thus the 
proof of Proposition 1 .l is complete. 
As an immediate corollary, we obtain the existence of an algebraic 
relation between f and g. For, the function 
z !--+ IrI,) (w - g(u)) 
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x w i w”-%&). 
k0 
After multiplying through by all the denominators of the functions 
sk(z), the given function takes the appearance of a polynomial R(z, w). 
From the product expression, it follows that R(f(u), g(u)) is identically 
zero. 
Thus, the general method for constructing algebraic relations between 
analytic functions would seem to begin by first defining the coefficients 
for such a relation by the use of suitable symmetric polynomials. The 
second step is to show that the coefficients obtained are actually rational 
functions. 
To apply this method to a potentially more complicated situation 
where several analytic functions are involved, one only needs to be able 
to recognize rational functions of several variables. The necessary 
material for doing this is developed in the next section. 
2. The main result here is as follows: 
PROPOSITION 2.1. Let f be a continuous function of n complex variables 
deJined in a neighborhood of the origin in Cn = C x C x .** x C. 
Suppose that for each k and each choice of z1 ,..., zkel , .z~+~ ,..., z, , 
the function z tt f (unl ,..., zk--l , z, z~+~ ,..., zn) turns out to be equal to 
the restriction of some rational complex-valued function of x. Then there 
exist polynomials P and Q of n complex variables, with P + 0, such that 
Pf = Q near the origin of Cn. 
The first step in the proof is the following result, which goes back 
to Hadamard. 
PROPOSITION 2.2. Let f = Cm n-O a,xn be a formal power series in one 
variable, with coe@ients drawn from an integral domain J. Then the 
following conditions are equivalent: 
(1) There exist polynomials P and Q of degree < m, with P # 0, 
such that Pf = Q. 
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(2) For every string of integers 1 < p, < p, < a*- < p, , one has 
Proof. The existence of the polynomial P = b, + b,x + -a- + b,xm 
is equivalent to the existence of a nontrivial common solution for the 
infinite set of linear equations 0 = apb, + ap+lbm--l + --- + a,+,b, , 
one equation for each p > 1. But this, in turn, is equivalent to the 
vanishing of all the indicated determinants. 
Now, to talk about rationality in a more general setting, let I C J be 
integral domains. We say that an element f of J is rational with respect 
to the subring I if there is an equation Pf = Q where P # 0 and P and Q 
are elements of the subring I. Moreover, one can define the rational 
closure I of the subring I to be the set of all elements of J which are 
rational with respect to I. It is easy to check that I is a ring and that 
I = I. 
For the following, the reader is reminded that the double bracket 
notation J((x)) means the ring of all formal power series in the inde- 
terminate X, while J(x) only includes the polynomials in x, again with 
coefficients from the integral domain J. 
PROPOSITION 2.3. Let I C J be integral domains. Within the integral 
domain J((x)) we distinguish the two subrings J(x) and I((x)), respectively, 
the polynomials with coejicients in the large ring and the power series with 
coejicients in the small ring. Then if f E J((x)) is rational with respect to 
both of the two indicated subrings, then it is rational with respect to their 
intersection. 
Proof. First, the fact that f E J((x)) is rational with respect to the 
subring 1((x)) pl im ies that the coefficients of the power series f appear 
in a number of equations together with some elements of I. These 
equations imply that each coefficient off is rational with respect to the 
subring I of the ring J. 
On the other hand, since f is also rational with respect to the poly- 
nomial ring J(x), we know that for some m all the corresponding 
Hadamard determinants vanish. Now, the vanishing of a determinant 
is independent of whatever ring the entries are considered to belong to. 
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Thus, from the converse of Proposition 2.2, it follows that there is an 
equation Pf = Q with P # 0, where P and Q are polynomials whose 
coefficients are in 1, the rational closure of I C J. 
But as we are only dealing with finitely many elements of 1, there is 
a nonzero element t in I such that if b is any coefficient of P or Q, then 
tb is in I. Consequently (tP)f = tQ, where tP and tQ are polynomials 
with coefficients in I, and tP # 0. 
Thus f is rational with respect to I(X), which is the same ring as 
Jb> fi 4(4). Th is completes the proof. 
PROPOSITION 2.4. Let J be an integral domain, and let J((xl , x2 ,..., xn)) 
be the ring of formal power series in n independent variables. Let f be an 
element of this ring. Suppose that for each k there is an equation Pkf = Qk , 
where Pk # 0, and the power series Pk and Qk only involve Jinitely many 
powers of the variable xk . Then there is an equation Pf = Q with P # 0, 
where both P and Q are jinite polynomials in the variables x1 ,..., x, . 
Proof. Let k be an integer between 1 and n. We distinguish the 
following subrings of J((xr ,..., x,)): first, put L equal to 
the power series which do not involve %k ; and second, define K CL 
to be those power series which only involve a finite number of powers of 
the first variables x1 ,,.., xk-r . Then KC L C J((xl ,..., x,)), and the 
largest of the three rings can be viewed as L((+)). 
Now suppose that f had earlier been shown to be rational, as far as 
the first k - 1 variables are concerned. This would mean an equation 
Pf = Q where P and Q are power series in x1 ,..., x, which only involve 
a finite number of powers of x1 ,..., x&r . To distinguish the role played 
by x, , we reexpress this condition by saying that f is rational with 
respect to the ring K((xJ) of f ormal power series in x, with coefficients 
in K. 
On the other hand, the hypothesis says that f is rational with respect 
to L(xk), the polynomials in xk with coefficients that are power series 
in x1 , . . . . xk-1 , xk+l ,..., x, . Therefore we are in the situation of 
Proposition 2.3 with a power series with coefficients from a large ring, 
which is known to be rational with respect to power series with coeffi- 
cients from a small ring, and with respect to small power series with 
coefficients from the large ring. Consequently, f is rational with respect 
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to K&J, the elements of J(xi ,..., x,) which only involve finitely many 
powers of xi ,..., xk-i and xk . 
A finite induction completes the proof. 
This finishes the algebraic preparations. 
Proof of Proposition 2.1. The hypothesis implies that the given 
function of several complex variables is at least analytic in each variable 
separately, and hence by well-known theorems is analytic in all of its 
variables jointly. In particular, f can be expressed near the origin as an 
absolutely convergent power series and, hence, appears as an element 
of the ring C((Z, *.a zn)) of all formal series, convergent or not. We 
will show that f satisfies the hypothesis of the preceding proposition; 
for ease of notation we only do the case k = 1. 
Let us write J in the form f (zl *a- xn) = cfO xlsgs(z2 se- z,), where 
each g, is a power series, with nonzero radius of convergence, in n - 1 
complex variables. 
Take a given x2 ,..., x, . The function z *f (z, x2 ,..., xn) has a power 
series expansion whose coefficients are the complex numbers 
gs(% 9*--Y xJ; the rationality of this function implies by the theorem 
of Hadamard that certain determinants involving the g,(x, ,..., x,) are 
zero. The only problem is that the degree m of the two polynomials 
involved may vary with the choice of xa ,..., Z, . But by a Baire category 
argument one can use the same value of m for a certain set of 7t - 1 
tuples (~a ,..., xn) whose closure contains a nonvoid open set in 
c x c x *-- x C (n - 1 times). 
We fix upon this value of m and consider the behavior of the deter- 
minants mentioned in Proposition 2.2, where now the entries a, are 
given by g,(z, ,..., z,J = a,. Each determinant is an analytic function 
of Z2 )...) Z, which is already known, by continuity, to vanish in an open 
subset of Cn-l. But this is enough to force the determinants to equal 
zero identically. Because a convergent power series can yield identically 
zero values only if all its coefficients are zero, the vanishing of the 
Hadamard determinants can be interpreted as a number of algebraic 
identities valid in the ring of formal power series C((x, ,..., xJ>. By 
Hadamard’s theorem again, we see that f is rational with respect to the 
ring of power series in xi ,.. ., x, which only involve finitely many 
powers of x1 . 
Thus the main result on the recognition of rational functions of 
several complex variables is a consequence of its purely algebraic 
version, that is, Proposition 2.4. 
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3, Now let f, g, and h be complex-valued analytic functions 
defined in open subsets of M, N, and &I x N, respectively, where 
M and N are Riemann surfaces. We proceed to construct the coefficients 
for an algebraic relation between these functions. 
Suppose f and g are of finite type, and let S be a symmetric polynomial 
in nm variables, where the integers n and m refer to the finite types off 
and g, respectively. Following the procedure in Section 1, we construct 
the function of two complex variables 
4% 4 = s V(% 4; UEf-%) zreg-l(w) 
it is defined on the pairs (a, w) such that the equation f(u) = x has 
exactly n solutions, g(u) = w has exactly m solutions, and such that 
h(u, U) is well-defined at all of the nm pairs (u, 71) which are determined 
by f (u) = z, g(v) = w. 
From its definition, the domain of s(x, w) seems to be somewhat 
complicated; but the only properties we will need are in the following 
definition. An open subset D of the Cartesian product of two topological 
spaces X and Y will be called thick if for all but finitely many x,, E X it 
is true that all but finitely many of the pairs (x0 , y), y E Y are elements 
of D. Naturally, the corresponding condition with X and Y inter- 
changed is also made part of the definition. 
We now begin the proof of the main theorem. For the remainder 
of this paper, its hypotheses on f, g, and h will be in force. We note in 
particular that the assumed properties of h imply that its domain is a 
thick open set of M x N. 
PROPOSITION 3.1. Let the integers n and m refer to the jinite types of 
f and g, respectively, and let S be a symmetric polynomial in nm variables. 
Then the function 
4% 4 = s w4 41 
uef-w 
vEQ-l( ur) 
is well-defined and analytic in a thick open subset of C x C. Moreover, 
there exist polynomials P(z, w) and Q(z, w) with P + 0 such that the 
equation Ps = Q holds throughout the domain of s(x, w). 
Proof. Let A C C be the finite set of those z for which f(u) = z 
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does not have exactly n solutions; let B C M be the finite set of those 
u0 in A4 such that the function v H h(u, , v) is undefined for infinitely 
many v E N. Then we exclude the complex numbers z which belong 
to A uf(B). 
Now suppose x $ A uf(B). The foregoing implies that among 
the pairs (u, v) withf(u) = z, th ere are only finitely many where h(u, v) 
is not defined. Then for s(z, w) to be defined, we require that g(v) = w 
have exactly m solutions and, moreover, that w not occur as a value 
g(v) for any v which appears in the exceptional pairs in the preceding 
sentence. Thus, all but finitely many w are satisfactory, and this 
completes the proof that s(z, w) is defined on a thick open subset of 
c x c. 
For the analyticity and rationality of S(X, w), it is most convenient to 
consider only the case where the polynomial S is a power sum. Then 
the proof of analyticity reduces to the observation that locally s(x, w) 
can be written as a sum of functions given by double integral formulas 
analogous to the ones in the proof of Proposition 1.1. 
To prove rationality, let D, and D, be small discs in the complex 
plane such that D, x Da is contained in the domain of s(z, w). We also 
demand that for each u,, E M withf(u,) E D, , the function v M h(u, , v) 
is an analytic function of finite type defined on N. The corresponding 
assumption for those va E N with g(v,,) E D, is also made. 
The advantage of choosing S to be a power sum is now that for each 
fixed w E D, , the function z t-+ s(z, w) appears as a sum of functions of 
the form z ++ &-I(z) (h(u, v*))~, where the points V~ are the several 
elements of g-l(w). Consequently Proposition 2.1 applies to each 
summand, and we conclude that for each w E Da the function x t+ s(x, w) 
is equal to the restriction of some rational function of x. 
Now s(z, w) can be written as a convergent power series in D, x D, , 
and by Proposition 2.1, we have the existence of two polynomials 
P(x, w) and Q(z, w) with P + 0 such that the equation Ps = Q holds 
for all (x, w) in D, x D, . 
But one can check that any thick open subset of C x C is connected. 
Therefore, by the permanence of functional relations, the equation 
Ps = Q, with the same polynomials P and Q, will remain valid 
throughout the domain of s(x, w). This completes the proof of 
Proposition 3.1. 
The construction of the algebraic relation is now fairly straight- 
forward. For, let (z, w) E C x C be a point where the various functions 
s(x, w) are defined, which is to say that f(u) = x has n solutions u E M, 
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g(v) = w has m solutions v EN, and h is defined at all the points of 
f-‘(z) x g-l(w). Th en one has the formal identity 
fl (A - h(u, v)) = z P-lcSk(X, w), 
uEf-%) k=O 
vPQ-‘(w) 
where in the construction of ~~(2, w) one uses the Kth elementary 
symmetric polynomial in nm variables. 
But by Proposition 3.1 one can find for each s, a nontrivial polynomial 
Pk such that skPk reduces to a polynomial in its domain. Take P to be 
the product of all these Pk ; when we multiply the formal relation on both 
sides by P we obtain 
P(% w) n (A - h(% 4) = R(A z, 4, 
uef-%z) 
uep-w 
where R is a polynomial with complex coefficients in the three variables 
A, I, and w. Moreover, R is nontrivial since the highest power of h 
appears with the coefficient P(z, w) which is known not to be the 
identically zero polynomial. 
It follows that R(h(u, v), f(u), g(v)) = 0 for all (u, v) E iI4 x N such 
that f(u), g(v), and all the functions sk(f(u), g(v)) are defined. 
Now this subset of M x N is a thick open set, because it is the inverse 
image of a thick open subset of C x C under the mapping of M x N 
into C x C which sends (u, v) c-t (f(u), g(v)), where f and g are finite- 
to-one. Because thick open subsets are also dense, we conclude that the 
relation R(h(u, v), f (zl), g(v)) = 0 holds for general u and v. 
This completes the proof of the theorem stated in the Introduction. 
