Conditional Random Fields (CRFs) can be used as a discriminative approach for simultaneous sequence segmentation and frame labeling. Latent-Dynamic Conditional Random Fields (LDCRFs) incorporates hidden state variables within CRFs which model sub-structure motion patterns and dynamics between labels. Motivated by the success of LDCRFs in gesture recognition, we propose a framework for automatic facial expression recognition from continuous video sequence by modeling temporal variations within shapes using LDCRFs. We show that the proposed approach outperforms CRFs for recognizing facial expressions. Using Principal Component Analysis (PCA) we study the separability of various expression classes in lower dimension projected spaces. By comparing the performance of CRFs and LDCRFs against that of Support Vector Machines (SVMs), we demonstrate that temporal variations within shapes are crucial in classifying expressions especially for those with a small range of facial motion like anger and sadness. We also show empirically that only using changes in facial appearance over time, without using shape variations, is not sufficient to obtain high performance for facial expression recognition.
Introduction
The recognition of facial expressions is a necessary first step for meaningful interactions between humans and computers. A reliable Automatic Facial Expression Recognition (AFER) system will improve the way in which humans interact with machines. Facial Expressions in humans are inherently dynamic in nature, consisting of an onset, peak and an offset phase. The entire event from onset to offset is usually very short in duration, and often the muscle motions on the face are very subtle. This makes the problem of recognizing facial expressions very challenging. In this paper, we consider the problem of recognizing facial expressions from video sequences and formulate it as a sequence labeling problem, where we try to label every frame with the correct facial expression or neutral state.
We propose a new approach for recognizing six basic expressions (anger, disgust, fear, happiness, sadness and surprise) along with a neutral state, by modeling temporal dynamics of face shapes. Our approach uses discriminative Latent-Dynamic Conditional random fields (LDCRFs) [11] , and we show that incorporating hidden states in traditional Conditional Random Fields (CRFs) [8] model is an effective way to model the subtle changes which happen over time in face shapes. This helps in distinguishing between facial expressions which have large overlapping motion patterns. We also empirically show that classifiers which use temporal variations between shapes outperform those which do not consider this information for the task of facial expression recognition. Finally, we compare the ability to recognize facial expressions using shape variability versus appearance variability and show that variations in shape are much more important than appearance for facial expression recognition from continuous video.
The remainder of the paper is organized as follows: We review the related work in the next section, followed by a description of the features used in our work along with the formulation of both CRFs and LDCRFs. We then present various experiments and compare the results followed by conclusions.
Related Work
Facial Expression Recognition has been an area of interest among researchers for several decades. Traditionally, most research for designing such a system has been focused on recognizing expressions from static images. Methods using geometric distances, gabor filter responses and local binary patterns [19, 2, 15] have been successfully applied in this domain. A comprehensive survey of some of these techniques may be found in [12] .
Recently, there has been a strong interest in modeling the temporal dynamics of facial expressions to build such systems. The psychological experiments carried out in [1, 3] strongly suggest that modeling facial movements in time is a crucial factor in discriminating between facial expres- Figure 1 . Shapes of various Facial expressions after Generalized Procrustes Analysis. The 5643 face shapes from the dataset grouped by expression labels and aligned using Generalized Procrustes Analysis can be seen here. This figure demonstrates that shapes for some of the expressions like surprise and happiness are easily distinguishable while for other expressions there is a considerable similarity in the face shape. Red dots represent the mean shape.
sions. Here we review some of the work that is closely related with recognizing facial expressions using temporal information. Cohen et al. [4, 5] use a tree-augmented-naive Bayes classifier (TAN) for continuous videos to learn the correlation between motions of different facial regions and expressions. The authors in [23] propose a method using moment invariants along with Hidden Markov Models (HMMs) to analyze facial expressions. In [22] a volume based appearance descriptor is proposed to recognize facial expressions in image sequences. The authors consider a given image sequence as a whole and classify the entire sequence into one of the expression classes. But for a practical application, a facial expression system must be able to classify images as they come; therefore, a solution which can model the transition between various expressions and label each image continuously is more desirable.
Conditional Random Fields (CRFs), which provide one such solution, were introduced in [8] . These are discriminative models which define a conditional probability p(Y|X) over label sequences Y given a particular observation sequence X. The primary advantage of CRFs over generative models like HMMs [13] comes from the fact that models like HMMs try to define a joint probability distribution p(X,Y) over observation sequences X and their label sequences Y [18] . To make the model computationally feasible, strong independence assumptions among observations are required. In the case of CRFs, the independence assumption has to be made for label sequences and not for observations. Hence, CRFs prove to be more robust in comparison [8] .
Sminchisescu et al. [16] have shown the effectiveness of CRFs in recognizing several human motions like walking, running etc. Their method outperforms HMMs and even provides good results for differentiating between subtle motion patterns like normal walk vs. wander walk. The authors in [7] use CRFs to classify facial expressions from image sequences. Their work aims at designing a complete facial expression recognition system but does not provide a detailed analysis on the importance of using temporal information for performing this task. In this paper, we show that the dynamics of shape contain much richer information to recognize expressions in comparison with analyzing each shape individually. We also use CRFs as one of the underlying discriminative classifiers to compare the performance of our proposed approach.
The variants of CRFs which include hidden states have been successfully applied for gesture recognition 1). to label the entire sequence as a whole using Hidden Conditional Random Fields (HCRFs) [21] or 2). to label every frame with the appropriate gesture class using Latent Dynamic Conditional Random Fields (LDCRFs) [11] . It has been shown that these approaches are good at capturing subtle motion patterns using hidden states. Our proposed approach using LDCRFs is more robust in modeling facial expressions as compared to CRFs which shows that capturing subtle facial motion is very essential in differentiating between facial expressions.
Methods
In this section we explain the features and classification methods used for our work. Section 3.1 & Section 3.2 gives an overview of the shape and appearance features which were used, while Section 3.3 and Section 3.4 discuss the CRFs and LDCRFs methods which were used to model the temporal variations of these features for facial expression recognition.
Shape Features
A 2D face shape for our work is represented by a set of 68 landmark points which are basically located around the contours of the eyebrows, eyes, nose, chin, inner lips and outer lips. The distribution of these landmark points on the face can be seen in Figure 1 . The task of localizing these landmark points on the face is itself a very challenging problem. Several techniques like Active Appearance Models [6] , Piecewise Bezier Volume Deformation (PBVD) [14] etc. have been proposed to solve it. In order to perform a robust shape analysis for different expression shapes, it's important to obtain their true shapes by removing the effects of rigid geometric transformations such as translation, scale and rotation between them. . This figure demonstrates that some neutral images are very close to the expression images in the PCA space. These neutral images mostly correspond to the transition phase from the neutral to the actual expression. Especially for anger and sadness there is a significant overlap which makes these expressions difficult to recognize in presence of neutral images.
We use Generalized Procrustes Analysis for this task [17] , which tries to minimize the sum-of-squared distances between landmark points of all the shapes w.r.t. the rigid transformations. In the initial step, the first shape is assumed to be the mean shape. Then, a similarity transform is applied on all the shapes to align them with the mean shape. After this alignment, the mean shape is recomputed by averaging the aligned shapes, and then the process of applying the transforms and mean computation is repeated until the change in the mean shape becomes negligible. Figure 1 shows the aligned face shapes after Generalized Procrustes Analysis is applied to all the shapes in the dataset. It can be observed that some expressions such as surprise have very distinct shapes while others such as anger and sadness show a certain degree of similarity. After performing the alignment, the true shape which remains gives us a 136 dimensional feature vector.
We apply Principal Component Analysis (PCA) to reduce the dimensionality to 18 by retaining 95% of the variance which forms the input for our classifiers. For practical applications, it's important to consider even the neutral state while designing classifiers for facial expressions. Introducing the neutral state makes the task of recognizing facial expressions more difficult. Many subtle expressions like anger and sadness do not cause much facial movement, therefore they are difficult to differentiate from the neutral state. Also, it is very difficult to make a clear distinction between the end of a neutral state and the onset of an expression even for humans. It makes the task of ground-truth labeling very challenging.
These issues are clearly highlighted in Figure 2 which shows a comparison between first 3 Principal Components of shape features for neutral images with other expressions. For all the expressions, neutral shows some overlap with the actual expressions. These shapes mostly correspond to the transition phase where it's difficult to tell if a shape belongs to the neutral state or to the actual expression. The plots corresponding to anger and sadness show a lot of overlap with neutral shapes in the PCA space, which makes it difficult to recognize these expressions in presence of the neutral shapes.
Appearance Features
One of the aims of this paper is to experimentally show the importance of temporal variations in shape as compared to the temporal variations in appearance for facial expression recognition.
We use histogram based Uniform Local Binary Pattern (U-LBP) [15] features which are commonly used for facial expression recognition to conduct our experiments. In this method, the LBP operator is applied on a pixel by thresholding its circular neighborhood with the intensity value of the pixel and representing it in binary form (1 if the intensity value of the neighboring pixel is greater than the current pixel, 0 otherwise). The patterns which contain at most two bitwise transitions from 0 to 1 or vice versa are called uniform local binary patterns. It was observed that uniform patterns form the majority of the observed patterns [15] , hence to construct the histogram, all unique uniform patterns are binned separately while all non-uniform patterns are assigned to a single bin. We use an 8 pixel neighborhood which gives us a 59 bin histogram.
It has been shown [15] that using a single histogram for the entire image is not a good technique for facial expression recognition, hence the cropped face image is subdivided into 42 regions using a 6 x 7 grid (see Figure 3) . Then a separate histogram is computed for each sub-region which gives us a feature vector of length 2478. Principal Component Analysis (PCA) is applied to reduce the dimensionality to 59 by retaining 95% of the variance.
Conditional Random Fields (CRFs)
CRFs provide a highly discriminative and probabilistic method [8] to model the variation of shapes in time. For comparison with our proposed approach, we use the basic linear chain CRFs for the task of facial expression recognition. (Figure 4) .
For notational simplification, we refer the observation sequences (X 1 ,X 2 ,X 3 ,.....,X T ) as X and label sequences (Y 1 ,Y 2 ,Y 3 ,.....,Y T ) as Y for T frames to be labeled. Here A CRF model for T image frames is formulated as follows:
where,
Here, Z(X, θ) is the normalization factor and each
which evaluates the interaction between features or a transition function tr j (Y t−1 , Y t , X, t) which models the temporal dependencies among features [20] . Given a set of N labeled training samples, the objective of the training procedure is to estimate the set of weights θ * which maximizes the conditional log likelihood (i.e. θ * = argmax θ L(θ)) by optimizing the conditional log likelihood function given by equation (4) .
For our work, we use Broyden Fletcher Goldfarb Shanno (BFGS) [10] gradient ascent technique for optimizing the log likelihood function. To classify an unseen test sequence X test we can find the most likely labels Y * for the sequence using the learned parameters θ * and equation 1 by Viterbi decoding.
Latent-Dynamic Conditional Random Fields (LDCRFs)
CRFs provide a strong discriminative framework to model the transitions between facial expressions, but they fail to model the subtle facial motions within an expression which is very important in order to differentiate between similar facial expressions.
In [11] a variant of traditional CRFs known as LatentDynamic Conditional Random Fields (LDCRFs) was proposed which captures the subtle motion patterns within a class along with inter-class motion patterns by associating a set of hidden states with each class label. These hidden states can model the internal sub-structure for different facial expressions and contribute in the overall likelihood for recognition. Each hidden state can be treated in a similar manner as CRF, and the overall likelihood can simply be the sum of individual likelihoods from the hidden states. The LDCRF model uses an additional set of hidden variables H = (H 1 ,H 2 ,H 3 ,.....,H T ) apart from X and Y for every sequence ( Figure 5) . The model can then be defined over parameters θ as:
The LDCRF model imposes a restriction that sets of hidden states for each class label needs to be disjoint. This implies that for a given class label Y m the set of possible hidden states H m is constrained to a subset H Y m of all possible hidden states. This assumption gives the following deterministic relationship between Y and H:
Hence equation (5) can be refined as:
P(H|X,θ) is then defined exactly as P(Y|X,θ) is defined in the previous section.
As in CRFs, Z(X, θ) is the normalization factor and each f j (H t−1 , H t , X, t) is either a state function st j (H t , X, t) or a transition function tr j (H t−1 , H t , X, t) [20] . The parameter estimation and inference can then be performed in a similar manner as with CRFs. For our work, we use Broyden Fletcher Goldfarb Shanno (BFGS) [10] gradient ascent technique for optimizing the log likelihood function.
Experiments & Results
This section gives details about the dataset used for experiments, followed by an overview of the experiments that were conducted. We then present the results of various experiments and compare the facial expression recognition performance for all the techniques from various aspects.
Overview of the dataset
The experiments for our work were conducted on the Extended Cohn-Kanade Dataset (CK+) [9] which contains 593 sequences from 123 subjects. These are not fixed length sequences and the duration varies from 10 to 60 frames. All the sequences start from the neutral pose to the peak formation of the expression. The locations of facial landmarks are provided along with the dataset. Out of the 593 sequences in the dataset only 309 were labeled as one of the six basic expressions (see [9] for details). Table 1 gives the detailed statistics for the portion of the dataset that was used. The expression onset for all sequences takes place after a certain number of neutral frames; hence we manually label each frame in a sequence to be either neutral or belonging to the expression class. Figure 6 shows an example of one such labeled sequence. 
Experiment Details
We perform experiments to show that modeling temporal variation between shapes helps in recognizing those facial expressions which are otherwise difficult to recognize using classifiers which do not model temporal dependencies. For this, we compare the recognition performance of Support Vector Machines (SVMs) classifier trained on the shape features and a baseline method [9] which also uses SVMs against the performance of CRFs and our proposed method of using LDCRFs for recognizing facial expressions. We also show through experiments that modeling variation in shape across time is much more important than modeling variation in appearance across time for recognizing facial expressions. To show this, we train both CRFs and LDCRFs classifiers using appearance features and compare the performance with shape features.
All the experiments were conducted using 4-fold crossvalidation and the results were averaged over all the folds. We evaluate the recognition performance in all the experiments for two cases: 6-class (without neutral) and 7-class (with neutral).
Static vs. Temporal Shape Analysis
For static shape analysis, we use the shape features described in the previous section to train 6-class (without neutral) and 7-class (with neutral) multi-class SVMs. The Radial Basis Function (RBF) kernel along with a grid search to find the best values for C (penalty term) and γ (kernelwidth) was used for training the SVMs. For temporal shape analysis, we train a CRF model and validate the regularization term during training. For inference, the model outputs the marginal probabilities for each class label. The class label with the highest probability for each frame is used as the predicted label for that frame. To train the LDCRF model for our proposed approach, the optimal number of hidden states and the regularization term were found using crossvalidation during training. It was observed that 5 hidden states give the best results. The training procedure converges in less than 100 iterations.
The results in Table 2 for 6-class classification and the confusion matrices in Table 3 , 4 show that Happiness and Surprise are two expressions which are much easier to recognize as compared to other expressions. The recognition performance for both static shape analysis and dynamic shape analysis is very high for these two expressions. It is an intuitive result as these expressions bring a large amount of change in the shape of the face especially the mouth region and thus are relatively easy to recognize. For other expressions such as anger and sadness which do not cause a lot of deformation on the face, the temporal shape modeling performs much better than static shape analysis.
The performance for the SVM based method is very low for sadness -63.7%. The sadness expression causes very little deformation on the face and hence is very difficult to recognize by looking at shape in isolation. The temporal modeling using CRF improves the performance, but there is a good deal of overlap in the motion pattern for sadness and other expressions, hence the performance is relatively low. The proposed approach using LDCRF successfully models these overlapping patterns using hidden states and captures the subtle differences which improves the accuracy significantly. For anger, disgust & fear both CRF and LDCRF perform in a comparable manner.
Our approach also gives equivalent results for disgust, happiness and surprise to the baseline method and outperforms it significantly for the other expressions.
The case for 7-class classification where we consider neutral frames as well is relatively difficult, because some expressions that have very little facial movement have very Table 4 . Confusion Matrix for 6-class classification using proposed method based on LDCRFs similar shapes to the neutral shapes, which makes it hard to discriminate between them. The temporal dynamics between shapes become much more important in this situation and the results in Table 7 show that this is indeed true. As expected, the recognition performance of happiness and surprise is very high for this case, using either the static shape analysis or the dynamic shape analysis. Static shape analysis gives very low performance for fear and sadness expressions. Temporal shape analysis improves the recognition rate significantly for these expressions. The confusion matrix in Table 5 and Table 6 show that neutral frames cause a good deal of confusion with subtle expressions such as anger and sadness and make these expressions difficult to recognize. It can be seen that the proposed LDCRFs based method is capable of better discriminating between the neutral and sadness shapes as compared to both SVMs and CRFs. Table 6 . Confusion Matrix for 7-class classification using proposed method based on LDCRFs based on the classification/misclassification of each frame and not considering the dominant expression within a certain window of time. It makes the problem harder because, it's very difficult to label the ground-truth for frames which lie in the transition phase. For practical applications, accurate labeling of every frame may not be required.
Temporal Shape vs. Appearance in Time
The appearance of the face changes in form of wrinkles and furrows which appear when an expression is exhibited. In this section, we show that in contrast with shape features, temporal variations in appearance alone is not sufficient to recognize facial expressions with high accuracy. Using CRF and LDCRF techniques, we model Uniform Local Binary Pattern (ULBP) based appearance features which are known for their ability to capture these micro patterns (e.g. wrinkles and furrows) on the face and have been successfully used for static facial expression recognition. The results in Table 2 clearly show that except for happiness and sadness the performance is much lower in comparison with the performance of dynamic shape analysis. The interesting thing to note here is that the performance becomes worse on introducing the neutral state ( Table 7) . The reason for this lies in the fact that for expressions like anger, disgust and sadness the small amount of facial motion does not bring a significant change in the appearance in comparison with the neutral face which results in a considerable overlap of appearance features between them. This makes it very difficult to distinguish these expressions from the neutral state using just the appearance. These experiments show that dynamics of shape and especially ability to capture the subtle motion patterns on the face is very important for robust facial expression recognition.
Conclusion
We presented a new approach for facial expression recognition from video sequences using Latent-Dynamic Conditional Random Fields (LDCRFs). The results of our approach show that the expressions such as surprise and happiness which bring significant changes in face shapes are relatively easy to recognize. For other more subtle expressions, classification methods which do not consider the temporal variation between shapes fail to achieve a good recognition rate. Sadness and anger are two of the most difficult expressions to classify especially in the presence of neutral frames. The proposed method was able to perform better as compared to other techniques for these expressions. This shows the importance of modeling small facial motions effectively for recognizing facial expressions.
The experiments show that shape provides much richer information as compared to appearance, and modeling appearance changes in isolation without considering shape changes is not sufficient for robust facial expression recognition. In the future, we want to evaluate the performance of our approach by training and testing it across various datasets and further extending it to work with a live video feed.
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