ABSTRACT. Let Ω be a bounded pseudoconvex domain in C 2 with Lipschitz boundary or a bounded convex domain in C n and φ ∈ C(Ω) such that the Hankel operator H φ is compact on the Bergman space A 2 (Ω). Then φ • f is holomorphic for any holomorphic f : D → bΩ.
We are interested in studying compactness of Hankel operators on Bergman space defined on domains in C n . We would like to understand compactness of Hankel operators in terms of the interaction of the symbol with the boundary geometry. This interaction does not surface for domains in C as the boundary has no complex geometry. However, to relate the symbol to the boundary geometry we will restrict ourselves to symbols that are at least continuous up to the boundary. The first results in this direction are due toŽeljkǒ Cučković and the third author in [ČŞ09] . They obtain results, about compactness of Hankel operators in terms of the behavior of the symbols along analytic discs in the boundary, on smooth bounded pseudoconvex domains (with a restriction on the Levi form) and on smooth bounded convex domains in C n . Moreover, for convex domains in C 2 they obtain a characterization for compactness (see [ČŞ09, Corollary 2]). We note that even though they state their results for C ∞ -smooth domains and symbols, observation of the proofs shows that only C 1 -smoothness is sufficient. So we will state their results with C 1 regularity.
Theorem (Čučković-Ş ahutoglu).
Let Ω be a C 1 -smooth bounded convex domain in C 2 and φ ∈ C 1 (Ω). Then H φ is compact if and only if φ • f is holomorphic for any holomorphic f : D → bΩ.
The theorem above can be interpreted as follows: H φ is compact if and only if φ is "holomorphic along" every non-trivial analytic disc in the boundary.
The situation for symbols that are only continuous up to the boundary is less understood. When Ω is a bounded convex domain in C n with no non-trivial discs in bΩ (that is, any holomorphic mapping f : D → bΩ is constant) all of the Hankel operators with symbols continuous on Ω are compact. This follows from facts that on such domains the ∂-Neumann operator is compact (see [FS98] ) and compactness of the ∂-Neumann operator implies that Hankel operators with symbols continuous on closure are compact (see [Str10, Proposition 4 .1]). In case of the polydisc Trieu Le in [Le10] proved the following characterization.
Theorem (Le) . Let φ be continuous on D n for n ≥ 2. Then H φ is compact if and only if there exist
A domain Ω ⊂ C n is called Reinhardt if (z 1 , . . . , z n ) ∈ Ω implies that (e iθ 1 z 1 , . . . , e iθ n z n ) ∈ Ω for any θ 1 , . . . , θ n ∈ R. That is, Reinhardt domains are invariant under rotation in each variable. These are generalizations of the ball and the polydisc. Reinhardt domains are useful in describing domain of convergence for power series centered at the origin (see, for instance, [Kra01, Nar71, Ran86] ).
Motivated by the previous results mentioned above, recently, the first and the last authors proved the following result on convex Reinhardt domains in C 2 (see [CŞ18] ), generalizing the results in [ČŞ09] (in terms of regularity of the symbol but on a small class of domains) and [Le10] (in terms of the domain in C 2 ). We note that on piecewise smooth bounded convex Reinhardt domains in C 2 , the first author studied compactness of Hankel operators with conjugate holomorphic square integrable functions in [Clo17a] . Furthermore, compactness of products of two Hankel operators with symbols continuous up to the boundary was studied byŽeljkoČučković and the last author in [ČŞ14] .
Theorem (Clos-Şahutoglu
In this paper we are able to partially generalize the result of Clos-Şahutoglu to more general domains. In case the domain is in C 2 we have the following result. 
However, for convex domains we can prove the following result in C n .
Theorem 2. Let Ω be a bounded convex domain in
As a corollary of Theorem 2 we obtain the following result for locally convexifiable domains in C n .
Corollary 1.
Let Ω be a bounded locally convexifiable domain in C n and φ ∈ C(Ω) such that H φ is compact on A 2 (Ω). Then φ • f is holomorphic for any holomorphic f : D → bΩ.
A domain Ω ⊂ C n is called complete Reinhardt if (z 1 , . . . , z n ) ∈ Ω implies that (ξ 1 z 1 , . . . , ξ 1 z n ) ∈ Ω for any ξ 1 , . . . , ξ n ∈ C with |ξ j | ≤ 1 for all j. We note that convex Reinhardt domains are complete Reinhardt but the converse is not true.
As a second corollary we obtain the following result for pseudoconvex complete Reinhardt domains in C 2 . The plan of the paper is as follows: First we will prove a localization result for compactness of Hankel operators with bounded (not necessarily continuous) symbols. Then we will prove Theorem 1 and Theorem 2. Finally, we will finish the paper with the proofs of Corollary 1 and 2.
Corollary 2. Let Ω be a bounded pseudoconvex complete Reinhardt domain in
C 2 and φ ∈ C(Ω) such that H φ is compact on A 2 (Ω). Then φ • f is holomorphic for any holomorphic f : D → bΩ.
LOCALIZATION OF COMPACTNESS
We note that H U φ denotes the Hankel operator on A 2 (U) with symbol φ which is an essentially bounded function on U. Furthermore, we will use the following notation: A B means that there exists c > 0 that does not depend on quantities of interest such that A ≤ cB. Also the constant c might change at every appearance. 
Since H Ω φ is compact for every ε ′ > 0 there exists a compact operator
Therefore, we have
We note that
is compact for any ε and ε ′ . Now we choose ε ′ sufficiently small so that ε ′ E ε 2 < ε. Hence, there exists C > 0 (independent of ε, ε ′ and f ) such
Remark 2. We note that the third author proved a localization result previously in [Şah12] . In [Şah12, Theorem 1] the domain may be very irregular but the symbol was assumed to be C 1 -smooth up to the boundary. In Lemma 1, however, we assume that the symbol is only continuous on the closure.
Proof. We want to show that there exists h
This implies that φ is in the kernel of the ∂ operator (in the distribution sense) on U. In particular, it is harmonic. Then φ is C ∞ -smooth (see, for instance, [Fol95, Corollary 2.20]) and, in turn, it is holomorphic. This contradicts with the assumption that φ is not holomorphic. Hence there exists δ > 0, h ∈ C ∞ 0 (U), and a subsequence φ k j such that
Lemma 3. Let Ω 1 and Ω 2 be two bounded domains, F :
Proof. Let J F denote the determinant of (complex) Jacobian of F and g ∈ L 2 (Ω 2 ). Then by [Bel81, Theorem 1] we have
(see also [JP13, Proof of Theorem 12.1.11]). Let h be a square integrable holomorphic function on Ω 2 . Then
Next we want to show that
Then compactness of H Ω 2
φ together with the fact that
is a bounded sequence in
} has a convergent subsequence because using (1) we get (Ω ∩ B(p, r 2 ) ). Then, shrinking r 1 , r 2 if necessary, we use a local holomorphic change of coordinates is compact on A 2 (F(Ω ∩ B(p, r 2 ))). Therefore, without loss of generality, for Ω 2 = F(Ω ∩ B(p, r 2 )) we may assume that
is the restriction operator.
We define φ = φ| {(z 1 ,z 2 )∈C 2 :z 2 =0} and
where * and E denote the convolution and the trivial extension from {(z 1 , z 2 ) ∈ C 2 : z 2 = 0} to C 2 , respectively. Then φ k → φ uniformly on compact subsets in {(z 1 , z 2 ) ∈ C 2 : z 2 = 0} as k → ∞.
Lemma 2 implies that there exist δ > 0, h ∈ C ∞ 0 (Γ 1 ), and a subsequence {φ k j } such that
for all j = 1, 2, 3, . . .. By passing to a subsequence, if necessary, we can assume that
Since Ω 2 has Lipschitz boundary there exists 0 < t 1 < t 2 and 0
where Γ 2 = {z ∈ C : |z| < s 2 } and
for j = 1, 2. We define the sequence
where
are uniformly bounded. Furthermore, the sequence { f j } converges to zero uniformly on compact subsets that are away from
Using the identity above (when we pass from second to third line below) we get
Then, for all j and k, we have
Using the facts that φ k → φ uniformly on Γ 1 and f j → 0 uniformly on compact subset away from z 1 -axis, one can show that
Then we have
Then if we let j, k → ∞ we get
We conclude that H Ω 1 φ R is not compact on A 2 (Ω 2 ) because if it were the sequence {H Ω 1 φ R f j } would converge to zero in norm. Therefore, using Lemma 1, we reach a contradiction with the assumption that H φ is compact.
PROOF OF THEOREM 2 AND COROLLARIES
In the following lemma we will use the following notation: Proof. We can use rotation to assume that positive y n -axis is transversal to bΩ and there exists α, ε > 0 such that
where z n = x n + iy n . In the following calculation w ε,α = {x n + iy n ∈ C : |x n | + αy n < 0, −ε < y n < 0} is a wedge in z n .
Therefore, if p ≥ n the function f (z) = |z n | −p is not square integrable on Ω as the last integral above is infinite.
φ R is not compact and we reach a contradiction with the assumption that H φ is compact. Therefore, the proof of Theorem 2 is complete.
Proof of Corollary 1. Suppose Ω ⊂ C n is a bounded locally convexifiable domain, φ ∈ C(Ω) is such that H φ is compact on A 2 (Ω), and f : D → bΩ is a holomorphic function. Let p ∈ f (D) and choose r > 0 such that B(p, r) ∩ Ω is convexifiable. Furthermore, without loss of generality, we may assume that the range of f is contained in B(p, r/2). Then using Lemma 1 and Lemma 3 (and shrinking r is necessary) we may assume that U = B(p, r) ∩ Ω is convex and H V φ R V is compact on A 2 (U) where V = B(p, r/2) ∩ Ω and R V : A 2 (U) → A 2 (V) is the restriction from U onto V. Then the proof of Theorem 2 implies that φ • f is holomorphic.
Proof of Corollary 2.
Let Ω ⊂ C 2 be a bounded pseudoconvex complete Reinhardt domain, φ ∈ C(Ω), and H φ is compact on A 2 (Ω). By [Ran86, Theorem 3.28] , Ω is locally convexifiable away from the coordinate axes under the map (z 1 , z 2 ) → (log z 1 , log z 2 ). Let f : D → bΩ be a non-constant holomorphic function so that f (D) ⊂ {(z 1 , z 2 ) ∈ C 2 : z 1 = 0 and z 2 = 0}. Using an argument similar to the one in the proof of Corollary 1 we conclude that φ • f is holomorphic. Therefore, φ is holomorphic along any disc away from the coordinate axis.
Next, let f = ( f 1 , f 2 ) and, without loss of generality, assume that f (D) ∩ {(z 1 , z 2 ) ∈ C 2 : z 1 = 0} = ∅. Then f 1 : D → C has a zero. Since zeroes of a holomorphic function on a planar domain are isolated, we can choose f so that f 1 (z) = 0 if and only if z = 0. Therefore, we may assume that f (z) is on a coordinate axis if and only if z = 0. Then, similarly as in the previous paragraph, we conclude that φ • f is holomorphic on D \ {0}. Furthermore, 0 is a removable singularity for φ • f as φ • f is continuous on D. That is, φ • f is holomorphic on D.
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