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ENERGY RANDOMNESS
JOSEPH S. MILLER AND JASON RUTE
Abstract. Energy randomness is a notion of partial randomness introduced
by Diamondstone and Kjos-Hanssen to characterize the sequences that can
be elements of a Martin-Lo¨f random closed set (in the sense of Barmpalias,
Brodhead, Cenzer, Dashti, and Weber). It has also been applied by Allen,
Bienvenu, and Slaman to the characterization of the possible zero times of a
Martin-Lo¨f random Brownian motion. In this paper, we show that X ∈ 2ω
is s-energy random if and only if
∑
n∈ω
2sn−KM (X ↾n) < ∞, providing a
characterization of energy randomness via a priori complexity KM . This is
related to a question of Allen, Bienvenu, and Slaman.
1. Introduction
Algorithmic randomness is a branch of computability theory that studies ob-
jects that behave randomly with respect to computable statistical tests. The most
common randomness notion, Martin-Lo¨f randomness, was first used to study ran-
dom sequences in the space 2ω with respect to the fair-coin measure. Since then,
Martin-Lo¨f randomness has been extended to other measures on 2ω, including non-
computable measures. It has also been extended to other spaces of objects. For ex-
ample, Fouche´ [6]—building on work of Asarin and Pokrovskii [2]—studied Martin-
Lo¨f random Brownian motion. Later, Barmpalias, Brodhead, Cenzer, Dashti, and
Weber [3] introduced a particular notion of Martin-Lo¨f randomness for closed sub-
sets of 2ω.
In an effort to characterize the sequences that are possible elements of Martin-
Lo¨f random closed sets, Diamondstone and Kjos-Hanssen [5] introduced s-energy
randomness. (The concept was also implicitly mentioned in work of Reimann [11].)
A sequence X ∈ 2ω is s-energy random (where s is computable and 0 < s < 1) if
and only if X is Martin-Lo¨f random for some (not necessarily computable) measure
µ on 2ω such that µ has finite Riesz s-energy,∫∫
ρ(X,Y )−s dµ(Y )dµ(X).
(Here ρ is the standard metric on 2ω.) The notion of energy comes from potential
theory, and there is a strong connection between potential theory and probability
theory. Diamondstone and Kjos-Hanssen showed that if X is log2(3/2)-energy ran-
dom, then X is the member of some Martin-Lo¨f random closed set. (The converse
direction will be proved in an upcoming paper by the second author [13].)
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Diamondstone and Kjos-Hanssen also showed a close relationship between energy
randomness and effective Hausdorff dimension. Namely, the constructive dimension
of X can be characterized via
cdimX = sup{s : X is s-energy random},
where the supremum is over computable s ∈ (0, 1).
Allen, Bienvenu, and Slaman [1] studied a similar problem to that of Diamond-
stone and Kjos-Hanssen, namely the classification of zero times of a Martin-Lo¨f
random Brownian motion. They showed that for t > 0, if cdim(t) > 1/2, then
B(t) = 0 for some Martin-Lo¨f random Brownian motion B, and if cdim(t) < 1/2,
then B(t) 6= 0 for all Martin-Lo¨f random Brownian motions B. While their work
does not explicitly mention energy randomness, it does rely on calculations involving
1/2-energy, which suggests a connection. (The exact correspondence between 1/2-
energy randomness and the zero times of a Martin-Lo¨f random Brownian motion—
as well as other applications of energy randomness to multidimensional Brownian
motion—will be addressed in [13].) Allen, Bienvenu, and Slaman [1] also asked
whether the zero times of Martin-Lo¨f random Brownian motion can be character-
ized via complexity.
The goal of this paper is to characterize s-energy randomness via a priori com-
plexity KM .
Theorem 1.1. Let s ∈ (0, 1) be computable. A sequence X ∈ 2ω is s-energy
random if and only if
(1.1)
∑
n∈ω
2sn−KM (X ↾n) <∞.
In order to prove Theorem 1.1, we will prove a stronger result. We generalize
s-energy randomness to f -energy randomness for functions f : ω → [0,∞). In
particular, f(n) = 2sn will correspond to s-energy randomness. In Theorem 6.1,
we show that for certain functions f , X is f -energy random if and only if∑
n∈ω
f(n)2−KM (X ↾n) <∞.
A direct application of Theorem 1.1, when combined with the aforementioned
results of Kjos-Hanssen and Diamondstone, is that if X satisfies (1.1) with s =
log2(3/2), then X is the member of some Martin-Lo¨f random closed set. Besides
such applications to random closed sets and random Brownian motion, Theorem 1.1
is interesting for the follow three reasons.
Theorem 1.1 is very similar in form to the Ample Excess Lemma (proved by
Miller and Yu [9] but implicit in Ga´cs [7, Proof of Theorem 5.2]). This result says
the X ∈ 2ω is Martin-Lo¨f random if and only if∑
n∈ω
2n−K(X ↾n) <∞,
where K is prefix-free Kolmogorov complexity.
Theorem 1.1 is also very similar to the Effective Capacitability Theorem of
Reimann [11, Theorem 14], which states that the following are equivalent for a
computable real s ∈ (0, 1).
(1) X ∈ 2ω is Martin-Lo¨f random for some probability measure µ on 2ω such
that there exists some C > 0 such that for all σ ∈ 2<ω, µ[σ] ≤ C2−s|σ|.
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(2) X is strongly s-random, that is, for all n, KM (X ↾n) ≥ sn+O(1).
Last, Theorem 1.1 hints at a deep connection between potential theory and
algorithmic information theory. Potential theory concerns three basic notions: po-
tential, energy, and capacity. In order to prove Theorem 1.1, we will use all three
extensively. In particular, in this paper, the s-potential of a measure µ is the
function
Psµ(X) =
∑
n∈ω
2−snµ[X ↾n].
The function M(σ) = 2−KM (σ) is known as the universal left-c.e. semimeasure.
Theorem 1.1 can be interpreted as saying that X is s-energy random if and only
if the s-potential of the universal left-c.e. semimeasure M evaluated at X is finite.
It would be interesting to understand what it means to take the potential of a
semimeasure.
2. Effective randomness
Let 2<ω denote the set of finite binary strings, and let 2ω denote the space of
infinite binary sequences. We write λ for the string of zero length. For σ ∈ 2<ω,
let [σ] denotes the cylinder set of all X ∈ 2ω that extend σ. If U ⊆ 2<ω, let
[U ] =
⋃
{[σ] : σ ∈ U}.
When we say that µ is a measure, we mean µ is a finite Borel measure on 2ω.
In particular, every nonnegative function µ on cylinder sets that satisfies µ[σ0] +
µ[σ1] = µ[σ] can be uniquely extended to a measure. A probability measure is a
measure µ such that µ[λ] = 1.
A semimeasure ρ is a nonnegative function ρ on 2<ω that satisfies ρ(σ0)+ρ(σ1) ≤
ρ(σ) and such that ρ(λ) < 1. There is an effective enumeration of the left-c.e.
semimeasures ρi and therefore a universal left-c.e. semimeasure M =
∑
i∈ω 2
−iρi
which mulitplicatively dominates all other left-c.e. semimeasures. A priori com-
plexity is defined as KM (σ) = − log2M(σ).
It is well-known that notions from computability theory, such as a priori com-
plexity and Σ01-classes, can be relativized to an oracle A ∈ 2
ω, giving us KMA and
Σ01[A]. The same can be done if the oracle is a measure µ, even though there may
not be a minimal Turing degree that computes µ. For example, to define KM µ,
note that a semimeasure ρ is left-c.e. in µ if and only if ρ is left-c.e. in A for every
A ∈ 2ω that computes µ. It is possible to effectively enumerate all left-c.e. semimea-
sures {ρi}i∈ω computable in µ and thus to get a universal µ-left-c.e. semimeasure
Mµ. As before, we let KM µ = − log2M
µ. Note that KM µ(σ) ≤ KM (σ) up to a
multiplicative constant. For more on using measures as oracles, see Reimann and
Slaman [12] and Day and Miller [4].
Definition 2.1. Let µ be a measure (not necessarily computable). A computable
sequence {Un}n∈ω of Σ01[µ]-classes is a µ-test if (∀n) µ(Un) ≤ 2
−n. A sequence
X ∈ 2ω passes the µ-test if X /∈
⋃
n∈ω Un. We say that X ∈ 2
ω is µ-random if it
passes every µ-test.
We will need a characterization of µ-randomness using a priori complexity. It is
a straightforward generalization of the well-known Lebesgue measure case.
Proposition 2.2. A sequence X ∈ 2ω is µ-random if and only if there is a constant
C such that for all n ∈ ω,
KM µ(X ↾n) ≥ − log2 µ[X ↾n]− C.
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Proof. Assume that X is not µ-random. Then X fails some µ-test {Uk}k∈ω. Let ν
be the measure given by ν[σ] =
∫
[σ]
∑
k∈ω χUk dµ. This measure is left-c.e. in µ and
ν[λ] =
∑
k∈ω µ(Uk) ≤ 2. Therefore, there is a large enough natural number i > 0
such thatMµ ≥ 2−iν. Let k = 2j+i for an arbitrary j ∈ ω. Since X ∈ U0∩ . . .∩Uk,
there is an n large enough that [X ↾n] ⊆ U0 ∩ . . . ∩ Uk. Therefore Mµ(X ↾n) ≥
2−iν[X ↾n] ≥ k2−iµ[X ↾n] = 2jµ[X ↾n]. Hence KM µ(X ↾n) ≤ − log2 µ[X ↾n]− j
for an arbitrary large j.
Conversely, assume that KM µ(X ↾n) ≤ − log2 µ[X ↾n]− k for all k. Let
Uk =
{
Y ∈ 2ω : (∃n)
Mµ(Y ↾n)
µ[Y ↾n]
> 2k
}
.
This is a computable sequence of Σ01[µ]-classes. Moreover, let Sk ⊆ 2
<ω be a
prefix-free set such that Uk = [Sk] and such that for all σ ∈ Sk, Mµ(σ) ≥ 2kµ[σ].
Then
µ(Uk) =
∑
σ∈Sk
µ[σ] ≤ 2−k
∑
σ∈Sk
Mµ(σ) ≤ 2−k
Therefore {Uk}k∈ω is a µ-test. Since X ∈
⋂
k∈ω Uk, X fails the test and is not
µ-random. 
3. Energy randomness
Fix a function f : ω → [0,∞). Before we define what it means for a sequence
X ∈ 2ω to be f -energy random, we must define f -potential and f -energy. (While
the presentation in this paper is self-contained, the reader may consult the book of
Lyons and Peres [8] for more on potential and energy, including a physical inter-
pretation where f is the resistance in an electrical network.)
Definition 3.1. Let µ be a measure on 2ω. The f -potential of µ is the function
Pfµ(X) =
∑
n∈ω f(n)µ[X ↾n]. The f -energy of µ is
Ef (µ) =
∫
Pfµ(X) dµ(X) =
∫ ∑
n∈ω
f(n)µ[X ↾n] dµ(X).
Lemma 3.2. Let µ and ν be any two measures. Then∫
Pfν(X) dµ(X) =
∑
σ∈2<ω
f(|σ|)µ[σ]ν[σ].
Proof.∫
Pfν(X) dµ(X) =
∫ ∑
n∈ω
f(n)ν[X ↾n] dµ(X) =
∑
n∈ω
∫
f(n)ν[X ↾n] dµ(X)
=
∑
n∈ω
∑
σ∈2n
f(n)ν[σ]µ[σ] =
∑
σ∈2<ω
f(|σ|)ν[σ]µ[σ]. 
If we take ν = µ in the previous lemma, we get a satisfying expression for the
f -energy of a measure µ.
Proposition 3.3. Ef (µ) =
∑
σ∈2<ω
f(|σ|)µ2[σ].
We are ready for the definition of f -energy randomness.
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Definition 3.4. A sequence X ∈ 2ω is f -energy random if it is random for some
µ such that Ef (µ) <∞.
Proposition 3.5. Assume that f : ω → [0,∞) is computable. If X is µ-random
and Ef (µ) <∞, then
(1)
∑
n∈ω
f(n)µ[X ↾n] <∞, and
(2)
∑
n∈ω
f(n)2−KM (X ↾n) <∞.
Proof. Fix c such that
Ef (µ) =
∫ ∑
n∈ω
f(n)µ[X ↾n] dµ(X) < c.
For each n, consider the Σ01[µ]-class Un = {X :
∑
n∈ω f(n)µ[X ↾n] > c2
n}. We
have µ(Un) ≤ 2
−n, so {Un}n∈ω is a µ-test. So if
∑
n∈ω f(n)µ[X ↾n] =∞, then X
is not random for µ. This proves (1).
If X is random for µ, then there is a c such that KM (X ↾n) ≥ − log(µ[X ↾n])−c.
In other words, 2−KM (X ↾n) ≤ 2cµ[X ↾n]. Combining this with (1):∑
n∈ω
f(n)2−KM (X ↾n) ≤ 2c
∑
n∈ω
f(n)µ[X ↾n] <∞. 
Corollary 3.6. If f : ω → [0,∞) is computable and X ∈ 2ω is f -energy random,
then
∑
n∈ω
f(n)2−KM (X ↾n) <∞.
Our main theorem is a converse to Corollary 3.6 under a fairly weak assumption
on f . There are a couple of uninteresting cases that we can settle now. Let |f | =∑
n∈ω f(n)2
−n. The following two remarks tell us that it is safe to restrict our
attention to the case where |f | ∈ (0,∞).
Remark 3.7. Assume that |f | =∞. If µ is a nonzero measure, then
Ef (µ) =
∑
σ∈2<ω
f(|σ|)µ2[σ] =
∑
n∈ω
f(n)2n
∑
σ∈2n
µ2[σ]
2n
≥
∑
n∈ω
f(n)2n
(∑
σ∈2n
µ[σ]
2n
)2
=
∑
n∈ω
f(n)2n
µ2[λ]
22n
= µ2[λ]
∑
n∈ω
f(n)2−n = µ2[λ]|f | =∞,
where the inequality follows from the convexity of x 7→ x2 and Jensen’s inequality.
Since no nonzero measure has finite f -energy, no sequence is f -energy random.
On the other hand, recall that KM (σ) ≤ |σ| up to an additive constant. There-
fore, up to a multiplicative constant,∑
n∈ω
f(n)2−KM (X ↾n) ≥
∑
n∈ω
f(n)2−n = |f | =∞,
for any sequence X ∈ 2ω.
So in the case that |f | = ∞, we have that X ∈ 2ω is f -energy random if and
only if
∑
n∈ω f(n)2
−KM (X ↾n) <∞, since both conditions are impossible.
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Remark 3.8. Now let us assume that f has finite support. This includes the case
where |f | = 0, i.e., where f is the zero function. We claim X ∈ 2ω is f -energy
random if and only if
∑
n∈ω f(n)2
−KM (X ↾n) <∞, since both conditions are always
true. To see this, take any X ∈ 2ω. It is clear that
∑
n∈ω f(n)2
−KM (X ↾n) < ∞.
For the other condition, let µ be a measure that has an atom at X . It is easy to
see that X is random for µ and Ef (µ) <∞, so X is f -energy random.
3.1. The motivating example: s-energy randomness. Energy randomness
was introduced by Diamondstone and Kjos-Hanssen [5] in the form of s-energy
randomness. Fix s ∈ (0, 1]. Let ρ denote the standard metric ρ(X,Y ) = inf{2−n :
X ↾n = Y ↾n} on 2ω.
Definition 3.9. Let µ be a measure on 2ω. The Riesz s-potential of µ is the
function P˜sµ(X) =
∫
ρ(X,Y )−s dµ(Y ). The Riesz s-energy of µ is
E˜s(µ) =
∫
P˜sµ(X) dµ(X) =
∫∫
ρ(X,Y )−s dµ(Y )dµ(X).
Define X ∈ 2ω to be s-energy random if it is random for some µ such that
E˜s(µ) <∞. We can fit s-energy randomness into the framework from the previous
section by using slightly different, but essentially equivalent, notions of energy and
potential.
Definition 3.10. Let µ be a measure on 2ω. The s-potential of µ is the function
Psµ(X) =
∑
n∈ω 2
snµ[X ↾n]. The s-energy of µ is
Es(µ) =
∫
Psµ(X) dµ(X) =
∫ ∑
n∈ω
2snµ[X ↾n] dµ(X).
In other words, the s-potential is the f -potential for f(n) = 2sn. There is a
simple relationship between s-potential and Riesz s-potential.
Lemma 3.11. P˜sµ(X) = 2
−sµ(2ω) + (1− 2−s) Psµ(X).
Proof. We can rewrite ρ(X,Y )−s as
2−s +
∑
n∈ω
(2ns − 2(n−1)s)χ[X ↾n](Y ) = 2
−s + (1− 2−s)
∑
n∈ω
2nsχ[X ↾n](Y ).
Therefore,
P˜sµ(X) =
∫
ρ(X,Y )−s dµ(Y ) =
∫
2−s + (1− 2−s)
∑
n∈ω
2nsχ[X ↾n](Y ) dµ(Y )
= 2−sµ(2ω) + (1− 2−s)
∑
n∈ω
2ns
∫
χ[X ↾n](Y ) dµ(Y )
= 2−sµ(2ω) + (1− 2−s)
∑
n∈ω
2nsµ[X ↾n] = 2−sµ(2ω) + (1− 2−s) Psµ(X).
It follows that:
Proposition 3.12. E˜s(µ) = 2
−sµ2(2ω)+(1−2−s) Es(µ). In particular, E˜s(µ) <∞
if and only if Es(µ) <∞.
Corollary 3.13. X ∈ 2ω is s-energy random if and only if it is f -energy random
for f(n) = 2sn.
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Note that we included the case when s = 1, but if f(n) = 2n, then |f | =∞. So
by Remark 3.7, no real can be 1-energy random.
For the case s = 0, it is conventional to define the Riesz s-potential and Riesz
s-energy differently than in the s > 0 case. This is done via logarithmic potential
and logarithmic energy.
Definition 3.14. Let µ be a measure on 2ω. The Riesz logk-potential of µ is the
function P˜logkµ(X) =
∫
(− log2 ρ(X,Y ))
k dµ(Y ). The Riesz logk-energy of µ is
E˜logk(µ) =
∫
P˜logkµ(X) dµ(X) =
∫∫
(− log2 ρ(X,Y ))
k dµ(Y )dµ(X).
In the case k = 1, we drop the k, writing, say, log-energy instead of logk-energy.
Define X ∈ 2ω to be logk-energy random if it is random for some µ such that
E˜logk(µ) < ∞. Again, we can fit log
k-energy randomness into the framework of
f -energy randomness.
Lemma 3.15. P˜logkµ(X) = Pfµ(X) for f(n) = n
k − (n− 1)k (where we take
f(0) = 0).
Proof. We can rewrite (− log2 ρ(X,Y ))
k as
∞∑
n=1
(
nk − (n− 1)k
)
χ[X ↾n](Y ).
Therefore,
P˜logkµ(X) =
∫
(− log2 ρ(X,Y ))
k dµ(Y )
=
∫ ∞∑
n=1
(
nk − (n− 1)k
)
χ[X ↾n](Y ) dµ(Y )
=
∞∑
n=1
(
nk − (n− 1)k
) ∫
χ[X ↾n](Y ) dµ(Y )
=
∞∑
n=1
(
nk − (n− 1)k
)
µ[X ↾n]. 
Since nk − (n− 1)k ∼ nk−1, we have the following:
Proposition 3.16. E˜logk(µ) <∞ if and only if Ef (µ) <∞ for f(n) = n
k−1.
Corollary 3.17. X ∈ 2ω is logk-energy random if and only if it is f -energy random
for f(n) = nk−1.
For Riesz s-potential, the s = 0 case is conventionally defined to be the log-
potential, that is Riesz logk-potential for k = 1. By the previous corollary, X
is log-energy random if and only if X is f -energy random for f(n) = 1. This
agrees with the characterization of s-energy randomness as f -energy randomness
for f(n) = 2sn.
However, note that log-energy randomness is not equivalent to being random for
some µ with
∫∫
ρ(X,Y )−0 dµ(X)dµ(Y ) < ∞. Indeed, every X has this property,
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since every X is random for some µ and∫∫
ρ(X,Y )−0 dµ(X)dµ(Y ) =
∫∫
1 dµ(X)dµ(Y ) = µ2[λ] <∞.
On the other hand, if X is computable, then any µ for which X is µ-random must
have X as an atom. If µ has atoms, then E˜log(µ) = ∞. Therefore, computable X
cannot be log-energy random.
4. Capacity
Once again, fix a function f : ω → [0,∞). In this section, we investigate f -
capacity, which is a way of assigning weights to subsets of 2ω. Following Remark 3.7,
assume that |f | =
∑
n∈ω f(n)2
−n <∞. (It is not hard to see that if |f | =∞, then
all sets have f -capacity 0, so this is not an interesting case.) We also assume that
f has infinite support (and so |f | > 0). This is safe by Remark 3.8.
Let M be the space of finite Borel measures on 2ω.
Definition 4.1. The f -capacity of U ⊆ 2ω is
Cf(U) = inf {µ(2
ω) : µ ∈M and (∀X ∈ U) Pfµ(X) ≥ 1}.
Say that µ realizes Cf(U) if µ(2
ω) = Cf(U) and (∀X ∈ U) Pfµ(X) ≥ 1.
We start by proving some basic properties of Cf .
Lemma 4.2. Let U, V ⊆ 2ω.
(1) Cf(∅) = 0.
(2) If U ⊆ V , then Cf(U) ≤ Cf(V ).
(3) Cf(U) ≥ sup {ν(U) : ν ∈ M and (∀Y ) Pfν(Y ) ≤ 1}.
(4) Cf(2
ω) = 1/|f |. Moreover, Cf(2ω) is realized by the uniform measure µ1/|f |
such that µ1/|f |(2
ω) = 1/|f |.
Proof. (1) and (2) are immediate from the definition of Cf .
For (3), let µ be any measure such that (∀X ∈ U) Pfµ(X) ≥ 1 and let ν be any
measure such that (∀Y ) Pfν(Y ) ≤ 1. Using Lemma 3.2,
µ(2ω) ≥
∫
Pfν(Y ) dµ(Y ) =
∑
σ∈2<ω
f(|σ|)µ[σ]ν[σ] =
∫
Pfµ(X) dν(X) ≥ ν(U).
So Cf(U) ≥ sup {ν(U) : (∀Y ) Pfν(Y ) ≤ 1}.
For (4), let µ1/|f | be the uniform measure such that µ1/|f |(2
ω) = 1/|f |. In other
words, µ1/|f |[σ] = 2
−|σ|/|f |. Note that for all X ∈ 2ω we have
Pfµ1/|f |(X) =
∑
n∈ω
f(n)µ1/|f |[X ↾n] =
1
|f |
∑
n∈ω
f(n)2−n = 1.
Therefore, by definition Cf(2
ω) ≤ µ1/|f |(2
ω) = 1/|f |. But by (3) we also have
Cf(2
ω) ≥ µ1/|f |(2
ω) = 1/|f |. 
In order to give inductive proofs and and recursive definitions involving f -
capacity, we need notation for the capacities associated to the shifts of f . For k ∈ ω,
let fk be the function defined by fk(n) = f(n + k). Note that |fk| ≤ 2k|f | < ∞
and fk has infinite support, so our assumptions about f are preserved.
If U ⊆ 2ω, let Ui = {X : iX ∈ U}. The next lemma give us a relationship
between Cfk(U), Cfk+1(U0) and Cfk+1(U1).
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Lemma 4.3. For k ∈ ω, Cfk(U) =
Cfk+1(U0) + Cfk+1(U1)
1 + f(k)
(
Cfk+1(U0) + Cfk+1(U1)
) .
Proof. It is sufficient to prove the lemma for k = 0. Note that Cf(U) ≤ Cf(2ω) =
1/|f | < 1/f(0). So consider a measure µ such that (∀X ∈ U) Pfµ(X) ≥ 1 and
µ[λ] < 1/f(0). Define ν0 such that ν0[σ] = µ[0σ]. If X ∈ U0, then
1 ≤ Pfµ(0X) =
∑
n∈ω
f(n)µ[(0X) ↾n] = f(0)µ[λ] +
∑
n∈ω
f(n+ 1)µ[(0X) ↾(n+ 1)]
= f(0)µ[λ] +
∑
n∈ω
f(n+ 1)ν0[X ↾n] = f(0)µ[λ] + Pf1ν0(X).
So Pf1ν0(X) ≥ 1 − f(0)µ[λ] for all X ∈ U0. By assumption, 1 − f(0)µ[λ] > 0.
Therefore, the measure µ0 =
(
1
1−f(0)µ[λ]
)
ν0 has the property that Pf1µ0(X) ≥ 1
for all X ∈ U0. Hence
µ0[λ] =
(
1
1− f(0)µ[λ]
)
ν0[λ] ≥ Cf1(U0),
and so µ[0] = ν0[λ] ≥ (1− f(0)µ[λ]) Cf1(U0).
Similarly, µ[1] ≥ (1− f(0)µ[λ]) Cf1(U1). Adding these together, we get
µ[λ] ≥ (1− f(0)µ[λ])(Cf1(U0) + Cf1(U1)).
Solving for µ[λ],
µ[λ] ≥
Cf1(U0) + Cf1(U1)
1 + f(0) (Cf1(U0) + Cf1(U1))
.
This is true for any µ such that (∀X ∈ U) Pfµ(X) ≥ 1 and µ[λ] < 1/f(0). But
recall that Cf(U) < 1/f(0), so
Cf(U) ≥
Cf1(U0) + Cf1(U1)
1 + f(0) (Cf1(U0) + Cf1(U1))
.
For the other direction, we will build a measure µ approximating Cf(U). For
each i ∈ {0, 1}, let µi be a measure such that Pf1µi(X) ≥ 1 for all X ∈ Ui. We
define µ such that
µ[iσ] =
µi[σ]
1 + f(0) (µ0[λ] + µ1[λ])
.
In particular, µ[λ] =
µ0[λ] + µ1[λ]
1 + f(0) (µ0[λ] + µ1[λ])
. Now take X ∈ U0. We have
Pfµ(0X) = f(0)µ[λ] +
Pf1µ0(X)
1 + f(0) (µ0[λ] + µ1[λ])
≥ f(0)
(
µ0[λ] + µ1[λ]
1 + f(0) (µ0[λ] + µ1[λ])
)
+
1
1 + f(0) (µ0[λ] + µ1[λ])
= 1.
Similarly, if X ∈ U1, then Pfµ(1X) ≥ 1. Hence for any X ∈ U we have Pfµ(X) ≥ 1.
Therefore,
Cf(U) ≤ µ[λ] =
µ0[λ] + µ1[λ]
1 + f(0) (µ0[λ] + µ1[λ])
.
Taking µ0[λ]→ Cf1(U0) and µ1[λ]→ Cf1(U1) proves that
Cf(U) ≤
Cf1(U0) + Cf1(U1)
1 + f(0) (Cf1(U0) + Cf1(U1))
. 
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Remark 4.4. Fix s ∈ [0, 1) and let f(n) = 2sn. Define the s-capacity of a set U ⊆ 2ω
to be Cs(U) = Cf(U). Note that Pf1µ = 2
s Pfµ for any measure µ. Hence, we have
Cf1 = Cf /2
s = Cs /2
s. Combining this observation with Lemma 4.3 gives us a
nice recursive expression for Cs. For any U ⊆ 2ω,
Cs(U) =
Cf1(U0) + Cf1(U1)
1 + f(0) (Cf1(U0) + Cf1(U1))
=
Cs(U0)/2
s +Cs(U1)/2
s
1 + 1 · (Cs(U0)/2s +Cs(U1)/2s)
=
Cs(U0) + Cs(U1)
2s +Cs(U0) + Cs(U1)
.
Note that the f -capacity of every clopen set is determined by Lemma 4.3 together
with parts (1) and (4) of Lemma 4.2.1 Moreover, if U is a clopen set and k ∈ ω, then
there is a measure µ realizing Cfk(U). To see this, note that Cfk(∅) is realized by
the empty measure and Cfk(2
ω) is realized by the measure µ1/|fk| from Lemma 4.2.
Furthermore, if Cfk+1(U0) and Cfk+1(U1) are realized by µ0 and µ1, respectively,
then Cfk(U) is realized by the measure µ defined by
µ[iσ] =
µi[σ]
1 + f(k) (µ0[λ] + µ1[λ])
=
µi[σ]
1 + f(k)
(
Cfk+1(U0) + Cfk+1(U1)
) .
This follows by the same argument as the second part of the proof of Lemma 4.3. So
we can produce a measure realizing Cfk(U) for any clopen set U . A straightforward
calculation shows that if µ0 = µ1 = µ1/|fk+1|, then µ is µ1/|fk|. This means that we
get the same measure µ no matter how we decompose the clopen set U . (In fact, it
turns out that at most one measure can realize Cfk(U), but we do not need this.)
Lemma 4.5. Let U ⊆ 2ω be a clopen set and k ∈ ω. Let µ be the measure realizing
Cfk(U) described above.
(1) µ(U) = Cfk(U).
(2) (∀X ∈ U) Pfkµ(X) = 1.
(3) (∀X) Pfkµ(X) ≤ 1.
Proof. (1) follows by induction on the definition of µ. It is clearly true for U = ∅
and U = 2ω. For any other case, assume that µ0(U0) = Cfk+1(U0) and µ1(U1) =
Cfk+1(U1). Then
µ(U) = µ(0U0) + µ(1U1)
=
µ0(U0)
1 + f(k)
(
Cfk+1(U0) + Cfk+1(U1)
) + µ1(U1)
1 + f(k)
(
Cfk+1(U0) + Cfk+1(U1)
)
=
Cfk+1(U0) + Cfk+1(U1)
1 + f(k)
(
Cfk+1(U0) + Cfk+1(U1)
) = Cfk(U).
We also prove (2) by induction on the definition of µ. Again, the claim is clear for
U = ∅ and U = 2ω. For any other case, consider X ∈ U . Without loss of generality,
assume that the first bit of X is 0. Say that X = 0Y , so Y ∈ U0. Let µ0 be the
measure that we construct to realize Cfk+1(U0). By induction, Pfk+1µ0(Y ) = 1.
1In fact, if |f | is computable (which implies that f is also computable), then we could compute
the f -capacity of a clopen set. We defer effectiveness questions until later.
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Therefore,
Pfkµ(X) = f(k)µ[λ] + Pfk+1
(
µ0
1 + f(k)
(
Cfk+1(U0) + Cfk+1(U1)
)) (Y )
= f(k)Cfk(U) +
(
1
1 + f(k)
(
Cfk+1(U0) + Cfk+1(U1)
))Pfk+1µ0(Y )
= f(k)
(
Cfk+1(U0) + Cfk+1(U1)
1 + f(k)
(
Cfk+1(U0) + Cfk+1(U1)
))
+
1
1 + f(k)
(
Cfk+1(U0) + Cfk+1(U1)
) = 1.
To prove (3), consider an X ∈ 2ω. If X ∈ U , then we have already shown that
Pfkµ(X) = 1. If U = ∅, then µ is the zero measure and so Pfkµ(X) = 0 ≤ 1.
Otherwise, let m > 0 be least such that [X ↾m] ∩ U = ∅. Note that µ[X ↾m] = 0.
(This follows from (1), µ(U) = Cf(U) = µ(2
ω).) Pick Z such that Z ↾m − 1 =
X ↾m− 1 and Z ∈ U . Then using part (2),
Pfkµ(X) =
∑
n∈ω
fk(n)µ[X ↾n] =
m−1∑
n=0
fk(n)µ[X ↾n]
=
m−1∑
n=0
fk(n)µ[Z ↾n] ≤ Pfkµ(Z) = 1. 
We now give two useful expressions for Cf(U) in the case that U is open.
Lemma 4.6. Let U ⊆ 2ω be an open set.
(1) Cf(U) = sup {Cf(V ) : V ⊆ U is clopen}.
(2) Cf(U) = sup {ν(U) : ν ∈ M and (∀Y ) Pfν(Y ) ≤ 1}.
Proof. To prove (1), first note that Lemma 4.2(2) implies that
Cf(U) ≥ sup {Cf(V ) : V ⊆ U is clopen}.
Now let U0 ⊆ U1 ⊆ · · · be a sequence of clopen sets such that U =
⋃
i∈ω Ui. Let
µ0, µ1, . . . be the corresponding measures, as defined above. There is a subsequence
µi0 , µi1 , . . . that converges on all clopen sets. (In fact, it can be shown that the full
sequence converges, but this is not needed.) Let µ be the limit.
Consider X ∈ U . Fix σ ≺ X such that [σ] ⊆ U . Take K ∈ ω large enough that
[σ] ⊆ UiK . For any k ≥ K and any τ  σ, we have µik [τ ] = 2
|σ|−|τ |µik [σ]. This is
preserved in the limit, so it is true of µ. Therefore,
Pfµ(X) =
∑
n∈ω
f(n)µ[X ↾n] =
∑
n<|σ|
f(n)µ[X ↾n] +
∑
n≥|σ|
f(n)µ[X ↾n]
=
∑
n<|σ|
f(n)µ[X ↾n] +
∑
n≥|σ|
f(n)2|σ|−nµ[σ]
= lim
k→∞
∑
n<|σ|
f(n)µik [X ↾n] +
∑
n≥|σ|
f(n)2|σ|−nµik [σ]

= lim
k→∞
Pfµik(X) = lim
k→∞
1 = 1.
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(The key to this calculation is that the limit commutes with Pf in the expression
limk→∞ Pfµik(X) because, in this case, Pfµik(X) only depends on a fixed finite
number of values of µik .) We have shown that (∀X ∈ U) Pfµ(X) ≥ 1. This implies
that Cf(U) ≤ µ[λ] = limk→∞ µik [λ] = limk→∞ Cf(Uik). Therefore,
Cf(U) ≤ sup {Cf(V ) : V ⊆ U is clopen}.
For (2), let r = sup {ν(U) : ν ∈ M and (∀Y ) Pfν(Y ) ≤ 1}. In Lemma 4.2(3),
we proved that Cf(U) ≥ r. Now take any clopen V ⊆ U . Let ν be the measure
that we constructed to realize Cf(V ). By Lemma 4.5, (∀Y ) Pfν(Y ) ≤ 1 and, of
course, ν(V ) = Cf(V ). Therefore, Cf(V ) ≤ r. By (1), we now have Cf(U) =
sup {Cf(V ) : V ⊆ U is clopen} ≤ r. 
Cf-randomness. We can view the f -capacity of a set as a measure of its size.
Using this size in place of measure gives us a notion of randomness analogous to
Martin-Lo¨f randomness.
Definition 4.7. A computable sequence {Un}n∈ω of Σ01-classes is a Cf-test if
(∀n) Cf(Un) ≤ 2
−n. A sequence X ∈ 2ω passes the Cf-test if X /∈
⋃
n∈ω Un. We
say that X ∈ 2ω is Cf-random if it passes every Cf -test.
The second author characterized f -energy randomness as Cf-randomness, at
least under the assumption that Cf is computable, i.e., uniformly computable on
clopen sets [13]. We will prove it under the slightly weaker assumption that f is
computable. Note that even if f is computable, that does not mean that Cf is
computable: Cf(2
ω) = 1/|f | is guaranteed only to be a right-c.e. real number. It
should be noted, however, that the weaker assumption adds no difficulty to the
proof, which we include for the sake of completeness.
Theorem 4.8 (Rute [13]). Assume that f : ω → [0,∞) is computable. Then X ∈
2ω is f -energy random if and only if it is Cf-random.
Proof. First assume that X is not Cf -random. Then X fails a Cf-test {Un}n∈ω.
Let µ be any measure such that Ef µ <∞. We must prove that X is not random for
µ. Fix c such that Ef µ =
∫
Pfµ(X) dµ(X) < c. Fix n and let Vn = {X : Pfµ(X) >
2n}. So µ(Vn) < c2
−n. Define a new measure µn by µn(U) = µ(U r Vn). Note
that µn ≤ µ, so Pfµn ≤ Pfµ. Hence if Pfµ(X) ≤ 2n, then Pfµn(X) ≤ 2n. If
Pfµ(X) > 2
n, then there is a least σ ≺ X such that
∑
τσ f(|τ |)µ[τ ] > 2
n. Note
that [σ] ⊆ Vn, so µn[σ] = 0. Therefore,
Pfµn(X) =
∑
m∈ω
f(n)µn[X ↾m] =
∑
τ≺σ
f(|τ |)µn[τ ] ≤
∑
τ≺σ
f(|τ |)µ[τ ] ≤ 2n.
So (∀X) Pfµn(X) ≤ 2n. By Lemma 4.6(2), for any open set U and any n ∈ ω:
µ(U) = µ(U r Vn) + µ(U ∩ Vn) < µn(U) + c2
−n ≤ 2nCf(U) + c2
−n.
Thus µ(U2n) < 2
nCf(U2n) + c2
−n ≤ (1 + c)2−n, meaning that {U2n}n∈ω is (essen-
tially) a µ-test covering X . This proves that X is not random for µ, but µ was any
measure such that Ef µ <∞, so X is not f -energy random.
For the other direction, assume that X is not f -energy random. We can produce
a universal ν-test uniformly in a measure ν. Let {Uνn}n∈ω be the resulting tests.
Note that the computability of f implies that {ν ∈ M : (∀Y ) Pfν(Y ) ≤ 1}} is a
Π01-class. For each n, let Vn =
⋂
{Uνn : ν ∈M and (∀Y ) Pfν(Y ) ≤ 1}. Because Vn
ENERGY RANDOMNESS 13
is the intersection of a uniform family of Σ01[ν]-classes over a (compact) Π
0
1-class of
measures, it is a Σ01-class. This is uniform in n. By Lemma 4.6(2):
Cf(Vn) = sup {ν(Vn) : ν ∈M and (∀Y ) Pfν(Y ) ≤ 1}
≤ sup {ν(Uνn) : ν ∈M and (∀Y ) Pfν(Y ) ≤ 1} ≤ 2
−n.
Therefore, {Vn}n∈ω is a Cf-test. Finally, if (∀Y ) Pfν(Y ) ≤ 1, then Ef ν ≤ 1. In
this case, X is not random for ν, so X ∈ Uνn for all n. This implies that X ∈ Vn
for all n, so X is not Cf -random. 
5. How effective is f -capacity?
Let S ⊆ 2<ω be a prefix-free c.e. set. In particular, let S0 ⊆ S1 ⊆ S2 · · ·
be a computable sequence of finite sets such that S =
⋃
t∈ω St. In the previous
section, we noted that even if f is computable, Cf need not be computable (on
clopen sets). So assume that |f | is computable in addition to f being computable.
This also implies that the sequence {|fk|}k∈ω is computable. From this, we can
compute Cf [St] by using Lemma 4.2(1) and (4) for the base cases and Lemma 4.3
for the recursion. By Lemma 4.6(1) (and the monotonicity of s-capacity), Cf [S] =
supt∈ω Cf [St], hence Cf [S] is a left-c.e. real. This is as effective as we could hope
Cf [S] to be for an arbitrary Σ
0
1-class [S].
However, even assuming that |f | is computable, there is a sense in which f -
capacity is not as effective as we would like. In the proof of Lemma 4.6, we con-
structed a measure µ that realizes Cf [S]. Ideally, for a c.e. set S we would want µ
to be left-c.e., but this need not be the case. An example will clarify the problem.
Fix s ∈ [0, 1). Using Lemma 4.2(4), it is not hard to see that the unique measure
that realizes Cs(2
ω) = 1 − 2s−1 is the uniform measure µ with µ[λ] = 1 − 2s−1.
Similarly, by Remark 4.4, the unique measure µ0 that realizes Cs[0] is the one that
is uniform on [0] and has
µ0[λ] = µ0[0] =
1− 2s−1
1 + 2s−1
.
Note that µ[0] = (1−2s−1)/2 < (1−2s−1)/(1+2s−1) = µ0[0]. This simple example
illustrates that even if Su ⊆ Sv, a measure that realizes Cf [Su] might unavoidably
give some sets higher measure than a measure that realizes Cf [Sv]. In other words,
as we approximate [S] we get a natural sequence of approximations to the measure
that realizes Cf [S], but there is no way to guarantee that these approximations
converge from below.
This problem is surmountable: we will show that if f is sufficiently well-behaved
and S ⊆ 2<ω is a c.e. set, then there is a left-c.e. measure that “almost realizes”
Cf [S].
Our assumptions about f . As in the previous section, we assume that |f | <∞
and f has infinite support. These assumptions, which are important if we want to
apply the work of Section 4, are used implicitly below; by Remarks 3.7 and 3.8, they
do not limit the scope of our main result. We also assume that |f | is computable.
We will need one more assumption.
Definition 5.1. We say that f : ω → [0,∞) is amicable if sup
k∈ω
f(k)Cfk+1(2
ω) <∞.
Note that Cfk+1(2
ω) = 1/|fk+1| < 1/f(k + 1), so it is immediate that
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• If supk∈ω f(k)/f(k + 1) <∞, then f is amicable.
• If f is nondecreasing, then f is amicable.
Assuming that f is amicable, let ‖f‖ = sup
k∈ω
f(k)Cfk+1(2
ω).
Dynamic weight. As above, let S ⊆ 2<ω be a prefix-free c.e. set effectively ap-
proximated by an increasing sequence of finite sets {St}t∈ω. We may assume that
S0 = ∅ and (∀t) |St+1r St| ≤ 1. Call such an enumeration good. Let a = 2‖f‖+2.
Our goal is to produce a left-c.e. measure µS such that µS [λ] ≤ aCf [S] and
(∀X ∈ [S]) PfµS(X) ≥ 1.
First, we define a “dynamic weight” for prefix-free c.e. sets (or rather, for good
enumerations of such sets). For each k ∈ ω, let wk0(S) = 0. Assume that we have
already defined wkt−1(S). If St = St−1, then let w
k
t (S) = w
k
t−1(S). Otherwise, let
σ be the unique string in St r St−1. If σ = λ, then let w
k
t (S) = 1/|fk|. For any
other σ, assume by induction on the length of σ that wk+1t (S
0) and wk+1t (S
1) are
defined, where Si = {σ : iσ ∈ S} and Si is given the induced good enumeration
Sit = {σ : iσ ∈ St}. Let
wkt (S) = w
k
t−1(S) +
(wk+1t (S
0) + wk+1t (S
1))− (wk+1t−1 (S
0) + wk+1t−1 (S
1))
1 + f(k)
(
wk+1t (S
0) + wk+1t (S
1)
) .
A simple induction shows that wkt (S) is nondecreasing as a function of t. Therefore,
we can define wk(S) = limt→∞ w
k
t (S).
It should be noted that the value of wk(S) depends not only on the prefix-free
set S, but also on the choice of good enumeration {St}t∈ω. Nonetheless, this next
lemma shows that wk(S) is not much larger than Cfk [S].
Lemma 5.2. Fix a (good enumeration of a) prefix-free c.e. set S ⊆ 2<ω. For each
k ∈ ω, we have wk(S) ≤ (2‖f‖+ 2)Cfk [S].
We will need a simple inequality.
Lemma 5.3. For any a ≥ 0, if y ∈ [0, a− 2], then ln(1 + ay) ≤ a
(
y
1 + y
)
.
Proof. Let f(y) = ay/(1+y)− ln(1+ay). We must show that f(y) ≥ 0 on [0, a−2].
If y ∈ [0, a− 2], then
f ′(y) =
a
(1 + y)2
−
a
1 + ay
=
ay(a− 2− y)
(1 + y)2(1 + ay)
≥ 0.
Hence f(y) is increasing on [0, a− 2]. Since f(0) = 0, the lemma holds. 
Proof of Lemma 5.2. In light of Lemma 4.6(1) (or even Lemma 4.2(2)), it is enough
to prove the assertion assuming that S is finite. We do this by induction on the
length of the longest string in S.
Let a = 2‖f‖ + 2. If S = ∅, then wk(S) = 0 = aCfk [S]. If S = {λ}, then
wk(S) = 1/|fk| < a/|fk| = aCfk [S]. In any other case, assume by induction that
wk+1(S0) ≤ aCfk+1 [S
0] and wk+1(S1) ≤ aCfk+1 [S
1] (where the dynamic weights
of S0 and S1 are defined using the enumerations induced by the enumeration of
S). Note that if f(k) = 0, then wk(S) = wk+1(S0) + wk+1(S1) ≤ aCfk+1 [S
0] +
aCfk+1 [S
1] = aCfk [S], where the last equality follows from Lemma 4.3, so we are
done. Therefore, we may assume that f(k) > 0.
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Let t0 = 0, and let t1 < t2 < · · · < tm be the sequence of stages t at which
wk+1t (S
0) + wk+1t (S
1) increases. For each i ∈ {0, . . . ,m}, let vi = w
k+1
ti (S
0) +
wk+1ti (S
1). In particular, v0 = 0 and vm = w
k+1(S0) + wk+1(S1). Note that if
0 < i ≤ m, then at stage ti we add (vi − vi−1)/(1 + f(k)vi) to wk(S). In other
words,
wk(S) =
m∑
i=1
vi − vi−1
1 + f(k)vi
.
But note that
vi − vi−1
1 + f(k)vi
=
∫ vi
vi−1
dx
1 + f(k)vi
≤
∫ vi
vi−1
dx
1 + f(k)x
.
Let z = Cfk+1 [S
0] + Cfk+1 [S
1]. So by induction, vm ≤ az. We have
wk(S) =
m∑
i=1
vi − vi−1
1 + f(k)vi
≤
m∑
i=1
∫ vi
vi−1
dx
1 + f(k)x
=
∫ vm
0
dx
1 + f(k)x
=
1
f(k)
ln(1 + f(k)vm) ≤
1
f(k)
ln(1 + af(k)z).
On the other hand, by Lemma 4.3,
Cfk [S] =
Cfk+1 [S
0] + Cfk+1 [S
1]
1 + f(k)
(
Cfk+1 [S
0] + Cfk+1 [S
1]
) = z
1 + f(k)z
.
We have z ≤ 2Cfk+1(2
ω), so f(k)z ≤ 2‖f‖ = a − 2. Therefore, we can apply
Lemma 5.3 with y = f(k)z to obtain
f(k)wk(S) ≤ ln(1 + af(k)z) ≤ a
(
f(k)z
1 + f(k)z
)
= af(k)Cfk [S].
Dividing by f(k),
wk(S) ≤ (2‖f‖+ 2)Cfk [S]. 
Now we are ready to define the measures µkS associated with (the good enu-
meration of) S. They are defined in stages. For each k ∈ ω, let µkS,0 be the zero
measure. If v = wkt+1(S) − w
k
t (S) in not zero, then the increase can be attributed
to the unique string σ ∈ St+1 r St. Let ν be the measure that is uniform on [σ]
and has ν[λ] = ν[σ] = v. Let µkS,t+1 = µ
k
S,t + ν. Note that {µ
k
t }t∈ω is a nonde-
creasing sequence of computable measures, hence we can define a left-c.e. measure
µkS = limt→∞ µ
k
S,t. It is clear that µ
k
S [λ] = w
k(S). Note also that the construction
is uniform in the enumeration of S. All that is left is to prove that the f -potential
of µkS is at least 1 for all X ∈ [S].
Lemma 5.4. (∀k)(∀X ∈ [S]) Pfkµ
k
S(X) ≥ 1.
Proof. Consider X ∈ [S] and take σ ∈ S such that σ ≺ X . Let t be the stage at
which σ enters St. Note that µ
k
St
≤ µkS , hence if we prove that Pfkµ
k
St
(X) ≥ 1, then
Pfkµ
k
S(X) ≥ 1. So it is sufficient to prove the following claim: if S = St is finite
and σ enters S at stage t, then (∀k)(∀X ∈ [σ]) Pfkµ
k
S(X) ≥ 1. Our proof proceeds
by induction on the length of σ.
If σ = λ, then µkS is just the measure µ1/|fk| from Lemma 4.2(4), so we are done.
If σ 6= λ, then without loss of generality, assume that σ starts with 0. Let σ = 0τ
and X = 0Y . By our inductive assumption, we have Pfk+1µ
k+1
S0 (Y ) ≥ 1.
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Define ν0 such that ν0[ρ] = µ
k
S [0ρ]. Consider a string ρ that enters S
0 at stage
r ≤ t (allowing the possibility that ρ = σ). Let v = wk+1r (S
0) − wk+1r−1(S
0). Then
at stage r we add measure v to µk+1S0 uniformly on [ρ]. On the other hand, we add
v
1 + f(k)
(
wk+1r (S0) + w
k+1
r (S1)
) ≥ v
1 + f(k) (wk+1(S0) + wk+1(S1))
to µkS uniformly on [0ρ]. This same measure is added to ν0 uniformly on [ρ]. As
this is the only way that measure is added to either µk+1S0 or ν0, we have
ν0 ≥
(
1
1 + f(k) (wk+1(S0) + wk+1(S1))
)
µk+1S0 .
As we just argued with µk+1S0 , whenever we add measure v to µ
k+1
S1 , we also add at
least v/(1 + f(k)(wk+1(S0) + wk+1(S1))) to µkS . So
µkS [λ] ≥
µk+1S0 [λ] + µ
k+1
S1 [λ]
1 + f(k) (wk+1(S0) + wk+1(S1))
=
wk+1(S0) + wk+1(S1)
1 + f(k) (wk+1(S0) + wk+1(S1))
.
Putting it all together,
Pfkµ
k
S(X) = f(k)µ
k
S [λ] + Pfk+1ν0(Y )
≥ f(k)
(
wk+1(S0) + wk+1(S1)
1 + f(k) (wk+1(S0) + wk+1(S1))
)
+
(
1
1 + f(k) (wk+1(S0) + wk+1(S1))
)
Pfk+1µ
k+1
S0 (Y ) ≥ 1. 
The fact that we can build left-c.e. measures “almost realizing” the f -capacity
of Σ01-classes allows us to connect Cf -randomness to the behavior of KM .
Lemma 5.5. Assume that f : ω → [0,∞) is amicable and |f | is computable. If
X ∈ 2ω is not Cf-random, then
∑
n∈ω
f(n)2−KM (X ↾n) =∞.
Proof. Let {Um}m∈ω be a Cf-test covering X . We may assume that we have
an effective sequence of good enumerations of c.e. sets generating the Σ01-classes
Um. From these good enumerations, we get an effective sequence {µm} of left-c.e.
measures such that (∀X ∈ Um) Pfµm(X) ≥ 1 and µm[λ] ≤ aCf [Um] ≤ a2−m,
where a = 2‖f‖+ 2. Consider the left-c.e. measure µ =
∑
m∈ω µm. This is a finite
measure because µ[λ] =
∑
m∈ω µm[λ] ≤
∑
m∈ω a2
−m = 2a. Therefore, there is a
constant c such that (∀σ) KM (σ) ≤ − log(µ[σ])+ c. Rearranging, (∀σ) 2−KM (σ) ≥
2−cµ[σ]. So we have∑
n∈ω
f(n)2−KM (X ↾n) ≥ 2−c
∑
n∈ω
f(n)µ[X ↾n]
= 2−c
∑
n∈ω
f(n)
∑
m∈ω
µm[X ↾n] = 2
−c
∑
m∈ω
∑
n∈ω
f(n)µm[X ↾n]
= 2−c
∑
m∈ω
Pfµm(X) ≥ 2
−c
∑
m∈ω
1 =∞. 
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6. Characterizing f -energy randomness
We get our main result by combining Lemma 5.5 with Corollary 3.6 and the
second author’s characterization of f -energy randomness as Cf -randomness (see [13]
or Theorem 4.8 above).
Theorem 6.1. Assume that f : ω → [0,∞) is amicable and |f | =
∑
n∈ω f(n)2
−n is
computable. Then X is f -energy random if and only if
∑
n∈ω
f(n)2−KM (X ↾n) <∞.
Proof. Implicit in our assumption that |f | is computable is the assumption that
|f | < ∞. Of course, by Remark 3.7, the conclusion of the theorem holds trivially
if |f | = ∞. By Remark 3.8, we may also assume that f has infinite support.
Therefore, we may use the work of Sections 4 and 5.
By Corollary 3.6, if X is f -energy random, then
∑
n∈ω f(n)2
−KM (X ↾n) < ∞.
Now assume that X is not f -energy random. Then by Theorem 4.8, it is not
Cf-random. So by Lemma 5.5, we have
∑
n∈ω f(n)2
−KM (X ↾n) =∞. 
7. Applications
s-energy randomness. In the introduction and more thoroughly in Section 3.1,
we discussed the notion of s-energy randomness as introduced by Diamondstone
and Kjos-Hanssen [5]. We noted that s-energy randomness is equivalent to f -
energy randomness for f(n) = 2sn. Now fix a computable real number s ∈ [0, 1)
and let f(n) = 2sn. Of course, |f | = 1/(1 − 2s−1) is computable. Furthermore, f
in nonzero and nondecreasing, hence it is amicable. So by the work of the previous
section, X ∈ 2ω is s-energy random if and only if∑
n∈ω
2sn−KM (X ↾n) <∞.
This proves Theorem 1.1. It is natural to ask if this result holds for noncomputable
dimensions s; our proofs do not appear to generalize.
Extensions to several symbols. The definitions and results of this paper nat-
urally extended to alphabets with more than two symbols as follows. Let A be a
finite alphabet.
Definition 7.1. A sequence X ∈ Aω is f -energy random if X is random for some
probability measure µ on Aω with finite f -energy,∫
Aω
∑
n∈ω
f(n)µ[X ↾n] dµ(X).
The definitions of f -potential and f -capacity remain basically the same, namely
Pfµ(X) =
∑
n∈ω
f(n)µ[X ↾n],
and Cf(U) = inf {µ(A
ω) : µ ∈M and (∀X ∈ U) Pfµ(X) ≥ 1}.
Moreover, |f | =
∑
n∈ω f(n)|A|
n. As before f : ω → [0,∞) is amicable if
sup
k∈ω
f(k)Cfk+1(A
ω) <∞.
The universal left-c.e. semimeasure M is defined as usual on A<ω and a priori
complexity is still defined as KM(σ) = − log2M(σ) for σ ∈ A
<ω. The proof of
Theorem 6.1 naturally extends to several symbols to give the following result.
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Theorem 7.2. Assume that f : ω → [0,∞) is amicable and |f | =
∑
n∈ω f(n)|A|
−n
is computable. Then X ∈ Aω is f -energy random if and only if∑
n∈ω
f(n)2−KM (X ↾n) <∞.
s-randomness for several symbols. Let A be a finite alphabet. Let d = log2 |A|
be the “dimension” of Aω. For X,Y ∈ Aω , continue to use the metric ρ(X,Y ) =
inf{2−n : X ↾n = Y ↾n}.
Definition 7.3. Fix computable s > 0. A sequence X ∈ Aω is s-energy random if
X is random for some measure µ on Aω with finite Riesz s-energy,
E˜s(µ) =
∫
Aω
∫
Aω
ρ(X,Y )−s dµ(Y )dµ(X).
Fix a positive integer k. A sequence X ∈ Aω is logk-energy random if X is random
for some measure µ on Aω with finite Riesz logk-energy,
E˜log(µ) =
∫
Aω
∫
Aω
(− log2 ρ(X,Y ))
k dµ(Y )dµ(X).
A sequence X ∈ Aω is 0-energy random if and only if it is log1-energy random.
By the same proof as Corollary 3.13, X ∈ Aω is s-energy random if and only if
it is f -energy random for f(n) = 2sn. Further, generalizing Corollary 3.17, X ∈ Aω
is logk-energy random if and only if it is f -energy random for f(n) = nk−1. There
are no s-energy randoms for s ≥ d.
By Theorem 7.2, X ∈ Aω is s-energy random (for computable s) if and only if∑
n∈ω
2sn−KM (X ↾n) <∞,
and X ∈ Aω is logk-energy random if and only if∑
n∈ω
nk−12−KM (X ↾n) <∞.
Remark 7.4. An important reason to consider larger alphabets is the study of energy
randomness on Rd. While the focus of this paper is Cantor space, much of potential
theory and its applications occur on Rd. A real x ∈ R can be represented via its
binary expansion X ∈ 2ω. Similarly, a vector (x1, x2) ∈ R
2 can be represented
by a sequence X ∈ 4ω (interleave the binary expansions of x1 and x2 and take
the resulting sequences of pairs {00, 01, 10, 11}). Using 2d symbols is the correct
way to represent Rd with strings of symbols since this representation preserves the
potential-theoretic properties of energy and capacity (up to a constant multiple, see
[10, Thm 3.1]). More details about energy randomness on Rd and its applications
to multidimensional Martin-Lo¨f Brownian motion will be given in Rute [13].
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