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LITTLEWOOD COMPLEXES FOR SYMMETRIC GROUPS
CHRISTOPHER RYBA
Abstract. We construct a complex Lλ
•
resolving the irreducible representations Sλ[n] of the symmetric
groups Sn by representations restricted from GLn(k). This construction lifts to Rep(S∞), where it yields
injective resolutions of simple objects. It categorifies stable Specht polynomials, and allows us to understand
evaluations of these polynomials for all n.
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1. Introduction
In this paper, we work over an arbitrary field of characteristic zero, k. Let V be a vector space, and write
T (V ) for the tensor algebra of V , and Sym(V ) for the symmetric algebra of V . Because Sym(V ) is a quotient
of T (V ) as an algebra, Sym(V ) is in particular a module over T (V ). In fact, Sym(V ) is a module for T (V )⊗n,
for any n, where each tensor factor acts in the usual way. The main technical result of this paper is the
computation of
Tor
T (V )⊗n
i (k, Sym(V ))
as a GL(V )× Sn module (where the symmetric group Sn acts by permutation of tensor factors on T (V )
⊗n,
and trivially on Sym(V )). These Tor groups are the homology of a certain Chevalley-Eilenberg complex,
whose GL(V )-isotypic components we call Littlewood complexes and denote Lλ• . The terms of L
λ
• are repre-
sentations of Sn restricted from GLn(k) (where Sn embeds as permutation matrices), which may be thought
of as an extension to Sn of the work of Sam, Snowden, and Weyman on Littlewood Complexes for classical
groups [SSW13]. Although there are substantial similarities to their work (e.g. computing Tor groups with
Koszul complexes), there are also significant differences (e.g. working with noncommutative algebras).
For large n, the (co)homology of Lλ• is the Specht module S
λ[n] (where λ[n] is the partition obtained by
appending a part of size n − |λ| to the start of λ) concentrated in degree zero. The complex Lλ• is defined
for all n ∈ Z≥0 (in fact also n = ∞), and the (co)homology is either zero, or given by an irreducible repre-
sentation of Sn concentrated in a single degree, which can be computed using an algorithm similar to the
Borel-Weil-Bott theorem.
The complexes Lλ• yield injective resolutions of simple objects in the category Rep(S∞) studied by Sam
and Snowden in [SS15] (but see also [SS16]). Additionally, the Euler characteristic of the complex recovers
an identity of Assaf and Speyer [AS20] about stable Specht polynomials (these are the same as the irreducible
character basis of Orellana and Zabrocki [OZ16]), and allows us to determine how these polynomials behave
for all n (in particular, when n is small).
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The structure of the paper is as follows. In Section 2, we recall relevant background material. In Sec-
tion 3, we express some Tor groups computed in [SSW13] combinatorially. We then compute the Tor groups
mentioned in the introduction in Section 4. In Section 5 we define the Littlewood complex Lλ• , compare
it to the version for classical groups in [SSW13], and explain its connection to Rep(S∞). In Section 6, we
explain how Lλ• categorifies stable Specht polynomials, and hence determine evaluations of stable Specht
polynomials for small n.
Acknowledgements. The author would like to thank Steven Sam and Andrew Snowden for helpful con-
versations.
2. Background
We recall some facts about representations of symmetric groups and general linear groups in characteristic
zero, as well the Koszul and Chevalley-Eilenberg complexes.
A partition λ = (λ1, λ2, . . .) is a weakly decreasing sequence of nonnegative integers with finitely many
nonzero entries. We call λi the parts of the partition, and say that the length of λ is l(λ) = max{i | λi 6= 0},
the number of nonzero parts of λ. The size of λ is |λ| =
∑
i λi, the sum of the parts. If |λ| = n, we say
that λ is a partition of n, and write λ ⊢ n. Additionally, given a partition λ, we may define the dual (or
transpose) partition λ′ by λ′i = |{j | λj ≥ i}|.
The irreducible representations of the symmetric group Sn over k are the Specht modules S
λ, indexed
by partitions λ ⊢ n. In particular S(n) is the trivial representation, and S(1
n) is the sign representation; we
have that S(1
n) ⊗ Sλ = Sλ
′
. On the other hand, given a vector space V over k, the irreducible polynomial
representations of the general linear group GL(V ) are given by Schur functors Sλ(V ) for l(λ) ≤ dim(V ).
Here,
S
λ(V ) =
(
V ⊗n ⊗ Sλ
)Sn
,
where the action of Sn on V
⊗n is by permutation of tensor factors. In particular, S(n)(V ) and S(1
n)(V ) are
the n-th symmetric and exterior powers of V respectively. One formulation of Schur-Weyl duality asserts
that the functor
SWn(−) =
(
V ⊗n ⊗−
)Sn
is an equivalence of categories between degree n polynomial representations of GL(V ) and the category of
representations of Sn, provided that dim(V ) ≥ n.
Given a Lie algebra g, the Lie algebra homology with coefficients in a g-module M is defined as
Hi(g,M) = Tor
U(g)
i (k,M),
where U(g) is the universal enveloping algebra of g, and k is the trivial g-module. The Lie algebra homology
may be computed with the Chevalley-Eilenberg complex, whose r-th term is∧r
(g)⊗M,
we omit the differential because we will not need it. Details can be found in [Wei95].
Let A =
⊕
i≥0Ai be a Z≥0-graded algebra such that A0 = k, and each Ai is finite dimensional over k.
Let A+ = ⊕i>0Ai be the positively graded part of A. Then k = A/A
+ is a graded A-module. We say that
A is Koszul if the induced (“internal”) grading on the Ext algebra
Ext•A(k, k)
coincides with the homological grading.
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A Koszul algebra A is necessarily a quadratic algebra (i.e. it is generated in degree one with relations
in degree two):
A = T (A1)/(R),
where R ⊆ A1 ⊗A1. We may define the Koszul dual algebra A
! to be
A! = T (A∗1)/(R
⊥),
where R⊥ ⊆ A∗1 ⊗A
∗
1 is the set of elements orthogonal to R under the natural pairing. Note that A
! is also
a graded algebra (and A!! = A).
Koszul algebras admit a free resolution of k (as a graded A-module) called the Koszul complex, whose
r-th chain module is
A⊗ (A!r)
∗ = Homk(A
!
r, A).
When we view the elements as linear functions from A!r to A, the differential is given by
d(f) =
∑
i
xif(− · x
∗
i ),
where {xi} is a basis of A1, and {x
∗
i } is the dual basis of A
∗
1. The tensor product of Koszul algebras is again
Koszul, and the associated Koszul complex is the tensor product of the individual Koszul complexes.
Two particular examples will be useful for us. The first is that Sym(V ) and
∧
(V ∗) are Koszul dual, yielding
the Koszul complex
· · · → Sym(V )⊗
∧2
(V )→ Sym(V )⊗ V → Sym(V )⊗ k → 0,
where the differential is given by d =
∑
i vi ⊗ v
∗
i , where vi is a basis of V (acting by multiplication on
Sym(V )), and v∗i is the dual basis of V
∗ (acting on
∧
(V ) by contraction). The second example is the tensor
algebra T (V ), and the algebra k ⊕ V ∗, where k has degree zero and V ∗ has degree one. This gives the
complex
0→ T (V )⊗ V → T (V )→ 0,
where the map in question is simply multiplication (viewing V as the degree one graded part of T (V )).
Finally, we remark that both of these complexes are GL(V )-equivariant and also they are well defined even
if V is infinite dimensional (although the corresponding algebras are not Koszul), because the complex is
the direct limit of the corresponding complexes for finite dimensional subspaces of V (direct limits preserve
exactness).
3. Some Tor Groups
Let U, V,W be vector spaces, and let d = dim(U). Say that a pair of partitions (λ, µ) is admissible if
l(λ) + l(µ) ≤ d, in which case (λ1, . . . , λr, 0, . . . , 0,−µ
′
s, . . . , µ
′
1) (where r = l(λ) and s = l(µ)) is a well-
defined weight of GL(U), whose associated highest-weight irreducible representation we denote S[λ,µ](U).
For example, when µ is the empty partition, we have S[λ,µ] = Sλ(U).
Consider the algebras A = Sym(V ⊗W ) and B = Sym(V ⊗ U ⊕W ⊗ U∗). Note that B is an A-algebra via
the canonical map
V ⊗W → V ⊗ U ⊗W ⊗ U∗ ⊆ Sym2(V ⊗ U ⊕W ⊗ U∗),
hence B is in particular an A-module. Corollary 5.15 of [SSW13] states that as a representation of GL(V )×
GL(W )×GL(U),
TorAi (B, k) =
⊕
id(λ,µ)=i
S
λ(V )⊗ Sµ(W )⊗ S[τd(λ,µ)](U),
where the quantities id(λ, µ) and τd(λ, µ) are defined via the following recursion (see Subsection 5.4 of
[SSW13], but note that the notation is slightly different).
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Definition 3.1. If (λ, µ) is admissible, set id(λ, µ) = 0 and τd(λ, µ) = (λ, µ). Otherwise, consider the
Young diagrams of λ and µ. Let Rλ and Rµ be the border strips of length l(λ) + l(µ) − d − 1 starting at
the intersection of the first column and final row of λ and µ respectively, if they exist. If both exist, are
nonempty, and λ\Rλ and µ\Rµ are partitions, put τd(λ, µ) = τd(λ\Rλ, µ\Rµ), and
id(λ, µ) = c(Rλ) + c(Rµ)− 1 + id(λ\Rλ, µ\Rµ),
where c(R) indicates the number of columns that the border strip R intersects. If either border strip fails to
exist, or is empty, or either λ\Rλ or µ\Rµ is not a partition, set id(λ, µ) =∞, and leave τd(λ, µ) undefined.
The case d = 1 will be important to us; we will characterise the functions i1 and τ1. For this, we need a
special case of the Bott algorithm.
Definition 3.2. Given a partition λ, and n ∈ Z, we define δn(λ) and λ[n] as follows. Let r ≥ l(λ) + 1, and
consider the vector v = (n− |λ|, λ1, . . . , λr−1) (where λi = 0 if i > l(λ)). Let ρ = (r − 1, r − 2, . . . , 0) be the
Weyl vector. If v + ρ has no repeated entries, there is a unique permutation w ∈ Sr such that w(v + ρ) has
decreasing entries. If w(v+ρ)−ρ has nonnegative entries, it defines a partition, and we set λ[n] = w(v+ρ)−ρ
and δn(λ) = l(w) (using the usual length function on Sr). If w(v + ρ) − ρ has a negative entry, or if v + ρ
has a repeated entry, take δn(λ) =∞ and leave λ[n] undefined.
Remark 3.3. We make a few observations.
(1) This definition is independent of the value of r.
(2) When n is sufficiently large, (n − |λ|, λ1, . . . , λr−1) + ρ is decreasing, so δn(λ) = 0, and λ[n] is the
partition obtained by appending a long top row to λ so that the total size of the resulting partition is
n.
(3) If we disregard the first entry of v + ρ, the entries are already ordered, so δn(λ) counts the number
of indices i such that λi + r − (i+ 1) > n− |λ|+ r − 1, which reduces to λi − i > n− |λ|.
When d = 1, a weight is an integer n. We restrict ourselves to the case n ≥ 0, so in an admissible pair of
partitions (λ, µ), we take µ to be the trivial partition.
Theorem 3.4. We have that τ1(λ, µ) is defined and equal to n if and only if there is a partition ν such that
λ = ν[n+ |ν|] and µ = ν′. In this case, i1(λ, µ) = |ν| − δn+|ν|(λ).
Proof. We recall some facts about a partition ν. Let r, s ∈ Z≥0 such that r ≥ l(ν) and s ≥ l(ν
′) (we take them
to be sufficiently large so that subsequent calculations are well defined). We write ρm = (m−1,m−2, . . . , 0)
for the Weyl vector of size m.
(1) The disjoint union
{(ν + ρr)i}
r
i=1
∐
{r + s− 1− (ν′ + ρs)j}
s
j=1
is equal to {0, 1, . . . , r + s− 1} (see 1.7 in Chapter 1 Section 1 of [Mac95]).
(2) Let σ be obtained from ν by adding a border strip of size p. Then σ+ ρr is obtained from ν + ρr by
adding p to an entry, and rearranging the entries in decreasing order. (See Example 8 (a) in Chapter
1 Section 1 or [Mac95].) Moreover, suppose the border strip starts in the i-th row and ends in the
j-th row, with i > j. The i-th entry of ν+ ρr was the one that p was added to, and after reordering,
it became the j-th entry of σ + ρr.
(3) If R is a border strip, and r(R) is the number of rows that R intersects, we have the equation
|R| = r(R) + c(R)− 1. (This is clear when |R| = 1, and incrementing the size of |R| extends R into
a new row or column.)
(4) If ν[n+ |ν|] is defined, then l(ν[n+ |ν|]) = l(ν) + 1.
The proof is by induction on the number of steps of the recursion defining τn(λ, µ) required to reach the
base case of an admissible pair. The base case of our induction is zero steps, in which case the statement
holds with ν being the trivial partition.
Now let us consider how border strips may be removed (in accordance with the recursion). To prove the “if”
direction, suppose we are given (ν[n+ |ν|], ν′). According to the algorithm, we must remove border strips of
size
|R| = l(ν[n+ |ν|]) + l(ν′)− 1− 1 = l(ν) + ν1 − 1.
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In the case of ν′, this is the length of the unique largest border strip (it intersects every row and column of
ν′ by fact (3)). By fact (2), removing this border strip amounts to subtracting |R| from the first entry of
ν′ + ρs, turning it from ν
′
1 + s− 1 = l(ν) + s− 1 into s− ν1. We use fact (1) to turn this into a statement
about ν rather than ν′.
The second part of the set partition of {0, 1, . . . , r + s− 1} contained
r + s− 1− (l(ν) + s− 1) = r − l(ν)
before removing the border strip, while afterwards, that element was replaced by
r + s− 1− (s− ν1) = ν1 + r − 1.
Consequently, the first part of the set partition must have contained ν1 + r − 1 before removing the border
strip, and r− l(ν) afterwards. Indeed, this can be achieved by subtracting |R| from the first entry of ν + ρr.
Let us write σ for the partition obtained by removing this border strip from ν. We must check that removing
a particular border strip of length |R| turns ν[n + |ν|] into σ[n + |σ|]. We do this by verifying that adding
the border strip to σ[n+ |σ|] yields ν[n+ |ν|].
The entries of σ[n+ |σ|] + ρr+1 are (in some order)
n+ r, r − l(ν), ν2 + r − 2, ν3 + r − 3, . . . , νr.
We check that adding the border strip by adding |R| to the entry r − l(ν) is permitted by the algorithm.
For this to be the case, the border strip must start in the first column and the bottom row of the resulting
partition. This means that it must be constructed by adding |R| to an entry corresponding to a part of
σ[n+ |σ|] of size zero. We check that the entry r − l(ν) satisfies this requirement. Note that
νl(ν) + r − l(ν) > r − l(ν) > νl(ν)+1 + r − (l(ν) + 1) = r − l(ν)− 1
as νl(ν) > 0 and νl(ν)+1 = 0 by definition. Because n ≥ 0, n + r > r − l(ν), so it follows that r − l(ν) is
smaller than n+ r and exactly l(ν)− 1 other entries. Hence after sorting, the l(ν)-th entry is r− l(ν). When
we subtract (ρr+1)l(ν) = r − l(ν), we obtain zero, as required.
To complete the proof of the “if” direction, we must check that in(λ, µ) behaves as claimed. The amount
by which in(ν[n+ |ν|], ν
′) changes (in this recursion step) is
c(Rν[n+|ν|]) + c(Rν′)− 1 = |R| − r(Rν[n+|ν|]) + c(Rν′) = |R| − (r(Rν[n+|ν|])− l(ν)),
where we use fact (3) and the fact that Rν′ intersects all l(ν) columns of ν
′. Note that |R| is precisely
|ν| − |σ|, so it suffices to check that δn+|ν|(ν) − δn+|σ|(σ) = r(Rν[n+|ν|]) − l(ν). Recall that Rν[n+|ν|] was
added to σ[n + |σ|] by adding |R| to the entry of σ[n + |σ|] + ρr+1 at index l(ν) + 1 (which was equal to
r− l(ν)). This entry became ν1+ r− 1 which is either the second largest entry (if n+ r > ν1+ r− 1), or the
largest entry (if n+ r < ν1+ r− 1). Fact (2) tells us that r(Rν[n+|ν|])− l(ν) is equal to 0 if n+ r > ν1+ r− 1
(i.e. n > ν1− 1), and equal to 1 if n+ r < ν2+ r− 1 (i.e. n < ν1− 1). However, δn+|ν|(ν) counts the number
of i such that λi − i > n, while δn+|σ|(σ) counts only the number of such i with i > 1. The difference is
therefore 0 if n > λ1 − 1 and 1 if n < λ1 − 1, as required.
The proof of the “only if” part is essentially the same, and so we omit it. 
4. Calculating the Homology
In this section, we prove our main theorem.
Theorem 4.1. Let A = T (V )⊗n as before. Then,
TorAi (k, Sym(V )) =
⊕
|λ|−δn(λ)=i
S
λ′(V )⊗ Sλ[n]
as representations of GL(V )× Sn.
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Proof. Because T (V ) is Koszul with T (V )1 = V , it follows that A is also Koszul, with generating set
A1 = V
⊕n = V ⊗ kn. We will write v(r) to indicate the vector v ∈ V inside the r-th summand. The Koszul
complex for A is the n-th tensor power of the Koszul complex for T (V ):
0→ T (V )⊗ V → T (V )→ 0.
Writing the total space of this complex as T (V )⊗ (k ⊕ V ), where T (V ) and k are in degree zero and v is in
degree one, the n-th tensor power is
A⊗ (k ⊕ V )⊗n.
The differential is defined as follows. Let {vi} be a basis of V , and {v
∗
i } be the dual basis of V
∗. Then,
d =
∑
r,i
v
(r)
i ⊗ v
∗
i
(r),
where (v∗i )
(r) acts on the r-th tensor factor of (k ⊕ V )⊗n by annihilating k, and mapping V to k in the
natural way.
To calculate TorAi (k, Sym(V )), we apply the functor − ⊗A Sym(V ) to the projective resolution. We ob-
tain the chain groups
Sym(V )⊗ (k ⊕ V )⊗n
and differential
d =
∑
i
vi ⊗
(∑
r
v∗i
(r)
)
,
because v(r) ∈ A acts on Sym(V ) by multiplying by v.
Fix an auxiliary vector spaceW of dimension at least n, and let us apply the Schur-Weyl functor (W⊗n ⊗−)
Sn
to the complex. This turns it from a complex of GL(V )× Sn-modules into a complex of GL(V )×GL(W )-
modules. We obtain
Sym(V )⊗
(
W⊗n ⊗ (k ⊕ V )⊗n
)Sn
= Sym(V )⊗
(
(W ⊕W ⊗ V )⊗n
)Sn
= Sym(V )⊗ Symn(W ⊕W ⊗ V )
= Sym(V )⊗
⊕
i
Symn−i(W )⊗ Symi(W ⊗ V ),
where W ⊗ V is an odd superspace, so its i-th symmetric power is equal to the i-th exterior power of the
underlying vector space. We may therefore write the i-th chain group as
Sym(V )⊗
⊕
i
Symn−i(W )⊗
∧i
(W ⊗ V ).
We observe that the action of
∑
r v
∗
i
(r) becomes “contracting with v∗i ”, meaning∑
j
wj ⊗ (w
∗
j ⊗ v
∗
i ),
where wj is a basis of W and w
∗
j is the dual basis of W
∗. Thus the differential becomes∑
i,j
vi ⊗ wj ⊗ (w
∗
j ⊗ v
∗
i ).
At this point it is convenient to consider all n simultaneously. Let us take the direct sum of these complexes
over all n, which has the effect of replacing Symn−i(W ) by Sym(W ). After identifying Sym(W )⊗Sym(V ) =
Sym(W ⊕ V ), we recognise this as the Koszul complex computing
Tor
Sym(W⊗V )
i (k, Sym(W ⊕ V )),
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where the action of w ⊗ v ∈ Sym(W ⊗ V ) on Sym(W ⊕ V ) is my multiplying by wv. This is the d = 1 case
of what is computed by [SSW13] as discussed in Section 3. Applying Theorem 3.4 gives
Tor
Sym(W⊗V )
i (k, Sym(W ⊕ V )) =
⊕
m∈Z≥0
⊕
|ν|−δm+|ν|(ν)=i
S
ν′(V )⊗ Sν[m+|ν|](W ).
We now undo Schur-Weyl duality, which has the effect of picking out only the Schur functors of degree n in
W , and converting them back in to representations of Sn. This immediately yields the result. 
5. A Littlewood Complex for Symmetric Groups
Recall that the tensor algebra T (V ) is the universal enveloping algebra of the free Lie algebra L(V ). Therefore
A = T (V )⊗n is the universal enveloping algebra of L(V )⊕n = L(V ) ⊗ kn. So, we have computed the Lie
algebra homology
Hi(L(V )⊗ k
n; Sym(V )) = TorAi (k, Sym(V )).
Because the action of Sn on L(V )
⊕n = L(V )⊗ kn by permutation of summands (equivalently, permutation
on kn) preserves the Lie algebra structure, this passes to an action of Sn on the Lie algebra homology (as
before, Sn acts trivially on Sym(V )). Our proof relied on computing the relevant Koszul complex, but we
could have also considered the Chevalley-Eilenberg complex. Here, the chain groups are∧i
(L(V )⊗ kn)⊗ Sym(V )
=
⊕
µ⊢i
S
µ′(L(V ))⊗ Sµ(kn)⊗ Sym(V ),
where the action of Sn on S
λ(kn) is implicitly restricted from GLn(k) (embedded as permutation matrices).
By applying HomGL(V )(S
λ′(V ),−), this provides a resolution of Sλ[n] by modules restricted from GLn(k).
If we define the multiplicity space
M(λ, µ) = HomGL(V )(S
λ′(V ), Sµ
′
(L(V ))⊗ Sym(V )),
we may write the i-th chain module as ⊕
µ⊢i
M(λ, µ)⊗ Sµ(kn).
Because L(V ) is equal to V plus terms of higher degree as representations of GL(V ), Sµ
′
(L(V )) is isomorphic
to Sµ
′
(V ) plus terms of higher degree. Hence M(λ, µ) = 0 unless |µ| ≤ |λ|, and when |µ| = |λ|, M(λ, µ) is
one-dimensional if µ = λ and zero otherwise. Thus our complex becomes
0→ Sλ(kn)→
⊕
µ⊢|λ|−1
M(λ, µ)⊗ Sµ(kn)→ · · · →
⊕
µ⊢0
M(λ, µ)⊗ Sµ(kn)→ 0.
The homology is Sλ[n], concentrated in degree |λ| − δn(λ) (or vanishes identically, if δn(λ) =∞).
Definition 5.1. Let us instead view the above chain complex as a cochain complex (i.e. change the degree
indexing from descending to ascending). We call this the Littlewood complex associated to the partition λ,
and denote it Lλ• .
The cohomology of Lλ• is S
λ[n], concentrated in degree δn(λ) (or the complex is acyclic, if δn(λ) =∞).
The name “Littlewood complex” is taken from [SSW13], where it has the following meaning. Let V be
a vector space, and let G(V ) ⊆ GL(V ) be either the symplectic group on V (for a choice of symplectic form),
or the orthogonal group on V (for a choice of orthogonal form). An irreducible representation of G(V ) is
not typically a representation of GL(V ), however it turns out that that any irreducible representation of
G(V ) may be resolved by representations that extend to GL(V ). The Littlewood complex Lλ• (associated to
a partition λ defining an irreducible representation) is the minimal such resolution.
Key features of the Littlewood complexes Lλ• discussed in Section 2 of [SSW13] include:
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(1) One can define Lλ• without issue even if l(λ) > dim(V ), in which case the homology is either zero,
or is equal to an irreducible representation of G(V ) concentrated in a single degree. There is a
“modification rule” for determining the irreducible and the degree.
(2) The modification rule is similar to the Borel-Weil-Bott theorem (it involves a dotted Weyl group
action).
(3) The Littlewood complex Lλ• may be viewed as an isotypic component of a GL(E)-equivariant (for
an auxiliary vector space E) Koszul complex.
(4) The homology may be computed using algebraic geometry and the cohomology of certain vector
bundles on Grassmannians.
(5) There is a category of “algebraic” representations of G(∞) (i.e. the infinite symplectic group, or
infinite orthogonal group), denoted Rep(G(∞)). There is a specialisation functor
ΓV : Rep(G(∞))→ Rep(G(V )).
The Littlewood complex Lλ• computes the derived functors on the simple objects of Rep(G(∞))
(which are indexed by partitions λ of any size). See Subsection 1.3 of [SSW13] for more details.
In our case, the first two points apply verbatim. The third point is slightly different; our Littlewood com-
plex is an isotypic component of a Chevalley-Eilenberg complex. In the case of an abelian Lie algebra, the
Chevalley-Eilenberg complex reduces to a Koszul complex for a polynomial algebra. So our situation may
be viewed as analogous in the noncommutative world. The fourth point has no clear comparison. It would
be interesting to to have a “geometric” realisation of our Littlewood complex. There is a version of the fifth
point, which we now briefly explain.
There is a category Rep(S(∞)) of “algebraic” representations of the infinite symmetric group. We direct
the interested reader to Section 6 of [SS15] for more information about this category. Objects of Rep(S(∞))
are subquotients of direct sums of tensor powers of k∞ (the permutation representation of S∞). Unlike its
finite counterparts, this category is not semisimple.
The simple objects are indexed by partitions λ of any size, and are directed limits of Sλ[n] as n → ∞.
The objects Sµ(k∞) are injective, although they are not indecomposable. We may set n =∞ in our Little-
wood complex, which becomes the directed limit of Lλ• for finite n under the inclusions k
n → kn+1 defined
by appending a zero entry to a vector. The cohomology is the directed limit of Sλ[n] in degree zero. So the
n =∞ Littlewood complex is an injective resolution of the simple object of Rep(S(∞)) indexed by λ.
There is a specialisation functor
Γn : Rep(S(∞))→ Rep(Sn),
such that Γn(k
∞) = kn and Γn is a left-exact tensor functor. Applying this functor to the n =∞ Littlewood
complex yields Lλ• for finite n. Therefore L
λ
• provides a computation of the derived specialisation functors
on simple objects. This was originally done in Proposition 7.4.3 of [SS16] using the indecomposable injective
objects instead of Sµ(k∞).
6. Categorification of Stable Specht Polynomials
Suppose now that n is sufficiently large, so that δn(λ) = 0, and the cohomology of L
λ
• is S
λ[n] in degree
zero. We may compute the character of Sλ[n] as a representation of Sn by taking the trace of a permutation
matrix on the Euler characteristic of Lλ• .
Recall that the trace of g ∈ GLn(k) acting on S
µ(kn) is equal to the Schur function sµ evaluated at the
eigenvalues of g (viewed as an n×n matrix). Taking the Euler characteristic of Lλ• , we obtain the symmetric
function
s†λ =
∑
µ≤|λ|
(−1)|λ|−|µ| dim(M(λ, µ))sµ.
This symmetric function satisfies the property that when it is evaluated at the eigenvalues of a permutation
matrix, the value is the character of Sλ[n] evaluated at that permutation. This is the defining property of the
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irreducible character basis, s˜λ, (of the ring of symmetric functions) of [OZ16], introduced independently in
[AS20] under the name stable Specht polynomials. Thus the Littlewood complexes categorify the symmetric
functions s†λ.
We may express dim(M(λ, µ)) in terms of symmetric functions. Let 〈−,−〉 be the usual inner product
on symmetric functions. Also define the two symmetric functions
H =
∑
m≥0
hm, L =
∑
m≥1
1
m
∑
d|m
µ(d)p
m/d
d
to be the sum of all complete symmetric functions, and Lyndon symmetric functions, respectively (here, µ
is the usual Mo¨bius function, and pd are the power-sum symmetric functions). Thus, H is the character
of Sym(V ) as a representation of GL(V ), while L is the character of L(V ) as a representation of GL(V ).
Finally, let us write sµ′ [L] to indicate the plethysm of sµ′ with L. Then we have:
dim(M(λ, µ)) = 〈sλ′ , sµ′ [L]H〉.
After applying the Pieri rule, this is precisely Theorem 2 of [AS20].
In both [OZ16] and [AS20], these symmetric functions were defined by considering representations of Sn
when n is sufficiently large with respect to λ. Our description allows us to understand how they behave for
all n.
Theorem 6.1. The value of s†λ evaluated on the eigenvalues of a permutation matrix of size n is equal to
(−1)δn(λ) times the character of Sλ[n] if δn(λ) is finite, and zero otherwise.
Proof. This is immediate from the equality of s†λ with the Euler characteristic of the Littlewood complex,
together with the characterisation of the cohomology of the Littlewood complex. 
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