Abstract: Cheng and Huang (2010) have recently proven that the bootstrap is asymptotically consistent in estimating the distribution of the M-estimate of Euclidean parameter. In this note, we provide a first theoretical study on the bootstrap moment estimates in semiparametric models. Specifically, we establish the bootstrap moment consistency of the Euclidean parameter which immediately implies the consistency of t-type bootstrap confidence set. It is worthy pointing out that the only additional cost to achieve the bootstrap moment consistency beyond the distribution consistency is to strengthen the L1 maximal inequality condition required in the latter to the Lp maximal inequality condition for p ≥ 1. The key technical tool in deriving the above results is the general Lp multiplier inequality developed in this note. These general conclusions hold when the infinite dimensional nuisance parameter is root-n consistent, and apply to a broad class of bootstrap methods with exchangeable bootstrap weights. Our general theory is illustrated in the celebrated Cox regression model.
Introduction
In semiparametric models, the asymptotic variance estimate for the Euclidean parameter is required in the construction of confidence sets and test statistics based on the asymptotic normality result. For example, in the bootstrap inferences, the asymptotic variance estimate is needed to build the t-type confidence set which is known to have smaller coverage probability error than the percentile/hybrid confidence sets; see [24] . In general, the explicit variance estimation is not feasible due to the presence of an infinite dimensional nuisance parameter; see [3, 26] for numerous examples. In the literature, there are two existing estimation procedures, i.e., the profile sampler [14] and the observed profile information [19] . The former (latter) method requires a careful choice of the prior on the Euclidean parameter (of the step size in calculating discretized information estimate). Subsampling [21] is another possibility, but the optimal subsample size is difficult to choose in practice. In contrast, the bootstrap can estimate the asymptotic variance without involving any tuning parameter, and thus becomes a widely used semiparametric inference procedure, e.g., [5, 12, 17] . Cheng and Huang (2010) have recently proven that the bootstrap is asymptotically consistent in estimating the distribution of the M-estimate of Euclidean parameter without requiring the nuisance parameter to be root-n consistent. However, this distributional consistency does not imply the consistency of the bootstrap variance estimators. Inspired by the recent development in moment convergence of parametric (bootstrap) M-estimate, i.e., [11, 20] , we provide a first theoretically rigorous study on the bootstrap moment estimates in semiparametric models. Specifically, we establish the bootstrap moment consistency of the Euclidean parameter which immediately implies the consistency of t-type bootstrap confidence set with the help of the conditional Slutsky's Lemma. It is worthy pointing out that the only additional cost to achieve the bootstrap moment consistency beyond the distribution consistency is to strengthen the L 1 maximal inequality condition required in the latter to the L p maximal inequality condition for p ≥ 1. The key technical tool used in this note is the general L p multiplier inequality, which is also of independent interest. These general conclusions hold when the infinite dimensional nuisance parameter is root-n consistent, and apply to a broad class of bootstrap methods with exchangeable bootstrap weights. However, relaxing the root-n rate to the slower one appears to be quite difficult and will be left for future studies. In the end, we illustrate the practicality of the required conditions in the celebrated Cox regression model.
Preliminary

Semiparametric M-Estimation
The semiparametric M-estimation, including the maximum likelihood estimation as a special case, refers to a general method of estimation. Let θ ∈ Θ be a Euclidean parameter of interest and η ∈ H be an infinite dimensional nuisance parameter, e.g., some function. The semiparametric Mestimator ( θ, η) is obtained by optimizing some objective function m(θ, η) based on the observations (X 1 , . . . , X n ):
The form of the objective function depends on the context. For example, it could be the loglikelihood, quasi-likelihood [16] or some pseudo-likelihood function, e.g., [29] . Define (θ 0 , η 0 ) = arg sup θ∈Θ,η∈H E X m(θ, η)(X). Under mild conditions, Cheng and Huang (2010) show that
Note that θ is semiparametric efficient and Σ is the inverse of the efficient information matrix when m(θ, η) is the log-likelihood function.
Exchangeably Weighted Bootstrap
Define the bootstrap M-estimator ( θ * , η * ) = arg sup θ∈Θ,η∈H n i=1 m(θ, η)(X * i ), where (X * 1 , . . . , X * n ) is the bootstrap sample. Note that the Efron's nonparametric bootstrap consists of independent draws with replacement from the original observations. In this case, we can re-express
where (W n1 , . . . , W nn ) ∼ Mult n (n, (n −1 , . . . , n −1 )). This multinomial formulation can be naturally generalized to a class of exchangeable bootstrap weights {W ni } n i=1 whose distribution corresponds to different bootstrap sampling schemes. This general bootstrap method, called exchangeably weighted bootstrap, was first proposed by Rubin (1981) and then extensively studied in [1, 18, 22] . The class of exchangeably weighted bootstrap is practically useful. For example, in Cox regression model, the nonparametric bootstrap often gives many ties when it is applied to censored survival data due to its "discreteness" while the general weighting scheme comes to the rescue. Other variations of nonparametric bootstrap are also studied in [4] using the term "generalized bootstrap".
The bootstrap weights W ni 's are assumed to satisfy the following conditions given in [22] :
W1. The vector W n = (W n1 , . . . , W nn ) ′ is exchangeable for all n = 1, 2, . . ., i.e., for any permutation π = (π 1 , . . . , π n ) of (1, 2, . . . , n), the joint distribution of π(W n ) = (W nπ 1 , . . . , W nπn ) ′ is the same as that of W n .
W2. W ni ≥ 0 for all n, i and
Condition W3 is slightly stronger than the bounded second moment but is implied whenever (2 + ǫ) absolute moment exists for any ǫ > 0; see Appendix A.3. By the Markov's inequality, Condition W4 is satisfied if the (2 + ǫ ′ ) moment of W n1 is finite for some ǫ ′ > 0. The value of c in W5 is independent of n and depends on the resampling method, e.g., c = 1 for nonparametric bootstrap. 
The former corresponds to the Bayesian bootstrap. The multiplier bootstrap is often thought to be a smooth alternative to the nonparametric bootstrap; see [15] . The value of c 2 is calculated as
Example 2. The delete-h Jackknife In the delete-h jackknife [30] , the bootstrap weights are generated by permuting the deterministic weights
Specifically, we have W nj = w nRn(j) where R n (·) is a random permutation uniformly distributed over {1, . . . , n}. In Condition M5, c 2 = h/(n − h). Thus, we need to choose h/n → α ∈ (0, 1) such that c > 0. Therefore, the ordinary jackknife with h = 1 is inconsistent for estimating the distribution.
Example 3. The Double Bootstrap
In the double bootstrap, the bootstrap weights have the following distribution
conditional on W n following Mult n (n, (n −1, , . . . , n −1 )). The value of c is √ 2 in this example. Example 4. The Polya-Eggenberger Bootstrap In this example, the bootstrap weights follow the multinomial distribution
conditional on (D n1 , . . . , D nn ) ∼ Dirichlet n (α, . . . , α) with α > 0. The value of c 2 is calculated as (α + 1)/α. Example 5. The Multivariate Hypergeometric Bootstrap As a particular urn-based bootstrap, the bootstrap weights follow the multivariate hypergeometric distribution with density 
where "
d =⇒ " represents the conditional weak convergence (in probability) defined in [8] and P W |Xn is the conditional probability given X n . In view of (6), the bootstrap variance estimate for θ is constructed as
where E W |Xn is the conditional expectation given the observed data X n . We say that the bootstrap variance estimate is consistent if Σ * P X −→ Σ. In practice, Σ * can be well approximated as follows:
where θ * (b) is computed based on the b-th bootstrap sample, for sufficiently large number B of bootstrap repetitions.
Main Result: Bootstrap Moment Consistency
In this section, we will establish the bootstrap moment consistency of θ which directly implies the consistency of Σ * and t-type bootstrap confidence set. To guarantee the bootstrap p-th moment consistency, the only additional cost is to strengthen the L 1 maximal inequality condition, which is needed in showing the bootstrap distribution consistency, to the L p ′ maximal inequality condition for p ′ ≥ 1; see Condition M2. A simple sufficient condition for (11) in terms of bootstrap weights, i.e., (18) , is also given. We verify it in the above five bootstraps besides the nonparametric bootstrap. It is well known that the convergence in distribution implies the convergence in moment under the uniform integrability condition. Lemma 2.1 of Kato (2011) further shows that the above argument is also valid for the conditional weak convergence in the case of nonparametric bootstrap. In fact, his arguments (after minor modifications) can also be applied to the above class of exchangeably weighted bootstrap; see below Lemma 1.
n be a scalar statistic of (X 1 , . . . , X n ) and (W n1 , . . . , W nn ). Suppose that bootstrap weight W n satisfies W1 -W5 and the conditional distribution of T * n given X n converges weakly to some fixed distribution µ in P X -probability. If
Let " < ∼ " (" > ∼ ") denote smaller (greater) than, up to an universal constant. Denote E XW and P XW as the joint expectation and joint probability, respectively. Let
Define the (bootstrap) empirical process and its norm as respectively. The related bracketing entropy integral and uniform entropy integral are thus
where A is the envelop function of A, and the supreme is taken over all discrete probability measures Q with A L 2 (Q) > 0.
In the following, we provide a set of sufficient conditions for bootstrap moment consistency.
M1. For any (θ, η) ∈ Θ × H, we have
M2. Define
We assume that, for some p ′ ≥ 1 and every δ > 0,
Condition M1 assumes the quadratic behavior of the criterion function (θ, η) → E X m(θ, η). Condition M2 assumes two maximal inequalities in terms of L p ′ -norm for p ′ ≥ 1. Both conditions are assumed in the global sense which is absolutely needed to achieve the moment consistency. The convergence rate of the bootstrap estimate in Condition M3, i.e., d( η * , η 0 ) = O P XW (n −1/2 ), can also be understood in the following way: for any δ > 0, there exists a 0 < L < ∞ such that
We can verify Condition M3 using Theorem 2 of [6] . In the proof of our main Theorem 1, we find that relaxing the above root-n rate to the slower one appears to be quite challenging, and will leave this topic for future studies.
In the below, we discuss three different approaches for the verification of (10). Lemma 2.14.1 in [26] implies that
where N δ is the envelop function of N δ . Thus, Condition (10) holds if
The typical function classes with finite uniform entropy integral include the VC class and the related larger VC-hull class; see their definitions in Section 2.6 of [26] . Under the (global) Lipschitz continuous condition:
we can show (14) if
, we can also verify (10) if the following holds:
Again, Lemma 2.14.1 in [26] can be applied here. Our third approach is to bound the higher
by E X G n N δ plus some norm of N δ , based on the following two inequalities:
where · ψp is the Orlicz norm with ψ p (t) = exp(t p ) − 1. The above two inequalities are derived based on Theorem 2.14.5 in [26] and the fact that the ψ p -norm dominates the L p -norm for each p. Now, we assume (15) . When p ′ > 1 but = 2, the second term in the right hand side of (16) ( (17)) converges to zero as
. When p ′ = 2, the second term in the right hand side of (17) is of the order (10) . Fortunately, several technical tools are available to compute the upper bound of E X G n N δ in terms of the bracketing entropy integral (using Theorem 2.14.2 or Lemma 3.4.2 in [26] ) or the uniform entropy integral (see van der Vaart and Wellner (2011)). For example, in view of the above analysis and Theorem 2.14.2 in [26] , a simple sufficient condition for (10) is (15) due to the fact that the ψ p -norm dominates the L p -norm and ψ q -norm for each p and q ≤ p.
To verify (11), we will employ the general L p multiplier inequality developed in Appendix A.4 to bound (E XW G * n p ′ N δ ) 1/p ′ . According to Appendix A.5, it suffices to show the following bootstrap weight condition
if (10) holds. Condition (18) is essentially very weak; see discussions in Examples 1 -5 below. In the end, we want to point out that Conditions W1 -W5 and M1 -M3 (when p ′ = 1) are also needed in showing the bootstrap distribution consistency (6) & (7); see Theorems 1 & 3 of [6] . In view of the above discussions, it appears that we only need to strengthen the L 1 maximal inequalities to the L p ′ maximal inequalities for p ′ ≥ 1 to achieve the bootstrap moment consistency beyond the distribution consistency. Let ET p represent the p-th moment of any random vector T .
Theorem 1. Suppose that Conditions W1 -W5 and M1 -M3 hold. If θ * is distribution consistent, i.e., (6), then we have
where T ∼ N (0, Σ), for any integer p satisfying 1 ≤ p < p ′ . An obvious implication of Theorem 1 is that the bootstrap moment estimate of arbitrary order is consistent if Condition M2 is valid for all p ′ ≥ 1. It is worthwhile to remark that the uniform integrability of θ, i.e., E X √ n( θ − θ 0 ) p < ∞, is also proven in the proof of Theorem 1. Thus, under the same set of conditions, the moment convergence of θ also follows. In addition, Theorem 1 is also valid even for the approximate maximizer, i.e.,
by slightly modifying its proof. The distribution consistency result (7) directly implies the consistency of bootstrap hybrid and percentile confidence sets. Given the consistent variance estimate Σ based on (X 1 , . . . , X n ), the more accurate t-type bootstrap confidence set is constructed as
where ω * nα satisfies P W |Xn (( √ n/c)(
Note that ω * nα is not unique when θ is a vector. The following Corollary theoretically justifies the widely used bootstrap variance estimate Σ * , and further establishes the consistency of t-type confidence set BC t (α). 
as n → ∞.
The variance consistency (20) directly follows from Theorem 1. To show the consistency of ttype confidence set, i.e., (21), we apply the Slutsky's Lemma and its conditional version given in Appendix A.2 (together with Lemma 4.6 of [22] ) to (2) and (6). Thus, for any fixed x ∈ R d , we obtain that
where Ψ(x) = P (N (0, I) ≤ x). A straightforward application of Lemma 23.3 in [27] concludes the proof of (21) 
based on (22) & (23).
In the end of this section, we will verify the bootstrap weight condition (18) in six different types of bootstraps including the nonparametric bootstrap introduced in Section 2.2.
We will show that (18) holds under the assumption that ω i has bounded (2 + ǫ)p ′ -th moment for some ǫ > 0. This implies that
based on Appendix A.3. The derivations in Page 2080 of [22] give that for any 0 < ǫ < 1, p > 0 and some 0 < ρ(ǫ) < 1, which further implies that
By choosing p > 4p ′ , we know that lim sup n→∞ W p ′ n1 2,1 < ∞ due to (24) . To see that W p ′ n1 satisfies Condition W4, it suffices to show that lim t→∞ t 2 P (ω p ′ 1 > t) = 0 according to (25) . This is implied by the Markov's inequality and the assumption that ω i (2+ǫ)p ′ < ∞.
Example 2. The delete-h Jackknife (Cont') Recall that the bootstrap weight W nj = w nRn(j) . Then, we have
In view of (26), Condition (18) can be verified as follows lim sup
A sufficient condition for (18) is
This can be proven based on the Appendix A.3 and Chebyshev's inequality as remarked above. Thus, to guarantee the bootstrap variance consistency, i.e. Corollary 1, we only need to require
since we can always choose p ′ = 5/(2 + ǫ) > 2 for some small enough ǫ > 0. Assuming W n = (W n1 , . . . , W nn ) ′ = Mult n (n, (p 1 , . . . , p n )), we have
where n (k) = n(n−1) · · · (n−k+1), according to Page 33 in [9] . If p i = 1/n for i = 1, . . . , n, we know E W W 5 n1 < 52. Thus, Condition (30) (also (18) ) is trivially satisfied in the Efron's nonparametric bootstrap. Condition (30) can be easily verified in the remaining examples 3 -5 discussed before.
Example 3. The Double Bootstrap (Cont') Based on (3) & (31), we can compute E W W 5 n1 as
which implies Condition (30) since E W 5 n1 < 52.
Example 4. The Polya-Eggenberger Bootstrap (Cont')
Following similar analysis in double bootstrap and (4), we have
We can verify (30) 
where the formula for calculating ED p n1 is given in Page 96 of [10] . Example 5. The Multivariate Hypergeometric Bootstrap (Cont') According to (5) and Page 96 of [10] , we have
where a n,K (r) = n (r) K (r) /(nK) (r) . Since a n,K (r) < K (r) , we can show lim sup n→∞ E W W 5 n1 < ∞.
Cox Regression Model with Right Censored Data
We use the following Cox regression model to illustrate the practicality of the stated conditions M1 -M3. Indeed, the advantages of using bootstrap inferences in this model were considered in the literature, e.g., [7] . In the Cox regression model, the hazard function of the survival time T of a subject with covariate Z is modelled as:
where λ is an unspecified baseline hazard function and θ is a regression vector. In this model, we are usually interested in θ while treating the cumulative hazard function η(y) = y 0 λ(t)dt as the nuisance parameter. With right censoring of survival time, the data observed is X = (Y, δ, Z), where Y = T ∧ C, C is a censoring time, δ = I{T ≤ C}, and Z is a regression covariate belonging to a compact set Z ⊂ R d . We assume that C is independent of T given Z. The log-likelihood is thus
where η{y} = η(y) − η(y−) is a point mass that denotes the jump of η at point y. The parameter space H is restricted to a set of nondecreasing cadlag functions on the interval [0, τ ] with η(τ ) ≤ M for some constant M . It is well known that the MLE θ is semiparametric efficient with the asymptotic variance obtained in [2] :
where the efficient information matrix I 0 is computed via the efficient score function
The negative second derivative of the partial likelihood can be used to estimate Σ −1 . This is a special case of the observed profile information defined as the negative second numerical derivative of the profile likelihood; see [19] . In general, this approach requires a careful choice of the step size and crucially depends on the curvature structure of the profile likelihood which may not behave well under small sample. Cheng and Huang (2010) have shown that the exchangeably weighted bootstrap is consistent in estimating the limiting distribution of θ. Below, we will verify that Conditions M1 -M3 hold for this model such that the bootstrap is also consistent for estimating Σ. Since the true value (θ 0 , η 0 ) is the maximizer of (θ, η) → P X m(θ, η) (under certain identifiability condition), it is not difficult to verify Condition M1 by defining d(η, η 0 ) = η − η 0 ∞ , where · ∞ denotes the supreme norm. The convergence rates of η ( η * ) is established in Theorem 3.1 of [19] (Theorem 2 of [6] ), i.e.,
Thus, we have verified Condition M3. To verify (10) in M2, we apply the first approach by showing (13) & (14) . Note that the class of bounded monotone functions, e.g., η(y) and η(y−), is VC-hull class. Considering the form of m(θ, η) (writing η{y} = η(y) − η(y−)), we know that (13) is satisfied by the stability property of the BUEI function class, i.e., Lemma 9.14 of [13] . Note that (14) trivially holds since we can show (15) with M (x) as some finite constant due to the compactness of Z and H. This also justifies N δ L p ′ (P X ) < ∞. Thus, (11) holds according to Appendix A.5.
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Appendix
For simplicity, we denote f Q,r as the L r (Q)-norm of the function f . Let T * n be a random vector composed of (X 1 , . . . , X n ) and (W n1 , . . . , W nn ). According to [8] , we say that the conditional distribution of T * n given X n converges weakly to some fixed distribution T in P X -probability, denoted as "T * n =⇒ T ", if
where BL 1 is the class of Lispchitz functions bounded by 1 and with Lipschitz norm 1.
A.1. Proof of Theorem 1
Chose some p ′′ satisfying p < p ′′ < p ′ . According to Lemma 1, it suffices to show that
The latter result is a special case of the former since we may take W ni = 1 a.s. for i = 1, . . . , n. To show the former, it suffices to show
To show (A.2), we need to partition the parameter space Θ × H into "shells" S j,n , i.e., with j ranging over integers, and then bound the probability of each shell under Conditions M1-M2. For any fixed j 0 > 0, we have
where the last inequality follows from Condition M1. By the decomposition that (P * n − P X )f = n −1/2 (G * n + G n )f , we can further bound the second term in the above by
The first inequality follows from Markov's inequality and Condition M2. Now, we can conclude that
since we assume that p ′′ < p ′ . This concludes the proof.
A.2. Conditional Slutsky's Lemma
Let T * n and C n be random vectors composed of (X 1 , . . . , X n ) and (W n1 , . . . , W nn ), and (X 1 , . . . , X n ), respectively. If T * n =⇒ T and C n P X −→ C for some vector C, then we have
, where the vector C in (i) must be of the same dimension as T and C in (ii) & (iii) can be a matrix.
Proof: Without loss of generality, we assume C to be a vector. If C is a matrix, the conclusions in (ii) and (iii) are still valid since the matrix multiplication and matrix inversion are both continuous operations. We first show the conditional weak convergence (T n , C n ) =⇒ (T, C), and then apply the conditional version of the continuous mapping Theorem, i.e., Theorem 10.8 in [13] , to conclude the proof. We first show the following result:
where U * n and V * n are random vectors composed of (X 1 , . . . , X n ) and (W n1 , . . . , W nn ). For any f ∈ BL 1 , we have
for every ǫ > 0. The first term in the right hand side of (A.4) can be made arbitrarily small by choice of ǫ while the second term converges to zero in P X -probability as n → ∞. Thus, we claim
Considering the definition (A.1) and U * n =⇒ U , we complete the proof of (A.3). According to (A.3), it suffices to show (
It is easy to show that for every bounded Lipschitz function (x, y) → f (x, y), the function x → f (x, c) is also bounded and Lipschitz continuous. Thus, if T * n =⇒ T , then we have
Again, an application of (A.1) completes the whole proof.
A.3. An Inequality for · 2,1 -norm
For any Y > 0 and r > 2, we have
where Y r = (EY r ) 1/r . Proof: The first inequality is established as follows:
by Markov's inequality. For the second inequality, we have
for any a > 0. It is easy to show that the minimal of U (a) is just [r/(r − 2)] Y r when a = Y r . This completes the proof of the second inequality in (A.5). 
with values in ℓ ∞ (F n ), and write · n = sup f ∈Fn |Z ni (f )|. It is assumed that Z ni 's are independent of W n . Then for any n 0 such that 1 ≤ n 0 < ∞ and any n > n 0 , the following inequality holds for any p ≥ 1:
Proof: This Lemma generalizes the results in Lemma 4.1 of [28] where p = 1. By the triangle inequality, we have
The first term in the above is trivially bounded by
Denote W n(i) as the ith ordered values of W ni , i.e.,
W n(i) Z ni n P XW ,p since W n is assumed to be exchangeable and P ∞ X is permutation invariant. We write the second term as the following telescoping sum,
where T i ≡ i −1/2 i j=n 0 +1 Z nj and W n(n+1) ≡ 0. Thus, we obtain that
Recalling the definition of T i , it remains to show
By some algebra, the left hand side of (A.7) can be re-written as which is bounded by
based on the Jensen's inequality. This completes the whole proof.
A.5. Verification of Condition (11) Suppose that the L p ′ maximal inequality (10) and bootstrap weight condition (18) hold. If N δ P X ,p ′ < ∞, then we have Condition (11) for each p ′ ≥ 1. Proof: We first apply the symmetrization argument to show
Note that
by Condition W2. Let W ′ n = (W ′ n1 , . . . , W ′ nn ) be exchangeable bootstrap weights generated from P W ′ , an independent copy of P W . The bootstrap weight conditions W 1 and W 2 imply that E W ′ W ′ ni = 1 for i = 1, . . . , n. Then, we have
based on the Jensen's inequality and the reverse Fatou's Lemma. In the end, a typical application of the symmetrization argument and Minkowski's inequality concludes (A.8).
To further bound the right hand side of (A.8), we next apply the L p multiplier inequality (A.6) with Z ni = (δ X i − P X ) and F n = N δ . This gives, due to Condition W3, for any 1 ≤ n 0 < ∞ and n > n 0 . For the last term in the above, we can bound it by max n 0 <i≤n
by the triangular inequality. In addition, we can bound Z n1 N δ P X ,p ′ as Z n1 N δ P X ,p ′ = δ X 1 − P X N δ P X ,p ′ ≤ δ X 1 N δ P X ,p ′ + P X N δ P X ,p ′ ≤ 2 N δ P X ,p ′ due to the reverse Fatou's Lemma. Thus, we obtain that
Considering Condition (18) Since N δ P X ,p ′ is assumed to be finite, the above term I converges to zero, and thus is smaller than arbitrary δ > 0 for sufficiently large n. For any positive r.v. Y , it is easy to prove that
The Lévy's inequality, i.e., Proposition A.1.2 in [26] , implies that
Thus, we have that II ≤ 2 1/p ′ G n N δ P X ,p ′ . This concludes the whole proof.
