It is well-known that random groups with at least as many relators as generators have vanishing first betti number with high probability. In this paper we extend this question and study maps from few-relators random groups to infinite virtually abelian groups.
Introduction
There is no especially natural probability distribution on the class of groups, and accordingly no totally natural definition of what a 'random group' should be. In consequence many models of 'random groups' are studied, most of which should really be termed 'random finite presentations'. One common choice is to fix a free group F of rank at least two and randomly choose a certain number of reduced words ρ(l) of length l in F to be the relators of a 'random group' G l . Other possibilities include models where relators are chosen to be cyclically reduced; where random elements of the free group of length at most l are chosen; and where relators are all chosen to be of length 3, but the number of generators of the group is permitted to grow (the triangular model exploited byŻuk [Żuk03] ). Ollivier [Oll05] has written an excellent introduction to the subject.
Let us set up the notation for the present paper. Let n > 1 be an integer and let F = F (X) be the free group on a set of n generators X = {x 1 , . . . , x n }. For l ∈ N let S l = S l (X) be the set of reduced words of length l in the alphabet X. Let R l be a subset of S l formed by randomly choosing ρ(l) elements of S l uniformly, independently and allowing repetitions, where ρ(l) is some function of l. The 'random group' G l = X|R l satisfies a property P of groups asymptotically almost surely (a. a. s.) if P(G l satisfies P ) → 1 as l → ∞.
Corresponding to different choices of ρ(l) one obtains models of groups with different asymptotic properties. The most important choices are the few relators model(s) introduced by Arzhantseva and Ol'shanskii [AO96] , in which ρ(l) is some constant; and the Gromov density model(s), in which ρ(l) = ⌊|S l | d ⌋ for some 'density' d ∈ (0, 1) [Gro93, Chapter 9] . The few relators model is sometimes regarded as the 'd = 0 case' of the density model; Kapovich and Schupp [KS08] discuss the relationship between these two models in more detail.
There is a well-known result that a random group on n generators with n relators a. a. s. does not admit a surjection to Z, which may be thought of as follows. The relators in R l give a family of elements in the abelianisation Z of the free group F , which become 'well spread out' and therefore 'generic' as the length l of the relators grows. Therefore one expects that ρ(l) = n relators should generate a finite index subgroup of Z n with high probability, in which case G l cannot map to Z in a non-trivial way.
We will use this approach to study maps to Z from subgroups H l of G l with a (bounded) finite index. Intuitively one should consider an appropriate finite index subgroup H of the free group F , abelianise H and consider the probability that (H ∩ R l ) ab has finite index in H ab , and hence forbids any map H → Z descending to a map from H l to Z. Again the sentiment should be that the relators become spread out sufficiently evenly to force this to happen once the number of relators is sufficiently large. The main result will be the following theorem.
Theorem 6. For all M there exists a constant c(M ) such that, for any infinite group G having an abelian normal subgroup of index at most M ,
To give an indication of scale, a somewhat generous upper bound for c(M ) is c(M ) ≤ M n.
We point out that a finite index subgroup of a random group G l (if any finite index subgroups exist at all) is not generally a 'random group' in the same sense as the overgroup G l , so that this result is not an immediate consequence of the classical result that random groups do not surject to Z.
Note that there is some flexibility in the statement of this theorem. By factoring out torsion, it suffices to address the case when G has a torsion-free abelian group of index at most M . There are only finitely many n-genrated groups of this type, so we may equivalently give the conclusion of the theorem as
where A M is the class of infinite groups with an abelian group of index at most M . One somewhat heavy-handed way to capture rigorously the sentiment that n relators in Z n become 'well spread out' would be to use a Central Limit Theorem to argue that the distribution becomes approximately multivariate normal [FvdH13] , and thus to argue that n points in this distribution are generically a basis.
In this paper we do not use that viewpoint; instead our analysis is based on studying a certain notion of non-backtracking random walks from the point of view of Markov processes to control the limiting behaviour of the relators. This approach works best on finite state spaces, so instead of maps to Z we will consider maps to finite cyclic groups F q for arbitraily large primes q.
• Let G be a group, let X be a set and let X → G be a function. For a word w in the alphabet X ∪ X −1 we write w = G g to mean 'the word w evaluates to g ∈ G under the natural map F (X) → G'.
Non-backtracking Random Walks
One subtlety in the formation of random reduced words in a free group is that each letter is not independent of the previous letters, as no letter can follow its inverse. We will manufacture a Markov process from the formation of reduced words by enlarging the state space to include a marker for the last letter added.
Let G be a group, let X = {x 1 , . . . , x n } be a set of size n ≥ 2 and fix some function X → G. We will tacitly identify the x i with their images in G. Let Ω be the space G × {±1, ±2, . . . , ±n}. We will denote an element of Ω by (g, ǫi) where g ∈ G, ǫ = ±1 and i ∈ {1, . . . , n}.
A non-backtracking random walk on (G, X) is a Markov process X l on the space Ω, where
for some positive constants α ǫ ′ j,ǫi such that
and where the initial distribution X 1 is of the form
for positive constants β ǫi such that β ǫi = 1. We will largely be concerned with the limiting behaviour of these processes for finite groups G, and the exact value of the constants α •• and β • will not be especially important. In the cases actually used in this paper-the 'unbiased non-backtracking random walk'-one has α •,• = 1/(2n − 1) and β • = 1/2n.
Note that the transition matrix of X l is invariant under the left-multiplication action of G. We may consider Ω to be a directed graph with an edge from (h, ǫ ′ j) to (g, ǫi) if and only if
Observe that paths in Ω from (h, ǫ ′ j) to (g, ǫi) correspond to reduced words w in F = F (X) whose final letter is x ǫ i and whose first letter is different from x −ǫ ′ j , and which evaluate to h −1 g in G.
In particular loops based at (g, ǫi) in Ω correspond exactly to cyclically reduced words in F whose last letter is x ǫ i and which evaluate to 1 in G.
Define the associated 'summed process' X l via the projection Ω → G, so that
Then the probability that a random reduced word of length l in F evaluates to g in G is precisely P(X l = g).
Note that X l is not Markov, but will inherit good limiting properties from X l . Specifically, if X l converges to some stationary distribution on Ω, then X l also converges to a limiting 'stationary' distribution-which must be the uniform distribution on G by left-invariance.
Remark. The reader should note that the nomenclature 'non-backtracking random walk on (G, X)' may be slightly inaccurate in some cases-specifically if
More generally, if several generators (or their inverses) happen to be equal in G then the walk X l on G could also backtrack. However, except in this situation, we would indeed have a non-backtracking random walk on the Cayley (multi)graph of (G, X) and it seems churlish to introduce a new name to acccount for this somewhat degenerate case.
Lemma 1. The Markov process X l is irreducible if and only if G is generated by the x i , but is not a free group freely generated by the x i .
Proof. Irreducibility of X l is equivalent to the statement that for any g ∈ G and any
there exists a non-trivial reduced word w ∈ F = F (X) which begins with a letter not equal to x −ǫ ′ j , ends with x ǫ i , and evaluates to g in G. This immediately forces G to be generated by the x i and the case g = 1 shows that G cannot be freely generated by X.
Conversely, suppose that G is generated but not freely generated by the x i . By hypothesis there is some reduced word r in F such that r = G 1. We may construct for each ǫi a reduced word r ǫi = G 1 which has first letter equal to x −ǫ i and final letter equal to x ǫ i . Any word
evaluates to 1, and for m sufficiently large (for example, for m at least the length of r) reducing such a word gives an r ǫi with the specified initial and terminal letters. Now take g ∈ G and
Since the x i generate G there is a reduced word w in F such that w = G g. If the final letter of w is not x ǫ i , then replace w by the reduced word wr ǫi . If the first letter of this new w is x −ǫ ′ j , take k = j and replace w by the reduced word r +k w. This new w gives a path in Ω from (1, ǫ ′ j) to (g, ǫi) and exhibits irreducibility.
Lemma 2. Suppose that X l is irreducible. Then the period of X l is either 1 or 2.
Proof. By irreducibility, there is a non-trivial reduced word w in F of length l which gives a path in Ω from (1, +1) to (1, +1)-that is, the first letter x ǫ s of w is not x −1 1 and the last letter is x 1 . Then w 3 is a path in Ω from (1, +1) to (1, +1) of length 3l. Consider the following two cases.
If s = 1, so that w begins and ends with x 1 , then the reduced word wx 2 wx −1 2 w gives a loop of length 3l + 2 in Ω. Hence the period of X l divides both 3l and 3l + 2, hence is at most 2. 
It only remains to show that x 1 ∈ H is impossible. Suppose x 1 ∈ H and consider a reduced word w of even length 2l in F n evaluating to x 1 in G. By reducing and cyclically reducing x −1 1 w we find an odd-length loop in Ω, which is forbidden since the period of X l is 2.
Note that the subgroup H in the above lemma is unique: if H 1 and H 2 are index 2 subgroups of G such that no x i lies in H 1 ∪ H 2 , then the image of the natural quotient map G → G/H 1 × G/H 2 has order 2, so that
Lemma 4. Suppose X l is irreducible and has period 2, and let H be the subgroup from the previous lemma. Consider the processes Y l = X 2l+2 and Z l = X 2l+1 on Ω. Then Y l is an irreducible aperiodic Markov process on Ω H = H × {±1, ±2, . . . , ±n} and Z l is an irreducible aperiodic Markov process on Ω ′ H = (G H) × {±1, ±2, . . . , ±n}. Proof. By the definition of the initial distribution of X l , we find that Y l lies in Ω H for all l and Z l lies in Ω ′ H for all l. Irreducibility of Y l is the statement that any two points in Ω H are connected in Ω by an even length path-but they are connected by some path by irreducibility of X l , and any odd length path must, by definition of H, connect a point in Ω H to Ω ′ H or vice versa. Hence Y l is irreducible. Similarly Z l is irreducible.
Finally note that the transition matrices for Y l and Z l are identical, so they have the same period. But the period of X l is, by definition, twice the greatest common divisor of these two periods. Hence Y l and Z l are aperiodic and the lemma is complete.
Theorem 5. Let G be a finite group, let X = {x 1 , . . . , x n } be a set of size n ≥ 2 and fix a function X → G. Suppose G is generated by X and consider a nonbacktracking random walk X l on (G, X). If X l is aperiodic then X l converges (in distribution) to the uniform distribution on G. Otherwise there exists an index 2 subgroup H of G with x i / ∈ H for all i such that X 2l converges to the uniform distribution on H and X 2l+1 converges to the uniform distribution on G H.
Proof. Given the previous results, we find by the standard theory of Markov chains that the processes in the theorem converge to some stationary distributions. It remains to note that these are uniform on the required sets.
When X l is aperiodic, it converges to the unique stationary distribution π (g,ǫi) on Ω defined by the relation
where the p (h,ǫ ′ j), (g,ǫi) are the transition probabilities
These transition probabilities are left G-invariant by definition, hence for any g 0 ∈ G the translated distribution g 0 · π (g,ǫi) = π (g0g,ǫi) also satisfies the above condition, and hence equals π-that is, the stationary distribution of X l on Ω is G-invariant. Hence the limiting distribution of X l on G is also G-invariant, and hence uniform. The uniformity of Y l and Z l on the given sets follows similarly, given the fact that the two-step transition probabilities are also G-invariant.
Virtually abelian quotients
We will now study the maps to virtually abelian groups in the few relators model of random groups, with the following goal in mind.
Theorem 6. For all M ∈ N there exists a constant c(M ) such that, for any infinite group G having an abelian normal subgroup of index at most M ,
Note one may remove the assumption of normality by replacing the constant c(M ) by c(M !), as the normal core of a subgroup of index at most M has index at most M !.
Since there are only finitely many groups of a given order up to isomorphism, it suffices to fix a finite group J of order at most M and to prove the theorem for those G which are an extension of J by an infinite abelian group A. We may also without loss of generality assume that A is free abelian: the torsion subgroup of A is characteristic, hence is normal in G and may be factored out. Finally, since there are only finitely many maps from F to J, it suffices to consider maps to G which carry some fixed map f : F → J in the sense that the composition
We will approach the theorem by 'approximating' G using its finite quotients G/qA by the characteristic subgroups qA of A, where q is a large prime. We will place a bound on the limiting probability that G l admits a surjection to G/qA; allowing q to tend to infinity will then yield the result.
In the case when J is trivial, this bound would be obtained in the following manner: a map from G l to the F q -vector space A/qA exists precisely when the images of the relators R l in H 1 (F ; F q ) fail to generate H 1 (F ; F q ) ∼ = F n q . The fact that the distribution of the images of the relators becomes eventually uniform, combined with elementary estimates of the number of n-tuples which generate F n q , bounds the probability that G l can map to A/qA.
When J is non-trivial, we will follow a similar procedure: however the natural object to consider is no longer simply a vector space H 1 (F ; F q ). Instead we must consider H 1 (ker f ; F q ) with its natural conjugation action of F/ ker f = J. To study this J-module (that is, representation of J over F q ) we will appeal to some representation theory. In particular we will use the fact that this module is semisimple for q coprime to |J| to bound the number of tuples which generate H 1 (ker f ; F q ) over J.
Lemma 7. Take a finite group J and a surjection f : F → J. Let K be the kernel of f and let m = d F (K; Z) be the minimal number of generators of K ab as a J-module. Let q > |J| be a prime. Let E be an irreducible representation of J over the field F q and let G be an extension of groups
such that conjugation in G induces the given action of J on E.
Then for all ǫ > 0 there exists an L such that for l ≥ L,
for a random group G l having at least m relators.
Remark. The indefinite article in the phrase 'an extension of groups' above may in fact be replaced by a definite article-every such extension is isomorphic to the split extension E ⋊ J since |J| and |E| are coprime, so that H 2 (J, E) = 0.
Proof. Let K ′ = H 1 (K; F q ) be the modulo q abelianisation of K. The action of F on K by conjugation reduces to an action of J on K ′ , and by definition the rank of K ′ over J is at most m. By Maschke's Theorem [Kow14, Theorem 4.1.1] K ′ is a semisimple J-module. Let K ′ E be the E-isotypic component of K ′ , and let π E : K ′ → K ′ E be the projection map. Note that K ′ E is equal to a direct sum of at most m copies of E and that any J-linear map K ′ → E factors through π E . Suppose there exists a map φ : G l → G carrying f . Then f : F → J descends to a map G l → J, so the relators R l of G l lie in K. Furthermore the restriction of φ to a map K → E yields a non-trivial J-linear map K ′ → E which vanishes on the image of R l in K ′ . It follows that π E (R l ) does not generate K ′ E as a J-module. (Conversely if the relators lie in K but do not generate K ′ E , then they lie in some direct summand of K ′ E so there is a surjection from G l to the extension G of J by E.)
Now consider the short exact sequence
where H is the quotient of F/[K, K]K q by ker π E . Forming reduced words in F now gives a non-backtracking random walk X l on (H, X). By Theorem 5, if X l is aperiodic then the summed process X l converges to the uniform distribution. So, for all ǫ > 0, there exists L such that for l ≥ L we have
Now take m instances X (i) l of this process corresponding to the first m relators of G l . We have
where the final line uses the formula
On the other hand, if X l has period 2 then by Theorem 5 there is some index 2 subgroup J ′ of J such that X l ∈ J ′ if and only if l is even; and the distribution of X 2l converges to the uniform distribution on J ′ . Note that K ′ E ⊆ J ′ . The probability that there exists a map G l ։ G carrying H is now zero when l is odd; and when l is even we may perform essentially the same calculation as above, but with |J| replaced by |J ′ | = |J|/2.
Proposition 8. Take a finite group J and a surjection f : F → J. Let K be the kernel of f and let m = d F (K; Z). Let G be an extension of groups
such that A is a (non-trivial) free abelian group. Then
Proof. Suppose the contrary, so that there exist a δ > 0 and an infinite sequence (l k ) k≥1 such that for all k,
Now, if such a map φ : G l k → G exists, then for all primes q > |J| there exists a map G l k ։ G/qA. Furthermore A/qA is a semisimple J-module by Maschke's theorem, hence there is an irreducible J-module E and a quotient group G E of G/qA which is an extension of J by E. Taking l k sufficiently large, we may apply the previous lemma for ǫ = 1/2. Then for each q we have, for some l k sufficiently large, We note the following equivalent characterisation of Theorem 6. Proof. Whenever G l admits such a subgroup H we may consider the normal core H ′ of H in G l , which has index at most M ! in G l and admits a surjection to Z. Then G l admits a surjection to an infinite subgroup of the wreath product Z ≀ (G l /H ′ ), which has an abelian normal subgroup of index at most M !. Applying Theorem 6 with c ′ (M ) = c(M !) relators gives the result.
It is interesting to compare this to other results concerning random groups. Theorem 6, concerning constant numbers of relators, tends to suggest to the unwary that in a model with many relators-for example in the density model at density d-one could expect or hope that every finite index subgroup has first betti number zero. This is however false in full generality: random groups at density d < 1/6 are known to be hyperbolic and to act freely and cocompactly on CAT(0) cube complexes [OW11] , hence are virtually special [Ago13] and certainly have positive virtual first betti number. At densities d > 1/3,Żuk's theorem [Żuk03, KK13] applies and random groups have property (T), hence have virtual first betti number zero. It appears to be unknown where the phase transition lies.
