Introduction {#s1}
============

The patterns of cortical activity evoked by sensory stimuli provide the internal representation of the outside world that underlies perception. However, these patterns are driven not only by sensory inputs, but also by the intrinsic dynamics of the underlying cortical network. These dynamics can create correlations in the activity of neuronal populations with important consequences for coding and computation ([@bib93]; [@bib1]; [@bib3]). The correlations between pairs of neurons have been studied extensively ([@bib16]; [@bib28]; [@bib3]), and recent studies have demonstrated that they are driven by dynamics involving coordinated, large-scale fluctuations in the activity of many cortical neurons ([@bib85]; [@bib72]; [@bib70]). Inactivation of the cortical circuit suppresses these synchronized fluctuations at the level of the membrane potential, in both awake and anesthetized animals, suggesting that this synchronization is cortical in origin ([@bib18]). Importantly, the nature of these dynamics and the correlations that they create are dependent on the state of the underlying network; it has been shown that various factors modulate the strength of correlations, such as anesthesia ([@bib40]; [@bib91]; [@bib20]), attention ([@bib17]; [@bib64]; [@bib8]), locomotion ([@bib90]; [@bib30]), and alertness ([@bib101]; [@bib62]). In light of these findings, it is critical that we develop a deeper understanding of the origin and coding consequences of correlations at the biophysical network level.

While a number of modeling studies have explored the impact of correlations on sensory coding ([@bib93]; [@bib24]; [@bib3]; [@bib79]; [@bib29]; [@bib67]), there have been few efforts to identify their biophysical origin; the standard assumption that correlations arise from common input noise ([@bib24]; [@bib26]; [@bib56]) simply pushes the correlations from spiking to the membrane voltage without providing insight into their genesis. Models that use external noise to create correlations have been used in theoretical investigations of how network dynamics can transform correlations ([@bib26]), but no physiological source for the external noise used in these models has yet been identified. However, no external noise is needed to generate the correlated activity that is observed in vivo; in vitro experimental studies have shown that cortical networks are capable of generating large-scale fluctuations intrinsically ([@bib88]; [@bib89]), and in vivo results suggest that the majority of cortical fluctuations arise locally ([@bib18]; [@bib94]). If the major source of the correlations in cortical networks is, in fact, internal, then the network features that control these correlations may be different from those that control correlations in model networks with external noise.

We demonstrate that network models with intrinsic variability are indeed capable of reproducing the wide variety of activity patterns that are observed in vivo, and then proceed to use a large number of multi-neuron recordings and a model-based analysis to investigate the mechanisms that control intrinsically generated-noise correlations. For our results to provide direct insights into physiological mechanisms, we required a model with several properties: (1) the model must be able to internally generate the complex intrinsic dynamics of cortical networks, (2) it must be possible to fit the model parameters directly to spiking activity from individual multi-neuron recordings, and (3) the model must be biophysically interpretable and enable predictions that can be tested experimentally. No existing model satisfies all of these criteria; the only network models that have been fit directly to multi-neuron recordings have relied on either abstract dynamical systems ([@bib23]) or probabilistic frameworks in which variability is modelled as stochastic and correlated variability arises through abstract latent variables whose origin is assumed to lie either in unspecified circuit processes ([@bib27]; [@bib57]; [@bib73]; [@bib79]) or elsewhere in the brain ([@bib36]; [@bib24]). While these models are able to accurately reproduce many features of cortical activity and provide valuable summaries of the phenomenological and computational properties of cortical networks, their parameters are difficult to interpret at a biophysical level.

One alternative to these abstract stochastic models is a biophysical spiking network, ([@bib100]; [@bib2]; [@bib81]; [@bib52]; [@bib106]). These networks can be designed to have interpretable parameters, but have not been shown to internally generate large-scale fluctuations and noise correlations of the kind routinely seen in multi-neuron recordings. Networks with structured connectivity have been shown to generate correlated activity in small groups containing less than 5% of all neurons ([@bib52]), but not in the entire network. Furthermore, large-scale neural network models have not yet been fit directly to multi-neuron recordings and, thus, their use has been limited to attempts to explain qualitative features of cortical dynamics through manual tuning of network parameters. This inability to fit the networks directly to recordings has made it difficult to identify which of these network features, if any, play an important role in vivo. To overcome this limitation, we used a novel computational approach that allowed us to fit spiking networks directly to individual multi-neuron recordings. By taking advantage of the computational power of graphics processing units (GPUs), we were able to simulate the network with millions of different parameter values for 900 seconds each to find those that best reproduced the structure of the activity in a given recording.

We developed a novel biophysical spiking network with intrinsic variability and a small number of parameters that was able to capture the apparently doubly chaotic structure of cortical activity ([@bib13]). Previous models with intrinsic variability have been successful in capturing both the microscopic trial-to-trial variability in spike timing and long-timescale fluctuations in spike rate in individual neurons ([@bib100]; [@bib2]; [@bib102]), but none of these models have been able to capture the coordinated, large-scale fluctuations that are shared across neurons. By combining spike-frequency adaptation ([@bib25]; [@bib48]) with high excitatory connectivity, our network is able to generate intrinsic global fluctuations that are of variable duration, arise at random times, and do not necessarily phase-lock to external input, thus creating noise correlations in evoked responses. This correlated intrinsic variability distinguishes our model from previous rate or spiking network models ([@bib77]; [@bib81]; [@bib106]; [@bib26]), as well as from phenomenological dynamical systems ([@bib57]; [@bib73]), all of which create noise correlations by injecting common noise into all neurons, an approach which, by construction, provides little insight into the biophysical mechanisms that generate the noise ([@bib26]).

To gain insight into the mechanisms that control noise correlations in vivo, we took the following approach: (1) we assembled multi-neuron recordings from different species, sensory modalities, and behavioral states to obtain a representative sample of cortical dynamics; (2) we generated activity from the network model to understand how each of its parameters controls its dynamics, and we verified that it was able to produce a variety of spike patterns that were qualitatively similar to those observed in vivo; (3) we fit the model network directly to the spontaneous activity in each of our recordings, and we verified that the spike patterns generated by the network quantitatively matched those in each recording; (4) we examined responses to sensory stimuli to determine which of the model parameters could account for the differences in noise correlations across recordings -- the results of this analysis identified the strength of feedback inhibition as a key parameter and predicted that the activity of inhibitory interneurons should vary inversely with the strength of noise correlations; (5) we confirmed this prediction through additional analysis of our recordings showing that the activity of putative inhibitory neurons is increased during periods of cortical desynchronization with weak noise correlations in both awake and anesthetized animals; (6) we repeated all of the above analyses in recordings from mice during periods of locomotion to show that our results also apply to the cortical state transitions that are induced by natural behavior. Our results suggest that weak inhibition allows activity to be dominated by coordinated, large-scale fluctuations that cause the state of the network to vary over time and, thus, create variability in the responses to successive stimuli that is correlated across neurons. In contrast, when inhibition is strong, these fluctuations are suppressed and the network state remains constant over time, allowing the network to respond reliably to successive stimuli and eliminating noise correlations.

Results {#s2}
=======

Cortical networks exhibit a wide variety of intrinsic dynamics {#s2-1}
--------------------------------------------------------------

To obtain a representative sample of cortical activity patterns, we collected multi-neuron recordings from different species (mouse, gerbil, or rat), sensory modalities (A1 or V1), and behavioral states (awake or under one of several anesthetic agents). We compiled recordings from a total of 59 multi-neuron populations across six unique recording types (i.e. species/modality/state combinations; see [Supplementary file 1](#SD1-data){ref-type="supplementary-material"}). The spontaneous activity in different recordings exhibited striking differences not only in overall activity level, but also in the spatial and temporal structure of activity patterns; while concerted, large-scale fluctuations were prominent in some recordings, they were nearly absent in others ([Figure 1a](#fig1){ref-type="fig"}). In general, large-scale fluctuations were weak in awake animals and strong under anesthesia, but this was not always the case (see further examples in Figure 3 and summary statistics for each recording in [Figure 1---figure supplement 1](#fig1s1){ref-type="fig"}).10.7554/eLife.19695.003Figure 1.Cortical networks exhibit a wide variety of intrinsic dynamics.(a) Multi-neuron raster plots showing examples of a short segment of spontaneous activity from each of our recording types. Each row in each plot represents the spiking of one single unit. Note that recordings made under urethane were separated into two different recording types, synchronized (sync) and desynchronized (desync), as described in the Materials and methods. (**b**) The autocorrelation function of the multi-unit activity (MUA, the summed spiking of all neurons in the population in 15 ms time bins) for each example recording. The timescale of the autocorrelation function (the autocorr decay) was measured by fitting an exponential function to its envelope as indicated. (**c**) The values of the MUA across time bins sorted in ascending order. The percentage of time bins with zero spikes (the '% silence') is indicated. (**d**) Scatter plots showing all possible pairwise combinations of the summary statistics for each recording. Each point represents the values for one recording. Colors correspond to recording types as in (**a**). The recordings shown in (**a**) are denoted by open circles. The best fit line and the fraction of the variance that it explained are indicated on each plot. Spearman rank correlation p-values for each plot (from left to right, top to bottom) are as follows: $p < 0.05,p < 10^{- 4},p < 10^{- 5},p < 10^{- 2},p = 0.447,p < 0.05$. (**e**) The percent of the variance in the summary statistics across recordings that is explained by each principal component of the values.**DOI:** [http://dx.doi.org/10.7554/eLife.19695.003](10.7554/eLife.19695.003)10.7554/eLife.19695.004Figure 1---figure supplement 1.Statistics for all fits.We fit the model to three statistics: (1) the autocorrelation function of the multi-unit activity (MUA, the summed spiking of all neurons in the population in 15 ms time bins), (2) the values of the MUA across time bins sorted in ascending order, and (3) the mean pairwise correlations across all pairs of neurons (in 15 ms time bins). The statistics for all 59 recordings are shown here in color. The model was fit to each of these recordings and the statistics of the activity generated by the model are shown in black.**DOI:** [http://dx.doi.org/10.7554/eLife.19695.004](10.7554/eLife.19695.004)

The magnitude and frequency of the large-scale fluctuations in each recording were reflected in the autocorrelation function of the multi-unit activity (MUA, the summed spiking of all neurons in the population in 15 ms time bins). The autocorrelation function of the MUA decayed quickly to zero for recordings with weak large-scale fluctuations, but had oscillations that decayed slowly for recordings with stronger fluctuations ([Figure 1b](#fig1){ref-type="fig"}). The activity patterns in recordings with strong large-scale fluctuations were characterized by clear transitions between up states, where most of the population was active, and down states, where the entire population was silent. These up and down state dynamics were reflected in the distribution of the MUA across time bins; recordings with strong large-scale fluctuations had a large percentage of time bins with zero spikes ([Figure 1c](#fig1){ref-type="fig"}).

To summarize the statistical structure of the activity patterns in each recording, we measured four quantities. We used mean spike rate to describe the overall level of activity, mean pairwise correlations to describe the spatial structure of the activity patterns, and two different measures to describe the temporal structure of the activity patterns -- the decay time of the autocorrelation function of the MUA, and the percentage of MUA time bins with zero spikes. While there were some dependencies in the values of these quantities across different recordings ([Figure 1d](#fig1){ref-type="fig"}), there was also considerable scatter both within and across recording types. This scatter suggests that there is no single dimension in the space of cortical dynamics along which the overall level of activity and the spatial and temporal structure of the activity patterns all covary, but rather that cortical dynamics span a multi-dimensional continuum ([@bib40]). This was confirmed by principal component analysis; even in the already reduced space described by our summary statistics, three principal components were required to account for the differences in spike patterns across recordings ([Figure 1e](#fig1){ref-type="fig"}).

A deterministic spiking network model of cortical activity {#s2-2}
----------------------------------------------------------

To investigate the network-level mechanisms that control cortical dynamics, we developed a biophysically-interpretable model that was capable of reproducing the wide range of activity patterns observed in vivo. We constructed a minimal deterministic network of excitatory spiking integrate-and-fire neurons with non-selective feedback inhibition and single-neuron adaptation currents ([Figure 2a](#fig2){ref-type="fig"}). Each neuron receives constant tonic input, and the neurons are connected randomly and sparsely with 5% probability. The neurons are also coupled indirectly through global, supralinear inhibitory feedback driven by the spiking of the entire network ([@bib83]), reflecting the near-complete interconnectivity between pyramidal neurons and interneurons in local populations ([@bib41]; [@bib31]; [@bib75]). The supralinearity of the inhibitory feedback is a critical feature of the network, as it shifts the balance of excitation and inhibition in favor of inhibition when the network is strongly driven, as has been observed in awake animals ([@bib38]).10.7554/eLife.19695.005Figure 2.A deterministic spiking network model of cortical activity.(**a**) A schematic diagram of our deterministic spiking network model. An example of a short segment of the intracellular voltage of a model neuron is also shown, along with the corresponding excitatory, inhibitory and adaptation currents. (**b**) An example of macroscopic variability in cortical recordings and network simulations. The top two multi-neuron raster plots show spontaneous activity generated by the model. By adding a very small perturbation, in this case one spike added to a single neuron, the subsequent activity patterns of the network can change dramatically. The middle traces show the intracellular voltage of the model neuron to which the spike was added. The bottom two raster plots show a similar phenomenon observed in vivo. Two segments of activity extracted from different periods during the same recording were similar for three seconds, but then immediately diverged. (**c**) The autocorrelation function of the MUA measured from network simulations with different model parameter values. Each column shows the changes in the autocorrelation function as the value of one model parameter is changed while all others are held fixed. The fixed values used were ${w_{I} = 0.22},{{w_{A} = 0.80},{{w_{E} = 4.50},{{b_{1} = 0.03},{b_{0} = 0.013}}}}$. (**d**) The summary statistics measured from network simulations with different model parameter values. Each line shows the changes in the indicated summary statistic as one model parameter is changed while all others are held fixed. Fixed values were as in panel **c**.**DOI:** [http://dx.doi.org/10.7554/eLife.19695.005](10.7554/eLife.19695.005)10.7554/eLife.19695.006Figure 2---figure supplement 1.Model networks with long timescales and structured architecture.The noise correlations are plotted as a function of the strength of feedback inhibition. Both the multi-timescale network and the clustered network produced deterministic intrinsic correlated variability in response to the IC-derived external input (as in [Figure 4](#fig4){ref-type="fig"}). This variability was quenched as inhibitory feedback was increased. The details of the networks are given in the Materials and methods.**DOI:** [http://dx.doi.org/10.7554/eLife.19695.006](10.7554/eLife.19695.006)

The model has five free parameters: three controlling the average strength of excitatory connectivity, the strength of inhibitory feedback, and the strength of adaptation, respectively, and two controlling the strength of the tonic input to each neuron, which is chosen from an exponential distribution. The timescales that control the decay of the excitatory, inhibitory and adaptation currents are fixed at 5.10 ms, 3.75 ms and 375 ms, respectively. (These timescales have been chosen based on the physiologically known timescales of AMPA, GABA$_{\text{A}}$, and the calcium-dependent afterhyperpolarizing current. We also verified that the qualitative nature of our results did not change when we included slow conductances or clustered connectivity; see [Figure 2---figure supplement 1](#fig2s1){ref-type="fig"}.)

Note that no external noise input is required to generate variable activity; population-wide fluctuations over hundreds of milliseconds are generated when the slow adaptation currents synchronize across neurons to maintain a similar state of adaptation throughout the entire network, which, in turn, results in coordinated spiking ([@bib48]; [@bib25]). The variability in the model arises through chaotic amplification of small changes in initial conditions or small perturbations to the network that cause independent simulations to diverge. In some parameter regimes, the instability of the network is such that the structure of the spike patterns generated by the model is sensitive to changes in the spike times of individual neurons. In fact, a single spike added randomly to a single neuron during simulated activity is capable of changing the time course of large-scale fluctuations, in some cases triggering immediate population-wide spiking ([Figure 2b](#fig2){ref-type="fig"}, top rows). Similar phenomena have been observed in vivo previously ([@bib54]) and were also evident in our recordings when comparing different extracts of cortical activity; spike patterns that were similar for several seconds often then began to diverge almost immediately ([Figure 2b](#fig2){ref-type="fig"}, bottom rows).

Multiple features of the network model can control its dynamics {#s2-3}
---------------------------------------------------------------

The dynamical regime of the network model is determined by the interactions between its different features. To determine the degree to which each feature of the network was capable of influencing the structure of its activity patterns, we analyzed the effects of varying the value of each model parameter. We started from a fixed set of parameter values and simulated activity while independently sweeping each parameter across a wide range of values. The results of these parameter sweeps clearly demonstrate that each of the five parameters can exert strong control over the dynamics of the network, as both the overall level of activity and the spatial and temporal structure of the patterns in simulated activity varied widely with changes in each parameter ([Figure 2c--d](#fig2){ref-type="fig"}).

With the set of fixed parameter values used for the parameter sweeps, the network is in a regime with slow, ongoing fluctuations between up and down states. In this regime, the amplification of a small perturbation results in a sustained, prolonged burst of activity (up state), which, in turn, drives a build-up of adaptation currents that ultimately silences the network for hundreds of milliseconds (down state) until the cycle repeats. These fluctuations can be suppressed by an increase in the strength of feedback inhibition, which eliminates slow fluctuations and shifts the network into a regime with weak, tonic spiking and weak correlations ([Figure 2c--d](#fig2){ref-type="fig"}, first column); in this regime, small perturbations are immediately offset by the strong inhibition and activity is returned to baseline. Strong inhibition also offsets externally-induced perturbations in balanced networks ([@bib81]), but in our model such perturbations are internally-generated and would result in runaway excitation in the absence of inhibitory stabilization. The fluctuations between up and down states can also be suppressed by decreasing adaptation ([Figure 2c--d](#fig2){ref-type="fig"}, second column); without adaptation currents to create slow, synchronous fluctuations across the network, neurons exhibit strong, tonic spiking.

The dynamics of the network can also be influenced by changes in the strength of the recurrent excitation or tonic input. Increasing the strength of excitation results in increased activity and stronger fluctuations, as inhibition is unable to compensate for the increased amplification of small perturbations ([Figure 2c--d](#fig2){ref-type="fig"}, third column). Increasing the spread or baseline level of tonic input also results in increased activity, but with suppression, rather than enhancement, of slow fluctuations ([Figure 2c--d](#fig2){ref-type="fig"}, fourth and fifth column). As either the spread or baseline level of tonic input is increased, more neurons begin to receive tonic input that is sufficient to overcome their adaptation current and, thus, begin to quickly reinitiate up states after only brief down states and, eventually, transition to tonic spiking.

The network model reproduces the dynamics observed in vivo {#s2-4}
----------------------------------------------------------

The network simulations demonstrate that each of its features is capable of controlling its dynamics and shaping the structure of its activity patterns. To gain insight into the mechanisms that may be responsible for creating the differences in dynamics observed in vivo, we fit the model to each of our recordings. We optimized the model parameters so that the patterns of activity generated by the network matched those observed in spontaneous activity ([Figure 3a](#fig3){ref-type="fig"}). We measured the agreement between the simulated and recorded activity by a cost function which was the sum of discrepancies in the autocorrelation function of the MUA, the distribution of MUA values across time bins, and the mean pairwise correlations. Together, these statistics describe the overall level of activity in each recording, as well as the spatial and temporal structure of its activity patterns.10.7554/eLife.19695.007Figure 3.Deterministic spiking networks reproduce the dynamics observed in vivo.(**a**) A schematic diagram illustrating how the parameters of the network model were fit to individual multi-neuron recordings. (**b**) Examples of spontaneous activity from different recordings, along with spontaneous activity generated by the model fit to each recording. (**c**) The left column shows the autocorrelation function of the MUA for each recording, plotted as in [Figure 1](#fig1){ref-type="fig"}. The black lines show the autocorrelation function measured from spontaneous activity generated by the model fit to each recording. The middle column shows the sorted MUA for each recording along with the corresponding model fit. The right column shows the mean pairwise correlations between the spiking activity of all pairs of neurons in each recording (after binning activity in 15 ms bins). The colored circles show the correlations measured from the recordings and the black open circles show the correlations measured from spontaneous activity generated by the model fit to each recording.**DOI:** [http://dx.doi.org/10.7554/eLife.19695.007](10.7554/eLife.19695.007)10.7554/eLife.19695.008Figure 3---figure supplement 1.Optimization performance of the MCMC procedure.The total cost over all recordings is plotted as a function of sample number for 50 different optimizations, started with different random seeds. All the optimizations found near-global minima for all datasets with less than 100,000 samples. To efficiently conduct this analysis, we restricted the optimizations to the already fully-sampled grid, but the optimization procedure would in general allow sampling any parameter value by using a continuous instead of a discrete proposal distribution.**DOI:** [http://dx.doi.org/10.7554/eLife.19695.008](10.7554/eLife.19695.008)10.7554/eLife.19695.009Figure 3---figure supplement 2.Costs and parameter fits.(**a**) The three separate terms that combine into our cost function are shown for each recording. Open circles indicate datasets shown in [Figure 3](#fig3){ref-type="fig"}. (**b**) All parameter fits for each recording. Colors are used to indicate recordings of the same type. A small jitter was added to the horizontal location of each point. Black lines indicate median values for each recording type. (**c**) The average tonic input in the network fit to each recording, computed as the sum of the baseline tonic input and the mean of the exponential distribution from which the random component of the tonic input for each neuron was drawn. To compare urethane desync and urethane sync parameter values, we used a Wilcoxon rank-sum test, and found the significance of the average tonic input in desync versus sync was $p < 10^{- 2}$. The significance for adaptation, inhibition, excitation, and tonic input spread were $p = 0.491,p = 0.236,p = 0.349$, and $p = 0.27$, respectively. (**d**) A 3-dimensional principal component analysis shows that recordings generally cluster by type, but there is considerable variability both across and within recording types. The inset shows the 5-dimensional PCs.**DOI:** [http://dx.doi.org/10.7554/eLife.19695.009](10.7554/eLife.19695.009)10.7554/eLife.19695.010Figure 3---figure supplement 3.Variance explained by model fits.(**a**) Each neural recording was split into two halves (interleaved segments of 4 s each) and the autocorrelation function of the MUA, the distribution of MUA values across time bins, and the mean pairwise correlations were computed for each half. The fraction of the variance in the statistics of one half of each recording that was explained by the statistics of the other half of the recording is shown. The median variance explained for the autocorrelation function of the MUA, the distribution of MUA values across time bins, and the mean pairwise correlations were 84%, 98%, and 100% respectively. (**b**) The amount of variance in the statistics of each full recording that was explained by the model fit is shown. The median variance explained for the autocorrelation function of the MUA, the distribution of MUA values across time bins, and the mean pairwise correlations were 82%, 90%, and 97% respectively.**DOI:** [http://dx.doi.org/10.7554/eLife.19695.010](10.7554/eLife.19695.010)10.7554/eLife.19695.011Figure 3---figure supplement 4.Analysis of local minima.Parameter identifiability has recently been raised as a potential problem in interpreting the results of network simulations. To mitigate this problem, we designed our model to have a very small number of parameters and we fit three different functions of the recordings, two of which varied as a function of time or rank. To confirm that the analysis of parameter combinations other than those corresponding to the global minimum of the cost function for each recording would not lead to a different interpretation of our results, we also considered local minima in regions of parameter space that were distant from the global minimum. It is possible that such local minima correspond to parameter regimes that are qualitatively different from the global minimum, yet still capture the statistics of the recordings relatively well. We found the parameters corresponding to local minima did not consistently emphasize the role of any parameter other than inhibition; the strength of inhibitory feedback remained the dominant influence on noise correlations, even for local minima far removed from the global minimum. (**a**) A schematic diagram showing an example nonlinear cost function. Several different threshold values are indicated by the colored lines. All costs below threshold are considered and the parameter q furthest away from the global minimum is chosen to plot in panel **b**. (**b**) As the threshold value is increased from the global minimum, the distance of the q with Cost (q) $<$ threshold that is furthest from the global minimum is plotted. Discontinuities are visible when the threshold surpasses values at local minima. (**c**) Same as (**b**), but for the actual model fits to each recording. The values on the vertical axis are specified in terms of the grid spacing used for the Monte Carlo simulations. While some discontinuities are visible, the functions tend to increase gradually. (**d**) For each threshold value, we computed the $r^{2}$ between the value of each of the five model parameters and noise correlations, as in [Figure 5a](#fig5){ref-type="fig"}. This analysis shows that considering local minima situated far from the global minimum serves only to diminish the relationship between inhibition and noise correlations, without revealing any strong relationships between noise correlations and any other parameter.**DOI:** [http://dx.doi.org/10.7554/eLife.19695.011](10.7554/eLife.19695.011)

Fitting the model to the recordings required us to develop new computational techniques. The network parametrization is fundamentally nonlinear, and the statistics used in the cost function are themselves nonlinear functions of a dynamical system with discontinuous integrate-and-fire mechanisms. Thus, as no gradient information was available to guide the optimization, we used Monte Carlo simulations to generate activity and measure the relevant statistics with different parameter values. By using GPU computing resources, we were able to design and implement network simulations that ran 10000x faster than real time, making it feasible to sample the cost function with high resolution and locate its global minimum to identify the parameter configuration that resulted in activity patterns that best matched those of each recording. We also verified that the global minimum of the cost function could be identified with 10x fewer samples of simulated activity using a Gibbs sampling optimizer with simulated annealing ([Figure 3---figure supplement 1](#fig3s1){ref-type="fig"}), but the results presented below are based on the global minima identified by the complete sampling of parameter space.

The model was flexible enough to capture the wide variety of activity patterns observed across our recordings, producing both decorrelated, tonic spiking and coordinated, large-scale fluctuations between up and down states as needed (see examples in [Figure 3b](#fig3){ref-type="fig"}, statistics for all recordings and models in [Figure 1---figure supplement 1](#fig1s1){ref-type="fig"}, and parameter values and goodness-of-fit measures for all recordings in [Figure 3---figure supplement 2](#fig3s2){ref-type="fig"}). The fits were also quantitatively accurate. We found that the median variance explained by the model of the autocorrelation function of the MUA, the distribution of MUA values across time bins, and the mean pairwise correlations were 82%, 90%, and 97% respectively ([Figure 3---figure supplement 3b](#fig3s3){ref-type="fig"}). In fact, these fits were about as good as possible given the length of our recordings: the fraction of the variance in the statistics of one half of each recording that was explained by the statistics of the other half of the recording were 84%, 98%, and 100% respectively ([Figure 3---figure supplement 3a](#fig3s3){ref-type="fig"}). Because we used a cost function that captured many different properties of the recorded activity while fitting only a very small number of model parameters, the risk of network degeneracies was relatively low ([@bib37]; [@bib59]). Nonetheless, we also confirmed that analysis of model parameters corresponding to local minima of the cost function did not lead to a different interpretation of our results (see [Figure 3---figure supplement 4](#fig3s4){ref-type="fig"}).

Strong inhibition suppresses noise correlations {#s2-5}
-----------------------------------------------

Our main interest was in understanding how the different network-level mechanisms that are capable of controlling intrinsic dynamics contribute to the correlated variability in responses evoked by sensory stimuli. The wide variety of intrinsic dynamics in our recordings was reflected in the differences in evoked responses across recording types; while some recordings contained strong, reliable responses to the onset of a stimulus, other recordings contained responses that were highly variable across trials ([Figure 4a](#fig4){ref-type="fig"}). There were also large differences in the extent to which the variability in evoked responses was correlated across the neurons in each recording; pairwise noise correlations were large in some recordings and extremely weak in others, even when firing rates were similar ([Figure 4b](#fig4){ref-type="fig"}).10.7554/eLife.19695.012Figure 4.Deterministic spiking networks reproduce the noise correlations observed in vivo.(**a**) Multi-neuron raster plots and PSTHs showing examples of evoked responses from each of our recording types. Each row in each raster plot represents the spiking of one single unit. Each raster plot for each recording type shows the response on a single trial. The PSTH shows the MUA averaged across all presentations of the stimulus. Different stimuli were used for different recording types (see Materials and methods). (**b**) A scatter plot showing the mean spike rates and mean pairwise noise correlations (after binning the evoked responses in 15 ms bins) for each recording. Each point represents the values for one recording. Colors correspond to recording types as in (**a**). Values are only shown for the 38 of 59 recordings that contained both spontaneous activity and evoked responses. The Spearman\'s rank correlation was significant with p=0.0105. (**c**) A schematic diagram illustrating the modelling of evoked responses. We constructed the external input using recordings of responses from more than 500 neurons in the inferior colliculus (IC), the primary relay nucleus of the auditory midbrain that provides the main input to the thalamocortical circuit. We have shown previously that the Fano factors of the responses of IC neurons are close to one and the noise correlations between neurons are extremely weak ([@bib32]), suggesting that the spiking activity of a population of IC neurons can be well described by series of independent, inhomogeneous Poisson processes. To generate the responses of each model network to the external input, we averaged the activity of each IC neuron across trials, grouped the IC neurons by their preferred frequency, and selected a randomly chosen subset of 10 neurons from the same frequency group to drive each cortical neuron. (**d**) The top left plot shows the sound waveform presented in the IC recordings used as input to the model cortical network. The top right plot shows PSTHs formed by averaging IC responses across trials and across all IC neurons in each preferred frequency group. The raster plots show the recorded responses of two cortical populations on successive trials, along with the activity generated by the network model fit to each recording when driven by IC responses to the same sounds. (**e**) A scatter plot showing the noise correlations of responses measured from the actual recordings and from simulations of the network model fit to each recording when driven by IC responses to the same sounds. The Spearman rank correlation for the recordings versus the model were $p < 10^{- 5}$. The recordings shown in (**d**) are denoted by open circles.**DOI:** [http://dx.doi.org/10.7554/eLife.19695.012](10.7554/eLife.19695.012)10.7554/eLife.19695.013Figure 4---figure supplement 1.Parameter sweeps for responses to external input.Parameter sweeps were performed for each recording and each parameter. Each line corresponds to the model fit to one of the 59 recordings. All parameters were fixed at the values fit to each recording, except for the parameter indicated on the horizontal axis, which was swept across a wide range. Activity was generated from the model with these parameters and driven by the IC-derived external input. The spike rate, noise correlations, tuning width and percent decoding error were computed as described for [Figure 5](#fig5){ref-type="fig"}.**DOI:** [http://dx.doi.org/10.7554/eLife.19695.013](10.7554/eLife.19695.013)

Because evoked spike patterns can depend strongly on the specifics of the sensory stimulus, we could not make direct comparisons between experimental responses across different species and modalities; our goal was to identify the internal mechanisms that are responsible for the differences in noise correlations across recordings and, thus, any differences in spike patterns due to differences in external input would confound our analysis. To overcome this confound and enable the comparison of noise correlations across recording types, we simulated the response of the network to the same external input for all recordings. We constructed the external input using recordings of spiking activity from the inferior colliculus (IC), a primary relay nucleus in the subcortical auditory pathway ([Figure 4c--d](#fig4){ref-type="fig"}). Using the subset of our cortical recordings in which we presented the same sounds that were also presented during the IC recordings, we verified that the noise correlations in the simulated cortical responses were similar to those in the recordings ([Figure 4e](#fig4){ref-type="fig"}).

The parameter sweeps described in [Figure 2](#fig2){ref-type="fig"} demonstrated that there are multiple features of the model network that can control its intrinsic dynamics, and a similar analysis of the noise correlations in simulated responses to external input produced similar results ([Figure 4---figure supplement 1](#fig4s1){ref-type="fig"}). To gain insight into which of these features could account for the differences in noise correlations across our recordings, we examined the dependence of the strength of the noise correlations in each recording on each of the model parameters. While several parameters were able to explain a significant amount of the variance in noise correlations across recordings, the amount of variance explained by the strength of inhibitory feedback was by far the largest ([Figure 5a](#fig5){ref-type="fig"}). The predominance of inhibition in the control of noise correlations was confirmed by the measurement of partial correlations (the correlation between the noise correlations and each parameter that remains after factoring out the influence of the other parameters; partial $r^{2}$ for inhibition: 0.67, excitation: 0.02, adaptation: 0.08, tonic input spread: 0.17, and tonic input baseline: 0.04). We also performed parameter sweeps to confirm that varying only the strength of inhibition was sufficient to result in large changes in noise correlations in the parameter regime of each recording ([Figure 5b](#fig5){ref-type="fig"}).10.7554/eLife.19695.014Figure 5.Strong inhibition suppresses noise correlations and enhances selectivity and decoding.(**a**) Scatter plots showing the mean pairwise noise correlations measured from simulations of the network model fit to each recording when driven by external input versus the value of the different model parameters. Colors correspond to recording types as in [Figure 4](#fig4){ref-type="fig"}. The recordings shown in [Figure 4d](#fig4){ref-type="fig"} are denoted by open circles. Spearman\'s rank correlation p-values for inhibition, excitation, adaptation, tonic input spread, and tonic input baseline were $p < 10^{- 18},p = 0.339,p = 0.011,p < 10^{- 2}$, and $p < 10^{- 3}$ respectively. (**b**) The mean pairwise noise correlations measured from network simulations with different values of the inhibition parameter $w_{I}$. The values of all other parameters were held fixed at those fit to each recording. Each line corresponds to one recording. Colors correspond to recording types as in [Figure 4](#fig4){ref-type="fig"}. (**c,e**) Scatter plots showing tuning width and decoding error, plotted as in (**a**). For (**c**), Spearman rank correlation p-values for inhibition, excitation, adaptation, tonic input spread, and tonic input baseline were $p < 10^{- 15},p = 0.642,p < 10^{- 4},p < 10^{- 2}$, and $p < 10^{- 9}$ respectively. For (**e**), Spearman rank correlation p-values for inhibition, excitation, adaptation, tonic input spread, and tonic input baseline were $p < 10^{- 9},p = 0.799,p = 0.0766,p < 10^{- 2}$, and $p < 10^{- 4}$ respectively. (**d,f**) The tuning width and decoding error measured from network simulations with different values of the inhibition parameter $w_{I}$, plotted as in (**b**).**DOI:** [http://dx.doi.org/10.7554/eLife.19695.014](10.7554/eLife.19695.014)

Strong inhibition sharpens tuning and enables accurate decoding {#s2-6}
---------------------------------------------------------------

We also examined how different features of the network controlled other aspects of evoked responses. We began by examining the extent to which differences in the value of each model parameter could explain differences in stimulus selectivity across recordings. To estimate selectivity, we drove the model network that was fit to each cortical recording with external inputs constructed from IC responses to tones, and used the simulated responses to measure the width of the frequency tuning curves of each model neuron. Although each model network received the same external inputs, the selectivity of the neurons in the different networks varied widely. The average tuning width of the neurons in each network varied most strongly with the strength of the inhibitory feedback in the network ([Figure 5c](#fig5){ref-type="fig"}; partial $r^{2}$ for inhibition: 0.74, excitation: 0.06, adaptation: 0.48, tonic input spread: 0.01, and tonic input baseline: 0.37), and varying the strength of inhibition alone was sufficient to drive large changes in tuning width ([Figure 5d](#fig5){ref-type="fig"}). These results are consistent with experiments demonstrating that inhibition can control the selectivity of cortical neurons ([@bib50]), but suggest that this control does not require structured lateral inhibition.

We also investigated the degree to which the activity patterns generated by the model fit to each cortical recording could be used to discriminate different external inputs. We trained a decoder to infer which of seven possible stimuli evoked a given single-trial activity pattern and examined the extent to which differences in the value of each model parameter could account for the differences in decoder performance across recordings. Again, the amount of variance explained by the strength of inhibitory feedback was by far the largest ([Figure 5e](#fig5){ref-type="fig"}; partial $r^{2}$ for inhibition: 0.5, excitation: 0.16, adaptation 0.27, tonic input spread 0.02, and tonic input baseline 0.03); decoding was most accurate for activity patterns generated by networks with strong inhibition, consistent with the weak noise correlations and high selectivity of these networks. Parameter sweeps confirmed that varying only the strength of inhibition was sufficient to result in large changes in decoder performance ([Figure 5f](#fig5){ref-type="fig"}).

Activity of fast-spiking (FS) neurons is increased during periods of cortical desynchronization with weak noise correlations {#s2-7}
----------------------------------------------------------------------------------------------------------------------------

Our model-based analyses suggest an important role for feedback inhibition in controlling the way in which responses to sensory inputs are shaped by intrinsic dynamics. In particular, our results predict that inhibition should be strong in dynamical regimes with weak noise correlations. To test this prediction, we performed further analysis of our recordings to estimate the strength of inhibition in each recorded population. We classified the neurons in each recording based on the width of their spike waveforms ([Figure 6---figure supplement 1](#fig6s1){ref-type="fig"}). The waveforms for all recording types fell into two distinct clusters, allowing us to separate fast-spiking (FS) neurons from regular-spiking (RS) neurons. In general, more than 90% of FS cortical neurons have been reported to be parvalbumin-positive (PV+) inhibitory neurons ([@bib69]; [@bib46]; [@bib4]; [@bib12]; [@bib58]; [@bib96]; [@bib15]), and this value approaches 100% in the deep cortical layers where we recorded ([@bib9]). While the separation of putative inhibitory and excitatory neurons based on spike waveforms is imperfect (nearly all FS neurons are inhibitory, but a small fraction (less than 20%) of RS neurons are also inhibitory \[[@bib61]\]), it is still effective for approximating the overall levels of inhibitory and excitatory activity in a population.

Given the results of our model-based analyses, we hypothesized that the overall level of activity of FS neurons should vary inversely with the strength of noise correlations. To identify sets of trials in each recording that were likely to have either strong or weak noise correlations, we measured the level of cortical synchronization. Previous studies have shown that noise correlations are strong when the cortex is in a synchronized state, where activity is dominated by concerted, large-scale fluctuations, and weak when the cortex is in a desynchronized state, where these fluctuations are suppressed ([@bib72]; [@bib91]).

We began by analyzing our recordings from V1 of awake mice. We classified the cortical state during each stimulus presentation based on the ratio of low-frequency LFP power to high-frequency LFP power ([@bib86]) and compared evoked responses across the most synchronized and desynchronized subsets of trials ([Figure 6a](#fig6){ref-type="fig"}). As expected, noise correlations were generally stronger during synchronized trials than during desynchronized trials, and this variation in noise correlations with cortical synchrony was evident both within individual recordings and across animals ([Figure 6b--c](#fig6){ref-type="fig"}). As predicted by our model-based analyses, the change in noise correlations with cortical synchrony was accompanied by a change in FS activity; there was a four-fold increase in the mean spike rate of FS neurons from the most synchronized trials to the most desynchronized trials, while RS activity remained constant ([Figure 6d--f](#fig6){ref-type="fig"}).10.7554/eLife.19695.015Figure 6.Fast-spiking neurons are more active during periods of cortical desynchronization with weak noise correlations.(**a**) The cortical synchrony at different points during two recordings from V1 of awake mice, measured as the log of the ratio of low-frequency (3--10 Hz) LFP power to high-frequency (11--96 Hz). The distribution of synchrony values across each recording is also shown. The lines indicate the median of each distribution. (**b**) A scatter plot showing the noise correlations measured during trials in which the cortex was in either a relatively synchronized (sync) or desynchronized (desync) state for each recording. Each point indicates the mean pairwise correlations between the spiking activity of all pairs of neurons in one recording (after binning the activity in 15 ms bins). Trials with the highest 50% of synchrony values were classified as sync and trials with the lowest 50% of synchrony values were classified as desync. Values for 13 different recordings are shown. The Wilcoxon two-sided signed-rank test p-value was $p < 10^{- 2}$. (**c**) A scatter plot showing noise correlations versus the mean synchrony for trials with the highest and lowest 50% of synchrony values for each recording. Colors indicate different recordings. The Spearman rank correlation significance among all recordings was $p < 10^{- 2}$. (**d**) Spectrograms showing the average LFP power during trials with the highest (sync) and lowest (desync) 20% of synchrony values across all recordings. The values shown are the deviation from the average spectrogram computed over all trials. (**e**) The average PSTHs of FS and RS neurons measured from evoked responses during trials with the highest (sync) and lowest (desync) 20% of synchrony values across all recordings. The lines show the mean across all neurons, and the error bars indicate ±1 SEM. (**f**) The median spike rate of FS and RS neurons during the period from 0 to 500 ms following stimulus onset, averaged across trials in each synchrony quintile. The lines show the mean across all neurons, and the error bars indicate ±1 SEM. The Wilcoxon two-sided signed-rank test comparing FS activity between the highest and lowest quintile had a significance of $p < 10^{- 9}$ and for RS activity, the significance was $p < 10^{- 2}$. (**g**) The cortical synchrony at different points during a urethane recording, plotted as in (**a**). The line indicates the value used to classify trials as synchronized (sync) or desynchronized (desync). (**h**) A scatter plot showing the noise correlations measured during trials in which the cortex was in either a synchronized (sync) or desynchronized (desync) state. Values for two different recordings are shown. Each point for each recording shows the noise correlations measured from responses to a different sound. The Wilcoxon two-sided signed-rank test between sync and desync state noise correlations had a significance of $p < 10^{- 3}$. (**i**) Spectrograms showing the average LFP power during synchronized and desynchronized trials, plotted as in (**d**). (**j**) The average PSTHs of FS and RS neurons during synchronized and desynchronized trials, plotted as in (**e**). (**k**) The median spike rate of FS and regular-spiking RS neurons during the period from 0 to 500 ms following stimulus onset during synchronized and desynchronized trials. The points show the mean across all neurons, and the error bars indicate ±1 SEM. The Wilcoxon two-sided signed-rank test comparing FS activity between the sync and desync had a significance of $p < 10^{- 3}$ and for RS activity, the significance was $p < 10^{- 5}$.**DOI:** [http://dx.doi.org/10.7554/eLife.19695.015](10.7554/eLife.19695.015)10.7554/eLife.19695.016Figure 6---figure supplement 1.Classification of neuron types by spike width.The spike widths of the classified spike waveforms are plotted as histograms for the different recording types. The neurons classified as FS based on their width are colored in red and the RS in blue. These were the neurons used to compute FS and RS spike rates in [Figures 6](#fig6){ref-type="fig"} and [7](#fig7){ref-type="fig"}. Neurons that were not clearly part of either class, which were not included in the analyses in [Figures 6](#fig6){ref-type="fig"} and [7](#fig7){ref-type="fig"}, are shown in gray.**DOI:** [http://dx.doi.org/10.7554/eLife.19695.016](10.7554/eLife.19695.016)

We next examined our recordings from gerbil A1 under urethane in which the cortex exhibited transitions between distinct, sustained synchronized and desynchronized states ([Figure 6g](#fig6){ref-type="fig"}). As in our awake recordings, cortical desynchronization under urethane was accompanied by a decrease in noise correlations and an increase in FS activity ([Figure 6h--k](#fig6){ref-type="fig"}). In fact, both FS and RS activity increased with cortical desynchronization under urethane, but the increase in FS activity was much larger (110% and 42%, respectively). The increase in RS activity suggests that cortical desynchronization under urethane may involve other mechanisms in addition to an increase in feedback inhibition (a comparison of the model parameters fit to desynchronized and synchronized urethane recordings ([Figure 3---figure supplement 2](#fig3s2){ref-type="fig"}) suggests that the average level of tonic input is significantly higher during desynchronization (desynchronized: 0.075 ± 0.008, synchronized: 0.0195 ± 0.0054, $p =$0.006)).

The change in cortical state that accompanies locomotion can be explained by an increase in feedback inhibition {#s2-8}
---------------------------------------------------------------------------------------------------------------

Finally, we asked whether the same mechanisms might be used to control the changes in network dynamics that accompany transitions in behavioral state, such as those induced by locomotion. We recorded four separate populations of 100--200 neurons each, from two head-fixed mice that were allowed to run on a treadmill. We found that stationary periods were often accompanied by slow timescale population-wide fluctuations in firing ([Figure 7a--b](#fig7){ref-type="fig"}, top row). We fit the network model to these stationary periods, and verified that we could reproduce these dynamics ([Figure 7a--b](#fig7){ref-type="fig"}, top row, and statistics for all recordings and models in [Figure 7---figure supplement 1](#fig7s1){ref-type="fig"}). Running epochs were, by comparison, much more desynchronized ([Figure 7a--b](#fig7){ref-type="fig"}, bottom row), consistent with previous observations made with intracellular and LFP measurements ([@bib101]; [@bib68]; [@bib62]; [@bib80]; [@bib6]).10.7554/eLife.19695.017Figure 7.The change in dynamics during locomotion is best explained by an increase in inhibition and a reduction in adaptation.(**a**) We recorded populations of neurons in head-fixed mice that were allowed to run on a treadmill. We obtained four separate recordings from two mice, which we divided into running and stationary epochs. The raster plots and PSTHs show evoked responses recorded of one example population when the animal was stationary (top) or running (bottom), along with the activity generated by the network model fit to each set of epochs. The units for the vertical axis on the PSTH are spikes / cell / s. The arrow indicates stimulus onset. (**b**) Model and data summary statistics for stationary (top) and running (bottom) epochs for one example population, plotted as in [Figure 3](#fig3){ref-type="fig"}. The model fits shown for running epochs were achieved by allowing two parameters (inhibition and adaptation) to change from fits to stationary epochs. (**c**) We fit our network model to activity from stationary epochs and investigated which changes in either one or two parameters best captured the change in dynamics that followed the transition to running. The best achieved cost with changes in each parameter (values along diagonal), or pair of parameters (values off diagonal), is shown (lower is better). (**d**) For the pair of parameters that best described the change in dynamics that followed the transition to running, model inhibition increased and adaptation decreased for each recording. (**e**) The spike rates of both FS and RS neurons were increased by running, but the relative increase was significantly larger for FS neurons in all four recordings (Wilcoxon rank-sum test, $p = 0.043,p < 10^{- 5},p < 10^{- 2},p = 0.037$ respectively). Across all recorded neurons, FS activity increased by 87% and RS activity increased by 28% during running (Wilcoxon rank-sum test, $p < 10^{- 6}$).**DOI:** [http://dx.doi.org/10.7554/eLife.19695.017](10.7554/eLife.19695.017)10.7554/eLife.19695.018Figure 7---figure supplement 1.Statistics for all fits.The model was fit to stationary and running epochs for each of four separate recordings. The statistics of the activity measured from the recordings and generated by the model fit to the recordings are shown, plotted as in [Figure 3](#fig3){ref-type="fig"}.**DOI:** [http://dx.doi.org/10.7554/eLife.19695.018](10.7554/eLife.19695.018)

To determine which changes in our model best captured this state transition, we allowed either one or two parameters to change from the values fit to stationary periods. By changing two parameters, inhibition and adaptation, the model was able to reproduce the statistics of the neural population activity during running ([Figure 7a--b](#fig7){ref-type="fig"}, bottom row). Out of all the possible single-parameter changes, the best fits were achieved through changes in inhibition, while out of all the possible two-parameter changes, the best fits were achieved through changes in inhibition and adaptation ([Figure 7c](#fig7){ref-type="fig"}). In all four recordings, the model captured the change in dynamics associated with running through an increase in inhibition and a decrease in adaptation ([Figure 7d](#fig7){ref-type="fig"}). The changes in FS and RS activity in the recordings were consistent with such changes. Although both FS and RS populations increased their activity during running, the relative increase in FS activity was significantly larger ([Figure 7e](#fig7){ref-type="fig"}; on average, FS activity increased by 87% and RS activity increased by 28%). Our results suggest that the increase in RS activity during running despite increased FS activity is likely due to an accompanying decrease in adaptation.

Discussion {#s3}
==========

We have shown here that a deterministic spiking network model is capable of intrinsically generating population-wide fluctuations in neural activity, without requiring external modulating inputs. It has been observed in vitro that population-wide fluctuations in neural activity persist without external input ([@bib88]; [@bib89]). Such fluctuations also arise in vivo in localized cortical networks, in both awake and anesthetized animals, without feedforward inputs ([@bib94]) or any external inputs ([@bib18]). However, no previous models have been able to reproduce such large-scale coordinated activity in a deterministic network of connected neurons; previous models only reproduced single-neuron variability ([@bib102]; [@bib52]). By fitting our spiking network model with adaptation currents directly to experimental recordings, we demonstrated that the model is able to reproduce the wide variety of multi-neuron cortical activity patterns observed in vivo without the need for external noise. Through chaotic amplification of small perturbations, the model generates activity with both trial-to-trial variability in the spike times of individual neurons and coordinated, large-scale fluctuations of the entire network. These fluctuations continue in the presence of sensory stimulation, thus creating noise correlations in a deterministic neural network.

The development of a network model that can reproduce experimentally-observed activity patterns through intrinsic variability alone is a major advance beyond previous models ([@bib26]; [@bib24]; [@bib81]; [@bib27]). Networks in the classical balanced state produce activity with zero mean pairwise correlations between neurons ([@bib26]; [@bib100]; [@bib81]) and, thus, are not suitable to describe the population-wide fluctuations that are observed in many brain states in vivo ([@bib70]). To obtain single-neuron rate fluctuations in balanced networks, structured connectivity has been used to create clustered networks ([@bib26]). However, while clustered networks do produce activity with positive correlations between a small fraction of neuron pairs (less than 1 in 1000), the average noise correlations across all pairs are still near zero and, thus, these networks are still unable to generate population-wide fluctuations.

We were able to overcome the limitations of previous models and generate intrinsic large-scale variability that is quantitatively similar to that observed in vivo by using spike-frequency adaptation currents in excitatory neurons, which have been well-documented experimentally ([@bib69]; [@bib19]). The population-wide fluctuations generated by the interaction between recurrent excitation and adaptation were a robust feature of the network and persisted in more sophisticated networks that included multiple conductance timescales, many more neurons, spiking inhibitory neurons, structured connectivity, and kurtotic distributions of synaptic efficacies (see [Figure 2---figure supplement 1](#fig2s1){ref-type="fig"}).

Although several features of the model network are capable of controlling its intrinsic dynamics, our analysis suggests that differences in feedback inhibition account for the differences in correlations across our in vivo recordings. When we fit the model to each of our individual recordings, we found that noise correlations, as well as stimulus selectivity and decoding accuracy, varied strongly with the strength of inhibition in the network. We also found that the activity of putative inhibitory neurons in our recordings was increased during periods of cortical desynchronization with weak noise correlations. Taken together, these results suggest that the control of correlated variability by inhibition plays a critical role in modulating the impact of intrinsic cortical dynamics on sensory responses.

Inhibition controls the strength of the large-scale fluctuations that drive noise correlations {#s3-1}
----------------------------------------------------------------------------------------------

Our results are consistent with experiments showing that one global dimension of variability largely explains both the pairwise correlations between neurons ([@bib70]) and the time course of population activity ([@bib27]). In our network model, the coordinated, large-scale fluctuations that underlie this global dimension of variability are generated primarily by the interaction between recurrent excitation and adaptation. When inhibition is weak, small deviations from the mean spike rate can be amplified by strong, non-specific, recurrent excitation into population-wide events (up states). These events produce strong adaptation currents in each activated neuron, which, in turn, result in periods of reduced spiking (down states) ([@bib48]; [@bib25]; [@bib23]; [@bib65]). The alternations between up states and down states have an intrinsic periodicity given by the timescale of the adaptation currents, but the chaotic nature of the network adds an apparent randomness to the timing of individual events, thus creating intrinsic temporal variability. Several previous studies ([@bib99]; [@bib53]) have modelled alternations between up states and down states using synaptic depression rather than spike-frequency adaptation. However, to our knowledge, there is no experimental evidence for the involvement of synaptic depression in the control of cortical state.

The intrinsic temporal variability in the network imposes a history dependence on evoked responses; because of the build-up of adaptation currents during each spiking event, external inputs arriving shortly after an up state will generally result in many fewer spikes than those arriving during a down state ([@bib23]). This history dependence creates a trial-to-trial variability in the total number of stimulus-evoked spikes that is propagated and reinforced across consecutive stimulus presentations to create noise correlations. However, when the strength of the inhibition in the network is increased, the inhibitory feedback is able to suppress some of the amplification by the recurrent excitation, and the transitions between clear up and down states are replaced by weaker fluctuations of spike rate that vary more smoothly over time. If the strength of the inhibition is increased even further, such that it becomes sufficient to counteract the effects of the recurrent excitation entirely, then the large-scale fluctuations in the network disappear, weakening the history dependence of evoked responses and eliminating noise correlations.

Strong inhibition sharpens tuning curves and enables accurate decoding by stabilizing network dynamics {#s3-2}
------------------------------------------------------------------------------------------------------

Numerous experiments have demonstrated that inhibition can shape the tuning curves of cortical neurons, with stronger inhibition generally resulting in sharper tuning ([@bib42]). The mechanisms involved are still a subject of debate, but this sharpening is often thought to result from structured connectivity that produces differences in the tuning of the excitatory and inhibitory synaptic inputs to individual neurons; lateral inhibition, for example, can sharpen tuning when neurons with similar, but not identical, tuning properties inhibit each other. Our results, however, demonstrate that strong inhibition can sharpen tuning in a network without any structured connectivity simply by controlling its dynamics.

In our model, broad tuning curves result from the over-excitability of the network. When inhibition is weak, every external input will eventually excite every neuron in the network because those neurons that receive the input directly will relay indirect excitation to the rest of the network. When inhibition is strong, however, the indirect excitation is largely suppressed, allowing each neuron to respond selectively to only those external inputs that it receives either directly or from one of the few other neurons to which it is strongly coupled. Thus, when inhibition is weak and the network is unstable, different external inputs will trigger similar population-wide events ([@bib5]), so the selectivity of the network in this regime is weak and its ability to encode differences between sensory stimuli is poor. In contrast, when inhibition is strong and the network is stable, different external inputs will reliably drive different subsets of neurons, and the activity patterns in the network will encode different stimuli with high selectivity and enable accurate decoding.

Two different dynamical regimes with weak noise correlations {#s3-3}
------------------------------------------------------------

A number of studies have observed that the noise correlations in cortical networks can be extremely weak under certain conditions ([@bib28]; [@bib81]; [@bib39]; [@bib72]). It was originally suggested that noise correlations were weak because the network was in an asynchronous state in which neurons are continuously depolarized with a resting potential close to the spiking threshold ([@bib81]; [@bib100]). Experimental support for this classical asynchronous state has been provided by intracellular recordings showing that the membrane potential of cortical neurons is increased during locomotion ([@bib62]) and hyper-arousal ([@bib20]), resulting in tonic spiking. However, other experiments have shown that the membrane potential of cortical neurons in behaving animals can also be strongly hyperpolarized with clear fluctuations between up and down states ([@bib84]; [@bib97]; [@bib62]; [@bib80]) (for a table listing the species and brain area investigated in each of these studies, see [Supplementary file 2](#SD2-data){ref-type="supplementary-material"}).

Many forms of arousal tend to reduce the power of these low-frequency fluctuations in membrane potential ([@bib84]; [@bib6]; [@bib80]; [@bib62]; [@bib22]); however, there is mounting evidence suggesting that different forms of arousal may have distinct effects on neural activity ([@bib63]). Locomotion in particular tends to depolarizate cortical neurons, and in some cases increases tonic spiking ([@bib68]). In contrast, task-engagement in stationary animals has been associated with hyperpolarization and suppression of activity ([@bib62]; [@bib71]; [@bib8]) (but not all studies find a decrease in membrane potential during task engagement \[[@bib84]\]). The existence of two different dynamical regimes with weak noise correlations was also apparent in our recordings; while some recordings with weak noise correlations resembled the classical asynchronous state with spontaneous activity consisting of strong, tonic spiking (e.g. desynchronized urethane recordings and some awake recordings), other recordings with weak noise correlations exhibited a suppressed state with relatively low spontaneous activity that contained clear, albeit weak, up and down states (e.g. FMM recordings and other awake recordings). Our model was able to accurately reproduce spontaneous activity patterns and generate evoked responses with weak noise correlations in both of these distinct regimes.

In addition to strong inhibition, the classical asynchronous state with strong, tonic spiking appears to require a combination of weak adaptation and an increase in the number of neurons receiving strong tonic input (see parameter sweeps in [Figure 2c--d](#fig2){ref-type="fig"} and parameter values for awake mouse V1 recordings in [Figure 3---figure supplement 2](#fig3s2){ref-type="fig"}). Since large-scale fluctuations arise from the synchronization of adaptation currents across the population, reducing the strength of adaptation diminishes the fluctuations ([@bib25]; [@bib23]; [@bib65]). Increasing tonic input also diminishes large-scale fluctuations, but in a different way ([@bib48]); when a subset of neurons receive increased tonic input, their adaptation currents may no longer be sufficient to silence them for prolonged periods, and the activity of these neurons during what would otherwise be a down state prevents the entire population from synchronizing. When the network in the asynchronous state is driven by an external input, it responds reliably and selectively to different inputs. Because the fluctuations in the network are suppressed and its overall level of activity remains relatively constant, every input arrives with the network in the same moderately-adapted state, so there is no history dependence to create noise correlations in evoked responses.

Unlike in the classical asynchronous state, networks in the suppressed state have slow fluctuations in their spontaneous activity, and the lack of noise correlations in their evoked responses is due to different mechanisms (see parameter values for gerbil A1 FMM recordings in [Figure 3---figure supplement 2](#fig3s2){ref-type="fig"}). The fluctuations in the hyperpolarized network are only suppressed when the network is driven by external input. In our model, this suppression of the correlated variability in evoked responses is caused by the supralinearity of the feedback inhibition ([@bib83]). The level of spontaneous activity driven by the tonic input to each neuron results in feedback inhibition with a relatively low gain, which is insufficient to suppress the fluctuations created by the interaction between recurrent excitation and adaptation. However, when the network is strongly driven by external input, the increased activity results in feedback inhibition with a much higher gain, which stabilizes the network and allows it to respond reliably and selectively to different inputs. This increase in the inhibitory gain of the driven network provides a possible mechanistic explanation for the recent observation that the onset of a stimulus quenches variability ([@bib14]) and switches the cortex from a synchronized to a desynchronized state ([@bib97]), as well as for the suppression of responses to high-contrast stimuli in alert animals ([@bib110]).

Experimental evidence for inhibitory stabilization of cortical dynamics {#s3-4}
-----------------------------------------------------------------------

The results of several previous experimental studies also support the idea that strong inhibition can stabilize cortical networks and enhance sensory coding. In vitro studies have shown that pharmacologically reducing inhibition increases the strength of the correlations between excitatory neurons in a graded manner ([@bib95]). In vivo whole-cell recordings in awake animals have demonstrated that the stimulus-evoked inhibitory conductance, measured at the soma, is much larger than the corresponding excitatory conductance ([@bib38]). This strong inhibition in awake animals quickly shunts the excitatory drive and results in sharper tuning and sparser firing than the balanced excitatory and inhibitory conductances observed under anesthesia ([@bib103]; [@bib38]). During locomotion, fluctuations in activity are reduced and both inhibitory neurons and excitatory neurons increase their firing, but inhibitory neurons are modulated more strongly in our recordings ([Figure 7](#fig7){ref-type="fig"}). There is controversy in the literature as to whether somatostatin-positive (SOM+) inhibitory neurons increase their activity during running, but several studies have found an increase in putative parvalbumin-positive (PV+) inhibitory neuron firing during running ([@bib68]; [@bib80]; [@bib101]; [@bib76]), consistent with our results.

While some of the increased inhibition in awake behaving animals may be due to inputs from other brain areas ([@bib107]), the increased activity of local inhibitory interneurons appears to play an important role ([@bib90]; [@bib45]; [@bib47]). However, not all studies have observed increased inhibition in behaving animals ([@bib108]), and the effects of behavioral state on different inhibitory interneuron types are still being investigated ([@bib33], [@bib34]; [@bib80]). In our model, we ignored the diversity of interneurons in cortex. However, our analyses are generalizable to any interneuron population that may be upregulated during cortical desynchronization. Any interneuron population that exerts a net inhibitory effect on pyramidal neurons could act to suppress large-scale fluctuations ([@bib78]). Determining how each class of inhibitory interneurons contributes to the control of cortical dynamics and modeling those contributions explicitly are important topics for future research.

The effects of local inhibition on sensory coding have also been tested directly using optogenetics. While the exact roles played by different inhibitory neuron types are still under investigation ([@bib49]; [@bib92]), the activation of inhibitory interneurons generally results in sharper tuning, weaker correlations, and enhanced behavioral performance ([@bib105]; [@bib50]; [@bib11]), while suppression of inhibitory interneurons has the opposite effect, decreasing the signal-to-noise ratio and reliability of evoked responses across trials ([@bib109]; [@bib11]). These results demonstrate that increased inhibition enhances sensory processing and are consistent with the overall suppression of cortical activity that is often observed during active behaviors ([@bib71]; [@bib90]; [@bib47]; [@bib8]). In fact, one recent study found that the best performance in a detection task was observed on trials in which the pre-stimulus membrane voltage was hyperpolarized and low-frequency fluctuations were absent ([@bib62]), consistent with a suppressed, inhibition-stabilized network state.

Acetylcholine and norepinephrine can modulate the inhibitory control of cortical dynamics {#s3-5}
-----------------------------------------------------------------------------------------

Neuromodulators can exert a strong influence on cortical dynamics by regulating the balance of excitation and inhibition in the network. While the exact mechanisms by which neuromodulators control cortical dynamics are not clear, several lines of evidence suggest that neuromodulator release serves to enhance sensory processing by increasing inhibition. Increases in acetylcholine (ACh) and norepinephrine (NE) have been observed during wakefulness and arousal ([@bib7]; [@bib44]), and during periods of cortical desynchronization in which slow fluctuations in the LFP are suppressed ([@bib35]; [@bib11]; [@bib10]). Stimulation of the basal forebrain has been shown to produce ACh-mediated increases in the activity of FS neurons and decrease the variability of evoked responses in cortex ([@bib87]; [@bib10]; [@bib35]). In addition, optogenetic activation of cholinergic projections to cortex resulted in increased firing of SOM+ inhibitory neurons and reduced slow fluctuations ([@bib11]). The release of NE in cortex through microdialysis had similar effects, increasing fast-spiking activity and reducing spontaneous spike rates ([@bib10]), while blocking NE receptors strengthened slow fluctuations in membrane potential ([@bib20]). More studies are needed to tease apart the effects of different neurotransmitters on pyramidal neurons and interneurons ([@bib10]; [@bib11]; [@bib87]), but much of the existing evidence is consistent with our results in suggesting that acetylcholine and norepinephrine can suppress intrinsic fluctuations and enhance sensory processing in cortical networks by increasing inhibition.

Simulating the neocortical architecture {#s3-6}
---------------------------------------

Recently, there have been major efforts toward constructing neural network simulations of increasingly larger scale ([@bib43]) and biological fidelity ([@bib60]). There are many biological sources of information that can constrain the parameters of such large-scale simulations, including physiological ([@bib60]), anatomical ([@bib51]; [@bib21]; [@bib104]) and genetic ([@bib78]; [@bib98]). However, while such complex simulations may be able to capture the relevant properties of a circuit and replicate features of its neural activity in detail, they may not necessarily provide direct insight into the general mechanisms that underlie the circuit\'s function. Thus, a complementary stream of research is needed to seek minimal functional, yet physiologically-based, models that are capable of reproducing relevant phenomena. The model we have investigated here includes only a very restricted set of physiological properties, yet is able to reproduce a wide range of dynamics observed across different species, brain areas, and behavioral states. This simple model provides a compact and intuitive description of the circuit mechanisms that are capable of coordinated dynamics in networks with intrinsic variability. We have already shown that the same mechanisms can also control the dynamics of more complex functional models, but further work is needed to develop methods to bridge the gap between functional models and large-scale digital reconstructions.

Materials and methods {#s4}
=====================

All of the recordings analyzed in this study have been described previously, except for the awake V1 data recorded during locomotion. Only a brief summary of the relevant experimental details are provided here. Each recording is considered as a single sample point to which we fit our model. Thus, our sample size is 59. This is justified as sufficient because our samples span multiple brain regions and multiple species, and may be considered as representative activity for a range of different brain states. Due to the sample size, we used the Spearman's (non-parametric) rank correlation in most of our analyses.

Mouse V1, awake passive {#s4-1}
-----------------------

The experimental details for the mouse V1 awake passive recordings have been previously described ([@bib70]). The recordings were performed on male and female mice older than 6--7 weeks, of C57BL/6J strain. Mice were on 12 hr non-reversed light-dark regime. The mice were implanted with head plates under anesthesia. After head plate implant each mouse was housed individually. After a few days of recovery the mice were accustomed to having their head fixed while sitting or standing in a custom built tube. On the day of the recording, the mice were briefly anesthetised with isoflurane, and a small craniectomy above V1 was made. Recordings were performed at least 1.5 hr after the animals recovered from the anesthesia. Buzsaki32 or A4×8 silicon probes were used to record the spiking activity of populations of neurons in the infragranular layers of V1.

Visual stimuli were presented on two of the three available LCD monitors, positioned \~25 cm from the animal and covering a field of view of \~120° × 60°, extending in front and to the right of the animal. Visual stimuli consisted of multiple presentations of natural movie video clips. For recordings of spontaneous activity, the monitors showed a uniform grey background.

Mouse V1, running {#s4-2}
-----------------

Two additional recordings were performed on two female mice, 14 and 20 weeks old. These mice expressed ChR2 in PV+ neurons (Pvalbtm1(cre)Arbr driver crossed with Ai32 reporter). Mice were on 12 hr non-reversed light-dark regime. The mice were implanted with head plates under anesthesia. After head plate implant each mouse was housed individually. After a few days of recovery the mice were accustomed to having their head fixed while standing or running on a styrofoam treadmill. On the day of the recording, the mice were briefly anesthetized with isoflurane and a small craniectomy was made above V1. Recordings were performed at least 1.5 hr after recovery from the anesthesia. Mice were head-fixed above the treadmill and allowed to run at will while multi-neuron recordings were made across all layers using probes that were inserted roughly perpendicular to the cortical surface. Raw voltage signals were referenced against an Ag/AgCl wire in a saline bath above the craniectomy, amplified with analog Intan amplifiers, and digitized at 25 kHz with a WHISPER acquisition system. Visual stimuli were presented on three LCD monitors, positioned as three sides of a square, 20 cm from the animal and covering a field of view of approximately 270 x 70, centered on the direction of the mouses nose ([@bib70]). Visual stimuli consisted of drifting gratings of different sizes, approximately centered on the receptive field location of the recorded neurons. Stimuli were either 1 or 2 s long, and in the periods between stimuli (durations of 0.4--1 s), the monitors showed a uniform grey background.

Rat A1 {#s4-3}
------

The experimental procedures for the rat A1 recordings have been previously described ([@bib55]). Briefly, head posts were implanted on the skull of male Sprague Dawley rats (300--500 g, normal light cycle, regular housing conditions) under ketamine-xylazine anesthesia, and a hole was drilled above the auditory cortex and covered with wax and dental acrylic. After recovery, each animal was trained for 6--8 d to remain motionless in the restraining apparatus for increasing periods (target, 1--2 hr). On the day of the recording, each animal was briefly anesthetized with isoflurane and the dura resected; after a 1 hr recovery period, recording began. The recordings were made from infragranular layers of auditory cortex with 32-channel silicon multi-tetrode arrays.

Sounds were delivered through a free-field speaker. As stimuli we used pure tones (3, 7, 12, 20, or 30 kHz at 60 dB). Each stimulus had duration of 1 s followed by 1 s of silence. All procedures conformed to the National Institutes of Health Guide for the Care and Use of Laboratory Animals.

Gerbil A1 {#s4-4}
---------

The gerbil A1 recordings have been described in detail previously ([@bib72]). Briefly, adult male gerbils (70--90 g, P60-120, normal light-dark cycle, group housed) were anesthetized with one of three different anesthetics: ketamine/xylazine (KX), fentanyl/medetomidine/midazolam (FMM), or urethane. A small metal rod was mounted on the skull and used to secure the head of the animal in a stereotaxic device in a sound-attenuated chamber. A craniotomy was made over the primary auditory cortex, an incision was made in the dura mater, and a 32-channel silicon multi-tetrode array was inserted into the brain. Only recordings from A1 were analyzed. Recordings were made between 1 and 1.5 mm from the cortical surface (most likely in layer V). All gerbils recorded were used in this study, except for one gerbil under FMM which exhibited little to no neural activity during the recording period.

Sounds were delivered to speakers coupled to tubes inserted into both ear canals for diotic sound presentation along with microphones for calibration. Repeated presentations of a 2.5 s segment of human speech were presented at a peak intensity of 75 dB SPL. For analyses of responses to different speech tokens, seven 0.25 s segments were extracted from the responses to each 2.5 s segment.

Gerbil IC {#s4-5}
---------

The gerbil IC recordings have been described in detail previously ([@bib32]). Recordings were made under ketamine/xylazine anesthesia using a multi-tetrode array placed in the low-frequency laminae of the central nucleus of the IC. Experimental details were otherwise identical to those for gerbil A1. In addition to the human speech presented during the A1 recordings, tones with a duration of 75 ms and frequencies between 256 Hz and 8192 Hz were presented at intensities between 55 and 85 dB SPL with a 75 ms pause between each presentation.

All relevant data are available from the authors upon request.

Spike sorting and filtering {#s4-6}
---------------------------

Details of spike sorting for most recordings have been described in detail before in the respective original publications. Briefly, recordings from mouse V1 (awake passive) and rat A1 were spike sorted with KlustaKwik and further manually inspected in KlustaViewa. Recordings from gerbil A1 or IC were spike sorted with a custom-modified version of KlustaKwik. The unpublished recordings from mouse V1 (awake running) were spike sorted with Kilosort using the default settings ([@bib74]) and inspected in Phy ([@bib82]). Only units with spike rates above 0.1 Hz were considered in the analysis. The spike waveforms considered in the FS/RS classification for all recordings were obtained from the Kilosort templates, which correspond to the mean spike shapes.

Spiking network model {#s4-7}
---------------------

We developed a network model using conductance-based quadratic integrate and fire neurons. There are three currents in the model: an excitatory, an inhibitory and an adaptation current. The subthreshold membrane potential for a single neuron $i$ obeys the equation$$\tau_{m}\frac{dV_{i}}{dt} = - (V_{i} - E_{L})(V_{i} - V_{th}) - g_{E_{i}}(V_{i} - E_{E}) - g_{I_{i}}(V_{i} - E_{I}) - g_{A_{i}}(V_{i} - E_{A}).$$

When $V > V_{th}$, a spike is recorded in the neuron and the neuron's voltage is reset to $V_{reset} = {0.9V_{th}}$. For simplicity, we set $V_{th} = 1$ and the leak voltage $E_{L} = 0$. The excitatory voltage $E_{E} = {2V_{th}}$ and ${E_{I} = E_{A} = {- {0.5V_{th}}}}.$ Each of the conductances has a representative differential equation. The excitatory conductance obeys$$\tau_{E}\frac{d\mathbf{g}_{E}}{dt} = - \mathbf{g}_{E} + J\mathbf{s} + \mathbf{b}.$$

where $J$ is the matrix of excitatory connectivity and $\mathbf{b}$ is the vector of tonic inputs to the neurons. The matrix of connectivity is random with a probability of 5% for the network of 512 neurons and their connectivities are randomly chosen from a uniform distribution between 0 and $w_{E}$. The tonic inputs $\mathbf{b}$ have a minimum value $b_{0}$, which we call the tonic input baseline added to a random draw from an exponential distribution with mean $b_{1}$, which we call the tonic input spread, such that for neuron $i$, ${\mathbf{b}\left( i \right)} = {b_{0} + {\text{exprnd}\left( b_{1} \right)}}$. The inhibitory conductance obeys$$\begin{array}{l}
{\tau_{I}\frac{dg_{I}}{dt} = - g_{I} + w_{I}(\exp(c\sum\mathbf{s}) - 1).} \\
\end{array}$$

where $c$ controls the gain of the inhibitory conductance. The inhibitory conductance is global, i.e. each neuron receives the same inhibitory feedback, and it obeys an exponential supralinearity ([@bib83]).

The adaptation conductance obeys$$\tau_{A}\frac{d\mathbf{g}_{A}}{\text{~d}t} = - \mathbf{g}_{A} + w_{A}\mathbf{s}.$$

The simulations are numerically computed using Euler\'s method with a time-step of 0.75 ms (this was the lock-out window used for spike-sorting the in vivo recordings and allowed for fast simulations). To avoid numerical instabilities at low voltages, we rectified the voltages at the activation potential of the inhibitory conductance. Each parameter set was simulated for 900 s. The timescales are set to $\tau_{m} = 20$ ms, $\tau_{E} = 5.10$ ms, $\tau_{I} = 3.75$ ms, $\tau_{A} = 375$ ms, and the inhibitory non-linearity controlled by $c = 0.25$. The remaining five parameters ($w_{I}$, $w_{A}$, $w_{E}$, $b_{1}$, and $b_{0}$) were fit to the spontaneous activity from multi-neuron recordings using the techniques described below. Their ranges were (0.01--0.4), (0.4--1.45), (2.50--5.00), (0.005--0.10), and (0.0001--0.05) respectively.

To illustrate the ability of the network to generate activity patterns with macroscopic variability, we simulated spontaneous activity with a parameter set that produces up and down state dynamics. [Figure 2a](#fig2){ref-type="fig"} shows the membrane potential of a single neuron in this simulation and its conductances at each time step. [Figure 2b](#fig2){ref-type="fig"} shows the model run twice with the same set of initial conditions and parameters, but with an additional single spike inserted into the network on the second run (circled in green).

This code will be made available for use after publication.

Parameter sweep analysis {#s4-8}
------------------------

[Figure 2c and d](#fig2){ref-type="fig"} summarize the effects of changing each parameter on the structure of the spontaneous activity patterns generated by the model. We held the values for all but one parameter fixed and swept the other parameter across a wide range of values. The fixed parameter values were set to approximately the median values obtained from fits to all in vivo recordings. [Figure 5b,d and f](#fig5){ref-type="fig"} and [Figure 4---figure supplement 1](#fig4s1){ref-type="fig"} show the results of similar parameter sweep analyses for stimulus-driven activity with the external input to the network derived from IC activity as described below. For these analyses, the values of the parameters that were not swept were fixed at those fit to each individual recording.

GPU implementation {#s4-9}
------------------

We accelerated the network simulations by programming them on graphics processing units (GPUs) such that we were able to run them at 650x real time with 15 networks running concurrently on the same GPU. We were thus able to simulate $\approx$10,000 s of simulation time in 1 s of real time. To achieve this acceleration, we took advantage of the large memory bandwidth of the GPUs. For networks of 512 neurons, the state of the network (spikes, conductances and membrane potentials) can be stored in the very fast shared memory available on each multiprocessor inside a GPU. A separate network was simulated on each of the 8 or 15 multiprocesssors available (video cards were GTX 690 or Titan Black). Low-level CUDA code was interfaced with Matlab via mex routines.

Summary statistics {#s4-10}
------------------

Several statistics of spikes were used to summarize the activity patterns observed in the in vivo recordings and in the network simulations. Because there were on the order of 50 neurons in each recording, all of the statistics below were influenced by small sample effects. To replicate this bias in the analysis of network simulations, we subsampled 50 neurons from the network randomly and computed the same statistics we computed from the in vivo recordings.

The noise correlations between each pair of neurons in each recording were measured from responses to speech. The response of each neuron to each trial was represented as a binary vector with 15 ms time bins. The total correlation for each pair of neurons was obtained by computing the correlation coefficient between the actual responses. The signal correlation was computed after shuffling the order of repeated trials for each time bin. The noise correlation was obtained by subtracting the signal correlation from the total correlation.

The multi-unit activity (MUA) was computed as the sum of spikes in all neurons in bins of 15 ms.

The autocorrelation function of the MUA at time-lag $\tau$ was computed from the formula$${\text{ACF}\left( \tau \right)} = {\frac{1}{N_{samples}}{\sum{{{\text{MUA}\left( t \right)}*\text{MUA}}\left( {t + \tau} \right)}}}$$

In the awake recordings (mouse V1 passive and running, rat A1) we observed slow-timescale fluctuations on the order of tens of seconds, which significantly affected the autocorrelation function of the MUA at lags \<1 s. We chose to ignore these fluctuations during model fitting by high-pass filtering the MUA at 1 Hz before computing the autocorrelation function.

To measure the autocorrelation timescale, we fit one side of the ACF with a parametric function$$\begin{array}{l}
{{ACF}(\tau) \sim a\exp( - \tau/T) \cdot \cos(\tau/(2\pi t_{\text{period}}))} \\
\end{array}$$

where $a$ is an overall amplitude, $T$ is a decay timescale and $t_{\text{period}}$ is the oscillation period of the autocorrelation function. There was not always a significant oscillatory component in the ACF, but the timescale of decay accurately captured the duration over which the MUA was significantly correlated.

Parameter searches {#s4-11}
------------------

To find the best fit parameters for each individual recording, we tried to find the set of model parameters for which the in vivo activity and the network simulations had the same statistics. We measured goodness of fit for each of the three statistics: pairwise correlations, the MUA distribution, the MUA ACF. Each statistic was normalized appropriately to order 1, and the three numbers obtained were averaged to obtain an overall goodness of fit.

The distance measure $D_{c}$ between the mean correlations $c_{\theta}$ obtained from a set of parameters $\theta$ and the mean correlations $c_{n}$ in recording $n$ was simply the squared error ${D_{c}\left( c_{n},c_{\theta} \right)} = \left( {c_{n} - c_{\theta}} \right)^{2}$. This was normalized by the variance of the mean correlations across recordings to obtain the normalized correlation cost $\text{Cost}_{c}$, where $\left\langle x_{n} \right\rangle_{n}$ is used to denote the average of a variable $x$ over recordings indexed by $n$.$$\begin{array}{l}
{{Cost}_{c} = \frac{D_{c}(c_{n},c_{\theta})}{\langle D_{c}(c_{n},\langle c_{n}\rangle)\rangle}} \\
\end{array}$$

The distance measure $D_{m}$ for the MUA distribution was the squared difference summed over the order rank bins $k$ of the distribution $D_{m}(\text{MUA}_{n},\text{MUA}_{\theta}) = \sum\limits_{k}(\text{MUA}_{n}(k) - \text{MUA}_{\theta}(k))^{2}$. This was normalized by the distance between the data MUA and the mean data MUA. In other words, the cost measures how much closer the simulation is to the data distribution than the average of all data distributions.$$\begin{array}{l}
{{Cost}_{m} = \frac{D_{m}({MUA}_{n},{MUA}_{\theta})}{D_{m}({MUA}_{n},\langle{MUA}_{n}\rangle)}} \\
\end{array}$$

Finally, the distance measure $D_{a}$ for the autocorrelation function of the MUA was the squared difference summed over time lag bins $t$ of the distribution ${D_{a}\left( \text{ACF}_{n},\text{ACF}_{\theta} \right)} = {\sum\limits_{t}\left( {{\text{ACF}_{n}\left( t \right)} - {\text{ACF}_{\theta}\left( t \right)}} \right)^{2}}$. This was normalized by the distance between the data ACF and the mean data ACF.$$\begin{array}{l}
{{Cost}_{a} = \frac{D_{a}({ACF}_{n},{ACF}_{\theta})}{D_{a}({ACF}_{n},\langle{ACF}_{n}\rangle)}} \\
\end{array}$$

The total cost of parameters $\theta$ on recording $n$ is therefore ${\text{Cost}\left( n,\theta \right)} = {\text{Cost}_{c} + \text{Cost}_{m} + \text{Cost}_{a}}$. Approximately one million networks were simulated on a grid of parameters for 900 s each of spontaneous activity, and their summary statistics ($c_{\theta},\text{MUA}_{\theta}$ and $\text{ACF}_{\theta}$) were retained. The Cost was smoothed for each recording by averaging with the nearest 10 other simulations on the grid. This ensured that some of the sampling noise was removed and parameters were estimated more robustly. The best fit set of parameters was chosen as the minimizer of this smoothed cost function, on a recording by recording basis.

Evaluation of the goodness-of-fit of the model {#s4-12}
----------------------------------------------

We computed the upper limit for the explained variance of the model based on the recordings. We split each neural recording into two halves (interleaved segments of 4 s each) and computed the amount of variance in statistics from one half of the recording that is explained by the other half of the recording. We compared this to the amount of variance in the statistics of the full recording that was explained by the model.

Alternative Gibbs sampling parameter optimization {#s4-13}
-------------------------------------------------

We also demonstrate an alternative approach to finding the best fitting parameters through a sampling-based optimization procedure ([Figure 3---figure supplement 1](#fig3s1){ref-type="fig"}). This reduces the necessary number of simulations from 1 million to 100,000. Future work might in principle devise even faster optimizations, thus allowing analysis on a bigger scale than presented here. Briefly, the sampling-based optimization is based on defining the energy landscape as the negative of the cost function, and thus defining a probability distribution over parameters $\text{P}(\theta) = \exp( - \text{Cost}(\theta)/T)$, where $T$ is the temperature. We use a proposal distribution that always proposes neighbors of the current sample on the grid on which we did the full parameter sweeps, and accept the proposals according to the balance equations of Markov Chain Monte Carlo sampling (MCMC):$${Prob(accept)} = \frac{P(\theta_{new})}{P(\theta_{new}) + {P(\theta_{old})}}$$$$= \frac{1}{1 + \exp( - ({Cost}(\theta_{new}) - {Cost(\theta_{old}}))/T)}$$

To avoid the MCMC chains getting stuck into low probability parts of the energy landscape, we restart the chain every 50 samples from the pool of already-sampled points, chosen with probability proportional to its $\text{P}\left( \theta \right)$. Furthermore, we allow the chain used to optimize the model parameters for one recording to use information from the chains used for the other recordings by pooling together the already-sampled points from all datasets and restarting chains based on all these points.

NMDA and GABA$_{B}$ conductance network {#s4-14}
---------------------------------------

We added long timescale excitatory and inhibitory conductances to the model and simulated the model at multiple levels of inhibitory feedback strength. The strength of the NMDA conductance was 4% the strength of the AMPA conductance and $\tau_{NMDA} = 100$ ms (thus the integrated current was approximately the same as the AMPA integrated current injection). The strength of the GABA$_{B}$ conductance was 2% the strength of the GABA conductance and it had the same timescale as NMDA. The parameter set used for [Figure 2---figure supplement 1a](#fig2s1){ref-type="fig"} was $\theta$ = (0.51, $w_{I}$, 2.6, 0.008, 0.037), where $w_{I}$ ranged from 0.02 to 0.25.

Clustered neuronal network with intrinsic variability and spiking inhibitory neurons {#s4-15}
------------------------------------------------------------------------------------

We also simulated a clustered architecture with variability and adaptation currents. This model consisted of 144 clusters, each with 32 neurons, eight of which were inhibitory neurons and 24 of which were excitatory neurons. The probability of within cluster excitatory-excitatory (E-E) connectivity was 0.3, and within cluster inhibitory-excitatory (I-E) and excitatory-inhibitory (E-I) were 0.15 and 0.1 respectively. The probability of out of cluster E-E, I-E, and E-I connectivity were 0.012, 0.03, and 0.01 respectively. The inhibitory-inhibitory connectivity was unclustered. The probability of connection was 0.01 and its strength was 0.17. The average connection strengths for E-E and I-E were 0.024 and 0.016 respectively. The E-I strength in [Figure 2---figure supplement 1b](#fig2s1){ref-type="fig"} ranged from 0.025 to 0.057. The adaptation current had strength 0.45 and $\tau_{A} = 220$ ms. The membrane timescale for excitatory and inhibitory neurons were 25 ms and 5 ms respectively, and $\tau_{E} = 6$ ms and $\tau_{I} = 3$ ms.

Stimulus-driven activity {#s4-16}
------------------------

Once the simulated networks were fit to the spontaneous neuronal activity, we drove them with an external input to study their evoked responses. The stimulus was either human speech (as presented during our gerbil A1 recordings) or pure tones. The external input to the network was constructed using recordings from 563 neurons from the inferior colliculus (IC). For all recordings in the IC the mean pairwise noise correlations were near-zero and the Fano Factors of individual neurons were close to 1 ([@bib32]), suggesting that responses of IC neurons on a trial-by-trial basis are fully determined by the stimulus alone, up to Poisson-like variability. Thus, we averaged the responses of IC neurons over trials and drove the cortical network with this trial-averaged IC activity. We binned IC neurons by their preferred frequency in response to pure tones, and drove each model cortical neuron with a randomly chosen subset of 10 neurons from the same preferred-frequency bin. We rescaled the IC activity so that the input to the network had a mean value of 0.06 and a maximum value of 0.32, which was three times greater than the average tonic input.

We kept the model parameters fixed at the values fit to spontaneous activity and drove the network with 330 repeated presentations of the stimulus. We then calculated the statistics of the evoked activity. Noise correlations were measured in 15 ms bins as the residual correlations left after subtracting the mean response of each neuron to the stimulus across trials:$$\begin{array}{l}
{c_{ij} = \frac{1}{N_{samples}}\sum\limits_{t}(s_{i}(t) - < s_{i}(t) > )(s_{j}(t) - < s_{j}(t) > )} \\
\end{array}$$

where $s_{i}(t)$ is the summed spikes of neuron $i$ in a 15 ms bin and $< s_{i}(t) >$ is the mean response of neuron $i$ to the stimulus. The noise correlation value given for each recording is the mean of $c_{ij}$.

Tuning width {#s4-17}
------------

To determine tuning width to sound frequency, we used responses of IC neurons to single tones as inputs to the model network. The connections from IC to the network were the same as described in the previous section. Because the connectivity was tonotopic and IC responses are strongly frequency tuned, the neurons in the model network inherited the frequency tuning. We did not model the degree of tonotopic fan-out of connections from IC to cortex and, as a result, the tuning curves of the model neurons were narrow relative to those observed in cortical recordings ([@bib72]). We chose the full width of the tuning curve at half-max as a standard measure of tuning width.

Decoding tasks {#s4-18}
--------------

We computed decoding error for a classification task in which the single-trial activity of all model neurons was used to infer which of seven different speech tokens was presented. The classifier was built on training data using a linear discriminant formulation in which the Gaussian noise term was replaced by Poisson likelihoods. Specifically, the activity of a neuron for each 15 ms bin during the response to each token was fit as a Poisson distribution with the empirically-observed mean. To decode the response to a test trial, the likelihood of each candidate token was computed and the token with the highest likelihood was assigned as the decoded class. This classifier was chosen because it is very fast and can be used to model Poisson-like variables, but we also verified that it produced decoding performance as good as or better than classical high-performance classifiers like support vector machines.

Classifying FS and RS neurons {#s4-19}
-----------------------------

We classified fast-spiking and regular-spiking neurons based on their raw, unfiltered, spike shape ([@bib70]). We determined the trough-to-peak time of the mean spike waveform after smoothing with a gaussian kernel of $\sigma$=0.5 samples. The distribution of the trough-to-peak time $\tau$ was clearly bimodal in all types of recordings. Following ([@bib70]) we classified FS neurons in the awake data with $\tau <$0.6 ms and RS neurons with $\tau >$0.8 ms. The distributions of $\tau$ in the anesthetized data, although bimodal, did not have a clear separation point, so we conservatively required $\tau <$0.4 ms to classify an FS cell in these recordings and $\tau >$0.65 ms to classify RS neurons (see [Figure 6---figure supplement 1](#fig6s1){ref-type="fig"}). The rest of the neurons were not considered for the plots in [Figures 6](#fig6){ref-type="fig"} and [7](#fig7){ref-type="fig"} and are shown in gray on the histogram in [Figure 6---figure supplement 1](#fig6s1){ref-type="fig"}.

Although one recent study has raised doubts on the accuracy of spike-width based classification ([@bib66]), a large number of other studies have shown 90--100% classification accuracy of FS neurons as PV+ interneurons ([@bib69]; [@bib46]; [@bib4]; [@bib12]; [@bib58]; [@bib96]; [@bib9]; [@bib15]). Even ([@bib66]) show that the classification is near-perfect using other features of the spike waveform; their finding that spike-width based classification was not accurate may be due to the filtering that they performed during pre-processing. In our recordings, the distributions of the trough-to-peak duration of the raw waveform are highly bimodal in all cases (see [Figure 6---figure supplement 1](#fig6s1){ref-type="fig"}), unlike the distributions shown in ([@bib66]).

Local field potential {#s4-20}
---------------------

The low-frequency potential (LFP) was computed by low-pass filtering the raw signal with a cutoff of 300 Hz. Spectrograms with adaptive time-frequency resolution were obtained by filtering the LFP with Hamming-windowed sine and cosine waves and the spectral power was estimated as the sum of their squared amplitudes. The length of the Hamming window was designed to include two full periods of the sine and cosine function at the respective frequency, except for frequencies of 1 Hz and above 30 Hz, where the window length was clipped to a single period of the sine function at 1 Hz and two periods of the sine function at 30 Hz respectively. The synchrony level was measured as the log of the ratio of the low to high frequency power (respective bands: 3--10 Hz and 11--96 Hz, excluding 45--55 Hz to avoid the line noise). We did not observe significant gamma power peaks except for the line noise, in either the awake or anesthetized recordings.

Dividing trials by synchrony {#s4-21}
----------------------------

For the recordings from awake restrained mice, we computed a synchrony value for each trial in the 500 ms window following stimulus onset. The distribution of synchrony values was not clearly bimodal, but varied across a continuum of relatively synchronized and desynchronized states. To examine the effect of synchrony on noise correlations, we sorted all trials by their synchrony value, classified the 50% of trials with the lowest values as desynchronized and the 50% of trials with the highest values as synchronized, and computed the noise correlations for each set of trials for each recording. To examine the effect of synchrony on FS and RS activity, we pooled all trials from all recordings, divided them into quintiles by their synchrony value, and computed the average spike rates of FS and RS neurons for each set of trials. For [Figure 6](#fig6){ref-type="fig"}, noise correlations were computed aligned to the stimulus onsets in windows of 500 ms, to match the window used for measuring FS and RS activity as well as LFP power.

For urethane recordings, we computed the level of synchrony of the LFP (ratio of low frequency 1--10 Hz activity to high frequency 11--100 Hz) in sliding 10 s windows. The recordings were split into high and low synchrony based on the median level of synchrony, and 20 s around each transition point were discarded. We treated urethane recordings in synchronized and desynchronized states as separate recordings for the purposes of model fitting.

Dividing trials by behavioral state {#s4-22}
-----------------------------------

We median-filtered the raw running speed of the treadmill with a window of 0.5 s. In order to discard extremely small speeds that may be noise, we discarded all points less than one hundredth of the standard deviation of the running speed. Using the processed running speed, we divided the data into periods of stationary and running behavior. We found periods of at least five seconds in which all bins were either zero or non-zero. We then excluded the first and last second of each of these segments from our computations, considering them to be periods of transition between stationary and running. We took all of the spiking in these segments and binned it into 15 ms bins for all further computations.

Modeling the transition from stationary to running {#s4-23}
--------------------------------------------------

In order to fit the intrinsic variability in the population responses in the recordings that were made on the treadmill, we first removed the evoked responses from each recording. We computed the mean evoked response to each stimulus (10 stimuli total) for each neuron by computing the mean response across all trials and then subtracting the spontaneous spike rate. We then subtracted this mean evoked response from each neurons response on each trial. Because the spike rates of neurons varied from 0.1 Hz (our cutoff for inclusion) to 150 Hz, we divided each neuron\'s binned spike rate by its average spike rate and then multiplied by the overall mean spike rate of the population. We then computed each of our statistics on these normalized population activity patterns. We fit the models to the statistics of the stationary periods in each of the recordings, and then changed one or two parameters of the stationary fits in order to best fit the running periods. We simulated evoked activity by driving the model with the mean evoked responses described above, scaled so that the overall spike rate of the model responses matched the overall spike rate in each recording.
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###### Metadata for all recordings.

The table shows the species, brain region, and state for each of our recordings, as well information regarding the stimuli presented and the number of neurons recorded.

**DOI:** [http://dx.doi.org/10.7554/eLife.19695.019](10.7554/eLife.19695.019)
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###### Species and brain area for studies of cortical dynamics cited in the Discussion.

The table shows the species and brain region for the studies cited in the sections of the Discussion related to cortical dynamics.

**DOI:** [http://dx.doi.org/10.7554/eLife.19695.020](10.7554/eLife.19695.020)
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In the interests of transparency, eLife includes the editorial decision letter and accompanying author responses. A lightly edited version of the letter sent to the authors after peer review is shown, indicating the most substantive concerns; minor comments are not usually included.

Thank you for submitting your article \"Inhibitory control of correlated intrinsic variability in cortical networks\" for consideration by *eLife*. Your article has been favorably evaluated by Eve Marder (Senior Editor) and three reviewers, one of whom is a member of our Board of Reviewing Editors. The reviewers have opted to remain anonymous.

The reviewers have discussed the reviews with one another and the Reviewing Editor has drafted this decision to help you prepare a revised submission.

Summary:

In this manuscript, Stringer et al. and a team of theorists examine cortical activity recordings from several species (gerbil, mouse, and rat), several cortical areas (auditory and visual), and several anesthetic/behavioural states, in which correlations (particularly those driven by Up/Down state dynamics) are more or less prominent. They construct a spiking network model that can generate Up/Down dynamics internally (the mechanism is that neurons\' afterhyperpolarizations chaotically synchronize) by systematically varying a handful of key parameters of the model. They predict that the main feature determining whether Up/Down dynamics are prominent is the strength of feedback inhibition. They then test this prediction by comparing activity of fast-spiking versus broad-spiking units in the original data, and they see that FS units are indeed more responsive during desynchronized trials or under fentanyl, versus on synchronized trials or under ketamine.

The comprehensive assessment of the relationship between inhibition, strength of correlations, and synchronization in cortical states is of fundamental importance, and the attempt to perform such assessment rigorously and quantitatively is a significant and novel step. However, the results paint an oversimplified picture that glosses over many well-established experimental findings that complicate the interpretation and at least sometimes contradict the results. This is partly because the model makes some substantial simplifications (e.g., a single source of inhibition), partly because the literature itself is complex and contradictory, and partly because the data that agree with the model are overemphasized.

As it is, the manuscript may be significant for other modeling groups, but the impact for experimentalists will be very minor due to the difficulty of interpretation. The consensus of the reviewers is that addressing/discussing the limitations of the model (as suggested below) in a substantial way would enormously enhance the impact of this work.

Essential revisions:

1\) Both the chosen statistics and the qualitative comparisons between data and model (e.g. [Figure 3](#fig3){ref-type="fig"}) indicate very good agreement. However, one still wonders, how good can the fits be? And, what is the limiting factor, the dynamical repertoire of the model or the amount of data? These are important questions for determining not only the applicability of the model, but also what it would take to improve upon the current results.

Here is one way such a comparison could be made. The idea is to generate an estimate of the lowest possible error (or cost) given the data, and compare it to the actual error between model and data (for any given recording). To get such limit, divide the recorded data set into two equal parts, A and B (say, the first and second halves of the total recording time), and compare them using the same exact statistics and cost functions used to compare the model and the full data set, autocorrelation function, correlations, etc. If the total error between parts A and B is, say, 0.10, and that between model and data is, say, 0.20 (i.e., 100% larger), then we know that the model probably still has room to improve, i.e., one could fiddle with other parameters or make it more complex in order to generate a better match to the data. In contrast, if the error between model and data is, say, 0.11 (just 10% higher than that between parts A and B), it would suggest that the model is essentially matching the data as well as that can be done given the amount at hand, and the chosen statistics.

This, or something like this, would provide a more intuitive sense for how good the model is in relation to how good any model *can* be under the circumstances. It would indicate how drastic are the simplifications of the model. For instance, if the error between model and data is far higher than the bound found by randomization, it would suggest that less drastic simplifications would be able to capture more variance in the data.

2\) The model would be much more useful if the results were more interpretable. Perhaps the authors could unpack one of the areas of simplification and explore how it affects the results. Here are two possibilities.

One, the findings would be more interpretable if they relied more on naturally occurring cortical states. Not only is the exact pharmacological action of the anesthetics still unclear, there is evidence that some drugs like ketamine act differentially on excitatory and inhibitory neurons, making interpretation of the model difficult. The model would provide a more powerful framework if the authors included recordings where a set of stable, identified neurons was followed across multiple quantified waking states (which could be distinguished by arousal state or EEG/LFP data), or from wakefulness to sleep.

Two, the authors assume that the activity of FS cells represents the state of inhibition in the cortex, and therefore conclude that the level of inhibition is low under some circumstances and higher in others. However, there are several inhibitory-inhibitory connections between different interneuron cell types (PV, SST, VIP etc.). The overall level of inhibition at any given moment may thus remain stable even as the contributing population of interneurons changes. Using a single feedback inhibitory mechanism may not be the most appropriate way to model inhibitory dynamics in the cortex.

For instance, one potential pitfall of incorporating a single feedback inhibition mechanism is that tuning might be sharpened simply by an \'iceberg\' effect, where nonspecific increases in inhibition simply eliminate small responses to input. This was noted by Lee et al. 2013 and El-Boustani et al. 2014, following the Lee et al. 2012 paper cited by the authors. The authors should address this issue in interpreting the results from [Figure 5](#fig5){ref-type="fig"}.

3\) There are several major inconsistencies between the experimental literature and model assumptions that should be discussed.

Regarding the claim that cortical activity is generally suppressed during active behaviors, all the papers cited in support of this claim are auditory (subsection "Neuromodulators and inhibitory control of cortical dynamics"). However, the exact opposite result is found in the visual system, in which cortical activity, RS response rate, SNR, and so on are all increased during locomotion. (There are numerous papers on this; Niell/Stryker 2010 is a particularly famous example.) This work doesn\'t fit with their theory at all! Rather than gloss over this issue, the authors should describe the relevant data both for and against their theory, and explain why their theory is still valuable even if not all its predictions are borne out.

Another example is their suggestion that many FS cells do not respond to stimuli under ketamine anesthesia, and that this silencing is responsible for the tendency of cortical networks to generate Up/Down dynamics under ketamine. The issue of whether FS cells are responsive under ketamine was examined by Moore/Wehr 2013 (who identified PV cells using optotagging in mouse auditory cortex under ketamine anesthesia, and showed that most tagged cells had high spontaneous and evoked firing rates), as well as Cohen/Mizrahi 2013 (who randomly patched neurons in ketamine-anesthetized rat barrel cortex, identified the FS neurons by intracellular current injection, and showed that all FS cells did respond either to ipsi- or contra-lateral whisker stimulation). How is the model consistent with these data -- or if it\'s not, can the authors discuss why the model is nonetheless worth considering?

Regarding waveform classification (subsection "Classifying FS and RS neurons"): There is a genuine debate in the literature regarding the relationship between cell type and extracellularly recorded spike waveform, but one wouldn\'t get that impression from reading this paragraph: first, because only one paper is cited on the \"exercise caution\" side, and second, because no papers at all are cited to support the preferred estimate of 90-100% correct classification. It would be much better to cite papers on both sides of the debate, since this classification is so central to the analysis.

Regarding whether the FS/RS distinction \"is still effective for approximating the overall levels of inhibitory and excitatory activity in a population\" (subsection "Activity of fast-spiking (FS) neurons is increased during periods of cortical desynchronization with weak noise correlations"): It is not necessarily true that activity of all types of inhibitory cell will be correlated with one another, particularly since inhibitory cells can inhibit one another in targeted, type-specific ways (e.g. Pfeffer/Scanziani 2013), which will tend to produce anticorrelations between activity in the different classes of interneurons. Fanselow/Connors 2008 showed that the states in which somatostatin cells were active tended to be those in which parvalbumin cells were least active, and in fact Tan/Agmon 2008 suggest that non-FS inhibitory cells (somatostatin cells) are the ones most specialized to provide the kind of stabilizing influence the authors\' models require.

None of this implies that there is something wrong with the theory itself. But half the paper is about whether the experiments back up the theory, so caution should be exercised when interpreting the experimental data. As it is, it would appear that the literature provides straightforward, uncontroversial support of the theory, which is not the case.

4\) Subsection "Activity of fast-spiking (FS) neurons is increased during periods of cortical desynchronization with weak noise correlations", last paragraph/[Figure 7](#fig7){ref-type="fig"} shows differences in the total numbers of thin versus broad spikes under fentanyl versus ketamine anesthesia. Many factors can influence how many units/clusters are recovered from a recording and how well spikes are assigned to their underlying sources, including physical/pulsatile instability of the brain caused by breathing and heart rate, overall activity level of nearby neurons (which influences both cluster quality and SD-based spike thresholds), and correlation/synchrony (most sorters don\'t properly handle \"collisions\" between spikes in neighboring cells). Anesthesia could change any of these. Even though the physical configuration of the tetrode was the same, it is unclear how one could control for all of these issues when comparing two extracellular recordings.

5\) Regarding [Figures 6](#fig6){ref-type="fig"}/[7](#fig7){ref-type="fig"} directly linking the number of spikes evoked during a stimulus to the strength of inhibition/excitation during the stimulus is not entirely straightforward. Short-term synaptic plasticity is an equally important factor in determining a neuron\'s ability to affect firing in its targets. This could even be a mechanism for maintaining the supralinearity of inhibition; if inhibitory synapses don\'t depress as much as excitatory synapses do, they\'ll still be capable of stabilizing the network even when the network is very active, producing an inhibition-stabilized network in which the number of inhibitory spikes doesn\'t increase faster than the number of excitatory spikes (see e.g. Tan/Agmon 2008). In the converse case, in a network in which excitatory synapses depress less than inhibitory synapses, the network could appear inhibition-stabilized in its spike count and yet not be inhibition-stabilized in terms of the overall magnitude of the inhibitory conductances. Either way, STSP is a key factor and spike rates are only half the story. The question is whether [Figure 6](#fig6){ref-type="fig"} really locks down the issue of whether cortical networks are actually inhibition-stabilized. It seems that the relationship between inhibition-stabilized networks and STSP is worth mentioning, even if only briefly.

10.7554/eLife.19695.022

Author response

Essential revisions:

*1) Both the chosen statistics and the qualitative comparisons between data and model (e.g. [Figure 3](#fig3){ref-type="fig"}) indicate very good agreement. However, one still wonders, how good can the fits be? And, what is the limiting factor, the dynamical repertoire of the model or the amount of data? These are important questions for determining not only the applicability of the model, but also what it would take to improve upon the current results.*

*Here is one way such a comparison could be made. The idea is to generate an estimate of the lowest possible error (or cost) given the data, and compare it to the actual error between model and data (for any given recording). To get such limit, divide the recorded data set into two equal parts, A and B (say, the first and second halves of the total recording time), and compare them using the same exact statistics and cost functions used to compare the model and the full data set, autocorrelation function, correlations, etc. If the total error between parts A and B is, say, 0.10, and that between model and data is, say, 0.20 (i.e., 100% larger), then we know that the model probably still has room to improve, i.e., one could fiddle with other parameters or make it more complex in order to generate a better match to the data. In contrast, if the error between model and data is, say, 0.11 (just 10% higher than that between parts A and B), it would suggest that the model is essentially matching the data as well as that can be done given the amount at hand, and the chosen statistics.*

*This, or something like this, would provide a more intuitive sense for how good the model is in relation to how good any model can be under the circumstances. It would indicate how drastic are the simplifications of the model. For instance, if the error between model and data is far higher than the bound found by randomization, it would suggest that less drastic simplifications would be able to capture more variance in the data.*

We have computed the upper limit for the explained variance of the model based on the recordings. We split each neural recording into two halves (interleaved segments of 4s each) and computed the amount of variance in the statistics from one half of the recording that is explained by the other half of the recording. The median variance explained for the autocorrelation function of the MUA, the distribution of MUA values across time bins, and the mean pairwise correlations were 84%, 98%, and 100% respectively. We compared this to the amount of variance in the statistics of the full recording that was explained by the model. The median variance explained for the three statistics were 82%, 90%, and 97% respectively. Thus, the model approaches the upper limit for the explained variance in both the autocorrelation function of the MUA and the mean pairwise correlations. The small amount of variance in the distribution of MUA values across time bins that is unexplained by the model is due primarily to outliers in the distribution in the recordings corresponding to bursting activity. We do not attempt to incorporate single-neuron bursting in our model and, thus, fail to explain these exceptionally high spike rates.

We have added a summary of this analysis in the main text and included the associated plots as [Figure 3---figure supplement 3](#fig3s3){ref-type="fig"}.

*2) The model would be much more useful if the results were more interpretable. Perhaps the authors could unpack one of the areas of simplification and explore how it affects the results. Here are two possibilities.*

*One, the findings would be more interpretable if they relied more on naturally occurring cortical states. Not only is the exact pharmacological action of the anesthetics still unclear, there is evidence that some drugs like ketamine act differentially on excitatory and inhibitory neurons, making interpretation of the model difficult. The model would provide a more powerful framework if the authors included recordings where a set of stable, identified neurons was followed across multiple quantified waking states (which could be distinguished by arousal state or EEG/LFP data), or from wakefulness to sleep.*

*Two, the authors assume that the activity of FS cells represents the state of inhibition in the cortex, and therefore conclude that the level of inhibition is low under some circumstances and higher in others. However, there are several inhibitory-inhibitory connections between different interneuron cell types (PV, SST, VIP etc.). The overall level of inhibition at any given moment may thus remain stable even as the contributing population of interneurons changes. Using a single feedback inhibitory mechanism may not be the most appropriate way to model inhibitory dynamics in the cortex.*

*For instance, one potential pitfall of incorporating a single feedback inhibition mechanism is that tuning might be sharpened simply by an \'iceberg\' effect, where nonspecific increases in inhibition simply eliminate small responses to input. This was noted by Lee et al. 2013 and El-Boustani et al. 2014, following the Lee et al. 2012 paper cited by the authors. The authors should address this issue in interpreting the results from [Figure 5](#fig5){ref-type="fig"}.*

Regarding the first point, note that in the original manuscript our model was fit to both anesthetized (n = 44) and awake (n = 15) recordings. However, we did not originally include any awake recordings in which we were able to separate epochs corresponding to distinct behavioral states. In the revised manuscript, we now include analysis of new multi-neuron recordings from awake head-fixed mice that were able to run on a treadmill. It has been shown previously that locomotory behavior induces a more desynchronized cortical state (Polack et al., 2013), which we also verified in our new data. We separated these recordings into stationary and running epochs and asked which mechanisms in our model best explained the differences in cortical dynamics between these two behavioral states. The results were consistent with the rest of our analyses: we found that increases in inhibition best explained the change in dynamics, although an even better model of the transition between stationary and running periods was obtained by changes in both inhibition and adaptation. We also verified in these recordings that the relative increase in fast-spiking neuron activity that accompanied the desynchronization caused by running (87%) was significantly larger than the relative increase in regular-spiking activity (28%).

These new recordings and analysis are included in the revised manuscript as [Figure 7](#fig7){ref-type="fig"}.

Regarding the second point, we did not attempt in this study to address the contributions of different cortical inhibitory interneuron classes. Our analysis starts from the observation that feedback inhibition can be used to stabilize an otherwise oscillatory chaotic neural network. In real cortical networks, the overall level of feedback inhibition is likely to depend on multiple interneuron classes, perhaps with different interneuron classes playing more or less important roles in different situations. We found that the behavior of fast-spiking neurons in our data is at least consistent with a stabilization role in several situations, but our data do not enable us to assess the degree to which other interneuron classes may also be involved. We have revised the Discussion to propose the study of the roles of different interneuron classes in network stabilization as a topic for future work.

*3) There are several major inconsistencies between the experimental literature and model assumptions that should be discussed.*

*Regarding the claim that cortical activity is generally suppressed during active behaviors, all the papers cited in support of this claim are auditory (subsection "Neuromodulators and inhibitory control of cortical dynamics"). However, the exact opposite result is found in the visual system, in which cortical activity, RS response rate, SNR, and so on are all increased during locomotion. (There are numerous papers on this; Niell/Stryker 2010 is a particularly famous example.) This work doesn\'t fit with their theory at all! Rather than gloss over this issue, the authors should describe the relevant data both for and against their theory, and explain why their theory is still valuable even if not all its predictions are borne out.*

We were not clear enough on this point in the original manuscript and we have clarified it in the revised Discussion. We outlined two types of states with weak noise correlations and reliable evoked responses: the desynchronized, high spike rate states (as seen in Niell & Stryker, 2010 -- mouse visual cortex) and desynchronized, hyperpolarized states (as seen in McGinley et al., 2015 -- mouse auditory cortex). There are also several studies that report little or no change in spike rate in pyramidal neurons visual cortex during running (Dipoppa et al., 2016; Pakan et al., 2016; Polack et al., 2013; Bennett et al., 2013, all in mouse visual cortex L2/3).

In the revised manuscript, we now also report on our own recordings made in mouse visual cortex during running as described above. We find that running tends to increase spike rates in both RS and FS neurons relative to periods in which the animal is stationary. In the new [Figure 7](#fig7){ref-type="fig"} of our revised manuscript, we show that increased inhibition is still necessary to stabilize the desynchronized network and decrease correlations during running, even when there is an increase in spike rate, consistent with our other results. Because of the increase in spike rate, another parameter must also change in addition to inhibition, such as adaptation, in order to explain the increase in RS spiking activity (note FS activity increases in 4/4 of our recordings and RS activity increases in 3/4). Note that these results are similar to those reported for the transition from synchronized to desynchronized states under urethane in the original manuscript. Desynchronization under urethane is similar to desynchronization during running in that the spike rates of both FS and RS neurons increase, with the increase in FS activity being proportionally larger. In the case of urethane, the increase in RS activity despite increased FS activity appears to be due to an increase in tonic input.

Thus, in summary, our modelling results are not inconsistent with the desynchronized high spike rate state; instead, our results suggest that another parameter in addition to inhibition must also change in order to fully capture the transition to a stabilized network with higher spike rates.

*Another example is their suggestion that many FS cells do not respond to stimuli under ketamine anesthesia, and that this silencing is responsible for the tendency of cortical networks to generate Up/Down dynamics under ketamine. The issue of whether FS cells are responsive under ketamine was examined by Moore/Wehr 2013 (who identified PV cells using optotagging in mouse auditory cortex under ketamine anesthesia, and showed that most tagged cells had high spontaneous and evoked firing rates), as well as Cohen/Mizrahi 2013 (who randomly patched neurons in ketamine-anesthetized rat barrel cortex, identified the FS neurons by intracellular current injection, and showed that all FS cells did respond either to ipsi- or contra-lateral whisker stimulation). How is the model consistent with these data -- or if it\'s not, can the authors discuss why the model is nonetheless worth considering?*

Our assertion in the original manuscript that many FS cells do not respond to stimuli under ketamine was based on weak evidence. A well-designed experiment to address this issue would require recordings in which the same neurons were studied under ketamine anesthesia and in another state, which we do not have. Our attempt to compare recordings from different populations that were recorded under ketamine and under fentanyl was not sufficient; the observation that our recordings contained fewer FS cells under ketamine could have many explanations (as pointed out by the reviewer in point 4 below) and, thus, is not a sufficient basis for asserting that many FS cells go silent under ketamine. We have removed this assertion and the associated analysis from the revised manuscript.

Regarding the question of whether existing data support the results of our model-based analysis which suggests that ketamine induces a state of weak inhibition: There are a number of previous studies suggesting that NMDA antagonists such as ketamine disinhibit cortex (Olney et al., 1999). This disinhibition may occur through a reduction in inhibitory activity: ketamine has been shown to reduce the immunoreactivity of GABAergic neurons in cortical slices (Kinney et al., 2006; Behrens et al., 2007). The Moore/Wehr 2013 study does not really speak directly to this question. In that study, the authors made no attempt to make an unbiased measurement of the overall level of inhibitory activity in the population under ketamine relative to any other state (or, indeed, at all). The same is true of Cohen/Mizrahi 2013: they may have randomly patched neurons, but they pre-selected cells for inclusion in their study based on a number of very specific criteria. This is also true of the more recent study from the same lab (Maor et al., Cer Cortex, 2016) in which they made targeted recordings from PV+ cells with visual guidance, but included only those cells with evoked responses in their analysis. So, in summary, neither existing data nor our own provide a reliable measurement of the overall level of inhibitory activity under ketamine relative to other states.

*Regarding waveform classification (subsection "Classifying FS and RS neurons"): There is a genuine debate in the literature regarding the relationship between cell type and extracellularly recorded spike waveform, but one wouldn\'t get that impression from reading this paragraph: first, because only one paper is cited on the \"exercise caution\" side, and second, because no papers at all are cited to support the preferred estimate of 90-100% correct classification. It would be much better to cite papers on both sides of the debate, since this classification is so central to the analysis.*

The claim of 90-100% correct classification was made both in the main text and in the Methods, but the references supporting this claim were only cited in the main text. We have now duplicated this list of references in the Methods. We have also added an additional study that provides very strong evidence for the validity of waveform-based classification (Cohen and Mizrahi, 2015): In [Figure 1C](#fig1){ref-type="fig"} of their paper, these authors show using loose-patch recordings in mouse auditory cortex of PV-cre-tdTomato mice that 71/73 tdTomato+ cells had a peak to valley duration \< 1ms (equivalent to trough-to-peak in our recordings), and 70/74 tdTomato- cells had a peak to valley duration \> 1ms.

There are also 5 other independent studies which all quantitatively support the estimate of 90-100% correct classification: Madisen et al., 2012 ([Figure 7B](#fig7){ref-type="fig"}), Cardin et al., 2009 ([Figure 2A](#fig2){ref-type="fig"}), Cho et al., 2010 ([Figure 3A](#fig3){ref-type="fig"}), Bartho et al., 2004 (Table 1), and Stark et al., 2013 ([Figure 1B](#fig1){ref-type="fig"}).

The evidence against the validity of waveform-based classification seems to be based largely on the observation of a particular, rare, class of pyramidal neurons with narrow spikes called "chattering cells", which have only been shown to exist in carnivores, and have not yet been found in rodents or primates, as far as we know (Constantinople et al., 2010). Even in carnivores, these cells only occur in layers 2/3 (Gray and McCormick, 1996).

We cited the only study in rodents that we are aware of that is apparently inconsistent with the validity of spike width-based classification (Moore and Wehr, 2013). In our revised Methods, we discuss the reasons why their results were likely due to the specifics of their analysis methods. First, Moore and Wehr perform their analysis on filtered spike waveforms, which might explain why all of their RS neurons have upward-going spikes (their [Figure 1F](#fig1){ref-type="fig"}). We only observe such spikes in less than 1% of the population throughout all our cortical recordings. Second, they used a measure of spike width that is different from ours. Like the studies we cite above, we used trough-to-peak duration as a measure of spike width, while Moore and Wehr use the entire duration of the spike, based on custom defined thresholds. Their [Figure 1F](#fig1){ref-type="fig"} suggests that their classification would have been more successful if they had used trough-to-peak. Moreover, Moore and Wehr also did not have a bimodal distribution of spike widths after filtering, which we reliably find in all 70+ of our recordings for trough-to-peak distributions.

*Regarding whether the FS/RS distinction \"is still effective for approximating the overall levels of inhibitory and excitatory activity in a population\" (subsection "Activity of fast-spiking (FS) neurons is increased during periods of cortical desynchronization with weak noise correlations"): It is not necessarily true that activity of all types of inhibitory cell will be correlated with one another, particularly since inhibitory cells can inhibit one another in targeted, type-specific ways (e.g. Pfeffer/Scanziani 2013), which will tend to produce anticorrelations between activity in the different classes of interneurons. Fanselow/Connors 2008 showed that the states in which somatostatin cells were active tended to be those in which parvalbumin cells were least active, and in fact Tan/Agmon 2008 suggest that non-FS inhibitory cells (somatostatin cells) are the ones most specialized to provide the kind of stabilizing influence the authors\' models require.*

We were not clear enough about this issue in the original manuscript. We do not know that PV+ cells alone provide the stabilizing effect on the network's activity. We propose that any increase in inhibitory feedback would reduce correlations, which could include SST neurons (Tan & Agmon, 2008). Unfortunately, in our recordings we do not have the ability to identify SST cells and track their activity to determine if their activity increases with decreased correlations. We have clarified this point in the revised Discussion.

Regarding Fanselow/Connors 2008: they showed two in vitro states in which GIN (subtype of somatostatin) cells were more active than FS cells (application of ACSF and application of an mGluR agonist DHPG). Under these preparations, there was no FS spiking at all, which is inconsistent with all current in vivo studies of PV cells in awake mice that we know of, suggesting that the states induced by these preparations may not be physiologically relevant. There may indeed be a decrease in PV activity when SST activity increases in certain situations, but we are not aware of any in vivo studies that report the size of this effect.

*4) Subsection "Activity of fast-spiking (FS) neurons is increased during periods of cortical desynchronization with weak noise correlations", last paragraph/[Figure 7](#fig7){ref-type="fig"} shows differences in the total numbers of thin versus broad spikes under fentanyl versus ketamine anesthesia. Many factors can influence how many units/clusters are recovered from a recording and how well spikes are assigned to their underlying sources, including physical/pulsatile instability of the brain caused by breathing and heart rate, overall activity level of nearby neurons (which influences both cluster quality and SD-based spike thresholds), and correlation/synchrony (most sorters don\'t properly handle \"collisions\" between spikes in neighboring cells). Anesthesia could change any of these. Even though the physical configuration of the tetrode was the same, it is unclear how one could control for all of these issues when comparing two extracellular recordings.*

We agree that this analysis is problematic for the reasons described above and we have removed it from the manuscript.

*5) Regarding [Figures 6/7](#fig6){ref-type="fig"}, directly linking the number of spikes evoked during a stimulus to the strength of inhibition/excitation during the stimulus is not entirely straightforward. Short-term synaptic plasticity is an equally important factor in determining a neuron\'s ability to affect firing in its targets. This could even be a mechanism for maintaining the supralinearity of inhibition; if inhibitory synapses don\'t depress as much as excitatory synapses do, they\'ll still be capable of stabilizing the network even when the network is very active, producing an inhibition-stabilized network in which the number of inhibitory spikes doesn\'t increase faster than the number of excitatory spikes (see e.g. Tan/Agmon 2008). In the converse case, in a network in which excitatory synapses depress less than inhibitory synapses, the network could appear inhibition-stabilized in its spike count and yet not be inhibition-stabilized in terms of the overall magnitude of the inhibitory conductances. Either way, STSP is a key factor and spike rates are only half the story. The question is whether [Figure 6](#fig6){ref-type="fig"} really locks down the issue of whether cortical networks are actually inhibition-stabilized. It seems that the relationship between inhibition-stabilized networks and STSP is worth mentioning, even if only briefly.*

We have added a brief discussion of STSP in the revised manuscript. Here we provide a more detailed response to this comment:

Several previous studies (Tsodyks et al., 1998, Loebel et al., 2007) have modelled slow-timescale up/down state transitions using synaptic depression rather than spike frequency adaptation. We chose not to include such short-term synaptic plasticity in our model so as to limit the number of parameters. But in a simplistic EI model, none of the potentially adapting synapses would have the effects that we observed on network activity and FS interneurons. The first possibility suggested by the reviewers is that inhibitory synapses might not depress as much as excitatory synapses. If this was true, then during desynchronization, the spike rates of inhibitory neurons would increase/decrease together with those of excitatory neurons, while the IE synapses would dominate over EE synapses, thus stabilizing the network. But in all cases, we observed that desynchronization caused a relative increase in FS activity that was larger than the corresponding relative increase in RS activity. The second possibility suggested by the reviewers is that excitatory synapses depress less than inhibitory synapses, thereby making the activity of inhibitory neurons large, even though their synapses are weak and unable to stabilize the dynamics. But we observe the opposite: the dynamics appear to be most stabilized in our recordings when FS activity is particularly high (desynchronized states).

So we concluded that introducing synaptic depression into our model was unlikely to significantly modify our conclusions, and to model it properly we would need multiple adaptation parameters on E and I synapses, which we did not think we could estimate robustly together with our other 5 parameters.

[^1]: Department of Neuroscience, Psychology and Behaviour, University of Leicester, Leicester, United Kingdom.
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