Abstract. We prove that if the Jacobian Conjecture in two variables is false and (P, Q) is a standard minimal pair, then the Newton polygon H(P ) of P must satisfy several restrictions that had not been found previously. This allows us to discard some of the corners found in [7, Remark 7.14] for H(P ), together with some of the infinite families found in [10, Theorem 2.25].
1 m A where m := deg(P )/ gcd(deg(P ), deg(Q)), leading to the list of [7, Remark 7.14] , which contains the list of [10, Theorem 2.24] .
In the present paper we focus on restrictions for A ′ 0 := 1 m A ′ , which allows us to discard some of the corners found in [7, Remark 7.14] , together with some of the infinite families found in [10, Theorem 2.25 ]. We will see in Theorem 2.13 that for such an A -No possible A ′ 0 can be of the form ℘(n ′ + 1, n ′ ) for ℘, n ′ ∈ N (Proposition 2.31).
In order to obtain the two last conditions we use our main technical result, Proposition 2.18, which yields restrictions on the directions (ρ, σ) that can occur for an R as above if you fix the starting point. This result also allows to write an algorithm to determine all possible A Hence, in order to obtain the restrictions for A ′ 0 we need the following result of [4] : The support of a component of a Jacobian pair cannot have an edge with slope 1.
In the first section we generalize this result, using the more elementary proof of Makar Limanov in [14] . Our result permits us in Corollary 1.7 to add a condition to the parameters involved in the family 16 (1 + 2j, 1 + 3j) associated to the corner (4, 12) , as described in [7, Theorem 8.12] .
In the second section we construct the conditions for A ′ 0 . We first restrict the possible directions to the interval ](0, −1), (1, −1)[, then we prove the existence of some R, G such that R is not a monomial and [R, G] = R i for some i ∈ N. From this we deduce algebraic conditions for some polynomials associated to R and G. This allows to prove that we can assume that i = 2 and we also obtain our main result, Proposition 2.18, which yields restrictions on the directions (̺, ς) that can occur. Finally we deduce various consequences, mainly Proposition 2.28 and Proposition 2.31, which provide more restrictions for possible A ′ 0 's.
Generalizing Cassier-Nouges
Throughout this paper l denotes a fixed natural number. Let K be characteristic zero field. Given a K-algebra A and η ∈ A, we let ev η : A[y] → A denote the evaluation map ev η (P ) := P (η). For the sake of brevity, we set L (l) := K[x
− . By definition the coefficient at x i l y j of P and the support of P are Coef
and Supp(P ) := (i/l, j) : a i l ,j = 0 , respectively. We call a pair (ρ, σ) ∈ Z 2 a direction if gcd(ρ, σ) = 1. We will denote by V the set of directions. For (ρ, σ) ∈ V and P ∈L
Note that if ρ > 0, then v ρ,σ (P ) < ∞ if and only if P ∈L
− , while if ρ < 0, then v ρ,σ (P ) < ∞ if and only if P ∈L (l) + . For P satisfying v ρ,σ (P ) < ∞, we define the (ρ, σ)-leading term of P as
We define the set of directions associated with P as
+ . A straightforward computation shows that if v ρ,σ (η) = v ρ,σ (y) = σ and v ρ,σ (P ) < ∞, then ev ℓρ,σ (η) (ℓ ρ,σ (P )) = ℓ ρ,σ (ev η (P )), (1.2) whenever the left hand side is nonzero. The algebrasL
+ are topological algebras in a natural way. A local base at zero ofL
− is the family (V u ) u∈Z , where
while a local base at zero ofL (l) + is the family (V u ) u∈Z , where
There is a unique isomorphism of topological algebras ϕ :
and ϕ(y) = y. We define two continuous derivations D x and D y onL
+ , by
It is easy to check that
Moreover, a direct computation shows that
We also define continuous linear maps y onL 
, then the differential form gdx + f dy is exact; i.e., there exists H ∈L
, r ∈ N, and a family (η i ) 1≤i≤n of elements of K((x −1/r )), such that
Proof. See [6, Corollary 13.15, page 295].
Remark 1.3. The same result holds with each η i in K((x 1/r )) instead of K((x −1/r )).
and (ρ, σ) ∈ Dir(P ). Assume ρ = 0 and let sgn(ρ) denote the sign of ρ. There exists r ∈ N and η ∈ K((x
with λ ∈ K × , such that ev η (P ) = 0. Moreover y − λx σ/ρ divides ℓ ρ,σ (P ).
Proof. We assume that ρ > 0 and leave the case ρ < 0, which is similar, to the reader. Let n, r, u and η i be as in Proposition 1.2. Set
− . Since ℓ ρ,σ is multiplicative, from (1.4) we obtain
Note that ℓ ρ,σ (u) is a monomial, because all the monomials in x ±1/r have different (ρ, σ)-degrees. Since (ρ, σ) ∈ Dir(P ), there exists at least one i, say i 0 , such that the factor ℓ ρ,σ (P i0 ) has two terms, which necessarily are y and λx σ/ρ for some λ ∈ K × . The result follows immediately taking η = η i0 .
and write g :=J − QD x (P ). The following facts hold:
Proof. Statement (1) follows directly from the fact that
Therefore, in order to prove (2) , it suffices to verify that
Now we prove statement (3). It is convenient to consider separately the cases ρ > 0 and ρ < 0. We only deal with the case ρ > 0, since the other one is similar. By Lemma 1.1, statements (1) and (2) guarantee that the differential form
− . Let η and λ be as in Proposition 1.4, so that y − λx σ/ρ divides ℓ ρ,σ (P ). We will prove that ev λx σ/ρ (ℓ ρ,σ (J )) = 0. A direct computation shows that
Now by equality (1.3),
Since ev η (P ) = 0, we arrive at D x (ev η (H)) = ev η (J), and so Coef x −1 y 0 (ev η (J)) = 0.
there is no edge of the Newton polygon of P with slope 1.
Proof. LetJ be as in Theorem 1.5. Since P, Q ∈ L and [P, Q] = µ, we haveJ = µy. Then,
But, by Theorem 1.5(3), if there is an edge with slope one, then there exists λ = 0, such that
In [7, Corollary 5 .21 and Theorem 8.12] we show that if there is a counterexample (P, Q) to the Jacobian conjecture in two variables with gcd(deg(P ), deg(Q)) = 16, then there exist P 6 , Q 6 ∈ L and µ 0 , µ 1 , µ 2 , µ 3 ∈ K satisfying several restrictions. Next we use Theorem 1.5 in order to obtain a new restriction.
Proof. If µ 1 µ 2 = 0 and µ 0 = 0 it is clear that this is true. Thus, we assume that this is not the case. Let P 6 , Q 6 , j and m > n > 1 be as in [7, Theorem 8.12] . So m = 3j + 1 and n = 2j + 1. Define ϕ ∈ Aut(L (1) ) by ϕ(y) := y − µ 3 x −1 and ϕ(x) := x and set P 7 := ϕ(P 6 ) and Q 7 := ϕ(Q 6 ). Write
(2) The first p i 's and q i 's are of the form
By [7, Proposition 3.9] , in order to prove statement (1) it suffices to check that
By [7, Theorem 8 .12], we know that (0, m) = en j,1 (P 6 ), and that the first two equalities hold. The last equality is equivalent to Supp(ℓ −1,1 (P 6 )) = (0, m). But, this follows immediately from the fact that
for all (i, k) ∈ Supp(ℓ −1,1 (P 6 )), and that the first inequality is strict if i = 0, because P 6 ∈ L.
Next we check statement (2) . By [7, Proposition 3 .9], we know that v j,1 (P 7 ) = v j,1 (P 6 ) = m. In order to obtain the support of p 2 , note that if (i, 2) ∈ Supp(P 7 ), then
and so i < 3. Similar arguments work for p 0 , p 1 , q 0 , q 1 and q 2 . For p 1 , use that v j,1 (i, 1) ≤ m whenever (i, 1) ∈ Supp(P ); for q 1 and q 2 use that v j,1 (Q 7 ) = n = 2j + 1; for p 0 and q 0 use that ℓ 1,−1 (P 7 ) = x 3 y and ℓ 1,−1 (Q 7 ) = x 2 y, respectively. It remains to check that p 3,1 = q 2,1 = 1, but this follows directly from statement (1).
Now we prove statement (3) . By [7, Theorem 8.12] we know that
Then, by [7, Proposition 3 .10], we have
concluding the proof of the claim. LetJ =J(P 7 , Q 7 ) be as in Theorem 1.5. By the previous computations we havẽ
and therefore ℓ −1,1 (J) = µ 0 y + µ 1 µ 2 x −1 . Hence, by item (1) and Theorem 1.5(3)
as desired.
Lower edges
Assume that the Jacobian Conjecture is false. Let (P, Q), m and n be as in [7, Corollary 5.21 ].
In particular, (P, Q) is a minimal pair and a standard (m, n)-pair in L (see the beginning of Section 4 of [7] and [7, Definition 4.3] ). In that paper we study the possible edges of the convex hull of the support of P with a corner above the main diagonal. Here we begin the study of the lower part. In order to carry out this task, we proceed as follows: Consider (a, b) ∈ N 0 × N 0 with a > b > 0 and suppose that there exists (ρ, σ) ∈ Dir(P )∩](0, −1),
For such (a, b) we are going to prove that there exist (ρ, σ)-homogeneous elements G, R ∈ L such that R is not a monomial
This allows to discard as possible (a, b) all the points for which such G, R do not exist.
Proposition 2.1. Let (P, Q) be a Jacobian pair, (ρ, σ) ∈ Dir(P ) and (a ′ , b
Proof. By Corollary 1.6 we know that (ρ, σ)
we can apply [7, Theorem 2.6]. Hence, there exists a (ρ, σ)-homogeneous polynomial F such that
which is impossible, since λb 
Therefore st ρ,σ (F ) = (k, 0) for some k ∈ Z, and so ρ + σ = v ρ,σ (st ρ,σ (F )) = ρk which implies that k > 0. But this leads to the contradiction ρ + σ = ρk ≥ ρ > ρ + σ and finishes the proof.
In the rest of this section we assume that (P, Q) is a standard (m, n)-pair in L and we fix a direction (ρ,
Proposition 2.2. Under the above assumptions, we have v ρ,σ (P ) > 0, v ρ,σ (Q) > 0 and there exist a (ρ, σ)-homogeneous polynomial R and λ P , λ Q ∈ K × such that
Proof. Let t x (P ) := max{0, deg x (P (0, x))}, where by definition deg 
Applying now [7, Proposition 2.1(2b)], we finish the proof.
Remark 2.3. From the first equality in (2.1) it follows immediately that R is not a monomial and en ρ,σ (R) = (a, b) .
Corollary 2.4. There exists a (ρ, σ)-homogeneous polynomial R 0 such that R k 0 = ℓ ρ,σ (P ) with k maximal (hence m | k and we can assume that R = R k/m 0 ).
Proof. By [7, Lemma 2.2] we know that there exists G 0 ∈ L, such that
where R is as in Corollary 2.4.
Proof. Let G 0 be as in Proposition 2.5. By Propositions 2.2 and 2.5, we have
where s, λ P and µ are as in Propositions 2.2 and 2.5. Let k be as in Corollary 2.4. Since m > 1 we can choose j ∈ N such that j
So, the second equality in (2.2) is true with i = (j − 1)(m − 1).
Proposition 2.7. Let R be as in Corollary 2.4. The point (a, b) satisfies
Proof. Let t be maximum such that (t, 0) ∈ Supp(P ). 
From Proposition 2.7 it follows that (a, b) can be not of the form (b + 1, b) with b > 0. In fact, the inequality 
Therefore, at least when n = 2, the condition (n − 1)v ρ,σ (a, b) + ρ + σ ≥ 0 in Theorem 2.12 is reasonable.
Lemma 2.11. Let R and G 1 be (ρ, σ)-homogeneous polynomials such that [R,
, where z := x −σ/ρ y, r and g are univariate polynomials, u := v ρ,σ (R) and v := v ρ,σ (G 1 ). The following facts hold:
(2) Let h be a linear factor of r and let s and t be the multiplicities of h in r and g respectively. Write r = h sr and g = h tg . Then 
Using this we obtain that
which implies that ρr i = ug ′ r − vr ′ g, as we want, because Proof. If i ∈ {0, . . . , n}, then G 2 := G 1 R n−i works. Else take G 2 := G1 R i−n (in the field ρ Q of quotients of L (ρ) ). Since clearly [R, G 1 ] = R n (the Jacobian operator can be extended in a natural way to ρ Q), we only must check that G 2 ∈ L. By Remark 2.10 with A = R i−n and B = G 2 , in order to carry out this task it suffices to prove that G 2 ∈ L (ρ) and v −1,0 (G 2 ) ≤ 0. Set u := v ρ,σ (R) and v := v ρ,σ (G 1 ). By [7, Proposition 1.13] we have
(2.5)
Since ρ + σ < 0 it follows from equality (2.5) that u > 0. Hence equality (2.6) implies that v > 0, because i−n > 0 and, by hypothesis, (n−1)u+ρ+σ ≥ 0. Since R and G 1 are (ρ, σ)-homogeneous there exist univariate polynomials r and g such that R = x u/ρ r(z) and
, where z := x −σ/ρ y. Let h be a linear factor of r and let s and t be the multiplicities of h in r and g respectively.
We claim that t ≥ s(i − n). Write r = h sr and g = h tg . By Lemma 2.11(2) we know that
If ut − vs = 0, then by equality (2.5),
because ρ+σ u ≥ 1 − n by hypothesis, and the claim is true. On the other hand, if ut − vs = 0, then comparing the multiplicities of h in (2.7) we obtain that si = t + s − 1. But then
which proves that the claim is also true in this case.
By the claim there exists f (z) ∈ K[z] such that g(z) = r(z) i−n f (z), which implies that
It remains to check that v −1,0 (G 2 ) ≤ 0. For this we compute
Theorem 2.13. There exist (ρ, σ)-homogeneous polynomials R and G such that R is not a monomial,
Proof. If a > 2b, then Proposition 2.8 yields the desired R and G. Assume then that a ≤ 2b. By Corollary 2.6 there exists a (ρ, σ)-homogeneous polynomials R and G 1 such that R is not a monomial, (a, b) = en ρ,σ (R) and [R, G 1 ] = R i for some i. Moreover, by Remark 2.9 we have v ρ,σ (a, b) + ρ + σ ≥ 0. So, the hypothesis of Theorem 2.12 are fulfilled for n = 2, and applying it we obtain a (ρ, σ)-homogeneous polynomial G such that [G, R] = R 2 , as we want.
Lemma 2.14. Let (̺, ς) ∈ ](0, −1), (1, −1)[ be a direction and let R and G be (̺, ς)-homogeneous polynomials such that v ̺,ς (R) > 0 and
In the first case, clearly
Assume that en ̺,ς (G) ∼ en ̺,ς (R) and set u := v ̺,ς (R) and
Since ̺+ς u v 0,1 (en ̺,ς (R)) ≤ 0 because u > 0, ̺ + ς < 0 and v 0,1 (en ̺,ς (R)) ≥ 0, the the inequality (2.8) also holds in this case. 
, where r and g are univariate polynomials and z := x −ς/̺ y. Then one of the following three cases occurs:
(1) ̺ = 1 and r = ξh j for some ξ ∈ K × , some linear polynomial h = z and some j ∈ N.
(2) There exist s, t ′ ∈ N such that
Proof. For each linear factor h of r, we let s and t denote the multiplicities of h in r and g, respectively. By equality (2.4) we know that
while by Lemma 2.14 we know that
Therefore, if for all linear factors of r satisfies the first equality in (2.9), then there can be only one linear factor h in r. Since h is not a monomial (since R is not), this implies that
which yields ̺ = 1, since gcd(̺, ς) = 1. So, we are in case (1).
Else there exists a factor h = z − λ for which ut = vs. Now we will prove that if λ = 0, then we are in case (2). We set
Let ℓ be as in the statement. Since ℓ > − ̺+ς u > 0 and s > 0, from equality (2.11) we obtain that 0 < t ′ < ℓs. Moreover,
12) since otherwise st ̺,ς (R) = (n, n) for some n ∈ N, an so (̺ + ς)(ℓn + 1) = ℓu + ̺ + ς > 0, which is impossible because ̺ + ς < 0. Combining (2.12) with the fact that, by equality (2.10),
It remains to check that s ≤ N 1 . Let (υ 2 , ν 2 ) := st ̺,ς (R) and let r 1 be an univariate polynomial such that r(z) = z ν2 r 1 (z). Since R ∈ L and
there exists an univariate polynomialr 1 such that r 1 (z) =r 1 (z ̺ ). Furthermore it is easy to see that (υ 1 , ν 1 ) = gcd(υ 1 , ν 1 )(−ς, ̺), where (υ 1 , ν 1 ) is as in Notation 2.15. So,
where the second equality holds by [7, Remark 7.7] . Hence we are in case (2). Now assume that there exists a factor h = z − λ for which ut = vs and that λ = 0. Since equality (2.10) is also true in this case, from the fact that ̺ + ς < 0, it follows that
and so 1) . This shows that we are in the case (3) and finishes the proof. Definition 2.20. An admissible chain of length k ∈ N 0 is a triple of families
(ρ j , σ j ) > (ρ j−1 , σ j−1 ), for j ∈ {2, . . . , k}, and the following facts hold for j ∈ {1, . . . , k}:
(3) R j is (ρ j , σ j )-homogeneous and is not a monomial, (2) and (6) are clear; the existence of R j 's and G j 's satisfying conditions (3), (4), (5) and (8) it follows from Proposition 2.2, Remark 2.3 and Corollary 2.6; and condition (7) holds by Proposition 2.7.
Remark 2.25. The point (a, b) introduced above Proposition 2.2 is a possible A ′ 0 . In fact, since we can assume without loss of generality that P (0, 0) = 0 and Q(0, 0) = 0 (if necessary add a non zero constant to P and/or Q), the result is an immediate consequence of Remark 2.24.
Proof. If A ′ = C fin (C) for an admissible chain C of length 0, then A ′ = (l, 0) for some l ∈ N and the result is obviously true. Assume that it is true for end points of admissible chains of length k and that A ′ = C fin (C) for an admissible chain C of length k + 1. If 
is an admissible chain of length 1. In fact it is easy to check that (n, −n − 1) ∈ ](0, −1), (1, −1)[ and that conditions (1) and (3)- (7) of Definition 2.20 are fulfilled, condition (2) is empty, and condition (8) holds since the polynomial
2 . This example also shows that for any fixed λ < 1, there is (a ′ , b ′ ), which is a possible
In the proof of the following proposition we will use the concept of cross product introduced below [7, Notation 1.6] and we will use the property (3.1) established at the beginning of Section 3 of [7] .
is not a possible A ′ 0 . Proof. Assume by contradiction that there exits an admissible chain
with C k = ℘(n ′ , n ′ − 1) and let G k be as in Definition 2.20 (8) . By the conditions of that definition, the fact that v 1,−2 (C k ) = ℘n ′ −2℘(n ′ −1) < 0 and Remark 2.26, the (̺ k , ς k )-homogeneous polynomials R k and G k satisfy the hypothesis of Proposition 2.18 with ℓ = 1. Moreover ̺ > 1, because otherwise v ̺,ς (R k ) = ℘(n ′ + (n ′ − 1)ς) ≤ 0. Hence Case (1) of that proposition can not occur. Now set (ρ,σ) := (n ′ − 1, −n ′ ) and write (a k−1 , b k−1 ) :
Consequently, we have (3, 2) }. This allows to discard directly these corners A 0 of the list found in [10, Theorem 2.24], which is included in those given in [7, Remark 7.14] . The corners found in the two mentioned lists were also given without any proof, and were found by a computer search, but the algorithm was not given explicitly. The same algorithm justifies the assertions above. Moreover, a straightforward argument shows that if the corner (8, 32) realizes an A 0 , then we would obtain, after a transformation via an automorphism, the corner A ′ 0 = (8, 4), which also is impossible. So our results permit to discard three of the corners of [10, Theorem 2.24]. We also can discard two of the infinite families of [10, Theorem 2.25]. In fact, the families (5k + 3, 3k + 2) and (4k + 3, k + 1), corresponding to A 0 = (7, 21), come from A ′ 0 = (2, 1), which is impossible. This is the first time since Heitmann found the corners, that one of the infinite families can be discarded.
Furthermore, we can also discard some of the corners found in [7, Remark 7 .14], which were not found by Heitmann. Let B 0 and B 1 be as in that remark. The cases with B 0 = (6, 15) and B 1 = (6, 18 + 6k) where 18 + 6k is not a multiple of 30, would lead to an A Outlook A more computational paper is in preparation, where we will make explicit the algorithms that yields the corners of both lists (in fact the list of Heitmann is contained in the list of [7] ), and we will explain the construction of the infinite families. We also will give an algorithm to determine all possible A ′ 0 with v 1,−1 (A ′ 0 ) < N for some fixed N .
