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Resumen Las asociaciones espaciales brindan conocimiento que resul-
ta de sumo intere´s para la inteligencia de negocios en dominios varios.
Estas asociaciones esta´n constituidas tanto de relaciones espaciales como
no espaciales que se dan entre los objetos de una base de datos, las cuales
invitan a ser modeladas haciendo uso de la teor´ıa de conjuntos difusos
debido a la falta general de l´ımites claros para determinar cua´ndo un par
de objetos pertenece o no a la relacio´n en cuestio´n, producto de la misma
naturaleza de los datos. Un ejemplo es la relacio´n de cercan´ıa entre dos
objetos: ¿a que´ distancia los mismos dejan de estar cerca entre si? En
consecuencia, en el presente trabajo se extiende un proceso de explota-
cio´n de informacio´n para la deteccio´n de asociaciones espaciales basado
en la miner´ıa de subgrafos frecuentes considerando adema´s relaciones di-
fusas. Se presenta una prueba de concepto utilizando datos generados
para tales ﬁnes.
Keywords: Asociaciones Espaciales, Spatial Data Mining, Explotacio´n
de Informacio´n Espacial, Lo´gica Difusa, Subgrafos Frecuentes
1. Introduccio´n
La explotacio´n de informacio´n espacial se encarga de la bu´squeda de conoci-
miento interesante y novedoso en bases de datos espaciales para dar soporte a la
toma de decisiones estrate´gicas [1]. En este contexto, los patrones de asociacio´n
resultan de intere´s para los tomadores de decisiones [2].
Un dato espacial D = {{sj}, {vk}} se compone por un conjunto de n atri-
butos espaciales {sj}, j = 1..n, que relacionan cada objeto espacial inequ´ıvoca-
mente con una ubicacio´n determinada del espacio, y un conjunto de m atributos
no espaciales {vj}, k = 1..m, que recogen datos relevantes para el dominio del
problema en la ubicacio´n detallada [3].
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La dependencia espacial de la informacio´n admite extraer relaciones espa-
ciales que se encuentran expl´ıcitas, las cuales a su vez pueden ser: 1. relacio-
nes geome´tricas, si se basan en la distancia euclidiana (vecindad, por ejemplo);
2. relaciones topolo´gicas, independientes de transformaciones como el escalado,
la rotacio´n y traslacio´n (e.g., interseccio´n, inclusio´n); 3. relaciones direcciona-
les, relacionadas con la posicio´n de un objeto con respecto a otro (norte, sur,
arriba, abajo); 4. relaciones mixtas, si intervienen combinaciones de relaciones
anteriormente mencionadas (perpendicularidad, paralelismo) [4–6].
Estas relaciones se asocian con conceptos cuya naturaleza no es posible de
ser deﬁnida mediante umbrales estrictos, traslada´ndose esta incertidumbre a los
patrones de asociacio´n espaciales en los que las mismas intervienen. Frente a este
escenario, la lo´gica difusa resulta una herramienta adecuada para modelarlas
[8, 9].
En trabajos anteriores [7], se ha propuesto un proceso de explotacio´n de infor-
macio´n para el minado de asociaciones espaciales que pueden incluir relaciones y
datos de distintos tipos y considera feno´menos como la heterogeneidad espacial.
El proceso de explotacio´n de informacio´n mencionado deja abierta la posibi-
lidad de utilizar relaciones difusas entre los datos, cuestio´n que se aborda en el
presente trabajo. Para esto, en la seccio´n 2 se ahonda en el concepto de relacio-
nes espaciales (seccio´n 2.1) y de asociaciones espaciales (seccio´n 2.2). Luego, en
la seccio´n 3 se propone la adaptacio´n del proceso en cuestio´n para contemplar
tanto relaciones CRISP como difusas. Posteriormente, en la seccio´n 4 se reali-
zan pruebas de concepto del proceso propuesto utilizando datos generados para
dicho propo´sito. Finalmente, en la seccio´n 5 se presentan conclusiones y trabajos
futuros.
2. Estado del Arte
2.1. Relaciones Espaciales
Sea D una base de datos espaciales, una relacio´n R ⊆ D2 es llamada espacial
si y solo si esta´ deﬁnida mediante un predicado binario P (x, y)|x, y ∈ D que
involucra a los atributos espaciales de los objetos evaluados [6].
La dependencia espacial de cada objeto de la base de datos es la que deﬁne
impl´ıcitamente las distintas relaciones que se pueden extraer entre los mismos. A




(latx − laty)2 + (longx − longy)2] < λ (1)
es la relacio´n de vecindad entre dos puntos en el espacio utilizando la distancia eucli-
diana entre sus atributos latitud y longitud.
El co´mputo de estas relaciones implica una operacio´n join entre dos subconjun-
tos de datos haciendo que su ca´lculo sea, por lo general, costoso, dependiendo de la
cardinalidad de los mismos.
Las relaciones espaciales pueden clasiﬁcarse segu´n su naturaleza en Geome´tricas,
Direccionales, Topolo´gicas e Hı´bridas [10, 11].
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Las relaciones geome´tricas esta´n basadas en la geometr´ıa euclidiana y suelen ser
el tipo de relaciones ma´s utilizadas entre datos espaciales. Se requiere, por lo usual, el
ca´lculo de distancias entre los objetos de la bases de datos (Tabla 1) [12].
Las relaciones direccionales involucran informacio´n sobre la orientacio´n relativa de
un objeto en un espacio 2D o 3D. Generalmente son deﬁnidas en funcio´n del concepto de
“vecindario”, adoptando para tal propo´sito las ya mencionadas distancia Manhattan y
la de Chebyshov, obtenie´ndose respectivamente cuatro vecinos (norte, sur, este y oeste)
u ocho vecinos (norte, noreste, este, sudeste, sur, sudoeste, oeste, noroeste).
Las relaciones topolo´gicas son independientes de los conceptos de distancia y di-
reccio´n y no se ven afectadas por transformaciones lineales como traslacio´n, escalado y
rotacio´n. Es utilizado frecuentemente el modelo de 9 intersecciones propuesto por [13]
para modelar las distintas interacciones topolo´gicas entre dos instancias de cualquier
tipo de dato espacial vectorial: l´ıneas, puntos o pol´ıgonos. Las mismas poseen diferentes
conﬁguraciones que var´ıan entre los distintos tipos de objetos espaciales. Por ejemplo,
entre dos pol´ıgonos existen ocho posibles relaciones: disjuntos, contiene a, dentro de,
iguales, conoce a, cubre, cubierto por, superpuestos.
Las relaciones h´ıbridas surgen a partir de la combinacio´n de relaciones clasiﬁcadas
en dos o ma´s categor´ıas de relaciones diferentes. Por ejemplo, las relaciones de parale-
lismo y perpendicularidad entre dos l´ıneas son tanto geome´tricas, debido a que se basan
en el a´ngulo de incidencia de ambos elementos, como topolo´gicas, ya que la propiedad
se mantiene invariante frente a transformaciones de traslacio´n, rotacio´n y escalado.
Esta variedad de funciones de tipos de relaciones espaciales y el costo computacional
que requiere su ca´lculo, hacen de la preparacio´n de los datos una tarea considerable-
mente ma´s compleja que en el explotacio´n de informacio´n tradicional.
2.2. Asociaciones Espaciales
Un patro´n de asociacio´n se deﬁne como un predicado compuesto con alta proba-
bilidad de ocurrencia. Este patro´n se dice espacial si al menos uno de los predicados
simples que lo componen deﬁne una relacio´n espacial [2]. Un ejemplo de una asociacio´n
espacial es:
Es(x, ‘Escuela’) ∧ Es(y, ‘ZonaResidencial’) ∧ Contiene(y, x)
La relevancia de un patro´n es medida utilizando distintas me´tricas. El soporte
(support) es una de las ma´s utilizadas, calcula´ndose sobre una base de datos transac-
cional como la probabilidad de ocurrencia conjunta de los predicados (o valores de sus
atributos). En una base de datos espaciales esta medida es equivalente.
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Figura 1: Proceso de Explotacio´n de Informacio´n para el descubrimiento de Aso-
ciaciones Espaciales [7].
Asimismo, al igual que en la bu´squeda de asociaciones tradicional, es posible generar
reglas de asociacio´n a partir del ca´lculo de la conﬁanza de las posibles conﬁguraciones
de antecedente y consecuente sobre los patrones de asociacio´n descubiertos [15], la cual
se calcula utilizando la probabilidad condicional: Es(x, ‘Escuela’) ∧ Contiene(y, x) →
Es(y, ‘ZonaResidencial’)
3. Extensio´n del Proceso de Explotacio´n de Informacio´n
Previamente, en [7], se ha propuesto un proceso de explotacio´n de informacio´n
para el descubrimiento de asociaciones espaciales (Fig. 1) que tiene en consideracio´n
el feno´meno de la heterogeneidad espacial [16] y la utilizacio´n de datos de entrada de
naturaleza y tipos varios.
El proceso en cuestio´n modela las relaciones espaciales mediante una estructura
de multigrafo G = (V,E, L,K, φ,Pl,Pk). Los conjuntos que conforman dicha estruc-
tura son V, conjunto de ve´rtices que modelan los objetos espaciales independiente-
mente de su forma; E, conjunto de aristas que modelan las relaciones entre los ob-
jetos espaciales; L y K, conjuntos de etiquetas para los ve´rtices y las aristas respec-
tivamente que modelan las caracter´ısticas de los mismos. Adicionalmente, la funcio´n
φ : E → {{v1, v2}|v1 ∈ V ∧ v2 ∈ V ∧ v1 = v2} es la funcio´n de incidencia de las rela-
ciones espaciales sobre los objetos espaciales, Pl ⊆ V × L es la relacio´n de etiquetado
de caracter´ısticas de los objetos espaciales, y Pk ⊆ E ×K es la relacio´n de etiquetado
de caracter´ısticas de las relaciones espaciales.
A partir de esta herramienta de modelado, se propone la bu´squeda de subgrafos
frecuentes en el grafo de relaciones original. Esta actividad se lleva a cabo mediante
el uso de algoritmos especializados en esta tarea [17, 18]. Cada uno de estos subgrafos
representan aquellas relaciones espaciales que se dan frecuentemente de forma conjunta.
El art´ıculo previamente mencionado propone la posibilidad de utilizacio´n de re-
laciones difusas, mas no especiﬁca el procedimiento para hacerlo. En consecuencia, a
continuacio´n se propone la representacio´n de relaciones difusas mediante una estructu-
ra de multigrafo equivalente, el minado de los subgrafos frecuentes, y la obtencio´n de
un valor representativo de los grados de pertenencia de las instancias involucradas en
los patrones obtenidos.
3.1. Modelado Gra´ﬁco de Relaciones Espaciales Difusas
Los umbrales r´ıgidos para la deﬁnicio´n de relaciones entre datos espacialmente
referenciados no permiten modelar la realidad de manera apropiada. Po´ngase como
XXV Congreso Argentino de Ciencias de la Computación Río Cuarto, 14 al 18 de Octubre de 2019
-520-
ejemplo la relacio´n de vecindad: si el criterio tomado establece una distancia ma´xima
de 50 metros entre dos objetos para que estos sean vecinos, ¿es justo excluir un par de
datos por encontrarse separados por 51 metros?. Asimismo, ¿Cua´l es el l´ımite estricto
de una zona de bosque? .
Generalmente hacemos uso de etiquetas lingu¨´ısticas como “cerca” o “lejos” para
referimos a las relaciones espaciales. Estos conceptos no poseen propiamente l´ımites
bien establecidos, por lo que son factibles de ser modelada utilizando herramientas
como la teor´ıa de conjuntos difusos (fuzzy sets) [14].
Un conjunto difuso se deﬁne mediante una funcio´n de pertenencia μA˜(x) : U →
[0, 1], que representa el grado en el cual x ∈ A˜, siendo x un objeto del universal
considerado. Consecuentemente, una relacio´n difusa R˜ es un subconjunto difuso del
producto cartesiano cla´sico A1 ×A2 × · · · ×An [19].
A modo de ejemplo, dada la relacio´n de vecindad previamente deﬁnida de manera
r´ıgida (Ec. 1), es posible extenderla de forma difusa mediante una funcio´n de perte-
nencia como la presentada en la ecuacio´n 2. Consecuentemente, dos objetos espaciales
que se encuentren a una distancia menor a λ1 pertenecera´n a la relacio´n con μ = 1; si
se encuentran a una distancia comprendida entre λ1 y λ2 sera´n vecinos con 0 < μ < 1;
y si se alejan a mayor no estara´n relacionados.
La deﬁnicio´n de las funciones de pertenencia dependera´n del dominio del problema
aborado en cada caso.
∀x, y ∈ S, μV ecinos((x, y)) =
⎧⎨
⎩





2 si λ1 < δ < λ2
0 si δ ≥ λ2
siendo δ = Distancia(x, y)
(2)
Para la construccio´n de las aristas del grafo, entonces, primero deben ser extra´ıdos
los grados de pertenencia de las tuplas de objetos espaciales a las relaciones difusas
evaluadas. Luego, se modelara´ una arista por cada tupla perteneciente al soporte de
cada relacio´n difusa, siendo e´ste el conjunto r´ıgido S(A˜) que contiene todos los elemen-
tos del universal U cuyo grado de pertenencia al conjunto difuso A˜ sea no nulo. En
s´ımbolos: S(A˜) = {x/x ∈ U ∧ μA˜ > 0} [20].
De esta forma, el conjunto de aristas se conforma a partir de las relaciones cuyas
tuplas pertenezcan en algu´n grado a la relacio´n, sin importar el valor de este. Poste-
riormente se evaluara´n los grados de pertenencia de las instancias de los patrones de
asociacio´n detectados.
3.2. Minado de Subgrafos Frecuentes
A partir del grafo generado, tal como se especiﬁca en el proceso presentado en [7],
se buscan aquellos subgrafos que se repiten frecuentemente en el grafo original haciendo
uso de algoritmos de bu´squeda de subgrafos frecuentes en un u´nico gran grafo [17,18].
Los autores proponen el uso del algoritmo SUBDUE ya que hace uso de una medida
de prevalencia de los subgrafos basada en la compresio´n de la informacio´n [21].
Posteriormente, por cada uno de los subgrafos frecuentes, se calculan los grados de
pertenencia de las instancias de las relaciones que intervienen en el mismo, obteniendo
la mı´nima pertenencia conjunta a las mismas. Para esto haremos uso de una T-norma
sobre los grados de pertenencia de cada objeto espacial interviniente en cada una de las
instancias del patro´n, a los predicados en los que participa [15]. Por u´ltimo calcularemos
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mediante una regla heur´ıstica el grado de pertenencia conjunto de las instancias, por
ejemplo, mediante el promedio de los mismos.
Si bien la T-norma Mı´n es la ma´s habitual, esto no reﬂejar´ıa correctamente la
relacio´n existente entre los objetos que conforman la instancia de la regla. Por ejemplo,
sea un predicado compuesto V ecinos(x, y) ∧ Norte(x, y) con grados de pertenencia
μ1 = (0,5; 1) y μ2 = (0,5; 0,7), si se utiliza la T-norma Mı´n, el grado de cumplimiento
de la instancia, en ambos casos es 0.5, si bien la segunda instancia cumple en menor
medida el segundo predicado.
Por este motivo se propone utilizar la familia de T-normas de Hamacher [22], que
permiten tener mayor ﬂexibilidad en los posibles modelos al controlar la tasa de ca´ıda de
la funcio´n mediante su para´metro p (Ec. 3, Fig 2). Adema´s, esta T-norma es equivalente





p+(1−p)(x+y−xy) en caso contrario
(3)
Pongamos como ejemplo un predicado compuesto P1 ∧ P2 ∧ P3 que constituye un
subgrafo frecuente, siendo ak, k = 1.,4, instancias del mismo con grados de pertenencia
a cada una de las relaciones mostrados en la tabla 2. Aplicando la T-norma de Hamacher
en cada ﬁla obtenemos el grado de pertenencia descripto en la u´ltima columna. Luego, el
promedio de dichos grados de pertenencia es 0,36 resultando una medida representativa
del cumplimiento del patro´n de todos los objetos espaciales intervinientes.
4. Prueba de Concepto
4.1. Materiales y Me´todos
El proceso de explotacio´n de informacio´n para el descubrimiento de asociaciones
espaciales (Fig. 1) posee 5 actividades principales entre las que se encuentran la pre-
paracio´n de los datos y la determinacio´n de regiones de intere´s mediante la deﬁnicio´n
de vecindarios. Debido a que la extensio´n realizada en el presente documento no las
involucra, se realizara´n las pruebas a partir de la actividad de modelado de relaciones
mediante grafos. Supondremos entonces que los datos se encuentran preparados y que
cada conjunto de datos corresponde a un vecindario espacial.
Se han realizado pruebas en 3 conjuntos de datos (Fig. 4). Estos consisten en 300
puntos espaciales, clasiﬁcados en 3 tipos, 3 regiones y 2 l´ıneas [23]. Las regiones parten
μ P1 P2 P3 ⊗Hp=0
a1 0.9 0.3 0.5 0.23
a1 0.8 0.7 0.6 0.43
a1 0.1 0.4 0.2 0.06
a1 0.9 1.0 0.8 0.73
μ¯⊗ 0.36
Tabla 2: Ejemplo de uso de T-
Norma de Hamacher con p=0
Figura 2: T-norma de Hamacher
con p = 0.
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(a) (b)
Figura 3: (a) Funciones de pertenencia para las relaciones Cerca y Contiene,
en funcio´n de la distancia en metros. (b) Funciones de pertenencia para las
relaciones Norte y Este, en funcio´n de la pendiente de la recta entre dos puntos.
(a) (b) (c)
Figura 4: Conjuntos de datos de prueba.
el espacio en 3 partes de manera aleatoria. Las l´ıneas y los puntos se disponen delibe-
radamente sobre el espacio para conformar ciertos patrones que se desean encontrar,
incorporando tambie´n un error aleatorio. La prueba de concepto busca determinar si
el proceso descubre adecuadamente los patrones de asociacio´n que han sido forzados,
y si el valor de pertenencia difuso describe adecuadamente la situacio´n.
Las relaciones difusas binarias que se han utilizado son: “Cerca”, “Contiene”, “Nor-
te”, “Este” y sus negaciones (Fig. 3), algunas de las cuales se detallan en las siguientes
ecuaciones. Las relaciones euclidianas se evalu´an entre los puntos ma´s cercanos a la
geometr´ıa involucrada, las direccionales se obtienen a partir del a´ngulo relativo a las





1 si δ ≤ 25
(− 125Dist(x, y) + 2)
3
2 si 25 < Dist(x, y) < 50





1 si x contiene a y
(− 150Dist(x, y) + 1)
5
2 si Dist(x, y) < 50





1 si Ax = Bx ∧ Ay > By
| 2π tan−1 |
Ay−By
Ax−Bx || si Ax = Bx ∧ Ay > By
0 en caso contrario
(6)
XXV Congreso Argentino de Ciencias de la Computación Río Cuarto, 14 al 18 de Octubre de 2019
-523-
Los ca´lculos han sido realizados alrededor de un tipo de punto de referencia (puntos
rojos, target) y codiﬁcadas dentro de un archivo JSON adecuado para ser entrada del
algoritmo SUBDUE. Una vez extra´ıdos los subgrafos frecuentes, se ha calculado los
grados de pertenencia de los predicados intervinientes.
Tanto la generacio´n de los datos como la extraccio´n de relaciones difusas fue rea-
lizada utilizando Python3.7 y las librer´ıas Geopandas, Pandas, Shapely y Numpy,
disponibles en el entorno Anaconda (https://www.anaconda.com/). QGis3.8 (https:
//www.qgis.org/es/site/) fue utilizado para la validacio´n de los datasets de pruebas.
La extraccio´n de los subgrafos frecuentes fue realizada con la herramienta SUBDUE
(http://ailab.wsu.edu/subdue/).
4.2. Resultados
Por cada subgrafo se analizo´ cada una de las combinaciones de relaciones posibles
para determinar co´mo inﬂuyen los grados de pertenencia individuales en el grado de
pertenencia conjunto del patro´n. En el primer caso (Tabla 3) se puede observar que
μ¯⊗ = 1 para el primer patro´n, al estar todos los puntos rojos contenidos en la regio´n
blanca (Fig. 4,a). Al contemplar tambie´n la relacio´n de vecindad con la l´ınea azul, se
reduce el grado de pertenencia conjunto. Esto signiﬁca que existen ciertos puntos que
no cumplen totalmente la relacio´n de vecindad.
En el segundo caso se agrega un error aleatorio, por lo que existen ciertos puntos
rojos que se encuentran incluidos en la regio´n blanca pero no totalmente, lo cual reduce
el valor de μ¯⊗ (Fig. 4,b). Al incluir la relacio´n direccional Norte, se nota que los puntos
se ubican en cierto grado al norte de la l´ınea azul, cuestio´n que impacta en el grado de
pertenencia. De igual forma sucede al considerar la misma relacio´n pero con la l´ınea
verde, por lo que se concluye que los objetos espaciales cumplen de forma escasa con
dicha propiedad. Si bien el subgrafo frecuente los incluye por haberse considerado el
soporte de la relacio´n difusa, es necesario entonces ﬁltrar las aristas del subgrafo cuyo
grado de pertenencia sea bajo.
Adicionalmente, con el tercer conjunto de datos se han encontrado tres subgrafos
distintos que contemplan las relaciones consideradas. En el primer caso, se nota la
posibilidad de que los puntos rojos no se encuentren al este de ninguna de las dos
l´ıneas, estando claramente al este de la l´ınea verde. Esto sucede debido a la deﬁnicio´n
de la relacio´n difusa (Tabla 3, ﬁla 7,9).
Por u´ltimo, en el tercer patro´n detectado, se evidencia co´mo la relacio´n direccional
no afecta signiﬁcativamente al valor de la relacio´n topolo´gica, por lo que es un patro´n de
conocimiento que describe adecuadamente el conjunto de datos. Al agregar la relacio´n
direccional con la l´ınea verde se reduce de nuevo, mas sigue estando dentro de valores
tolerables.
Los patrones descubiertos describen adecuadamente los conjuntos de datos, y re-
presentan de forma apropiada los grados de pertenencia de las instancias de datos a
cada uno de las regularidades descubiertas. Sin embargo, es considerable el tiempo y los
recursos que demanda la ejecucio´n del algoritmo de minado de subgrafos frecuentes de-
bido a que esta es un problema cuya complejidad escala considerablemente al agregarse
aristas y ve´rtices. En futuros trabajos debera´ evaluarse este aspecto del proceso.
5. Conclusio´n
Se ha presentado una extensio´n del proceso de explotacio´n de informacio´n para el
descubrimiento de asociaciones espaciales para incorporar relaciones difusas al mismo,
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Patro´n Compresio´n μ¯⊗
rojo(p) ∧ blanca(r) ∧ contiene(r, p) 0.219 1.0
rojo(p) ∧ blanca(r) ∧ azul(l) ∧ contiene(r, p) ∧ cerca(p, l) 0.219 0.838
rojo(p) ∧ blanca(r) ∧ contiene(r, p) 0.119 0.948
rojo(p) ∧ blanca(r) ∧ contiene(r, p) ∧ azul(l) ∧ norte(p, l) 0.119 0.815
rojo(p) ∧ blanca(r) ∧ verde(l) ∧ contiene(r, p) ∧ norte(p, l) 0.119 0.598
rojo(p) ∧ blanca(r) ∧ azul(l1) ∧ verde(l2) ∧ contiene(r, p) ∧ norte(p, l1) ∧ norte(p, l2) 0.119 0.618
rojo(p) ∧ verde(l) ∧ ¬este(p, l) 0.077 0.489
rojo(p) ∧ azul(l) ∧ ¬este(p, l) 0.077 0.951
rojo(p) ∧ verde(l) ∧ este(p, l) 0.068 0.578
rojo(p) ∧ blanca(r) ∧ contiene(r, p) 0.062 0.947
rojo(p) ∧ blanca(r) ∧ contiene(r, p) ∧ azul(l) ∧ ¬este(p, l) 0.062 0.954
rojo(p) ∧ blanca(r) ∧ contiene(r, p) ∧ azul(l1) ∧ ¬este(p, l1) ∧ verde(l2) ∧ este(p, l2) 0.062 0.832
Tabla 3: Resultados obtenidos.
lo que permite modelar la realidad asociada a los datos espacialmente referenciados de
manera ma´s adecuada.
Esta extensio´n se lleva a cabo mediante la aplicacio´n de una T-norma sobre el grado
de pertenencia de cada instancia del patro´n, medida que se promedia para obtener
un valor representativo del grado en el cual todos los datos involucrados cumplen la
regularidad descubierta.
Se ha realizado una prueba de concepto con datos generados para tal ﬁn, obte-
niendo resultados que representan adecuadamente las situaciones planteadas. Queda
pendiente la prueba sobre datos reales y la evaluacio´n de eﬁciencia de la aplicacio´n de
las herramientas asociadas al proceso.
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