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Abstract: We study (Sections 1 and 2) the speed of convergence of the q-d algorithm to poles of a meromorphic 
function in order to accelerate it.
In Section 3 and 4, we show that the quotient of two successive vertical terms of two well known algorithms (r-s 
and c) approaches also these poles. At last, a theorem of acceleration is given. 
Keywords: q-d, r-s and c-algorithm, meromorphic function, acceleration. 
Introduction 
The calculation of poles of a meromorphic function is based on the fact that the quotient of 
two successive Hankel determinants of order k converges to the product of the first k poles of 
this function. 
With Lemma 1, we will show that this convergence is linear (see Definition 1) and so, Aitken's 
8 2 will accelerate this sequence. 
Lemma 1 [4, p. 218]. Let (un) ,~ N 
u~+lg:u~ Vn>N.  
Let X ~ C, ] )t I --/: 1, then: 
3 u ~ C such that 
lim u"+l - u = )t 
n--'~ ~ U n - -  U 
a sequence of complex numbers uch that: 
l i ra A u " +~a - X 
Au n 
where Au k = Uk + 1 -- Uk, k = O, 1 , . . .  
Definition 1. If l im, ~u,  = u and lim, ~(u ,+ l  - u) / (u ,  - u) = X, X :~ 0 and X :~ 1 then the 
sequence (u , ) ,~  is said to be linearly convergent and )t is the speed of convergence of 
(uo). 
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Lemma 2 (Product of two linear sequences). / f (u . ) .~  and (v.) .~ N are two linear sequences 
and 
lim (Un+I--U)(Un--U)-I =X, lim (Vn+l - -V ) (Vn- -V) - l=~t ,  
/7 ----> ~ / , / - -> ~ 
then 
I 1> lim (u.+av.+:-uv)(u.v.-uv)-:=)~. 
/ ' /---~ (X) 
Lemma 3 (Inverse of a linear sequence). I f ( u,),  ~N is a linear sequence convergent to u -4= 0 then 
( u~: ) ,~  is a linear sequence. Moreover, 
lim (u;+l : -  u-1)(u;  1 -  u- l )  -1= lim (u,+ a -  u) (u , -  u) -~. 
Corollary 1. If  (u . ) .~ N and (v . ) .~  are two linear sequences such that lim._,~(vn):g 0 and 
I ?' I 4: It*l, then the sequence (u . /v . ) .  ~N is linear. 
1. The speed of convergence of the q-d algorithm 
Theorem I is an improvement of Gragg's result on the speed of convergence of the quotient of 
two consecutive Hankel determinants, to the poles of a meromorphic function. 
Theorem 1. Let f be a meromorphic function for I z I < R, 0 < R <~ + ~.  For sufficiently small z 
f ( z )  = c o + ClZ + c2 Z2 '}- " '"  
Let f have poles % ordered: 
0< I%l < [rr2l ~< "'" <R,  
each pole being counted with proper multiplicity. Let N the number of poles 0 <~ N <~ + oo. I f  
k < N - 1 and I :1 < I rk+l I (where % := 0) then 
) 
lim r1(.+:) '/7"lqT"2'''q7 k (see [5,6,8]), (1) 
n ---~ ~ ~*k  
where H~ n) is the classical Hankel determinant. 
Moreover, if 
l<~k<~N-2  and I%-11 < [ 'B 'k l  < IqTk+l [  < 1'27"k+21 
(% := 0), then the convergence of the sequence 
L l (n) / l - l (n+l ) )  to ~Iq72 " ' "  ~ k 
is linear. I.e., 
Ll(n) / I-l(n+ l) 
lim*'~ / -k  - q717/'2 " ' "  ~k  _ qT'k (2) 
n(kn- l ) /n (k  n) -- '/7"17/'2 . . .  ,/7" k qT'k+ 1 " 
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t H(n) ~ are  Remark. Since f is meromorphic, the three sequences (Hk(~)I),~N, (H~(') ) ,~,  t ~+lJ,~N 
not zero from a certain rank [6, p. 605]. 
Proof. By using Lemma 1, we only need to prove 
lim AI '  14(n)/L l (n+l) ' l [A(g(kn-1)/g(n))] - I  ~t--k / * 'k  J =P ,  IP ~1,  
n ---> OG 
where h acts on the index n. 
With Jacobi's identity between Hankel determinants, we obtain 
n n+l  A(H; /H ;  ) -~- (S  <n+2> irj(n> ~/( I4<n+1> l J (n+2>) ,  k-1 "**k+l]/\**k " **k 
and 
n n+l  n -1  n A(H; /H~ ) • [A (H~ /H ; ) ]  -1  
n n+l  }'*lk/Hk]'~[tJr+l/Ur+l] [L ln+2/Hn+l ) (g ; /y ;  ) .(T_ln+l/ I4n+2 n n-1 ~, **k /**k \ **k-1/**k-1 
By applying (1) twice, we get: 
n n+l  n -1  n lim A(H; : /H~ ) . [A(H~ /H;:)]  
H --) O0 
-1  (7/. 1 7rk_ 1) - 1 ( q.fl -1  2 . . . . . . .  grk+l )  (771 " ' '  "B'k) 
=%/%+1 and I%/%+11 4: 1. [] 
Corollary 2. With hypothesis of Theorem 1, the convergence of the sequence t H" /H  "+1~ \ k~ k ]n~N to 
%~r 2 . ' .  % can be accelerated by Ai tken'  s 82. 
Remark. Calculation of the sequence 
a(n)  :=. H(n)/14(n+l) with H (") 4= O, k -- 1 2,. 
**k  / * * k  , " • , 
Using Jacobi's identity, we get 
a(2~_l,)[1/a(,+ 1)_  1/a( , ) ]  = [ a(2-1) _ a(,)]/a(n_+]l) 
with initial conditions 
a(o ") = 1, a{ ") -~ Cn/Cn+i, fl = O, 1, . . . .  
n--0,  1 , . . . .  
2. Acceleration of the q-d algorithm 
Since the sequence (a(k')),~N converges to ,/'/1,//2 •• • '/rk, the pole % can be obtained as the 
limit of ('~(')/'~(')'-'-k "k - l inEN"  ~ This last sequence can be calculated recursively with the q-d algorithm 
[6,81. 
We set 
q(kn):= ( H ;+ l  . H•_ l ) / (  H ; .  Hn+l~ • *k-1 ]" 
We know that, if I%-11 < I%1 < I%+11 and k <N-  1 [6], 
lira q~<") =~r[ l. 
~ ---+ oo 
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If, in addition, k < N-2  and [ rk_21<l k_xl<lTrkl<l rk+ll<l r +2 I, thenthe sequence 
(H~") /H f f+ I ) ) .~N and (H(k"_)a/H(k"_+~l)).~ are linear. [] 
So, by Lemma 2, we obtain the following theorem. 
Theorem 2. Let f satisfy the same hypothesis as in Theorem 1. I f  k < N - 2, 
I~rk-2l < ]¢rk-ll < ['ffk] ( I~rk+ll < ]qTk+2] and Irrk/crk+l] :/£ ]'ffk_l/qTk]. (3) 
Then, the convergence of (q(k")),~N to 1/¢r k is linear, i.e., 
lim ( q(~"+ ') -- Tr;' ) / (  q(k") -- ~r[1) = Ok 
/ ? - - - )CO 
where [ ok = ~rk/~rk +l i f  I ~rk/~rk +1 I > I ~rk-1/~rk I,
" Ok = ~rk_ l/Tr otherwise. 
Particular case: i f  k = 1, then (3) is replaced by 
I ol < I 11 < I r21 < 1 31 where %.'=0. (4) 
Proof. Condition (3) and Theorem 1 lead to the following result: (a(")). ~ N and t~a(")k-lJ.~N ~ are 
linear sequences, with respective speeds, ~rk/~rk+ 1 and ~r k_ a/~rk. 
So, by Lemmas 1 and 2, we obtain Theorem 2 since: 
qk(,) ,~(n) /,~(,) 
= ~k-  1 /~k  " 
Corollary 3. With hypothesis of Theorem 2, the convergence of the sequence (q(k ")). ~ N to ~ 1 can 
be accelerated by Ai tken'  s 6 2. 
3. r-s algorithm and acceleration 
Let (c , ) ,~ N a sequence of complex numbers. The r-s algorithm is a recursive method of 
calculation of the two quantities 
rk (") ~(" ) /H  (") and Sk (~)= ~(")/~q(") : Zk  / k -1  Z~k / '~k  
where Hff) := Hk(AG) .  
The rules are [7]: 
, , (n ) / , , (n+l )  ~_ 1 - -  , . (n+l ) / , . (n )  
°k  / °k -1  i - -  ' k  / ' k  ' 
S(k.+l)/s(k.) = ~(.) /.(.+1) _~ 1 ~k+l / ' k  - -  ~"  
With initial conditions 
s0(") = 1, r( l")=c, ,  n=0,  1 ,2 , . . . .  
Theorem 3. Let f satisfy the same hypothesis as in Theorem 1. I f  k < N - 1, I vk_l [ < [~rk[ < 
[ ~rk + l [ , and % -~ l V i = O, 1, . . . , k -1 .  Then 
lim r(k")/r(k "+1) = ~rk. 
,v/----~ OO 
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If, in addition 
[%-2[ < [%-1[ < ]%l < I%+1[ <]%+2[,  k<N-2  
and 
[ %/rrk+l I ~ I%-1 /% I 
then the convergence of the sequence ~'k~'(~)/'("+/'k 1)).~N is linear. With 
l im [ r(n+l)/~'(n+2),k / '  --71"k]/[~(n)/~'(n+l)--grk]'k / ' k  =Ok 
f1--+00 
where O h is defined as in Theorem 2. 
Proof. If 1 is not a pole of f, the function 
oO 
g( t )  = E (A¢i) ti 
i=0  
has the same poles as f, in I zl < %1- Indeed, g(t) = t-l[(1 - t ) f ( t )  - co], since these two last 
functions are holomorphic in a nelghbourhood of zero and have the same Taylor expansion. 
So, lim,_+ ~%"'k-1/*'k-l[-H(n)/~(n+l)~] = 7/. 1 " ' "  qTk_ 1 (see Theorem 1). We deduce 
H (n) X ~(n+l )  
lim t.~-)/A,+a)] lim --k-1 771 " ' "  77k 
: -  __ - -  __ qTk. 
\ ' k  / ' k  ] L / (n+l  ) 7/. 1 . . . qTk_  1 
The second part of Theorem 3 results from Lemmas 2 and 3 since the two sequences 
(H~.)/H~.+I,)n~N and (~<")/~<"+1) **k-1/**k-1 ]nEM 
are linear with respectively speeds 
%/%+1 and qrk_ l / 'a "  k . [ ]  
Corollary 4. With the hypothesis of Theorem 3, the sequence [v(n) /~'(n+l)'~ 'k / 'k  ~n ~ can be accelerated 
by Aitken's 62. 
4. Use of c-algorithm to evaluate poles of a meromorphic function. Acceleration 
Let (Cn)n~ N a sequence of complex numbers, e-algorithm is a recursive scheme for the 
calculation of the quantities [9]: 
ek(C,) = Hk+I(Cn)/IYlk(c~) 
where/4~(c,) = Hk(A2Cn) by the rules 
e~+)l=C~+, 1) + [c(k"+l)-e(k')] -1, k ,n=O,  1,... 
ct"?= 0, c g)= cn, 
where E(22 = e~(c,) and -2k+1"~") = e~(5c,). 
By Theorem 4, we show how to calculate the poles of a meromorphic function by applying 
e-algorithm to the sequence of the coefficients of the Taylor expansion of f. 
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Theorem 4. Let f be a meromorphic function in D(O, R), 0 < R <<, + o0. Let f (z)  = F,~=oCiZ  have 
poles % ordered 0 < 1% I ~< I~r2 ] <~ "" " < R, each pole being countered with proper multiplicities. 
Let N the number of poles O<~ N <~ oc. I l k<N-1  and I%-11 < I%1 <1%+11 and ~ri-¢ l, 
V i=0,1  .... , k -1 .  
Then 
(a) lim~ .(.) / ,~(n+l)  ___)oo,,-2k_2/~.2k_2 ~- qT"k, and 
(b) qm .(.) /~(.+1) 1/%. n- - *~2k-1 /  2k-1  ~-- 
Moreover, if k<N-2  and I rk-al < I r,-al < I rkl < %+11 < 1%+2[ and *= 
1%/%+~ I then, the convergence of the two sequences t"2k-2/~2k-2['rtn) / , , (n+l))n ~N and ~.~2k-1/~2k-l['r(n) /.:( +l)'~ln ~N 
are linear, with speed 0 k defined as in Theorem 2. 
Proof. The function 
oO 
h( t )  = E (A2Cn) "tn 
i=0 
has the same poles as the function f, since 
h( t )=t -E [ f ( t ) (1 - t )2 -Co-C l t+ 2c0t ]. 
We deduce 
lim Hk-'(A2c") 
This leads to 
/~(n) 
"= lim k-1 
/~(n+l )  
n ---) o¢ **k -1  
- -  =Or  1 . . .  qTk_l. 
H(n) /~(n+l) 
( 1,) **/t:--1 lim c(2~, )_2/e(2~ + = lim X - -  = %, 
n~m n~ ~ g/(n + 1) 
k -1  **k 
which is (a) of the theorem. The proof for (b) is analogous. [] 
For the second part of Theorem 4, we must notice that ~-(') /t(n+l)'~ is the quotient of ~ ~ \ "2k -2 /~ '2k -2]n~NI  
L l (n) /L l (n+l )h  and ( / t (n ) l / /~(n -~ l ) )n  ~t N with respective speeds two linear sequences (,,k /*-k J n ~ N 
%/%+1 and %-1/%.  
So, Lemmas 2 and 3 permit o conclude. 
Remark. If 1 is a simple pole of f, then only (b) holds, for % ~ 1. 
Corollary 5. I f  f satisfies the conditions of Theorem 4, then the two sequences 
and (4"L ",("+ 1/  2k -1  ]n~NI 
can be accelerated by Aitken ' s 8 2 process. 
4.1. Calculation of zeros and poles of a meromorphic function. Acceleration 
Let g(t) = F2~=odit i a meromorphic function, d o 4= 0, and 
oo 
f ( t )  = 1 /g ( t )= ~ ci ti. 
i=0 
• os!~oqlo ~+vJ/vJ = 't0 / 
,it+~j/~l < i,~j/t-,~l j.~ ~j/t-,~j '10 
'1 r+uJ/'~J[ ~ I ~Ur-~t 
oJoq~ 
pug 
:J.~ 't0 poods oql ql..t~ '.reou!! st OOUO~.~OAUO0 oq± 
• I*+V~l > IV.~l > I ~-V~Sl ,v~/l~ = ~ ~-v:~,'~-v=~', un l , (t +~')'/ (u)" ] . 
:sotuoooq 17 tuo.tooq± jo llnsos oq~L 
0=? 0=! 
• ,rp X =(,)x O0 OO 
q~.~ 
uot.lglOJ aql £q slu~tu~oJdd~ ,Pgd qlt.A~ palgIOI OJg so.tl!lu~nb OAOqg osoql IIV 
0=! 
..... ;'~'O=U 'b~ =(,~ 
U 
s.~ utun[oo puooos oql l~ql ~ou'40A~ 
/ 
'[ ~ ~ (r +,l-)" - (t-~'-)" J 
uo~.lglndtuoo 
0AtSanoo.I oql jo tn~otu £q pol~lnoi~o q £~tu t<v(t(~]~) sagt.lu~nb aq~L "utunloo ls.n.j oql .Ioj 
0 v u '0 = (.? 
pue 'au!I puoaas oql .mj 
0=/ 0=! 
! [->/ 
• ou![ is.t!j ot[1 ~oj 
0 < ~/ '0 = (~-,~-~ 
suo.~l.~puoa [e!l.m~. ql.~A~ 
t-v (u)'l + (u~ = (t+u)~ t- [(t+u) 3 _ [+~'~1 ~t 
:olnJ snqtuoq.~ oql qlI.A~ tUOllOq 01 dm tuosj ssoJ~o.~d OA~ "I - 
[~]- < u 'g ~ u pue { .... E '[ '0 '[- 'E- ) jo luotuoIa ug s! ~ xopu! aqL "Ieuo2K~p e so!ouap 
xopu.t 3oddn oql pug utun[oo e solouop xapu.~ 2OA~O I oq& "£eaag ue ut. s, (~ aql £eIds!p a~ 
• [E] oo S "tuql.uo$ie-~ jo 
~Ioj OAt.SSO3$oId oql osn lsn~ O~ 'g JO soIoz Olelnolga oI "g jo ~'J so.~oz oql a:m f jo ",. soIod aq, l, 
g6 su°!punf a!tld't°u't°dauu f° sand / ls°aa'td "Pf 
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So, the convergence of l~(,) /c(~+~)~ ~, 2k- l /  2k-1 ) to the inverse of the kth zero of g is linear and thus can be 
accelerated by Aitken's ~2. 
4.2. Calculation of poles of g 
The function 
k k k 
G(t )= ~T~t  k whereTk= ~V/  and Vk= ~dj  
i=0  j=0 i=0 
has the same poles of g and the pole 1. 
So, using the same table as above we can write: If the poles of G are W~, and ]W~_I ] < ]Wk I 
< ] W~ + 11, then 
lim ,:(-n-k-2) /,~(-n-k-1) "2 .+1 /~2. -1  = W~ -1 if I W~l < 1 
(quotient of two successive terms of an odd line) and 
lim £(nn-k-1)/e(nn_2 k) = W k. 
n---~ oO 
Moreover, if [W~_ z [ < [W~_ a I < [W~ [ < [W~+I < [Wk+2 [ and Wk_I/W~ [ --g ]WJWI,+I 1, 
then the two convergences above are linear and can be accelerated by Aitken's i~ 2. 
So, we obtain a similar result to the one obtained with q-d algorithm for the simultaneous 
calculation of poles and zeros of a meromorphic function with a unique table. 
4.3. Particular case 
Let Pk(z) = E~=odiz i, d o 4= O, d k --/= O, be a polynomial of degree k. Its zeros can be found as 
above, with c-algorithm. The quotient of two consecutive vertical terms of each odd column 
converges to a zero of Pk. I.e. 
lim c(fl )-l/~2i-1/e(n+1) = /~  i if I~ i -1  I < 1~'i1 <~ I~i+1 I 
for i = 1, 2, . . . ,  k (f0 "= 0 and ~'~+1 "= oo). 
We remark that this particular case is similar to the one obtained by Brezinski n [3] since the 
numbers (u (k)~ ._ _t-k+,) i Ji=l,l+k "-%1,-1 are linked by a linear combination, precised under, by relation 
(5). 
Let d~= 0 for i=k  + 1, k + 2 , . . . .  Let us write 
u}~,=e( -k+i )=[k -1 / i lw( t ) (1 )  i=0 ,  1, 2, 2k-1  , • " • 
where W( t) = ~,~=oVi ti. Then 
d0u} k) + -1-/+IA , , (k )  .~_ d2u(~)l+2  "'" +,t,k,/+~,,(k~ = 0 Vl = 0, 1, 2, . . . .  (5) 
Proof of relation (5). 
u} ~- -  [k -  1 / i lw( t ) (1 ) : ,2 i i+k- l (Tn)  
where 
TO i~- V0, 
i=0  
n=0,  1, . . . ,  Tn=0 if n<0.  
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We have 
By using 
We obtain 
U} k)  = 
where 
k- l - i  k -1  
Eb " gb  
j=O j=O 
Vk_ i ' ' '  V k 
v•- i • • • v~ + i _  l 
1 1 .--  1 
v~_~ . . .  v~ 
Vk_~ • •. V~+,_l 
V/=do+d 1 . . .  + d i , i >~ O , Vii = V k V i >~ k . 
V~ := O, i<0 .  
Tk-  l i  " " " Tk-1 
Vk_ i . . .  V k 
Vk-1 " " " Vk+i-1 
dk_i+ 1 • . .  d k 
d k 0 
U} k) =- 
Dk,i, j = 
dk 0 " . .  0 
Vk-j Vk- j+l  " '"  Vk_ i Tk - i -1  
V k Vk_ 1 "'" Vk_i+ j Tk- i+j -1  
v~ zk "'" v~ Tk-1 
The determinants Dk,i, j satisfy the relation: 
Dk,i, j = dk_jDk, i_ j ,  1 -- dkDk,i , j+ l, j = 1 , . . . ,  k. 
Let us multiply D~,i,j by ( -dk )  j-~ and sum the k equations obtained. 
D~,ia = dk -  1D<i_ 1,1 - dk Dk,i,2 , 
__ 2 
- dkDk,i, 2 - _ dkdk_2Dk,i_2,1 + dkDk,i,3, 
-1 
-1  (--1)iDk,i,ldik 
(6) 
d hk-lD - -  k; k,i,k-1 -- ( - -dk )k -2d lDk , i -k+l ,x  + ( - -dk)  k- lDk,~,k,  
k-1 
( -d~)  Dk, , ,k=doDk, i _k , l ( - -dk )  k - I  
Dk,i,1 dk_lDk,i_l,1 dkdk_2Dk,i_2,1 + .q_ ( __ k-2 d -k-1 . . . . .  dk) dlDk,i-k+i,1 +( - -  k) doDk,i-k,1 
**(--dk)iU}k)=dk-l( -dk,]i-lu(k)`-I + ( - -dk)  i-au(k)i-2 + " '"  +( - -dk) i - ld lu}k- )k+l  
+(-dk)i-ldou?_~ vi> k. 
Which is the relation (5). 
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