We propose a multiscale method for time-domain waveform tomography. The data are low-pass filtered using a Wiener filter, and the inversion is carried out using a multiscale method with a dynamic early-arrival muting window. The adjoint method is used in the inversion for an efficient computation of the gradient directions. A staggered-grid, explicit finitedifference method with 4 th -order accuracy in space and 2 ndorder accuracy in time is utilized for forward modeling and the adjoint calculation. Our method is applied to a marine seismic dataset. The initial velocity model for waveform tomography is obtained by using traveltime tomography with dynamic smoothing filters. The velocity tomogram obtained from waveform tomography has a higher resolution and a better accuracy than the initial model. The tomogram accuracy is verified by comparing common image gathers.
INTRODUCTION
Waveform tomography can theoretically provide an accurate and highly resolved estimate of the subsurface velocity structure. However, in practice, the problem is highly nonlinear, and a waveform tomography method will tend to converge to a local minimum if the starting model is not in the vicinity of the global minimum (Gauthier et al., 1986) . Therefore, a good initial velocity model is required by waveform tomography to partially overcome the local minima problem. To further mitigate the nonlinearity, a multiscale approach can be utilized in either the frequency domain (Sirgue and Pratt, 2004; Brenders and Pratt, 2007) or the time domain (Bunks et al., 1995; Boonyasiriwat et al., 2008) .
A multiscale approach can be effectively applied to solve the local minima problem, and is computationally efficient. The nonlinearity of waveform tomography depends on the frequency content of seismic data. The misfit function at low frequencies is more linear than at high frequencies. Therefore, the inversion process that sequentially proceeds from low to high frequencies has a better chance to reach the global minimum compared to using high-frequency, raw data (Sirgue and Pratt, 2004; Boonyasiriwat et al., 2008) . At low frequencies, coarser grids can be used for computing numerical solutions of the wave equation than at high frequencies resulting to a computational efficiency.
In this paper, we present a multiscale method for time-domain waveform tomography proposed by Boonyasiriwat et al. (2008) and apply it to a marine dataset. The data are low-pass filtered into 2 frequency bands to allow the inversion to proceed from low to high frequencies. The inversion is carried out using a multiscale method and a dynamic early-arrival muting window. The inverted tomogram is more accurate than the initial model, and it further enhances the migration image.
ACOUSTIC WAVEFORM TOMOGRAPHY
In this section, we briefly review the theory of time-domain waveform tomography. The constant-density acoustic wave equation is used as our forward model, given by
where p(r,t|r s ) is the pressure field at position r at time t from a source at r s , c(r) is the velocity model, and s(t) is the source function. In term of the Green's function G(r,t|r , 0) associated with equation 1, the solution, p(r,t|r s ), can be written as
where the symbol * represents temporal convolution.
Our inversion scheme is based on the adjoint method proposed by Tarantola (1984) . The data residual is defined as
where r g is a receiver position vector, p obs (r g ,t|r s ) and p calc (r g ,t|r s ) are, respectively, the observed and calculated data, and m(r g ,t|r s ) is an early-arrival window function. The velocity model is updated by minimizing the misfit function, the L 2 norm of the data residuals,
A nonlinear preconditioned conjugate-gradient method (Luo and Schuster, 1991; Sheng et al., 2006 ) is used to minimize the misfit function. The gradient of the misfit function in equation 4 with respect to the velocity perturbation is computed by the zero-lag correlation between the forward-propagated wavefields and the back-projected waveform residuals (Tarantola, 1984; Luo and Schuster, 1991; Zhou et al., 1995 Zhou et al., , 1997 Sheng et al., 2006) ,
whereṗ denotes the time derivative of p, p(r,t|r s ) represents the forward-propagated wavefields, and p (r,t|r s ) represents the back-projected waveform residuals given by
The velocity model is iteratively updated along the conjugate directions defined by
where iterations k = 1, 2, ..., k max , g = {g(r) for all image point r in the model}, and P is the conventional geometrical-spreading preconditioner (Causse et al., 1999) . At the first iteration d 0 = −g 0 . The parameter β k is obtained using the Polak-Ribiére formula (Nocedal and Wright, 1999) 
The velocity model is updated by
where λ k is the step length, which is determined by a quadratic line-search method (Nocedal and Wright, 1999) , and d k (r) is the component of the conjugate-direction vector d k at position r. At each iteration, one forward and one backward propagations are needed to compute the gradient direction. Additional forward propagations are required for the line search. In this work, the starting model c 0 (r) is obtained from traveltime tomography with dynamic smoothing filters (Nemeth et al., 1997) . Equations 8, 9, and 10 are applied iteratively until a stopping criterion is satisfied.
MULTISCALE EARLY-ARRIVAL WAVEFORM TOMOG-RAPHY
In this section, we describe a time-domain implementation of the multiscale approach. In the frequency domain, a single frequency component is used at a time in the inversion (Sirgue and Pratt, 2004) . Therefore, it is straightforward to apply the multiscale method. However, in the time-domain inversion, a frequency band is used instead of single frequency. Thus, band-pass filtering of the data is required.
We use a Wiener filter for low-pass filtering the data. Boonyasiriwat et al. (2008) show that Wiener filtering is more general than the filtering method proposed by Bunks et al. (1995) . A low-pass Wiener filter can be computed by
where f Wiener is the Wiener filter, W original is the original wavelet, W target is the low-frequency target wavelet, ω is an angular frequency, ε is a damping factor to prevent numerical instability, and † denotes the complex conjugate. The Wiener filter is applied to the source wavelet and data in the frequency domain.
Once the source and data are filtered to a low frequency band, the finite-difference grid size can be determined by the maximum frequency of the band. The numerical dispersion condition for the finite-difference scheme used in this paper requires at least 5 grid points per a minimum wavelength (Levander, 1988) . A square grid, dx = dz, is utilized in our finitedifference scheme. Therefore, the grid size allowed to use in this low-frequency forward modeling will be determined by
where dx is the grid size, λ min is the minimum wavelength, c min is the minimum velocity, and f max is the maximum frequency of the band. At low frequencies, coarser grids can be used than at high frequencies. Therefore, low-frequency inversions will be considerably fast and efficient compared to high-frequency inversions, and can afford to take a large number of iterations in order to obtain an accurate estimate of lowwavenumber components of the velocity model.
The multiscale approach has the ability to mitigate the local minima problem commonly encountered in waveform tomography. The main idea is that the misfit function at low frequencies is more linear than at high frequencies. Therefore, the low-frequency inversion will have a better chance to be successful and can accurately recover the low wavenumber components of the velocity model. The velocity model with accurate low-wavenumber components is a good initial model for higher-frequency inversions. Higher wavenumber components are progressively recovered through the sequential uses of higher-frequency data in the inversions. It is expected that the multiscale method will have a better convergence property than a single-scale method that tends to recover both low and high wavenumbers simultaneously.
In practice, when waveform tomography is applied to a field dataset, the problem can be extremely nonlinear due to the elastic effect, attenuation, unknown density, unknown source wavelet, and source radiation pattern. These factors can lead to a poor convergence. We try to overcome this problem by using a multiscale method with a dynamic early-arrival muting window. The inversion initially proceeds at a low-frequency band with a short time-window. After some iterations, higherfrequency data are used in the inversion with the same muting window. Then, the inversion proceeds with longer timewindows.
APPLICATION TO MARINE DATA
Although success of full waveform inversion can be demonstrated with synthetic examples (not presented here), we consider a field example to apply our multiscale inversion approach.
A streamer dataset from the Gulf of Mexico was acquired using 515 shots with a shot interval of 37.5 m, a time-sampling interval of 2 ms, a trace length of 10 s, and 480 active hydrophones per shot. The hydrophone interval is 12.5 m with a near offset of 198 m and a far offset of about 6 km.
The data are transformed from 3D to 2D format by applying the filter i/ω in the frequency domain to correct for 3D geometrical spreading (Zhou et al., 1995) . The attenuation factor Q is estimated by the spectral ratio method (Maresh et al., 2006) , and the attenuation effect is compensated by applying an inverse-Q filter (Wang, 2006) to the data. The source wavelet is estimated by stacking along the water-bottom reflection. Then, the data are low-pass filtered to 2 frequency bands with a peak frequency of 5 Hz and 10 Hz. Figure 1a and 1b show original and filtered shot gathers, respectively.
Traveltime tomography is utilized to provide an initial velocity model for waveform tomography (Figure 2b ). The inversion process comprises of 3 parts and in each part a muting window with a different length is used for both low-and high-frequency inversion. In the first part, a muting window of length 1 s is applied to the filtered data, and the inversion sequentially proceeds using 5-Hz and 10-Hz peak-frequency data. The reconstructed velocity from the first part is used as an initial model in the second part where a 2-second window is used, and, in the last part, a 3-second window is applied. Figure 2c shows the reconstructed velocity tomogram from waveform tomography which has a higher resolution than the initial model. Predicted shot gathers obtained by using traveltime tomogram and waveform tomogram are shown in Figure 1c and 1d, respectively.
To verify that the reconstructed velocity tomogram is more accurate than the initial model, we compare common image gathers (CIG) obtained by using the initial model and the final model from 8 km to 18 km where we have a dense ray diagram from traveltime tomography as shown in Figure 2a . The CIGs from the waveform tomogram ( Figure 3b ) are flatter than those from the traveltime tomogram. Finally, the reverse-time migration images are shown in Figure 4 . Small-scale structures are better resolved in the migration image obtained by using the waveform tomogram.
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