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INTRODUCTION
Forecasting of precipitation is one of the most challenging operational tasks done by hydrologists. This operation can be described as most complicated procedure that includes multiple specialized fields of expertise.
Weather forecasting methodologies could be divided into two main branches in terms of numerical modeling and scientific processing of meteorological data. The common methods which are used for precipitation forecasting are the numerical and statistical methods. The efficiency of the used models is dependent upon the initial conditions that are inherently incomplete. Different methods were used by many researches to deal with forecasting of different weather parameters. Luk [1] compared three different kinds of artificial neural networks ANNs by using Multi Layer Feed forward Neural Network (MLFN) for precipitation prediction in catchment's upper Parramatta River in Australia. The comparison showed that MLFN has more accuracy in precipitation modeling in comparison to Time Delay Neural Network (TDNN) and Recurrent Neural Network (RNN) Luk [1] . Brath, et al. [2] Journal of Asian Scientific Research
The Back propagation Neural Network
Paul Werbos in 1974 produced a supervised learning method for training ANN and called it a back propagation Neural Network BPNN. This method then was popularized by Rumelhart and McCelland in 1986 [11] . The BPNN is forwarding the output layer to the input layer in changing the weights. Basheer and Hajmeer [12] ; Haviluddin and Alfred [13] . The BPNN consists of three layers , namely input layer, hidden layer and output layer as shown in Fig. 1 . The best ANN architecture may be described as a network which producing the best performance in terms of error minimization, while retaining a simple and compact structure.
The most important issues which must be considered in the implementation of artificial neural networks, are the number of nodes and layers in the network and finding the optimal values for the connection weights , this can be determined by a good selection of a training algorithm. Through operation of ANN size determination, an insufficient number of hidden nodes causes difficulties in learning data whereas an excessive number of hidden nodes might lead to unnecessary training time with marginal improvement in training outcome as well as make the estimation for a suitable set of interconnection weights more difficult. Zealand, et al. [14] a higher number of nodes in hidden layer tend the network to memorize, instead of learning and generalization, and it might lead to the problem of local minima. On the other hand, increasing the hidden nodes will help to adjust to larger fluctuation of target function and allow the model to consider the presence of volatilities in the data. Such as trends and seasonal variation often appear a lot with rainfall. There is actually no specific rule to determine the suitable number of hidden nodes.The common method used is trial and error based on a total error criterion. This method starts with a small number of nodes, gradually increasing the network size until the desired accuracy is achieved. Fletcher and Goss [15] suggested the number of node in the hidden layer ranging from (2n+1) to ( where n is the number of input node, and m is the number of output node. The number of input and output nodes is problemdependent, and the number of input nodes depends on data availability [15] .
Adaptive Neuro-Fuzzy Inference System (ANFIS)
Adaptive neuro fuzzy inference system ANFIS are a class of adaptive networks that are functionally equivalent to fuzzy inference systems. ANFIS models represent Sugeno Tsukamoto fuzzy models. which uses a hybrid learning algorithm. This model assume that the fuzzy inference system has two inputs x and y and one output z.
A first-order Sugeno fuzzy model has rules as followings :
• Rule1: If x is A1 and y is B1, then f1 = p1x + q1y + r1 ...................(1).
• Rule2: If x is A2 and y is B2, then f2 = p2x + q2y + r2.................... (2) .
Adaptive neuro fuzzy inference network consisted from five layers .Each of these layers are contains several nodes, Jang JSR [16] . The structure of this system is shown in figure (2) . 
……………………………..…………(4).
The nodes in the 3rd layer calculate the ratio of the ith rules firing strength to the sum of all rules' firing strengths.
………………………………………(5).
The nodes in the fourth layer are adaptive with node functions ……… ……….. (6) .
where is the output of Layer 3 and { pi, qi, r1 } are the parameter set. Parameters of this layer are referred to as consequent parameters.
The single node in the fifth layer computes the final output as the summation of all incoming signals ………………….…………………… (7) . [16] .
Model Verification
Three different forecast consistency measures are used in order to Model verification which are the determination coefficient (R 2 ), Nash-Sutcliffe efficiency (ENash) and percent bias (RBias )were used to assess the models' performances. These parameters are defined as:
………………………8.
………9.
………..10.
where At is the actual value and St is the Simulated value. S mean, Ameanare the mean value of the series. Chokmani, et al. [17] ; Teryaki, et al. [18] the best value of R 2 is 1.0 while . The optimum value of RBias is 0.0 and a better description of RBias and ENash was given also Moriasi, et al. [19] ; Meral and Cheleng [20] . This description can be summarized as:
UN

CASE STUDIES AND NATURE OF DATA
In this study two case studies were selected to apply the methodology above in simulation and weather parameters forecasting . The different weather parameters of Dallas state at united states of America and Houston state were selected .The daily data of five different parameters for the two case studies were selected .These parameters are :
1.Max temperature , Minimum temperature, mean temperature 2. Max humidity ,Minimum humidity, mean humidity. an average of 106.5 days per year, including a majority from June to September, with a high of 90 °F (32 °C) or above and 4.6 days at or over 100 °F (38 °C). According to NOAA [21] humidity usually yields a higher heat index. Summer mornings average over 90% relative humidity. In 1980, Houston was described as the "most airconditioned place on earth". Officially, the hottest temperature ever recorded in Houston is 109 °F (43 °C), which was reached both on September 4, 2000, and August 28, 2011. Houston has mild winters. In January, the normal mean temperature is 53.1 °F (11.7 °C), while at the same station has an average of 13 days with a low at or below freezing. 
.(11).
Xmin, Xmax are the minimum and the maximum values of the observed data series.
RESULTS AND DISCUSSION
Forecasting of Daily Precipitation at Huoston, Texas
To get accurate forecasting results in the future using the BPNN and ANFIS models , all the data have been divided into two parts, namely the training and testing data. In this experiment, the data from 2008-2016 (3285 samples data series) for each variable or parameter have been taken from Weather under ground custom forecast and local radar web site (https://www.wunderground.com/weather/us/tx/houston) were used . After data normalization process, which had been carried out, then the data was divided into training data; 2464 (75%), and testing data; 821 (25%). The data had been governed by the rules of the neural network which consisted of different number of input neurons according to the built ANN and ANFIS models , and the output neuron was one, precipitation, The architecture of BPNN would comprise one-hidden-layer. The activation functions used from input to hidden layers were tansig and logsig, and purelin that were used for the hidden layers to the output, with
Levenberg-Marquardt algorithm (trainlm). summation of hourly precipitation for a day t . MV P t-1, P t-2, P t-3, P t-4, P t-5 ,P t-6 summation of hourly precipitation for a day t Note: Tem max, Tem min, Tem mean: mean maximum ,minimum and mean temperature respectively. hum max, hum min, hum mean,: mean maximum ,minimum and mean relative humidity respectively. SLP max, SLP min, SLP mean : mean maximum ,minimum and mean sea level pressure respectively wind speed max, wind speed min ,wind speed mean: mean maximum ,minimum and wind speed respectively. P t-1, P t-2, P t-3, P t-4, P t-5 ,P t-6: precipitation at lagged days .
Results of BPNN for Huoston, Texas
The one-day ahead forecast accuracy of the five BPNN models in preliminary testing stage (model MI-BPNN to MV-BPNN) were evaluated using determination coefficient (R 2 ), Nash-Sutcliffe efficiency (E Nash ), percent bias (RBias ); the behavior of these parameters is presented in Table ( suggests that the back propagation network using the precipitation values for the previous days performed better than ones depending on the weather parameters only. Figures (2) , shows the performance of the best models by comparing the forecasted values by these models against the observed values. No precipitation in forecasted results versus no rain in the observed record was considered as a very high forecasting result. It is also clear that using the mean values of weather parameters only is better than using maximum and minimum values of these parameters since this may confuse the training process. 
Results of ANFIS for Huoston, Texas
The precipitation forecasting is nonlinear system so ANFIS model has been developed with different input combinations based on previous mentioned data . Models of ANFIS have been designed, trained and tested with different membership functions and different number of members. After Defining ANFIS Models, it is run with various FIS Algorithm, error tolerance and number of epochs to analyses the effect of all these parameters on verification parameters. The parameter optimization is done in such a way during training session that the error between the target and the actual output is minimized. The data are divided into sets of 75-25 % ratio. For example 75 % data for training period and 25 % data for validation period to develop ANFIS model. ANFIS models are developed using different method, membership function and different alternative of inputs as was shown in Table(1) . Table( 3) shows the performance of different ANFIS models for training and test periods. 
Forecasting of Daily Precipitation at Dallas
The data of Dallas state parameters have been divided into two parts, namely the training and testing data as was done before with pervious case study. In this experiment, the available data was more lengthy and extended from 1986-2016 (11315 samples data series) for each variable or parameter . After data normalization process, which had been carried out, then the data was also divided into training data; 8486 (75%), and testing data; 2829(25%), https://www.wunderground.com/weather/us/tx/Dallas. The same input combinations with one hidden layer and same output were used for BPNN and ANFIS models
Results of BPNN for Dallas
After applying the same architectures of ANN on the Dallas data with the mentioned input combinations. The performance of the most BPNN models indicated to a very small forecast error and the high performance of the applied models was ensured. This can be seen from Table(4) which illustrates the applied models performance for both training and test periods . By comparing the different models it can be concluded that the best performance was for model MIV-BPNN which uses all the mean weather parameters in addition to the lagged values of precipitation with 0.989 E nash value , R 2 =0.989 and R bias= +8 with a little overestimation. Using the lagged values of precipitation for six days also gave a high performance, this is clear from the results of MV-BPNN model but with a low underestimation. 
Results of ANFIS for Dallas
The same ANFIS models were applied to the data of Dallas and the performance results were recorded in Table   ( 5) as shown. It can be seen that the network inputs has a valuable effect on the network output . This provides feedback as to which input parameters are the most significant. Based on this feedback, it may be decided to prune the input space by removing the insignificant parameters. This also reduces the size of the network, which in turn reduces the network complexity and the training time. This is very clear when studying the ANFIS models since the MI-ANFIS model here is the lowest performed model if compared with others . The best model for this case study was by using the mean values of weather parameters with the lagged values of precipitation MIV-BPNN .
Although this model was the best among all applied models , other models showed a very good forecast results .
Figure (4) shows the comparison between the observed precipitation values and the best two applied BPNN and ANFIS models which are MIV-BPNN and MIV-ANFIS for just three years from the test period . 
CONCLUSIONS
In this study an application of BPNN back propagation neural network with different input combinations and different number of hidden layer neurons was used to forecast daily precipitation at two stations of Huston ,Texas and Dallas regions using different weather parameters Temperature , relative humidity, sea level pressure and wind speed. In addition to this application an adaptive neuro fuzzy inference system ANFIS for the same two case studies was done using same input combinations . Followings were found during the study:
1-Comparison of the precipitation forecasting by the applied different models considered in preliminary test
showed that a combination of meteorological parameters such as temperature , relative humidity, sea level pressure and wind speed with lagged time precipitation data at the forecasting station, as an inputs for the model could significantly improve the forecast accuracy and efficiency for both methods.
2-The results also indicated that using the lagged time precipitation alone could give also a very good performance in error minimizing.
3-By using an appropriate network architecture and especially with the use of auxiliary data, the ANN and ANFIS models were able to learn from continuous input data .
4-It was concluded also that using more data variables such as maximum and minimum values of the different weather parameters can confuse the training process and the network performance.
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