Based on model-free adaptive control (MFAC) theory, this paper presents a variable output constraint MFAC (VOC-MFAC) algorithm to enhance the robustness of an unmanned surface vehicle's (USV's) heading subsystem. The contributions of this paper are as follows. First, a controller output constraint function is proposed to solve the system's control performance sensitivity to the redefined output gain when the redefined compact format model free adaptive control (RO-CFDL-MFAC) method is used to control an unmanned surface vehicle's heading. Second, the compact format dynamic linearization data models for a USV's angular velocity subsystem and heading subsystem are established, and the convergence of the closed-loop system under environmental disturbances is proven through rigorous theoretical analysis. Finally, the control algorithm proposed in this paper is simulated and tested in the field using the ''Dolphin IB'' unmanned surface vehicle platform developed by our research group, and the effectiveness of the VOC-MFAC algorithm is verified by the experimental results.
I. INTRODUCTION
Unmanned surface vehicles (USVs) have gained wide attention across the world because of their capabilities for military and civilian applications, including enemy ship tracking, maritime investigations, surface rescues, water quality monitoring, etc. [1] - [4] . Heading control is the basis of autonomous navigation, which is one of the most popular research themes in the motion control area of USVs [5] . However, a USV has the characteristics of nonlinearity, uncertainty, and time variance, and it is very difficult to establish an accurate USV dynamic model owing to the large influence of environmental disturbances [6] , [7] . Therefore, it is meaningful to explore effective USV heading control methods.
In recent years, many scholars have performed research on the heading control of USVs. At present, the USV The associate editor coordinating the review of this article and approving it for publication was Min Wang.
heading control methods include proportional-integralderivative (PID) control [8] - [10] , adaptive control [11] , [12] , robust control [13] , [14] , and intelligent control [15] - [17] .
Li and Sun [18] studied a ship course control problem with environmental disturbances based on model predictive control technology, and proposed a course model prediction method with disturbance compensation. Sonnenburg and Woolsey [11] decoupled the speed control and heading control, and designed a heading controller based on cascade system theory, a nonlinear back-stepping method, and PID control technology.
Meng and Zhao [19] combined neural network control technology, adaptive control technology, and fuzzy control technology to design an adaptive fuzzy neural network controller for a ship's course, and realized ship course control under different states and environments. Based on global differential homeomorphic transformation, neural network control, predictive model control, and adaptive control, Wang et al. [20] proposed an adaptive neural network predictive control method for ship course control.
Wu et al. [21] studied the heading control problem of a USV based on the S-surface control method and carried out experimental verifications. Miao et al. [22] , by combining expert control technology, S-plane, and PID control algorithms, developed an adaptive expert S-PID control algorithm for the heading control of a micro-USV, and field tests were conducted.
Based on iterative sliding mode incremental feedback control technology, Fu et al. [23] designed a course controller that can automatically find the stable control point of the system, avoiding the chattering of sliding mode control and the steady-state error and overshoot of output feedback control.
The above control methods can be divided into two categories: one is model-based control methods, such as sliding model control, back-stepping control, and adaptive control, and the other is model-free control methods such as fuzzy control and neural network control. The performance of the model-based controller is closely related to the model parameters of the system being controlled. However, owing to the uncertainties of model perturbation, environmental disturbances, and the complexity of the system, it is difficult to establish an accurate mathematical model of the controlled system. Thus, the conventional model-oriented design strategy is poorly adaptive and it is difficult to guarantee the robustness and stability of the controlled system. At present, widely used model-free control methods, such as fuzzy control and neural network control, can control non-linear systems without using the precise model of the system. However, the design of the controller depends on the fuzzy rules and neural network model; therefore many of the common problems associated with model-based control methods are still present using these methods.
Recently, owing to the fact that sometimes it is very difficult or impossible to obtain an accurate mathematical model of the process, especially when the process is very complex and has strong nonlinearities, some data driven control (DDC) approaches have been developed, such as model-free adaptive control (MFAC) [24] , adaptive iterative learning reliable control (AILRC) [25] , virtual reference feedback tuning (VRFT) [26] , iterative feedback tuning (IFT) [27] , active disturbance rejection control (ADRC) [28] , and lazy learning control (LL) [29] .
There are two fundamental categories of DDC methods. The first is that the controller structure is assumed to be known and has some unknown parameters, which may be estimated from certain transcendent or experimental knowledge on the plant or are derived from the structure of the plant, and then the controller design issue is transformed into an identification problem of the controller parameters. Most DDC methods follow this concept, such as VRFT and IFT. The second is that the generic controller is designed based on certain function approximations or some equivalent descriptions of the original controlled plant, such as neural networks, Taylor approximations, or other equivalent transformations. Then, the controller parameters are adjusted by minimizing a specified performance criterion using the I/O data, including offline and online data. Typical methods include MFAC and LL [30] .
It should be pointed out that in these DDC approaches, MFAC is an effective control method for a class of discrete-time nonlinear systems. The model-free adaptive control (MFAC) theory was developed by Hou and Jin [24] in 1994. MFAC only relies on the online measurement data of the controlled system and does not depend on any model information. In addition, it does not require any external test signal or training process, which is necessary for the control methods based on neural networks. Based on the above advantages, the MFAC algorithm has became a popular research topic in recent years and has been applied in the field of industrial control such as transportation, oil refining, and chemical processing [24] . An observer-based MFAC is proposed for multivariable industrial processes in [31] and a lazy-learning-based model-free adaptive predictive control algorithm is developed in [32] . In [33] , the experimental validation of MFAC is discussed for a representative nonlinear multi-input-multi-output system. However, there are still few studies in the field of motion control.
In 2018, based on model-free adaptive control theory, Li et al. [35] designed a PID-MFA cascade controller, which realized the heading control of a USV through angular velocity guidance. However, owing to the complexity of the controllers, the control method still remains in the stage of simulation research. The stability of the USV's heading subsystem also lacks strict proof.
In 2019, because the heading subsystem of a USV does not satisfy the quasi-linear assumption, Liao et al. [34] redefined the output of a USV as the linear sum of the heading and angular velocity, based on which a redefined compact format model-free adaptive control (RO-CFDL-MFAC) method was proposed. However, the system's robustness is poor and the control performance is too sensitive to the redefined output gain when the RO-CFDL-MFAC method is applied to a USV's heading control. In addition, the stability of the system lacks strict theoretical proof.
Aiming at the problems that conventional CFDL-MFAC method is not suitable for the heading control of USV, and the improved model-free adaptive control algorithms has poor robustness. Besides, the stability of the closed-loop system, in the presence of uncertain external environmental disturbance, is rarely discussed in current research. A variable output constraint MFAC (VOC-MFAC) algorithm is proposed in this paper. The outline of this paper is as follows. Section II briefly introduces the CFDL-MFAC algorithm. Section III discusses the design process of the VOC-MFAC algorithm, and the stability of the VOC-MFAC scheme is verified through rigorous mathematical analysis. Section IV verifies the effectiveness of the VOC-MFAC algorithm by simulation and field experiments. Section V concludes the work.
II. INTRODUCTION AND ANALYSIS OF CFDL-MFAC ALGORITHM
Generally, single input and single output (SISO) discrete time nonlinear systems can be expressed as [24] :
where y(k) ∈ R, u m (k) ∈ R respectively represent the output and input of the system at time k; n y and n u are the order of the system. Thus, the heading system of a USV can be expressed as (1) .
The following assumptions are made for system (1) [24] : Assumption 1: Except for finite time points, the partial derivatives of f (· · · ) with respect to the (n y + 2)th variable are continuous.
Assumption 2: Except for finite moments, system (1) satisfies the generalized Lipschitz condition, that is,
According to [24] , theorem 1 can be proposed. Theorem 1: If the nonlinear system defined by (1) satisfies assumption 1 and assumption 2 when | u m (k)| = 0, then there must exist a time-varying parameterφ c (k) ∈ R, named the pseudo partial derivative (PPD), which transforms the system of equation (1) into the CFDL model given by equation (3):
where φ c (k) is bounded at any time. In (3),
According to [24] , the compact form dynamic linearization model-free adaptive control (CFDL-MFAC) algorithm is defined as follows:
φ c (k) is the estimation of the PPD, u m (k) and u m (k −1) denote the controlled system's input at time k and k −1, respectively, and y * (k+1) and y(k) represent the expected and actual output of system (1), respectively.φ c (1) is the initial estimation value of the PPD, where ε is a small positive number, sign(·) is the symbolic function, µ > 0 and λ > 0 are weight coefficients to adjust the change rate of the PPD and controller output, respectively, and ρ ∈ (0, 1] and η ∈ (0, 1] are the step factors. However, in order to ensure the stability of the closedloop system, the controlled system must satisfy assumptions 3 and 4 [24] .
Assumption 3: For a given bounded expected output signal y * (k +1), there is always a bounded control input signal u * m (k) that makes the system output be equal to y * (k + 1).
Assumption 4: For any moment k and u m (k) = 0, the sign of the PPD of the system remains unchanged, i.e., φ c (k) > ε > 0 or φ c (k) < −ε, where ε is a small positive number.
Remark 1 [24] : Assumption 3 is a necessary condition for the control problem to be solved, i.e., the system must have output controllability. The physical meaning of assumption 4 is that when the control input is increased, the output of the corresponding controlled system should be undiminished, which is a necessary quasi-linear characteristic of system (1).
However, a USV's heading subsystem does not satisfy assumption 4. For example, the rudder angle increases from −30 degrees to 0 degrees at time k, but the USV's heading continues to decrease at time k + 1. In order to solve this problem, a RO-CFDL-MFAC algorithm is proposed in [34] that redefines the output of the controlled system as a linear sum of the heading and angular velocity of the USV. The new system output is defined as follows [34] .
Here, K r > 0 is the redefined output gain; and ψ(k + 1) and r(k + 1) represent the heading angle and angular velocity at the moment k + 1, respectively. Formulas (4)-(7) define the RO-CFDL-MFAC algorithm.
III. DESIGN AND ANALYSIS OF VOC-MFAC ALGORITHM
To solve the sensitivity problem to the redefined output gain when the RO-CFDL-MFAC method is applied to a USV's heading control, a variable output constraint model-free adaptive control (VOC-MFAC) algorithm is proposed in this section.
A. DESIGN of VOC-MFAC ALGORITHM
According to [34] , the stability and control performance of the control system are closely related to K r . If K r is not selected properly, the control performance of the system will deteriorate and may even become unstable. To solve the above problem, a system output constraint function is proposed as formula (8) .
Here, u p represents the upper output limit of the controller, dynamically adjusted according to the system tracking deviation. In addition, considering actuator saturation, the upper and lower limits of controller output are redefined by (9) and (10), respectively.
Here, u max and u min represent the maximum and minimum rudder steering angle outputs, respectively and u UP (k) and u LP (k) represent the upper and lower limits of the controller output when considering actuator saturation and the output constraints function. The actual controller output u m (k) can be expressed using formulas (11)- (13) .
Expressions (4)-(13) define the VOC-MFAC algorithm, where formulas (11)-(13) provide the output dynamic regulation mechanism of the proposed method. The control process is shown in Fig. 1 . The VOC-MFAC procedure for USV heading control is outlined in Table 1 .
B. SYSTEM STABILITY ANALYSIS
Proof: Based on formula (7) , formula (14) can be written as.
According to [24] , the heading subsystem of the USV can also be expressed as formula (15) or formula (16) .
Here, ψ(k) ∈ R, r(k) ∈ R, u m (k) ∈ R respectively represent the heading angle, angular velocity and rudder angle at time k, respectively, n yy and n uu are the order of system (15) ; and n t , n w are the order of system (16) . System (15) and system (16) satisfy assumptions 1 and 2.
According to [24] , there must exist bounded time-varying parameters φ c1 (k) ∈ R and φ c2 (k) ∈ Rnamed pseudo partial derivatives (PPDs), which can transform systems (15) and (16) into the CFDL model given by equation (17):
where, r(k
, and φ c1 (k) and φ c2 (k) are bounded at any time.
When the rudder angle u m (k) increases, the angular velocity r(k) of the USV increases, thus system (15) satisfies assumption 4. Based on assumption 4, φ c1 (k) > ε 1 > 0 or φ c1 (k) < ε 1 . Without losing generality, this paper only discusses the case of φ c1 (k) > ε 1 > 0. According to (14) and (17), expression (18) can be obtained.
Thus, expression (19) can be obtained.
According to (2) and (17), |φ c2 (k)| ≤ b. Therefore, when expression (20) holds, then φ c > 0.
In summary there exists a positive constant value M when K r ≥ M ≥ b ε 1 , and thus the USV's heading subsystem described by (1) satisfies assumption 4.
In marine environments, disturbances are usually exogenous and time varying. Therefore, the robustness of the closed-loop system must be considered when designing the controller. Next, we discuss the stability of the control system in the presence of environmental disturbances.
Under environmental disturbances, the system output can be expressed as formula (21) .
Here, |d w (k)| < T w is a bounded varying environmental disturbance, T w is the upper bound of the environmental disturbance, andF(d w (k))represents the impact of the environmental interference on the system output. With T w bounded, it is clear that F(d w (k)) is also bounded. Let the upper bound of F(d w (k)) be b w . Based on formulas (7) and (21), the CFDL-MFAC response using measured output y m (k) is as follows. 
where, y m (k) = y m (k) − y m (k − 1),φ w (1) is the initial value ofφ w (k), andφ w (k) denotes the estimated value of the PPD in the presence of environmental interference. Lemma 1: For non-linear system (1) with environmental disturbance under assumptions 1, 2, 3, and 4, the estimated valueφ w (k) of the pseudo partial derivative given by parameter estimation (23) and reset condition (24) is bounded.
Proof:
or sign(φ w (k)) = sign(φ w (1)), thenφ w (k) is bounded by reset condition (24) . In other cases, defineφ w (k) =φ w (k) − φ c (k) as the estimation error of the PPD. Subtracting φ c (k) from both sides of (24), then expression (25) can be obtained.
By using the definition of y m and theorem 1, we obtain expression (26) 
Substituting formula (26) into formula (25) , expression (27) can be obtained.
Because, µ > 0, η ∈ (0, 1], | u m (k − 1)| ≥ ε and η| u m (k−1)| 2 µ+| u m (k−1)| 2 is monotonically increasing about | u m (k − 1)| 2 , formulas (28) and (29) can be obtained.
Substituting formula (2), formula (3), and |φ c (k)| ≤ b into expression (29) , we obtain (30) .
Taking absolute values on both sides of formula (27) , expression (31) can be obtained by using formula (28) and formula (30) 
Formula (31) proves thatφ w (k) is bounded. Similarly, according to the boundedness of φ c (k), we can verify thatφ w (k) is also bounded. Define the tracking error as e(k) = y * (k) − y m (k). Then according to Lemma 1, Theorem 3 can be proposed.
Theorem 3: For non-linear system (1) satisfying assumptions 1, 2, 3, and 4, when y * (k + 1) = y * = const using the VOC-MFAC scheme, there is a positive number λ min > 0, such that when λ > λ min , the tracking error satisfies lim 
Using formula (22) and formula (32) , and ε < φ c (k) ≤ b, ε <φ w (k) ≤b 1 , ρ ∈ (0, 1], if λ > b 2 4 , then expression (33) can be obtained as where
Defining
, then formula (34) can be obtained.
Thus, lim k→∞ |e(k)| ≤ d 2 b w d 1 , which completes the proof. Remark 2: Theorem 3 verifies that the VOC-MFAC scheme can guarantee the tracking error is bounded when an environmental disturbance occurs. The upper bound of the tracking error is related to the upper bound of the environmental disturbance. When there is no environmental disturbance, i.e. F(d w (k)) = 0, the tracking error of the system will converge to 0. Therefore, the VOC-MFAC system is robust and stable.
IV. EXPERIMENTAL RESEARCH AND ANALYSIS
The hardware structure diagram and the main parameters of the ''Dolphin IB'' USV are shown in Fig. 2 and Table 2 , respectively. The ''Dolphin IB'' USV is equipped with a weather station module, which is used to obtain the USV's position, speed, course, and yaw angular velocity. An AD data acquisition module is used to measure the working voltage and current information of the propeller, control system, and battery in real time. The radio communication module provides real-time data transmission and communication between the USV's bottom control system and upper computer. According to the theory of ship maneuverability, the time delay characteristics of the USV heading subsystem are also considered simultaneously, and the discrete mathematical motion model of the heading subsystem of the USV can be expressed as:
where K and T are maneuver coefficients, T s = 0.1s is the sampling time, and τ is the time delay constant. ψ(k),ψ(k), andψ(k) represent the heading angle, angular velocity, and angular acceleration of the system at time k, respectively.
Based on maneuverability test data and a system identification method, the parameters of equation (35) are obtained as K = 0.186, T = 1.068 when the speed of the USV is approximately 1 m/s.
A. SIMULATION EXPERIMENTS WITH DIFFERENT REDEFINED OUTPUT GAINS
In order to compare the sensitivity of the RO-CFDL-MFAC and VOC-MFAC algorithms to the redefined output gain (i.e., K r ), the control performances of the two algorithms are compared by changing K r . The initial state of the heading control subsystem is ψ(1) = ψ(2) = 0 0 , u m (1) = u m (2) = 0 0 , and r(1) = r(2) = 0 0 /s. The desired heading is set as 120 • , The RO-CFDL-MFAC and VOC-MFAC algorithm parameters are λ = 5, µ = 100, η = 1, ρ = 1, u max = 30 0 , u min = −30 0 , T s = 0.1s. The simulation results are shown in Fig. 3 and Fig. 4 when changing the value of K r .
Using the root mean square (RMS) of the heading track error to measure the control performance of the two controllers, the RMS values of the heading tracking error from 40-100 s are calculated and shown in Table 3 .
From Fig. 3, Fig. 4 , and Table III , the control performance of the RO-CFDL-MFAC algorithm is closely related to the redefined output gain, K r . When the value of the angular velocity feedback gain is too low, the control system will lose stability. However, as K r increases, the system response will significantly decrease. The RO-CFDL-MFAC algorithm can achieve good performance only when the value of K r changes within a small range. However, compared with the RO-CFDL-MFAC algorithm, VOC-MFAC is insensitive to parameter K r and when K r changes over a wide range, the system can maintain good stability. Table 3 demonstrates that the control performance of the VOC-MFAC algorithm is better than RO-CFDL-MFAC when K r varies over a wide range.
B. SIMULATION EXPERIMENTS WITHOUT UNCERTAIN INFLUENCE
The initial state of the heading control subsystem and the expected heading are consistent with those specified in For the sake of fairness in the following comparison, the four controllers' parameters have been manually adjusted to optimize performance. Fig. 5 shows that when there are no disturbances in the USV's heading subsystem, the VOC-MFAC, RO-CFDL-MFAC, and PID methods exhibit almost identical control performance. The simulation tests also verify that the heading of the USV cannot converge with the other curves and that the heading subsystem is unstable when the USV is controlled by the MFAC algorithm.
C. SIMULATION EXPERIMENTS WITH TIME DELAY AND MODEL PERTURBATION
In order to compare the robustness of the RO-CFDL-MFAC, VOC-MFAC, and PID algorithms, four experiments are carried out in this section. The initial state of the heading control subsystem, the control parameters, and the expected heading are consistent with those of Section A.
Case 1: Model parameter K increases by 50% and the USV heading subsystem has a 2 s time delay.
Case 2: Model parameter K increases by 75%, and the USV heading subsystem has a 4 s time delay.
Case 3: Model parameter T increases by 50%, and the USV heading subsystem has a 2 s time delay.
Case 4: Model parameter T increases by 75%, and the USV heading subsystem has a 4 s time delay.
The simulation results are shown in Fig. 6-Fig. 9 . When applying the RO-CFDL-MFAC and PID algorithms, the control performance of the system will deteriorate significantly for larger model perturbations and system delays in the USV's heading subsystem. However, the VOC-MFAC algorithm can still maintain good control performance under the same conditions.
The RMS values of the heading tracking errors (40-100s) are calculated and are shown in Table 4 .
From the RMS values of the heading tracking errors shown in Table 4 , when small model perturbations and time delays are present in the heading subsystem of the USV, such as Case 1 and Case 3, the RO-CFDL-MFAC and VOC-MFAC methods can maintain good control performance. When the heading subsystem has large model perturbations and system delays, such as Case 2 and Case 4, the USV's heading obviously oscillates and the system is unstable under the PID and RO-CFDL-MFAC algorithms. However, the VOC-MFAC algorithm can still maintain good control performance under the same conditions.
D. FIELD EXPERIMENTS AND ANALYSIS
In order to verify the effectiveness and engineering practicability of the VOC-MFAC method, field experiments using the ''Dolphin IB'' USV were carried out and the experimental results were compared to the RO-CFDL-MFAC and PID methods. The control parameters of the VOC-MFAC and RO-CFDL_MFAC controllers are identical: λ = 5, µ = 100, η = 1, ρ = 1, K r = 10, u max = 30 0 , u min = −30 0 ,T s = 0.1s. The PID controller parameters are T s = 0.1sK p = 3.0, K I = 0.01, K d = 1.4.
Case 1: The desired heading angle is 100 • . Thruster voltage is set at 5 V. The experimental results under the three controllers are shown in Fig. 10 .
Case 2: The desired heading angle is −90 • . The propeller voltage is set to 12 V. The heading control results are shown in Fig. 11 .
The RMS values of the heading tracking errors for the three algorithms are calculated and shown in Table 5 . From the RMS values of the heading tracking errors, the tracking effect of the RO-CFDL-MFAC and PID algorithms will significantly deteriorate when the state of the USV changes. However, the VOC-MFAC algorithm can still maintain good performance under the same conditions. The field tests thus verify the superiority of the VOC-MFAC method.
V. CONCLUSION
Aiming at USV's heading subsystem is susceptible to uncertain disturbances and considering the RO-CFDL-MFAC algorithm's control performance is sensitive to redefined output gain, a VOC-MFAC algorithm is proposed. The main contributions are as follows:
(1) By introducing a controller output constraint function, a novel type of VOC-MFAC algorithm is proposed.
The new control algorithm solves the problem that the control system's stability and robustness is poor and the control performance is sensitive to the redefined output gain, when RO-CFDL-MFAC method is applied to the USV's heading control. (2) The dynamic linearization models of the USV's angular velocity subsystem and heading subsystem are established by using MFAC theory. Furthermore, the convergence of the closed-loop system under environmental disturbances is proven through rigorous theoretical analysis. (3) Simulations and field experiments show that compared with the RO-CFDL-MFAC and PID methods, the VOC-MFAC algorithm is insensitive to system time delay and model perturbation and consistently exhibits better control performance. 
