A path integral expression for a mass density field driven by a Burgers irrotational velocity field is derived in the general case when the viscosity coefficient is different from that appearing in the Burgers equation. For simple initial conditions the solution can be expressed in terms of ordinary integrals. Finally the limit of zero viscosity is discussed.
Introduction
It was proposed by exponents of the Russian school [1] , [2] that a possible model for the description of the evolution of the large scale structure of the mass distribution in the Universe is provided by the study of the mean density field ρ( x, t) of the passive tracer driven by an irrotational velocity field which is solution of the Burgers equation (see [3] , [4] , [5] , [6] with references therein). Of particular interest in this context is the limit of zero viscosity (inviscid limit).
In the one dimensional case, because of the strong topological constraint, there is general agreement on the idea that for times long enough that shocks appear, an initial uniform density field evolves into a singular distribution which describes the formation of point-masses on a background of a smooth, diluted, density field. The point-masses are situated at the shock positions of the solution to Burgers' equation and may be referred to as macro-particles. The mass of a macro-particle is equal to the integral of the initial mass density extended over the interval of initial positions which fall into the given shock at some time prior to that under consideration.
In the two dimensional case the situation seems to be more subtle. Here we have the appearance of ruled surfaces, ribbons, where tangent planes touch the graph of the convex hull at a segment instead of a point and of triangles, corresponding to tangent planes with triple contact. In the Eulerian plane to these regions are respectively associated shock-lines and shock nodes. In presence of this topological structure some aspects of the mass flow remain unclear.
This paper is organized as follows: in section 2 a mass transport model with different viscosities in the Burgers velocity field and the mass density equation is introduced. The most general solution for the mass density function is derived by means of a path integral. The fact that the Burgers equation can be read as a backward Kolmogorov equation suggest to compare the transition probability density of the underlying stochastic process with the result obtained for the mass density propagator (section 3). In section 4 an approximate "mean field" expression for the path integral proposed in [6] is discussed and compared with the exact in simple cases where the path integral can be explicitly computed. The inviscid limit is considered (section 5) separately for the mass density and the velocity field. First it is considered for the mass density equation. In such a case the mass flow is still driven, for rather general initial conditions, by a smooth velocity field and the solutions for the mass density can be defined in a strong sense. Then the limit of zero viscosity in the Burgers equation is taken, in weak sense, over mass density averaged observables. The procedure allows to define the Lagrangian trajectories as the limit over characteristics, solutions of the finite viscosity case. In section 6 it is shown that the numerical algorithm proposed in [4] for the computation of the mass density is actually the inviscid limit for the mean field proposed in [6] . The equivalence with the exact result is discussed.
The path integral solution
The mean density field ρ( x, t) of the passive tracer driven by an irrotational Burgers velocity field is described by the system of PDEs:
where we assume that all the initial conditions are such that the following steps are legitimate.
The velocity field can be derived at any time as the gradient of the potential satisfying:
The solution for this equation is well known [7] to be
On the other hand the mass density can be written, for every t ≥ 0 as:
where p is the transition probability density to go from a at time 0 to x at time t for the stochastic process defined by:
The Girsanov formula, [8] , allows to derive a path integral expression for the transition probability density. Let us consider the gaussian stochastic process:
then we can write:
where
The expression for the transition probability can be simplified if we observe that
By means of (10) it is possible to eliminate the stochastic integral inside (9). If we than take into account that the potential Ω( x, t) satisfies (2):
is the usual path integrals for a "imaginary time" quantum particle moving, in a potential proportional to ∆Ω, from a at t = 0 and arriving in x at time t. The appearance of the path integral (12) in the solution it is easily understood when we observe that from the substitution
we find that the unknown part f must satisfy as a function of ( x, t)
which is a linear Schrödinger equation for imaginary time.
The factor µ + ν in (12) suggests that if the viscosity coefficients are opposite the path integral can be reduced to an ordinary one. This condition is verified when instead of the pair (1) we have the Burgers and the mass density equation forming with their corresponding adjoint two different systems of coupled backward and forward Kolmogorov equations. These two pairs of adjoint equations are connected by a time reversal operation for suitable initial conditions. This point will be developed in next section.
The pairs of adjoint equations
Let us consider the pair of equations formed by the mass density equation driven by a velocity field satisfying its adjoint equation with the boundary condition at time T , T ≥ t:
The solutions of these equations can be written respectively as:
and
where p + is now the transition probability for the stochastic process:
As for the Burgers equation the velocity field can be derived as the gradient of a scalar potential which is now given for times t less than T :
By taking the gradient of the new potential field and then integrating by parts we obtain:
A simple comparison with (11) shows that for arbitrary times t > s the transition probability density which solves the system (16) is:
A second pair of Kolmogorov equations for which an analytical solution of the path integral (11) is available is that one provided by the Burgers equation and its adjoint:
where again T ≥ t and Ω is the velocity potential (3). The action of (23) is to describe a density evolution in the reverse sense of time. Namely from the probabilistic point of view the solutions of this system can be obtained in terms of the transition probability density of the diffusion:
It is immediate for every t > s to obtain from (11), when we use (24) instead of (6), the following "backward" transition probability.
The well-known solution of the Burgers equation at arbitrary time is then:
while the solution for the density equation is for every s ≤ t:
It is clear that (25) solves also the problem of the forward evolution of the Burgers velocity field and of any concentration field driven by the Burgers equation. More explicitly if we consider:
where E = E( x, t) such that it does not grow faster than x 2 as x goes to infinity, we can immediately write the solution as:
The reason why for both systems an analytical solution is available is that they are related on each finite time interval 0 ≤ s ≤ t ≤ T by a time reversal operation (see e.g. [9] , [10] ):
This transformation defines the time reversal for diffusion processes in the sense that p + and p − are respectively the forward and backward transition probability densities of the same process so that for any t, s belonging to [0, T ] the following identity is satisfied:
Let us assume ρ( x, t) to be a solution of (23), it also satisfies an equation of the form:
Then if one uses (31) to express ρ in (32), it is easy to check that:
This proves that (30) implies (31). As a final remark it is worth to stress that in order to derive both (22), (25) we need before to solve the corresponding potential problem. It can be easily proven [11] that this can be done by means of the Girsanov formula inside the stochastic approach without need of the Hopf-Cole transform.
Approximation and simple solutions
In order to evaluate the the mass density field when µ = ν a "mean field approximation" has been proposed in [6] :
One can see that the approximation consists in using for (1) the forward transition probability solution of (22) with the substitution Ω ′ ( x, t) ⇒ Ω( x, t) which takes into account that the velocity field is solution of the Burgers equation. An explicit computation, done in [6] , shows that the expression (34) satisfies at finite viscosity a PDE which in the inviscid limit, µ = ν ↓ 0, formally coincides with the continuity equation defined by (1) . Therefore approximation is supposed to become exact in the inviscid limit.
For nonzero viscosity, this approximation provides the correct result if we suppose the Laplacian of the velocity potential to be independent on x. The path integral is then easily solvable in the form:
which can be easily proven to be consistent with a transition probability given by (34). There are two easy explicit examples where this condition is satisfied (for the sake of simplicity let us put s = 0):
Then the transition probability is:
which, for every smooth enough initial mass distribution, gives for µ ↓ 0:
in accordance to Galilean covariance.
. Again both (11) and (34) provide as result
In the inviscid limit for smooth enough distribution we obtain:
It is worth noting that in the two simple examples given above the result supplied by (11) is the same also if the viscosity coefficient ν appearing in the Burgers equation is different from the viscosity coefficient µ of the mass density equation.
The inviscid limit for the mass density
As mentioned in the introduction, in the astrophysical context the inviscid limit for the Burgers equation is of great interest. For this goal it is convenient to express the stochastic Ito integral in (9) in terms of Stratonovich stochastic integral [8] . This operation allows us to rewrite the entire (8) as a Feynman path integral over trajectories which obey the laws of ordinary differential calculus:
where all the dependence on ν is contained in the potential function Ω = Ω( x u , u; ν). Heuristically one can say that the starting point for the theory of large deviation ( [12] , see also [13] for a more physical short introduction) is the observation that for µ going to zero the main contribution to the path integral (40) comes from the minimization of the quadratic term in the exponent on the subset A of the trajectories x t starting from a at t = 0 and arriving in x at time t. In particular for a reasonably smooth drifts, the following estimate holds:
where c is a small error term vanishing when µ ↓ 0 and
So if we keep ν > 0 fixed, for rather general initial conditions the velocity field is smooth and with probability one we have the limit:
where x( a, t) is the solution of the deterministic differential equation of the first order:
with Ω given by (26). For the resulting trajectories the "energy" conservation holds:
The existence and uniqueness of the solution of (45) for a given initial condition allows to write at finite ν the mass density as:
where det J is the Jacobian matrix
More in general for every smooth function we can write:
By taking the limit ν ↓ 0 on this last expression one can define, in weak sense, the solution to the mass density problem in the inviscid limit. Actually, for a general initial potential Ω 0 ( x) discontinuities appear in the velocity field in this limit. Therefore the conditions insuring the uniqueneness of the solutions of the ODE (45) for a given Lagrangian initial position do not hold anymore so that a straightforward integration becomes ambiguous. To avoid this problem one can solve (45) and compute (49) at finite ν when every step is well defined, and then take the limit ν ↓ 0. The Lagrangian trajectories selected by the limit are formally those satisfying the conservation law:
where the "potential" term becomes nonzero on the regions where the velocity field is discontinuous.
The mass density algorithm
In [4] it has been claimed that in one dimension the mass distribution, when the initial condition is uniform, can be computed according to one of the two equivalent algorithms:
1. "Lagrangian procedure": by means of the argument of the Legendre transform
one determines the positions of the beginnings and of the ends of all the shocks intervals (with the an ambiguity of one grid point). The amount of discontinuity in a x point is then proportional to the mass of the macro-particle generated in x. The limit of this procedure is that only in one dimension is easy to measure the discontinuities.
2. "Eulerian procedure": one counts the number of "initial conditions" a such that the trajectories described by:
arrive on a given position x If a unit mass is located in every initial point, the total mass concentrated in x at time t is given by the number of different a such that x = x ′ (a, t) holds.
In the multidimensional case only the "Eulerian procedure" has a simple numerical implementation. The ansatz introduced in [4] is that this second algorithm provides in every dimension the correct result for the mass distribution. The mathematical content of the ansatz is stated by the limit:
Actually this limit holds for the "mean field" approximation (34) of the mass propagator:
Therefore one can conclude that the "Eulerian algorithm" introduced in [4] describes, at least, the inviscid limit for the approximate expression (34). On the other hand (34) satisfies, [6] , a PDE which formally coincides, for µ = ν ↓ 0 with (1) . From the formal point of view this observation proves the ansatz.
In simple cases the formal proof becomes rigorous. The consistency with results of section 5 requires that ansatz (53) is verified if almost everywhere
If the initial condition for the velocity potential is convex as, e.g., in the examples given in section 4, then the Burgers velocity potential Ω( x, t ; ν) is a smooth function whose gradient is always defined and one can easily prove the ansatz. In these cases (45) becomes:
as the velocity field is conserved along the trajectories. On the other hand x ′ ( a, t) is determined by the condition:
which, derived with respect to time, describes the uniform motion of a particle starting from a at time t = 0. For non convex initial conditions the picture remains the same for times such that no discontinuity (shock) appears in the gradient field. Then the acceleration:
can be non zero in the direction perpendicular to the discontinuity front. On the other hand x ′ ( a, t) is no more determined by a simple differential condition so that is not straightforward to prove (55).
In one dimension it is possible to express the mass density in (1), for finite viscosity µ = ν as the space derivative of the solution of the concentration equation (28):
The inviscid limit of (59) is computed by means of the inverse Lagrangian (51) map which in the general case is not a single valued function
(60) The index i sums over the Lagrangian sets A i which evolve after a finite time into the corresponding Eulerian points x * i . On the other hand a ′ (x ′ (a, t), t) ∋ a insures that the trajectories defined by (52) arriving in x * i at time t are exactly those starting from A i . It seems therefore reasonable to conclude:
which is the content of (55). It is remarkable [14] that only in one dimension and for an initial uniform mass distribution, the solution of (1) is equivalent to the solution of the system:
which in the same work, [14] , has been proven to describe the continuous limit of the adhesion dynamics where the collision between two particles denoted by (x 1 , v 1 , m 1 ) and (x 2 , v 2 , m 2 ) originates a macroparticle (X, V, M), with:
Heuristically [15] one can see this fact by observing that a shock point appears in x at time t when the Legendre transform satisfies for two different a 1 , a 2 "initial conditions":
If we suppose to invert the inverse Lagrange functions a appearing in (65) and we differentiate with respect to time, we get intȯ
When the initial distribution of the mass is uniform this has the simple interpretation that the macroparticle generated by the glueing of the point particles starting with initial conditions in [a 1 , a 2 ] moves whith constant velocity equal to the velocity of the center of mass of its components before the shock:
In the multidimensional case this heuristical argument can be used to define the velocity of the mass flow over shock regions when complented by the observation that the velocity must be conserved on the directions tangential to these regions [2] .
Although supported by arguments presented in this section, in the general case a rigorous proof of the ansatz (53) is still lacking. Both numerical and analytical work to investigate this point is in progress
Conclusion
A forward Kolmogorov equation whose drift field is supplied by a velocity field solution of the Burgers equation is often used in the literature as a procedure to regularize the continuity equation for models of astrophysical interest. The consideration of different viscosities in the two coupled equations allows to state that, if only the mass conservation holds exactly, the mass flow occurs along the particle trajectories driven by the Burgers velocity field. The behavior of these trajectories for ν going to zero defines the inviscid limit. In absence of shocks the free motion of the Lagrangian particles describes, from the astrophysical point of view, the gravitational instability development [2] . When they approach the shock regions the potential term becomes non zero and the particles feel an acceleration normal to the shock lines (in two dimension). The conservation of the tangential component force the matter to concentrate on shock points. The process is characterized by the energy conservation law introduced in section 5.
The computation of the Lagrangian trajectories is semplified by the ansatz, made in the literature that for a given initial condition each of them is described by the argument of the Legendre transform of the velocity potential solution in the zero viscosity limit of the Burgers equation. A rigorous proof is unfortunately lacking. Furthermore, the validity of the resulting physical picture should be compared with alternative models of adhesion dynamics that can be developed starting from conservation laws.
