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Abstract
We provide an elegant homological construction of the extended phase space for linear Yang-
Mills theory on an oriented and time-oriented Lorentzian manifoldM with a time-like boundary
∂M that was proposed by Donnelly and Freidel [JHEP 1609, 102 (2016)]. This explains and
formalizes many of the rather ad hoc constructions for edge modes appearing in the theoretical
physics literature. Our construction also applies to linear Chern-Simons theory, in which case
we obtain the extended phase space introduced by Geiller [Nucl. Phys. B 924, 312 (2017)].
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1 Introduction and summary
The topic of edge modes is a time-honored one in the study of gauge theories on manifolds with
boundary. Historically, such edge modes first arose as the (conformal) boundary degrees of freedom
of Chern-Simons theory, both in the context of Chern-Simons theory as applied to condensed mat-
ter physics (see e.g. [BBGS92] and [BF11]), as well as in the context of (3D) Chern-Simons gravity
[Wit88, Car95], where the edge modes were shown to be related to the asymptotic symmetries of
3D AdS spacetime [BH86, CHvD95, BBO99].
In these early investigations, the motivation for edge modes and the construction of the corre-
sponding boundary action (e.g. the Wess-Zumino-Witten action and its variants) relied heavily on
the fact that the theory’s bulk action is not gauge-invariant in the presence of a boundary, and the
edge modes can heuristically be understood as boundary degrees of freedom that ‘compensate’ for
this failure of gauge-invariance. However, Donnelly and Freidel [DF16] recently showed that one
can hope to construct edge modes even in cases where the bulk action is gauge-invariant, e.g. in
Yang-Mills theory. One of their main observations is that, even if the bulk action of a gauge theory
is gauge-invariant in the presence of boundaries, its presymplectic form (on field space) may fail
to be invariant under arbitrary gauge transformations, calling for the introduction of boundary-
localized degrees of freedom, the edge modes, to compensate for this lack of invariance. The result
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of such an analysis is therefore an extended phase space, encoding also the additional edge mode
degrees of freedom, that is endowed with a gauge-invariant extension of the naive presymplectic
form by terms depending on the edge modes. This has been carried out in the original paper
[DF16] for the cases of Yang-Mills theory and general relativity.
Donnelly and Freidel’s work has inspired a revived and growing interest in gauge and gravity
theories on manifolds with boundaries, see e.g. [Gei17, BMV18, GR18, GHR19, Gom19, GR19,
FP18, FLP19] for some follow-up papers. A particularly noteworthy reaction to their work is
[GR18, GHR19, Gom19, GR19], which observes that the notion of boundary in [DF16] is ambiguous
between a ‘fiducial’ boundary, meaning a non-physical boundary that does not in any way influence
the field content and which disappears upon gluing along the boundary, and a ‘physical’ boundary,
meaning a boundary that influences the field content in some way, e.g. by carrying a defect theory
or a Higgs field. (This ambiguity is heightened by the fact that [DF16] do not associate any action
to the edge modes). For pure gauge fields, the study in [GHR19, GR19] uses a certain Singer-De
Witt connection form on field space, which they interpret as a geometric generalization of ghost
fields, to show that fiducial boundaries cannot carry charged edge modes. Furthermore, in the
case where matter fields are present, they introduce the notion of a Higgs connection on field space
to reproduce the edge modes from [DF16]. However, we note that they also do not introduce a
boundary action for these edge modes.
The goal of this paper is to provide an elegant and rigorous construction of extended phase
spaces as in [DF16] for two simple cases: linear Yang-Mills theory on a globally hyperbolic
Lorentzian manifold M with a time-like boundary ∂M , and linear Chern-Simons theory on a
3-dimensional product manifold M = R × Σ with boundary ∂M = R × ∂Σ. Our construction
employs some basic techniques from homological algebra and the theory of groupoids, which are
necessary to describe the higher categorical structures featuring in gauge theory. We refer the
reader to [Sch13] for an extensive overview of such techniques and also to [BS19, Section 3] for a
rather non-technical introduction. The main benefit of adopting this more abstract homological
perspective is that many of the ad hoc constructions for edge modes in the theoretical physics
literature become very natural.
The basic ideas behind our proposed construction are easy to explain in general, without
referring to any specific example. Our first input datum is the specification of the gauge fields
and gauge transformations in the bulk M , which assemble into a groupoid of bulk gauge fields.
As second input, we choose a boundary condition on ∂M for the bulk gauge fields, which we
implement in a homotopical way by forming a homotopy pullback. As we explain in detail in
Remark 2.2, see also Remarks 2.4 and 2.5 for further supporting examples, the appearance of
edge modes is a direct consequence of implementing a suitable (topological) boundary condition
in this homotopical fashion. This supports the suggestion in [GR18, GHR19, Gom19, GR19]
that edge modes are associated to physical boundaries. The last input for our construction is a
gauge-invariant action functional on the total groupoid of fields (including the edge modes) that
is obtained by implementing the boundary condition via a homotopy pullback. We would like to
emphasize that this does not only require the choice of a bulk action, but also that of a boundary
action, potentially including also terms that depend on the edge modes. From this collection of
input data, we construct a homotopical refinement of the solution space, called a derived critical
locus, that is associated to our chosen action functional. By general results of derived algebraic
geometry [PTVV13, CPTVV17, Pri18], this solution ‘space’ (more precisely, this is a derived stack)
carries a canonical [−1]-shifted symplectic structure. From a choice of Cauchy surface Σ ⊂M , we
then determine from the latter data an unshifted symplectic structure on Σ, hence the extended
phase space of the theory. Our construction of an unshifted symplectic structure from the canonical
[−1]-shifted symplectic structure allows us to carefully distinguish between the different types of
‘boundaries’ that feature in our models of interest, see also (4.2) for a helpful visualization. On
the one hand, there is the boundary ∂M on which we impose a boundary condition, i.e. on which
the edge modes are localized, and, on the other hand, there is the Cauchy surface Σ ⊂M on which
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the unshifted symplectic structure is defined.
Even though our proposed construction is relatively easy to sketch in an informal way, there
are technical challenges, most notably in the last step where a derived critical locus and its [−1]-
shifted (and also unshifted) symplectic structure has to be determined. Unfortunately, the current
technology from derived algebraic geometry [PTVV13, CPTVV17, Pri18] is rather abstract and
involved, so that it is very difficult to apply such techniques to examples of relevance in field
theory. In particular, even though derived critical loci always exist in this framework, they are very
difficult to describe in explicit terms for examples such as Yang-Mills theory or general relativity.
In order to obtain a computationally accessible and feasible framework, we restrict (drastically!)
our attention to the case of linear gauge theories when discussing derived critical loci and their
symplectic structures. In this case, the necessary techniques from derived algebraic geometry
reduce to relatively basic homological algebra of chain complexes. We hope that a generalization
of this last part of our construction to non-linear gauge theories becomes available in the future
once the necessary technology at the intersection of derived algebraic geometry and field theory
has been developed.
The explicit results that we obtain for the simple examples given by linear Yang-Mills and
Chern-Simons theory are however already very interesting. For both theories, we make the novel
observation that their extended phase spaces can be obtained from simple action functionals (see
(2.8) and (5.1)) via our homological construction, even though this was thought to be not possible
in [DF16, Gei17]. We believe that our approach via action functionals is more elegant than the
proposal in [DF16] and [Gei17], which is to introduce by hand additional terms to the ordinary
symplectic structure in order to restore gauge-invariance in the presence of a boundary. As an-
other novel result, our construction leads to an extension of the extended phase spaces and their
symplectic structures in [DF16, Gei17] to ghost fields and antifields, whose explicit form for linear
Yang-Mills theory is given in (4.5) and for linear Chern-Simons theory in (5.5).
We would like to add a few remarks on the comparison between our proposed construction and
the BV-BFV formalism for gauge theories on manifolds with boundaries. This framework origi-
nated in [CMR14] and it was extended recently towards the description of edge mode phenomena
in [MSW19]. At a superficial level, both approaches look similar as they consider, in addition to
the gauge fields, ghost fields and antifields, and work with shifted symplectic structures. However,
a closer look shows that actual constructions in the BV-BFV formalism are performed in a different
order than what we propose. The starting point of [MSW19] is a BV-extended gauge theory on a
manifold (possibly with boundaries, corners or a stratification), which however does not yet refer
to edge modes and their dynamics. The latter are obtained from a choice of polarization functional
(via an f -transformation) and an AKSZ-inspired transgression construction, see [MSW19, Theo-
rem 58] for the case of Chern-Simons theory. Interestingly, for appropriate choices of polarization
functionals, this construction produces the gauged Wess-Zumino and gauged Wess-Zumino-Witten
actions for the Chern-Simons edge modes. In contrast to that, the starting point of our construc-
tion is very basic and it consists of 1.) a gauge theory (not BV-extended) in the bulk M , 2.) a
boundary condition on ∂M and 3.) a choice of action functional, including possibly also boundary
terms on ∂M . The edge modes are then obtained by implementing the boundary condition by a
homotopy pullback and the BRST/BV field content (with differentials and [−1]-shifted symplectic
structure) is determined from the derived critical locus construction. We refer to Remarks 4.5 and
5.2 for a more concrete comparison to [CMR14, MSW19] at the level of explicit examples.
The outline of the remainder of this paper is as follows: In Section 2 we introduce our linear
Yang-Mills theory model on a Lorentzian manifold M with a time-like boundary ∂M , together
with a boundary condition (leading to the edge modes, see Remark 2.2) and the novel action
functional (2.8). In Section 3 we construct explicitly the (linear) derived critical locus for our
model (3.6) and its canonical [−1]-shifted symplectic structure (3.7). In Section 4 we derive, from
the choice of a Cauchy surface Σ ⊂M , an unshifted symplectic structure (4.5) and show that the
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0-truncation of our homological construction reproduces the extended phase space of [DF16], see
Remark 4.4. In Section 5 we apply our techniques to linear Chern-Simons theory and show that
the 0-truncation of our construction reproduces the extended phase space of [Gei17]. Appendix A
summarizes the relevant background for computing homotopy pullbacks for groupoids and chain
complexes that are needed for our work.
Notation and conventions for chain complexes: The main constructions and results in this
paper are stated in the category ChR of (possibly unbounded) chain complexes of vector spaces
over the field of real numbers R. We use homological degree conventions, i.e. the differentials
d : Vn → Vn−1 lower the degree by 1. The tensor product V ⊗W of two chain complexes is given
by (V⊗W )n =
⊕
m∈Z Vm⊗Wn−m together with the differential d(v⊗w) = (dv)⊗w+(−1)
|v| v⊗(dw)
determined by the graded Leibniz rule, where |v| ∈ Z denotes the degree of v. The tensor unit is
R ∈ ChR, regarded as a chain complex concentrated in degree 0 with trivial differentials. Given a
chain complex V and an integer p ∈ Z, the [p]-shifted chain complex V [p] is defined by V [p]n = Vn−p
and dV [p] = (−1)p dV .
The homology H•(V ) of a chain complex V is the graded vector space defined by Hn(V ) :=
Ker(d : Vn → Vn−1)/Im(d : Vn+1 → Vn), for all n ∈ Z. A chain map f : V → W is called a
quasi-isomorphism if the induced map H•(f) : H•(V ) → H•(W ) in homology is an isomorphism.
Quasi-isomorphic chain complexes are considered as ‘being the same’, which can be made precise
by endowing ChR with a model category structure, see e.g. [Hov99]. We refer to [BS19, Section 3]
for a brief non-technical introduction to model categories in the context of classical and quantum
gauge theory.
2 Definition of the Yang-Mills model
LetM be an oriented and time-oriented Lorentzian manifold with a smooth boundary ∂M . Follow-
ing common practice in hyperbolic PDE theory and Lorentzian (quantum) field theory, we assume
that the boundary ∂M is time-like. In this case there exists a well-established notion of Cauchy
surfaces and of global hyperbolicity, see e.g. [Sol06] and [AFS18]. These concepts are not only
important for developing a theory of solutions for hyperbolic PDEs in the presence of boundaries,
see e.g. [DDF19, DDL19], but they will also enter explicitly our construction in Section 4. (We
would like to note that the present section and also Section 3 do not require the assumption of a
time-like boundary.) We denote by ι : ∂M →M the boundary inclusion and by m = dim(M) ≥ 2
the dimension of M . The orientation, time-orientation and Lorentzian metric on M induce on
∂M the structure of an oriented and time-oriented Lorentzian manifold (without boundary) of
dimension dim(∂M) = m− 1. We interpret M as a physical spacetime whose boundary is another
(Lorentzian) spacetime ∂M .
Let us now introduce the field content of our model of interest. As bulk fields onM we consider
principal R-bundles with connections, together with their gauge transformations. These data are
described by the groupoid
BRcon(M) :=
{
Obj : A ∈ Ω1(M)
Mor : A
ǫ
−→ A+ dǫ with ǫ ∈ Ω0(M)
, (2.1)
whose objects are interpreted as gauge fields and morphisms as gauge transformations between
gauge fields. (Recall that every principal R-bundle is isomorphic to the trivial principal R-bundle.
Hence, up to equivalence of groupoids, one may consider only the trivial principal R-bundle, as
we have done in (2.1).) Take a principal R-bundle on the boundary ∂M , which is described by a
map of groupoids (i.e. a functor)
p : {∗} −→ BR(∂M) (2.2)
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from the point {∗} to the groupoid
BR(∂M) :=
{
Obj : ∗
Mor : ∗
χ
−→ ∗ with χ ∈ Ω0(∂M)
(2.3)
of principal R-bundles on ∂M and their gauge transformations. Observe that there is another map
of groupoids
res : BRcon(M) −→ BR(∂M) (2.4)
which forgets the bulk connection and restricts the bulk principal R-bundle to the boundary ∂M .
Concretely, this functor acts on objects as A 7→ ∗ and on morphisms as (ǫ : A→ A+ dǫ) 7→ (ι∗ǫ :
∗ → ∗), where ι∗ǫ ∈ Ω0(∂M) denotes the pullback of ǫ ∈ Ω0(M) along the boundary inclusion
ι : ∂M → M . We would like to impose a boundary condition that identifies the restriction of
the bulk principal R-bundle with the fixed principal R-bundle on ∂M . This is formalized by
considering the homotopy pullback (or equivalently a 2-categorical pullback)
F(M)

✤
✤
✤
//❴❴❴ BRcon(M)
h res

{∗}
p
// BR(∂M)
(2.5)
in the model category (or 2-category) of groupoids, see Appendix A for some technical details.
The resulting groupoid F(M) plays the role of the groupoid of fields for our model of interest.
Proposition 2.1. A model for the homotopy pullback in (2.5) is given by the groupoid
F(M) =
{
Obj : (A,ϕ) ∈ Ω1(M)× Ω0(∂M)
Mor : (A,ϕ)
ǫ
−→
(
A+ dǫ, ϕ+ ι∗ǫ
)
with ǫ ∈ Ω0(M)
. (2.6)
Proof. This is a direct computation using the explicit description of homotopy pullbacks for
groupoids from Appendix A, see in particular Proposition A.1. Concretely, an object in the
homotopy pullback (2.5) is a pair of objects (∗, A) ∈ {∗} ×BRcon(M) together with a BR(∂M)-
morphism p(∗) = ∗
ϕ
−→ ∗ = res(A). Hence, an object in F(M) is given by a pair (A,ϕ) ∈
Ω1(M) × Ω0(∂M). A morphism (A,ϕ) → (A′, ϕ′) in the homotopy pullback (2.5) is a pair of
morphisms (id∗ : ∗ → ∗, ǫ : A → A + dǫ = A
′) ∈ {∗} × BRcon(M) that is compatible with ϕ and
ϕ′, i.e. the diagram
p(∗) = ∗
ϕ

id∗
// ∗ = p(∗)
ϕ′

res(A) = ∗
ι∗ǫ
// ∗ = res(A′)
(2.7)
in BR(∂M) commutes. Hence, a morphism in F(M) is given by (A,ϕ)
ǫ
−→ (A+dǫ, ϕ+ ι∗ǫ), where
ǫ ∈ Ω0(M).
Remark 2.2. Note that an object of the groupoid F(M) in (2.6) is a pair (A,ϕ) ∈ Ω1(M)×Ω0(∂M)
consisting of a gauge field A in the bulk M and a gauge transformation ϕ on the boundary ∂M .
Hence, the groupoid of fields F(M) contains both bulk and boundary fields. It is one of the main
goals of the present paper to explain that these ϕ are precisely the edge modes introduced in
[DF16]. As a first piece of evidence for this claim, we note that the morphisms of the groupoid
F(M) in (2.6) are precisely the gauge transformations on bulk and boundary fields in [DF16].
From our groupoid perspective, the origin of edge modes can be explained very naturally. The
groupoid of fields F(M) is obtained by identifying the restriction of the bulk principal R-bundle
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with the fixed principal R-bundle on ∂M , i.e. we implement a boundary condition via the homotopy
pullback diagram (2.5). We may call this boundary condition topological because, in contrast to the
usual Dirichlet or Neumann-type boundary conditions, it only involves the underlying principal
bundle and not the connection part of the bulk gauge field. Boundary conditions in a gauge
theory are quite subtle because gauge fields are not compared by equality but rather by gauge
transformations, i.e. morphisms in the relevant groupoids. Hence, a boundary condition in a
gauge theory is not a property of the gauge fields but an additional structure given by gauge
transformations acting as witnesses of the boundary condition. The edge modes ϕ in (2.6) are
precisely the witnesses for the statement that the restriction of the bulk principal R-bundle is ‘the
same as’ the fixed boundary principal R-bundle. △
In the next step we introduce a gauge-invariant action functional in order to specify the dy-
namics of our model of interest. This is described by a map of groupoids S : F(M) → R from
our groupoid of fields (2.6) to the real numbers R, regarded as a groupoid with only identity
morphisms. We define
S(A,ϕ) :=
∫
M
1
2
dA ∧ ∗dA+
∫
∂M
1
2
dAϕ ∧ ∗∂dAϕ , (2.8)
where ∗(∂) denotes the Hodge operator on (∂)M and the affine covariant differential is given by
dAϕ := dϕ− ι
∗A . (2.9)
Clearly, the action (2.8) is gauge-invariant because dA and dAϕ are invariant under the gauge
transformations in (2.6). (In the physics literature, the quantity dAϕ is also referred to as a
‘dressing’, see e.g. [AFLM18].)
Upon varying the action with respect to compactly supported variations (α,ψ) ∈ Ω1c(M) ×
Ω0c(∂M), a straightforward calculation using Stokes’ theorem yields the expression
δ(α,ψ)S(A,ϕ) =
∫
M
α ∧ d ∗ dA+
∫
∂M
(
ι∗α ∧
(
ι∗(∗dA)− ∗∂dAϕ
)
− ψ ∧ d ∗∂ dAϕ
)
. (2.10)
The corresponding Euler-Lagrange equations are
d ∗ dA = 0 (linear Yang-Mills equation on M) , (2.11a)
d ∗∂ dAϕ = 0 (inhomogeneous Klein-Gordon equation on ∂M) , (2.11b)
ι∗(∗dA)− ∗∂dAϕ = 0 (matching constraint on ∂M) . (2.11c)
Remark 2.3. We would like to emphasize very clearly that both the bulk and boundary terms
in the action (2.8) are inputs for our construction that one has to choose. Besides its evident
simplicity, our choice of action is motivated from the fact that its Euler-Lagrange equations (2.11)
include the matching constraint, which has been implemented by hand in the work of Donnelly
and Freidel [DF16]. Of course, it would be possible to choose a different action, for example by
introducing a multiplicative factor λ ∈ R in front of the boundary term in (2.8), which would lead
to different Euler-Lagrange equations, including a different matching constraint between bulk and
boundary fields. The constructions that we develop in this paper apply to general gauge-invariant
quadratic actions functionals. However, our focus will be on the action (2.8) because our main
aim is to reconstruct and interpret the model of [DF16] from a homological point of view. △
Remark 2.4. Up to this point, our construction admits a straightforward generalization to non-
Abelian Yang-Mills theory. To simplify the presentation in this remark, let us work locally by
assuming that M ∼= Rm−1 × [0,∞) is diffeomorphic to a half-space. Let G be a compact matrix
Lie group and denote its Lie algebra by g. As a consequence of our assumptions, there exist no
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non-trivial principal G-bundles on both M and ∂M , hence the groupoid of principal G-bundles
with connection on M reads as
BGcon(M) :=
{
Obj : A ∈ Ω1(M, g)
Mor : A
g
−→ g−1Ag + g−1dg with g ∈ C∞(M,G)
(2.12)
and the groupoid of principal G-bundles on ∂M reads as
BG(∂M) :=
{
Obj : ∗
Mor : ∗
h
−→ ∗ with h ∈ C∞(∂M,G)
. (2.13)
The two maps in the homotopy pullback diagram (2.5) exist also in the non-Abelian setting. An
explicit computation as in Proposition 2.1 yields the groupoid of fields
FG(M) =
{
Obj : (A, u) ∈ Ω1(M, g)× C∞(∂M,G)
Mor : (A, u)
g
−→
(
g−1Ag + g−1dg, u ι∗g
)
with g ∈ C∞(M,G)
. (2.14)
Recalling the curvature F (A) = dA + A ∧ A and introducing the non-Abelian ‘dressing’ dAu :=
(du)u−1 − u (ι∗A)u−1, one easily checks that
SG(A, u) :=
∫
M
1
2
Tr
(
F (A) ∧ ∗F (A)
)
+
∫
∂M
1
2
Tr
(
dAu ∧ ∗∂dAu
)
(2.15)
defines a gauge-invariant action. The Euler-Lagrange equations of this action include the match-
ing constraint u−1 ι∗(∗F (A))u − ∗∂dAu = 0 on ∂M , which agrees with the proposal in [DF16] by
introducing the notation E := ∗∂dAu ∈ Ω
m−2(∂M, g). We will not develop this non-Abelian gen-
eralization of our model any further, because linearity will be crucial to simplify our constructions
in the remainder of this paper. △
Remark 2.5. We would like to comment very briefly on the gravity example considered in [DF16].
The origin of the gravitational edge modes may be understood in terms of a boundary condition
too. Let us fix as in [DF16] an m-dimensional manifold M with smooth boundary ∂M . The bulk
fields are given by the groupoid Lorm(M) whose
(i) objects are all (Lorentzian) metrics g on M , and
(ii) morphisms f : (M,g) → (M,g′) are all diffeomorphisms f : M → M preserving the bound-
ary, i.e. the restriction f∂ := f |∂M : ∂M → ∂M is a diffeomorphism, and the metrics, i.e.
f∗(g′) = g holds true.
Let us denote by Manm−1 the groupoid of m − 1-dimensional manifolds, with morphisms given
by diffeomorphisms. There exists an evident functor res : Lorm(M)→Manm−1 acting on objects
as (M,g) 7→ ∂M and on morphisms as (f : (M,g)→ (M,g′)) 7→ (f∂ : ∂M → ∂M). Choosing any
object B ∈Manm−1 that is diffeomorphic to ∂M ∈Manm−1, which we may regard as a functor
B : {∗} →Manm−1, we can form the homotopy pullback
Fgravity(M)

✤
✤
✤
//❴❴❴ Lorm(M)
h res

{∗}
B
//Manm−1
(2.16)
which implements the metric-independent boundary condition that the boundary ∂M of the bulk
manifold M is ‘the same as’ the fixed m− 1-dimensional manifold B. Computing this homotopy
pullback via Proposition A.1, we obtain that
(i) objects in Fgravity(M) are pairs (g,X), where g is a metric on M and X : B → ∂M is a
diffeomorphism between B and the boundary ∂M , and
7
(ii) morphisms f : (g,X) → (g′,X ′) in Fgravity(M) are all diffeomorphisms f :M →M preserv-
ing the metrics, i.e. f∗(g′) = g, and satisfying f∂ ◦X = X
′.
The diffeomorphisms X : B → ∂M are the gravitational edge modes from [DF16]. We currently
do not know a gravitational analog of the boundary actions in (2.15) and (2.8), but we believe
that it should be possible to design such an action by carefully studying the gravitation matching
constraints in [DF16]. As for the case of non-Abelian Yang-Mills theory from the previous remark,
we will not develop this gravity model any further, because our remaining constructions require a
linear field theory. △
Because our model of interest is a linear gauge theory, we can reformulate it in the language of
chain complexes of vector spaces. The key ingredient for this construction is given by the Dold-Kan
correspondence between simplicial vector spaces and (non-negatively graded) chain complexes of
vector spaces, see e.g. [BSS15] for an application in the context of gauge theory. Explicitly, the
Dold-Kan correspondence assigns to (the nerve of) our groupoid of fields (2.6) the chain complex
(denoted with abuse of notation by the same symbol)
F(M) =
( (0)
F0(M)
(1)
F1(M)
Q
oo
)
=
( (0)
Ω1(M)× Ω0(∂M)
(1)
Ω0(M)
Q
oo
)
(2.17a)
concentrated in homological degrees 0 and 1, with differential given by
Q(C) =
(
dC, ι∗C
)
, (2.17b)
for all C ∈ Ω0(M). From now on, we shall denote gauge transformations by C ∈ Ω0(M). This
choice of notation is explained in Remark 3.2 below, where C will be interpreted as a ghost field.
Observe that elements (A,ϕ) ∈ Ω1(M)×Ω0(∂M) in degree 0 are the fields of the theory, elements
C ∈ Ω0(M) in degree 1 are the gauge transformations and the differential Q encodes the action
(A,ϕ)→ (A,ϕ)+Q(C) = (A+dC,ϕ+ ι∗C) of gauge transformations. The variation of the action
(2.10) determines a linear differential operator
P : Ω1(M)× Ω0(∂M) −→ Ωm−1(M)× Ωm−2(∂M) ×Ωm−1(∂M) (2.18a)
given by
P (A,ϕ) =
(
(−1)m−1 d ∗ dA, (−1)m−2
(
ι∗(∗dA)− ∗∂dAϕ
)
,−d ∗∂ dAϕ
)
, (2.18b)
for all (A,ϕ) ∈ Ω1(M)×Ω0(∂M). The signs in (2.18) are due to the following choice of conventions:
The codomain of P is given by the smooth Lefschetz dual
F0,c(M)
∗ := Ωm−1(M)× Ωm−2(∂M) × Ωm−1(∂M) (2.19a)
of the degree 0 component F0,c(M) = Ω
1
c(M)×Ω
0
c(∂M) of the compactly supported analog of the
field complex (2.17). The evaluation pairing 〈 · , · 〉 : F0,c(M)
∗ × F0,c(M)→ R reads as
〈(A†, a†, ϕ†), (A,ϕ)〉 =
∫
M
A† ∧A+
∫
∂M
(
a† ∧ ι∗A+ ϕ† ∧ ϕ
)
, (2.19b)
for all (A†, a†, ϕ†) ∈ Ωm−1(M)×Ωm−2(∂M)×Ωm−1(∂M) and (A,ϕ) ∈ Ω1c(M)×Ω
0
c(∂M). The lin-
ear differential operator P is defined by (2.10) and the equation δ(α,ψ)S(A,ϕ) = 〈P (A,ϕ), (α,ψ)〉,
for all (A,ϕ) ∈ Ω1(M)×Ω0(∂M) and (α,ψ) ∈ Ω1c(M)×Ω
0
c(∂M). Hence, the signs in (2.18) are a
consequence of graded commutativity of the ∧-product.
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3 Derived critical locus and shifted symplectic structure
Instead of enforcing the Euler-Lagrange equations (2.11) in a strict sense, we consider their ho-
mological enhancement given by the (linear) derived critical locus construction. Our motivation
and reasons for this are twofold: 1.) Enforcing the Euler-Lagrange equations strictly as in (2.11)
is in general incompatible with quasi-isomorphisms in the category ChR of (possibly unbounded)
chain complexes, i.e. if one takes two different quasi-isomorphic field complexes, the naive solution
complexes assigned to them are in general no longer quasi-isomorphic. This is problematic because
it violates the main principle of homological algebra that all sensible constructions must respect
quasi-isomorphisms. 2.) Every derived critical locus carries a canonical [−1]-shifted symplectic
structure (see e.g. [PTVV13, CPTVV17, Pri18] for the corresponding results in derived algebraic
geometry) which has various physical applications. For instance, in the context of (quantum)
field theory, this shifted symplectic structure is the starting point for constructing a factorization
algebra [CG17] or an algebraic quantum field theory [BBS19]. Below, we give a novel application
of this [−1]-shifted symplectic structure: It will be used to construct the extended phase space
introduced in [DF16]. We note that in physics terminology, derived critical loci are called the
BRST/BV formalism and the shifted symplectic structure is called the antibracket.
Our construction of the (linear) derived critical locus and its shifted symplectic structure is
a relatively straightforward generalization of the case of linear Yang-Mills theory on spacetimes
without boundaries presented in [BBS19, BS19]. To make the present paper self-contained, we
shall briefly explain this construction. By analogy with (2.19), we define the smooth Lefschetz
dual
F1,c(M)
∗ := Ωm(M)× Ωm−1(∂M) (3.1a)
of the degree 1 component F1,c(M) = Ω
0
c(M) of the compactly supported analog of the field
complex (2.17). The evaluation pairing 〈 · , · 〉 : F1,c(M)
∗ × F1,c(M)→ R reads as
〈(C†, c†), C〉 =
∫
M
C† ∧ C +
∫
∂M
c† ∧ ι∗C , (3.1b)
for all (C†, c†) ∈ Ωm(M)× Ωm−1(∂M) and C ∈ Ω0c(M). We denote by
Q∗ : Ωm−1(M)× Ωm−2(∂M) × Ωm−1(∂M) −→ Ωm(M)× Ωm−1(∂M) (3.2a)
the formal adjoint of the linear differential operator Q in (2.17), which is defined implicitly by
〈Q∗(A†, a†, ϕ†), C〉 = 〈(A†, a†, ϕ†), Q(C)〉, for all (A†, a†, ϕ†) ∈ Ωm−1(M)×Ωm−2(∂M)×Ωm−1(∂M)
and C ∈ Ω0c(M). A straightforward calculation using Stokes’ theorem then provides the explicit
expression
Q∗(A†, a†, ϕ†) =
(
(−1)m dA†, (−1)m−1
(
da† + ι∗A†
)
+ ϕ†
)
, (3.2b)
for all (A†, a†, ϕ†) ∈ Ωm−1(M) × Ωm−2(∂M) × Ωm−1(∂M). The smooth Lefschetz dual of the
compactly supported analog of the field complex (2.17) is thus given by
Fc(M)
∗ =
( (−1)
F1,c(M)
∗
(0)
F0,c(M)
∗−Q
∗
oo
)
=
( (−1)
Ωm(M)× Ωm−1(∂M)
(0)
Ωm−1(M)× Ωm−2(∂M) × Ωm−1(∂M)
−Q∗
oo
)
. (3.2c)
This chain complex is used to define the total space T ∗F(M) := F(M) × Fc(M)
∗ ∈ ChR of the
cotangent bundle over the field complex (2.17) as a Cartesian product of chain complexes. The
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variation of the action (2.10), or equivalently, the associated differential operator P in (2.18),
defines a section
F(M)
δS

T ∗F(M)
=

0
0

F0(M)
0
oo
(id,P )

F1(M)
Q
oo
id

F1,c(M)
∗ F0(M)× F0,c(M)
∗
−Q∗π2
oo F1(M)
ι1Q
oo
 (3.3)
of the cotangent bundle. The zero-section of the cotangent bundle is given by
F(M)
0

T ∗F(M)
=

0
0

F0(M)
0
oo
(id,0)

F1(M)
Q
oo
id

F1,c(M)
∗ F0(M)× F0,c(M)
∗
−Q∗π2
oo F1(M)
ι1Q
oo
 . (3.4)
In order to enforce the dynamics encoded by the action functional (2.8), we intersect δS with the
zero-section 0 (in the derived sense) by forming the homotopy pullback
S(M)

✤
✤
✤
//❴❴❴❴ F(M)
h
δS

F(M)
0
// T ∗F(M)
(3.5)
in the model category ChR.
Proposition 3.1. A model for the homotopy pullback in (3.5) is given by the chain complex
S(M) =
( (−2)
F1,c(M)
∗
(−1)
F0,c(M)
∗Q
∗
oo
(0)
F0(M)
P
oo
(1)
F1(M)
Q
oo
)
, (3.6)
with differentials defined in (2.17), (2.18) and (3.2).
Proof. This is a direct consequence of the explicit description of homotopy pullbacks for chain
complexes from Appendix A, see in particular Proposition A.3. In the present scenario we have
that V = F(M) is the field complex (2.17), W = Fc(M)
∗ is the smooth Lefschetz dual (3.2) and
f0 : V0 →W0 is the differential operator P in (2.18). Inserting this into (A.6) yields (3.6).
Remark 3.2. The chain complex (3.6) admits an interpretation in terms of the BRST/BV
formalism. Elements C ∈ S1(M) = Ω
0(M) in degree 1 are the ghost fields and elements
(A,ϕ) ∈ S0(M) = Ω
1(M) × Ω0(∂M) in degree 0 are the fields of the theory. Furthermore,
elements (A†, a†, ϕ†) ∈ S−1(M) = Ω
m−1(M) × Ωm−2(∂M) × Ωm−1(∂M) in degree −1 are the
antifields and elements (C†, c†) ∈ Ωm(M)× Ωm−1(∂M) in degree −2 are the antifields for ghosts.
The differential operator Q encodes the gauge symmetries and P encodes the equation of motion
of our model. In particular, the 0-th homology H0(S(M)) of (3.6) is the ordinary vector space of
gauge equivalence classes of solutions of the Euler-Lagrange equations (2.11). Note that, in con-
trast to the usual BRST/BV formalism on manifolds without a boundary, our model of interest
(3.6) also contains boundary fields ϕ and boundary antifields a†, ϕ† and c†. It is important to
emphasize that this field content is not arbitrary, but it is dictated (up to quasi-isomorphism) by
our homological approach, i.e. by the homotopy pullbacks in (2.5) and (3.5). △
To conclude this section, we explicitly write out the canonical [−1]-shifted symplectic structure
that exists on the (linear) derived critical locus (3.5). Denoting bySc(M) the compactly supported
analog of the solution complex S(M) in (3.6), the [−1]-shifted symplectic structure is the chain
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map ω−1 : Sc(M)⊗Sc(M)→ R[−1] defined in terms of the integration pairings (2.19) and (3.1)
by
ω−1
(
(C†, c†), C
)
=
∫
M
C† ∧ C +
∫
∂M
c† ∧ ι∗C , (3.7a)
ω−1
(
C, (C†, c†)
)
= −ω−1
(
(C†, c†), C
)
, (3.7b)
ω−1
(
(A†, a†, ϕ†), (A,ϕ)
)
=
∫
M
A† ∧A+
∫
∂M
(
a† ∧ ι∗A+ ϕ† ∧ ϕ
)
, (3.7c)
ω−1
(
(A,ϕ), (A†, a†, ϕ†)
)
= −ω−1
(
(A†, a†, ϕ†), (A,ϕ)
)
, (3.7d)
for all (C†, c†) ∈ Ωmc (M) × Ω
m−1
c (∂M), C ∈ Ω
0
c(M), (A
†, a†, ϕ†) ∈ Ωm−1c (M) × Ω
m−2
c (∂M) ×
Ωm−1c (∂M) and (A,ϕ) ∈ Ω
1
c(M)× Ω
0
c(∂M).
4 Construction of the unshifted symplectic structure
From now on, we assume that M is globally hyperbolic in the sense of Lorentzian manifolds with
a time-like boundary, see e.g. [Sol06], [AFS18] and also [BDS18] for a review. Let us choose any
Cauchy surface Σ ⊂ M and note that Σ is a manifold with boundary ∂Σ ⊂ ∂M . The aim of
this section is to construct from the datum of a Cauchy surface Σ ⊂ M and the [−1]-shifted
symplectic structure ω−1 in (3.7) an unshifted symplectic structure ω
Σ
0 . We will then show that
the extended phase space proposed by Donnelly and Freidel in [DF16] is given by the 0-truncation
of this homological construction.
Before we can state our definition of the unshifted symplectic structure ωΣ0 , we will need to
introduce some simple concepts from Lorentzian geometry. Let us denote by
Σ+ := J
+
M (Σ) ⊆ M (4.1a)
the causal future of the Cauchy surface Σ ⊂ M , which is the set of all points p ∈ M that can be
reached from Σ ⊂ M via future-pointing causal curves, including all points p ∈ Σ in the Cauchy
surface. Note that, by definition, Σ ⊂ Σ+ is a subset. We denote by
(∂Σ)+ := Σ+ ∩ ∂M ⊆ ∂M (4.1b)
the intersection of Σ+ with the boundary of M . The following picture visualizes our geometric
setup
time
(∂Σ)+
Σ
Σ+
∂Σ
(4.2)
We observe that Σ+ has two different kinds of boundary components, given by the time-like
boundary (∂Σ)+ and the (space-like) Cauchy surface Σ, as well as a codimension 2 corner ∂Σ.
We now define a map ωΣ−1 : Sc(M)⊗Sc(M)→ R[−1] of graded vector spaces by recalling the
definition of the [−1]-shifted symplectic structure in (3.7) and restricting the integrations therein
from M to Σ+ and from ∂M to (∂Σ)+. Explicitly, this gives
ωΣ−1
(
(C†, c†), C
)
=
∫
Σ+
C† ∧C +
∫
(∂Σ)+
c† ∧ ι∗C , (4.3a)
ωΣ−1
(
(A†, a†, ϕ†), (A,ϕ)
)
=
∫
Σ+
A† ∧A+
∫
(∂Σ)+
(
a† ∧ ι∗A+ ϕ† ∧ ϕ
)
, (4.3b)
11
for all (C†, c†) ∈ Ωmc (M) × Ω
m−1
c (∂M), C ∈ Ω
0
c(M), (A
†, a†, ϕ†) ∈ Ωm−1c (M) × Ω
m−2
c (∂M) ×
Ωm−1c (∂M) and (A,ϕ) ∈ Ω
1
c(M) × Ω
0
c(∂M). It is important to emphasize that, in contrast to
the [−1]-shifted symplectic structure in (3.7), the restricted integrations in (4.3) do not define a
chain map, i.e. the pre-composition ωΣ−1 ◦ d
⊗ 6= 0 with the differential d⊗ of the tensor product
chain complex Sc(M)⊗Sc(M) is non-zero. However, we obtain a chain map ω
Σ
−1 ◦ d
⊗ : Sc(M)⊗
Sc(M) → R to the unshifted real numbers, because the differential d
⊗ has degree −1 and the
chain map property ωΣ−1 ◦ d
⊗ ◦ d⊗ = 0 is a consequence of nilpotency d⊗2 = 0 of the differential.
We are now in a position to define the unshifted symplectic structure associated with a Cauchy
surface Σ.
Definition 4.1. The unshifted symplectic structure associated with Σ ⊂M is the chain map
ωΣ0 := ω
Σ
−1 ◦ d
⊗ : Sc(M)⊗Sc(M) −→ R . (4.4)
Proposition 4.2. The unshifted symplectic structure is explicitly given by
ωΣ0
(
(A,ϕ), (A′, ϕ′)
)
=
∫
Σ
(
A ∧ ∗dA′ −A′ ∧ ∗dA
)
−
∫
∂Σ
(
ϕ ∧ ∗∂dA′ϕ
′ − ϕ′ ∧ ∗∂dAϕ
)
, (4.5a)
ωΣ0
(
(A†, a†, ϕ†), C
)
= (−1)m
∫
Σ
A† ∧ C − (−1)m−1
∫
∂Σ
a† ∧ ι∗C , (4.5b)
for all (A,ϕ), (A′, ϕ′) ∈ Ω1c(M) × Ω
0
c(∂M), (A
†, a†, ϕ†) ∈ Ωm−1c (M) × Ω
m−2
c (∂M) × Ω
m−1
c (∂M)
and C ∈ Ω0c(M).
Proof. The proof is a straightforward calculation using Stokes’ theorem for manifolds with bound-
aries and corners, see e.g. [BMPR18]. Thus, we will not write out the details of this calculation.
However, for the benefit of the reader, we note that there are two different instances of Stokes’
theorem that enter this calculation (consider the picture in (4.2) for a helpful visualization). First,
for any ζ ∈ Ωm−1c (Σ+) in the bulk Σ+, Stokes’ theorem with corners yields∫
Σ+
dζ =
∫
Σ
ζ +
∫
(∂Σ)+
ι∗ζ , (4.6)
because ∂(Σ+) = (∂Σ)+ ∪ Σ. Second, for any η ∈ Ω
m−2
c ((∂Σ)+) on the time-like boundary
component (∂Σ)+, ordinary Stokes’ theorem yields∫
(∂Σ)+
dη = −
∫
∂Σ
η , (4.7)
because ∂((∂Σ)+) = −∂Σ is the boundary of Σ with the opposite orientation.
Corollary 4.3. Using the same formulas as in (4.5), the unshifted symplectic structure from
Definition 4.1 and Proposition 4.2 admits an extension to a chain map
ωΣ0 : Ssc(M)⊗Ssc(M) −→ R , (4.8)
where Ssc(M) is the space-like compactly supported analog of the solution complex (3.6). (Recall
that a differential form ζ ∈ Ωp(M) has space-like compact support if supp(ζ) ⊆ J+M (K) ∪ J
−
M (K),
for some compact subset K ⊆M .)
Remark 4.4. At first sight, it seems that our unshifted symplectic structure (4.5) is different
from the one proposed in [DF16]. However, upon closer inspection, one finds that this is not the
case and that the 0-truncation of our approach reproduces the results of [DF16]. Let us recall
that [DF16] are not working in a homological approach, which means that they are implementing
the Euler-Lagrange equations (2.11) in the strict sense. From our perspective, this means that
they are considering 0-cycles in the space-like compactly supported solution complex Ssc(M). For
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every two 0-cycles (A,ϕ), (A′, ϕ′) ∈ Ω1sc(M)×Ω
0
sc(∂M), i.e. P (A,ϕ) = 0 = P (A
′, ϕ′) with P given
in (2.18), one can write the unshifted symplectic structure (4.5a) equivalently as
ωΣ0
(
(A,ϕ), (A′, ϕ′)
)
=
∫
Σ
(
A ∧ ∗dA′ −A′ ∧ ∗dA
)
−
∫
∂Σ
(
ϕ ∧ ∗∂dA′ϕ
′ − ϕ′ ∧ ∗∂dAϕ
)
=
∫
Σ
(
A ∧ ∗dA′ −A′ ∧ ∗dA
)
−
∫
∂Σ
(
ϕ ∧ ι∗(∗dA′)− ϕ′ ∧ ι∗(∗dA)
)
, (4.9)
where we used explicitly the matching constraint from the Euler-Lagrange equations (2.11). This
equivalent form of the unshifted symplectic structure on 0-cycles coincides with the proposal in
[DF16]. We note that the antifield-ghost component (4.5b) of our unshifted symplectic structure is
a novel feature of our homological approach that has no corresponding analog in the 0-truncation
studied in [DF16]. △
Remark 4.5. We would like to conclude this section with a comparison of our results to the BV-
BFV formalism [CMR14, MSW19]. Because the study of electromagnetism in [CMR14, Section
5.1] does not include edge modes (in contrast to the newer study in [MSW19, Section 4], on which
we will comment below), we shall focus first on the case of an empty boundary ∂M = ∅. The
solution complex (3.6) then simplifies to
S(M) =
( (−2)
Ωm(M)
(−1)
Ωm−1(M)
(−1)m d
oo
(0)
Ω1(M)
(−1)m−1 d∗d
oo
(1)
Ω0(M)
d
oo
)
(4.10)
and the [−1]-shifted symplectic structure (3.7) simplifies to
ω−1
(
C†, C
)
=
∫
M
C† ∧ C , ω−1
(
A†, A
)
=
∫
M
A† ∧A . (4.11)
Furthermore, the unshifted symplectic structure (4.5) associated with a Cauchy surface Σ ⊂ M
simplifies to
ωΣ0
(
A,A′
)
=
∫
Σ
(
A ∧ ∗dA′ −A′ ∧ ∗dA
)
, ωΣ0
(
A†, C
)
= (−1)m
∫
Σ
A† ∧ C . (4.12)
We observe that both the [−1]-shifted and unshifted symplectic structure agree with the ones ob-
tained from the BV-BFV formalism applied to electromagnetism [CMR14, Section 5.1]. Further-
more, we obtain as in [CMR14, Section 5.1.6] a [+1]-shifted symplectic structure in codimension
2 by iterating our construction in Definition 4.1. Concretely, let us choose any codimension 1
submanifold S ⊂ Σ of the Cauchy surface (i.e. S ⊂ M is codimension 2) and cut Σ along S.
This defines two submanifolds S+, S− ⊂ Σ with boundary ∂(S±) = ±S which determine Σ by
pasting Σ = S+ ⊔S S−. Analogously to (4.3), we define ω
S
0 by restricting the integrations from Σ
to S+ ⊂ Σ. The [+1]-shifted symplectic structure can then be defined analogously to Definition
4.1 as ωS1 := ω
S
0 ◦ d
⊗ : Sc(M) ⊗ Sc(M) → R[1]. By a straightforward calculation using Stokes’
theorem, we obtain
ωS1
(
A,C
)
= −
∫
S
∗dA ∧C = −ωS1
(
C,A
)
. (4.13)
Note that this matches the codimension 2 [+1]-symplectic structure in [CMR14, Section 5.1].
Finally, by a further iteration of our construction in Definition 4.1, one easily shows that the
[+2]-shifted symplectic structure in codimension 3 is zero.
The results in [MSW19, Section 4] generalize the BV-BFV formalism for Yang-Mills theory
to the case of a boundary ∂M 6= ∅ including edge modes. Unfortunately, a direct and explicit
comparison to our results in this section seems to be difficult, because the quantities of interest to
us, in particular the boundary action in (2.8) and the unshifted symplectic structure (4.5), have
not been worked out in [MSW19] for the Yang-Mills example. We refer the reader to Remark 5.2
below, where we compare the results we obtain by applying our techniques to linear Chern-Simons
theory with the results from [MSW19], which are in this case more detailed than for the Yang-Mills
example. △
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5 Linear Chern-Simons theory
In this last section we shall apply our techniques to investigate edge modes in linear Chern-Simons
theory. This will allow us to compare in more depth our approach to the one proposed in [Gei17],
which is based on Donnelly and Freidel’s methods [DF16], and the one in [MSW19], which is a
generalization of the BV-BFV formalism [CMR14].
Let us fix a 3-dimensional manifold M = R × Σ with smooth boundary ∂M = R × ∂Σ. We
assume that bothM and the 2-dimensional manifold Σ are oriented, hence the factor R is oriented
too. As an input for our construction, we have to specify in analogy to Section 2 the following
data: 1.) a groupoid of bulk fields on M , 2.) a boundary condition on ∂M , and 3.) a gauge-
invariant action functional on the groupoid of fields satisfying the boundary condition (in the
sense of homotopy pullbacks, cf. (2.5) and also Remark 2.2). For our linear Chern-Simons model,
we take the groupoid of bulk fields BRcon(M) from (2.1) and implement the same topological
boundary condition (2.5) as in the case of linear Yang-Mills theory. Hence, the field groupoid
F(M) is precisely the one of Proposition 2.1, see in particular (2.6). Instead of (2.8), we propose
now the following action
S(A,ϕ) :=
∫
M
1
2
A ∧ dA+
∫
∂M
1
2
(
dϕ ∧ ι∗A+ λdAϕ ∧ ∗∂dAϕ
)
, (5.1)
where λ ∈ R is a parameter on which we shall comment later. Note that, for defining the third
term, we have chosen (the conformal class of) a Lorentzian metric g∂ on the boundary ∂M . This
term is necessary to reproduce the well-known chiral currents on ∂M , see e.g [BF11]. The second
term in the action (5.1) is needed to compensate the failure of the usual Chern-Simons action∫
M
1
2 A ∧ dA to be gauge-invariant in the presence of a boundary ∂M 6= ∅. For any choice of
λ ∈ R, the total action (5.1) is invariant under the gauge transformations in F(M), see (2.6).
Varying this action with respect to compactly supported variations (α,ψ) ∈ Ω1c(M) × Ω
0
c(∂M)
yields
δ(α,ψ)S(A,ϕ) =
∫
M
α ∧ dA−
∫
∂M
1
2
(
ι∗α ∧
(
dAϕ+ 2λ ∗∂ dAϕ
)
+ ψ ∧
(
2λd ∗∂ dAϕ+ ι
∗(dA)
))
.
(5.2)
The corresponding Euler-Lagrange equations are
dA = 0 (linear Chern-Simons equation on M) , (5.3a)
2λd ∗∂ dAϕ+ ι
∗(dA) = 0 (inhomogeneous Klein-Gordon equation on ∂M) , (5.3b)
dAϕ+ 2λ ∗∂ dAϕ = 0 (matching constraint on ∂M) . (5.3c)
We observe that the first and third equations imply the second one, hence the independent equa-
tions of motion for our model are given by (5.3a) and (5.3c). Note that the latter equation
specializes to the (anti-)self-duality constraint ∗∂dAϕ = ±dAϕ for the 1-form dAϕ ∈ Ω
1(∂M),
provided that we choose λ = ∓12 . For our studies, we shall keep the parameter λ arbitrary.
Because we are dealing with a linear field theory, we can reformulate the Chern-Simons model
from above in the language of chain complexes and compute as in Section 3 the derived critical
locus together with its [−1]-shifted symplectic structure. Since the calculations are completely
analogous to the case of linear Yang-Mills theory, we shall present only the final results. The
Chern-Simons solution complex is given by
S(M) =
( (−2)
F1,c(M)
∗
(−1)
F0,c(M)
∗Q
∗
oo
(0)
F0(M)
P
oo
(1)
F1(M)
Q
oo
)
, (5.4a)
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where
F1(M) = Ω
0(M) , (5.4b)
F0(M) = Ω
1(M)× Ω0(∂M) , (5.4c)
F0,c(M)
∗ = Ω2(M)× Ω1(∂M)× Ω2(∂M) , (5.4d)
F1,c(M)
∗ = Ω3(M)× Ω2(∂M) , (5.4e)
and
Q(C) =
(
dC, ι∗C
)
, (5.4f)
P (A,ϕ) =
(
dA,
1
2
(
dAϕ+ 2λ ∗∂ dAϕ
)
,−
1
2
(
2λd ∗∂ dAϕ+ ι
∗(dA)
))
, (5.4g)
Q∗(A†, a†, ϕ†) =
(
− dA†,da† + ι∗A† + ϕ†
)
. (5.4h)
The [−1]-shifted symplectic structure ω−1 : Sc(M) ⊗ Sc(M) → R[−1] for linear Chern-Simons
theory coincides with the one for linear Yang-Mills theory from (3.7).
Let us now choose the datum of a ‘Cauchy’ surface Σ ⊂ M , by which we mean in this case a
surface of constant t0 ∈ R. Using the orientation on the R-factor of M = R×Σ, we introduce the
‘future’ Σ+ ⊆ M of this surface and its intersection (∂Σ)+ := Σ+ ∩ ∂M with the boundary ∂M .
The geometric picture is again as in (4.2), where now the role of time is played by the R-factor of
the product manifold M = R×Σ. In analogy to Definition 4.1, we define the unshifted symplectic
structure associated with the ‘Cauchy’ surface Σ ⊂M by ωΣ0 := ω
Σ
−1 ◦ d
⊗ : Sc(M)⊗Sc(M)→ R,
where we recall that ωΣ−1 is the [−1]-shifted symplectic structure with integrations restricted to
Σ+ and (∂Σ)+. By a direct calculation using Stokes’ theorem (see the proof of Proposition 4.2 for
some hints and instructions), we obtain
ωΣ0
(
(A,ϕ), (A′, ϕ′)
)
=
∫
Σ
A ∧A′ −
∫
∂Σ
1
2
(
ϕ ∧ (2λ ∗∂ dA′ϕ
′ + ι∗A′)− ϕ′ ∧ (2λ ∗∂ dAϕ+ ι
∗A)
)
,
(5.5a)
ωΣ0
(
(A†, a†, ϕ†), C
)
= −
∫
Σ
A† ∧ C −
∫
∂Σ
a† ∧ ι∗C . (5.5b)
When evaluated on two 0-cycles, i.e. P (A,ϕ) = 0 = P (A′, ϕ′), one can write the unshifted sym-
plectic structure equivalently as
ωΣ0
(
(A,ϕ), (A′, ϕ′)
)
=
∫
Σ
A ∧A′ +
∫
∂Σ
1
2
(
ϕ ∧ dA′ϕ
′ − ϕ′ ∧ dAϕ
)
−
∫
∂Σ
1
2
(
ϕ ∧ ι∗A′ − ϕ′ ∧ ι∗A
)
(5.6)
by using explicitly the matching constraint (5.3c). Let us recall and emphasize that the unshifted
symplectic structure is by construction invariant under gauge transformations (A,ϕ)→ (A+dǫ, ϕ+
ι∗ǫ) and (A′, ϕ′) → (A′ + dǫ, ϕ′ + ι∗ǫ) of 0-cycles. The first term in (5.6) is the usual symplectic
structure for linear Chern-Simons theory and the second term is that of a chiral free boson on
∂M . The third term is the analog for linear Chern-Simons theory of the corner contribution to the
linear Yang-Mills symplectic structure by Donnelly and Freidel [DF16], see also (4.9). Note that
our unshifted presymplectic structure (5.6) agrees with the proposal in [Gei17, Eqn. (3.64)]. (The
apparent sign differences are due to Geiller’s opposite sign convention (A,ϕ) → (A + dǫ, ϕ − ι∗ǫ)
for gauge transformations of the edge modes.)
Remark 5.1. From the expression in (5.6), it seems that our unshifted symplectic structure on
0-cycles is independent of the choice of the free parameter λ in the action (5.1). This is indeed true,
provided that we do not set λ = 0. In this special case, the matching constraint (5.3c) degenerates
to dAϕ = 0, hence the chiral free boson is eliminated from the field content and consequently its
contribution to the symplectic structure (5.6) vanishes. △
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Remark 5.2. We would like to conclude by comparing our results to the ones obtained within the
BV-BFV formalism [CMR14, MSW19], see in particular [MSW19, Section 2.7] for the example of
interest to us. We first observe that the boundary action in [MSW19, Eqn. (85)], which is obtained
by a transgression construction and the choice of polarization functional in [MSW19, Eqn. (83)], is
related to our choice of boundary action in (5.1): Using that the Hodge operator ∗2∂ = id squares
to the identity on Ω1(∂M), we can decompose ι∗A = A++A− and dϕ = d+ϕ+d−ϕ into self-dual
and anti-self-dual parts. Inserting this decomposition into (5.1), one obtains
S(A,ϕ) =
∫
M
1
2
A ∧ dA
+
∫
∂M
1
2
(
(2λ+ 1) d+ϕ ∧A− + (2λ − 1)A+ ∧ d−ϕ+ 2λA− ∧A+ + 2λd−ϕ ∧ d+ϕ
)
, (5.7)
which in the self-dual case λ = −12 and in the anti-self-dual case λ =
1
2 reduces to boundary actions
analogous to [MSW19, Eqn. (85)].
According to our best understanding, the paper [MSW19] does not seem to study unshifted
symplectic structures for the edge modes; at least no results were explicitly stated. Hence, a
comparison to our unshifted symplectic structure (5.5), whose 0-truncation (5.6) agrees with the
proposal by Geiller [Gei17], is not possible at the moment. We however believe that, for practition-
ers of the BV-BFV formalism, it should be possible to obtain analogous results in the framework
proposed in [MSW19]. △
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A Homotopy pullback constructions
The aim of this appendix is to provide more details on the homotopy pullback constructions for
groupoids and chain complexes that are used in Propositions 2.1 and 3.1. Generally speaking,
homotopy pullbacks are higher categorical generalizations of pullbacks from ordinary category
theory that are compatible not only with isomorphisms, but also with the appropriate concepts of
weak equivalences in these contexts, e.g. categorical equivalences in the category of groupoidsGrpd
or quasi-isomorphisms in the category of chain complexes ChR. A general theory of homotopy
limits (and colimits) can be developed in the framework of model category theory [Hov99] by
making use of derived functors. For the purpose of our work, however, we do not have to focus
too much on these abstract considerations as it will be sufficient to provide and explain explicit
models for computing homotopy pullbacks for groupoids and chain complexes.
Let us start with the case of groupoids. Let f : G → K and g : H → K be two functors between
16
groupoids G,H,K ∈ Grpd and consider the homotopy pullback diagram
P

✤
✤
✤
//❴❴❴ H
h g

G
f
// K
(A.1)
The following explicit description of the groupoid P ∈ Grpd that is determined by this homotopy
pullback is well known, see e.g. [Hol08, Section 2].
Proposition A.1. A model for the homotopy pullback in (A.1) is given by the groupoid P whose
(i) objects are triples (x, y, k) with x ∈ G, y ∈ H and k : f(x)→ g(y) an isomorphism in K, and
(ii) morphisms are pairs (φ,ψ) : (x, y, k) → (x′, y′, k′) with φ : x → x′ a morphism in G and
ψ : y → y′ a morphism in H, such that the diagram
f(x)
k

f(φ)
// f(x′)
k′

g(y)
g(ψ)
// g(y′)
(A.2)
in K commutes.
Remark A.2. For illustrative purposes, let us consider the special case where all groupoids
G,H,K ∈ Set ⊆ Grpd are sets, i.e. every morphism in these groupoids is an identity morphism.
Then the groupoid P from Proposition A.1 is a set too, namely
P ∼=
{
(x, y) ∈ G ×H : f(x) = g(y)
}
∈ Set . (A.3)
Observe that this is the ordinary pullback (also called fiber product) in the category of sets, which
consists of pairs of elements (x, y) ∈ G×H whose images in K under f and g coincide. The general
homotopy pullback for groupoids from Proposition A.1 admits a similar interpretation: Its objects
are pairs of objects (x, y) ∈ G ×H together with an isomorphism k : f(x)→ g(y) witnessing that
f(x) and g(y) ‘coincide’ in K in the sense that they are isomorphic. A morphism in P can then
be interpreted as a pair of morphisms φ : x → x′ and ψ : y → y′ that is compatible with these
witnesses. △
Let us consider now the case of chain complexes ChR. To simplify our presentation, we shall
focus only on the specific class of homotopy pullbacks that is needed for computing linear derived
critical loci as in Sections 3 and 5. We refer to [Wal05, Section 3] for a study of more general
types of homotopy pullbacks and also other homotopy (co)limits. Let V,W ∈ ChR be two chain
complexes. We assume that V is non-negatively graded, i.e. Vn = 0 for all n < 0, and that W non-
positively graded, i.e. Wn = 0 for all n > 0. (This assumption is always satisfied in applications
to derived critical loci for linear gauge field theories, where V is a chain complex encoding the
gauge fields and (higher) ghost fields in non-negative degrees, and W = V ∗ is the dual of V . We
would like to emphasize that, in this context, the antifields are not included in V , but they are a
result of the homotopy pullback construction in Proposition A.3 below.) We regard the projection
chain map π1 : V ×W → V on the first factor of the Cartesian product complex as a bundle over
V with fiber W and consider two sections, the zero-section (id, 0) : V → V ×W and a generic
section (id, f) : V → V ×W , where f : V → W is any chain map. Because V is by hypothesis
non-negatively graded and W is non-positively graded, the chain map f is necessarily of the form
· · ·
0

0
0

0
oo V0
f0

0
oo V1
0

dV
oo · · ·
dV
oo
0

· · · W−1
dW
oo W0
dW
oo 0
0
oo · · ·
0
oo
(A.4)
17
i.e. it is determined by a single linear map f0 : V0 →W0 in degree 0 that has to satisfy f0 ◦d
V = 0
and dW ◦ f0 = 0. Our goal is to provide an explicit description of the chain complex L ∈ ChR
that is determined by the homotopy pullback
L

✤
✤
✤
//❴❴❴❴❴❴ V
h (id,f)

V
(id,0)
// V ×W
(A.5)
Proposition A.3. A model for the homotopy pullback in (A.5) is given by the chain complex
L =
(
· · ·
(−2)
W−1
−dW
oo
(−1)
W0
−dW
oo
(0)
V0
f0
oo
(1)
V1
dV
oo · · ·
dV
oo
)
, (A.6)
where we indicate in round brackets the homological degrees of L.
Proof. We follow the same strategy as in [BS19, Proposition 3.21], where a special case of this
proposition was proven. In particular, we will compute the homotopy pullback (A.5) in terms of
an ordinary pullback by replacing the zero-section (id, 0) : V → V ×W by a weakly equivalent
fibration. To construct such a replacement, let us introduce the chain complex
D :=
( (−1)
R
(0)
R
id
oo
)
(A.7)
concentrated in degrees 0 and −1. Note that this complex is acyclic, i.e. the unique map 0 → D
from the zero complex to D is a quasi-isomorphism. Let us consider now the tensor product
complex D ⊗ W , which is acyclic too, and observe that it is explicitly given by (D ⊗ W )n ∼=
Wn ⊕Wn+1 ∼=Wn ×Wn+1, for all n ∈ Z, together with the differential
dD⊗W
(
wn, w˜n+1
)
=
(
dWwn, wn − d
W w˜n+1
)
, (A.8)
for all (wn, w˜n+1) ∈ Wn ×Wn+1. We define a chain map p : D ⊗W → W , sending (wn, w˜n+1) 7→
wn, and note that this map is degree-wise surjective and hence a fibration in ChR. With these
preparations, we obtain a fibration
id× p : V × (D ⊗W ) −→ V ×W (A.9)
that is a weakly equivalent replacement of the zero-section (id, 0) : V → V ×W . This allows us to
compute the chain complex L in (A.5) by the ordinary pullback
L

✤
✤
✤
//❴❴❴❴❴❴❴❴ V
(id,f)

V × (D ⊗W )
id×p
// V ×W
(A.10)
Explicitly, the degree n ∈ Z component of the chain complex L is given by
Ln :=
{(
(vn, wn, w˜n+1), v
′
n
)
∈ Vn ×Wn ×Wn+1 × Vn : (vn, wn) = (v
′
n, f(v
′
n))
}
∼= Vn ×Wn+1 , (A.11a)
where the isomorphism in the last step is given by (vn, w˜n+1) 7→
(
(vn, f(vn), w˜n+1), vn
)
. Using
(A.8), we can compute the differential dL : Ln → Ln−1 and find
dL
(
vn, w˜n+1
)
=
(
dV vn, f(vn)− d
W w˜n+1
)
, (A.11b)
for all (vn, w˜n+1) ∈ Vn ×Wn+1. Recalling that V is by hypothesis non-negatively graded and W
is non-positively graded, we find that the chain complex described by (A.11) is isomorphic to the
chain complex in (A.6), which completes our proof.
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