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Doctor Thesis Abstract
Quantum entanglement and purification partners in field theory
「場の理論における量子エンタングルメントと純粋化パートナー」
Jose Daniel Trevison Solano
Entanglement plays a crucial role in fundamental physics like the black hole infor-
mation loss problem. This problem can be summarized as follows: if the unitarity in
quantum mechanics is correct even in the presence of a black hole then initial states
of a quantum field must be one-to-one mapped to final states. However taking into
account the emission of Hawking radiation, a pure state in a black hole space-time
might evolve into a thermal-mixed state as suggested by Hawking.
Assuming black hole unitarity requires new ideas. If unitary must be preserved
and the initial state of the total system is a pure state, then there must be some
quantum system referred to as purification partner, such as the composite system
of the Hawking radiation and its partner is in a pure state. In general, the Hawking
modes are entangled with the partner modes. These purification partners so far
have been studied only for 1+3 dimensional evaporation of black holes.
Entanglement is not only crucial for the black hole information loss problem, but
it is also important to quantum information technology since entanglement is one
of the main resources in order to perform quantum tasks. Some quantum protocols
like quantum computation or quantum cryptography use it to improve efficiency
compare to classical protocols. The quality of that entanglement will influence the
efficiency.
It is very well known that the vacuum of a quantum field carries an infinite
amount of quantum entanglement. The divergence comes from an ultraviolet cutoff.
Therefore, it is of interest to consider how to extract the entanglement of a quantum
field in the vacuum state.
Protocols that allow to extract entanglement from a quantum field to a system
(detector) controlled by an experimenter are commonly known as entanglement har-
vesting. However, in the protocols to date the external systems are not in a pure
state after the harvesting and the quality of the entanglement is very low. There-
fore it is an interesting question to consider the case in which a large entanglement
between two field subsystems in a pure state is swapped (harvested) to two external
systems.
The following is a summary list of the achievements in this dissertation:
1) General formula for purification partners in an arbitrary Gaussian
state in arbitrary dimensions
Consider a quantum scalar field in a pure Gaussian state. We consider an ar-
bitrary mode A as a subsystem of the field. When the reduced state of A is in
a mixed state, we found a general formula for the purification partner system
B of A. Our formula naturally includes the spatially separated partners (SSP),
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whose spatial profiles do not have any overlap with A. By using our formula we
obtain a new class of partners. Since these purification partners have an spatial
overlap with A, we call them spatially overlapped partners (SOP). In general, for
an arbitrary mode A the associated partner B is a SOP. Our formula can also be
applied to the case in which there is a general free evolution by a bi-linear inter-
action. For example, it can be applied to free fields in a black hole space-time, or
expanding universe models. The partner stores the information of the evolution
parameters like the black hole mass or the Hubble parameter. This information
is also imprinted in the entanglement between A and B.
The SOP may shed a new light on the black hole information loss problem. In
the previous work the authors focused only on a simple case of SSP. The SOP
in a black hole scenario yields a new scheme for quantum information storage
about the initial gravitational collapse. This SOP may also improve the analysis
of the cosmological Bell inequality breaking for scenarios like the one proposed
by Maldacena. A scenario based on entangled particles in a mixed state. The
purity condition on localized SOP may contribute to the sensitivity of the Bell
inequality breaking.
2) New entanglement harvesting protocol for a field in the vacuum state
We started from a discretized free field in the vacuum state. By taking the limit
of zero lattice spacing, the entanglement entropy diverges. This result of the
divergent entanglement entropy comes from the contribution of all the SSP. Our
results show that even though the lattice spacing remains finite, it is possible to
extract an infinite amount of entanglement of the pure-state SOP out of the field.
This enhances the efficiency of entanglement harvesting. It should be stressed
that our results only require that the interaction between the main system and
the external device system for the harvesting to be just a bi-linear interaction.
We do not need any non-linear interaction to achieve that. This feature will help
the experimental implementation of entanglement harvesting. Finally we show
that a huge amount of entanglement requires a huge amount of energy cost of
the protocol.
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Chapter 1
Introduction
In quantum information, entanglement plays a crucial role in fundamental physics
like the black hole information loss problem. In 1976 Hawking [1] [2] addressed the
information loss problem. A pure state in a black hole space-time might evolve into
a thermal-mixed state. If the unitarity in quantum mechanics is correct even in the
presence of a black hole, initial states of a quantum field must be mapped uniquely
to final states. In other words, in unitary quantum mechanics, information is not
destroyed but scrambled.
Believing that unitarity must be preserved even in the presence of black holes,
Hotta-Schutzhold-Unruh [3] calculated the purification partner modes associated to
the Hawking modes. The Hawking modes are entangled with the partner. There
must be correlations between early and late time emitted Hawking radiation. If
there is a mode that represents an early emitted Hawking radiation there must be a
partner mode associated to it. If unitary must be preserved then those modes must
be correlated such that they are in a composite pure state. The authors found that
the partner particles of the thermal radiation emitted by the black hole are such
that they are localized in a region locally indistinguishable from the vacuum. In
other words, according to their results the early Hawking radiation is not entangled
with high energy quanta emitted at late times (final burst) but with final vacuum
fluctuations. Therefore, their results cast a doubt on the information loss problem
solutions scenarios associated to the emission of large amounts of energy at late times
in the evaporation process. That is, their results imply that the eventual emission
of information from the black hole might come in the form of vacuum fluctuations
carrying no energy. The work of Hotta-Schutzhold-Unruh [3] on purification partners
for black holes is the starting point for the investigation made in this thesis.
Entanglement is not only crucial for the black hole information loss problem, but it
is also important to the quantum information technologies, since it is one of the main
resources in order to perform quantum tasks [4] [5]. Some quantum protocols, like
quantum computation or quantum cryptography, use the entanglement to improve
efficiency compare to classical protocols. The quality of that entanglement will
influence the efficiency.
In general, entanglement between subsystems A and B in an original pure state
15
CHAPTER 1.
will be more useful in terms of efficiency for a quantum task than the entanglement
of a mixed state. The reason for this is that if a system is in a pure state, it does not
have any correlation with other external systems. Therefore the whole information
about any physical quantities of the system will be imprinted in the pure state.
At the present, it is very well known that the vacuum of a quantum field theory
carries an infinite amount of quantum entanglement. The divergence in quantum
field theory comes from an ultraviolet cutoff [6] [7] [8] or equivalent in discrete models
when the lattice separation goes to zero [9] [10]. Therefore, from the point of view
of quantum information it is of interest to consider how to extract the entanglement
of a quantum field.
The fact that there is a lot of entanglement in the vacuum of a quantum field
was not discovered until 1985 when it was realized that the Bell inequalities are
maximally violated in the vacuum of a quantum field theory [11] [12]. In 1991 the
existence of non-local correlations in quantum electrodynamics was first noted [13].
It was not until the early 2000's, when more of the basics ideas for the usability
of the entanglement of a quantum field were developed. The preliminary works of
Reznik [14] [15] opened a door of what will be latter called entanglement harvesting
[16] [17]. Entanglement harvesting can be defined as any quantum information
protocol that allows to extract entanglement from a quantum field to a system
(detector) controlled by an experimenter. In other words, in entanglement harvesting
the entanglement originally contained in the quantum field is swapped to a set of
detectors that the experimenter controls.
However in many of entanglement harvesting protocols that can be found in the
literature, the external systems are not in a pure state after the harvesting. They
remain entangled with the field [16] [17]. Therefore it is an interesting question to
consider the case in which large entanglement between two field subsystems in a pure
state is swapped (harvested) to two external systems. These two field subsystems
entangled in a pure state are what in this dissertation will be called purification
partners.
The purification partners so far have been studied only for black hole scenarios.
In this dissertation a general formula for the purification partner of an arbitrary
prepared mode in a harmonic oscillator chain was obtained.
The following is a summary list of the achievements in this dissertation:
1. General formula for purification partners in an arbitrary Gaussian state of a
quantum scalar field
2. Entanglement harvesting protocol for a discretized quantum field in the vac-
uum state
The details of the first achievement (1) of this dissertation are as follows. We con-
sider an arbitrary mode A as a subsystem of the field. The field is in a pure Gaussian
state. The reduced state of A is in a mixed state. Due to unitarity of quantum me-
chanics, there must be a purification partner B such that the state of the composite
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system AB is a pure state. We found a general formula for the purification partner
B of an arbitrary mode A. This formula naturally includes the spatially separated
partners (SSP), whose spatial profiles do not have any overlap. The result of the
spatially separated partners has been discussed previously by Reznik and Botero
[18] [19]. Our formula reproduces their results. However, our formula goes beyond
their results. By using our formula we have a new class of partners. Since this
new kind of purification partners have a spatial overlap we call them spatially over-
lapped partners (SOP). It should be stressed that spatially separated partners are
a quite specific case of purification partners. In general, for an arbitrary mode A,
the associated partner B is a spatially overlapped partner. Our formula can also be
applied to the case in which there is a general free evolution of the field in a curved
space. For example it can be applied to free fields in a black hole space-time, or
expanding universe models. That is, the partner stores the information of the evolu-
tion parameters like the black hole mass or the Hubble parameter. This information
is also imprinted in the entanglement between A and B. For some specific model
of expanding universe, we obtained the parameter dependence of the entanglement
entropy.
The first achievement (1) may shed a new light on the black hole information loss
problem. Since, in the previous work [3] Hotta-Schutzhold-Unruh focused only on
the simple case of spatially separated partners. The spatially overlapped partners in
a black hole scenario yield a new scheme for quantum information storage about the
initial gravitational collapse. This spatially overlapped partners may also improve
the analysis of the cosmological Bell inequality breaking for scenarios like the one
proposed by Maldacena [20]. The purity condition on localized spatially overlapped
partners may contribute to a more stringent Bell inequality. Therefore, by using
the partners the inequality breaking might be observed more easily compared to
Maldacena's original proposal, in which mixed states are considered.
The details of the second achievement (2) are as follows: we start from a dis-
cretized free field in the vacuum state that is a set of coupled harmonic oscillators in
the ground state. By taking the lattice separation to zero, the entanglement entropy
diverges, as it is very well known. This result of the divergent entanglement entropy
comes from the contribution of all the spatially separated partners. Therefore one
might imagine that in this limit it is possible to extract an infinite amount of en-
tanglement by use of ordinary entanglement harvesting protocols. However, our
results show that even though the lattice separation remains finite, it is possible to
extract and infinite amount of entanglement from the spatially overlapped partners
of the system. In addition, we show that a huge amount of entanglement harvesting
requires a huge amount of energy cost from the devices that perform the harvesting
procedure.
In the second achievement (2), the pure-state entanglement of the partners can
be extracted directly from the field. This enhances the efficiency of entanglement
harvesting. It should be stressed that our results only require that the interaction
between the main system and the external device system for the harvesting to be just
a bi-linear interaction. We do not need any non-linear interaction to achieve that.
This feature will help the experimental implementation of entanglement harvesting.
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The structure of this dissertation is as follows:
On chapter 2, the fundamentals are introduced. First, a short introduction to the
black hole information loss problem will be presented. In particular, the partner
proposal of Hotta-Schutzhold-Unruh for the black hole evaporation case will be
emphasized. Their work [3] is the starting point for the investigation made in this
thesis. The final section of this chapter includes a review of the quantum information
concepts that are necessary to understand this dissertation, including: point-like
Unruh de Witt detectors and its generalizations to more physical detectors with
a spatial profile, entanglement harvesting or the protocol to extract entanglement
from a quantum field in order to use it as a resource for quantum information
processes, and the basics of Gaussian quantum information which will be crucial on
the derivation of the main results.
The main results of this dissertation are provided in chapter 3. First we derived
a general formula for the purification partner modes for a one dimensional linear
harmonic oscillator chain in the vacuum. This formula allows us to construct a
partner B for any arbitrary mode A in terms of the spatial profiles of the latter.
We emphasize on the two possible kinds of partners. First the spatially separated
partners (SSP), in which there is a no overlap between the spatial profiles of A
and B. The second kind of partner is the spatially overlapped partners (SOP), in
which there is a non zero overlap between the spatial profiles. Then, after taking the
continuum limit, the results are generalized to higher dimensions. The last section of
this chapter consist on the derivation of the partner formula for the case in which the
state of interest is not the vacuum, but an excited state given by the free evolution
of the quantum scalar field in a curved spacetime. This general partner formula will
depend on the spatial profiles that define the original mode A and the Bogoliubov
coefficients that contain the dynamics of the unitary evolution.
Then, after having introduced the general partner formula, chapter 4 provides a
few possible applications for the partner formula. First we study a model of three
harmonic oscillators. For this case, spatially overlapped partners are chosen such as
to study the amount of entanglement that can be harvested by this non-continuum
model. It was shown that even for the case of finite lattice separation, it is possible
to have a large (infinite) amount of entanglement between partners A and B. Never-
theless, it was also shown that in order to extract this large amount of entanglement
a very large (infinite) amount of energy for the devices that perform the harvesting
is necessary. In other words, infinite amount of entanglement extraction is attained
without the ultraviolet divergence of the field entanglement in the continuum limit
by paying an infinite energy cost. In the second section of chapter 4 a simplifica-
tion to the partner formula for an arbitrary excited state is given. The formula
derived in chapter 3 gets simplified when the Bogoliubov coefficients are restricted
to a no-mode mixing scenario. The simplified formula was applied to the case of
an expanding universe scenario. The results for the partner spatial profiles and the
entanglement entropy as a function of the universe expansion rate can be found at
the end of this section. As a result, the effect of the expansion rate comes only from
the particle creation coefficient.
Finally, the conclusions of this research and the future work is provided in chapter
18
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5.
In this dissertation we adopted the natural units such as c = 1 and ~ = 1.
Two papers [21] [22] containing the results of this dissertation are in preparation
to be submitted to a journal.
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Chapter 2
Fundamentals
2.1 Information loss and HSU partner
In this section a review of the works of Hotta-Schutzhold-Unruh (HSU) [3] regarding
the purification partners of Hawking radiation is presented. As a preliminary point,
a basic explanation of the information loss problem is also provided. For more
details about the information loss problem we recommend the reader the following
references [23] [24] [25] [26] [27] [28] and the references therein.
In 1976 Hawking posed the information loss problem[1] [2]. Hawking conjectured
that black holes emit radiation in a thermal spectrum and eventually they completely
evaporate. We encounter the information loss problem when considering the final
state of a quantum field resulting from the process of black hole evaporation. In a
nutshell, this problem can be stated as follows: an initial pure state of a quantum
field in the presence of a black hole that completely evaporates might evolve into
a thermal-mixed state. The information loss problem arises when the unitarity
of quantum mechanics is considered. Unitarity implies that initial states must be
mapped uniquely to final states. In other words, in unitary quantum mechanics
information is not destroyed but scrambled, meaning that pure states should be
mapped uniquely to pure states. Astonishingly, Hawking's result indicates that in
the presence of a evaporating black hole background initial pure states are mapped
to mixed states.
A schematic representation of a star collapsing into a black hole which eventually
completely evaporates is shown in figure (2.1). Consider |Ψ〉 to be the initial state
of a quantum field before the black hole has formed. Let us focus on the evolution
of the orange and purple lines of the figure. At the remote past, before the black
hole was formed each of them represent an incoming null ray of a possible mode of
the quantum field. These two modes of the quantum field are correlated (entangled)
to each other such that the initial state of the field is in a pure state. With the
formation of the black hole, one of those rays (purple curve in figure (2.1)) will cross
the event horizon and fall into the singularity. According to Hawking [1] [2] in the
remote future an observer will measure a thermal radiation (orange curve in figure
21
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(2.1)) with wavelength λ ∝M withM the original mass of the black hole. Ideally we
would like to trace back the origin of the Hawking particles to a particular region
near the horizon during the early stages of black hole evaporation. However, due to
quantum mechanics it is not possible to localize a particle within one wavelength.
Furthermore in the vicinity of the black hole the spacetime curvature is comparable
with the radiation wavelength. Therefore the concept of locally defined particles
breaks down near the horizon. As it is explained in section 2.2, in general, the
concept of particle in curved spacetimes differs from the usual concept of particle in
flat spacetime quantum field theory.
Event 
horizon
Black 
hole
Singularity
Collapsing star
Hawking 
radiation
ρthermal
time
space
?
Initial pure state |𝝍>
Figure 2.1: Collapsing star and black hole evaporation. The information loss prob-
lem arises when considering that an initial pure state of a quantum field |Ψ〉 in
the presence of a evaporating black hole might evolve into a thermal-mixed state
ρthermal.
Instead of focusing on the origin of the Hawking particles, it is convenient to
consider the origin of the positive energy flux they carry to infinity. By conservation
of energy there must be a corresponding flux of negative energy going into the black
hole. Remember that opposite to classical field theory, quantum fields can have
locally negative energy densities. The origin of this negative energy flux can be
mapped very crudely to a region about the scale of a few black hole radii from the
horizon. What is important about this negative energy flux is that it will decrease
the area and mass of the black hole due to the second law of thermodynamics and the
conservation of energy. Both fluxes, the positive, associated to Hawking particles,
and the negative, falling into the black hole, increase as the black hole gets smaller.
Therefore it is predicted that the black hole completely evaporates in a finite time.
After the black hole has evaporated we have the information loss problem. The
outgoing Hawking radiation is in a mixed thermal state. Therefore it shared cor-
relation with the modes that fell into the singularity such as the total state of the
system is a pure state. However, the black hole has completely evaporated and
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from the point of view of an observer in our universe those modes no longer exist.
The total state of the quantum field evolved from a pure state |Ψ〉 into a mixed
state ρthermal. From the quantum information perspective a full knowledge of the
final state ρthermal is insufficient to determine the initial state |Ψ〉, or equivalently:
information has been lost to the black hole!
The results of Hawking [1] [2] follow from treating gravity classically and using
quantum mechanics laws to determine the final state of the quantum field. However,
is still an open question if this semiclassical approximation is a correct way to study
the problem, specially when considering the singularity of the black hole. There
have been many alternatives and solution proposals to the information loss problem.
There has been proposals from firewalls, to high energy remnants, to a non unitary
quantum mechanics, to zero point fluctuations and purification partners, etc. Here,
we discuss briefly some of those proposals.
 No black hole ever forms
It has been hypothesized that due to a quantum tunneling phenomena a black
hole never forms, but instead some other structure without event horizon is
formed [29]. This new structure is known as fuzzball . If there is no black
hole then there is no information loss. There has been many counter-arguments
against this proposal that can be found summarized in reference [28]. Among
them, consider the regime in which a sufficiently massive black hole with ar-
bitrary low energy densities and curvatures is formed. In this regime it is
expected that the semi-classical general relativity and quantum field theory
should be a good approximation of nature. The formation of a fuzzball, in-
stead of a black hole, in this regime will imply drastically modifications of the
semiclassical approach. This cast a doubt on this fuzzball proposals. Be-
sides the fuzzball, other tunneling effects that prevent the formation of black
holes have been proposed [30]-[31]. However they involve long time period and
huge local quantum backreaction effects to occur at a time when a black hole
classically forms [28].
 Major departures from semiclassical theory during evaporation
There has been a proposal that suggest modification on how the black hole
evaporates [32] [33]. The black hole forms by the usual star collapse and begins
to evaporate. However, during the evaporation process a major departure from
the semiclassical theory occurs in a way such as the amount of correlations
(entanglement) between the early emitted Hawking radiation and the modes
inside the black hole gradually diminish. After the black hole completely
evaporates the amount of correlation (entanglement entropy) should become
zero, such that the total state of the quantum field returns to be a pure state.
This proposal seems to solve the information loss problem, however there are
a few problems. The vanishing of the correlations between the early Hawking
radiation and the modes inside the black hole during the evaporation process
requires a breakdown of quantum field theory in an arbitrary low curvature
regime. It has been shown that the reduction between the correlations across
the event horizon would cause a singular behavior of the quantum field [34]-
[35]. This energetic curtain in an area near the horizon has been called in the
23
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literature a firewall. Similar like the fuzzball scenario, for the firewalls
there has been many counter-arguments [28]. For example, a firewall will
imply a drastical departure from the results of the semiclassical theory based
on General Relativity in a regime where such departure is not expected.
 Remnants: black hole does not evaporate completely
In these proposal [36]- [37] it is expected that by the time during the evap-
oration when quantum gravity effects become dominant, meaning when the
black hole has shrinked down to the Plank scale size, the evaporation process
stops. As a result, the remaining structure remnant should contain all the
information that fell into the black hole. It should be highly correlated (en-
tangled) with the Hawking radiation such as the total state of the field to be
a pure state. The nature of the remnants is still an open question [28]. If
this remnants cannot interact with the outside world then form the point of
view of an observer that was outside the black hole during the evaporation
process, the information stored in the remnant is loss. On the other hand, if
the remnants can interact with the outside world, if they originated after a
long evaporation process they should carry many degrees of freedom (states)
such as to be correlated to the large amount of Hawking radiation emitted
during the evaporation. However, the Bekenstein Hawking entropy, that is
the amount of entropy that must be assigned to a black hole in order for it to
comply with the laws of thermodynamics as they are interpreted by observers
external to that black hole, suggest that a Planck sized remnant should have
an entropy of order ∼ 1 or equivalently it should have order ∼ 1 of degrees of
freedom. A clear contradiction with the expected number such as the remnant
is entangled with the Hawking radiation.
 Soft hair or Supertranslation and Superrotations charges
Recently Hawking, Perry and Strominger proposed that black holes migh have
soft hair due to BMS like charges of supertranslations and superrotations sym-
metries [38]- [39]. This new soft hair might be enough to obtain all the de-
grees of freedom corresponding to the Hawking-Bekenstein entropy associated
to black holes. However, as today their proposal does not provide any mech-
anism that would avoid the correlations (entanglement) between the outside
Hawking radiation and the modes inside the black hole, such as the final state
after the evaporation is a pure state [28]. In addition, in a previous work done
by Hotta-Trevison-Yamaguchi [40]it was shown that for the large limit mass
black hole the first order supertranslation and superrotation charges do not
store information associated to pure gravitational radiation falling into the
black hole. This cast another doubt on this supercharges as a resolution of the
information loss problem.
 Final burst: information comes out at the end of the evaporation process
In this proposal, similar like with the remnants, the evaporation process con-
tinues until the black hole reaches Planck scale, the regime in which is expected
that the semiclassical approximation breaks due to quantum gravity effects.
Then, after a long duration evaporation process, the remaining Planck size
object should release an arbitrarily large amount of information such as an
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observer in the outside world, with the information carried by the Hawking
radiation, can recover the whole information of the initial pure state. If the
release of this information comes together with the emission of large amounts
of ordinary particles correlated with the early emitted Hawking radiation, then
an arbitrarily large amount of energy or final burst should be expected in
order to preserve unitarity. Naturally this seems to lack of physical feasibility.
Instead of the emission of particles entangled with the Hawking radiation, it
is better to consider the emission of vacuum fluctuations. This kind of fluc-
tuations can contain an arbitrarily large amount of quantum information. It
has been recently shown by Hotta-Schutzhold-Unruh [3] that the correspond-
ing purification partner to the Hawking radiation is just vacuum fluctuations.
Therefore a final burst of just vacuum fluctuations is still a possibility to solve
the information loss problem.
From now on a summary of the works of HSU regarding the purification partners
for Hawking radiation is presented. First a simple explanation of the concept of pu-
rification partner is provided by using figure (2.2). Let us consider a large quantum
system in a pure state |φ〉; represented as a blue box in figure (2.2). In the setup
of the black hole evaporation process this large quantum system is the quantum
field initially in the vacuum state. Let us consider an experimenter or observer who
fixes a subsystem A of the large system; represented as an orange circle in figure
(2.2). In the setup of the black hole evaporation process this A subsystem is the
Hawking radiation measured by the detector of some observer in the remote future
region. The purification partner B associated to the subsystem A, represented as
a purple circle in figure (2.2), is such that the total state of the composite system
AB is a pure state |Ψ〉AB. In the setup of the black hole evaporation process, this
B subsystem turns out to be just vaccum fluctuations as the authors in [3] showed.
Believing black hole unitarity, that is unitarity must be preserved even in the
presence of black holes, the authors in reference [3] calculated the purification part-
ner modes associated to the Hawking modes. In what follows a short review of the
work of Hotta-Schutzhold-Unruh will be presented as a preliminary set up to the
main results of this dissertation. Considering the black hole unitarity, there must
be correlations between early and late time emitted Hawking radiation. If there is
a mode that represents an early emitted Hawking radiation, there must be an asso-
ciated partner mode. If unitary must be preserved, those modes must be correlated
such that they are in a pure state.
In order to define the partner mode, the authors on [3] imposed two conditions:
1. Purity condition: since in the initial state the vacuum state is a pure state,
and unitarity is to be preserved, the reduced density matrix of the Hawking
mode and the partner mode must be in a pure state. This is equivalent to the
statement that entanglement between the Hawking-partner mode and the rest
of the system vanishes.
2. Hawking and partner particles come in pairs the quantum state after
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Original Partner
A subsytem B subsystem
Pure State
|Ψ〉AB
Large Quantum System
in a pure state |φ〉 = |Ψ〉AB |φ′〉rest
Figure 2.2: Meaning of purification partners. A large quantum system in a pure
state |φ〉 is represented as a blue box. An experimenter fixes a subsystem A of the
large system; represented as an orange circle. The purification partner B associated
to the subsystem A, represented as a purple circle, is such that the total state of the
composite system AB is a pure state |Ψ〉AB.
absorbing one Hawking particle should be the same state as after creating a
partner particle.
Mathematically speaking, these conditions are equivalent to what follows. Start-
ing with a general ansatz for the decomposition of the Hawking mode:
aˆH =
∫
dk
(
α∗kaˆk + βkaˆ
†
k
)
, (2.1)
in terms of creation and annihilation operators defined with respect to the initial
vacuum state.
aˆk |0〉 = 0 . (2.2)
that satisfy the usual commutation relations[
aˆk, aˆ
†
k′
]
= δ(k − k′) , (2.3)
[aˆk, aˆk′ ] = 0 , (2.4)[
aˆ†k, aˆ
†
k′
]
= 0 . (2.5)
The Hawking mode satisfies: [
aˆH , aˆ
†
H
]
= 1 , (2.6)
which imposes conditions onto the coefficients αk and βk. Similarly, for the partner
mode we get:
aˆP =
∫
dk
(
γ∗k aˆk + δkaˆ
†
k
)
, (2.7)
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[
aˆP , aˆ
†
P
]
= 1 , (2.8)
which imposes conditions onto the coefficients γk and δk. In addition, since it is
desired that the two modes to be independent, the partner must satisfy:[
aˆP , aˆ
†
H
]
= 0 , (2.9)[
aˆH , aˆ
†
P
]
= 0 , (2.10)
[aˆP , aˆH ] = 0 . (2.11)
A similar procedure like the one described in this section, i.e. the mode decom-
position, will be used to obtain the general partner formula. The second condi-
tion that the partner and Hawking modes come in pairs, mathematically speaking
aˆP |0〉 ∝ aˆ†H |0〉 or aˆH |0〉 ∝ aˆ†P |0〉, will not be used in our partner formula.
Considering a moving mirror model [41], a very well used toy model of black hole
evaporation, and focusing on the case in which thermal radiation is created by the
mirror, an analogous of Hawking radiation, the authors in reference [3] calculated
the partner particles associated to the Hawking modes. They solved profiles γk and
δk of equation (2.7) in terms of profiles αk and βk of equation (2.1) such as the latter
represents thermal Hawking radiation. The details of the calculation can be found
in reference [3].
The authors discovered that the partner particles of the thermal radiation emitted
by the moving mirror are such that they are localized in a region locally indistin-
guishable from the vacuum. According to their results, the early Hawking radiation
is not entangled with high energy quanta emitted at late times (final burst) but
with final vacuum fluctuations. These final vacuum fluctuations are entangled with
the Hawking particles such that the total state of the system is a pure state. Their
results show we do not need massive remnants after the black hole evaporation pro-
cess. Therefore, their results imply that the eventual emission of information from
the black hole might come in the form of vacuum fluctuations carrying no energy.
In this thesis we extend the concept of purification partners to a general quantum
scalar field in an arbitrary Gaussian state.
2.2 Detectors and Entanglement Harvesting
In this section the fundamentals of quantum field theory in curved spaces will be
explained [26].
2.2.1 Bogoliubov Transformation
The first problem that arises when quantum field theory and general relativity are
combined is the field mode decomposition.
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Consider first the usual Minkowski space with coordinates (t, x, y, z). For the
flat space-time it is well known that the Poincare group leaves the Minkowski line
element unchanged. That is the vector ∂/∂t is a Killing vector of Minkowski space,
orthogonal to the space-like hyper-surfaces with t = constant. Associated to this
Killing vector there are modes which are eigen-functions associated to the eigenvalue
−ıω for positive frequency ω. In addition, it is well known that the vacuum is also
invariant under the action of the Poincare group.
However, in general, for curved spaces, the Poincare group is no longer a symme-
try. Meaning that in general there are no Killing vectors to define positive frequency
modes. This implies that there is an ambiguity when defining particle states, includ-
ing the definition of a unique vacuum state. There is no objective way to do a Fock
space construction procedure like in the Minkowski space. Some curved spacetimes
might have some symmetries under restricted coordinate transformations. These
spacetimes have a time-like Killing vector and it is possible to define positive fre-
quency modes. For those stationary space-times, the usual flat space quantization
procedure can be generalized. Among those stationary asymptotic spacetimes there
are some models of expanding universe and the stellar collapse and black hole for-
mation.
Let us consider a spacetime with two asymptotic stationary regions. Let one be in
the past which we call in region. Let the other one be in the future relative to the
in region and we will call it the out region. Let us consider that we can build two
sets of different solutions to the Klein Gordon equation in those two regions. The
first set uj made of modes with positive frequencies ωj with respect to the inertial
time in the in region. The second set u¯j made of modes with positive frequencies
ωj with respect to the inertial time in the out region. Then we can expand a scalar
field φ in terms of either of the modes uk or u¯j.
φ =
∑
j
aˆjuj + aˆ
†
ju
∗
j =
∑
j
ˆ¯aju¯j + ˆ¯a
†
ju¯
∗
j . (2.12)
Here we used a discrete notation for the modes, however this can be written naturally
in an integral notation. Each mode decomposition defines a vacuum such as:
aˆj |0〉 = 0 , (2.13)
ˆ¯aj |0¯〉 = 0 . (2.14)
The in modes uj satisfy the following inner product relations:
(uj, uk) = δjk , (2.15)(
u∗j , uk
)
= 0 , (2.16)(
u∗j , u
∗
k
)
= −δjk . (2.17)
Similarly the out modes u¯j satisfy:
(u¯j, u¯k) = δjk , (2.18)(
u¯∗j , u¯k
)
= 0 , (2.19)(
u¯∗j , u¯
∗
k
)
= −δjk , (2.20)
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where the inner product is defined in curved spaces as
(uj, uk) = −ı
∫
Σ
dΣµ
√−gΣuj←→∂ µu∗k , (2.21)
where Σ is a Cauchy surface, and dΣµ is a future directed vector orthogonal to the
hypersurface Σ. Using the divergence theorem and the Klein Gordon equation, it
can be shown that the inner product is independent of the Cauchy surface Σ.
For two functions not necessarily a mode function, this inner product has the
following properties: (
u∗k, u
∗
j
)
= − (uk, uj) , (2.22)
(uk, uj)
∗ = (uj, uk) , (2.23)
(u∗k, uj) = −
(
uk, u
∗
j
)∗
. (2.24)
Since both sets of modes uj and u¯j are a complete set of modes, it is possible to
expand one mode in terms of the other. The coefficients relating both set of modes
are know as the Bogoliubov coefficients.
Lets consider the case in which the out modes u¯j can be expanded in terms of
the in modes uk as follows:
u¯j =
∑
j
αjkuk + βjku
∗
k , (2.25)
where αjk and βjk are the Bogoliubov coefficients defined as:
αjk = (u¯j, uk) , (2.26)
βjk = − (u¯j, u∗k) . (2.27)
By taking the inner product of uk and u¯k respectively with the field φ
ak = (φ, uk) =
∑
j
αjka¯j + β
∗
jka¯
†
j , (2.28)
a¯k = (φ, u¯k) =
∑
j
α∗kjaj − β∗kja†j . (2.29)
Since the set of operators a¯k must satisfy:[
a¯k, a¯
†
k′
]
= δkk′ , (2.30)
[a¯k, a¯k′ ] = 0 , (2.31)
the Bogoliubov coefficients must satisfy:∑
j
αkjα
∗
k′j − βkjβ∗k′j = δkk′ , (2.32)∑
j
αkjβ
∗
k′j − βkjα∗k′j = 0 . (2.33)
In this section we work explicitly with modes u¯k depending on a discrete variable
k. The generalization to continuum variables will be used in the following chapters.
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In particular, the continuum versions of equations (2.28) (2.29) (2.32) (2.33) will be
used in the derivation of the partner formula for an excited state of the field in a
curved spacetime. In terms of the physical meaning of the Bogoliubov coefficients
it can be seen from equation (2.28) that the number of particles with frequency ωk
in the out vacuum can be calculated as:〈
0¯
∣∣∣ a†kak ∣∣∣0¯〉 = ∑
j
|βjk|2 . (2.34)
The out vacuum can be considered to contain a number of particles in the in mode
uk proportional to the square of the β coefficient. The β coefficient is associated to
particle creation effect. This simple calculation allows us to see that the concept of
particle in curved space is not well defined. We will discussed about this point in
the following subsection.
2.2.2 Particle Detectors and Entanglement Harvesting
As we discuss in the previous section, the concept of a particle is ill-defined when
we considered curved space-times. The reason for this, as we saw earlier, is because
it is not possible to define a unique vacuum. Then a natural question arises: what
is a particle in a curved spacetime quantum field theory?
A proposal by Unruh is to define the concept of a particle from the usual concept
of a field excitation [42]. A particle is what a particle detector measures. That is,
whenever there is a detector that register a signal, that makes a click we have
particles. Therefore in order to define a particle we need to define first a detector
[42]. De Witt [43] analyzed a similar particle detector. A Unruh-DeWitt detector
(UdW) as it was described in the early works [42] [43] is defined by its interaction
Hamiltonian with the field φˆ as follows:
V = λχ(τ)qˆDφˆ(τ,x0) , (2.35)
where λ is the coupling parameter and χ(τ) is the switching function that controls
in which way and for how much time τ , measured in the detector reference frame,
the detector is on. The detector is represented by qˆD, a quantum system that can
be a harmonic oscillator, a qubit, etc.
The Unruh-DeWitt detectors can be considered as one of the cornerstone in rel-
ativistic quantum information. Recently, there have been generalizations to more
physical realizations of UdW detector, i.e as the coupling to the field is not point-
like, such as in equation (2.35), but the detector has a spatial profile. To summarize
a modern UdW detector is a system that couples to the field such as:
 Localized in space and time: physical systems are not point-like .
 Quantum system: physical systems have always a quantum behavior .
 Couples to the field or its canonical momenta .
30
CHAPTER 2. 2.2. DETECTORS AND ENTANGLEMENT HARVESTING
 Easy to probe: measurements can be done with the detector .
Mathematically speaking, the previous statements, are equivalent to:
V = λχ(τ)
∫
dnx F (x(τ))qˆDφˆ(t(τ),x(τ)) , (2.36)
where now F (x(τ)) is the spatial profile of the detector. UdW detectors in the form
of (2.36) are widely used in the literature since they contains all the fundamental
aspects of light-matter interaction when there is no exchange of orbital angular
momentum [17].
In chapter 3 the purification partner of an arbitrary local mode susbsytem of a
linear chain is obtained. Both, the original mode and its partner can be interpreted
as locally independent harmonic oscillators, from which UdW like detectors are
constructed.
UdW detectors are commonly used in relativistic quantum information for en-
tanglement harvesting. The preliminary works of Reznik [14] [15], based on UdW
detectors opened a door of what will be later called entanglement harvesting [16]
[17]. Entanglement harvesting can be defined as any quantum information protocol
that allows to extract entanglement from a quantum field to a system (detector)
controlled by an experimenter. Entanglement originally contained in the quantum
field is swapped to a set of detectors that the experimenter controls. Entanglement
harvesting is possible even when the particle detectors remain space-like separated
while interacting with the field [14] [15]
During the recent years, the possibility to harvest entanglement in many different
scenarios has been studied with many different purposes. For example it has been
possible to: study the entangling power of an expanding universe [44] [45], harvest
entanglement from an electromagnetic vacuum with hydrogen like atoms [46], har-
vesting from coherent states [47], etc. The causality issues that might appear when
harvesting entanglement and their possible solutions have also been investigated
[48].
The advantages and conditions which the harvesting brings have also been studied.
That is, it is possible to harvest space-like entanglement when two detectors are not
degenerated [49]. The way to have a sustainable entanglement production from a
quantum field [50] has also been discovered. Futhermore, by using the entanglement
of the quantum field in some scenarios it is possible to transmit information without
energy exchange [51]. In addition, the experimental feasibility of Entanglement
Harvesting has also been a recent research topic. Some experimental proposals have
been made involving strong coupling quantum optics [52], quantum Hall effect [53],
cavity QED [54], superconducting circuits [55] and circuit quantum electrodynamics
[56] [57] [58]. For all these reasons, it is expected that the area of research of
entanglement harvesting will continue to grow in the following years.
In the remaining of this section we will explain the basic setup for entanglement
harvesting. More detailed information about entanglement harvesting can be found
in the references previously given in this section. The basic setup for entanglement
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harvesting can be found in figure 2.3. Two detectors labeled A and B, represented by
purple circles, are causally disconnected from each other. Each detector ν = {A,B}
has a spatial smearing Fν(x− xA), a coupling strength λν and a switching function
χν(t). For simplicity the switching on and off of both detectors have been assumed
to be the same T offA = T
off
B and T
on
A = T
on
B . Initially the detectors are in an
uncorrelated state ρA,0 ⊗ ρB,0 such as the state of the total system ABφ
t
F (x− xA) F (x− xB)
x
BA
T offA = T
off
B
T onA = T
on
B
λν= coupling strength
χν(t)= switching
F (x− xν)= smearing
Figure 2.3: Entanglement harvesting basic setup. Two detectors labeled A and
B, represented by purple circles, are causally disconnected from each other. Each
detector ν = {A,B} has a spatial smearing Fν(x− xA), a coupling strength λν and
a switching function χν(t). For simplicity the switching on and off of both detectors
have been assumed to be the same T offA = T
off
B and T
on
A = T
on
B . Initially, before
interacting with the field, the detectors are in an uncorrelated state ρA,0 ⊗ ρB,0. In
general the state of the detectors ρd after they interact with the field is a mixed
state. For simplicity a 1+1 model has been assumed on the figure
ρ0 = ρA,0 ⊗ ρB,0 ⊗ ρφ,0 . (2.37)
In the interaction picture the evolution operator can be written as:
U = exp
[
−ı
∫
HI(t)dt
]
, (2.38)
where HI(t) is the Hamiltonian of interaction in the interaction picture give by two
contributions of the form of (2.36) for each detector:
HI(t) = V
(int)
A = +V
(int)
B . (2.39)
By taking a Dyson series expansion the final state ρT of the total system after the
interaction is given by
ρT = U ρ0 U
† , (2.40)
ρT = ρ0 + ρ
(1)
T + ρ
(2)
T +O(λ3) . (2.41)
32
CHAPTER 2. 2.3. GAUSSIAN QUANTUM INFORMATION
In general ρT both detectors AB and the field remained entangled after the interac-
tion. By taking the trace over the field degrees of freedom, the reduced state of the
detectors ρd is given by:
ρd = Trφ [ρT ] = ρA,0 ⊗ ρB,0 + ρ(1)d + ρ(2)d +O(λ3) . (2.42)
In general, this state is a mixed state. Therefore usual entanglement harvesting
protocols can only extract mixed entanglement from the field. This is a disadvantage
of the usual protocols, since in general for quantum information task pure state
entanglement is a better resource than mixed state entanglement [4] [5]. By using
the purification partners in section 4.1 we propose a new entanglement harvesting
protocol in which the reduced state of the detectors ρd is a pure state. That is, a
protocol in which we extract the pure state entanglement shared between subsytem
A and its associated purification partner B to two external systems.
2.3 Gaussian Quantum Information
In this section a short review of the concepts related to Gaussian quantum infor-
mation is provided. In particular we present the results in the literature concerning
entanglement in Gaussian states. A more detailed review of Gaussian quantum
information can be found in references [59] [60] [61] [62].
Let us first review some of the basics of Gaussian quantum information. First,
consider a representation of the canonical variables (qn, pn) of a N-harmonic oscillator
system by a vector:
η = (q, p)T , (2.43)
q = (q1, q2, ..., qN)
T , (2.44)
p = (p1, p2, ..., pN)
T . (2.45)
The commutation relations of the N canonical variables can be expressed as follows:
[ηα, ηβ] = ıJαβ , (2.46)
where J is called the symplectic matrix:
J =
(
0 IN
−IN 0
)
. (2.47)
A Gaussian state ρ is uniquely characterized by the first and second moments of η
[59] [60]. It is always possible to do local operations such as there is a shift in the
expectation values of the canonical variables. That is, it is always possible to work
only with the second moments such as:
〈η〉 = 0 . (2.48)
Then, the phase space will be defined by a 2N × 2N covariance matrix:
m = Re [〈ηηT〉] . (2.49)
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There is a group of transformations that preserves the Gaussian character of the
state, i.e preserves equation (2.46). This group of transformation when equation
(2.48) is satisfied is the group of linear symplectic transformations S ∈ Sp(2N,R).
The commutation relations are preserved under a symplectic transformation:
η′ = Sη , (2.50)
or equivalently:
SJST = J . (2.51)
Under this transformation the covariance matrix is mapped to:
M = SmST . (2.52)
In particular, it is known that there is a symplectic transformation such that the
transformed covariance matrix is diagonal of the form:
M = diag (λ1, λ2, ..., λN , λ1, λ2, ...λN) . (2.53)
The eigenvalues λj are known as the symplectic eigenvalues. Because of the uncer-
tainty principle, these eigenvalues must always be:
λj ≥ 1
2
. (2.54)
The symplectic transformation that diagonalizes the covariance matrix and defines
new canonical variables (Q,P ) also defines a new set of modes with creation and
annihilation operators:
aˆj =
1√
2
(
Qˆj + ıPˆj
)
. (2.55)
In term of those operators, the state ρ can be written as a product of oscillator
thermal states [59] [60]
ρ = ⊗j [1− exp(−βj)] exp
(
−βja†jaj
)
. (2.56)
For this state the average number operator obeys a Bose-Einstein distribution. Since
the covariance matrix M is diagonal, the average number operator
〈
a†jaj
〉
can be
related to the Boltzmann factor βj and the symplectic eigenvalues λj as follows
λj =
〈
a†jaj
〉
+
1
2
=
1
2
coth
(
1
2
βj
)
. (2.57)
The von Neumman entropy associated to just one of the thermal states in equation
(2.56) with Boltzmann factor βj is given by
S(λj) =
(
λj +
1
2
)
ln
(
λj +
1
2
)
−
(
λj − 1
2
)
ln
(
λj − 1
2
)
. (2.58)
In reference [63] a step by step derivation of equation 2.58 can be found.
We have introduced the basics of Gaussian states. Let us consider the case of a
linear chain of harmonic oscillators. The ground state of a linear chain of oscillators
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is a pure Gaussian state [59] [60]. The mode structure and entanglement properties
of a linear harmonic chain has been studied in details by Reznik and Botero [18]
[19]. Those results can be derived by using our general partner formula presented
in chapter 3. They focused on the case in which the linear chain can be divided in
two complementary section A and B. We will discuss more about this point after
we have derived our general results on chapter 3. If |Ψ〉AB is a Gaussian pure states
of N modes entangling modes of two regions A and B of the linear chain then the
state of the system can be written as a product of two-modes and one mode state
[18] [19]
|ψ〉AB = |ψ〉A1B1 |ψ〉A1B1 ... |ψ〉AsBs |0〉AF |0〉BF , (2.59)
where |ψ〉AjBj are entangled states of one mode from set A and one mode from set
B. On the other hand |0〉AF and |0〉BF are product states of the remaining modes.
Now let us consider the case in which the N modes of the linear harmonic chain are
divided into two sets ηA and ηB such that the local covariance matrix MA and MB
after the symplectic transformation are diagonal.
MA = Re
[〈
ηAη
T
A
〉]
, (2.60)
MB = Re
[〈
ηBη
T
B
〉]
, (2.61)
from which the total covariance matrix is written as:
M =
(
MA K
KT MB
)
, (2.62)
with
K =
〈
ηAη
T
B
〉
. (2.63)
For pure states [18] [19] the covariance matrix must satisfy:
(JM)2 = −1
4
I2N , (2.64)
The previous equations implies a series of conditions that the local covariance ma-
trixes MA and MB have to satisfy. Among those we have that their corresponding
symplectic eigenvalues spectrum must be the same. We will discuss those conditions
since they are very important to obtain our partner formula. Before that, we will
focus on the main approach of the works in references [18] [19]. The states |ψ〉AjBj
have a decomposition as follows:
|ψ〉AjBj =
√
1− exp (−βj)
∑
n
exp[−βjn/2] |n〉Aj |n〉Bj . (2.65)
Each |ψ〉AjBj is a two mode squeezed state in which the squeezing parameter βj
corresponds to the thermal parameter of the jth thermal oscillator of the local
normal mode decomposition of ρA or ρB. For each mode decomposition, we have
entropy given by equation (2.58). Then for the total pure state of the linear chain
in equation (3.170) the total entanglement entropy E is just given by the sum of all
the two mode contributions:
E =
∑
λj
S(λj) . (2.66)
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Botero and Reznik [18] [19] focused on complementary segments of the linear
chain and they calculated for several regimes the total entanglement entropy as the
sum of all the mode decomposition. For the case in which the ultraviolet cutoff or
lattice separation goes to zero they obtained the very well known results of Calabrese
[9] [10]. They obtained the logarithmic behavior of the entanglement entropy of a
quantum scalar field in 1+1 dimensions.
2.3.1 Two-mode Symplectic Transformation
From now on we will focus only on the two mode symplectic transformation. Let us
explicitly consider the covariance matrix for two modes:
MAB =

〈
Qˆ2A
〉
1
2
〈
QˆAPˆA + PˆAQˆA
〉 〈
QˆAQˆB
〉 〈
QˆAPˆB
〉
1
2
〈
PˆAQˆA + QˆAPˆA
〉 〈
Pˆ 2A
〉 〈
PˆAQˆB
〉 〈
PˆAPˆB
〉〈
QˆBQˆA
〉 〈
QˆBPˆA
〉 〈
Qˆ2B
〉
1
2
〈
QˆBPˆB + PˆBQˆB
〉〈
PˆBQˆA
〉 〈
PˆBPˆA
〉
1
2
〈
PˆBQˆB + QˆBPˆB
〉 〈
Qˆ2B
〉
 , (2.67)
where the notation
〈
Oˆ
〉
=
〈
0
∣∣∣ Oˆ ∣∣∣0〉 implies the vacuum expectation value of oper-
ator Oˆ. Here the vacuum implies the vacuum state of our linear oscillators chain.
Under a symplectic transformation, it is always possible to bring
MAB =

a 0 c+ 0
0 a 0 c−
c+ 0 b 0
0 c− 0 b
 . (2.68)
This is known as the standard form of the covariance matrix of a two-mode Gaussian
state [64] [65] [66]. A two-mode Gaussian state is obtained by unitary operations
from a two-mode squeezing state. Therefore, for a two mode Gaussian pure state,
the covariance matrix is given by [64] [65] [66]:
a = b , (2.69)
c+ = −c− , (2.70)
c+c− =
1
4
− a2 . (2.71)
These conditions are the same as in equation (2.64). Since the symplectic eigenvalues
are always larger or equal than 1/2, we can express then in terms of a positive real
parameter g as follows:
λ = a = b =
1
2
√
1 + g2 , (2.72)
from which the covariance matrix for pure gaussian states is written as:
MAB =

1
2
√
1 + g2 0 g 0
0 1
2
√
1 + g2 0 −g
g 0 1
2
√
1 + g2 0
0 −g 0 1
2
√
1 + g2
 . (2.73)
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This last equation will be crucial when we derive our partner formula since it contains
all the conditions that the partner must satisfy such as the two mode state AB is
a pure state. In addition, in our derivation we will use the entanglement entropy of
equation (2.58) written in terms of the g parameter
S(g) =
√
1 + g2 ln
(
1
g
(√
1 + g2 + 1
))
+ ln
(g
2
)
. (2.74)
To end this section, we will explicitly derive the form of the symplectic transfor-
mation S such as the reduced state is a pure state. Let us start by defining the
covariance matrix for partner A
mA =
( 〈0| q2A |0〉 12 (〈0| qApA |0〉+ 〈0| pAqA |0〉)
1
2
(〈0| qApA |0〉+ 〈0| pAqA |0〉) 〈0| p2A |0〉
)
. (2.75)
A symplectic transformation is the most general transformation that preserves the
commutation relation between qA and pA. Its most general form is:
SA =
(
cos (θ′) sin (θ′)
− sin (θ′) cos (θ′)
)(
exp (σ) 0
0 exp (−σ)
)(
cos (θ) sin (θ)
− sin (θ) cos (θ)
)
, (2.76)
with the symplectic transformation it is possible to define QˆA and PˆA(
QˆA
PˆA
)
= SA
(
qA
pA
)
. (2.77)
Then the new covariance matrix MA
MA =
 〈0∣∣∣ Qˆ2A ∣∣∣0〉 12 (〈0∣∣∣ QˆAPˆA ∣∣∣0〉+ 〈0∣∣∣ PˆAQˆA ∣∣∣0〉)
1
2
(〈
0
∣∣∣ QˆAPˆA ∣∣∣0〉+ 〈0∣∣∣ PˆAQˆA ∣∣∣0〉) 〈0∣∣∣ Pˆ 2A ∣∣∣0〉

(2.78)
is related to the mA by
MA = SA mA S
T
A , (2.79)
where T implies matrix transposition. For the case of a pure state, it is always
possible to do a symplectic transformation such as the new covariance matrix after
the transformation is diagonal of the form:
MA =
√
1 + g2
2
(
1 0
0 1
)
, (2.80)
where g is the positive factor related to the amount of entanglement.
By inverting equation (2.79)
S−1A MA(S
T
A)
−1 = mA , (2.81)
and focusing on the case of pure states in which the covariance matrix must be diag-
onal (see equation (2.80)), it is possible to proceed the analysis with the symplectic
transformation SA as follows:
SA =
(
cos (θ′) sin (θ′)
− sin (θ′) cos (θ′)
)(
exp (σ) 0
0 exp (−σ)
)(
cos (θ) sin (θ)
− sin (θ) cos (θ)
)
. (2.82)
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Taking θ′ = 0 yields
S−1 =
(
cos (θ) − sin (θ)
sin (θ) cos (θ)
)(
exp (−σ) 0
0 exp (+σ)
)
, (2.83)
(St)−1 =
(
exp (−σ) 0
0 exp (+σ)
)(
cos (θ) sin (θ)
− sin (θ) cos (θ)
)
, (2.84)
with the definitions
ρq =
2√
1 + g2
〈
0
∣∣ q2A ∣∣0〉 , (2.85)
ρqp =
2√
1 + g2
1
2
(〈0| qApA |0〉+ 〈0| pAqA |0〉) , (2.86)
ρp =
2√
1 + g2
〈
0
∣∣ p2A ∣∣0〉 , (2.87)
the equations we have to solve to find σ and θ are given by:
exp (−2σ) cos2(θ) + exp (2σ) sin2(θ) = ρq , (2.88)
−[exp(2σ)− exp(−2σ)] cos(θ) sin(θ) = ρqp , (2.89)
exp (2σ) cos2(θ) + exp (−2σ) sin2(θ) = ρp . (2.90)
Notice that the quantities defined in equations (2.85)-(2.87) are dimensionless, since
when the symplectic matrix is written in equation (2.80), it is assumed that the
ones on the diagonal contain the appropriate energy dimensions to be a vacuum
expectation values. From the determinant of equation (2.79) it can be seen that
ρq, ρp and ρqp satisfy
ρqρp − ρ2qp = 1 . (2.91)
The solution of equations (2.88)-(2.90) for σ and θ for the case ρqp 6= 0 is as follows
cos2(θ) =
1
2
(
1± ρq − ρp√
r
)
, (2.92)
exp(2σ) =
1
2
[
ρq + ρp ±
√
r
]
, (2.93)
r = (ρq + ρp)
2 − 4 . (2.94)
The solution of equations (2.88)-(2.90) for σ and θ for the case ρqp = 0 is as follows
θ = 0 , (2.95)
exp(2σ) =
√
ρp
ρq
. (2.96)
With σ and θ it is possible to construct the partner formula as we will see in the
next chapters.
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Chapter 3
Partner Formula
3.1 Derivation: vacuum state
In this section we will derive a general partner formula for a 1+1 dimensional space-
time. We will derive it for a discretized lattice model, and take the continuum limit.
Let us consider first a free scalar quantum field φˆ(x, t) with mass m. Let us assume
that we have periodic boundary conditions:
φˆ(t, x+ L) = φˆ(t, x) , (3.1)
where L is the entire space length. In terms of the field φˆ(x) and its canonical
momentum operator Πˆ(x), the Hamiltonian Hφ for the scalar field is:
Hˆφˆ =
1
2
∫ L/2
−L/2
Πˆ(x)2dx+
1
2
∫ L/2
−L/2
(
∂xφˆ(x)
)2
dx+
m2
2
∫ L
−L/2
φˆ(x)2dx , (3.2)
where the field φˆ(x) and its canonical momentum Πˆ(x) satisfy[
φˆ(x), Πˆ(x′)
]
= ıδ (x− x′) . (3.3)
We now proceed to its corresponding discretized model. Let us consider a system of
coupled harmonic oscillators with a lattice spacing . Let us consider each oscillator
position operator qˆn and momentum operator pˆn which satisfy:
[qˆm, pˆn] = ıδmn . (3.4)
These operators are related to the field operators as follows:
φˆ(x)→ qˆn√
m
,
Πˆ(x)→
√
m

pˆn .
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Now, let us introduce the following variables
N =
L

, (3.5)
η =
1
(m)2
. (3.6)
The Hamiltonian which generates the evolution with respect to a new time coordi-
nate τ = mt of the discretized model is given by
Hˆ =
1
2
N∑
n=1
pˆ2n +
(
1
2
+ η
) N∑
n=1
qˆ2n − η
N∑
n=1
qˆn+1qˆn . (3.7)
By expanding the position operator qˆn and its corresponding momentum operator
pˆn in terms of the mode functions uk(n):
uk(n) =
1√
N
exp
[
i
(
2pik
n
N
)]
, (3.8)
∑
n
uk(n)uk′(n) = δkk′ , (3.9)
qˆn =
N−1∑
k=0
1√
2ωk
[
aˆkuk(n) + aˆ
†
kuk(n)
∗
]
, (3.10)
pˆn =
1
i
N−1∑
k=0
√
ωk
2
[
aˆkuk(n)− aˆ†kuk(n)∗
]
, (3.11)
where the creation aˆ†k and annihilation operators aˆk satisfy:[
aˆk, aˆ
†
k′
]
= δkk′ , (3.12)
and the discretized energies ωk are given by
ω2k = 1 + 2η
[
1− cos
(
2pik
N
)]
. (3.13)
The vacuum state |0〉 of the harmonic oscillator chain is defined such as it is anni-
hilated by the annihilation operators aˆk;
aˆk |0〉 = 0 . (3.14)
From which the correlations functions are calculated:
〈0|qˆnqˆm|0〉 = 1
N
N−1∑
k=0
1
2ωk
cos
(
2pi
k (n− n′)
N
)
= ∆q(n−m) ,
〈0|pˆnpˆm|0〉 = 1
N
N−1∑
k=0
ωk
2
cos
(
2pi
k (n− n′)
N
)
= ∆p(n−m) .
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The vacuum state |0〉 of an harmonic oscillator chain is a Gaussian state such as
its wave-function in the position representation is given by:
Ψ (q1, · · · , qN) = 〈q1, · · · , qN |0〉 ∝ exp
[
−
N∑
n=1
N∑
m=1
qn∆p(n−m)qm
]
. (3.15)
Let us suppose a local mode A of the field defined by a canonical pair (qˆA, pˆA)
satisfying [qˆA, pˆA] = i. The canonical pair is given by
qˆA =
N∑
n=1
(xA(n)qˆn + yA(n)pˆn) ,
pˆA =
N∑
n=1
(zA(n)qˆn + wA(n)pˆn) ,
where (xA(n), yA(n), zA(n), wA(n)) are arbitrarily fixed real coefficients that de-
fine the spatial profiles of the canonical pair. This canonical pair must satisfy the
commutation relation:
[qˆA, pˆA] = ı , (3.16)
which implies the following condition for the spatial profiles:
N∑
n=1
xA(n)wA(n)− zA(n)yA(n) = 1 . (3.17)
Let us apply to the canonical pair a symplectic group transformation
(
QˆA
PˆA
)
=
(
cos θ′A sin θ
′
A
− sin θ′A cos θ′A
)(
eσA 0
0 e−σA
)(
cos θA sin θA
− sin θA cos θA
)(
qˆA
pˆA
)
,
(3.18)
where θ′A, θA, σA are fixed real parameters that can be found with the process de-
scribed on section 2.3.1. After the symplectic transformation we get the standard
canonical pair
(
QˆA, PˆA
)
. This new pair is such as its covariance matrix is on the
standard form:
MA =
( 〈0|Qˆ2A|0〉 12〈0|PˆAQˆA + QˆAPˆA|0〉
1
2
〈0|PˆAQˆA + QˆAPˆA|0〉 〈0|Pˆ 2A|0〉
)
, (3.19)
MA =
(
1
2
√
1 + g2 0
0 1
2
√
1 + g2
)
, (3.20)
where g is a non-negative parameter.
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3.1.1 Partner Definition
Let us define the partner mode B of the mode A by another canonical pair
(
QˆB, PˆB
)
such as:
QˆB =
N∑
n=1
(XB(n)qˆn + YB(n)pˆn) , (3.21)
PˆB =
N∑
n=1
(ZB(n)qˆn +WB(n)pˆn) . (3.22)
This partner mode B satisfies a commutation relation:[
QˆB, PˆB
]
= ı . (3.23)
The covariance matrix of A and B is given by
MAB =

〈0|Qˆ2A|0〉 Re
[〈
0
∣∣∣ QˆAPˆA ∣∣∣0〉] 〈0|QˆAQˆB |0〉 〈0|QˆAPˆB |0〉
Re
[〈
0
∣∣∣ QˆAPˆA ∣∣∣0〉] 〈0|Pˆ 2A|0〉 〈0|PˆAQˆB |0〉 〈0|PˆAPˆB |0〉
〈0|QˆAQˆB |0〉 〈0|PˆAQˆB |0〉 〈0|Qˆ2B |0〉
〈
0
∣∣∣ QˆBPˆB ∣∣∣0〉
〈0|QˆAPˆB |0〉 〈0|PˆAPˆB |0〉
〈
0
∣∣∣ QˆBPˆB ∣∣∣0〉 〈0|Pˆ 2B |0〉
 , (3.24)
where we have used the notation
Re
[〈
0
∣∣∣ QˆAPˆA ∣∣∣0〉] = 1
2
〈
0
∣∣∣ QˆAPˆA + PˆAQˆA ∣∣∣0〉 . (3.25)
Since the vacuum state of the harmonic oscillator chain is Gaussian, the reduced
state ρˆAB
ρˆAB = TrA¯B [|0〉 〈0|] (3.26)
is also a Gaussian state. The state ρˆAB reproduces the entire covariance matrix
elements since for any operators OˆA and Oˆ
′
B:
Tr
[
ρˆABOˆAOˆ
′
B
]
=
〈
0
∣∣∣ OˆAOˆ′B ∣∣∣0〉 . (3.27)
Mode B is referred to as purification partner of mode A when ρˆAB is a pure
state. For pure states the covariance matrix takes the standard form:
MAB =

1
2
√
1 + g2 0 g
2
0
0 1
2
√
1 + g2 0 −g
2
g
2
0 1
2
√
1 + g2 0
0 −g
2
0 1
2
√
1 + g2
 . (3.28)
This corresponds to a wave-function for a pure state given as
〈QA, QB|ΨAB〉 ∝ exp
[
−1
2
√
1 + g2
(
Q2A +Q
2
B
)
+ gQAQB
]
. (3.29)
By considering the support of the spatial profiles XB(n), YB(n), ZB(n) and WB(n)
of partner B, in comparison with xA(n), yA(n), zA(n) and wA(n) of original mode A
we have two kinds of partners:
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 Spatially Separated Partners spatial profiles of B do not have an overlap
with the spatial profiles of A
 Spatially Overlapped Partners spatial profiles of B do have a non-zero
overlap with the spatial profiles of A
Even though there are cases in which partner B overlaps partner A, they are
locally independent since the following conditions are satisfied:[
QˆA, QˆB
]
= 0 , (3.30)[
QˆA, PˆB
]
= 0 , (3.31)[
PˆA, QˆB
]
= 0 , (3.32)[
PˆA, PˆB
]
= 0 . (3.33)
No operation UˆB
(
QˆB, PˆB
)
on mode B generated by
(
QˆB, PˆB
)
affects mode A, and
vice-versa. No operation UˆA
(
QˆA, PˆA
)
on mode A generated by
(
QˆA, PˆA
)
affects
mode B. Therefore, in the correlation space [67] [68] spanned by
(
QˆA, PˆA, QˆB, PˆB
)
,
A and B are locally independent. Since locality of A and B can be introduced in the
above way, quantum entanglement among A and B is well defined. From equation
(3.29), the entanglement entropy SEE(A,B) can be calculated to be:
SEE(A,B) =
√
1 + g2 ln
(
1
g
(√
1 + g2 + 1
))
+ ln
(g
2
)
. (3.34)
Notice that the factor g is uniquely determined by the elements of the covariance
matrix mA since
1
4
(
1 + g2
)
= detMA = detmA =
〈
qˆ2A
〉 〈
pˆ2A
〉− 1
4
(〈qˆApˆA〉+ 〈pˆAqˆA〉)2 , (3.35)
where we have used detSA 6= 0. When g = 0, the mode A is in a pure state.
Meaning that there is no need of a purification partner. This is in agreement with
the behavior of the entanglement entropy SEE(A,B) when g = 0
lim
g→0
SEE(A,B) = 0 . (3.36)
Corresponding to the case in which the total system AB is in a product state, or
equivalently both A and B are in a pure state. If g 6= 0, the mode A is in a mixed
state, meaning that there is a purification partner mode B. Hereafter, we assume
g 6= 0, i.e., the mode A is in a mixed state. The final goal of this section is to find an
expression for partner B written in terms of the spatial profiles of partner A. That
series of expressions is what we will refer as the partner formula. In figure (3.1) a
schematic representation of the meaning of partner formula is presented. In order to
find such partner formula, we have to solve for mode B the purification constraints
given by the covariance matrix of equation (3.28).
43
3.1. DERIVATION: VACUUM STATE CHAPTER 3.
Spatial
Profiles
x
XB(x)XA(x)
Mode A Partner B
Partner Formula
Figure 3.1: Meaning of partner formula. For arbitrary fixed spatial profiles of the
original mode A, our partner formula give us the form of the spatial profiles of the
associated purification partner B. In this figure for simplicity only the X profile
is shown when the total system is a 1+1 dimensional scalar field. Notice that the
profiles XA(x) XB(x) do not have an overlap, however there are cases in which the
profiles do have an overlap.
3.1.2 Constraints from covariance matrix
In the following, the notation
〈
Oˆ
〉
=
〈
0
∣∣∣ Oˆ ∣∣∣0〉 represents the vacuum expectation
value of operator Oˆ. After a symplectic transformation to a pure state we have:〈
Qˆ2A
〉
=
〈
Pˆ 2A
〉
=
〈
Qˆ2B
〉
=
〈
Pˆ 2B
〉
=
1
2
√
1 + g2 , (3.37)
1
2
〈
QˆAPˆA + PˆAQˆA
〉
= 0 , (3.38)
1
2
〈
QˆBPˆB + PˆBQˆB
〉
= 0 . (3.39)
The previous equations together with the expectation value of the commutation
relations: 〈
QˆAPˆA
〉
−
〈
PˆAQˆA
〉
= ı , (3.40)〈
QˆBPˆB
〉
−
〈
PˆBQˆB
〉
= ı , (3.41)
implies the following relations:〈
QˆAPˆA
〉
= −
〈
PˆAQˆA
〉
=
ı
2
, (3.42)〈
QˆBPˆB
〉
= −
〈
PˆBQˆB
〉
=
ı
2
. (3.43)
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The remaining conditions such as B is a purification partner of A are given by:〈
QˆAPˆB
〉
=
〈
PˆBQˆA
〉
= 0 , (3.44)〈
QˆBPˆA
〉
=
〈
PˆAQˆB
〉
= 0 , (3.45)〈
QˆAQˆB
〉
=
〈
QˆBQˆA
〉
=
g
2
, (3.46)〈
PˆAPˆB
〉
=
〈
PˆBPˆA
〉
= −g
2
. (3.47)
Equations (3.37), (3.42), (3.43), (3.42) are the constraints that the wanted partner
formula must satisfy. Lets consider the Fourier decomposition of QˆA and PˆA in
terms of the creation aˆ†k and annihilation aˆk:
QˆA =
(√
1 + g2
2
)1/2 N−1∑
k=0
(
Q∗A(k)aˆk +QA(k)aˆ
†
k
)
, (3.48)
PˆA =
(√
1 + g2
2
)1/2 N−1∑
k=0
(
P ∗A(k)aˆk + PA(k)aˆ
†
k
)
. (3.49)
Similarly the Fourier decomposition of QˆB and PˆB in terms of the creation aˆ
†
k and
annihilation aˆk:
QˆB =
(√
1 + g2
2
)1/2 N−1∑
k=0
(
Q∗B(k)aˆk +QB(k)aˆ
†
k
)
, (3.50)
PˆB =
(√
1 + g2
2
)1/2 N−1∑
k=0
(
Pˆ ∗B(k)aˆk + PˆB(k)aˆ
†
k
)
. (3.51)
Since the annihilation operator aˆk satisfy by definition:
aˆk |0〉 = 0 , (3.52)
or equivalently
〈0| aˆ†k = 0 , (3.53)
which means that the commutator:〈[
aˆk, a
†
k′
]〉
=
〈
aˆka
†
k′
〉
= δkk′ . (3.54)
The vacuum expectation value of two operators Oˆ1 and Oˆ2 written in terms of its
Fourier components is given by:
Oˆ1 =
(√
1 + g2
2
)1/2 N−1∑
k=0
(
Oˆ∗1(k)aˆk + Oˆ1(k)aˆ
†
k
)
, (3.55)
Oˆ2 =
(√
1 + g2
2
)1/2 N−1∑
k=0
(
Oˆ∗2(k)aˆk + Oˆ2(k)aˆ
†
k
)
, (3.56)
〈
Oˆ1Oˆ2
〉
=
(√
1 + g2
2
)
N−1∑
k=0
Oˆ1(k)
∗Oˆ2(k) , (3.57)
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where this notation Oˆ1 and Oˆ2 are operators QˆA, PˆA, QˆB, PˆB. The conditions in
equations (3.37), (3.42), (3.43), (3.42) are written as:
〈
Qˆ2A
〉
=
(√
1 + g2
2
)
−→
N−1∑
k=0
Q∗A(k)QA(k) = 1 , (3.58)
〈
Pˆ 2A
〉
=
(√
1 + g2
2
)
−→
N−1∑
k=0
P ∗A(k)PA(k) = 1 , (3.59)
〈
Qˆ2B
〉
=
(√
1 + g2
2
)
−→
N−1∑
k=0
Q∗B(k)QB(k) = 1 , (3.60)
〈
Pˆ 2B
〉
=
(√
1 + g2
2
)
−→
N−1∑
k=0
Pˆ ∗B(k)PˆB(k) = 1 . (3.61)
〈
QˆAPˆA
〉
=
ı
2
−→
N−1∑
k=0
Q∗A(k)PA(k) =
ı√
1 + g2
, (3.62)
〈
QˆBPˆB
〉
=
ı
2
−→
N−1∑
k=0
Q∗B(k)PˆB(k) =
ı√
1 + g2
, (3.63)
〈
QˆAPˆB
〉
= 0 −→
N−1∑
k=0
Q∗A(k)PˆB(k) = 0 , (3.64)
〈
QˆBPˆA
〉
= 0 −→
N−1∑
k=0
Q∗B(k)PˆB(k) = 0 , (3.65)
〈
QˆAQˆB
〉
=
g
2
−→
N−1∑
k=0
Q∗B(k)QB(k) =
g√
1 + g2
, (3.66)
〈
PˆAPˆB
〉
= −g
2
−→
N−1∑
k=0
Pˆ ∗B(k)PˆB(k) = −
g√
1 + g2
. (3.67)
By introducing an angular variable θ, such as:
cos (θ) =
1√
0 + g2
, sin (θ) =
g√
1 + g2
, (3.68)
the calculation of the partner formula gets simplified. We warn the reader to not
confuse this angular variable written in terms of g with the θ from the symplectic
transformation. After the derivation of the partner formula this angular variable
will be expressed in terms of g. This angular variable was introduced momentarily
for the derivation of the partner formula. Then, defining an inner product:
〈U, V 〉 =
N−1∑
k=0
U∗(k)V (k) , (3.69)
where U and V might represent QˆA, QˆB, PˆA, PˆB. Then the conditions in equations
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(3.37), (3.42), (3.43), (3.42) can be written as:
〈
Qˆ2A
〉
=
(√
1 + g2
2
)
−→
〈
QˆA, QˆA
〉
= 1 , (3.70)
〈
Pˆ 2A
〉
=
(√
1 + g2
2
)
−→
〈
PˆA, PˆA
〉
= 1 , (3.71)
〈
Qˆ2B
〉
=
(√
1 + g2
2
)
−→
〈
QˆB, QˆB
〉
= 1 , (3.72)
〈
Pˆ 2B
〉
=
(√
1 + g2
2
)
−→
〈
PˆB, PˆB
〉
= 1 , (3.73)
〈
QˆAPˆA
〉
=
ı
2
−→
〈
QˆA, PˆA
〉
= ı cos(θ) , (3.74)〈
QˆBPˆB
〉
=
ı
2
−→
〈
QˆB, PˆB
〉
= ı cos(θ) , (3.75)〈
QˆAPˆB
〉
= 0 −→
〈
QˆA, PˆB
〉
= 0 , (3.76)〈
QˆBPˆA
〉
= 0 −→
〈
QˆB, PˆA
〉
= 0 , (3.77)〈
QˆAQˆB
〉
=
g
2
−→
〈
QˆA, QˆB
〉
= sin(θ) , (3.78)〈
PˆAPˆB
〉
= −g
2
−→
〈
PˆA, PˆB
〉
= − sin(θ) . (3.79)
Before proceeding with the derivation of the partner formula, a short comment
regarding the locality of original mode A and partner B is added. In equations
(3.30)-(3.33) it is established the locality conditions that the partner B must satisfy.
These equations can be rewritten in terms of the fourier decomposition (3.48) (3.49)
and (3.50) (3.51) and the inner product as follows:〈
QˆA, QˆB
〉
−
〈
QˆB, QˆA
〉
= 0 , (3.80)〈
QˆA, PˆB
〉
−
〈
PˆB, QˆA
〉
= 0 , (3.81)〈
PˆA, QˆB
〉
−
〈
QˆB, PˆA
〉
= 0 , (3.82)〈
PˆA, PˆB
〉
−
〈
PˆB, PˆA
〉
= 0 . (3.83)
From the inner product conditions in equations (3.76)-(3.79) it turns out that the
locality conditions in equations (3.30)-(3.33) are satisfied. Therefore, a partner
formula derived from those conditions the locality between original mode A and
partner B is guaranteed. Let us return to the derivation of the partner formula.
From equations (3.74) and (3.78) it follows that:∣∣∣〈PˆA, QˆA〉∣∣∣2 + ∣∣∣〈QˆB, QˆA〉∣∣∣2 = 1 . (3.84)
In addition, equations (3.71) and (3.72) imply that PˆA and QˆB are unit vectors
with the defined inner product. Furthermore, they are orthogonal to each other as
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equation (3.77) shows. Together with equation (3.84) imply that each QA(k) can be
written as linear combination of PA(k) and QB(k)
QA(k) =
〈
PˆA, QˆA
〉
PA(k) +
〈
QˆB, QˆA
〉
QB(k) , (3.85)
which is equivalent to:
QA(k) = −ı cos θ PA(k) + sin θ QB(k) . (3.86)
A similar calculation starting from equations (3.75) and (3.79) shows that:∣∣∣〈PˆA, PˆB〉∣∣∣2 + ∣∣∣〈QˆB, PˆB〉∣∣∣2 = 1 , (3.87)
PB(k) =
〈
PˆA, PˆB
〉
PA(k) +
〈
QˆB, PˆB
〉
QB(k) , (3.88)
which is equivalent to:
PB(k) = − sin θ PA(k) + ı cos θ QB(k) . (3.89)
Solving B in terms of A from equations (3.86) and (3.89), and writing the results as
a function of g, we have:
QB(k) =
√
1 + g2
g
QA(k) +
ı
g
PA(k) , (3.90)
PB(k) = −
√
1 + g2
g
PA(k) +
ı
g
QA(k) . (3.91)
Substituting the last equations on (3.50) and (3.51) we found the partner formula
written in terms of the Fourier decomposition:
QˆB =
√
1 + g2
g
QˆA − ı
g
(√
1 + g2
2
)1/2 N−1∑
k=0
(
P ∗A(k)aˆk − PA(k)aˆ†k
)
, (3.92)
PˆB = −
√
1 + g2
g
PˆA − ı
g
(√
1 + g2
2
)1/2 N−1∑
k=0
(
Q∗A(k)aˆk −QA(k)aˆ†k
)
.(3.93)
It is convenient to write the partner formula in terms of the spatial profiles.
QˆA =
(√
1 + g2
2
)1/2 N∑
n=1
(XA(n)qˆn + YA(n)pˆn) , (3.94)
PˆA =
(√
1 + g2
2
)1/2 N∑
n=1
(ZA(n)qˆn +WA(n)pˆn) , (3.95)
QˆB =
(√
1 + g2
2
)1/2 N∑
n=1
(XB(n)qˆn + YB(n)pˆn) , (3.96)
PˆB =
(√
1 + g2
2
)1/2 N∑
n=1
(ZB(n)qˆn +WB(n)pˆn) . (3.97)
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The partner formula that will be derived at the end of this section is an expression
for the spatial profiles XB, YB, ZB and WB in terms of the original local mode A
spatial profiles XA, YA, ZA and WA. In order to do so, by using the orthogonality
of the modes uk(n) in equation (3.9) and equations (3.10) (3.11), it is possible to
write:
aˆk =
N∑
n=1
u∗k(n)
(√
ωk
2
qˆn +
ı√
2ωk
pˆn
)
, (3.98)
aˆ†k =
N∑
n=1
uk(n)
(√
ωk
2
qˆn − ı√
2ωk
pˆn
)
. (3.99)
By using equations (3.48) and (3.49) it is possible to relate the Fourier coefficients
with the spatial profiles as follows:
XA(n) =
N−1∑
k=0
√
ωk
2
[Q∗A(k)u
∗
k(n) +QA(k)uk(n)] , (3.100)
YA(n) =
N−1∑
k=0
ı
1√
2ωk
[Q∗A(k)u
∗
k(n)−QA(k)uk(n)] , (3.101)
ZA(n) =
N−1∑
k=0
√
ωk
2
[P ∗A(k)u
∗
k(n) + PA(k)uk(n)] , (3.102)
WA(n) =
N−1∑
k=0
ı
1√
2ωk
[P ∗A(k)u
∗
k(n)− PA(k)uk(n)] . (3.103)
Similarly for the partner B spatial profiles:
XB(n) =
N−1∑
k=0
√
ωk
2
[Q∗B(k)u
∗
k(n) +QB(k)uk(n)] , (3.104)
YB(n) =
N−1∑
k=0
ı
√
1
2ωk
[Q∗B(k)u
∗
k(n)−QB(k)uk(n)] , (3.105)
ZB(n) =
N−1∑
k=0
√
ωk
2
[P ∗B(k)u
∗
k(n) + PB(k)uk(n)] , (3.106)
WB(n) =
N−1∑
k=0
ı
√
1
2ωk
[P ∗B(k)u
∗
k(n)− PB(k)uk(n)] . (3.107)
Finally the partner formula written in terms of the spatial profiles can be sum-
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marized as follows:
QˆA =
(√
1 + g2
2
)1/2 N∑
n=1
(XA(n)qˆn + YA(n)pˆn) , (3.108)
PˆA =
(√
1 + g2
2
)1/2 N∑
n=1
(ZA(n)qˆn +WA(n)pˆn) , (3.109)
QˆB =
(√
1 + g2
2
)1/2 N∑
n=1
(XB(n)qˆn + YB(n)pˆn) , (3.110)
PˆB =
(√
1 + g2
2
)1/2 N∑
n=1
(ZB(n)qˆn +WB(n)pˆn) , (3.111)
XB(n) =
√
1 + g2
g
XA(n)− 2
g
N∑
n′
∆p(n− n′)WA(n′) , (3.112)
YB(n) =
√
1 + g2
g
YA(n) +
2
g
N∑
n′
∆q(n− n′)ZA(n′) , (3.113)
ZB(n) = −
√
1 + g2
g
ZA(n)− 2
g
N∑
n′
∆p(n− n′)YA(n′) , (3.114)
WB(n) = −
√
1 + g2
g
WA(n) +
2
g
N∑
n′
∆q(n− n′)XA(n′) , (3.115)
∆q(n− n′) = 1
N
N−1∑
k=0
1
2ωk
exp
[
ı
2pi
N
k(n− n′)
]
, (3.116)
∆p(n− n′) = 1
N
N−1∑
k=0
ωk
2
exp
[
ı
2pi
N
k(n− n′)
]
. (3.117)
Equations (3.112) (3.113) (3.114) and (3.115) define the spatial structure of part-
ner B in terms of the original mode A. These equations and their generalization
to the continuum are the partner equations that we will use in the later sections of
this dissertation. Before proceeding to take the continuum limit, let us study their
structure.
Let us consider equations (3.113) together with (3.114). In the case we consider
a special original mode A such as YA and ZA are equal to zero; the partner formula
tell implies that YB and ZB will be equal to zero. This is the same as to say that
the reduced covariance matrix for each oscillator mA and mB are diagonal matrices
even before the symplectic transformation.
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3.1.3 Classes of Partners
Now let us consider the possible classes of partners that can be obtained from equa-
tions (3.112) (3.113) (3.114) and (3.115). In general we see that the spatial profiles
of partner B depends on the original mode spatial profiles plus some contribution
coming from the product of a two point functions times another spatial profiles of
the original mode A. Let us suppose the case in which the spatial profiles of the
original mode A are restricted to the first L sites on the chain:
L ≤ N , (3.118)
X
(L)
A (n)
{
6= 0 1 ≤ n ≤ L ,
= 0 L < n ≤ N , (3.119)
Y
(L)
A (n)
{
6= 0 1 ≤ n ≤ L ,
= 0 L < n ≤ N , (3.120)
Z
(L)
A (n)
{
6= 0 1 ≤ n ≤ L ,
= 0 L < n ≤ N , (3.121)
W
(L)
A (n)
{
6= 0 1 ≤ n ≤ L ,
= 0 L < n ≤ N . (3.122)
The term farther to the right in equations (3.112) (3.113) (3.114) and (3.115)
contributes to both regions n ≤ L and n > L. We will have spatially overlapped
partners such as:
(3.123)
XB(n) 6= 0 when1 ≤ n ≤ L , (3.124)
YB(n) 6= 0 when1 ≤ n ≤ L , (3.125)
ZB(n) 6= 0 when1 ≤ n ≤ L , (3.126)
WB(n) 6= 0 when1 ≤ n ≤ L . (3.127)
However, for some specific spatial profiles we also have spatially separated part-
ners such as if original mode satisfies equations (3.119)-(3.122) and the partner B
satisfies:
L ≤ N , (3.128)
X
(L)
B (n)
{
= 0 1 ≤ n ≤ L ,
6= 0 L < n ≤ N , (3.129)
Y
(L)
B (n)
{
= 0 1 ≤ n ≤ L ,
6= 0 L < n ≤ N , (3.130)
Z
(L)
B (n)
{
= 0 1 ≤ n ≤ L ,
6= 0 L < n ≤ N , (3.131)
W
(L)
B (n)
{
= 0 1 ≤ n ≤ L ,
6= 0 L < n ≤ N . (3.132)
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We have spatially separated partners when there is no overlap between the spatial
profiles of partner B and the original mode A. These spatially separated partners
were investigated in detailed by Botero and Reznik [18]. They study the structure
of vacuum entanglement of two complementary segments in a linear harmonic chain.
They focused on the case in which the linear chain can be divided in two parts, A˜
and B˜, an defined the purification partner such as the original mode A is restricted
to a region A˜ of the chain, while partner B spatial support is restricted to region
B˜ of the linear harmonic chain. In addition they also focused on the case in which
both original mode A and partner B do not have the presence of correlations among
q and p such as the symplectic transformation does not mix q and p. They restricted
their partner analysis to the case:
Y
(L)
A = 0 , Z
(L)
A = 0 . (3.133)
Their results can be obtained from our partner formula by considering equations
(3.112) and (3.115) together with the restrictions imposed by a spatial separable
partner (equations (3.119)-(3.122) and (3.129)-(3.132)). As in reference [18] it is
possible to show that there are spatial separated partners when the eigenvectors
X
(L)
A satisfy the following eigenvalue equation:(
∆(L)p ∆
(L)
q
)
X
(L)
A (g) =
1 + g2
4
X
(L)
A (g) , (3.134)
where X
(L)
A (g) is a vector restricted to the first L sites of the chain. ∆
(L)
q and ∆
(L)
p
are defined from equations (3.116) and (3.117) respectively when we restrict them to
the first L sites of the chain. Each vector X
(L)
A (g) has an associated value of g, such
as the eigenvalue of
(
∆
(L)
p ∆
(L)
q
)
is (1 + g2)/4. For every X
(L)
A (g) with g 6= 0 there
will be an associated XB(L)(g). Therefore, there are as many spatially separated
partners as values of g 6= 0. In reference [18], Botero and Reznik solved analitically
and numerically the eigenvector equation (3.134) for several regimes, including the
strong coupling regime related to a divergent correlation length. For this regime,
they showed that adding all the spatially separated partners contributions sum up
to give the logarithmic dependence with respect to the segment size and the lattice
separation [9] [10]. In the development of this research the same results are also
derived. By numerically solving equation (3.134), in agreement with reference [18],
for η = 108, or equivalent with fixed mass m = 1 and small value of  = 10−4 for
the highest eigenvalue we obtain the numerical results for N = 40 and L = 20 that
can be found in figures (3.2) and figure (3.3). In figure (3.3), the y-axis scale in
which the zero level does not appear is such as to appreciate the behavior of the
spatial profiles. Similar like in figure (3.2) the original mode A has no support in
the right region and the partner B has no support in the left region. As it can be
seen on both figures the original mode A is located in the region 1 ≤ n ≤ 20 while
the partner B is located in the region 21 ≤ n ≤ 40. Therefore they are spatially
separated partners.
It must be emphasized that our results go beyond Reznik and Botero results [18].
While they only focused on a specific case of spatially separated partners, our results
focused on the most general definition of the purification partner for a linear chain,
including both spatially and overlapped partners. In addition, as it will be explained
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on the next section, the partner formula is also extended to the case in which the
initial state of the system is an excited given by the free evolution of the quantum
field in an arbitrary curved-space.
An explicit example of overlapped partners will be given at the end of this section
as a small application of the continuum limit partner formula. Notice that the
concept of spatially overlapped or separated partner is not restricted to the discrete
or continuum model. The reasons for which the explicit example of a the spatially
overlapped partner was chosen to be done in the continuum will be explained at the
corresponding moment.
10 20 30 40
n
0.1
0.2
0.3
0.4
0.5
0.6
XA
XB
Figure 3.2: Example of spatially separated partners. The red curve represents the
spatial profile XA of original mode A for a lattice chain with N = 40 elements,
lattice separation  = 10−4 and m = 1. The blue curve represents the spatial profile
XB of the partner mode B. Notice there is no overlap between the X profiles of the
original mode A and its associated purification partner B
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10 20 30 40
n
0.002677
0.002678
0.002679
0.002680
WA
WB
Figure 3.3: Example of spatially separated partners. The orange curve represents
the spatial profile WA of original mode A for a lattice chain with N = 40 elements,
lattice separation  = 10−4 and m = 1. The purple curve represents the spatial
profile WB of the partner mode B. Notice there is no overlap between the W
profiles of the original mode A and its associated purification partner B
3.1.4 Continuum Limit
In the remaining part of this section we will derive the continuum version of the part-
ner formula and we will use it to give an explicit example of an spatially overlapped
partner.
For the 1-dimensional harmonic oscillator chain it has been obtained the formula
for the partner (QˆB, PˆB) in terms of (QˆA, PˆA). The extension to an n-dimensional
harmonic oscillator lattice is as follows:
QˆA =
(√
1 + g2
2
)1/2∑
n
(XA(n)qˆn + YA(n)pˆn) , (3.135)
PˆA =
(√
1 + g2
2
)1/2∑
n
(ZA(n)qˆn +WA(n)pˆn) , (3.136)
QˆB =
(√
1 + g2
2
)1/2∑
n
(XB(n)qˆn + YB(n)pˆn) , (3.137)
PˆB =
(√
1 + g2
2
)1/2∑
n
(ZB(n)qˆn +WB(n)pˆn) , (3.138)
where n is a vector in a n-dimensional vector space, qˆn and pˆn are the position and
momenta of each oscillator. The partner B is given in terms of the original A as
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follows:
XB(n) =
√
1 + g2
g
XA(n)− 2
g
∑
n′
∆p(n− n′)WA(n′) , (3.139)
YB(n) =
√
1 + g2
g
YA(n) +
2
g
∑
n′
∆q(n− n′)ZA(n′) , (3.140)
ZB(n) = −
√
1 + g2
g
ZA(n)− 2
g
∑
n′
∆p(n− n′)YA(n′) , (3.141)
WB(n) = −
√
1 + g2
g
WA(n) +
2
g
∑
n′
∆q(n− n′)XA(n′) , (3.142)
where ∆q and ∆p are the generalization of equations (3.116) and (3.117) to a n
dimensional lattice
∆q(n− n′) = 1
Nn
∑
k
1
2Ek
exp
[
ı
2pi
N
k · (n− n′)
]
, (3.143)
∆p(n− n′) = 1
Nn
∑
k
Ek
2
exp
[
ı
2pi
N
k · (n− n′)
]
. (3.144)
To take the continuum limit:
qˆn −→
√
mnφˆ(t,x) , (3.145)
pˆn −→
√
n
m
Πˆ(t,x) , (3.146)∑
n
n... −→
∫
dnx... , (3.147)
∑
k
... −→
(
N
2pi
)n ∫
dnk... , (3.148)
n −→ x , (3.149)
where  is the lattice separation
∆q(n− n′) = 1
Nn
∑
k
1
2Ek
exp
[
ı
2pi
N
k · (n− n′)
]
=
1
Nn
(
N
2pi
)n ∫
dnk
1
2Ek
exp [ık · (x− x′)] , (3.150)
∆q(n− n′) = n∆q(x− x′) . (3.151)
And similar for ∆p
∆q(n− n′) = n∆q(x− x′) (3.152)
55
3.1. DERIVATION: VACUUM STATE CHAPTER 3.
QˆA =
(√
1 + g2
2
)1/2∑
n
(XA(n)qˆn + YA(n)pˆn) , (3.153)
QˆA =
(√
1 + g2
2
)1/2∑
n
n
[
XA(n)√
n
qˆn√
n
+
YA(n)√
n
pˆn√
n
]
, (3.154)
QˆA =
(√
1 + g2
2
)1/2 ∫
dnx
[
XA(x)φˆ
S(x) + YA(x)Πˆ
S(x)
]
. (3.155)
Then the continuum limit of XA(n) can be obtained by:
XA(n) −→
√
nXA(x) . (3.156)
Similar equations hold for YA, ZA and WA
YA(n) −→
√
nYA(x) , (3.157)
ZA(n) −→
√
nZA(x) , (3.158)
WA(n) −→
√
nWA(x) . (3.159)
The continuum limit formula for the partner B in terms of the original mode A, the
first main result of this dissertation, can be written as:
QˆA =
(√
1 + g2
2
)1/2 ∫
dnx
[
XA(x)φˆ
S(x) + YA(x)Πˆ
S(x)
]
, (3.160)
PˆA =
(√
1 + g2
2
)1/2 ∫
dnx
[
ZA(x)φˆ
S(x) +WA(x)Πˆ
S(x)
]
, (3.161)
QˆB =
(√
1 + g2
2
)1/2 ∫
dnx
[
XB(x)φˆ
S(x) + YB(x)Πˆ
S(x)
]
, (3.162)
PˆB =
(√
1 + g2
2
)1/2 ∫
dnx
[
ZB(x)φˆ
S(x) +WB(x)Πˆ
S(x)
]
, (3.163)
XB(x) =
√
1 + g2
g
XA(x)− 2
g
∫
dnx′∆p(x− x′)WA(x′) , (3.164)
YB(x) =
√
1 + g2
g
YA(x) +
2
g
∫
dnx′∆q(x− x′)ZA(x′) , (3.165)
ZB(x) = −
√
1 + g2
g
ZA(x)− 2
g
∫
dnx′∆p(x− x′)YA(x′) , (3.166)
WB(x) = −
√
1 + g2
g
WA(x) +
2
g
∫
dnx′∆q(x− x′)XA(x′) . (3.167)
We would like to finish this section with an explicit example of a spatially over-
lapped partner with the continuum partner formula. We choose the continuum
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formula to show the overlapped partners since it is more easy to identify the over-
lap of the spatial profiles for continuum partners. For simplicity, we consider a
model in (1+1) dimensions in which the mass of the scalar field is m = 1. The
original mode A was fixed with Gaussian spatial profiles and zA = wA = 0. The
spatial profiles XA(x)and YA(x) are obtained from the symplectic transformation
of xA(x) = exp[−x2] and wA(x) =
√
3/(2pi) exp[1/3] exp[−(x − 1)2/2], where these
functions satisfy the constraint coming from the canonical commutation relation.The
results for spatially overlapped partners are presented in figures (3.4) and (3.5)
Notice that we have an spatially overlapped partners since there is an overlap
between the supports of the mode A and its corresponding partner B. The reader
might be tempted to argue that this is the case since we are working with Gaussian
profiles. However, it must be noticed that in general the partners do have some
overlap. Only for some specific profiles that satisfy the eigenvalue condition (3.134)
is when we have spatially separated partners.
In chapter 4 we will see how much the expansion rate in an expanding universe
model affects the partner B in figures 3.4 and 3.5.
-4 -2 2 4 x
-1.0
-0.5
0.5
1.0
1.5
XA
XB
Figure 3.4: Spatially Overlapped Partner: X profiles. The red curve represents the
spatial profile XA of the original Gaussian mode A. The blue curve represents the
spatial profile XB of the partner mode mode B, obtained by the partner formula.
Notice there is an overlap between the supports of the mode A and its corresponding
partner B
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-4 -2 2 4 x
-1.0
-0.5
0.5
1.0
1.5
WA
WB
Figure 3.5: Spatially Overlapped Partner: W profiles. The purple curve represents
the spatial profile WA of the original Gaussian mode A. The green curve represents
the spatial profileWB of the partner mode mode B, obtained by the partner formula.
Notice there is an overlap between the supports of the mode A and its corresponding
partner B
3.2 Derivation: Excited state
In this section we derive the partner formula associated to an excited state from the
vacuum through the free evolution of the quantum field in a (n+1) curved spacetime
gµν . We assume that there are two regions in and out where the spacetime is
flat. Let (t,x) and (t¯, x¯) the coordinate systems associated to the in and out
region respectively.
ds2 = gµνdx
µdxν =
{
−dt2 + dx2 in the in region.
−dt¯2 + dx¯2 in the out region. (3.168)
Notice that we have not imposed any constraints to the metric gµν in the inter-
mediate region between the in and out flat regions. In addition let us assume
that the spacetime is globally hyperbolic, such as it can be foliated into a family of
spatial slices στ with τ a continuous parameter that can be considered as time. Let
us consider the unitary evolution operator Uˆ(t¯, t0) of a scalar field φˆ in this n + 1
dimensional space-time. This operator is constructed by the Hamiltonian H of the
field as follows:
Uˆ(t¯, t0) = T exp
[
−ı
∫ t¯
t0
dτH(τ)
]
. (3.169)
Notice that the Hamiltonian H(τ) is considered to be time dependent due to the
curved spacetime background. If we assume the field to be originally in the vacuum
state |0〉 at time t = t0 in the in region, then the state of the field at time t¯ is
58
CHAPTER 3. 3.2. DERIVATION: EXCITED STATE
given by:
|ψ(t¯)〉 = Uˆ(t¯, t0) |0〉 . (3.170)
The goal of this section is to calculate the partner formula for state |ψ(t¯)〉 in the
out region. The starting point of the calculation is the original mode A at some
observation time t¯ = tobs:
qˆA =
∫
dnx¯
(
xA(x¯)φˆ
S(x¯) + yA(x¯)Πˆ
S(x¯)
)
, (3.171)
pˆA =
∫
dnx¯
(
zA(x¯)φˆ
S(x) + wA(x¯)Πˆ
S(x¯)
)
, (3.172)
where φˆ is the scalar field and Πˆ is its canonical momentum. The super-index S is
to indicate we consider the operators to be in the Schrodinger representation. Our
goal is to perform quantum information protocols with the partners. In other words,
at t¯ = tobs there will be an experimenter that will use original mode A to perform
a quantum information protocol, let it be entanglement harvesting, quantum tele-
portation, etc. This experimenter natural way to deal with the original mode A
and its partner B will be to use his Schrodinger operators. Therefore, it is natural
that the field and its canonical momentum are in the Schrodinger representation.
The functions xA, yA, zA and wA are the spatial profiles that the experimenter must
tuned up such as to construct the original mode A. Figure 3.6 contains a pictorial
representation of the setup for the calculation of the partner formula. In this sec-
tion we will find the purification partner B, represented with a green circle in figure
3.6, associated to the original mode A, represented with an orange circle in figure
3.6. Our results indicate that the partners play a role of a memory storage of the
dynamics information, i.e the spatial profiles change depending on the parameters
in the unitary evolution of the free field in the curved spacetime.
Because of the commutation relations
[qˆA, pˆA] = ı , (3.173)
and: [
φˆS(x¯), ΠˆS(x¯′)
]
= δ(n)(x¯− x¯′) , (3.174)[
φˆS(x¯), φˆS(x¯′)
]
= 0 , (3.175)[
ΠˆS(x¯), ΠˆS(x¯′)
]
= 0 , (3.176)
we have the following constraint for the construction of the original mode A∫
dnx¯ (xA(x¯)wA(x¯)− yA(x¯)zA(x¯)) = 1 . (3.177)
The initial state of the field at time t = t0, the vacuum |0〉, is a Gaussian state.
In addition, since we are considering a bi-linear Hamiltonian the state |ψ(t)〉 defined
in equation (3.170) is also Gaussian. Therefore, it is possible to calculate for the
original mode A the partner B by using the approach of the covariance matrix. In
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Out Region
ds2 = −dt¯2 + dx¯2
In Region
ds2 = −dt2 + dx2
ds2 = gµνdx
µdxν
t¯obs
t0
|Ψ〉 = Uˆ |0〉
|0〉
Mode A
(qˆA, pˆA)
Partner B
(qˆB, pˆB)
time
space
Figure 3.6: Setup for the partner formula. The spacetime has two flat regions. The
in region at t0 has coordinates (t, x). The out region at t¯ = t¯obs has coordinates
(t¯, x¯). The metric gµν in the intermediate region between the in and out flat
regions is arbitrary. The state of the field in the in region is the vacuum |0〉. In
the out region is an excited state |Ψ〉 given by the unitary evolution Uˆ of the free
field in the curved spacetime. In this figure the original mode A (orange circle) and
its corresponding partner (green circle) are spatially separated. In principle, they
can also be spatially overlapped.
other words, we will be interested to calculate expectation values of operators O as
follows:
〈ψ(t)| O |ψ(t)〉 =
〈
0
∣∣∣ Uˆ †(t¯, t0)OUˆ(t¯, t0) ∣∣∣0〉 . (3.178)
by defining a new operator:
O′ = Uˆ †(t¯, t0)OUˆ(t¯, t0) , (3.179)
the desired expectation value can be calculated in the original vacuum state |0〉
〈ψ(t)| O |ψ(t)〉 = 〈0| O′ |0〉 . (3.180)
From equations (3.171) and (3.172) it is possible to define:
qˆ′A =
∫
dnx¯
(
xA(x¯)φˆ
H(t¯, x¯) + yA(x¯)Πˆ
H(t¯, x¯)
)
, (3.181)
pˆ′A =
∫
dnx¯
(
zA(x¯)φˆ
H(t¯, x¯) + wA(x¯)Πˆ
H(t¯, x¯)
)
, (3.182)
where
φˆH(t¯, x¯) = Uˆ †(t¯, t0)φˆS(x¯)Uˆ(t¯, t0) , (3.183)
ΠˆH(t¯, x¯) = Uˆ †(t¯, t0)ΠˆS(x¯)Uˆ(t¯, t0) , (3.184)
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are the Heisenberg operators at time t¯. This calculation to obtain partner B from
equations (3.171) and (3.172) when the state of the system is |Ψ(t¯)〉, is equivalent to
obtain the partner from equations (3.181) and (3.182) when the state of the system
is in the vacuum state |0〉 at t = t0.
Notice that the prime operators defined in equations (3.181) and (3.182) are noth-
ing but the Heisenberg operators of (3.171) and (3.172). Even though we are using
for the field φ and its conjugate momentum Π the super-indexes S and H to in-
dicate Schrodinger and Heisenberg operators respectively, we decide instead to use
the prime notation for the Heisenberg operators qˆ′A and pˆ
′
A. The reason for this is
because in order to derive the desired partner formula we have to express the Heisen-
berg operators appearing in the right hand side of equations (3.181) and (3.182) in
terms of Schrodinger operators. The Heisenberg operators qˆ′A and pˆ
′
A are written in
terms of Schrodinger operators φS and ΠS. Therefore in order to avoid confusion
to the reader, from now on when we refer to the prime operators qˆ′A and pˆ
′
A, these
are the Heisenberg operators of qˆA and pˆA. At some instance, qˆ
′
A and pˆ
′
A are written
in terms of Schrodinger or Heisenberg operators as indicated by the corresponding
super-indexes S and H.
3.2.1 Heisenberg to Schrodinger
In order to calculate the covariance matrix of operators in equations (3.181) and
(3.182) it is convenient to express the Heisenberg operators in terms of the Schrodinger
operators. At time t¯, the scalar field can be written in terms of the out modes u¯k
φˆH(t¯, x¯) =
∫
dnk
[
ˆ¯aku¯k(t¯, x¯) + ˆ¯a
†
ku¯
∗
k(t¯, x¯)
]
, (3.185)
where the out modes are plane wave modes written in the (t¯, x¯) coordinates
u¯k(t¯, x¯) =
1√
(2pi)n2E¯k
exp
[
ı
(
k · x¯− E¯kt¯
)]
, (3.186)
with
E¯k =
√
k + m¯2 . (3.187)
Notice that in general the mass m of the scalar field in the in region might be
different from m¯, the mass on the out region. Therefore the energies Ek of the mode
expansion in the in region and E¯k of the mode expansion in the out region do
not necessary have the same dispersion relation. The canonical momentum ΠˆH(t¯, x¯)
associated to the field φˆH(t¯, x¯) is:
ΠˆH(t¯, x¯) =
˙ˆ
φH(t¯, x¯) =
∫
dnk(−ıEk)
[
ˆ¯aku¯k(t¯, x¯)− ˆ¯a†ku¯∗k(t¯, x¯)
]
. (3.188)
In this notation, we explicitly leave the super-index H explicitly to indicate that we
are working in the Heisenberg representation. At t = t0 the scalar field is written in
terms of the in modes in the Schrodinger representation:
φˆS(x) =
∫
dnk
[
aˆkuk(t0,x) + aˆ
†
ku
∗
k(t0,x)
]
, (3.189)
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where the in-modes uk are plane wave modes written in the (t,x) coordinates
uk(t0,x) =
1√
(2pi)n2Ek
exp [ı (k · x− Ekt0)] , (3.190)
with
Ek =
√
k +m2 . (3.191)
The canonical momentum is given by:
ΠˆS(x) =
∫
dnk (−ıEk)
[
aˆkuk(t0,x)− aˆ†ku∗k(t0,x)
]
. (3.192)
By witting the Heisenberg operators in equations (3.181) and (3.182) in terms of
the Schrodinger operators in equations (3.189) and (3.192); in the calculation of the
covariance matrix of (3.181) and (3.182) at time t = t0 we will be able to use the
fact that the annihilation aˆk operator:
aˆk |0〉 = 0 . (3.193)
The flow of the calculation to do is as follows:
φˆS = φˆS(aˆk, aˆ
†
k) , (3.194)
aˆk = aˆk(φˆ
S, ΠˆS) , (3.195)
ˆ¯ak = ˆ¯ak(aˆk, aˆ
†
k) , (3.196)
ˆ¯ak = ˆ¯ak(φˆ
S, ΠˆS) , (3.197)
φˆH = φˆH(ˆ¯ak, ˆ¯a
†
k) , (3.198)
φˆH = φˆH(φˆS, ΠˆS) . (3.199)
The modes uk(x) in equation (3.190) satisfy:∫
dnxuk(t0,x)u
∗
k′(t0,x
′) =
1
2Ek
δ(n)(k− k′) . (3.200)
Then it can be shown∫
dxnφˆS(,x)u∗k′(t0,x) =
1
2Ek′
(
aˆk′ + aˆ
†
−k′ exp [ı2Ekt0]
)
, (3.201)∫
dxnΠˆS(,x)u∗k′(t0,x) =
−ı
2
(
aˆk′ − aˆ†−k′ exp [ı2Ekt0]
)
, (3.202)
2Ek′
∫
dxnφˆS(,x)u∗k′(t0,x) =
(
aˆk′ + aˆ
†
−k′ exp [ı2Ekt0]
)
, (3.203)
2ı
∫
dxnΠˆS(,x)u∗k′(t0,x) =
(
aˆk′ − aˆ†−k′ exp [ı2Ekt0]
)
, (3.204)
aˆk′ =
∫
dnx
[
φˆS(,x) (Ek′u
∗
k′(t0,x)) + Πˆ
S(,x) (ıu∗k′(t0,x))
]
, (3.205)
aˆ†k′ =
∫
dnx
[
φˆS(,x) (Ek′uk′(t0,x)) + Πˆ
S(,x) (−ıuk′(t0,x))
]
. (3.206)
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By expressing the out modes in terms of the in modes by using the continuum
version of the bogoliubov coefficients relation in equation (2.29)
ˆ¯ak =
∫
dnk′
(
α∗kk′ aˆk′ − β∗kk′ aˆ†k′
)
, (3.207)
and collecting all the terms that multiply φˆS(x) and ΠˆS(x) respectively:
ˆ¯ak =
∫
dnk′
∫
dnx
[
φˆS(x)h¯kk′(x) + Πˆ
S(x)m¯kk′(x)
]
, (3.208)
h¯kk′(t0,x) = Ek′ (α
∗
kk′u
∗
k′(t0,x)− β∗kk′uk′(t0,x)) . (3.209)
m¯kk′(t0,x) = ı (α
∗
kk′u
∗
k′(t0,x) + β
∗
kk′uk′(t0,x)) . (3.210)
By using equation (3.208) and equation (3.185):∫
dnkˆ¯aku¯k(t¯, x¯) =
∫
dnk
∫
dnk′
∫
dnx
(
φˆS(x)h¯kk′(t0,x)u¯k(t¯, x¯)
+ΠˆS(x)m¯kk′(t0,x)u¯k(t¯, x¯)
)
, (3.211)
H¯(t0, t¯,x, x¯)kk′ = h¯kk′(t0,x)u¯k(t¯, x¯) , (3.212)
M¯(t0, T¯ ,x,x)kk′ = m¯kk′(t0,x)u¯k(t¯, x¯) , (3.213)∫
dnkˆ¯aku¯k(t¯, x¯) =
∫
dnk
∫
dnk′
∫
dnx
(
φˆS(x)H¯(t0, t¯,x, x¯)kk′
+ΠˆS(x)M¯(t0, t¯,x, x¯)kk′
)
, (3.214)∫
dnk¯ˆa†ku¯
∗
k(t¯, x¯) =
∫
dnk
∫
dnk′
∫
dnx
(
φˆS(x)H¯∗(t0, t¯,x, x¯)kk′
+ΠˆS(x)M¯∗(t0, t¯,x, x¯)kk′
)
, (3.215)
φˆH(t¯, x¯) =
∫
dnk
∫
dnk′
∫
dnx
(
φˆS(x)2Re [SH¯(t0, t¯,x, x¯)kk′]
+ΠˆS(x)2Re [M¯(t0, t¯, ,x, x¯)kk′] ) , (3.216)
where the notation Re [...] implies the real part of what is contained between the
brackets. Similarly for the canonical momentum ΠˆH(t¯, x¯)
ΠˆH(t¯, x¯) =
∫
dnk
∫
dnk′
∫
dnx
(
φˆS(x)2E¯kIm
[
Hˆ(t0, t¯,x, x¯)kk′
]
+ΠˆS(x)2E¯kIm
[
Mˆ(t0, t¯,x, x¯)kk′
] )
, (3.217)
where the notation Im [...] implies the imaginary part of what is contained between
the brackets. By defining:
A¯(t¯, x¯, t0,x) =
∫
dnk
∫
dnk′2Re [H¯(t0, t¯,x, x¯)kk′] , (3.218)
B¯(t¯, x¯, t0,x) =
∫
dnk
∫
dnk′2Re [M¯(t0, t¯, ,x, x¯)kk′] , (3.219)
C¯(t¯, x¯, t0,x) =
∫
dnk
∫
dnk′2E¯kIm
[H¯(t0, t¯,x, x¯)kk′] , (3.220)
D¯(t¯, x¯, t0,x) =
∫
dnk
∫
dnk′2E¯kIm
[M¯(t0, t¯, ,x, x¯)kk′] , (3.221)
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then we can write the Heisenberg operators φˆH(t¯, x¯) and ΠˆH(t¯, x¯) in terms of the
Schrodinger operators φˆS(x) and φˆS(x) as follows:
φˆH(t¯, x¯) =
∫
dnxA¯(t¯, x¯, t0,x)φˆS(x) + B¯(t¯, x¯, t0,x)ΠˆS(x) , (3.222)
ΠˆH(t¯, x¯) =
∫
dnxC¯(t¯, x¯, t0,x)φˆS(x) + D¯(t¯, x¯, t0,x)ΠˆS(x) . (3.223)
By using equation (3.181) we set:
q′A =
∫
dnx¯
∫
dnxφˆS(x)
(A¯(t¯, x¯, t0,x)xA(x¯) + C¯(t¯, x¯, t0,x)yA(x¯))
+ΠˆS(x)
(B¯(t¯, x¯, t0,x)xA(x¯) + D¯(t¯, x¯, t0,x)yA(x¯)) . (3.224)
By labeling:
x′A(x) =
∫
dnx¯
(A¯(t¯, x¯, t0,x)xA(x¯) + C¯(t¯, x¯, t0,x)ySA(x¯)) , (3.225)
y′A(x) =
∫
dnx¯
(B¯(t¯, x¯, t0,x)xA(x¯) + D¯(t¯, x¯, t0,x)yA(x¯)) . (3.226)
By a similar calculation using equation (3.182), we set:
z′A(x) =
∫
dnx¯
(A¯(t¯, x¯, t0,x)zA(x¯) + C¯(t¯, x¯, t0,x)wSA(x¯)) , (3.227)
w′A(x) =
∫
dnx¯
(B¯(t¯, x¯, t0,x)zA(x¯) + D¯(t¯, x¯, t0,x)wA(x¯)) . (3.228)
Then at t = t0 the prime operators (3.181) and (3.182) can be written as:
qˆ′A =
∫
dnx
(
x′A(x)φˆ
S(x) + y′A(x)Πˆ
S(x)
)
, (3.229)
pˆ′A =
∫
dnx
(
z′A(x)φˆ
S(x) + w′A(x)Πˆ
S(x)
)
. (3.230)
Notice that the spatial profiles x′A, y
′
A, z
′
A and w
′
A of equations (3.225)-(3.228) are
constructed trough integrals of the Bogoliubov coefficients and the original spatial
profiles fixed by the experimenter when constructing the original mode A in equation
(3.171) (3.172). With these results, now we will proceed to calculate the covariance
matrix and the Entanglement Entropy in order to apply the partner formula to the
prime operators.
3.2.2 Entanglement Entropy
Consider equations (3.181) and (3.182). Then by using (3.189) and (3.192) and
collecting aˆk and aˆ
†
k terms
qˆ′A =
∫
dnx
∫
dnk (x′A(x)− ıEky′A(x)) aˆkuk(t0,x)
+ (x′A(x) + ıEky
′
A(x)) aˆ
†
ku
∗
k(t0,x) , (3.231)
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qˆ′A =
∫
dnx
∫
dnk
[
aˆkMqA(x,k) + aˆ
†
kM
∗
qA(x,k)
]
, (3.232)
where
MqA(x,k) = uk(t0,x) (x
′
A(x− ıEky′A(x)) . (3.233)
Similarly for pˆA just change the sub-index qA→ pA
pˆ′A =
∫
dnx
∫
dnk
[
aˆkMpA(x,k) + aˆ
†
kM
∗
pA(x,k)
]
, (3.234)
where
MpA(x
′,k) = uk(x′) (z′A(x
′)− ıEkw′A(x′)) . (3.235)
Since the action of the in annihilation operators to the vacuum |0〉
aˆk |0〉 = 0 , (3.236)
the vacuum expectation values can be calculated as:〈
0
∣∣ (qˆ′A)2 ∣∣0〉 = ∫ dnx ∫ dnk ∫ dnx′MqA(x,k)M∗qA(x′,k) , (3.237)
〈
0
∣∣ (pˆ′A)2 ∣∣0〉 = ∫ dnx∫ dnk ∫ dnx′MpA(x,k)M∗pA(x′,k) , (3.238)
〈0| pˆ′Aqˆ′A |0〉 =
∫
dnx
∫
dnk
∫
dnx′MpA(x,k)M∗qA(x
′,k) , (3.239)
〈0| qˆ′Apˆ′A |0〉 =
∫
dnx
∫
dnk
∫
dnx′MqA(x,k)M∗pA(x
′,k) . (3.240)
Consider an arbitraryMj(x,k) where the j sub-index can represent any of the labels
{qA, pA}, then:∫
dnkMj(x,k)M
∗
j′(x
′,k) = fHj (x)∆q(x− x′)fHj′ (x′)
− ı
2
δ(n)(x− x′) [fHj (x)gHj′ (x′)− gHj (x)fHj′ (x′)]
+gHj (x)∆p(x− x′)gHj′ (x′) , (3.241)
where it was used the following notation: fqA = xA, fpA = zA, gqA = yA, gpA = wA
and we also used the two point correlation functions:
∆q(x− x′) =
∫
dnkuk(t0,x)u
∗
k(x
′) , (3.242)
∆p(x− x′) =
∫
dnkE2kuk(t0,x)u
∗
k(x
′) . (3.243)
In addition, the relation
δ(n)(x− x′) =
∫
dnk2Ekuk(t0,x)u
∗
k(t0,x
′) , (3.244)
was also used. The vacuum expectation values can be calculated as follows〈
0
∣∣ (qˆ′A)2 ∣∣0〉 = ∫ dnx ∫ dnx′ [x′A(x)∆q(x− x′)x′A(x′) + y′A(x)∆p(x− x′)y′A(x′)] ,
(3.245)
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〈
0
∣∣ (pˆ′A)2 ∣∣0〉 = ∫ dnx ∫ dnx′ [z′A(x)∆q(x− x′)z′A(x′) + w′A(x)∆p(x− x′)w′A(x′)] ,
(3.246)
1
2
〈0| qˆ′Apˆ′A + pˆ′Aqˆ′A |0〉 =
∫
dnx
∫
dnx′Re [x′A(x)∆q(x− x′)z′A(x′)]
+Re [y′A(x)∆p(x− x′)w′A(x′)] , (3.247)
The previous expectation values can be written in terms of the Fourier transforms
of the spatial profiles:
x˜′A(k) =
∫
dnx x′A(x) exp [+ık · x] , (3.248)
similar for y˜′A(k), z˜
′
A(k) and w˜
′
A(k). This convention of the Fourier transforms im-
plies the following convention for the reverse Fourier Transform:
x′A(x) =
1
(2pi)n
∫
dnk x˜′A(k) exp [−ık · x] . (3.249)
By using equations (3.242) and (3.243) it is possible to write equations (3.247)
(3.247) and (3.247) only in terms of the Fourier components:〈
0
∣∣ (qˆ′A)2 ∣∣0〉 = 1(2pi)n
∫
dnk
1
2Ek
[
|x˜′A(k)|2 + E2k |y˜′A(x)|2
]
, (3.250)
〈
0
∣∣ (pˆ′A)2 ∣∣0〉 = 1(2pi)n
∫
dnk
1
2Ek
[
|z˜′A(k)|2 + E2k |w˜′A(x)|2
]
, (3.251)
Re [〈0| qˆ′Apˆ′A |0〉] =
1
(2pi)n
∫
dnk
1
2Ek
Re [x˜′A(k) (z˜′A(k))∗ + E2ky˜′A(k) (w˜′A(k))∗] .(3.252)
With the vacuum expectation values and equation (3.35), the factor g that controls
the amount of entanglement can be calculated as
g =
√
4
〈
0
∣∣ qˆ2A ∣∣0〉 〈0∣∣ pˆ2A ∣∣0〉− (〈0| pˆAqˆA |0〉+ 〈0| qˆApˆA |0〉)2 − 1 , (3.253)
from which the entanglement entropy can be calculated by using equation (3.34).
Now that we have calculated the covariance matrix elements (3.250)-(3.252), we
will proceed to the calculation of partner B. In order to do so, we need first to
consider the symplectic transformation in equation (2.77). For the partner A defined
in equations (3.181) and (3.182), the spatial profilesX ′A, Y
′
A, Z
′
A,W
′
A can be expressed
in terms of x′A, y
′
A, z
′
A, w
′
A as follows:
X ′A(x) =
(
2√
1 + g2
)1/2
exp (σ) [cos(θ)x′A(x) + sin(θ)z
′
A(x)] , (3.254)
Y ′A(x) =
(
2√
1 + g2
)1/2
exp (σ) [cos(θ)y′A(x) + sin(θ)w
′
A(x)] , (3.255)
Z ′A(x) =
(
2√
1 + g2
)1/2
exp (−σ) [cos(θ)z′A(x)− sin(θ)x′A(x)] , (3.256)
W ′A(x) =
(
2√
1 + g2
)1/2
exp (−σ) [cos(θ)w′A(x)− sin(θ)y′A(x)] . (3.257)
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Since the capital letters spatial profiles of partner A will allow us to define partner
B, it is convenient to express the previous equations in a more compact notation in
terms of the Fourier components:
X˜ ′A(k)
EkY˜
′
A(k)
Z˜ ′A(k)
EkW˜
′
A(k)
 =
(
2√
1 + g2
)1/2
exp (σ) 0 0 0
0 exp (σ) 0 0
0 0 exp (−σ) 0
0 0 0 exp (−σ)
×
×

cos θ 0 sin θ 0
0 cos θ 0 sin θ
− sin θ 0 cos θ 0
0 − sin θ 0 cos θ


x˜′A(k)
Eky˜
′
A(k)
z˜′A(k)
Ekw˜
′
A(k)
 , (3.258)

X˜ ′A(k)
EkY˜
′
A(k)
Z˜ ′A(k)
EkW˜
′
A(k)
 =
(
2√
1 + g2
)1/2 [(
exp (σ) 0
0 exp (−σ)
)
⊗ I2
]
×
×
[(
cos θ sin θ
− sin θ cos θ
)
⊗ I2
]
x˜′A(k)
Eky˜
′
A(k)
z˜′A(k)
Ekw˜
′
A(k)
 , (3.259)

X˜ ′A(k)
EkY˜
′
A(k)
Z˜ ′A(k)
EkW˜
′
A(k)
 =
(
2√
1 + g2
)1/2 (
exp (σ) 0
0 exp (−σ)
)
×
×
(
cos θ sin θ
− sin θ cos θ
)
⊗ I2

x˜′A(k)
Eky˜
′
A(k)
z˜′A(k)
Ekw˜
′
A(k)
(3.260)
The energy factor Ek with the Fourier components of Y
′
A and W
′
A comes from the
fact that in the canonical momentum Πˆ mode expansion an energy factor appears.
This can be seen easily by writing equations (3.181) and (3.182) in terms of the
Fourier transform in equation (3.248) by using equations (3.189) and (3.192).
qˆ′A =
1√
(2pi)n
∫
dnk [(aˆkx˜
′
A(k) + h.c)− Ek (ıaˆky˜′A(k) + h.c)] , (3.261)
pˆ′A =
1√
(2pi)n
∫
dnk [(aˆkz˜
′
A(k) + h.c)− Ek (ıaˆkw˜′A(k) + h.c)] . (3.262)
Now that we have the partner A after the sympletic transformation it is possible to
use the continuum limit partner formulas in equations (3.160)-(3.167) for the prime
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operators.
Qˆ′A =
(√
1 + g2
2
)1/2 ∫
dnx
[
X ′A(x)φˆ
S(x) + Y ′A(x)Πˆ
S(x)
]
, (3.263)
Pˆ ′A =
(√
1 + g2
2
)1/2 ∫
dnx
[
Z ′A(x)φˆ
S(x) +W ′A(x)Πˆ
S(x)
]
, (3.264)
Qˆ′B =
(√
1 + g2
2
)1/2 ∫
dnx
[
X ′B(x)φˆ
S(x) + Y ′B(x)Πˆ
S(x)
]
, (3.265)
Pˆ ′B =
(√
1 + g2
2
)1/2 ∫
dnx
[
Z ′B(x)φˆ
S(x) +W ′B(x)Πˆ
S(x)
]
, (3.266)
X ′B(x) =
√
1 + g2
g
X ′A(x)−
2
g
∫
dnx′∆p(x− x′)W ′A(x′) , (3.267)
Y ′B(x) =
√
1 + g2
g
Y ′A(x) +
2
g
∫
dnx′∆q(x− x′)Z ′A(x′) , (3.268)
Z ′B(x) = −
√
1 + g2
g
Z ′A(x)−
2
g
∫
dnx′∆p(x− x′)Y ′A(x′) , (3.269)
W ′B(x) = −
√
1 + g2
g
W ′A(x) +
2
g
∫
dnx′∆q(x− x′)X ′A(x′) . (3.270)
For future calculations it is convenient to write the previous equations in a com-
pact form like in equation (3.260). By Fourier transforming the previous equations
with the definition of the Fourier transform of equation (3.248) such as
X˜ ′B(k) =
√
1 + g2
g
X˜ ′A(k)−
1
g
EkW˜
′
A(k) , (3.271)
Y˜ ′B(k) =
√
1 + g2
g
Y˜ ′A(k) +
1
g
1
Ek
Z˜ ′A(k) , (3.272)
Z˜ ′B(k) = −
√
1 + g2
g
Z˜ ′A(k)−
1
g
EkY˜
′
A(k) , (3.273)
W˜ ′B(k) = −
√
1 + g2
g
W˜ ′A(k) +
1
g
1
Ek
X˜ ′A(k) (3.274)

X˜ ′B(k)
EkY˜
′
B(k)
Z˜ ′B(k)
EkW˜
′
B(k)
 =

√
1+g2
g
0 0 −
√
1+g2
g
0
√
1+g2
g
1
g
0
0 −1
g
−
√
1+g2
g
0
1
g
0 0 −
√
1+g2
g


X˜ ′A(k)
EkY˜
′
A(k)
Z˜ ′A(k)
EkW˜
′
A(k)
(3.275)
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
X˜ ′B(k)
EkY˜
′
B(k)
Z˜ ′B(k)
EkW˜
′
B(k)
 =
[√
1 + g2
g
(
1 0
0 −1
)
⊗ I2 +
+
1
g
(
0 1
1 0
)
⊗
(
0 −1
1 0
)]
X˜ ′A(k)
EkY˜
′
A(k)
Z˜ ′A(k)
EkW˜
′
A(k)
 , (3.276)
3.2.3 Schrodinger to Heisenberg
By using the continuum partner formula, we have obtained equations (3.265) and
(3.266) for the prime partner B defined as:
Qˆ′B = Uˆ
†(t¯, t0)QˆBUˆ(t¯, t0) , (3.277)
Pˆ ′B = Uˆ
†(t¯, t0)PˆBUˆ(t¯, t0) . (3.278)
Remembering that our original objective is to find partner B, with no primes, we
have to reverse the unitary operation:
QˆB = Uˆ(t¯, t0)Qˆ
′
BUˆ
†(t¯, t0) , (3.279)
PˆB = Uˆ(t¯, t0)Pˆ
′
BUˆ
†(t¯, t0) . (3.280)
Since equations (3.265) and (3.266) are written in terms of the Schrodinger operators
it is convenient to rewrite those expressions in the Heisenberg picture. The flow of
the calculation to do is as follows:
φˆH = φˆH(ˆ¯ak, ˆ¯a
†
k) , (3.281)
ˆ¯ak = ˆ¯ak(φˆ
H , ΠˆH) , (3.282)
aˆk = aˆk(ˆ¯ak, ˆ¯a
†
k) , (3.283)
aˆk = aˆk(φˆ
H , ΠˆH) , (3.284)
φˆS = φˆS(aˆk, aˆ
†
k) , (3.285)
φˆS = φˆS(φˆH , ΠˆH) , (3.286)
Qˆ′B = Qˆ
′
B(φˆ
S, ΠˆS) , (3.287)
Qˆ′B = Qˆ
′
B(φˆ
H , ΠˆH) . (3.288)
The modes u¯k(t¯, x¯) in equation (3.186) satisfy:∫
dnx¯u¯k(t¯, x¯)u¯
∗
k′(t¯, x¯) =
1
2E¯k
δ(n)(k− k′) . (3.289)
Then it can be shown∫
dxnφˆH(t¯, x¯)u¯∗k′(t¯, x¯) =
1
2E¯k′
(
ˆ¯ak′ + ˆ¯a
†
−k′ exp
[
ı2E¯kt¯
])
, (3.290)∫
dxnΠˆH(t¯, x¯)u¯∗k′(t¯, x¯) =
−ı
2
(
ˆ¯ak′ − ˆ¯a†−k′ exp
[
ı2E¯kt¯
])
, (3.291)
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2E¯k
∫
dxnφˆH(t¯, x¯)u¯∗k′(t¯, x¯) =
(
ˆ¯ak′ + ˆ¯a
†
−k′ exp
[
ı2E¯kt¯
])
, (3.292)
2ı
∫
dxnΠˆH(t¯, x¯)u¯∗k′(t¯, x¯) =
(
ˆ¯ak′ − ˆ¯a†−k′ exp
[
ı2E¯kt¯
])
, (3.293)
ˆ¯ak′ =
∫
dnx¯
[
φˆH(t¯, x¯)
(
E¯k′u¯
∗
k′(t¯, x¯)
)
+ ΠˆH(t¯, x¯) (ıu¯∗k′(t¯, x¯))
]
, (3.294)
ˆ¯a†k′ =
∫
dnx¯
[
φˆH(t¯, x¯)
(
E¯k′u¯k′(t¯, x¯)
)
+ ΠˆH(t¯, x¯) (−ıu¯k′(t¯, x¯))
]
. (3.295)
By expressing the in modes in terms of the out modes by using the continuum
version of equation (2.28)
aˆk =
∫
dnk′
(
αk′kˆ¯ak′ + β
∗
k′kˆ¯a
†
k′
)
. (3.296)
Collecting all the terms that multiply φˆH(t¯, x¯) and ΠˆH(t¯, x¯) respectively:
aˆk =
∫
dnk′
∫
dnx¯
[
φˆH(t¯, x¯)hk′k(t¯, x¯) + Πˆ
H(t¯, x¯)mk′k(t¯, x¯)
]
, (3.297)
hk′k(t¯, x¯) = E¯k′ (αk′ku¯
∗
k′(t¯, x¯) + β
∗
k′ku¯k′(t¯, x¯)) , (3.298)
mk′k(t¯, x¯) = ı (αk′ku¯
∗
k′(t¯, x¯)− β∗k′ku¯k′(t¯, x¯)) . (3.299)
Then by using equation (3.297):∫
dnkaˆkuk(t0,x) =
∫
dnk
∫
dnk′
∫
dnx¯
(
φˆH(t¯, x¯)hk′k(t¯, x¯)uk(t0,x)
+ΠˆH(t¯, x¯)mk′k(t¯, x¯)uk(t0,x)
)
. (3.300)
With the definitions of:
H(t0, t¯,x, x¯)k′k = hk′k(t¯, x¯)uk(t0,x) , (3.301)
M(t0, t¯,x, x¯)k′k = mk′k(t¯, x¯)uk(t0,x) , (3.302)
∫
dnkakuk =
∫
dnk
∫
dnk′
∫
dnx′
(
φˆH(t¯, x¯)H(t0, t¯,x, x¯)k′k
+ΠˆH(t¯, x¯)M(t0, t¯,x, x¯)k′k
)
, (3.303)∫
dnka†ku
∗
k =
∫
dnk
∫
dnk′
∫
dnx′
(
φˆH(t¯, x¯)H∗(t0, t¯,x, x¯)k′k
+ΠˆH(t¯, x¯)M∗(t0, t¯,x, x¯)k′k
)
, (3.304)
φˆS(x) =
∫
dnk
∫
dnk′
∫
dnx′
(
φˆH(t¯, x¯)2Re [H(t0, t¯,x, x¯)k′k]
+ΠˆH(t¯, x¯)2Re [M(t0, t¯,x, x¯)k′k]
)
, (3.305)
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where the notation Re [...] implies the real part of what is contained between the
brackets. Similarly for the canonical momentum ΠˆS(x) (3.192)
ΠˆS(x) =
∫
dnk
∫
dnk′
∫
dnx′
(
φˆH(t¯, x¯)2EkIm [H(t0, t¯,x, x¯)k′k] (3.306)
+ΠˆH(t¯, x¯)2EkIm [M(t0, t¯,x, x¯)k′k]
)
, (3.307)
where the notation Im [...] implies the imaginary part of what is contained between
the brackets. By defining:
A(t¯, x¯, t0,x) =
∫
dnk
∫
dnk′2Re [H(t0, t¯,x, x¯)k′k] , (3.308)
B(t¯, x¯, t0,x) =
∫
dnk
∫
dnk′2Re [M(t0, t¯,x, x¯)k′k] , (3.309)
C(t¯, x¯, t0,x) =
∫
dnk
∫
dnk′2EkIm [H(t0, t¯,x, x¯)k′k] , (3.310)
D(t¯, x¯, t0,x) =
∫
dnk
∫
dnk′2EkIm [M(t0, t¯,x, x¯)k′k] , (3.311)
then the Schrodinger operators can be written:
φˆS(x) =
∫
dnx¯
(
A(t¯, x¯, t0,x)φˆH(t¯, x¯) + B(t¯, x¯, t0,x)ΠˆH(t¯, x¯)
)
, (3.312)
ΠˆS(x) =
∫
dnx¯
(
C(t¯, x¯, t0,x)φˆH(t¯, x¯) +D(t¯, x¯, t0,x)ΠˆH(t¯, x¯)
)
. (3.313)
Now by using equation (3.265) we get:
Qˆ′B =
(√
1 + g2
2
)1/2 ∫
dnx
∫
dnx¯
(
φˆH(t¯, x¯)A(t¯, x¯, t0,x)X ′B(x)
+φˆH(t¯, x¯)C(t¯, x¯, t0,x)Y ′B(x)
+ΠˆH(t¯, x¯)B(t¯, x¯, t0,x)X ′B(x)
+ΠˆH(t¯, x¯)D(t¯, x¯, t0,x)Y ′B(x)
)
.(3.314)
Then by labeling:
XB(x¯) =
∫
dnx (A(t¯, x¯, t0,x)X ′B(x) + C(t¯, x¯, t0,x)Y ′B(x)) , (3.315)
YB(x¯) =
∫
dnx (B(t¯, x¯, t0,x)X ′B(x) +D(t¯, x¯, t0,x)Y ′B(x)) . (3.316)
A similar calculation using equation (3.266) gives
ZB(x¯) =
∫
dnx (A(t¯, x¯, t0,x)Z ′B(x) + C(t¯, x¯, t0,x)W ′B(x)) , (3.317)
WB(x¯) =
∫
dnx (B(t¯, x¯, t0,x)Z ′B(x) +D(t¯, x¯, t0,x)W ′B(x)) . (3.318)
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Then the prime partner B written in terms of the Heisenberg operators is given by:
Qˆ′B =
(√
1 + g2
2
)1/2 ∫
dnx¯
(
XB(x¯)φˆ
H(t¯, x¯) + YB(x¯)Πˆ
H(t¯, x¯)
)
, (3.319)
Pˆ ′B =
(√
1 + g2
2
)1/2 ∫
dnx¯
(
ZB(x¯)φˆ
H(t¯, x¯) +WB(x¯)Πˆ
H(t¯, x¯)
)
. (3.320)
We have expressed the prime partners B in the Heissenberg picture. We can finally
calculate the partner of the original operators (3.171) and (3.172) at time t = T .
By using equations (3.279) and (3.280) and:
Uˆ(t¯, t0)φˆ
H(t¯, x¯)Uˆ †(t¯, t0) = φˆS(x) , (3.321)
Uˆ(t¯, t0)Πˆ
H(t¯, x¯)Uˆ †(t¯, t0) = ΠˆS(x) , (3.322)
we have the general partner formula when for the excited state in equation (3.170),
due to the unitary evolution given by the free Hamiltonian of the field in a a curved
spacetime background.
QˆB =
(√
1 + g2
2
)1/2 ∫
dnx¯
(
XB(x¯)φˆ
S(x¯) + YB(x¯)Πˆ
S(x¯)
)
, (3.323)
PˆB =
(√
1 + g2
2
)1/2 ∫
dnx¯
(
ZB(x¯)φˆ
S(x¯) +WB(x¯)Πˆ
S(x¯)
)
. (3.324)
Notice that since in the derivation we used the continuum versions of equations
(2.28) and (2.29), the spatial profiles of partner B, XB, YB, ZB and WB are bi-linear
functions of the Bogoliubov coefficients α and β. In addition it must be emphasized
that fixing the original mode A in equations (3.171) and (3.172) will fix partner B
by the partner formula. Partner B spatial profiles will also depend on the originals
spatial profiles xA, yA, zA and wA.
In the next section, we will explicitly calculate the form of partner B for a simple
case in which there is no mode mixing by the Bogoliubov coefficients. Although in
the most general cases the unitary evolution of a free field in a curved spacetime will
include mode mixing terms, several physical phenomena like expanding universe and
Bose-Einstein condensates in some approximations can be modeled by a non-mode
mixing Bogoliubov transformation.
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Applications of Partner Formula
4.1 Entanglement Harvesting
In this section we consider an entanglement harvesting protocol using the original
mode A and its partner B. First we explain the general setup for a discrete model
of arbitrary number N of oscillators. A setup that allow us to have an infinite
amount of entanglement between the original mode A and its partner B. Later on
this section, we focus on the case of just N = 3 harmonic oscillators.
Let us consider the case in which the original mode A covariance matrix mA does
not contain q-p correlations such as the symplectic transformation does not mixed
q and p. Let us consider the case:
qˆA =
N∑
n=1
xA(n)qˆn , (4.1)
pˆA =
1
〈x,w〉
N∑
n=1
wA(n)pˆn , (4.2)
where it was defined:
〈x,w〉 =
N∑
n=1
xA(n)wA(n) , (4.3)
such as the commutation relation between between qˆA and pˆA is satisfied. The
symplectic transformation gives the following:
QˆA =
(〈0|pˆ2A|0〉
〈0|qˆ2A|0〉
)1/4
qˆA , (4.4)
PˆA =
(〈0|pˆ2A|0〉
〈0|qˆ2A|0〉
)−1/4
pˆA , (4.5)
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MA =
 〈Qˆ2A〉 12 〈PˆAQˆA + QˆAPˆA〉
1
2
〈
PˆAQˆA + QˆAPˆA
〉 〈
Pˆ 2A
〉  , (4.6)
MA =
(
1
2
√
1 + g2 0
0 1
2
√
1 + g2
)
. (4.7)
For this particular case the factor g is given by:
g =
√
4〈0|Qˆ2A|0〉〈0|Pˆ 2A|0〉 − 1 =
√
4〈0|qˆ2A|0〉〈0|pˆ2A|0〉 − 1 . (4.8)
By calculating the expectation values we get:
〈g|qˆ2A|g〉 =
1
N
N−1∑
k=0
1
2ωk
N∑
n=1
N∑
n′=1
xA(n)xA(n
′) cos
(
2pi
k (n− n′)
N
)
, (4.9)
〈g|pˆ2A|g〉 =
1
N 〈x,w〉2
N−1∑
k=0
ωk
2
N∑
n=1
N∑
n′=1
wA(n)wA(n
′) cos
(
2pi
k (n− n′)
N
)
(4.10)
From the above results we have that in terms of the original spatial profiles xA and
wA
〈0|pˆ2A|0〉 ∝
1
〈x,w〉2 . (4.11)
By taking a limit of:
〈x,w〉 → 0 , (4.12)
the factor g diverges as:
g ∝ 1|〈x,w〉| → ∞ . (4.13)
This means that the entanglement between original mode A and partner B also
diverges.
SEE(A,B)→∞ . (4.14)
We will apply this idea to a three harmonic oscillator system as the smallest system
which attains the harvesting.
4.1.1 Three Harmonic Oscillators
In the remainder of this section we work with a simple toy model of N = 3 harmonic
oscillators. We show that it is possible to have an infinite amount of entanglement for
a system with finite number of elements, without taking the zero lattice separation
limit. However, this infinite amount of entanglement extraction is associated to an
infinite cost of energy. Our starting point is original mode A: (qˆA, pˆA)
qˆA =
N∑
n=1
[xA(n)qˆn + yA(n)pˆn] , (4.15)
pˆA =
1
〈qˆA| pˆA〉 [zA(n)qˆn + wA(n)pˆn] , (4.16)
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where
〈qˆA| pˆA〉 =
N∑
n=1
[xA(n)wA(n)− yA(n)zA(n)] . (4.17)
They are defined such as the commutation relation for mode A is satisfied:
[qˆA, pˆA] = ı. (4.18)
Let us consider the case in which partner A is localized as follows:
xA(1) = 1 , xA(2) = 0 , xA(3) = 0 , (4.19)
yA(1) = 0 , yA(2) = 0 , yA(3) = 0 , (4.20)
zA(1) = 0 , zA(2) = 0 , zA(3) = 0 , (4.21)
wA(1) = δ , wA(2) = 1 , wA(3) = 0 , (4.22)
where δ is a parameter that controls the amount of extracted entanglement. By
direct calculation, the normalization constant (4.17) implies:
〈qˆA| pˆA〉 = δ . (4.23)
Then the partner A can be written as:
qˆA = qˆ1 , (4.24)
pˆA = pˆ1 +
1
δ
pˆ2 . (4.25)
Remembering that for the harmonic oscillator chain the vacuum expectation values:
〈0| qˆnqˆm |0〉 = 1
N
N−1∑
k=0
1
2ωk
cos
(
2pik
N
(n−m)
)
= ∆q(n−m) , (4.26)
〈0| pˆnpˆm |0〉 = 1
N
N−1∑
k=0
ωk
2
cos
(
2pik
N
(n−m)
)
= ∆p(n−m) , (4.27)
〈0| qˆnpˆm |0〉 = ı
2
δnm . (4.28)
For original mode A in equations (4.24) and (4.25) the covariance matrix elements
can be written as: 〈
0
∣∣ qˆ2A ∣∣0〉 = ∆q(0) , (4.29)〈
0
∣∣ qˆ2A ∣∣0〉 = ∆p(0)(1 + 1δ2
)
+
2
δ
∆p(1) , (4.30)
Re [〈0| qˆApˆA |0〉] = 0 , (4.31)
where:
∆q(0) =
1
6
(
1
ω0
+
2
ω1
)
, (4.32)
∆p(0) =
1
6
(ω0 + 2ω1) , (4.33)
∆q(1) = ∆q(2) =
1
6
(
1
ω0
− 1
2
(
1
ω1
+
1
ω2
))
, (4.34)
∆p(1) = ∆p(2) =
1
6
(
ω0 − 1
2
(ω1 + ω2)
)
. (4.35)
75
4.1. ENTANGLEMENT HARVESTING CHAPTER 4.
The g factor, which controls the amount of entanglement between mode A and
partner B, can be calculated in terms of the covariance matrix:
mA =
( 〈0| qˆ2A |0〉 12 〈0| qˆApˆA + pˆAqˆA |0〉
1
2
〈0| qˆApˆA + pˆAqˆA |0〉 〈0| pˆ2A |0〉
)
, (4.36)
g =
√
4 detmA − 1 =
√
4∆q(0)
[
∆p(0)
(
1 +
1
δ2
)
+
2
δ
∆p(1)
]
− 1 , (4.37)
such as for our three oscillator system:
√
detmA =
1
2
√
1 + g2 =
√
∆q(0)
(
∆p(0)
(
1 +
1
δ2
)
+
2
δ
∆p(1)
)
. (4.38)
Notice that in the small δ regime the factor g behaves as
g ∼ 1|δ| . (4.39)
Since the entanglement between the partners is given by:
SEE(A,B) =
√
1 + g2 log
(√
1 + g2 + 1
g
)
+ log
(g
2
)
, (4.40)
it can be shown that when δ tends to zero, for the g factor of our three oscillators
system we have a large amount of entanglement between mode A and partner B.
S ∼ log
(
1
δ
)
→∞ (4.41)
Now that we have seen that it is possible to have an infinite amount of entan-
glement for this three oscillator toy model, we next calculate the energy cost in
order to use that entanglement by a swapping operation. But first, what we need
is to find partner B. In order to use the partner formula to find the partner B we
need to perform the symplectic transformation. Equation (4.31) implies that in the
simplectic transformation there is no mixing between q and p, that is θ = 0. The
solution for σ is written:
expσ =
(〈0| pˆ2A |0〉
〈0| qˆ2A |0〉
)1/4
. (4.42)
The original mode A after the symplectic transformation is written as:
QA = CqˆA , (4.43)
PA =
1
C
pˆA , (4.44)
where we have defined:
C =
[
∆p(0)
(
1 + 1
δ2
)
+ 2
δ
∆p(1)
∆q(0)
]1/4
. (4.45)
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The mode A after the symplectic transformation satisfies:〈
0
∣∣Q2A ∣∣0〉 = 〈0∣∣P 2A ∣∣0〉 = √detmA . (4.46)
In order to find the partner B consider:
QˆA =
3∑
n
(XA(n)qˆn + YA(n)pˆn) , (4.47)
PˆA =
3∑
n
(ZA(n)qˆn +WA(n)pˆn) , (4.48)
QˆB =
3∑
n
(XB(n)qˆn + YB(n)pˆn) , (4.49)
PˆB =
3∑
n
(ZB(n)qˆn +WB(n)pˆn) . (4.50)
In these formulas, the normalization factor proportional to
√
detmA was included
directly in the definition of the spatial profiles XA(n) et al. This is with the pur-
pose to avoid carrying extra factors in an already complex notation. For our three
oscillator chain, from equations (4.43) and (4.44) we can identify:
XA(1) = C , (4.51)
WA(1) =
1
C
, (4.52)
WA(2) =
1
δ
1
C
, (4.53)
with all the other components of XA(n), YA(n), ZA(n) and WA(n) equal to zero.
After the symplectic transformation mode A can be written as:
QˆA = XA(1)qˆ1 , (4.54)
PˆA = WA(1)pˆ1 +WA(2)pˆ2 . (4.55)
On the other hand, the partner B can be constructed by substituting equations
(4.51)-(4.53) in equations (3.112)-(3.115). The results are as follows:
XB(1) =
√
1 + g2
g
XA(1)− 2
g
[∆p(0)WA(1) + ∆p(1)WA(2)] , (4.56)
XB(2) = −2
g
[∆p(1)WA(1) + ∆p(0)WA(2)] , (4.57)
XB(3) = −2
g
[∆p(2)WA(1) + ∆p(1)WA(2)] , (4.58)
WB(1) = −
√
1 + g2
g
WA(1) +
2
g
∆q(0)XA(1) , (4.59)
WB(2) = −
√
1 + g2
g
WA(2) +
2
g
∆q(1)XA(1) , (4.60)
WB(3) =
2
g
∆q(2)XA(1) , (4.61)
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with all the other components of YB(n) and ZB(n) equal to zero. The partner B for
our three oscillator toy model can be written as:
QˆB = XB(1)qˆ1 +XB(2)qˆ2 +XB(3)qˆ3, (4.62)
PˆB = WB(1)pˆ1 +WB(2)pˆ2 +WB(3)pˆ3 . (4.63)
Notice that even though mode A in equations (4.54) and (4.55) is localized in the
sense, it is only composed of operators of oscillators 1 and 2. On the other hand,
partner B is conformed by contributions from all three oscillators. There is an
overlap between mode A and partner B spatial profiles. That is, we have a case of
spatially overlapped partners.
4.1.2 Energy cost
Now that we have the partner B, we are interested in the case in which we have
auxiliary systems A′ and B′. We couple the the main system of the three oscillators
and the auxiliary system A′B′. A schematic representation of this setup can be
found in figure (4.1). The coupling is done such as the pure state entanglement
shared between the mode A and partner B is transferred to the auxiliary systems
A′B′. For simplicity, let us consider the case in which we instantaneously couple
the original system AB with the auxiliary system A′B′, such as we can neglect the
dynamics of the latter system.
HA′ = HB′ = 0 . (4.64)
We consider an entanglement swapping protocol between partners A and B with
auxiliary systems A′B′ as follows:
1. The original system of the three oscillators is in the ground state |0〉 while
the auxiliary systems are in the state |ψA′〉 and |ψB′〉 for systems A′ and B′
respectively.
2. We consider then a swapping operation UˆAA′ as follows:
UˆAA′ = exp
[
ı
pi
2
(
QˆApˆA′ − PˆAqˆA′
)]
(4.65)
Notice that this operation can be interpreted as a rotation in the plane (QA, qA′).
It should be reminded that we have the difference pˆA 6= pˆA′ ; the first is an op-
erator defining partner A, while the later is the momentum of the auxiliary
oscillator A′. The operation UˆAA′ can be interpreted as a rotation in the
(qˆA′ , QˆA) plane by an angle of θ = pi/2.
Uˆ †AA′QˆAUˆAA′ = qˆA′ , (4.66)
Uˆ †AA′ qˆA′UˆAA′ = −QˆA . (4.67)
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Figure 4.1: Entanglement harvesting setup: three harmonic oscillators conform the
primary system while two additional oscillators conform and auxiliary system A′ B′.
Notice that there is an overlap between mode A and partner B
In addition, notice that for small values of δ the original mode A has the
following behavior:
C ∼ 1√
δ
, (4.68)
QˆA ∼ 1√
δ
qˆ1 , (4.69)
PˆA ∼ 1√
δ
pˆ2 . (4.70)
This means that when δ tends to zero, the auxiliary system is strongly coupled
to the original system.
UˆAA′ ∼ exp
[
ı
pi
2
1√
δ
(qˆ1pˆA′ − pˆ2qˆA′)
]
. (4.71)
3. Immediately after the first first operation we apply a second swapping opera-
tion UˆBB′ such that
UˆBB′ = exp
[
ı
pi
2
(
QˆB pˆB′ − PˆB qˆB′
)]
. (4.72)
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The operation UˆBB′ can be interpreted as a rotation in the (qˆB′ , QˆB) plane by
an angle of θ = pi/2.
Uˆ †BB′QˆBUˆBB′ = qˆB′ , (4.73)
Uˆ †BB′ qˆBUˆBB′ = −QˆB . (4.74)
After this swapping operation, the total state |ΨA′B′〉 of the auxiliary system
is an entangled state between subsystem A′ and B′. The entanglement of this
system was harvested (swapped) from the main system of the three oscillators.
〈qA′ , qB′ |ΨA′B′〉 ∝ exp
[
−1
2
√
1 + g2
(
q2A′ + q
2
B′
)
+ gqA′qB′
]
. (4.75)
4. The energy cost ∆Eswap to do this swapping operation can be calculated as:
∆Eswap =
〈
HˆAA′BB′
〉
−
〈
Hˆ
〉
, (4.76)
〈
HˆAA′BB′
〉
=
〈
ψB′ , ψA′ , 0
∣∣∣ Uˆ †BB′Uˆ †AA′HˆUˆAA′UˆBB′ ∣∣∣0, ψA′ , ψB′〉 , (4.77)〈
Hˆ
〉
=
〈
ψB′ , ψA′ , 0
∣∣∣ Hˆ ∣∣∣0, ψA′ , ψB′〉 = 〈0∣∣∣ Hˆ ∣∣∣0〉 , (4.78)
where the Hamiltonian Hˆ of the total system
Hˆ =
1
2
(
pˆ21 + pˆ
2
2 + pˆ
2
3
)
+
(
qˆ21 + qˆ
2
2 + qˆ
2
3
)− λ (qˆ1qˆ2 + qˆ2qˆ3 + qˆ3qˆ1) , (4.79)
from which the natural frequencies ωk are given by:
ωk =
√
2
(
1− λ cos
(
2pik
N
))
. (4.80)
The details of the calculation of the energy cost can be found on appendix (A). The
results for the energy cost by the swapping operation is as follows. Since the average
energy of the three oscillators in the ground state
〈
Hˆ
〉
is independent of the initial
state of the ancillary system, let us focus on the moment in the term that depends
on the initial auxiliary system state:〈
HˆAA′BB′
〉
= xp∆p(0) + yp∆p(1) + xq∆q(0) + yq∆q(1)
+zA′
〈
p2A′
〉
+ wA′
〈
q2A′
〉
+ zB′
〈
p2B′
〉
+ wB′
〈
q2B′
〉
, (4.81)
where the coefficients xp, yp, xq, yq, zA′ , wA′ , zB′ and wB′ are all long expressions that
can be found on appendix (A). The remaining expectation values 〈q2A′〉 , 〈p2A′〉 and
〈q2B′〉 〈p2B′〉 are with respect to the initial states of the auxiliary system |ψA′〉 and
|ψB′〉 respectively. The first line in equation (4.81) contains all the terms that are
independent of the initial state of the auxiliary system A′B′. Let us introduce a new
label D for all of those contributions
D = xp∆p(0) + yp∆p(1) + xq∆q(0) + yq∆q(1) . (4.82)
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As it can be seen on the appendix (A) this term can be expanded in a Taylor series
around δ = 0
D =
1
δ2
D−2 +
1
δ
D−1 +D0 +O(δ) . (4.83)
The behavior of the dominant terms D−2 and D−1 of the Taylor series around δ = 0
of the term independent of the auxiliary system initial state can be seen in figure
(4.2)
0.2 0.4 0.6 0.8 1.0
λ0.02
0.04
0.06
0.08
D-2
D-1
Figure 4.2: Coefficient δ−1 and δ−2 of the Taylor series around δ = 0 of the term
independent of the auxiliary system initial state
As it can be seen in figure (4.2) both coefficients D−2 and D−1 are positive for all
possible values of λ ∈ (0, 1) such as the Hamiltonian in equation (4.79) represents a
physical system of coupled harmonic oscillators.
Similarly, each of the terms in the second line in equation (4.81), the coefficients
that come together with expectation values with respect to the initial state of the
auxiliary system, can also be expanded in a a Taylor series around δ = 0 as follows:
zA′ =
1
δ
z−1 A′ + z0 A′ +O(δ) , (4.84)
wA′ =
1
δ
w−1 A′ + w0 A′ +O(δ) , (4.85)
zB′ =
1
δ
z−1 B′ + z0 B′ +O(δ) , (4.86)
wB′ =
1
δ
w−1 B′ + z0 A′ +O(δ) . (4.87)
The behavior of the Taylor series coefficients associated to δ−1 can be seen in figure
(4.3)
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0.2 0.4 0.6 0.8 1.0
λ
1
2
3 w-1 A'
w-1 B'
z-1 A'
z-1 B'
Figure 4.3: Coefficient δ−1 of the Taylor series around δ = 0 of functions:
wA′ , wB′ , zA′ , zB′ . The coefficient of wA′ is numerically equal to the one of wB′
The divergent part of wA′ , wB′ , zA′ , zB′ when δ = 0 is positive for all possible
values of λ ∈ (0, 1) such as the Hamiltonian in equation (4.79) represents a physical
system of coupled harmonic oscillators. In addition, the expectation values: 〈q2A′〉,
〈p2A′〉, 〈q2B′〉 and〈p2B′〉 are always positive. Therefore even through optimization of
the auxiliary system initial states |ψA′(δ)〉 and |ψB′(δ)〉 it is impossible to cancel out
the divergences in equation (4.81). We conclude then that the energy cost for this
entanglement swapping toy model behaves like:
∆Eswap ∼ 1
δ2
, (4.88)
which implies, in the limit of δ = 0, the energy cost to extract an infinite amount
of pure state entanglement from the purification partners to an external system is
infinite
lim
δ→0
∆Eswap →∞. (4.89)
With the swapping operation in this toy model of just three oscillators it is possible
to harvest an infinite amount of entanglement as predicted in equation (4.41), but
an infinite amount of energy (4.89) is needed to harvest that entanglement.
4.2 Partner formula: no mode mixing
Let us consider the case in which the Bogoliubov coefficients satisfy the following
properties:
αkk′ = |r|−d/2αkδ(d)
(
k′ − r−1k) , (4.90)
βkk′ = |r|−d/2βkδ(d)
(
k′ + r−1k
)
, (4.91)
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with a nonzero real number r. The normalization condition∫
ddk′′ (αkk′′α∗k′k′′ − βkk′′β∗k′k′′) = δ(d) (k− k′) , (4.92)
is equivalent to
|αk|2 − |βk|2 = 1 . (4.93)
This is equivalent to say that the Bogoliubov transformation does not mix modes
with different frequencies. In addition, as a further simplification let us consider
that both energies E¯k and Ek and the Bogoliubov coefficients are independent of
the orientation of the momentum k
E¯−k = E¯k , (4.94)
E−k = Ek , (4.95)
α−k = αk , (4.96)
β−k = βk , (4.97)
These conditions hold when there is rotational symmetry. These assumptions sim-
plify the partner formula. Assuming this simplification we explicitly calculate the
form of partner B in equations (3.279) and (3.280). The key point in the calculation
is to write every spatial profile in terms of its Fourier Transform. Equation (3.276)
is an expression for the prime partner B spatial profiles in terms of spatial profiles
of A. Equation (3.260) is an expression relating the spatial profiles of partner A at
before and after the symplectic transformation. By combining both equations it is
possible to obtain an expression for X ′B, Y
′
B, Z
′
B and W
′
B in terms of x
′
A, y
′
A, z
′
A and
w′A 
X˜ ′B(k)
EkY˜
′
B(k)
Z˜ ′B(k)
EkW˜
′
B(k)
 =
(
2√
1 + g2
)1/2 [√
1 + g2
g
(
exp (σ) 0
0 − exp (−σ)
)
×
×
(
cos θ sin θ
− sin θ cos θ
)
⊗ I2 + 1
g
(
0 exp (−σ)
exp (σ) 0
)
×
×
(
cos θ sin θ
− sin θ cos θ
)
⊗
(
0 −1
1 0
)]
x˜′A(k)
Eky˜
′
A(k)
z˜′A(k)
Ekw˜
′
A(k)
 . (4.98)
The main goal of this section is to find explicitly the spatial profiles XB, YB, ZB and
WB of partner B in terms of the original spatial profiles of partner A xA, yA, zA and
wA and the Bogoliubov coefficients when we consider the no mode mixing simplifi-
cation. Let us start this calculation from equation (3.225) for spatial profile x′A. In
particular let us consider the A¯ term only.
A¯ (t¯, x¯, t0,x) =
∫
dnkdnk′ 2Re [u¯k (t¯, x¯) h¯kk′ (t0,x)] ,
= |r|−n/2
∫
dnk
(2pi)n
Re
[
eik·x¯f¯
(
r−1k
)
e−ir
−1k·x
]
, (4.99)
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where we defined:
f¯(k) =
√
Ek
E¯k
(a∗k − bk) , (4.100)
ak = αrk exp [−ıEkt0] exp
[
+ıE¯rkt¯
]
, (4.101)
bk = β
∗
rk exp [−ıEkt0] exp
[−ıE¯rkt¯] . (4.102)
As a notice to the reader, in this notation do not confuse ak with an annihilation
operator aˆk. In addition, considering equations (4.154) and (4.155)
f¯(k) = f¯(−k) . (4.103)
Then we get∫
dnx¯
∫
dnx eik·xA¯ (t¯, x¯, t0, x¯)xA (x¯) = |r|n/2Re
[
f¯ (k)
]
x˜A (rk) . (4.104)
A similar calculation for equation (3.220) shows:∫
dnx¯
∫
dnx eik·xC¯ (t¯, x¯, t0, x¯) yA (x¯) = |r|n/2 E¯rkIm
[
f¯ (k)
]
y˜A (rk) . (4.105)
Then the Fourier transformx˜′A can be written as:
x˜′A(k) = |r|n/2
(
x˜A(rk)Re
[
f¯(k)
]
+ y˜A(rk)E¯rkIm
[
f¯(k)
])
. (4.106)
A similar calculation for B¯ in equation (3.219) and D¯ in equation (3.221) allow us
to obtain y˜′A(k). With the definition of:
g¯(k) = ı
√
Ek
E¯rk
(a∗k + bk) , (4.107)
it is possible to write:
y˜′A(k) =
1
Ek
[
x˜A(rk)Re [g¯(k)] + y˜A(rk)E¯rkIm [g¯(k)]
]
. (4.108)
The results for z′A and w
′
A can be obtained from the results of x
′
A and y
′
A respectively
by the substitutions:
z′A ←→ x′A , (4.109)
w′A ←→ y′A . (4.110)
In terms of the Fourier transform the prime spatial profiles can be obtained as:
x˜′A(k) = |r|n/2 x˜A(rk)Re
[
f¯(k)
]
+ |r|n/2 y˜A(rk)E¯rkIm
[
f¯(k)
]
, (4.111)
Eky˜
′
A(k) = |r|n/2 x˜A(rk)Re [g¯(k)] + |r|n/2 y˜A(rk)E¯rkIm [g¯(k)] , (4.112)
z˜′A(k) = |r|n/2 z˜A(rk)Re
[
f¯(k)
]
+ |r|n/2 w˜A(rk)E¯rkIm
[
f¯(k)
]
, (4.113)
Ekw˜
′
A(k) = |r|n/2 z˜A(rk)Re [g¯(k)] + |r|n/2 w˜A(rk)E¯rkIm [g¯(k)] . (4.114)
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Which for convenience we will write in tensor notation:
x˜′A(k)
Eky˜
′
A(k)
z˜′A(k)
Ekw˜
′
A(k)
 = |r|n/2

Re [f¯(k)] Im [f¯(k)] 0 0
Re [g¯(k)] Im [g¯(k)] 0 0
0 0 Re [f¯(k)] Im [f¯(k)]
0 0 Re [g¯(k)] Im [g¯(k)]


x˜A(rk)
E¯rky˜A(rk)
z˜A(rk)
E¯rkw˜A(rk)
 , (4.115)

x˜′A(k)
Eky˜
′
A(k)
z˜′A(k)
Ekw˜
′
A(k)
 = |r|n/2 I2 ⊗ (Re [f¯(k)] Im [f¯(k)]Re [g¯(k)] Im [g¯(k)]
)
x˜A(rk)
E¯rky˜A(rk)
z˜A(rk)
E¯rkw˜A(rk)
 .(4.116)
By using equations (3.245) (3.246) and (3.247) we can calculate the the entan-
glement entropy (3.34) and the constant g (4.130) in terms of the original spatial
profiles. Notice that the tensor structure in equation (4.116) implies that spatial
profiles x¯A and y
′
A are independent of the zA and wA. Then by using the following
equations:
Re [f¯(k)] = √Ek
E¯k
Re [ak − bk] , Im
[
f¯(k)
]
= −
√
Ek
E¯k
Im [ak + bk] ,(4.117)
Re [g¯(k)] =
√
Ek
E¯k
Im [ak − bk] , Im [g¯(k)] =
√
Ek
E¯k
Re [ak + bk] . (4.118)
Re [f¯(k)] Im [f¯(k)] = 1
2
Im [a2k − b2k]+ Im [akb∗k] , (4.119)
(Re [ak − bk])2 = 1
2
|ak − b∗k|2 +
1
2
Re [(ak − b∗k)2] , (4.120)
(Im [ak − bk])2 = 1
2
|ak + b∗k|2 −
1
2
Re [(ak + b∗k)2] , (4.121)
it is possible to shown that:(Re [f¯(k)] Im [f¯(k)]
Re [g¯(k)] Im [g¯(k)]
)†(Re [f¯(k)] Im [f¯(k)]
Re [g¯(k)] Im [g¯(k)]
)
=
Ek
E¯rk
(|ak|2 + |b∗k|2 0
0 |ak|2 + |b∗k|2
)
+ 2
Ek
E¯rk
(−Re [akb∗k] Im [akb∗k]
Im [akb∗k] Re [akb∗k]
)
.(4 122)
By using: the previous equation, the definitions in equations (4.101) and (4.102)
and the Bogoliubov coefficients relation (2.32), the expectation value in equation
(3.245) can be written as:〈
0
∣∣ (q′A)2 ∣∣0〉 = 1(2pi)n
∫
dnk
1
2E¯k
[|x˜A(k)|2 + E¯2k |y˜A(k)|2] (1 + 2 |βk|2)
+
1
(2pi)n
∫
dnk
1
2E¯k
[
4E¯kRe [x˜A(k)y∗A(k)] Im [akb∗k]
−2Re [akb∗k]
(|x˜A(k)|2 − E¯2k |y˜A(k)|2)
]
, (4.123)
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where we explicitly kept the terms proportional to akb
∗
k separate from the ones that
depend only on |ak| or |bk|. This is because by using definitions (4.101) and (4.102)
these are the terms containing the dependence on the observation time t¯ = t¯obs:
akb
∗
k = αkβk exp[ı2E¯kt¯] . (4.124)
In the next section this results are applied to the the expanding universe model.
In this case we will see that this terms will vanish. Also notice that in the case of
free unitary evolution αk = 1 and βk = 0 all the terms akb
∗
k vanish and we recover
the no interaction limit:
〈
0
∣∣ (q′A)2 ∣∣0〉 = 1(2pi)n
∫
dnk
1
2E¯k
[|x˜A(k)|2 + E¯2k |y˜A(k)|2] . (4.125)
The result for the covariance matrix element in equation (3.246) can be found by
replacing x for z and y for w in equation (4.123)
〈
0
∣∣ (p′A)2 ∣∣0〉 = 1(2pi)n
∫
dnk
1
2E¯k
[|z˜A(k)|2 + E¯2k |w˜A(k)|2] (1 + 2 |βk|2)
+
1
(2pi)n
∫
dnk
1
2E¯k
[
4E¯kRe [z˜A(k)w∗A(k)] Im [akb∗k]
−2Re [akb∗k]
(|z˜A(k)|2 − E¯2k |w˜A(k)|2)
]
. (4.126)
The remaining element of the covariance matrix in equation (3.247) can be calculated
by using equations (4.116):
Re [〈0| q′Ap′A |0〉] =
1
(2pi)n
∫
dnk
1
2E¯k
Re [x˜A(k)z˜∗A(k) + E¯2ky˜A(k)w˜∗A(k)] (1 + 2 |βk|2)
− 1
(2pi)n
∫
dnk
1
2E¯k
Re [x˜A(k)z˜∗A(k) + E¯2ky˜A(k)w˜∗A(k)] 2Re [akb∗k]
+
1
(2pi)n
∫
dnk
1
2E¯k
Re [x˜A(k)w˜∗A(k) + z˜A(k)w˜∗A(k)] 2E¯kIm [akb∗k] .
(4.127)
Let us summarize our calculation so far. With equations(4.123) (4.126) and
(4.127) we are now able to calculate the factor g in equation (4.130) and the en-
tanglement entropy (3.34) in terms of the initial spatial profiles of what would be
detector A in a possible Unruh De-Witt detector in a quantum information protocol.
Now what it remains is to express the associated partner B in terms of the initial
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spatial profiles. Let us use equation (4.116) in equation (4.98):
X˜ ′B(k)
EkY˜
′
B(k)
Z˜ ′B(k)
EkW˜
′
B(k)
 = |r|n/2
(
2√
1 + g2
)1/2 [√
1 + g2
g
(
exp (σ) 0
0 − exp (−σ)
)
×
×
(
cos θ sin θ
− sin θ cos θ
)
⊗
(Re [f¯(k)] Im [f¯(k)]
Re [g¯(k)] Im [g¯(k)]
)
+
+
1
g
(
0 exp (−σ)
exp (σ) 0
)(
cos θ sin θ
− sin θ cos θ
)
⊗
⊗
(−Re [g¯(k)] −Im [g¯(k)]
Re [f¯(k)] Im [f¯(k)]
)]
x˜A(k)
E¯ky˜A(k)
z˜A(k)
E¯kw˜A(k)
 . (4.128)
Equation (4.128) is almost the result we wanted. The remaining final step is to
express the desired spatial profiles XB, YB, ZB and WB in term of the X
′
B, Y
′
B, Z
′
B
and W ′B. The calculation is similar like the one done to obtained expression (4.116)
from equations (3.218) (3.219) (3.220) and (3.221). Now we will start from equations
(3.308) (3.309) (3.310) (3.311) and apply the no mode mixing simplifications of
equations (4.90) and (4.91). Since the calculations are very similar we will just
emphasize the little differences. With the definition of:
f(k) =
√
E¯rk
Ek
(ak + bk) , (4.129)
and
g(k) = ı
√
E¯k
Ek
(ak − bk) , (4.130)
the Fourier transform the partner B spatial profiles can be obtained by:
X˜B(rk) = |r|−n/2 X˜ ′B(k)Re [f(k)] + |r|−n/2 Y˜ ′B(k)EkIm [f(k)] , (4.131)
E¯rkY˜B(rk) = |r|−n/2 X˜ ′B(k)Re [g(k)] + |r|−n/2 Y˜ ′B(k)EkIm [g(k)] , (4.132)
Z˜B(rk) = |r|−n/2 Z˜ ′B(k)Re [f(k)] + |r|−n/2 W˜ ′B(k)EkIm [f(k)] ,(4.133)
E¯rkW˜B(rk) = |r|−n/2 Z˜ ′B(k)Re [g(k)] + |r|−n/2 W˜ ′B(k)EkIm [g(k)] .(4.134)
Which for convenience we will write in tensor notation:
X˜B(rk)
E¯rkY˜B(rk)
Z˜B(rk)
E¯rkW˜B(rk)
 = |r|−n/2

Re [f(k)] Im [f(k)] 0 0
Re [g(k)] Im [g(k)] 0 0
0 0 Re [f(k)] Im [f(k)]
0 0 Re [g(k)] Im [g(k)]


X˜′B(k)
EkY˜
′
B(k)
Z˜′B(k)
EkW˜
′
B(k)
 . (4.135)

X˜B(rk)
E¯rkY˜B(rk)
Z˜B(rk)
E¯rkW˜B(rk)
 = |r|−n/2 I2 ⊗ (Re [f(k)] Im [f(k)]Re [g(k)] Im [g(k)]
)
X˜ ′B(k)
EkY˜
′
B(k)
Z˜ ′B(k)
EkW˜
′
B(k)
(4.136)
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Then by combining equation (4.128) and equation (4.136) we obtain the Fourier
transform form of the spatial profiles of partner B for the state (3.180) given by the
free evolution of a free field in a curved spacetime, when we consider the no mode
mixing Bogoliubov coefficients.
X˜B(k)
E¯kY˜B(k)
Z˜B(k)
E¯kW˜B(k)
 =
(
2√
1 + g2
)1/2 [√
1 + g2
g
(
exp (σ) 0
0 − exp (−σ)
)
×
×
(
cos θ sin θ
− sin θ cos θ
)
⊗
(Re [f(k/r)] Im [f(k/r)]
Re [g(k/r)] Im [g(k/r)]
)
×
×
(Re [f¯(k/r)] Im [f¯(k/r)]
Re [g¯(k/r)] Im [g¯(k/r)]
)
+
1
g
(
0 exp (−σ)
exp (σ) 0
)
×
×
(
cos θ sin θ
− sin θ cos θ
)
⊗
(Re [f(k/r)] Im [f(k/r)]
Re [g(k/r)] Im [g(k/r)]
)
×
×
(−Re [g¯(k/r)] −Im [g¯(k/r)]
Re [f¯(k/r)] Im [f¯(k/r)]
)]
x˜A(k)
E¯ky˜A(k)
z˜A(k)
E¯kw˜A(k)
 . (4.137)
By using the Bogoliubov coefficients relation (2.32) and the definitions in equations
(4.129) (4.130) (4.100) (4.107) (4.101) (4.102) it is possible to show:(Re [f(k/r)] Im [f(k/r)]
Re [g(k/r)] Im [g(k/r)]
)(Re [f¯(k/r)] Im [f¯(k/r)]
Re [g¯(k/r)] Im [g¯(k/r)]
)
= I2 (4.138)(Re [f(k)/r] Im [f(k)/r]
Re [g(k)/r] Im [g(k)/r]
)(−Re [g¯(k/r)] −Im [g¯(k/r)]
Re [f¯(k/r)] Im [f¯(k/r)]
)
=
(
0 −(1 + 2 |βk|2)
(1 + 2 |βk|2) 0
)
− 2
Im [ak/rb∗k/r] Re [ak/rb∗k/r]
Re
[
ak/rb
∗
k/r
]
−Im
[
ak/rb
∗
k/r
] .(4.139)
From which the Fourier transforms of partner B spatial profiles can be written in
terms of partner A as follows:
X˜B(k)
E¯kY˜B(k)
Z˜B(k)
E¯kW˜B(k)
 =
(
2√
1 + g2
)1/2
(u+ v)

x˜A(k)
E¯ky˜A(k)
z˜A(k)
E¯kw˜A(k)
 . (4.140)
u =
√
1 + g2
g
(
exp[σ] 0
0 exp[−σ]
)(
cos(θ) sin(θ)
− sin(θ) cos(θ)
)
⊗ I2 , (4.141)
v =
1
g
(
0 exp[−σ]
exp[σ] 0
)(
cos(θ) sin(θ)
− sin(θ) cos(θ)
)
⊗ (v0 + v1) , (4.142)
v0 =
(
0 −(1 + 2 |βk|2)
(1 + 2 |βk|2) 0
)
, (4.143)
v1 = −2
Im [ak/rb∗k/r] Re [ak/rb∗k/r]
Re
[
ak/rb
∗
k/r
]
−Im
[
ak/rb
∗
k/r
] . (4.144)
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Notice that the u term is independent of k. In particular when we considering the
case of the expanding universe model where the observation time t¯ = t¯obs tends to
infinity, the contribution coming from the v1 term vanishes.
4.3 Expanding universe (1+1) space-time
In this section we apply the results of the previous section to an expanding universe
model in 1+1 dimensions described by the line element:
ds2 = C(η)
(−dη2 + dξ2) , (4.145)
with the conformal factor C(η) given by
C(η) = a+ b tanh(ρη) , (4.146)
where η is the conformal time. This model has two asymptotic regions at η → −∞
and η →∞ where the spacetime becomes flat. In figure 4.4 a plot of the conformal
factor C(η) is shown for the case in which the universe starts from a size of (a− b =
0.5) in the remote past and ends with a size (a+ b = 2.5) in the remote future.
-1.0 -0.5 0.5 1.0 η
0.5
1.0
1.5
2.0
2.5
C(η)
Figure 4.4: Conformal factor C(η) for an expanding universe model. This model
has two asymptotic regions at η → −∞ and η → ∞ where the spacetime becomes
flat. The universe starts from a size of (a − b = 0.5) in the remote past and ends
with a size (a+ b = 2.5) in the remote future.
In order to use the partner formula derived on chapter 3 of this dissertation, a
change of coordinates must be done to the line element in equation 4.145 such as the
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metric in the asymptotic regions can be written explicitly as a Minkowski metric.
This change of coordinates is as follows, for the in region
t =
√
a− b η , (4.147)
x =
√
a− b ξ , (4.148)
and for the out region
t¯ =
√
a+ b η , (4.149)
x¯ =
√
a+ b ξ . (4.150)
By doing this change of coordinates it is possible to see that in this model the mass
of the scalar field is independent of time, meaning it takes the same value at both
of the asymptotic regions m¯ = m. Therefore the dispersion relations are given by
E¯k = Ek =
√
k2 +m2. By using the change of coordinates and the result in reference
[26] [69], written in terms of the metric in equation 4.145, the Bogoliubov coefficients
can be obtained as
αkk′ =r
−1αkδ
(
k′ − r−1k) , (4.151)
βkk′ =r
−1βkδ
(
k′ − r−1k) , (4.152)
where
r ≡
√
a− b
a+ b
, (4.153)
αk ≡ α˜∗√a+bk , (4.154)
βk ≡ −β˜−√a+bk , (4.155)
with α˜ and β˜ given by [26]
α˜k ≡
√
ω¯k
ωk
Γ (1− iωk/ρ) Γ (−iω¯k/ρ)
Γ (−iω+/ρ) Γ (1− iω+/ρ) , (4.156)
β˜k ≡
√
ω¯k
ωk
Γ (1− iωk/ρ) Γ (iω¯k/ρ)
Γ (iω−/ρ) Γ (1 + iω−/ρ)
. (4.157)
Here, we have defined
ωk ≡
√
k2 + (a− b)m2 , (4.158)
ω¯k ≡
√
k2 + (a+ b)m2 , (4.159)
ω± ≡ 1
2
(ω¯k ± ωk) . (4.160)
In this example, r is related to the ratio between initial and final conformal factors
with respect to the conformal time η. As a result we obtain that in the limit in
which the observation time, t¯ = t¯obs. → ∞, the only contribution to the partner's
spatial profiles comes from the particle creation rate |βk|2. The form of the Bogoli-
ubov coefficients in equations (4.156) and (4.157) is obtained when we consider an
inflationary process of infinite duration. Therefor the asymptotic flat out region
is located at
t¯ = t¯obs →∞ . (4.161)
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Then in order to use the formulas we obtained in the previous section we have to
deal with the terms like the ones in equation (4.124). In order to deal with them,
let us consider the Riemann-Lebesgue lemma.
Riemann Lebesgue Lemma: If f is L1 integrable function onRd, in other words
if the Lebesgue integral of |f | is finite, then the Fourier transform of f satisfies:
fˆ(z) :=
∫
Rd
f(x) exp(−iz · x) dx→ 0 as |z| → ∞ . (4.162)
For a very rough proof let us focus on the one-dimensional case. Suppose that f is
a compactly supported smooth function. Then integration by parts yields∣∣∣∣∫ f(x)e−izx dx∣∣∣∣ = ∣∣∣∣∫ 1iz f ′(x)e−izx dx
∣∣∣∣
≤ 1|z|
∫
|f ′(x)| dx→ 0 as z → ±∞ . (4.163)
The derivation of the partner formula in terms of the Bogoliubov coefficients was
done for arbitrary time t¯, such as the metric is flat. Considering the case in which
an experimenter prepares the original mode A at an observation time t¯ = t¯obs →∞
then we can apply the Riemann Lebesgue lemma. By this theorem, all the terms
with exponential exp
[±ıwE¯kt¯obs] can be neglected. In our notation, all of those
terms come from contributions of the form of equation (4.124). After applying the
Riemann Lebesgue lemma in equations (4.123) (4.126) and (4.127), we have:〈
0
∣∣ (q′A)2 ∣∣0〉 = 1(2pi)
∫
dk
1
2E¯k
[|x˜A(k)|2 + E¯2k |y˜A(k)|2] (1 + 2 |βk|2)
(4.164)
〈
0
∣∣ (p′A)2 ∣∣0〉 = 1(2pi)
∫
dk
1
2E¯k
[|z˜A(k)|2 + E¯2k |w˜A(k)|2] (1 + 2 |βk|2)
(4.165)
Re [〈0| q′Ap′A |0〉] =
1
(2pi)
∫
dk
1
2E¯k
Re [x˜A(k)z˜∗A(k) + E¯2ky˜A(k)w˜∗A(k)] (1 + 2 |βk|2)
(4.166)
In particular, for simplicity when studying the form of partner B, let us consider
the case ySA(x) = 0 and z
S
A(x) = 0, we get〈
0
∣∣ (q′A)2 ∣∣0〉 = 1(2pi)
∫
dk
1
2E¯k
|x˜A(k)|2
(
1 + 2 |βk|2
)
. (4.167)
〈
0
∣∣ (p′A)2 ∣∣0〉 = 1(2pi)
∫
dk
E¯k
2
|w˜A(k)|2
(
1 + 2 |βk|2
)
. (4.168)
Re [〈0| q′Ap′A |0〉] = 0 . (4.169)
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Notice that if there is no particle creation |βk|2 = 0, the detector associated to
partner A cannot detect any effect from the universe expansion, since the formu-
las (4.167) (4.168) (4.169) reduce to the same formulas as in the case of unitary
free evolution. For our 1+1 space-time universe expansion model defined by equa-
tions (4.154) and (4.155), no particle creation happens when we consider a massless
scalar field. We used the formulas in equations (4.167) (4.168) (4.169) to plot the
entanglement entropy in equation (3.34) as a function of the universe expansion
rate ρ. In figure 4.5 the original mode A spatial profiles are shown. The spa-
tial profiles XA(x)and YA(x) are obtained from the symplectic transformation of
xA(x) = exp[−x2] and wA(x) =
√
3/(2pi) exp[1/3] exp[−(x − 1)2/2], where these
functions satisfy the constraint coming from the canonical commutation relation.
For simplicity zA = wA = 0.
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Figure 4.5: Original mode A as a Gaussian profile. The spatial profiles XA(x)and
YA(x) are obtained from the symplectic transformation of xA(x) = exp[−x2] and
wA(x) =
√
3/(2pi) exp[1/3] exp[−(x− 1)2/2], where these functions satisfy the con-
straint coming from the canonical commutation relation. For simplicity zA = wA = 0
In figure 4.6 the entanglement entropy SEE corresponding to the Gaussian mode
in figure 4.5 is shown as a function of the universe expansion rate ρ. In this model
the universe starts from a size of (a − b = 0.5) in the remote past and ends with a
size (a+ b = 2.5) in the remote future. For this plot, the mass of the scalar field is
m = 1. It can be seen that the amount of entanglement between original mode A
and partner B tends to saturate for higher values of the universe expansion rate ρ.
In figure 4.7 the entanglement entropy SEE corresponding to the Gaussian mode in
figure 4.5 is shown as a function of the universe expansion rate ρ for different values
of the mass mof the scalar field. As expected, the closer we get to the massless limit
the entanglement entropy becomes independent of the universe expansion rate ρ.
This is in agreement with the vanishing of the Bogoliubov coefficient |β|2 due to the
conformal symmetry in (1+1) dimensions.
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Figure 4.6: Entanglement Entropy SEE for the Gaussian partner in figure 4.5 as a
function of the universe expansion rate ρ for a scalar field with mass m = 1. In this
model the universe starts from a size of (a − b = 0.5) in the remote past and ends
with a size (a+ b = 2.5) in the remote future.
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Figure 4.7: Entanglement Entropy SEE for the Gaussian partner in figure 4.5, as a
function of the universe expansion rate ρ, for different masses of the scalar field. In
this model the universe starts from a size of (a − b = 0.5) in the remote past and
ends with a size (a+ b = 2.5) in the remote future.
Applying the Riemann Lebesgue lemma to equation the Partner B spatial profiles
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in equation (4.140)
X˜B(k)
E¯kY˜B(k)
Z˜B(k)
E¯kW˜B(k)
 =
(
2√
1 + g2
)1/2
(u+ v)

x˜A(k)
E¯ky˜A(k)
z˜A(k)
E¯kw˜A(k)
 , (4.170)
u =
√
1 + g2
g
(
exp[σ] 0
0 exp[−σ]
)(
cos(θ) sin(θ)
− sin(θ) cos(θ)
)
⊗ I2 , (4.171)
v =
1
g
(
0 exp[−σ]
exp[σ] 0
)(
cos(θ) sin(θ)
− sin(θ) cos(θ)
)
⊗ v0 , (4.172)
v0 =
(
0 −(1 + 2 |βk|2)
(1 + 2 |βk|2) 0
)
. (4.173)
Reversing the Fourier transform we obtain the spatial profiles of partner B. In
figure 4.8 the partner B associated to the Gaussian original modes in figure 4.5 is
shown for the case in which there is no universe expansion (ρ = 0). For this plot,
the mass of the scalar field is m = 1. In figure 4.9 the partner B associated to the
Gaussian original modes in figure 4.5 is shown for the case in which the universe
expansion ρ = 10. For this plot, the mass of the scalar field is m = 1. Comparing
figures 4.8 and 4.9 it can be appreciated a change of not only the amplitude of the
spatial profiles, but also in the width of the Gaussian-like peaks. As expected, the
partner form is affected by the universe expansion rate. Notice that these plots are
obtained by taking the limit of the observation time t¯obs goes to infinity. Therefore, it
can be concluded that the purification partners contain long-lasting memories of the
dynamics of evolution. This implies that the purification partner might be used as
a tool for quantum information protocols such as quantum metrology. The partners
allow us to use pure state entanglement to perform highly sensitive measurements
and estimation of the physical parameters contained in the dynamics of evolution,
like the universe expansion rate ρ.
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Figure 4.8: Partner mode B associated to Gaussian mode A in figure 4.5 when there
is no expansion of the universe (ρ = 0). The mass of the scalar field was taken to
be m = 1
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Figure 4.9: Partner mode B associated to Gaussian mode A in figure 4.5 when the
expansion rate ρ = 10. In this model the universe starts from a size of (a− b = 0.5)
in the remote past and ends with a size (a + b = 2.5) in the remote future. The
mass of the scalar field was taken to be m = 1
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Chapter 5
Conclusions
In this dissertation, we considered the question of how to harvest efficiently the large
pure state entanglement between two field subsystems of a quantum field. These
two field subsystems entangled in a pure state are what in this dissertation we called
purification partners.
We obtained a general formula for the purification partner modes of a one dimen-
sional linear harmonic oscillator chain in the vacuum (equations 3.112-3.115). This
formula allowed us to construct a partner B for any arbitrary mode A, in terms of
the spatial profiles of the latter. We found that there are two possible kinds of part-
ners. First the spatially separated partners, in which there is no overlap between
the spatial profiles of A and B (example in figures 3.2 and 3.3). The second kind
of partner is the spatially overlapped partners, in which there is a non-zero overlap
between the spatial profiles (example in figures 3.4 and 3.5).
Using the partner formula it was shown that for discrete partners even for the
case of finite lattice separation, it is possible to have a large (infinite) amount of
entanglement between original mode A and its associated purification partner B
(equation 4.14). For a three oscillators model we showed that in order to extract
this large amount of entanglement a very large (infinite) amount of energy for the
devices that perform the harvesting is necessary (equation 4.89) . An infinite amount
of entanglement extraction is attained without the ultraviolet divergence of the field
entanglement in the continuum limit by paying an infinite energy cost.
After taking the continuum limit of the partner formula, and generalizing the re-
sults to arbitrary dimensions we obtained a partner formula for the case in which the
state of interest is not the vacuum, but an excited state given by the free evolution
of a scalar field in a an arbitrary curved spacetime (equations 3.315-3.318). This
general partner formula depends on the spatial profiles that define original mode A
and the Bogoliubov coefficients that contain the dynamics of the unitary evolution.
Finally we applied the general partner formula to the case of a 1+1 expanding uni-
verse model. It was found that only particle creation effects have a contribution to
the entanglement entropy (figures 4.6-4.7) and the partner B spatial profiles (figures
4.8-4.9)
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The quantum field stores the information of the universe evolution and so does
the partner. In addition, since the partner contains the quantum fluctuations of
two non commutable operators, the purification partners might help to construct a
more sensitive model for checking Bell inequality breaking in a cosmic microwave
background [20]. The purity condition on localized spatially overlapped partners
may contribute to a more stringent Bell inequality since pure state entanglement
increases the efficiency of a quantum information protocol. Therefore, by using
the partners the inequality breaking might be observed more easily compared to
Maldacena's original proposal, in which mixed states are considered [20].
The purification partners might also be applied to Quantum metrology with Rel-
ativistic Quantum Fields, that is the estimation of the parameters of the space-time
by measuring the information stored in a quantum field. Ivette Fuentes et al [70]
recently considered a bosonic quantum field that undergoes a generic transformation
which encodes the parameters of the space-time to be estimated. They calculated
formulas for the optimal precision bounds on the estimation of space-time parame-
ters in terms of the Bogoliubov coefficients for single and two mode Gaussian chan-
nels. However they do not consider explicitly the case of a pure Gaussian state. In
the estimation of parameters the Quantum Fisher information plays a crucial role
in the Quantum Cramer Rao bound [71] [72] [73] [74] [75] [76]. It is known that
entanglement can increase the sensitivity of measurements. In addition, it is also
known that the Quantum Fisher information increases when we considered Entan-
glement systems [77] [78]. Therefore, by using the purification partners it might be
possible to obtain more stringent bounds for the estimation of parameters. That is,
we might be able to optimize the original mode A spatial profiles such that we can
retrieve more information from the field.
For all these reasons, it is believed that the purification partners is a concept that
might become useful at the time to develop more efficient Quantum Information
Protocols. However, the partner analysis so far has been done only for: black
hole evaporation space-times, the harmonic oscillator chain and bi-linear interaction
Hamiltonian. As a future work following this dissertation we have: the extension to
non Gaussian state partners, the purification partners for the spin chain systems,
etc.
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Appendix A
Entanglement Harvesting detailed
calculations
In this appendix the detailed calculation concerning the energy cost to swap the
entanglement from the three harmonic oscillator system in section 4.1 is presented.
First we want to calculate: Uˆ †AA′HˆUAA′ . Let us consider first an unitary operation
depending on a θ parameter:
Uˆ(θ) = exp
[
ıθGˆ
]
, (A.1)
where Gˆ is an operator independent of θ. Do not confuse this θ with a symplectic
transformation. After the general calculation we will consider our case of interest
θ = pi/2. Consider an operator qˆ such as:
qˆ(θ) = Uˆ †(θ)qˆUˆ(θ) , (A.2)
∂θqˆ(θ) = ı
[
qˆ(θ), Gˆ(θ)
]
. (A.3)
For the operator defined on equation (4.65) with arbitrary θ
UAA′(θ) = exp
[
ıθ
(
Cqˆ1pˆA′ − 1
C
(
pˆ1 +
1
δ
pˆ2
)
qˆA′
)]
. (A.4)
From which we can define:
qˆ1(θ) = Uˆ
†
AA′(θ)qˆ1UˆAA′(θ) , (A.5)
qˆ2(θ) = Uˆ
†
AA′(θ)qˆ2UˆAA′(θ) , (A.6)
pˆ1(θ) = Uˆ
†
AA′(θ)pˆ1UˆAA′(θ) , (A.7)
pˆ2(θ) = Uˆ
†
AA′(θ)pˆ2UˆAA′(θ) , (A.8)
qˆA′(θ) = Uˆ
†
AA′(θ)qˆA′UˆAA′(θ) , (A.9)
pˆA′(θ) = Uˆ
†
AA′(θ)pˆA′UˆAA′(θ) . (A.10)
A short calculation gives:
∂θqˆ1(θ) =
1
C
qˆA′(θ) , (A.11)
1
C
∂θqˆA′ = −qˆ1(θ) . (A.12)
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By taking second derivatives of each equation it is possible to see that the solutions
for qˆ1 and qˆA′ correspond to a harmonic oscillator with unit natural frequency:
∂2θ qˆ1(θ) = −qˆ1(θ) , (A.13)
1
C
∂2θ qˆA′(θ) = −
1
C
qˆA′(θ) , (A.14)
with solution in terms of θ(
qˆ1(θ)
1
C
qˆA′(θ)
)
=
(
cos θ sin θ
− sin θ cos θ
)(
qˆ1
1
C
qˆA′
)
. (A.15)
From which the desired result is obtained when θ = pi/2. For qˆ2 we have
∂θqˆ2(θ) =
1
δ
1
C
qˆA′(θ) , (A.16)
from which the solution can be obtained
qˆ2(θ) = qˆ2 − 1
δ
qˆ1 +
1
C
1
δ
[Cqˆ1 cos θ + qˆA′ sin θ] . (A.17)
For pˆ2 we have no θ dependence.
∂θpˆ2(θ) = 0 , (A.18)
from which the solution can be obtained
pˆ2(θ) = pˆ2 . (A.19)
Similarly for pˆ1 and pˆA′ we have
∂θpˆ1(θ) = CpˆA′(θ) , (A.20)
∂θpˆA′ = − 1
C
(
pˆ1(θ) +
1
δ
pˆ2(θ)
)
. (A.21)
By adding the differential equation satisfied by pˆ2 then:
∂θ
(
pˆ1(θ) +
1
δ
pˆ2
)
= CpˆA′(θ) , (A.22)
C∂θpˆA′ = −
(
pˆ1(θ) +
1
δ
pˆ2(θ)
)
. (A.23)
This system of differential equations have a similar solution like the one in equation
(A.15).
pˆ1(θ) +
1
δ
pˆ2 =
(
pˆ1 +
1
δ
pˆ2
)
cos θ + CpˆA′ sin θ . (A.24)
CpˆA′(θ) = −
(
pˆ1 +
1
δ
pˆ2
)
sin θ + CpˆA′ cos θ . (A.25)
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By taking the limit θ = pi/2:
qˆ1
(pi
2
)
=
1
C
qˆA′ , (A.26)
qˆ2
(pi
2
)
= qˆ2 − 1
δ
qˆ1 +
1
C
1
δ
qˆA′ , (A.27)
pˆ1
(pi
2
)
= −1
δ
pˆ2 + Cpˆ
A′ , (A.28)
pˆ2
(pi
2
)
= pˆ2 . (A.29)
Which allow us to calculate from equation (4.79)
Uˆ †AA′HˆUˆAA′ =
1
2
((
−1
δ
pˆ2 + CpˆA′
)2
+ pˆ22 + pˆ
2
3
)
+
1
C2
qˆ2A′ +
(
qˆ2 − 1
δ
qˆ1 +
1
C
1
δ
qˆA′
)2
+ qˆ23
−λ
((
1
C
qˆA′ + qˆ3
)(
qˆ2 − 1
δ
qˆ1 +
1
C
1
δ
qˆA′
)
+
1
C
qˆA′ qˆ3
)
. (A.30)
Now we proceed to calculate the effect of the unitary operation UˆBB′ over the last
equation. Due to the form of equations (4.62) and (4.63) we have to consider for
arbitrary θ the operator in equation (4.72) :
UˆBB′(θ) = exp
[
ıθ
(
QˆB pˆB′ − PˆB qˆB′
)]
. (A.31)
From which we can define:
qˆ1(θ) = Uˆ
†
BB′(θ)qˆ1UˆBB′(θ) , (A.32)
qˆ2(θ) = Uˆ
†
BB′(θ)qˆ2UˆBB′(θ) , (A.33)
qˆ3(θ) = Uˆ
†
BB′(θ)qˆ3UˆBB′(θ) , (A.34)
pˆ1(θ) = Uˆ
†
BB′(θ)pˆ1UˆBB′(θ) , (A.35)
pˆ2(θ) = Uˆ
†
BB′(θ)pˆ2UˆBB′(θ) , (A.36)
pˆ3(θ) = Uˆ
†
BB′(θ)pˆ3UˆBB′(θ) . (A.37)
A short calculations gives the following:
∂θqˆ1(θ) = WB(1)qˆB′(θ) , (A.38)
∂θqˆ2(θ) = WB(2)qˆB′(θ) , (A.39)
∂θqˆ3(θ) = WB(3)qˆB′(θ) . (A.40)
For qˆB′(θ) we have:
∂2θ qˆB′(θ) = −Ω2qˆB′(θ) , (A.41)
where we have defined
Ω2 = XB(1)WB(1) +XB(2)WB(2) +XB(3)WB(3) . (A.42)
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This equation has a solution:
qˆB′(θ) = qˆB′ cos (Ωθ) +
1
Ω
sin (Ωθ) [−XB(1)qˆ1 −XB(2)qˆ2 −XB(3)qˆ3] . (A.43)
Using this solution we have to solve equations (A.38)-(A.40) summarized as follows:
∂θqˆj(θ) = WB(j)qˆB′(θ) , (A.44)
for j = 1, 2, 3. Solving the equations:
qˆj(θ) = qˆj +WB(j)
∫ θ
0
qB′(θ
′)dθ′ . (A.45)
Where the integral term can be calculated:∫ θ
0
qB′(θ
′)dθ′ = qˆB′
1
Ω
sin (Ωθ) +
1
Ω2
[1− cos (Ωθ)] [−XB(1)qˆ1 −XB(2)qˆ2 −XB(3)qˆ3] .
(A.46)
With the definitions:
d1 = − 1
Ω2
[
1− cos
(pi
2
Ω
)]
XB(1) , (A.47)
d2 = − 1
Ω2
[
1− cos
(pi
2
Ω
)]
XB(2) , (A.48)
d3 = − 1
Ω2
[
1− cos
(pi
2
Ω
)]
XB(3) , (A.49)
dB′ =
1
Ω
sin
(pi
2
Ω
)
, (A.50)
for θ = pi/2 we can write:∫ pi/2
0
qB′(θ
′)dθ′ = dB′ qˆB′ + d1qˆ1 + d2qˆ2 + d3qˆ3 . (A.51)
From which:
qˆj
(pi
2
)
= qˆj +WB(j) [dB′ qˆB′ + d1qˆ1 + d2qˆ2 + d3qˆ3] . (A.52)
A similar calculation for pˆj, with j = 1, 2, 3 shows:
∂θpˆj(θ) = XB(j)pˆB′(θ) , (A.53)
∂θpˆB′ = −WB(1)pˆ1(θ)−WB(2)pˆ2(θ)−WB(3)pˆ3(θ) . (A.54)
The calculation is similar to the one for qˆj, we just have to exchange:
qˆj ←→ pˆj , (A.55)
XB(j) ←→ WB(j) . (A.56)
The results can be immediately written as:
pˆB′(θ) = pˆB′ cos (Ωθ) +
1
Ω
sin (Ωθ) [−WB(1)pˆ1 −WB(2)pˆ2 −WB(3)pˆ3] , (A.57)
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pˆj(θ) = pˆj +XB(j)
∫ θ
0
pB′(θ
′)dθ′ , (A.58)
where the integral term can be written
∫ θ
0
pB′(θ
′)dθ′ = pˆB′
1
Ω
sin (Ωθ) +
1
Ω2
[1− cos (Ωθ)] [−WB(1)pˆ1 −WB(2)pˆ2 −WB(3)pˆ3] .
(A.59)
With the definitions:
s1 = − 1
Ω2
[
1− cos
(pi
2
Ω
)]
WB(1) , (A.60)
s2 = − 1
Ω2
[
1− cos
(pi
2
Ω
)]
WB(2) , (A.61)
s3 = − 1
Ω2
[
1− cos
(pi
2
Ω
)]
WB(3) , (A.62)
sB′ = dB′ =
1
Ω
sin
(pi
2
Ω
)
, (A.63)
for θ = pi/2 we can write:
∫ pi/2
0
pB′(θ
′)dθ′ = sB′ pˆB′ + s1pˆ1 + s2pˆ2 + s3pˆ3 , (A.64)
such as
pˆj
(pi
2
)
= pˆj +XB(j) [sB′ pˆB′ + s1pˆ1 + s2pˆ2 + s3pˆ3] . (A.65)
The last equations allow us to calculate from equation (A.30):
Uˆ †BB′Uˆ
†
AA′HˆUˆAA′UˆBB′ = u1 + u2 + u3 + u4 + u5 + u6 + u7 + u8 , (A.66)
where we defined:
u1 =
1
2
(
−1
δ
(pˆ2 +XB(2) [sB′ pˆB′ + s1pˆ1 + s2pˆ2 + s3pˆ3]) + CpˆA′
)2
, (A.67)
u2 =
1
2
(pˆ2 +XB(2) (sB′ pˆB′ + s1pˆ1 + s2pˆ2 + s3pˆ3))
2 , (A.68)
u3 =
1
2
(pˆ3 +XB(3) [sB′ pˆB′ + s1pˆ1 + s2pˆ2 + s3pˆ3])
2 , (A.69)
u4 =
1
C2
qˆ2A′ , (A.70)
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u5 =
(
qˆ2 +WB(2) [dB′ qˆB′ + d1qˆ1 + d2qˆ2 + d3qˆ3]
−1
δ
(qˆ1 +WB(1) [dB′ qˆB′ + d1qˆ1 + d2qˆ2 + d3qˆ3]) +
1
C
1
δ
qˆA′
)2
, (A.71)
u6 = (qˆ3 +WB(3) [dB′ qˆB′ + d1qˆ1 + d2qˆ2 + d3qˆ3])
2 , (A.72)
u7 = −λ
(
1
C
qˆA′ + qˆ3 +WB(3) [dB′ qˆB′ + d1qˆ1 + d2qˆ2 + d3qˆ3]
)
×
×
(
qˆ2 +WB(2) [dB′ qˆB′ + d1qˆ1 + d2qˆ2 + d3qˆ3]
−1
δ
(qˆ1 +WB(1) [dB′ qˆB′ + d1qˆ1 + d2qˆ2 + d3qˆ3]) +
1
C
1
δ
qˆA′
)
, (A.73)
u8 = −λ 1
C
qˆA′ (qˆ3 +WB(3) [dB′ qˆB′ + d1qˆ1 + d2qˆ2 + d3qˆ3]) . (A.74)
Expanding equation (A.66) and taking the expectation value with respect to the
ground state of the original system of the three oscillators |0〉, any term that is linear
in terms of the operators qˆj or pˆj will vanish since:
〈0| qˆj |0〉 = 0 , (A.75)
〈0| pˆj |0〉 = 0 . (A.76)
Furthermore, any vacuum expectation value of a bi-linear term of the operators qˆj
or pˆj will satisfy:
〈0| (a1qˆ1 + a2qˆ2 + a3qˆ3) (b1qˆ1 + b2qˆ2 + b3qˆ3) |0〉 = ∆q(0) (a1b1 + a2b2 + a3b3)
+∆q(1) (a1b2 + a1b3 + a2b1 + a2b3 + a3b1 + a3b2) ,
(A.77)
〈0| (a1pˆ1 + a2pˆ2 + a3pˆ3) (b1pˆ1 + b2pˆ2 + b3pˆ3) |0〉 = ∆p(0) (a1b1 + a2b2 + a3b3)
+∆p(1) (a1b2 + a1b3 + a2b1 + a2b3 + a3b1 + a3b2) .
(A.78)
By considering the previous equations and the results on equation (A.66) it is pos-
sible to calculate from equation (4.77) the part depending on the initial state of the
auxiliary system of the energy cost. After collecting terms we end up with equation
(4.81):
〈
HˆAA′BB′
〉
= xp∆p(0) + yp∆p(1) + xq∆q(0) + yq∆q(1)
zA′
〈
p2A′
〉
+ wA′
〈
q2A′
〉
+ zB′
〈
p2B′
〉
+ wB′
〈
q2B′
〉
, (A.79)
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where we defined:
xp =
1
2δ2
[
X2B(2)
(
δ2 + 1
) (
s21 + s
2
2 + s
2
3
)
+ 2XB(2)s2
(
δ2 + 1
)
+δ2
(
X2B(3)
(
s21 + s
2
2 + s
2
3
)
+ 2XB(3)s3 + 2
)
+ 1
]
, (A.80)
yp =
1
δ2
[
X2B(2)
(
δ2 + 1
)
(s1(s2 + s3) + s2s3) +XB(2)
(
δ2 + 1
)
(s1 + s3) +
XB(3)δ
2(s1(XB(3)(s2 + s3) + 1) +XB(3)s2s3 + s2
]
, (A.81)
xq =
1
δ2
[
W 2B(1)
(
d21 + d
2
2 + d
2
3
)
+WB(1)
(
d21(WB(3)λδ − 2WB(2)δ)
+δ
(
d22(WB(3)λ− 2WB(2)) + d3(−2WB(2)d3 +WB(3)d3λ+ λ)− 2d2
)
+ 2d1
)
+W 2B(2)δ
2
(
d21 + d
2
2 + d
2
3
)−WB(2)δ(WB(3)d21λδ
+δ
(
WB(3)d
2
2λ+ d3λ(WB(3)d3 + 1)− 2d2
)
+ 2d1
)
+W 2B(3)δ
2
(
d21 + d
2
2 + d
2
3
)
+WB(3)d1λδ −WB(3)d2λδ2 + 2WB(3)d3δ2 + 2δ2 + 1
]
, (A.82)
yq =
1
δ2
[
2W 2B(1)(d1(d2 + d3) + d2d3) +WB(1)
(
d2(−4WB(2)δ(d1 + d3) + d1(λ− 2)δ
+λδ(2WB(3)(d1 + d3) + 1) + 2)− 2d3(2WB(2)d1δ −WB(3)d1λδ + δ − 1)
)
+δ
(
2W 2B(2)δ(d1(d2 + d3) + d2d3)−WB(2)
(
d2(λδ(2WB(3)(d1 + d3) + 1) + 2)
+2d3(WB(3)d1λδ − δ + 1)
)
+ 2W 2B(3)δ(d1(d2 + d3) + d2d3)
+WB(3)(−d1(λ− 2)δ + d2(λ+ 2δ)− d3λ(δ − 1)) + λ− λδ − 2
)]
, (A.83)
zA′ =
C2
2
, (A.84)
wA′ =
1
C2
(
1− λ
δ
+
1
δ2
)
, (A.85)
zB′ =
s2B′
2
(
X2B(2)
(
1 +
1
δ2
+X2B(3)
))
, (A.86)
ωB′ = d
2
B′
[(
WB(2)− 1
δ
WB(1)
)2
+W 2B(3)
−λWB(3)
(
WB(2)− 1
δ
WB(1)
)]
. (A.87)
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In particular if we study the behavior of these quantities around the limit δ = 0 we
find:
g ∼ O(δ−1) , (A.88)
XA(1) ∼ O(δ−1/2) , (A.89)
WA(1) ∼ O(δ1/2) , (A.90)
WA(2) ∼ O(δ−1/2) , (A.91)
XB(1) ∼ O(δ−1/2) , (A.92)
XB(2) ∼ O(δ1/2) , (A.93)
XB(3) ∼ O(δ+1/2) , (A.94)
WB(1) ∼ O(δ+1/2) , (A.95)
WB(2) ∼ O(δ−1/2) , (A.96)
WB(3) ∼ O(δ+1/2) , (A.97)
Ω ∼ O(δ0) , (A.98)
which implies:
xp ∼ O(δ−2) , (A.99)
yp ∼ O(δ−1) , (A.100)
xq ∼ O(δ−2) , (A.101)
yq ∼ O(δ−1) , (A.102)
zA′ ∼ O(δ−1) , (A.103)
wA′ ∼ O(δ−1) , (A.104)
zB′ ∼ O(δ−1) , (A.105)
wB′ ∼ O(δ−1) . (A.106)
The Taylor series coefficients of the dominant contribution in the limit δ = 0 of the
previous equations can be found plotted on figures (4.2) and (4.3).
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