We use intraday and daily data to examine the impact of cross-sectional return dispersion on volatility forecasting in the Chinese equity market. We adopt the GARCH, GJR-GARCH, and HAR models and, by augmenting them with return dispersion measures, provide empirical evidence that the return dispersion exhibits substantial information in describing the volatility dynamics by generating significantly lower forecasting errors at market and industry levels.
Introduction
In this paper, we explore the information content of the cross-sectional dispersion of stock returns for the purpose of volatility prediction. Specifically, we are interested in testing whether the information contained in return dispersion, when incorporated in volatility models, is able to generate marketand industry-level forecasts that are more accurate statistically and, if so, whether these forecasts offer economic value to investors. Our paper is motivated by the existing literature that examines the role of return dispersion in financial markets. With regard to volatility, Stivers (2003) and Connolly and Stivers (2006) clearly outline economic channels through which firm return dispersion impacts on future aggregate volatility. First, from an economic perspective, the literature shows that return dispersion is related to the macroeconomic environment and influences activities such as unemployment (Loungani et al., 1990) , economic expansion and recessions (Duffee, 2001) , and financial integration (Bekaert and Harvey, 1997) . The evidence suggests that stock return dispersion is likely to contain information for describing future state of the economy, part of which is captured by market volatility.
Another possible channel is the interpretation of return dispersion as an indicator of herding in equity markets. Low cross-sectional dispersion implies that investors, both retail and institutional, follow each other in and out of the same stocks due to information cascade or behavioral biases especially during extreme market conditions (Chang et al., 2000; Choi and Sias, 2009; Christie and Huang, 1995; Lakonishok et al., 1992; Li et al., 2017; Yao et al., 2014) . This underscores another inherent link between return dispersion and market volatility (Angelidis et al., 2015) .
Finally, from a statistical perspective, Campbell et al. (2001) disaggregate volatility into the market, industry, and stock components and document that firm-level volatility does not move in tandem with the time-variation in market volatility. This implies that return dispersion, which measures dispersion in the cross section of individual stock returns, may offer incremental information for the future time series of market volatility.
In addition to forecasting market volatility, we are equally interested in volatility prediction at the industry level. In the asset pricing literature, stock returns are shown to contain an industryspecific component orthogonal to the market or the firm (Moskowitz and Grinblatt, 1999) , and industry characteristics play an important role in explaining asset returns and asset allocation (Cavaglia et al., 2000; Choi and Sias, 2009; Diermeier and Solnik, 2001; Liu et al., 2014) . With regard to volatility modeling, Campbell et al. (2001) note that the time series variation in volatility is more stable at the industry level compared to that at the market or the firm level; and across industries, substantial distinctions exist in the volatility dynamics. This motivates us to study whether the information in return dispersion is equally useful for predicting volatility at the industry level.
In this paper, we focus on the Chinese equity market, an important emerging market in the global financial arena. Despite its rapid growth in size -becoming the second largest equity market with a capitalization of over $7 trillion within three decades (Carpenter and Whitelaw, 2017) it is still young and volatile (Jun et al., 2014) , and its disproportionately large number of retail investors exhibit strong behavior biases such as the disposition effect, overconfidence, and herding (Chen et al., 2014; Feng and Seasholes, 2005; Hilliard and Zhang, 2015; Kim and Nofsinger, 2008; Tan et al., 2008; Yao et al., 2014) . Based on these characteristics and subsequent trading patterns, we expect the return dispersion to contain rich information and exhibit substantial impact on the volatility dynamics in this emerging market. Hence, our paper extends the literature that focuses primarily on developed equity markets such as the US and UK in incorporating additional factors in volatility prediction (Byun, 2016; Hwang and Satchell, 2005; Stivers, 2003) , and the literature that explores asset pricing implication of the dispersion measure (Chen et al., 2015; Maio, 2016) .
We use daily data of component stocks in the Chinese CSI 300 index to construct equally-and value-weighted cross-sectional dispersion measures: the cross-sectional standard deviation (CSSD) and the cross-sectional absolute deviation (CSAD) following Chang et al. (2000) . 1 We also form equally-and value-weighted portfolio-based CSSD that avoids the influence of extreme stock returns (Maio, 2016; Stivers and Sun, 2010) . Furthermore, eight industry indices are constructed via a value-weighting scheme from component stocks when there are at least six component stocks in that industry at any point. In terms of volatility models, in addition to the popular generalized autoregressive conditional heteroskedasticity model (GARCH) of Bollerslev (1986) and Engle (1982) , we also implement the asymmetric GARCH (GJR-GARCH) model of Glosten et al. (1993) , and the heterogeneous autoregressive (HAR) realized volatility model of Corsi (2009) . We augment these traditional models with CSSD and CSAD measures to test the potential forecasting capability of these measures. Our sample period is from 1 August, 2005 , to 30 September, 2017 Our empirical analysis reveals a host of interesting findings. First, the in-sample analysis shows a significant improvement for GARCH-X, GJR-GARCH-X, and HAR-X models when the CSSD and CSAD measures are incorporated. The coefficient for the CSSD/CSAD is positive and significant for the augmented models, implying that a relatively low dispersion is associated with a lower volatility. The results are consistent with findings in Hwang and Satchell (2005) and Byun (2016) that adding information in the cross-sectional dispersion helps better specify the daily volatility process. They are also in line with the evidence in Angelidis et al. (2015) , Connolly and Stivers (2006) , and Stivers (2003) , which document a positive relation between dispersion measures and future market-level volatility. The implication is that a higher dispersion measure is linked to a higher market volatility, indicating a deterioration of financial conditions. Second, our out-of-sample forecasting results show that, by adding the dispersion measures in augmented models, the performance of volatility forecasts is substantially improved for the CSI 300 index. The Diebold and Mariano (1995) test reveals that the augmented models, in particular the GJR-GARCH-X model, produce significantly smaller prediction errors for the majority of volatility model and dispersion combinations. Furthermore, the adjusted R 2 of the Mincer and Zarnowitz regression (Mincer and Zarnowitz, 1969) points to better model fit for the augmented models. This the Shanghai Stock Exchange and Shenzhen Stock Exchange. The index is re-balanced every six months. result, however, is different from Hwang and Satchell (2005) using the FTSE 350 and S&P 500 indices or Byun (2016) with the S&P 500 data. This could result from different markets, sample periods, or methodology.
Third, for industry-level volatility forecasts, there is a clear variation across industries over the one-day ahead horizon. We observe that volatility forecasts from augmented models are significantly improved for some sectors but fare poorly for others. However, over five-and 22-day ahead horizons, the HAR-X model improves substantially across most industries in offering statistically more precise volatility predictions.
Finally, we perform portfolio exercise to study whether statistically more precise volatility forecasts add economic value to a mean-variance utility investor who allocates her wealth between the CSI 300 index and the riskfree assets. We examine two alternative levels of investor risk aversion and report annualized portfolio returns, the Sharpe ratio, and the manipulation-proof portfolio measure (MPPM) of Goetzmann et al. (2007) . Results are mixed as we examine different levels of risk aversion, different measures for return dispersion, and different volatility models.
However, volatility predictions from augmented models consistently offer more economic value than benchmark models if we focus on the MPPM. Further robustness check shows that our results in the in-sample estimation and out-of-sample forecasts remain qualitatively the same with different volatility proxies, subsample analysis, and different market-wide equity indices.
The contribution of our paper, as well as its novelty, lies in its comprehensive examination of the statistical and economic value of return dispersion in predicting volatility in an important emerging market. As the return dispersion reflects the degree to which traders follow market movements rather than their own belief, it captures the expectation of future price variations useful for volatility prediction. Our paper points to a clear channel for achieving this when the cross-sectional dispersion measure appears in the variance equation for the volatility dynamics. It thus sheds new light on the causes and consequences of asset volatility.
Our paper is related to Byun (2016) , Hwang and Satchell (2005) , and Stivers (2003) , all of which examine the impact of return dispersion on volatility modeling in the US and/or UK markets. Our paper differs from these studies in a number of methodological specifications. First, we implement the GARCH, GJR-GARCH, and the HAR models whereas only the GARCH model is adopted in these studies; second, we use six different measures of stock return dispersion, which is more comprehensive; third and importantly, we explore the relation between stock dispersion and volatility in the biggest emerging market when these studies focus on the US and UK equity markets; and finally, we examine volatility forecasts both in statistical and economic terms, whereas the economic value of volatility forecasts is not considered in these related papers.
The rest of the paper is organized as follows. Section 2 outlines the methodology to construct cross-sectional dispersion measures, and introduces volatility models and their performance evaluation metrics. Section 3 describes data, undertakes empirical analysis, and performs robustness check. Finally, Section 4 concludes.
Methodology
In this section, we introduce the cross-sectional stock dispersion measures, outline the GARCH, GJR-GARCH, and HAR volatility models, describe proxy for the latent volatility dynamics based on intraday stock data, and summarize statistical and economic metrics for assessing volatility forecasts.
Cross-sectional dispersion measures

Equally-weighted dispersion measures
We adopt two measures of the cross-sectional dispersion constructed from individual stocks following Christie and Huang (1995) . The first measure is the cross-sectional standard deviation (CSSD) defined as follows:
(1)
The second measure is the cross-sectional absolute deviation (CSAD) defined as follows:
In both equations, r i,t is the return to stock i on day t, and r m,t is the cross-sectional average return of N stocks in the portfolio on day t.
Value-weighted dispersion measures
In addition to the two equally-weighted cross-sectional dispersion measures, we also follow Angelidis et al. (2015) and compute the market capitalization-weighted CSSD and CSAD as follows:
where w i,t is the ratio between the market capitalization of stock i and the total market capitalization at time t-1, a predetermined weight for stock t over period t.
Portfolio-based dispersion measures
Furthermore, we create portfolio-based CSSD following Angelidis et al. (2015) , Maio (2016) , and Stivers and Sun (2010) . This portfolio-level dispersion measure is shown to be less noisy and performs better than firm-level ones because it mitigates the influence of extreme individual returns.
We follow Maio (2016) to form 25 size-and BM-sorted portfolios from CSI component stocks based on which daily portfolio returns are evaluated and used to construct equally-and value-weighted CSSD.
Volatility models
(GJR-)GARCH and (GJR-)GARCH-X models For the GARCH model, we implement the most parsimonious ARMA(1,1)-GARCH(1,1) specification as follows:
where the error term ε t,n follows a normal distribution D v with zero mean and variance σ 2 t with v degrees of freedom conditional on the information set Ω t−1 .
In addition, we also consider the asymmetric properties of volatility and implement the GJR-GARCH(1,1) model of Glosten et al. (1993) specified as follows:
where
The indicator function I t−1 captures the leverage effect. When the coefficient γ = 0, the GJR-GARCH(1,1) reduces to the standard GARCH(1,1) model.
To incorporate cross-sectional dispersion measures into the (GJR-)GARCH model, we modify the variance equation to produce out-of-sample volatility forecasts as follows:
where H k t represents daily, weekly, or monthly cross-sectional dispersion variable on day t over horizon k and is computed as a simple average of daily CSSD and CSAD:
where CSD t is either CSSD or CSAD on day t.
HAR and HAR-X model
The third model we adopt is the popular heterogeneous autoregressive (HAR) model of realized volatility proposed by Corsi (2009) . Müller et al. (1993) document a strong seasonality and autoregressive heteroskedasticity of the foreign exchange market due to non-homogeneous market participants, which supports the Heterogeneous Market Hypothesis (HMH). This hypothesis proposes different trading behavior by market participants due to their difference in risk preferences, constraints and the way information is interpreted. The HAR model is designed to capture these behaviors by constructing a multi-component volatility structure. It is also able to capture stylized observations of time series volatility dynamics such as long memory. It is specified as follows:
where Z d t , Z w t , Z m t denote the daily, weekly and monthly volatility components on day t, which are given by the simple average as follows:
RV d t represents the 5-minute realized volatility computed in equation (16); RV t,t+h on the left-hand side of equation (11) is the day h (h = 1, 5, 22) 5-minute ahead realized volatility, representing the volatility 1, 5, and 22 days ahead.
A number of studies include additional components into the HAR model and report improved empirical performance, such as the leverage effect (Corsi and Reno, 2012) , jumps (Anderson and Vahid, 2007) , and lunch-break returns (Wang et al., 2015) . In this paper, we include the dispersion measures into the HAR model and form a HAR-X model as follows:
where H k t represents daily, weekly, or monthly cross-sectional dispersion variable defined above in equations (8)-(10).
Proxy for volatility dynamics
Since volatility is a latent variable that cannot be observed, we follow Andersen and Bollerslev (1998) and construct realized volatility (RV) based on 5-minutes return series as proxy for the true volatility process. RV is a widely used non-parametric volatility estimator (see Andersen et al., 1999; Bandi and Russell, 2006; Chortareas et al., 2011, for example) . It is easy to implement and can be constructed by aggregating intraday squared returns as follows:
where σ 2 rv,t is the day t realized variance, and r 2 t,n (n = 1, 2, · · · , N th) is the 5-minute squared return on day t where r t,n = ln P t,n − ln P t,n−1 . We use this proxy to evaluate precision of out-of-sample volatility forecasts of alternative models.
Evaluation metrics
We use the first 1000 days, approximately one-third of the sample period, for the in-sample estimation and the remaining data for the out-of-sample prediction via a one-day rolling scheme. The forecasting accuracy is evaluated using three popular loss functions: the root mean squared error (RMSE), the mean absolute percentage error (MAPE), and the mean absolute error (MAE). They are defined as follows:
where T is the number of days in the out-of-sample period,σ 2 t+h is the forecasted variance over horizon h, and σ 2 t+h is the proxy for true variance.
To assess the precision of volatility forecasts, we implement the Diebold and Mariano (1995) 
whered is the mean of the loss differential process {d t } T t 0 , and LRVd = γ 0 + 2 ∞ j=1 γ j , γ j = cov(d t , d t−j ). The null hypothesis is that the forecasting difference is equal to zero.
Furthermore, we follow Andersen and Bollerslev (1998) and Wang et al. (2015) and conduct the Mincer-Zarnowitz regression test (Mincer and Zarnowitz, 1969) . Known as the predictive power test, it is specified as follows:
where σ t+h is the true volatility proxy at time t + h, andσ t+h is the forecasted volatility at time t + h. The forecasting accuracy is captured by the adjusted R 2 that reflects the overall goodnessof-fit of the regression. The higher the adjusted R 2 of the regression, the stronger the explanatory power of volatility forecasts.
Portfolio exercise
We not only investigate the statistical performance of volatility forecasts, but also assess their economic value to investors as statistically improved volatility forecasts do not necessarily deliver economic gains in a portfolio setting. Following Wang et al. (2016) , we construct a mean-variance utility framework whereby an investor allocates her wealth between a portfolio of stocks and the riskfree asset with specified level of risk aversion as follows:
wherer t and r r,f are the excess return to the portfolio and the risk-free asset, respectively, at time t, w t is the weight of the portfolio at time t, and Γ is the level of investor risk aversion. By maximizing U t (r t ) with respect to w t , we obtain the ex ante optimal weight, w * t , at time t + 1 given the excess return forecastr t+1 , and the volatility forecastσ t+1 :
).
The return forecasts,r t+1 , are proxied by the historical average following Neely et al. (2014) and Rapach et al. (2010) . Furthermore, we pose restrictions on the optimal weight in order to rule out short sale and more than 50% leverage so that 0 ≤ w * t ≤ 1.5. As a result, portfolio returns to a risk averse investor at time t + 1 can be written as R t+1 = w * t r t+1 + r t+1,f .
We evaluate the portfolio performance using the Sharpe ratio (SR), SR p =μ p σp and the manipulationproof performance measures (MPPM) (Goetzmann et al., 2007) in addition to overall portfolio excess returns, whereμ p andσ p are the mean and standard deviation of portfolio returns. The MPPM is expressed as follows:
wherer t is portfolio un-annualized rate of return at time t, T is the number of observations, and ∆t is the time interval between two observations. The use of the MPPM is particularly powerful in performance measurement as it avoids manipulation especially by hedge fund managers whose compensation package is based on fund performance. during the sample period. The mean and median of daily returns are positive for most stocks with mostly positive skewness and excess kurtosis. The last column reports the number of observations for intraday data, which is used to calculate the proxy for latent volatility dynamics. It is interesting to note that the stocks in our sample vary in terms of market value that ranges from RMB 25 billion for the non-ferrous metal producer NONFEMET to RMB 319 billion for the giant carmaker SAIC.
Data and empirical analysis
Firms also differ in their book-to-market ratio and turnover. Hence, our sample stocks provide a good spread of firms in the Chinese equity market.
To investigate the information content of the cross-sectional dispersion at the industry level, we tabulate the industrial classification in Table 2 alongside the number of stocks in each industry.
We require an industry to have at least six firms to be included in our empirical exercise to avoid potential small sample bias. Hence, we focus on the following eight industries: (1) Mining (B); (2) Manufacturing (C); (3) Utilities (D); (4) Wholesale and retail (F); (5) Transportation, storage and post (G); (6) Information technology (I); (7) Finance (J); and (8) Real estate (K). We construct industry equally-and value-weighted 5-min RV using 5-minute stock returns for the out-of-sample volatility forecasting exercises. Table 3 describes the time series of cross-sectional dispersion measures CSSD and CSAD. The two measures are weakly correlated with the realized volatility of the CSI index as can be seen from the last column of the table, but highly correlated with each other with a significant correlation of 0.99, which can be viewed from Figure 1 . The two measures move in tandem with each other but much less so with the CSI 300 index except during the stock market crash in autumn 2015 and early 2016 when the two measures go up and down very much in line with the market index. This suggests the existence of herding during the crash period. Table 4 reports the in-sample volatility estimation result of the benchmark and augmented models for the CSI 300 index over the full sample period. The X variable is the CSSD and CSAD, both equally and value-weighted from individual stocks, and equally and value-weighted CSSD based on size-and BM-sorted portfolios, that capture the cross section of stock return dispersion.
In-sample volatility estimation
First, we observe that the maximum likelihood values of GARCH-X and GJR-GARCH-X models with CSSD and CSAD are higher than that of the benchmark GARCH and GJR-GARCH models, and the differences are highly significant at the 1% level. For example, the maximum likelihood value is 8116 for the GARCH-X with value-weighted CSAD in Panel A but 8107 for the GARCH model. This suggests a much improved goodness-of-fit with the additional dispersion measure and underlines its information content. Second, we note that the θ coefficient is highly significant for the augmented models, indicating that the dispersion measure plays a substantial role in describing daily volatility process. This result is consistent with the findings of Hwang and Satchell (2005) and Byun (2016) that incorporating the cross-sectional dispersion is able to improve daily and monthly return volatility specification, respectively. It also implies that, at the market level, a relatively high return dispersion predicts a high future market volatility and vice versa. This result is in line with Angelidis et al. (2015) , Stivers (2003) and Connolly and Stivers (2006) , all of which document a positive relation between the cross-sectional stock return dispersion and future market-level volatility.
A similar pattern can be observed when we implement the HAR and HAR-X models in Panel C. In this panel, the θ coefficient is also positive and highly significant at the 1% level across different dispersion measures, consistent with results in Panels A and B. This also implies that a relatively large cross-sectional dispersion predicts a high future market volatility, in line with the implication from the GARCH and GJR-GARCH models. Furthermore, we note that the adjusted R 2 is improved from 0.659 for the HAR model to between 0.662 and 0.665 for the HAR-X models.
Out-of-sample forecasting
As the in-sample parameter significance does not always translate to out-of-sample forecasting improvement, we conduct a number of out-of-sample tests at the market and industry levels to examine the forecasting performance of benchmark and augmented models. Table 5 summarizes volatility prediction results for the CSI 300 index. We report three loss functions of forecasting errors: RMSE, MAPE and MAE, and perform the Diebold and Mariano (1995) pairwise comparison to evaluate whether the difference in forecasting performance between volatility models is significant. We also show the adjusted R 2 of the Mincer-Zarnowitz regression.
For the two GARCH models in Panels A and B, the results suggest that the forecasting performance of augmented models is usually significantly better than that of benchmark ones for both the RMSE and MAE. For example, the Diebold and Mariano t-statistic for the difference in forecasting error is 4.36 and 5.68 when the GJR-GARCH is augmented by the value-weighted CSSD and CSAD, respectively, as measured by the MAE in Panel B. The Mincer-Zarnowitz adjusted R 2 also improves from 0.34 to 0.44 and 0.45 when value-weighted CSSD or CSAD, respectively, is added to the model. Meanwhile, we notice that when the portfolio-based CSSD is added to the GARCH model in Panel A, the MAPE significantly increases. It is interesting to note that the improvement generated by the GJR-GARCH-X model relative to the GJR-GARCH is more evident compared with the improvement of the GARCH-X relative to the GARCH model.
Results are similar for the HAR and HAR-X models in Panel C. We conduct forecasting exercises over one-, five-, and 22-day ahead horizons to correspond to different volatility components underlying the HAR model. By adding different measures of cross-sectional dispersion, the augmented models exhibit reduced forecasting error, in many cases significant at the 1% level. For example, over 22-day ahead horizon, the t-statistic of the Diebold-Mariano test for the RMSE is always significant at the 1% level regardless of the specific cross-sectional dispersion measure.
Moreover, according to the adjusted R 2 of the Mincer-Zarnowitz regression, the augmented HAR-X model exhibits stronger explanatory power with higher R 2 except for one case.
Overall, at the aggregate market level, we provide clear evidence that the information content in the cross-sectional stock return dispersion helps improve the forecasting performance of the benchmark models. This finding is different from the evidence in Hwang and Satchell (2005) and
Byun (2016) perhaps due to different methodology or the test market. It is worth noting that the equally-weighted CSSD and CSAD seem to capture more information and thus are better at helping to generate more precise volatility forecasts. 2
At the industry level, we construct eight industry indices from intraday component stock returns based on the value-weighting scheme and report out-of-sample forecasting performance in Table   6 with the six cross-sectional dispersion measures. 3 In this table, it is noteworthy that, at the industry level, the performance of GARCH-X and GJR-GARCH-X models are rather mixed cross the industries. The augmented models tend to perform significantly better for the finance industry but significantly worse for the mining, manufacturing, and utilities industries. For the HAR models in Panel C, however, the HAR-X model tends to outperform the benchmark over all industries and dispersion measures, especially over the 22-day ahead horizon.
Taken together, results in this table suggest that the information content of the cross-sectional dispersion is more pronounced at the weekly and monthly horizons, and that it represents a useful source of information for some industries as far as volatility prediction is concerned. We note that at the industry level, volatility prediction with the dispersion measure does not work well over the next day. One possible way to rationalize this relates to the use of CSSD/CSAD in detecting herding in equity markets (Chiang and Zheng, 2010; Christie and Huang, 1995; Tan et al., 2008) and
at the industry level (Lee et al., 2013) . Choi and Sias (2009) argue that as institutional investors receive industry signals at different times, they act on signals and trade sequentially. As a result, we are more likely to observe forecasting advantage at the industry level over weekly and monthly horizons.
Economic value
Statistical improvement does not necessarily lead to economic gains to investors when volatility predictions are used in trading strategies. Hence, we conduct a simple portfolio exercise to gauge the economic value of volatility forecasts for augmented GARCH-X, GJR-GARCH-X, and HAR-X models. As we assume that expected returns to individual assets are the same as their historical average, overall portfolio returns as well as weight for the stock portfolio hinge upon the accuracy of volatility forecasts and investor risk aversion.
In Table 7 , we summarize average annualized portfolio returns, the Sharpe ratio, and the manipulation-proof performance measure (MPPM) at the market level with two different risk aversion levels and different dispersion measures. Results are quite mixed. If we focus on the Sharpe ratio, when Γ = 6 for moderate investor risk aversion, in six out of nine cases the augmented models exhibit higher Sharpe ratio than the corresponding benchmark models, whereas for Γ = 9, the benchmark model dominates in generating higher portfolio returns. However, when we move to the MPPM, we notice that for all combinations of volatility model and dispersion measure, the augmented model shows higher MPPM value. This suggests that the information contained in stock return dispersion tends to add value to investors in a portfolio exercise.
Robustness check
We conduct three robustness tests to show that our baseline results discussed above are not due to specific choices we make in terms of methodology, sample period, or the test asset. In the first test, we use different proxies for the latent volatility process; in the second robustness check, we break the sample period into two and perform subsample analysis; finally, we examine the performance of two other market-wide indices: the Shanghai Stock Exchange (SSE) composite index and the Shenzhen Stock Exchange (SZSE) composite index. Our results remain qualitatively the same in these robustness tests.
Different volatility proxies
We adopt two different volatility estimators to capture the true volatility dynamics. They are the realized median of Andersen et al. (2012) and the realized range of Parkinson (1980) . The realized median takes jumps in underlying returns as well as small (or zero) returns into account.
It is defined as follows:
where r n is the absolute return for the nth interval on day t. The realized range considers large price movements within a day that the realized volatility measure may fail to capture. Thus, it is expected to infer more information and improve upon the realized variance estimator by replacing each intraday squared return with the high-low range as follows:
where H t,i and L t,i are the highest and lowest prices for the nth interval on day t. Martens and Van Dijk (2007) show that, despite market frictions, it outperforms the realized volatility in terms of forecasting accuracy. Considering large price movements in the volatile Chinese stock market and microstructure biases, these two volatility proxies represent suitable alternative proxies.
Our empirical results are summarized in Tables 8 and 9 at the market and industry level, respectively, when the realized median is used as the volatility estimator. 4 In Table 8 , the performance of augmented GARCH-type models is very similar to that in At the industry level in Table 9 , we again observe rather mixed results across the sectors.
However, the HAR-X model tends to offer significantly reduced RMSE, especially over the fiveand 22-day ahead horizons. Taken together, when we implement the same forecasting exercises with popular alternative volatility proxies, our main findings remain unchanged: the cross-sectional dispersion of stock returns contains useful information that helps improve volatility prediction.
Subsample analysis
Our second robustness test is to break the whole sample period almost equally into two: the first subsample is from August 2005 to December 2011, and the second subsample is from January 2012 to the end of the sample period. Interestingly, each subsample contains a market downturn:
the Great Recession in the middle of the first subperiod, and the Chinese stock market crash of 2015/2016 during the second subsample.
The performance of the benchmark and augmented models is summarized in Tables 10 and 11, respectively, for the two subsamples. It is interesting to note that the GARCH-X, GJR-GARCH-X, and HAR-X models perform very strongly in generating significantly reduced volatility forecasts in most volatility model and dispersion measure combinations. Our results are consistent with evidence in the literature that, when the market is in agitation, investors tend to herd the market more (see Christie and Huang, 1995; Yao et al., 2014 , for example), thus the dispersion measures, which capture herding in the market, are more informative and perform better in the volatility prediction exercises .
Alternative indices
In addition to the CSI 300 index, we have also examined the SSE and SZSE composite indices, which contain 1381 and 2057 stocks, respectively, during our sample period, and tested whether cross-sectional dispersion helps generate more precise volatility forecasts in these markets. Table 12 summarizes the results for the SSE composite index. In this table, we again observe qualitatively similar results in that the dispersion measures continue to offer information content that helps reduce volatility prediction error, in many cases significantly, and improves the adjusted R 2 for the Mincer-Zarnowitz regressions. Furthermore, we have conducted the same exercise for the SZSE composite index (Table A1) , and the subsample analysis for the SSE composite index (Tables A2   and A3 ) and the SZSE composite index (Tables A4 and A5) in the appended tables. All results attest to the importance of incorporating cross-sectional dispersion in volatility forecasting.
Conclusion
In this paper, we explore the impact of the cross-sectional stock return dispersion on volatility modeling and forecasting. Motivated by the prior theoretical and empirical evidence in the literature documenting the forecasting ability of this measure for stock returns, we are interested in investigating whether it also helps improve volatility prediction. Employing equally-and value-weighted cross-sectional standard deviation (CSSD) and cross-sectional absolute deviation (CSAD) of component stocks of the Chinese CSI 300 index, as well as the equally-and value-weighted CSSD based on size-and BM-sorted portfolios, the empirical results confirm our conjecture that, by augmenting the GARCH, GJR-GARCH, and HAR models with the dispersion measure, the augmented models offer a better fit in the in-sample estimation tests and improve out-of-sample volatility forecasting accuracy. The dispersion measure also tends to offer economic value to a mean-variance utility investor. Similar results hold when we study volatility forecasts at the industry level. Further robustness check corroborates the main findings with different volatility proxies, subsample analysis, and for SSE and SZSE composite indices. Our paper thus extends the literature by highlighting the role that cross-sectional stock return dispersion plays in modeling equity market volatility. This table reports the out-of-sample forecasting performance between the GARCH, GJR-GARCH, and HAR models and corresponding augmented GARCH-X, GJR-GARCH-X, and HAR-X models at the industry level constructed via the value-weighting scheme from stocks in the industry. Realized volatility is calculated from 5-min value-weighted intraday component stock returns. The root mean square error (RMSE) is used. The t-statistic of the Diebold and Mariano (1995) (DM) test between forecasts from the benchmark and augmented models is also reported. * p < 0.1; * * p < 0.05; * * * p < 0.01. This table reports the out-of-sample forecasting performance between the GARCH, GJR-GARCH, and HAR models and the corresponding GARCH-X, GJR-GARCH-X, and HAR-X models using the realized median as the volatility proxy for the CSI 300 index. The root mean square error (RMSE), the mean absolute percentage error (MAPE), and the mean absolute error (MAE) are used. The t-statistic of the Diebold and Mariano (1995) This table reports the out-of-sample forecasting performance between the GARCH, GJR-GARCH, and HAR models and corresponding augmented GARCH-X, GJR-GARCH-X, and HAR-X models at the industry level constructed via the value-weighting scheme from stocks in the industry. Realized median is calculated from 5-min value-weighted intraday component stock returns. The root mean square error (RMSE) is used. The t-statistic of the Diebold and Mariano (1995) (DM) test between forecasts from the benchmark and augmented models is also reported. * p < 0.1; * * p < 0.05; * * * p < 0.01. This table reports the subsample forecasting performance between the GARCH, GJR-GARCH, and HAR models and the corresponding GARCH-X, GJR-GARCH-X, and HAR-X models for the CSI 300 index from January 2012 to September 2017. The root mean square error (RMSE), the mean absolute percentage error (MAPE), and the mean absolute error (MAE) are used. The t-statistic of the Diebold and Mariano (1995) (DM) test between forecasts from the benchmark and augmented models, and the adjusted R 2 of the Mincer-Zarnowitz (M-Z) regression are also reported. * p < 0.1; * * p < 0.05; * * * p < 0.01. This table reports the out-of-sample forecasting performance between the GARCH, GJR-GARCH and HAR models and the corresponding GARCH-X, GJR-GARCH-X, and HAR-X models for the SSE composite index. The root mean square error (RMSE), the mean absolute percentage error (MAPE), and the mean absolute error (MAE) are used. The t-statistic of the Diebold and Mariano (1995) (DM) test between forecasts from the benchmark and augmented models, and the adjusted R 2 of the Mincer-Zarnowitz (M-Z) regression are also reported. * p < 0.1; * * p < 0.05; * * * p < 0.01. 
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