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Paradata are information about the primary survey data collection process. This guide is 
intended for survey practitioners who want to collect and use paradata in web surveys. The 
guideline focuses on a typology and possible applications of web paradata and practical 
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1. Introduction  
In general, paradata refer to information about the process of collecting survey data. In web 
surveys, paradata are typically collected as a by-product of computer-assisted data collection 
(Couper, 1998). Web paradata describe the respondent’s survey-taking behavior, including 
information on the contact process, device type and questionnaire navigation. As they are 
collected unobtrusively and in the natural environment, web paradata are characterized by low 
reactivity. Paradata must be distinguished from several other data that accompany survey data 
and/or can be merged with survey data (see Figure 1). 
 
 
Figure 1. The distinction between web paradata and other types of data with some examples (own illustration). 
 
Metadata are macro-level information about survey data, such as the sampling design or the 
codebook; thus, metadata are necessary to interpret survey data but are not linked to these on 
the micro-level of individual respondents. Auxiliary data can be obtained from external sources, 
such as census data or administrative data, and can, in some cases, be merged with the survey 
data (Sakshaug & Antoni, 2017). Passive data and paradata have in common that they are 
collected without (active) involvement of the respondent. Unlike paradata, passive data are 
usually used to describe actions or behaviors that exceed survey-taking behavior, such as motion 
data or online browsing behavior in other tabs, windows, or mobile apps. Passive data collection 
may be initialized during survey data collection but usually extends beyond the time taken to fill 
out the survey. In survey research, passive data is mostly collected via smartphone devices 
(Keusch, Struminskaya, Antoun, Couper, & Kreuter, 2019). Still, “the distinction between 
paradata, passive data, and auxiliary data is likely to be an ongoing discussion as technology and 
data collection efforts evolve” (McClain et al., 2019, p. 207).  
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2. Typologies and possible applications of web paradata 
2.1 Categorizing web paradata 
Types and purposes of web paradata are manifold. Paralleling the technological development of 
web paradata collection, a variety of categorizations have evolved. 
The implementation of one of the first freely accessible paradata scripts in web surveys 
(Heerwegh, 2003) brought along the technical distinction between server-side and client-side 
paradata. Server-side paradata are collected at the server on which the web survey resides; they 
are captured by default by most online survey software. Client-side paradata collection is carried 
out on the respondent’s (client’s) device. This requires programming by the researcher, usually 
the implementation of JavaScript code in the survey software. Client-side data is richer than the 
server-side by offering detailed information on respondents’ actions within survey pages (see 
section 3.3.1 for details).  
Another categorization of paradata is based on the object of description (Callegaro, 2013; 
Callegaro, Lozar Manfreda, & Vehovar, 2015). Contact-info paradata include contact time, mode, 
and outcome during the recruitment of survey participants. Device-type paradata include 
information on screen size, resolution and orientation, browser, or internet connection. 
Questionnaire navigation paradata describe how the respondent fills out the survey. This may 
include page revisits, answer changes, or the use of non-question links.  
In a similar approach, the typology of McClain et al. (2019) distinguishes in which of the four 
phases of the data collection process paradata are collected. These phases are prior survey, 
recruitment, access, and response. This categorization highlights the analytical use of paradata 
from previous waves in panel studies, such as the device used in previous waves to predict device 
use for the current wave of a study. Also, the typology presents which types of paradata from 
which phase can be used to analyze different errors from the Total Survey Error Framework 
(Groves et al., 2009). For instance, paradata gained during the recruitment phase are particularly 
useful to analyze coverage and nonresponse error, while paradata from the response phase 
mostly focus on measurement error.  
In the following, we distinguish contact information paradata that are collected during the 
recruitment and access phase, device-type paradata gathered during the access and response 
phase, and questionnaire navigation paradata that are collected during the response phase 
(Callegaro, 2013; Heerwegh, 2011; McClain et al., 2019). Contact information, device-type, and 
questionnaire navigation paradata can also be taken from a survey other than the current one, 
which means that they are collected at an earlier stage—in the prior survey phase—and used in 
the current survey. Examples are paradata from previous waves in longitudinal studies or earlier 
stages in multi-stage surveys. Figure 1 gives an overview of the most common types of web 
paradata and possible analytical purposes. In the next section, we provide more details on 





Table 1. Typology and possible applications of web paradata 
Type  Data collection phase Examples Derived measures Relation to the Total Survey Error (TSE) framework 




Recruitment and access  
 
• Contact timing:  
time of day/day of week  
• Contact mode 
• Contact strategy 
• Outcomes of each contact attempt  
• Reasons for noncontact  
• Date and time of (first/last) access 
to questionnaire  
• Date and time of completion 
• Time from open contact to access 
• Number of contact attempts 
• Number of login attempts 
• Session counts 
• Disposition codes/outcome  
• Survey outcome rates 
Focus on nonresponse error 
• data collection efficiency  
• monitoring, evaluating and optimizing contact 
processes 
• survey estimates  
• assessing and adjusting for nonresponse bias 
Device-type 
paradata 
Access and response 
 
• IP address 
• User agent string 
• Active scripting enabled (e.g., 
JavaScript, Flash, Cookies) 
• Screen size/resolution  
• Screen orientation  
• Browser window size 
• GPS coordinates 
• Unique respondents 
• Device type 
• Device type switching 
• Operating system  
• Browser type/version 
• Screen orientation change 
• Browser window size change 
• Technical ability to access survey features 
• Location of filling out the survey  
(i.e., country, state, on company premises) 
Focus on nonresponse and measurement error 
• data collection efficiency  
• monitoring and controlling contact processes 
• data quality 
• adapting questionnaire design 






• Time stamps 
• Keystrokes 
• Mouse clicks/finger taps 
• Mouse movements 
• Mouse coordinates 
• Scrolling/swiping 
• Zooming/pinching 
• Detection of the current window 
• Movements across the questionnaire 
(forward/backward) 
• Last page before dropout 
• Response times 
• Change of answers 
• Order of answering 
• Item nonresponse 
• Mouse movements within a page 
• Clicks on non-questions links (e.g., 
hyperlinks, FAQ, and help) 
• Appearances of prompts/error messages 
• Window switching 
Focus on measurement error 
• data quality 
• determining the length of interview/questions 
• pretesting and evaluating questionnaire 
design, question format, order, and wording 
• guiding real-time interventions  
• assessing response behavior 
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2.2 Applications of web paradata 
Web paradata can be used before, during, and after the collection of survey data for various 
purposes. Thus far, web paradata have mainly been used for methodological purposes, in 
particular, to address various sources of survey errors (see Figure 1). In this regard, possible 
applications can be assigned to three areas: improving data collection efficiency, data quality, and 
survey estimates (Kreuter, 2015). The use of web paradata for substantive purposes is still rather 
rare. For example, response times can be used to assess attitude stability (Heerwegh, 2011). 
2.2.1 Contact information paradata 
Contact information paradata1,2 usually include the time, date, and outcome of each contact 
attempt. In web surveys, email paradata provide information on how many invitations were sent, 
when they were sent, and with what outcome (e.g., whether the email was (not) delivered, 
whether it was opened, the time between delivery and email opening). This information can be 
used to improve data collection efficiency by understanding potential delivery problems and 
optimizing the timing and frequency of email communications to increase the probability that 
sample units will open the email (Hupp, Schroeder, & Piskorowski, 2017). The paradata are 
considerably less extensive if the respondents are invited to the web survey by mail and not by 
email (e.g., in a probability-based web survey, there is usually only a postal address but no email 
address for the first contact). In case of an invitation by mail, the only information available would 
be the date on which an invitation is sent. Moreover, contact mode (e.g., email vs. SMS invitation) 
(de Bruijne & Wijnant, 2014; Mavletova & Couper, 2014; McGeeney & Yan, 2016), contact strategy 
(e.g., timing and order of providing access to mixed-mode survey) (Holmberg, Lorenc, & Werner, 
2010; Millar & Dillman, 2011), and reasons for noncontact (e.g., bounced emails) can be gathered. 
This information can be used to implement adaptive and responsive survey designs3 before or 
during fieldwork to improve contact and cooperation (Lewis & Hess, 2017). Further important 
contact information paradata relate to the date and time of the [first/last] access to the 
questionnaire. Derived variables in this context include the date and time of completion, 
disposition codes (e.g., complete, partial, breakoff, refusal), and survey outcome rates (e.g., 
response rates, breakoff rates). For example, the number of breakoffs (i.e., those who drop out a 
survey), the number of suspends (i.e., those who resume the survey after a break), and the session 
counts indicate possible problems with survey length, respondent fatigue, or other issues. Early 
and late respondents can be compared for nonresponse bias analyses (Kypri, Samaranayaka, 
Connor, Langley, & Maclennan, 2011). 
2.2.2 Device-type paradata 
Device-type paradata are typically collected server-side on the first survey page during the access 
phase. A user agent string is transmitted every time a web browser connects to a website that 
contains, among others, information about the device type, browser name, and operating 
 
1 In interviewer-administered surveys, contact information paradata is often referred to as “call record 
data”, “contact form data”, or “level-of-effort paradata”. 
2 The distinction between contact information paradata and metadata is not always clear-cut, as some of 
the paradata listed here are also referred to as metadata (e.g., contact mode and strategy, outcome rates). 
3 Adaptive and responsive survey designs have in common that the characteristics of the survey design may 
differ for different (groups of) sample units depending on their characteristics. For instance, the effort 
expended in establishing contact and cooperation vary from one sample unit to another or in the course 
of data collection. In adaptive survey designs, tailor-made strategies are defined before the survey starts; 
in responsive survey designs, paradata that are collected in early phases of a survey are used for design 
decisions in later phases (Tourangeau, Brick, Lohr , & Li, 2017). 
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system. Device switching may occur during the completion of a single survey and between waves 
of a longitudinal study (Zijlstra, Wijgergangs, & Hoogendoorn-Lanser, 2018). Additional device-
specific information relates to screen resolution, screen orientation (portrait or landscape), 
screen orientation change, and the browser window size. This information is often collected 
client-side during the response phase on several or even all survey pages. Device-type paradata 
can be used before and during the collection of survey data to implement adaptive and 
responsive survey designs with the aim of improving the efficiency of data collection, for 
example, by predicting device use based on longitudinal data to promote the use of a particular 
device (Haan, Lugtig, & Toepoel, 2019), or to reduce nonresponse and measurement error by 
assigning respondents to their preferred device (Metzler, 2020). Device-type paradata are also 
used during survey data collection to optimally adapt the questionnaire design to the 
characteristics of different devices (i.e., desktop and mobile devices), browsers, and operating 
systems (Antoun, Katz, Argueta, & Wang, 2018; Beuthner, Daikeler, & Silber, 2019; Callegaro, 
2010), and after the fieldwork process to evaluate possible device-dependent differences in 
survey data quality (Antoun, Couper, & Conrad, 2017; Keusch & Yan, 2017; Lugtig & Toepoel, 2016; 
Mavletova, 2013; Sommer, Diedenhofen, & Musch, 2016; Toninelli & Revilla, 2016; Tourangeau et 
al., 2018; Verbree, Toepoel, & Perada, 2019).  
2.2.3 Questionnaire navigation paradata 
Questionnaire navigation paradata are often collected during the entire questionnaire 
completion process and include keystrokes, mouse actions, touch events, and timestamps 
stored along with the respondents’ actions (e.g., (de-)selecting a radio button, entering a text, 
scrolling the browser window). Standard derived measures are response times spent per 
question/survey page, change of answers, the order of answering, and mouse movements within 
a survey page. In general, questionnaire navigation paradata allow conclusions about the 
interaction of respondents with the questionnaire and their response behavior. They can be used 
before survey data is collected, i.e., during pretesting to optimize questionnaire design, or post-
survey to better understand the “black box” of respondent behavior and assess survey data 
quality. Long response times may, for example, indicate poor question design and respondent 
difficulties with particular questions (Lenzner, Kaczmirek, & Lenzner, 2010). Similarly, excessive 
mouse movements can be used to identify confusing questions (Horwitz, Kreuter, & Conrad, 
2017), and the number of answer changes may indicate respondent problems in mapping the 
response on the provided response alternatives (Stern, 2008). The last page before dropout (i.e., 
the last answered question) allows conclusions about which questions were particularly 
problematic in terms of, among others, the topic, layout, or format of the questions (Peytchev, 
2009). Extremely short response times (i.e., speeding) are often associated with satisficing 
behaviors such as straightlining (i.e., selecting the same response option to answer several rating 
scale items) and primacy effects (i.e., selecting the first response option that seems appropriate) 
and, thus considered an indicator of low respondent effort and low survey data quality (Malhotra, 
2008; Revilla & Ochoa, 2015; Zhang & Conrad, 2013). Moreover, browser window/tab switching 
indicating that respondents are temporarily leaving the survey allows conclusions about 
multitasking during questionnaire completion (Sendelbah, Vehovar, Slavec, & Petrovcic, 2016) 
and over-optimizing response behavior in knowledge questions (Gummer & Kunz, 2019). In these 
cases, questionnaire navigation paradata are used to make inferences about the respondents, 
for instance, to classify them as multitaskers, satisficers versus optimizers, etc. Questionnaire 
navigation paradata can also be used to identify problematic response behavior and to guide 
appropriate interventions in real-time, for example by providing additional clarification of the 
question meaning due to respondents’ inactivity (Conrad, Schober, & Coiner, 2007), by 
prompting respondents to select the desired number of responses in check-all-that-apply 
questions (Kunz & Fuchs, 2019a), or by asking speeders and straightliners to take more time for 
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their answers and differentiate more in grid questions (Conrad, Tourangeau, Couper, & Zhang, 
2017; Kunz & Fuchs, 2019b). However, the interpretation of questionnaire navigation paradata in 
particular is seldom straightforward and should be guided by a relevant theory (see section 3.2.4). 
2.2.4 Prior survey paradata 
Contact information, device-type, and questionnaire navigation paradata can stem from prior 
waves in panel surveys or screener interviews in multiple-stage surveys (household rosters). 
Among others, prior survey paradata (e.g., item nonresponse, response speed, participation 
history, the device used in previous waves) can be used to predict and correct for panel attrition 
(Kern, Weiss, & Kolb, 2019; Roßmann & Gummer, 2016; Tienda & Koffman, 2020). The effects of 
switching devices over successive waves of a panel on data quality and developments over time 
can be studied (Lugtig & Toepoel, 2016; Revilla, Toninelli, Ochoa, & Loewe, 2016). Moreover, 
invitation mode can be varied according to device preferences in previous waves, which may 
have effects on the likelihood of participation and data quality (Metzler, 2020). 
3. Practical implementation 
Although web paradata are often described as a by-product of survey data collection, in 
most cases they are collected intentionally and involve some additional effort for the 
survey researcher. Given the extra effort associated with the collection and use of web 
paradata, survey researchers should explicitly decide before starting survey data 
collection which paradata are to be collected for which purpose and how they will be 
analyzed. This decision should preferably be based on a relevant theory. Also required 
is a certain standardization regarding the collection and post-processing of web 
paradata, quality assurance, and comprehensive documentation of the collection and 
preparation of the paradata (Couper, 1998; Kreuter, 2015; Smith, 2011). 
3.1 Collection 
3.1.1 Server-side and client-side web paradata 
As mentioned above, an important technical distinction regarding web paradata concerns server-
side (i.e., visits to a specific page) and client-side paradata (i.e., events within a page).  
Practically all web survey data sets include at least some paradata, as most computer-assisted 
interviewing (CAI) software systems offer the possibility of collecting the most common server-
side paradata by default (e.g., disposition code, date and time of (first/last) access, duration, 
device type). These measures are usually collected at the survey level (i.e., each time a 
respondent accesses the survey) or at the page level (e.g., elapsed time from loading a webpage 
to submitting it by clicking on the “Next” button, including request/response transmission times 
between server and client. If server-side paradata are collected at the page level, information 
content decreases with each additional question on a page. 
Compared to server-side paradata, client-side paradata are “richer in detail, precision, and 
amount of information that can be collected” (Callegaro, 2013, p. 262). Client-side paradata can 
provide measurements for each respondent’s action within a survey page (e.g., elapsed time 
between individual mouse clicks). Thus, client-side paradata contain more detailed information 
about specific respondent actions. Consequently, client-side paradata are especially 
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advantageous when no strict paging design is applied with each question displayed on a separate 
survey page, but instead, multiple questions or—in the most extreme—all questions are 
presented on one survey page in a scrolling design (Mavletova & Couper, 2014; Peytchev, Couper, 
McCabe, & Crawford, 2006). One disadvantage of client-side paradata is that special scripts with 
usually JavaScript code are required to capture them. This means additional programming effort 
for the researcher and function control to ensure an error-free technical implementation. A 
pretest should be carried out to ensure proper functioning using different devices and browsers. 
Furthermore, it requires a certain flexibility of the survey software solution to enable the 
integration of such client-side paradata scripts (Callegaro, 2013; Heerwegh, 2002). Besides, 
client-side paradata are more susceptible to missing data (e.g., if JavaScript is disabled). Client-
side paradata usually generate non-rectangular data in the form of strings or log files (also 
referred to as audit trails), which may require considerable effort to extract and prepare the data.  
If client-side paradata are to be collected, it is advisable to use freely available client-side 
paradata scripts (e.g., scripts by Heerwegh, 2003; Kaczmirek & Neubarth, 2007; Schlosser & 
Höhne, 2020) to keep the additional effort for programming and function control low, to reduce 
the error-proneness of the technical implementation, and to enable a certain degree of 
standardization and comparability of the collected web paradata across studies. Depending on 
the amount and detailedness of information required, client-side paradata scripts can be 
implemented on every nth to all survey pages.  
3.1.2 Tailored set of web paradata 
Following the data minimization principle (see Article 5 (1) lit c, EU-GDPR), it is strongly 
recommended that the collection of web paradata is “adequate, relevant and limited to what is 
necessary in relation to the purposes for which they are processed.” Thus, researchers must 
determine before survey data collection, which set of paradata variables are best to be collected 
for which purposes. The general advice is to limit the collection of web paradata to the relevant 
ones, whereby the selection is best determined “by a research question and a relevant theory” 
(Yan & Olson, 2013, p. 89). Time stamps, keystrokes, and mouse clicks are certainly among the 
most frequently collected and used client-side web paradata (Olson & Parkhurst, 2013). If a freely 
available client-side paradata script is implemented, that makes it easy to obtain a whole range 
of variables, the selection of web paradata should nevertheless be tailored to the researchers’ 
use to avoid hoarding “unnecessary” data that is never analyzed.  
3.1.3 Informed consent 
In the field of market, opinion and social research as well as in the scientific community, there is 
still a debate about the conditions under which the informed consent of respondents to the 
collection and use of their web paradata must be obtained. Different types of paradata can be 
associated with varying requirements of consent. Further information on when and how 
informed consent for the collection and use of web paradata should be obtained can be found in 
the GESIS Survey Guideline “Informing about Web Paradata Collection and Use” (Kunz, Beuthner, 
Hadler, Roßmann, & Schaurer, 2020).  
3.2 Post-processing 
3.2.1 Quality control 
Quality control of collected paradata is crucial before data processing and analysis. How quality 
control is carried out is highly dependent on the type of paradata collected. We generally 
recommend paying close attention to missing and inconsistent data.  
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Missing data can be easily identified in the raw paradata files in case of predefined missing codes 
(e.g., -66, -99). However, there are usually other cases with inconsistent (e.g., fewer mouse clicks 
than substantial answers) or even incorrect (e.g., time stamp values less or equal to zero) values. 
During data processing, these cases are usually set to missing or—less invasively—marked by a 
flag variable (i.e., indicating that there are discrepancies in the data). Additional information in 
the form of survey data (i.e., substantive responses) or other paradata variables (e.g., device type, 
disposition code, JavaScript disabled) is often required to identify missing data and inconsistent 
data. This is especially the case if a differentiated missing value scheme is used, and different 
reasons for missing values shall be distinguished. 
In general, missing data and inconsistent data for web paradata can be due to technical problems 
(e.g., temporary interruption of the script, an unsupported function of the script) or due to 
respondent behavior (e.g., skipping a question, dropping off the survey, backing up to earlier 
questions). In both cases, the occurrence of missing data and inconsistent data also depends on 
the kind of technical implementation of the paradata script functions. For example, a distinction 
is made between asynchronous and synchronous communication between server and client. In 
the latter case, paradata are only stored after they have been transmitted to the server, resulting 
in missing data if the “Next” button is not clicked (Schlosser & Höhne, 2020). Or, when 
respondents use the “Back” button to navigate to a previous page and change a previously given 
answer, for instance, paradata that were gathered during the first visit of the page will either be 
continued/added by new paradata (e.g., by storing additional time stamps in a new variable) or 
overwritten (e.g., by replacing previously stored time stamps in the same variable), depending 
on the technical implementation. In the latter case, paradata are only partially stored, which can 
lead to inconsistent data.  
Missing data 
Missing data may occur for individual or all respondents, single or all paradata variables, and on 
an individual or all survey pages. If all respondents are affected, this strongly points to a problem 
with the script (e.g., because the entire script or parts of it do not work (anymore) in current 
browsers/devices or the survey software used) or a mistake while implementing the script (e.g., 
mistakenly giving the same variable name to two paradata variables will lead to data being 
captured for only one of them).  
However, even when the paradata script is fully functioning and correctly implemented, missing 
data for individual respondents is to be expected. In this case, missing data may occur: 
 For all paradata variables across the entire survey (completely missing at the survey 
level): indicating that the respondent’s set-up did not allow for the web paradata script 
to run (e.g., JavaScript disabled) or no paradata were collected/transmitted to the server 
due to unit nonresponse (e.g., respondent refused to cooperate or was screened out). 
 For all paradata variables on individual survey pages (completely missing at the page 
level): indicating that the script was temporarily not working/interrupted or no paradata 
were collected/transmitted to the server, for example, due to partial nonresponse (i.e., 
respondent abandoned the survey on this page) or missing by design (i.e., respondent 
skipped the page due filter conditions).  
 For a single paradata variable across the entire survey (completely missing at the variable 
level): indicating that a particular script function was not applicable for specific devices 
(e.g., desktop/mobile, responsive layout), or not supported by the operating system (e.g., 
Android, iOS, Windows) or browser type/version.  
 For a single paradata variable on individual survey pages (partially missing at the variable 
level): indicating that a particular script function was temporarily not 
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working/interrupted or not called, for example, due to item nonresponse (i.e., 
respondent skipped question(s) on this page) or (missing) behavior patterns (e.g., no 
scrolling, no window switching, no mouse clicking but only keyboard input). 
The percentage of general Internet users who have JavaScript disabled can be considered low, 
as more and more websites require JavaScript to render any content at all, just as virtually all 
social media applications require some form of active scripting (Couper & Zhang, 2016). For 
instance, Höhne, Schlosser, and Krebs (2017) report a share of about 1 percent. Similarly, in our 
studies based on samples from online access panels, we found that about 1.5 percent of 
respondents had JavaScript disabled.4 
Inconsistent data  
In addition to missing values, paradata variables that seem to be stored correctly at first glance 
may be inconsistent when compared with substantive data (e.g., fewer mouse clicks than 
responses) or when comparing different paradata measures of the same construct (e.g., server-
side vs. client-side vs. self-reported device type information). Furthermore, it can also happen 
that paradata variables have incorrect values (e.g., timestamp values less than or equal to zero) 
and therefore lead to inconsistencies. In most cases, it is advisable to set inconsistent data to 
missing. Thus, even when paradata output appears complete on first sight, we strongly 
recommend quality checks of all paradata variables used for analysis.  
Examples of inconsistencies between (different types of) paradata and survey data are: 
 Number of clicks/time stamps. The number of mouse clicks/finger taps or time stamps of 
mouse/finger entries documented in the paradata output should be equal to or higher than 
the number of items answered on that page plus the click on the “Next” button. If the number 
is lower, this may indicate that the script was interrupted or, for instance, the respondent 
used the keyboard instead of the mouse cursor to enter the responses.  
 Keystroke files. All keystrokes made by a respondent to enter or edit open-ended answers or 
navigate within or between survey pages (i.e., alpha-numeric characters, function keys such 
as tab or arrow keys) can be captured. For open-ended questions, the number of recorded 
keystrokes must be equal to or higher than the number of characters logged into an open-
ended text field by the respondents.  
 Response time measures. Typically, sever-side and client-side response time measures should 
be similar, with server-side response times being slightly longer because they include the 
transmission time between server and client systems (Yan & Tourangeau, 2008). In general, it 
is recommended to use more detailed client-side response time measures when available 
(Heerwegh, 2011). However, when server- and client-side response times have both been 
captured, the discrepancy between the two should be examined. Researchers must decide 
and document how they deal with cases in which the two measures are highly discrepant, or 
when server-side measures show a shorter response time than client-side measures.  
 Device type measures. Server-side device-type information (i.e., PC/laptop, tablet, 
smartphone) as captured by many online survey software providers based on the user agent 
string can be compared to, for example, screen sizes and screen orientation changes 
captured by client-side paradata scripts, or to the respondents’ self-reports (see Table 2). 
There are alternative approaches for the classification of device type. Although we cannot 
give a general recommendation for a preferred data basis to classify device types, we 
recommend comparing alternative classifications on different (para)data (if available) and 
 
4 The data are available from the first author on request. 
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applying the chosen classification of the device type consistently within (and between) 
studies.  
 Device type and survey focus. Some JavaScript functions may differ depending on the device 
used. For example, survey focus events are captured by two separate client-side functions for 
respondents using desktop or mobile devices in some scripts (e.g., in the ECSP script by 
Schlosser & Höhne, 2020). The data is then also stored in two variables (i.e., “SurveyFocus” 
for desktop users and “MobileSurveyFocus” for mobile users). In this case, a respondent 
should have valid values for only one of the two variables at a time.  
 
Table 2. Device type (in %) based on user agent string paradata and self-reports (n=4,302) 
 Self-report  
Paradata No answer Desktop Smartphone Tablet Others Total 
Unknown 0.0 0.1 3.1 0.9 0.0 4.1 
Desktop 0.1 67.4 0.3 0.6 0.0 68.5 
Smartphone 0.0 0.1 20.6 0.5 0.0 21.3 
Tablet 0.0 0.0 0.1 5.6 0.1 5.8 
Console 0.0 0.0 0.0 0.0 0.0 0.0 
Phablet 0.0 0.0 0.3 0.0 0.0 0.3 
 0.2 67.7 24.5 7.5 0.1 100.0 
Note. Data comes from a web survey conducted in October 2018 among members of a large German opt-in online panel 
provided by respondi AG 
 
Appendix A gives an example of how to detect missing and inconsistent data in non-rectangular 
paradata strings. 
3.2.2 Unit of analysis 
Web paradata can be analyzed in varying degrees of detail depending on the level of aggregation, 
usually distinguishing between the action, question, page, and survey level (see Figure 2). Ideally, 
the researcher determines in advance of the data collection which paradata variables are 
needed, at which level of detail they must be collected, and in which unit of analysis they are to 
be analyzed. In some cases, it may be necessary to collect very detailed paradata at the action 
level; in other cases, however, it may be sufficient to collect them already in the aggregated form 
at a higher level. Thus, web paradata are already measured at a higher level or aggregated to a 
higher level during data post-processing. The decision at which level of aggregation paradata are 
to be collected and analyzed is primarily guided by the goal of the analysis (i.e., research 
question). In addition to theoretical considerations, pragmatic research reasons can also be 
decisive (based on empirical results). For instance, especially in the case of rare events, it may be 
advisable to aggregate to a higher level.  
While lower-level measurements can be aggregated to any higher level during data post-
processing, the reverse process of decomposing higher-level paradata into lower-level 
measurements is only possible by accepting considerable inaccuracies (e.g., the overall time 
spent per survey can be divided by the number of questions, resulting in a very rough average 
time per page). Therefore, the level of aggregation should be chosen very carefully in advance of 
data collection and, in case of doubt, a more detailed measurement is preferable “in order to 
prevent being unable to answer interesting follow-up research questions that require first-level 
[action-level] paradata or an alternative organization of first-level paradata, which cannot be 




Figure 2. Different levels of aggregation of web paradata, using the example of response times (own illustration) 
 
In the most granular form, client-side paradata are collected on the action level for each 
respondent. For instance, client-side time stamps can be captured for each respondent’s action 
(e.g., keystroke entry, mouse click, mouse movement) within each survey question and page. 
Because respondents may carry out a different number of actions within a page, action-level 
paradata are typically non-rectangular, meaning that a different number of observational points 
are recorded for respondents, usually in the form of string variables. The researcher must 
therefore decide which unit of analysis is required and how the paradata variables must be 
aggregated (Kaczmirek, 2008; Yan & Olson, 2013).  
In general, action-level paradata can be aggregated to the question, page, or survey level. In a 
one-question-per-page design, question and page level aggregation is identical. For instance, 
time measures can be aggregated across all actions taken by a respondent to answer a question 
(i.e., action-level time stamps aggregated on the question or page level), indicating the “time 
spent per question/page.” Similarly, time measurements can be aggregated across all 
questions/pages on the survey level, indicating the “time spent per survey.”  
Once the level of aggregation is determined (e.g., from action to question level), paradata 
measures are usually subject to further aggregation for analysis. The direction of aggregation can 
be horizontal at the respondent level or vertical across respondents. Figure 3 shows time 
measures that have been aggregated to the question level for a data set containing five 
respondents and three survey questions. This data can be aggregated horizontally by calculating 
the average on respondent level. This is done by adding the time spent on each survey question 
and dividing it by the number of survey questions. This results in one value for each respondent, 
which indicates how long a respondent took on average to complete a survey question. However, 
it is more common in such a setting to aggregate vertically across respondents, resulting in one 
value per indicator studied. In this case, the average completion time for a survey question is 
calculated by taking each respondent’s time to answer the survey question and calculating the 





Figure 3. Direction of aggregation of web paradata for analysis, using the example of response times (own illustration) 
 
Contact information and device-type paradata are typically aggregated on the respondent level. 
For each respondent, one value is then noted for the number of contacts, the time of first and last 
access, the device they used, etc. If respondents have changed device or browser type, this data 
may still be aggregated at the respondent level to indicate the binary outcome of whether a 
change has occurred (or not). However, survey settings that require multiple devices are 
imaginable, in which case a more detailed unit of analysis may become necessary. The same 
applies to changes in screen orientation, which are often aggregated on the respondent level but 
may be of analytical interest to researchers at the question or page level in the course of 
pretesting and improving questionnaire design.  
Questionnaire navigation is often carried out on the level of the question or page. Back-up to 
previous survey pages are aggregated to the page level. Response times, answer changes, or 
prompts are typically aggregated to the question or page level. However, in some cases, a higher 
level of aggregation becomes necessary. For instance, in an experiment on answer changes 
depending on different response scale designs, Heerwegh (2011) found too few answer changes 
on question level to carry out meaningful analysis, and therefore aggregated to the page level, 
marking whether an answer change took place at all throughout several questions. Rare events 
such as answer changes, window switching, and scrolling are thus likely to require aggregation 
to a higher level for analysis.  
When paradata from prior survey waves are part of the analysis (e.g., number of contacts in wave 
X, previous mobile device use, response times), these data are also usually aggregated on the 
respondent level. 
3.2.3 Outliers, skewness and zero inflation  
Paradata that constitute metric variables are subject to outliers (unusually high or low values) 
and potentially skewed distribution. Thus, outlier treatment and decisions about a possible 
transformation of these paradata are important analytic decisions (see, for example, Leys, Ley, 
Klein, Bernard, & Licata, 2013; Matjašic, Vehovar, & Lozar Manfreda, 2018; Ratcliff, 1993). 
Response time measures are a typical case in which these decisions must be made; however, 
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potentially all metric web paradata may be subject to outliers and skewed distribution, such as 
the number of mouse clicks and answer changes, or the number of contacts.  
Several outlier definitions exist. They can be based on the mean value and standard deviations 
(e.g., x̄ ± 2 SD), which is, in most cases, the method of choice (Yan & Olson, 2013). As both the 
mean value and standard deviation are, however, affected by outliers, using the median and the 
interquartile range has been suggested (e.g., Q2 ± 1.5 [Q3 – Q1]) (Höhne & Schlosser, 2018; Leys et 
al., 2013). Other studies use cut-off values at the top/bottom one (or five) percentiles to define 
outliers (e.g., Q1 and Q99). We recommend examining the descriptives of the raw data before 
choosing an outlier definition. Furthermore, we recommend testing the stability of analyses by 
performing them with more than one outlier definition, as many current studies do (e.g., Revilla 
& Couper, 2018).  
Moreover, there are several ways of dealing with outliers. They can be excluded from analysis 
(i.e., set to missing), or replaced by alternative values, such as the cut-off point (e.g., the 
top/bottom percentile), mean or median value. 
For analyses requiring data with normal distribution, response times, and other skewed 
measures generally need to be transformed. Standard procedures to transform skewed data are 
logarithmic, square root, and reciprocal transformation. The effect of different transformation 
methods on reducing skewness should be carefully examined (Stocké, 2004).  
In cases where paradata measures are count variables with low arithmetic mean (typically <10), 
appropriate regression models must be used (e.g., Poisson regression, binomial regression) 
(Coxe, West, & Aiken, 2009; Heerwegh, 2011). To account for zero-inflation and possible under- or 
overdispersion with count data, a marginalized zero-inflated (generalized) Poisson regression 
can be performed (Cummings & Hardin, 2019).  
3.2.4 Interpretation 
Depending on the type of web paradata, interpretation of the paradata-based measures may be 
more or less straightforward. 
In the case of contact information and device-type paradata, interpretation is generally 
unambiguous. Often, measures derived from these paradata are used as explanatory variables 
when interpreting (non-)response behavior and data quality. For instance, a researcher may 
hypothesize that the length of response to open-ended questions is higher among respondents 
using desktop devices such as PCs or laptops than among respondents using handheld devices 
such as smartphones. In this case, the researcher’s primary concern will not be how to interpret 
the device type. Instead, the main effort lies in processing the device-type paradata to assign 
respondents to larger and smaller devices correctly.  
In contrast, questionnaire navigation paradata and the measures derived from them are 
generally used as indicators for an underlying construct of interest, which are mainly aspects of 
cognitive processing. The research design and survey setting strongly determine the 
interpretation of these measures. For example, long response times can be a good, bad, or no 
indication of response quality. In some settings, long response times point to poor question 
design, consequent respondent confusion, and respondent difficulties answering. In contrast, in 
other settings, they act as a sign of increased cognitive effort and respondent motivation. Table 
3 shows common questionnaire navigation paradata indicators and their possible 




Table 3. Examples of questionnaire navigation paradata indicators and their exemplary interpretation (example studies in parentheses) 
 
Indicating: 
Response times  Answer changes Window switching 
Poor question design Longer response times indicate poor or difficult 
question design 
(Healey, 2007; Lenzner et al., 2010; Revilla, Toninelli, 
& Ochoa, 2017; Selkälä & Couper, 2018; Smyth & 
Olson, 2018; Stern, 2008) 
Answer changes indicate poor or difficult question 
design 
(Healey, 2007; Höhne et al., 2017; Revilla & Couper, 
2018; Stern, 2008; Stieger & Reips, 2010) 
- 
Cognitive effort and 
optimizing 
Longer response times indicate optimizing behavior, 
as active and intensive cognitive response processing 
requires more effort and time  
(Callegaro, Yang, Bhola, Dillman, & Chin, 2009; 
Höhne et al., 2017; Kaczmirek, 2009; Lenzner et al., 
2010; Toepoel, Das, & van Soest, 2008) 
Answer changes indicate optimizing behavior, as 
respondents try to select the most appropriate 
answer option  
(Heerwegh, 2003; Kunz, Landesvatter, & Gummer, 
2020; Selkälä & Couper, 2018; Stern, 2008) 
Frequent window switching indicates potential 
boredom or frustration  
(Revilla & Couper, 2018) 
or low response engagement  
(Kunz, Landesvatter, et al., 2020) 
Multitasking and 
distraction 
Longer response times indicate that respondents 
spend time on something other than the survey 
(Antoun & Cernat, 2020; Höhne & Schlosser, 2018; 
Revilla & Ochoa, 2015; Sendelbah et al., 2016) 
- Window switching indicates respondent distraction 
or multitasking  
(Höhne, Schlosser, Couper, & Blom, 2020; Revilla & 
Couper, 2018) 
Confusion Longer response times indicate difficulties with 
processing and understanding the question  
(Christian, Parsons, & Dillman, 2009; Couper, 
Tourangeau, Conrad, & Singer, 2006; Funke, Reips, & 
Thomas, 2011) 
Reciprocal answer changes indicate respondent 
confusion (e.g., regarding response scale or correct 
data entry)  
(Giroux, Tharp, & Wietelman, 2019; Heerwegh, 
2011; Stern, 2008) 
- 
Practice effects Shorter response times reflect practice due to 
repetition of the same task  
(Couper et al., 2006; Couper & Zhang, 2016; Revilla 




Lack of knowledge  
Longer response times indicate a lack of knowledge 
(Heerwegh, 2003) 





Looking up answers 
Longer response times indicate looking up an answer 
(Clifford & Jerit, 2016; Munzert & Selb, 2015)  
vs shorter response times indicate looking up an 
answer 
(Jensen & Frolund Thomsen, 2014) 
- Window switching indicates looking up answers and 
thus cheating  
(Diedenhofen & Musch, 2017)  
vs over-optimizing  
(Gummer & Kunz, 2019) 
For attitude questions:  
Attitude stability 
Longer response times indicate unstable attitudes  
(Heerwegh, 2003) 






Researchers are generally advised to follow two main premises regarding the interpretation of 
web paradata: 
1. The interpretation of paradata measures must be guided by a relevant theory (Yan & 
Olson, 2013). 
2. Researchers should not rely on one paradata variable or paradata-based indicator, but 
validate their results by examining multiple paradata-based measures (Revilla & Couper, 
2018) or examining paradata-based measures in conjunction with other indicators 
(Antoun & Cernat, 2020; Revilla & Ochoa, 2015; Zhang & Conrad, 2013). 
3.3 Documentation 
Given the open science efforts in scientific research, survey researchers should strive for 
transparency and reproducibility of their web paradata collection and use. This implies 
comprehensive documentation of the measurement and processing of web paradata. 
Documentation should include: 
• Technical implementation (i.e., server- and/or client-side, software and/or script) 
• Overview of collected paradata (e.g., user agent string, time stamps) 
• Consent procedure (i.e., implicit or explicit informed consent) 
• Data quality of the paradata (i.e., how data quality was assessed, how imperfect data 
were handled) 
• Data processing (e.g., outlier definitions, the number of outliers removed and their value, 
transformation) 
• Unit of analysis (i.e., survey, page, question or respondent level) 
For general information on documentation of online surveys, we refer interested readers to 


















Appendix A - Missing and inconsistent data: An example 
To visualize how to identify missing and inconsistent paradata, we use the first three paradata 
strings from the client-side script UCSP (Kaczmirek & Neubarth, 2007).  
The first paradata string of the UCSP (String A) might look like this:  
#6#0;0;18452;20371;21363;4;0;1536;750;0;0;0;0;1;315;0 
 
Figure 4. Example of non-rectangular string paradata 
 
Figure 4 provides an overview of the variables captured in this string. String A summarizes client-
side questionnaire navigation paradata that were collected on the survey page level, such as the 
total number of clicks (position 6 of the string) or the total time spent on the survey page (position 
5), but also device-type paradata such as window size (positions 8 and 9). 
 
 
Figure 5. Example of missing paradata 
 
Figure 5 shows the same paradata string for five respondents. For the third respondent, all 
paradata variables have the value “0” or “undefined” for this survey page. While “0” is a plausible 
entry for some positions of the string, it is undoubtedly not plausible for response times or 
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window size. It seems that all paradata variables are missing in this string. The researcher should 
check the paradata collection of the other paradata strings from this survey page and also 
paradata collection on other survey pages to determine whether the script did not function in 
general for this respondent. The paradata strings of the other four respondents appear plausible 
at first sight. 
 
 
Figure 6. Example of inconsistent paradata 
 
Figure 6 shows the survey answers (V1 to V8) and the second and third paradata string (UCSP 
String B and C) for the same five respondents. String B depicts each mouse click. String C shows 
the time stamps for each click. The missing values in strings B and C for respondent 3 confirm 
that no paradata were collected on this survey page. If the other survey pages also contain no 
paradata for this respondent, the script possibly did not function on the respondent’s device.  
Examining the survey data shows that paradata collection is at least partially incorrect or 
incomplete for respondents 4 and 5. Both respondents answered all eight survey items, as can be 
seen by the valid entries for V1 to V8. However, according to paradata string A, respondent 4 only 
clicked once, and respondent 5 only three times. The number of clicks on the survey page and 
the survey data are inconsistent. A closer look at strings B and C show that in both cases, the 
paradata script captured the answer to the first item only. For respondent 5, it also captured a 
click beside the radio button and the click on the “Next” button. Based on this, the researcher 
must assume that the response times for these respondents are incorrect as they are not based 
on all entries made on the page. Indeed, while respondents 1 and 2 spent 42 and 37 seconds, 
respectively, on the survey page, respondents 4 and 5 only spent 3 and 8 seconds on the survey 
page. In such a case, it is recommendable to set the time measures and the number of clicks to 
missing for analysis.  
Other paradata variables of respondents 4 and 5, such as window size, do not appear to be 
affected. String A indicates that respondent 4 switched windows on this survey page. Possibly, 
multitasking leads to an interruption of the script for this respondent. However, this is merely 
speculation, and it is recommended to examine the paradata strings of these respondents on 
other survey pages to test whether the script functions were only interrupted on this individual 
survey page, or whether certain functions did not work for these respondents throughout the 
survey. 
In summary, all paradata strings must be examined in detail for missing and inconsistent data. 
Documentation should describe in which ways the data was checked. Data handling of such 
cases, such as setting specific values to missing, must be done systematically. Documentation 
should include how many cases were declared missing or inconsistent.  
 
