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Preface
In the last past decades, the market in rechargeable electrochemical devices allowing the storage of
energy has significantly grown. This increasing demand concerns various domains, from portable elec-
tronics to zero emission electric vehicles. Because they combine high energy density, high delivered
voltage and low self-discharge, lithium ion batteries, one of the most promising and advanced secondary
electrochemical systems, have been extensively used [1, 2]. The capability of lithium ion batteries to
store energy is inherent to the presence of lithium ions in the electrode material. The lithium ions have
the possibility to move between the two different electrodes, thereby releasing or consuming energy
depending on if they move from the anode to the cathode or vice versa.
An important characteristic in view of applications which determines the quality of a secondary
battery is its life time. Indeed, a rechargeable battery must be reliable over many cycles. Since lithium
metal presents safety issues [3], most of the electrode materials are now made of so called intercalation
materials [4, 5] that offer to the lithium ions a structured network where they are possibly inserted and
released. Unfortunately, such kind of material exhibit capacity fade [6–8] under battery charging and
discharging. Capacity fade may have different origins [9, 10]. One origin is due to the insertion and
release of lithium ions into the crystalline host structure that give rise to host deformations [11, 12].
Thus, depending on both the applied flux magnitude and the mechanical and transport properties of
the host crystalline structure, large stresses may arise and, as a consequence, possibly cause mechanical
damages in the intercalation material [13, 14].
In this thesis, we focus on the lithium intercalation into a crystalline particle of some micrometers that
is part of an assembly of interconnected small-sized particles forming the porous cathode of a lithium
ion battery. In particular, we concentrate on particles made of lithium manganese oxide that exhibit,
under particle charging and discharging, nonideal phenomena such as phase segregation [15, 16]. The
purpose of this work is the analysis, by means of linear elasticity, of the effect of the phase segregation on
the stresses. In this context, lithium insertion and extraction occur reversibly, thus, the present study
is not adequate to account for the capacity fade happening under particle cycling where irreversible
processes play an important role [17]. However, we could demonstrate [18] that considering the lithium
ion diffusion coupled to mechanics when allowing for phase segregation within the cathodic particle
leads to a drastic increase in the stress magnitude compared to systems where phase segregation is not
accounted for.
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Deutschsprachige Zusammenfassung
In den letzten Jahrzehnten ist die Nachfrage an wiederaufladbaren Batterien signifikant gestiegen.
Dieser riesige Markt umfasst ein breites Spektrum an Produkten: von tragbaren kleinen elektronischen
Geräten wie Mobiltelefone oder Notebooks bis zu größeren Geräten wie Elektroautos.
Wiederaufladbare Lithium-Ionen-Batterien, welche im Vergleich zu anderen Sekundärbatterien eine
höhere Energiedichte sowie eine höhere Nennspannung aufweisen, sind sehr viel versprechend. In der Tat
werden solche Batterien bereits im breiten Umfang in der Industrie verwendet. Trotz ihrer zahlreichen
Vorteile altern Lithium-Ionen-Batteries jedoch relativ schnell. Aus diesem Grund werden heutzutage
zahlreiche Studien durchgeführt, um die Zyklierbarkeit von Lithium-Ionen-Batterien — und somit ihre
Lebensdauer — zu optimieren.
Das Speichern von Energie in Lithium-Ionen-Batterien wird durch die Einlagerung der Lithium-Ionen
in den jeweiligen Elektroden, die Anode und die Kathode, ermöglicht. Während der Batterieentladung
wandern die Lithium-Ionen durch den Elektrolyt von der Anode in die Kathode. Das Kathodenmaterial
besteht üblicherweise aus einem sogenannten Interkalationsmaterial, welches sich in Form aneinander-
grenzender Partikeln von einigen Mikrometern Größe im Elektrolyt eingetaucht befindet. In dieser
Arbeit betrachten wir Lithium-Manganoxid (LMO) als Kathodenmaterial.
Bei Raumtemperatur weist dieses Material eine Spinell-Gitterstruktur auf, welche ein dreidimension-
ales Netzwerk an Zwischengitterplätzen für die Lithium-Ionen-Einlagerung zur Verfügung stellt. Im
Laufe der Batterieentladung lagern sich die Lithium-Ionen auf diesen Zwischengitterplätzen ein. Im
Kathodenpartikel können während dieses Prozesses je nach Gesamtmenge an Lithium-Ionen im Wirts-
material zwei verschiedene kubische Phasen mit unterschiedlichen Lithium-Konzentrationen entstehen.
In dieser Arbeit benutzen wir ein Phasenfeldmodell, um die Lithium-Interkalation und deren mech-
anischen Auswirkungen auf das Wirtsmaterial zu beschreiben. Im Allgemeinen beruht die Phasen-
feldmodellierung auf einem Freie-Energie-Funktional, welches bezüglich seiner natürlichen Variablen
minimiert wird. Im gegebenen Fall sind die natürlichen Variablen die lokale Lithium-Konzentration
sowie die lokale mechanische Verschiebung. Das Auftreten von Phasensegregation wird zunächst im
Rahmen der Molekularfeldtheorie d.h. in der “Mean-Field”-Approximation, und ohne mechanische Kop-
plung nachgewiesen. Unter der Annahme einer attraktiven Wechselwirkung zwischen benachbarten
Lithium-Ionen im Kristall zeigt die “Mean-Field”-Freie-Energie unterhalb einer bestimmten Temper-
atur, der kritischen Temperatur, einen Konkavitätsbereich für bestimmte Werte der mittleren Lithium-
Konzentration. Die Existenz dieses Bereiches ist ein Hinweis für das Auftreten von Phasensegregation.
Bei festgelegter mittlerer Lithium-Konzentration im Kathodenpartikel ist es mit Hilfe der Maxwell-
Konstruktion möglich, den jeweiligen Anteilder verschiedenen Phasen im Partikel zu erhalten. Die freie
Energiedichte des Freie-Energie-Funktionals hat im Wesentlichen die gleiche Form wie die “Mean-Field”-
Freie-Energie; die mittlere Lithium-Konzentration wird nun durch die lokale Lithium-Konzentration er-
setzt. Da der Aufbau einer Phasengrenze zwischen Phasen unterschiedlicher Lithium-Konzentrationen
Energie kostet, wurde ein zusätzlicher Term, der sogenannte Gradiententerm, in der freien Energiedichte
hinzugefügt. Dieser Term bestraft den Aufbau von Lithium-Konzentrationsgradienten im Partikel.
Ferner ist die mechanische Auswirkung der Lithium-Interkalation auf das Wirtsmaterial durch die so-
genannte Verformungsenergie berücksichtigt worden.
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Die Ergebnisse der Phasenfeldsimulationen zeigen, dass den Aufbau Phasen unterschiedlicher Lithium-
Konzentrationen hohe mechanische Spannungen im Partikel verursacht. Somit kann das Auftreten von
Phasensegregation als eine mögliche Ursache für das mechanische Versagen der Partikeln aufgefasst wer-
den, was die schnelle Alterung der Batterie unter mehreren Ent- und Beladungszyklen erklären kann.
Außerdem haben wir auch gezeigt, dass sowohl die angelegte Flussstärke an der Partikeloberfläche
als auch die Partikelgeometrie eine bedeutsame Rolle für die Größe der auftretenden mechanischen
Spannungen spielen.
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1 Chapter 1Introduction and generalities
Introduction
This introductory chapter is devoted to the understanding of the problems inherent to energy storage
and delivering in lithium ion batteries (LIB’s) with focus on lithium manganese oxide (LMO) as cathodic
material.
First, a short review over different existing LIB systems will be established. The second part of this
chapter provides some basic knowledge needed to understand how batteries, in general, may provide
electric energy. And, finally, we will draw attention on LMO which is one of the most promising
candidates to be used at the cathode of LIB’s. However, despite its numerous advantages compared
to other potential cathodic materials, LMO gives rise to battery capacity fade possibly enhanced by
phase segregration and structural modifications happening during battery charging and discharging.
1.1 Generalities on lithium ion batteries
“Lithium ion batteries” is a general term that covers all kinds of batteries where the exchange species
between the two different electrodes is the lithium ion Li+.
Batteries are commonly classified into two categories, being the primary and secondary batteries.
Primary batteries refer to batteries that are used at most once for being discharged. On the contrary,
secondary batteries are possibly used several times because of their ability to be recharged. A battery
is potentially rechargeable when the chemical reactions that take place at both electrodes are at least
partially reversible. In that case there are neither side reactions leading to electrochemically inaccessible
phases nor significant losses of mechanical stability [4]. Indeed, even for rechargeable batteries, the
electrochemical reactions are not completely reversible due to unavoidable irreversible processes that
further lead to capacity fade under battery cycling. But, differently from primary batteries, secondary
batteries are easily and safely rechargeable over many charging and discharging cycles before they get
deteriorated. Increasing the number of possible cycles is nowadays a big concern on the route to improve
the battery life time.
Compared to other battery systems, LIB’s present many advantages inherent to the properties of
the lithium element which is both the most electropositive and lightest metal. Indeed, LIB’s generally
deliver an high electrode potential. But, the most relevant advantage of LIB’s over other battery
systems is their elevated energy density, as illustrated in Fig. 1.1, which allows for integrating them
into small electronic devices.
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Figure 1.1: Comparison of different battery systems regarding the battery energy density obtained
from Ref. [19].
Starting from now, we focus on rechargeable LIB’s where, during discharging, lithium ions move from
the anode to the cathode whereas, during charging, they move back from the cathode to the anode.
There exist plenty of potential candidates to be used as electrode materials [20]. Carbonaceous
materials [21] like lithium graphite (LixC6) are generally used as anodic material since they give the
possibility to achieve a high delivered electrode potential. Despite an higher self-discharge rate com-
pared to pure lithium metal, such materials significantly improve the battery reliability in term of
safety. Indeed, due to the high reactivity of lithium metal, its utilization as anodic material has been
limited because of safety issues [3, 22]. Among these problems, one can cite the formation of dendrites
at the electrode surface that may penetrate the electrolyte and reach the cathode engendering a short
circuit in the battery. Further, a short circuit in a battery induces overheating and gives rise to battery
runaway [23].
In order to increase the surface in contact with the electrolyte and thus the ionic conductivity,
cathodes of LIB’s are usually made of an assembly of small-sized particles. Standard particle materials
are insertion compound materials where the lithium ions are intercalated at specific locations into a
crystalline host structure. Among these materials, we can mention LixFePO4, LixCoO2, LixNiO2 and
LixMn2O4 (see Refs. [24–27] for an overview over these different materials). Especially, here, we focus
on LMO which is one of the most promising cathodic materials. This material offers a three-dimensional
spinel network for the lithium ion intercalation differently from LixFePO4 on the one hand, and from
LixCoO2 and LixNiO2 on the other hand, that only present one and two-dimensional networks for the
lithium ion intercalation, respectively.
Despite its numerous advantages like its elevated energy density, high delivered voltage and low self-
discharge, LIB’s with LMO as cathodic particle material exhibit capacity fade [17] even after a very
low number of cycles [14]. Capacity fade may have different origins like the existence of unwanted
side reactions depending on the electrolyte composition [28, 29]. One important origin is the existence
of phase segregation which may generate large stresses leading to particle crackings. A well-known
model accounting for phase segregation is the sharp interface model [30, 31]. In this work, we attend to
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quantify the stresses arising in a cathodic LMO particle using a phase-field model [32] where a smooth
diffuse interface between the two different lithium concentration phases is possibly accounted for.
1.2 Basics on lithium ion batteries
In this part, we briefly review some basics to understand how a battery, and in particular a LIB, works.
A battery is a device made, in the most simple case, of two different electrodes, the anode and the
cathode, that are not directly in contact, but immersed in an electrolyte and connected to an external
circuit by an electronic conductor as illustrated in Fig. 1.2. By definition, the electrode exhibiting the
highest electrode potential or Fermi energy before battery discharging is called the anode, the other
one being referred to as the cathode.
During the discharging, the battery delivers a current and hence furnishes to the external circuit
electrical energy obtained through conversion of stored internal chemical energy present in the battery.
The delivered current is a transport of electrons e− from the anode to the cathode that is correlated
with a transport of lithium ions Li+, also from the anode to the cathode. At the anode, lithium atoms
are oxidized
Li→ Li+ + e−
and, at the cathode, the electrons and the lithium ions that have been transferred from the anode via
the external circuit and the electrolyte, respectively, are recombined together by reduction
Li+ + e− → Li.
For both electrons and lithium ions to be spontaneously carried from the anode to the cathode, it is
required that the electrodes, analogously to metals, allow for the transport of free electrons and that
they exhibit a chemical potential difference. The electrode that shows the higher chemical potential
is called the cathode, as opposite to the anode. That way, the negatively charged electrons minimize
their energy when they move away from the anode into the cathode.
The positively charged lithium ions that are chemically bonded to the electrode and electrolyte
materials first have to move from the anode into the electrolyte. There, they are transported from the
anode surface to the cathode surface by both diffusion and migration before being finally inserted into
the cathode. As schematically sketched in Fig. 1.2, the lithium ion transfer from one medium to the
other is allowed only if their energy is minimized at each of these transfers.
Unfortunately, the transport of electrons and lithium ions from the anode into the cathode does not
occur without energetic losses that may have different origins [33] like chemical side reactions, bulk
and interfacial resistances of both electrodes and electrolyte, inelastic electrode deformations due to
the lithium intercalation and release. Troughout this work, these nonreversible processes that all may
induce battery capacity fade will be neglected and the transport of electrons and lithium ions from the
anode to the cathode is assumed to be reversible1.
1In this work, we only consider linear elasticity that does not account for mechanical fracture. However, we do not
exclude hysteretic behavior induced by phase segregation.
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(a) Battery state before discharging. The
battery discharging possibly occurs only if
the electrochemical potential at one of the
two electrodes (the anode) is significantly
higher than the electrochemical potential
within the other electrode (the cathode) in
order to allow for the spontaneous electronic
transfer from the anode to the cathode.
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(b) Battery state after the electrons have
been released from the anode. The electrons
rapidly move to the cathode surface whereas
the lithium ions which need more time than
the electrons to be transferred from the an-
ode to the cathode via the electrolyte build
surfacic charge at the anode surface. Fur-
ther, this surfacic charges build an electric
field that enhances the lithium ions diffusion
towards the cathode by migration.
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(c) Battery state at the end of the discharg-
ing after the lithium ions have been recom-
bined to the electrons and inserted into the
cathodic material. Compared to the ini-
tial state represented in Fig. 1.2(a), since
free electrons have been transferred from the
anode to the cathode, the anodic electro-
chemical potential diminishes whereas the
cathodic electrochemical potential increases.
Figure 1.2: Sketch of the electronic state in both electrodes at different stages during battery dis-
charging.
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1.3 LixMn2O4 as cathodic material
In the following and as said in Sec.1.1, we focus on LIB’s made of LMO as cathodic material. LMO
is a three-dimensional insertion compound allowing for the intercalation of a mobile guest species
represented by the lithium ions into an host matrix made of Lix0Mn2O4, x0 being a reference state of
charge. During battery charging and discharging, lithium ions are either inserted into or released from
the host matrix so that the state of charge x also equal to the lithium ion concentration changes.
LMO exhibits nonideal effects that may affect the lithium intercalation. Plenty of efforts based on
experimental measurements [34–36] have been done to understand and compute the phase diagram of
LixMn2O4 as function of the state of charge x and of the temperature T . Depending on the temperature,
this material possibly exhibits phase segregation [9] in the range of values 0 < x < 1 where the
crystalline host structure remains cubic spinel. At x = 1, it is commonly accepted and experimentally
proven that, due to the Jahn-Teller distorsion regarding the manganese ions [37], LixMn2O4 undergoes
a phase transition where the crystalline material becomes tetragonal. A theoretical study [38] also
indicates the existence of lithium ordering at x = 0.5, often observed in intercalation systems [39], but on
the existence of this ordering in LMO material, there is controversy in the experimental literature [40].
An example of the theoretically computed phase diagram for LMO as result of first-principle calculations
is shown in Fig. 1.3. However, as already pointed out, this phase diagram exhibits several discrepancies
Figure 1.3: Example of a computed phase diagramm for LMO material as function of both the
temperature T and the state of charge x also equal to the lithium concentration n.
The presently shown phase diagram has been calculated by A. V. der Ven et al. in
Ref. [38].
with the experimentally observed phases.
In this work, neglecting the effect of lithium ordering, we focus on the phase segregation that happens
at room temperature in the range of values 0 < x < 1. Indeed, on the contrary to lithium ordering that
probably has no significant influence on the stresses arising in the cathodic particle, phase segregation
may induce large lithium concentration gradients at a mesoscopic scale and thus also large stress values.
5
1 Introduction and generalities
Moreover, whereas lithium ordering seems to have no effect on the battery macroscopic quantities, the
4 V -plateau phase highlighted on the experimentally measured battery discharge curve is imputed to
phase segregation [34, 40]. We further neglect the cubic to tetragonal transition at x = 1 since the
cathodic state of charge is rarely driven up to one exept for LIB delivering a large current density [9].
Conclusion
Over battery charging and discharging, since the lithium amount at the cathode is varied, LMO material
is brought out of equilibrium. That way, the state of charge, usually driven between 0 and 1, possibly
reaches values where phase segregation occurs.
In the next chapter (Chp. 2), based on the work done by Sastry [41] that neglects the phase segregation
and uses in place a dilute solution approximation, a coupling term between the chemical potential and
the hydrostatic stress is introduced to account for stresses induced by lithium intercalation into and
release from the host material made of LMO. That way, it will be demonstrated that large stresses
arise only if the system is driven far away from equilibrium.
In Chps. 4 - 5, the effect of phase segregation whose theory has been previously introduced in Chp. 3, is
considered. In this context, for a system being in a phase-segregated state, even at equilibrium, stresses
whose magnitude is significantly larger than those obtained by means of the usual dilute solution model
are present.
6
2 Chapter 2Overview on battery modeling
Introduction
LIB’s are complex systems described by numerous quantities that are all coupled via many interaction
mechanisms, being predominantly electrochemical and mechanical. On the one hand, several macro-
scopic quantities are needed to represent the behavior of the entire LIB. On the other hand, since
the electrodes are granular, lithium intercalation and release inside each of the particles that form the
granular electrodes is described by means of microscopic quantities within a “single-particle model”.
In this chapter, we will briefly review the so-called “dualfoil model” [42] that accounts for the coupling
between the microscopic and macroscopic quantities allowing for the understanding of the macroscopic
behavior of porous LIB’s. In this thesis we focus on the particle mechanics in the cathode under battery
loading and unloading, thus we mainly analyze the lithium insertion and extraction into a single cathodic
particle made of LMO. At this scale, the coupling between lithium diffusion and mechanics needed to
explain the stresses arising at the particle level is modeled using a thermo-mechanical analogy developed
by Prussin [43] in the context of linear elasticity.
The results obtained using a dilute solution model coupled to mechanics valid at the particle level
are summarized. This analysis is based on the work by X. Zhang et al. [41] and no phase segregation
is accounted for. The latter will be considered in the next three chapters (Chps. 3, 4 and 5) in the
context of phase-field modeling.
Furthermore, in order to represent the battery behavior, this single-particle model with mechanics
can be embedded into a macroscopic battery by means of the dualfoil model.
2.1 Multiscale modeling
2.1.1 Dualfoil and single particle modeling
As said in Sec. 1.1, cathodes made of LMO are granular meaning that they are made of an assembly
of small-sized particles (around some micrometers), whose shape and exact size are not homogeneously
distributed over the cathode as illustrated in Fig. 2.1. For modeling purposes, cathodic particles are
here assumed to be of regular shapes being either perfectly spherical or ellipsoidal. A numerical study
of particles of specific realistic shapes has been realized in Ref. [44, 45].
In order to improve the electronic conductivity, these particles are generally mixed together with
carbon black [46]. LMO particles and carbon black usually are closely packed together and immersed
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in the electrolytic solution meaning that these particles are interconnected and thus, as a consequence,
all are coupled via interaction mechanisms.
Figure 2.1: Picture of cathodic particles made of LMO after lithium intercalation, courtesy of Di
Chen, Reiner Mönig, Sven Glatthaar.
The first kind of interaction is due to direct mechanical contact between nearest neighboring particles.
Indeed, since lithium insertion and release into LMO particles induce volumetric changes, mechanical
stresses at the contact surface between two interconnected particles are expected. By means of a
homogenization method [47], the effect of the mechanics at the battery level has been taken into
account in Ref. [48]. Nevertheless, for simplicity in the description of the lithium intercalation into
LMO particles, the effect of the mechanics in the context of a macroscopic battery approach will be
neglected in the following.
The second kind of interaction is the electrochemical coupling induced by the presence of the elec-
trolyte that fills the interstices between the particles. This coupling can be described by means of
the Butler-Volmer equation (see Eq. (2.73) of Sec. 2.3.1) that establishes a relationship between the
lithium flux at the surface of a LMO particle located at a particular position in the cathode and the
corresponding local overpotential. In this context, the lithium flux at the particle surfaces is a local
quantity that also depends on time. An effectively one-dimensional battery model, also referred to
as dualfoil model, that accounts for this interparticle electrochemical coupling has been proposed and
implemented by Doyle and Newman [42] and will be briefly introduced in Sec. 2.3.1. Further, this
model has been extended by R. E. Garcìa et al. [49] to study two-dimensional batteries.
In a first simplified approach presented in next section (Sec. 2.1.2), the local effect of the interparticle
electrochemical interaction is neglected when describing the effect of the lithium ion diffusion on the
stresses arising into a LMO particle. In this context, it is enough to consider a single LMO particle
completely decoupled from the rest of the battery. In this kind of model, referred to as single-particle
model, the lithium flux applied at the surface of the particle becomes an externally fixed boundary
condition differently from the dualfoil model where the flux at the particle surfaces is a dynamical
quantity determined by the Butler-Volmer equation.
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2.1.2 Basics of the single particle modeling
In this part, a single three-dimensional cathodic particle is considered entirely decoupled from the rest
of the battery. Within this approach the particle surface flux Jan = −Ja · n is fixed by means of
boundary conditions. Here, n is the surface normal which points out of the particle. Typically the flux
magnitude is expressed in terms of a dimensionless number C referred to as the C-rate, as well as of
geometrical particle properties in the initial state of charge x0,
Jan = ±C
t0
V0
a30 S0
. (2.1)
Here, V0 and S0 denote the volume and surface area of the particle initially made of Lix0Mn2O4, the
so-called host material. In the above equation, Eq. (2.1), the sign “+” stands for lithium insertion while
“−” corresponds to lithium extraction. The theoretical C-rate considered here is related to the single
cathodic particle and not, as usual, to the entire battery. It is defined such that for C = 1 the particle
initially void of lithium, becomes completely filled with lithium after application of the flux Eq. (2.1)
during one hour, i.e. t0 = 3600 s. The quantity a30 refers to the volume of host material that can accept
at most one lithium ion, then the quantity V0/a30 is the maximal number of lithium ions that can be
inserted inside of the particle. From these considerations, we deduce that the flux magnitude Jan has
the unit of a number of lithium ions per unit of area and per time, i.e. it is expressed in
[
#/m2 s
]
.
Similarly to the flux applied at the particle surface, the stresses arising at the particle surface are
externally fixed by boundary conditions. As said in Sec. 2.1.1, the interparticle mechanical interaction
is neglected meaning that there is no stress at the surface of the single cathodic particle.
A common approach to model the lithium intercalation into a single cathodic particle made of LMO
is the dilute solution approximation where the interacting term describing the interaction between the
lithium ions as well as some of the entropic terms are neglected. This approximation is valid only if the
lithium amount present in the particle is very little compared to the maximal allowed lithium amount,
x 1, and cannot account for phase segregation that occurs during the lithium intercalation.
In this chapter, based on the work of Ref. [41], we present some results obtained using a dilute
solution model coupled to mechanics whereas, in the next three chapters (Chps. 3, 4 and 5), we will
introduce a phase-field model coupled to mechanics that accounts for nonnideal effects induced by the
phase segregation.
2.2 Single particle modeling in the dilute solution approach
2.2.1 Theory
We here introduce very briefly the theory of the dilute solution model coupled to mechanics. Its basic
assumption is that the local number of lithium occupation is low, n 1.
The local number of lithium occupation is a dimensionless quantity whose density n/a30 integrated
over the entire particle volume V0 is equal to the total number of lithium ions N present in the particle,∫
V0
dV
n
a30
= N.
The local number of lithium occupation n is related to the lithium concentration c expressed in mol/m3
9
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by
n
a30
= cNA
where NA denotes the Avogadro constant. It is then also equal to
n =
c
cmax
where cmax = 1/a30NA is the maximum allowed lithium concentration (in mol/m3) related to a state of
charge x = 1 in the host material LixMn2O4. In that sense, the local number of lithium concentration
n appears as a normalized lithium concentration and, in the following, it will be simply referred to as
(local) “lithium concentration”.
Historically, the dilute solution model predates its extension, the phase-field model. Since the theory
of the latter will be introduced in Chp. 3 and reproduces the dilute solution model in the limit of low
concentrations, we will omit the details here.
Similarly to the phase-field model, the driving equations for the dilute solution model are represented
by a set of two differential equations that stand for the conservation of the number of lithium ions on
the one hand and for the conservation of the the host material momentum, here equal to zero, i.e.
mechanical equilibrium, on the other hand. A local formulation of these conservation laws is given by
∂
∂t
(
n
a30
)
+∇ · J = 0, (2.2)
∇ · σ = 0 (2.3)
where n, J and σ denote the local lithium concentration, the local lithium flux and the local stress
tensor, respectively. At this place, we remark that the expression of the lithium flux J in
[
#/m2 s
]
is
consistent with Eq. (2.2) if the time t has the unit of second.
For systems that are not driven far away from equilibrium, the local lithium flux J , which is a
nonequilibrium quantity, is proportional to the gradient of the chemical potential µ, which is an equi-
librium quantity. According to the Onsager relation, it is expressed as [50]
J = −L∇µ. (2.4)
Here, the phenomenological Onsager coefficient L ≥ 0 quantifies the response of the system, namely the
local lithium flux, to a perturbation which consists in a local variation of the chemical potential, driven,
among other possible sources, by a the modification of the local lithium concentration in the system.
In the dilute solution approximation, this coefficient is usually linear in the lithium concentration n
and inversely proportional to the temperature T [50],
L =
D0n
a30kBT
(2.5)
where D0 is the constant diffusion coefficient of the host material and kB denotes the Boltzmann
constant.
The chemical potential is expressed as a superposition of the chemical potential µch induced by
the solute, here represented by the lithium ions, in the crystalline host material and of the chemical
potential µcp induced by the mechanical coupling with the host material,
µ = µch + µcp. (2.6)
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According to the Nernst law [51] valid in the context of a dilute solution where the species that form
the solute do not interact each other, it holds
µch = µ0 + kBT lnn (2.7)
where µ0 is a temperature dependent reference chemical potential that does not need to be specified
since the battery is considered as working at constant temperature. The chemical potential induced by
the mechanical coupling is given by
µcp = −Ω˜a30σh (2.8)
where Ω˜ is the dimensionless partial volume of the lithium ions within the host material and σh = 1/3σii
the hydrostatic stress. The dimensionless partial volume is proportional to the partial molar volume,
Ω = a30NAΩ˜ (in m3/mol), and describes the relative volume change under variation of the lithium
amount. It is usually treated as a constant of the model.
These two contributions to the chemical potential give rise to two flux terms
Jch = −L∇µch, (2.9)
Jcp = −L∇µcp (2.10)
via the Onsager relation Eq. (2.4). The conventional diffusion flux Jch drives the relaxation into the
entropically favoured equilibrium state with homogeneous lithium concentration. The backaction of
host deformations onto the lithium motion leads to the flux Jcp which tends to drive the system
towards an energetically favourable minimal-stress state corresponding to a minimization of the elastic
strain energy of the system, see Chp. 3.
In linear elasticity the stress tensor σ linearly depends on the elastic strain tensor εel upon
σij = Cijkl ε
el
kl (2.11)
where Cijkl is the ijkl-component of the fourth-rank stiffness tensor. In this work, the indices i, j, k
and l range from 1 to 3 and are related to the three spatial coordinates. The summation convention is
applied to repeated indices. The partial derivative with respect to the i-th coordinate is denoted by , i.
When the state of charge 0 < x < 1 the cubic host material is assumed to be isotropic and it holds
Cijkl = λ2δijδkl + λ1
(
δikδjl + δilδjk
)
where δij denotes the Kronecker delta. The quantities λ1 > 0 and λ2 are Lamé’s first and second
parameters, respectively. Both of them depend on Young’s modulus E and on the Poisson ratio ν of
the host material
λ1 =
E
2 (1 + ν)
, (2.12)
λ2 =
2νλ1
1− 2ν . (2.13)
For later purposes, we define the useful linear combination
λ =
3λ2 + 2λ1
3
. (2.14)
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Note that, for the first, the Young’s modulus of the host material is assumed to be constant. Its
constant value is referred to as E0.
In the considered system, it is assumed that the host material undergoes small deformations only.
Then, the components of total strain tensor are related to the mechanical displacement u
εij =
1
2
(
ui,j + uj,i
)
. (2.15)
The origin of the host material deformations is two-fold. One origin is the lithium intercalation which
gives rise to isotropic volumetric strains. Analogously to strains induced by variation in the tempera-
ture [41], strains induced by variation in the lithium concentration are given by
εLiij =
Ω˜
3
(n− n0) δij (2.16)
where n0 is a reference homogeneous number of lithium occupation related to the reference state of the
host material Lix0Mn2O4. The other origin of strain is mechanical stress. On the contrary to elastic
strains, lithium induced strains are stress-free and are not a consequence of mechanical stresses. The
elastic strains purely induced by mechanical stresses, needed in Eq. (2.11), are given by
εelij = εij − εLiij .
In order to complete the driving equations Eq. (2.2) and Eq. (2.3) as well as the constitutive rela-
tionships Eq. (2.4) - Eq. (2.11), the boundary conditions holding at the particle surface ∂V0 have to be
specified. According to the considerations of Sec. 2.1.1, these boundary conditions read
−J · n
∣∣∣
∂V0
= Jan (2.17)
σ · n
∣∣∣
∂V0
= 0. (2.18)
During the lithium intercalation, it is assumed that the temperature remains constantly equal to
T = (273.15 + 25)K. The material parameters obtained from both Ref. [41] and Ref. [52] are all
summarized in Tab. 2.1.
Name Symbol and unit Value
Diffusion coefficient D0 [m2/s] 7.08 · 10−15
Young’s modulus E0 [GPa] 10
Poisson coefficient ν 0.3
Lattice parameter at x = 0.2 ai [A˚] 4.0341
Lattice parameter at x = 0.995 af [A˚] 4.1141
Table 2.1: Material parameters of LixMn2O4.
Here, the concentration-dependent lattice parameter a, e.g. the low-concentration lattice parameter
ai as well as the high-concentration lattice parameter af of Tab. 2.1, is related to the face-centered
cubic lattice built by the oxygen ions that form the host crystalline material as sketched in Fig. 3.1
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of Sec. 3.1.1. Unless specified otherwise, the dimensionless partial volume, as a function of the lattice
parameter,
Ω˜ =
1
a30
∂a3
∂n
, (2.19)
is assumed to be constant and is approximated by
Ω˜0 =
1
a30
a3f − a3i
nf − ni
 . (2.20)
In reality the surface flux is related to the lithium concentration at the particle surface by the Butler-
Volmer relation (see Eq. (2.73)). It ensures that the flux vanishes when the surface concentration
becomes either zero or one. However, within the single particle model, the surface flux is given by
boundary conditions without consideration of the surface concentration. This may lead to unphysical
lithium concentrations above one. To avoid this behavior, the single particle simulations are only run
until the stop condition,
n
∣∣∣
∂V0
= 0 or n
∣∣∣
∂V0
= 1, (2.21)
is fulfilled.
2.2.2 Particles of spherical symmetry
Mathematical formulation
To describe the lithium intercalation into a cathodic particle of spherical symmetry with radius r0, we
make use of the usual spherical coordinate system
(
r, θ, ϕ
)
with local orthonormal basis
(
er, eθ, eϕ
)
.
Furthermore, we assume that not only the particle geometry, but also the unknown functions, namely
the lithium concentration n and the mechanical displacement u, as well as the boundary conditions
holding at the particle surface are invariant under rotation with respect to both the θ and ϕ coordinates.
This implies that ∂θ = ∂ϕ = 0 which allows for the replacement of the three-dimensional problem by
an equivalent one-dimensional problem whose geometry is sketched in Fig. 2.2.
Because of this rotational invariance, the local lithium flux as well as its two different contributions
introduced in Eq. (2.9) and Eq. (2.10) have a nonzero component along the radial direction only
Jch = − D0n
a30kBT
∂µch
∂r
er = −D0
a30
∂n
∂r
er (2.22)
Jcp = − D0n
a30kBT
∂µcp
∂r
er =
D0Ω˜0n
kBT
∂σh
∂r
er. (2.23)
In the same way, the mechanical displacement u = urer. In the curvilinear spherical coordinate
system the strain tensor,
ε =
εr 0 00 εt 0
0 0 εt
 ,
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Jan
Spherical symmetry
(spherical coordinates)
n=n(r)
u=ur(r)er
r=0 r=r0
Jan
3D particle of spherical 
symmetry 
1D particle model
Figure 2.2: Particle of spherical shape. Due to the spherical symmetry, the three-dimensional
problem reduces to a one-dimensional problem.
is diagonal. Its components could be calculated using Ref. [53],
εr =
∂ur
∂r
, (2.24)
εt =
ur
r
. (2.25)
Furthermore, according to the constitutive relation Eq. (2.11), the components of the stress tensor,
formally expressed as
σ =
σr 0 00 σt 0
0 0 σt
 ,
read
σr = 2λ1εr + λ2 (εr + 2εt)− λΩ˜0 (n− n0) , (2.26)
σt = 2λ1εt + λ2 (εr + 2εt)− λΩ˜0 (n− n0) . (2.27)
In spherical coordinates, the conservation of matter, Eq. (2.2), as well as the mechanical equilibrium,
Eq. (2.3), are given by
∂(r2n)
∂t
+
∂
∂r
(
a30r
2
(
Jchr + J
cp
r
))
= 0, (2.28)
∂σr
∂r
+
2
r
(σr − σt) = 0. (2.29)
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and are completed by the following set of boundary conditions
−Jr
∣∣∣
r=r0
= Jan, (2.30)
σr
∣∣∣
r=r0
= 0, (2.31)
∂rn
∣∣∣
r=0
= 0, (2.32)
ur
∣∣∣
r=0
= 0 (2.33)
where Eq. (2.30) and Eq. (2.31) represent the boundary conditions that hold at the particle surface
according to Eq. (2.17) - Eq. (2.18) whereas Eq. (2.32) and Eq. (2.33) stand for “artificial” boundary
conditions valid at the particle center needed when reducting the three-dimensional problem to a one-
dimensional rotational symmetric problem. Such artificial boundary conditions are needed to ensure the
uniqueness of the solution to this mathematical problem, but they also are related to a more physical
requirement: As demonstated in App. A, they namely ensure that the lithium flux at the particle center
vanishes. Indeed, in the considered source-free system, due to symmetry reasons, the lithium flux there
has to be zero. Finally, initial values for the unknown functions have to be specified,
n
∣∣∣
t=0
= n0, (2.34)
ur
∣∣∣
t=0
= ur0 (2.35)
where both n0 and ur0 are spatially constant.
Analytical solution
By neglecting the backaction of the host deformations on the lithium diffusion with setting Jcpr = 0, the
two driving equations Eq. (2.28) and Eq. (2.29) partially decouple. In particular, the local conservation
of matter, Eq. (2.28), becomes now completely independent from the mechanical displacement,
∂
∂t
(
r2n
)
+
∂
∂r
(
−D0r2∂n
∂r
)
= 0. (2.36)
With the boundary conditions, Eq. (2.30) and Eq. (2.32) as well as the initial condition Eq. (2.34),
V. R. Subramanian and R. E. White [54] solved this second-order time-dependent differential equation
using a separation ansatz. They obtained
n
(
r˜, t˜
)
=
1
r˜
∞∑
m=1
(
−2δ
λ2m sin
(
λm
)) exp(−λ2mt˜) sin (λmr˜)+ δ2 r˜2 + 3δt˜+ γ − 310δ (2.37)
where
δ = −r0a
3
0
D0
Jan
and γ = n0. Both dimensionless radial coordinate r˜ and time t˜, defined as ,
r˜ =
r
r0
,
t˜ =
D0
r20
t
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are introduced. The quantities λm refer to indexed solutions of the following equation:
λm = tanλm > 0,
ordered such that λm < λm+1.
Furthermore, as also indicated in Ref. [41], the local mechanical equilibrium, Eq. (2.29) which is a
time-independent second-order differential equation with respect to the radial mechanical displacement
could be solved. After some transformations, the radial and tangential components of the stress tensor
as well as the hydrostatic stress for given n
(
r˜, t˜
)
could be obtained,
σr
(
r˜, t˜
)
=
2Ω˜0E0
3 (1− ν)
(∫ 1
0
ds s2
(
n− γ)− 1
r˜3
∫ r˜
0
ds s2
(
n− γ)) ,
σt
(
r˜, t˜
)
=
Ω˜0E0
3 (1− ν)
(∫ 1
0
ds s2
(
n− γ)+ 1
2r˜3
∫ r˜
0
ds s2
(
n− γ)− 1
2
(
n− γ)) ,
σh
(
r˜, t˜
)
=
2Ω˜0E0
9 (1− ν)
(
− (n− γ)+ 3 ∫ 1
0
ds s2
(
n− γ)) . (2.38)
Fig. 2.3 demonstrates that there is a good agreement between the analytical results obtained using
Eq. (2.37) and Eq. (2.38) truncated after 20 terms in the summation and the numerical results computed
using the finite element software COMSOL.
As expected, during lithium insertion into the particle, the lithium concentration profile shows, at
each time step, a maximum at the particle surface. In the same time, the hydrostatic stress profile
exhibits a sign change, negative at the particle center and positive at the particle surface. This sign
change is correlated with the local variation in the lithium concentration. Near the particle surface
where the lithium ions are inserted this variation is positive and this region is compressed (negative
hydrostatic stress). On the contrary, near the particle center, there is a lithium flux from the particle
center to the particle surface in order to homogenize the lithium concentration over the entire particle
and this region is under tensile stress state.
During the lithium extraction, at each time step, the lithium concentration profile possesses a min-
imum at the particle surface and, as a result, the hydrostatic stress values have the same order of
magnitude as those obtained during lithium insertion but with opposite sign.
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(a) Profiles of the lithium concentration during
lithium insertion.
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(b) Profiles of the hydrostatic stress during lithium in-
sertion.
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(c) Profiles of the lithium concentration during
lithium extraction.
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(d) Profiles of the hydrostatic stress during lithium ex-
traction.
Figure 2.3: Lithium concentration and hydrostatic stress profiles obtained during both lithium in-
sertion into and extraction out if a spherical cathodic particle of material. The red
dashed curves have been obtained analytically whereas the blue solid curves correspond
to numerically obtained solutions using the software COMSOL.
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Effect of the stress-induced lithium diffusion
We now take into account the backaction of the host material deformations onto lithium diffusion.
In this case no analytic solution is known and a numerical evaluation is performed using COMSOL.
To analyze the effect of a nonzero stress-induced lithium flux Jcpr , we define the “relative diffusion
coefficient” D˜cp by
Jcpr = D˜
cpJchr
with the conventional diffusion flux
Jchr = −
D0
a30
∂n
∂r
. (2.39)
As illustrated in Fig. 2.4, the calculated relative diffusion coefficient is positive, D˜cp > 0, at each
time step and over the entire particle. That means that the stress-induced lithium flux Jcpr acts
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Figure 2.4: Profiles of the relative diffusion coefficient D˜cp obtained at different times during
lithium extraction from a spherical cathodic particle.
together with the flux Jchr , driven by gradients in the lithium concentration, to enhance the lithium
diffusion from the high-concentration regions to the low-concentration regions. Hence, as represented
in Fig. 2.5(a), the stress-induced lithium flux contributes to an enhanced lithium homogenization in
the particle. Consequently, as seen in Fig. 2.5(b), the magnitude of the hydrostatic stress, at both the
particle center and surface, is diminished as compared to the case where Jcpr = 0.
This behavior is also reflected in Fig. 2.6 where the maximum of the hydrostatic stress magnitude
reached during both lithium extraction and insertion, is shown as a function of the applied flux mag-
nitude for the two different cases Jcpr = 0 and Jcpr 6= 0. As shown in Fig. 2.6(a), generated for equal
material parameters and for two different particle radii, it appears that the maximum hydrostatic stress
magnitude only depends on the product Cr20 where C is related to the applied flux magnitude according
to Eq. (2.1).
In regime 1 , for low applied charge and discharge rate (Cr20/3600D0 < 8.8), we observe that
the variation of the maximal value of the hydrostatic stress magnitude with respect to the applied
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(a) Lithium concentration profiles.
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(b) Hydrostatic stress profiles.
Figure 2.5: Lithium concentration and hydrostatic stress profile at different times obtained during
lithium extraction from a spherical cathodic particle of LMO. The blue solid curves
correspond to the case Jcpr = 0 as opposed to the red dashed curves where this quantity
is nonzero.
flux magnitude is almost linear. In this regime, during both lithium extraction and insertion, this
maximum value is reached at the particle center. It is negative during lithium extraction and positive
during lithium extraction.
Differently, in regime 2 , for large applied charge and discharge rate (Cr20/3600D0 > 8.8), lithium
diffusion towards the particle surface (lithium extraction) or towards the particle center (lithium in-
sertion) is not sufficiently fast to prevent lithium depletion or accumulation at the particle surface,
respectively. The stop condition Eq. (2.21) is quickly reached. At this time, high concentration gra-
dients occur at the particle surface and the stress is maximum, negative during the lithium insertion
and positive during the lithium extraction. Note that, the hydrostatic stresses obtained during lithium
extraction are slightly smaller than those obtained during lithium insertion.
2.2.3 Particles of ellipsoidal symmetry
Mathematical formulation
In order to study the influence of the particle geometry, the particle shape, spherical until now, can be
generalized to an ellipsoidal shape. An ellipsoid is completely characterized by its three semi-axes x0,
y0, and z0. We, however, restrict our study to ellipsoidal particles which are symmetric under rotation
around the z-axis, i.e. x0 = y0 = %0 as sketched in Fig. 2.7. We further define the aspect ratio γ as
γ =
z0
%0
.
In the usual cylindrical coordinate system
(
%, θ, z
)
with local orthonormal basis
(
e%, eθ, ez
)
, the
aforementioned symmetry requirement means that the particle geometry remains invariant under shift
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Figure 2.6: Maximum values of the hydrostatic stress magnitude reached during both lithium ex-
traction and insertion as a function of the ratio Cr20/3600D0 or the two different cases
Jcpr = 0 and Jcpr 6= 0. Additionally, during lithium extraction, the maximum of the
hydrostatic stress obtained for two different particle radii is shown.
of the θ-coordinate. Similarly to the spherical particle introduced in the previous section, we assume,
that not only the particle geometry but also the unknown functions and the boundary conditions exhibit
this rotational invariance. It thus holds ∂θ = 0. Assuming in a similar way an additional symmetry
under reflexion at the x-y-plane, z 7→ −z allows for the replacement of the three-dimensional problem
by a two-dimensional problem as sketched in Fig. 2.7.
Under these considerations, the different contributions to the lithium flux expressed in cylindrical
coordinates are given by
Jch = −D0
a30
(
∂n
∂%
e% +
∂n
∂z
ez
)
(2.40)
Jcp =
D0Ω˜0n
kBT
(
∂σh
∂%
e% +
∂σh
∂z
ez
)
. (2.41)
The components of the strain tensor,
ε =
ε%% 0 ε%z0 εθθ 0
εz% 0 εzz
 ,
could be calculated using Ref. [53], and are related to the components of the mechanical displacement,
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Figure 2.7: Particle of ellipsoidal shape with two equal semi-axis. Due to the ellipsoidal symmetry,
the three-dimensional particle problem reduces to a two-dimensional problem.
u = u%e% + uzez, by
ε%% =
∂u%
∂%
, (2.42)
εθθ =
u%
%
, (2.43)
εzz =
∂uz
∂z
, (2.44)
ε%z = εz% =
1
2
(
∂uz
∂%
+
∂u%
∂z
)
. (2.45)
Using Eq. (2.11) the components of the stress tensor, formally defined by
σ =
σ%% 0 σ%z0 σθθ 0
σz% 0 σzz
 ,
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read
σ%% = 2λ1ε%% + λ2
(
ε%% + εθθ + εzz
)
− λΩ˜0 (n− n0) , (2.46)
σθθ = 2λ1εθθ + λ2
(
ε%% + εθθ + εzz
)
− λΩ˜0 (n− n0) , (2.47)
σzz = 2λ1εzz + λ2
(
ε%% + εθθ + εzz
)
− λΩ˜0 (n− n0) , (2.48)
σ%z = σz% = 2λ1ε%z. (2.49)
In the curvilinear cylindrical coordinates, the conservation of matter Eq. (2.2) and the mechanical
equilibrium Eq. (2.3), which is now a set of two differential equations, are given by
∂
(
%n
)
∂t
+
∂
∂%
(
a30%
(
Jch% + J
cp
%
))
+
∂
∂z
(
a30%
(
Jchz + J
cp
z
))
= 0, (2.50)
∂σ%%
∂%
+
∂σ%z
∂z
+
1
%
(
σ%% − σθθ
)
= 0, (2.51)
∂σ%z
∂%
+
∂σzz
∂z
+
σ%z
%
= 0. (2.52)
In cylindrical coordinates, the outgoing normal n to the particle surface ∂V0 is given by
n =
1√
%2 +
(
z
γ2
)2
(
%e% +
z
γ2
ez
)
.
Thus, according to Eqs. (2.17) - (2.18), it holds at the particle surface ∂V the following boundary
conditions
−
(
%J% +
z
γ2
Jz
)∣∣∣∣∣
∂V
=
√√√√%2 +( z
γ2
)2
Jan, (2.53)(
%σ%% +
z
γ2
σ%z
)∣∣∣∣∣
∂V
= 0, (2.54)(
%σz% +
z
γ2
σzz
)∣∣∣∣∣
∂V
= 0. (2.55)
In order to account for the particle symmetries when reducting the dimensionality of the problem,
artificial boundary conditions along the particle symmetry axis and plane must be considered. They
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read
∂n
∂%
∣∣∣∣∣
%=0,z
= 0, (2.56)
u%
∣∣∣
%=0,z
= 0 (2.57)
∂uz
∂%
∣∣∣∣∣
%=0,z
= 0, (2.58)
∂n
∂z
∣∣∣∣∣
%,z=0
= 0, (2.59)
uz
∣∣∣
%,z=0
= 0, (2.60)
∂u%
∂z
∣∣∣∣∣
%,z=0
= 0. (2.61)
As for the spherically symmetric problem of Sec. 2.2.2, these additional boundary conditions ensure that
the present mathematical problem has an unique solution, but they also prevent from nonvanishing flux
terms along the artificial boundaries of the current two-dimensional particle model, namely at z = 0
and at % = 0, as it is demonstrated in App. A. To achieve the complete mathematical formulation
of the lithium intercalation into a system of ellipsoidal symmetry, initial conditions for the unknown
functions have to be specified,
n
∣∣∣
t=0
= n0, (2.62)
u%
∣∣∣
t=0
= u%0, (2.63)
uz
∣∣∣
t=0
= uz0. (2.64)
Influence of the particle aspect ratio
We discuss here the influence of the aspect ratio on both the lithium concentration and the hydrostatic
stress profiles. For low applied flux magnitudes, concentration profiles are relatively homogeneous and
low stresses occur within the ellipsoidal particles. Fig. 2.8 shows lithium concentration and hydrostatic
stress profiles within ellipsoidal particles of different aspect ratios during extraction at a relatively large
applied flux magnitude, C = 20, where sizeable concentration gradients occur. The particle volume
was kept constant at V0 =
(
4/3
)
pi µm3 and the curves shown here are snap-shots at times when the
mean concentration n¯ ≈ 0.5. Main results are summarized in Tab. 2.2.
Let us make some explanatory remarks: For very flat particles (γ  1) the concentration is almost
independent of the z-coordinate, hence n ≈ n(%). The situation is reversed for very elongated particles
(γ  1) where n ≈ n(z), while particles with perfectly spherical shape (γ = 1) show close to spherically
symmetric concentration profiles, n ≈ n(r =
√
%2 + z2). The latter exhibit rather moderate spatial
variations in the concentration, in contrast to strongly elongated or flat particles. Remarkably, despite
the large concentration gradients in elongated particles, the arising stresses are comparatively small.
This may seem counterintuitive at the first glance.
23
2 Overview on battery modeling
minimum maximum
γ=1/6 γ=1/4 γ=1 γ=4
n-
pr
of
ile
σ h-
pr
of
ile
nmax=0.58
nmin=0.39
nmax=0.57
nmin=0.40
nmax=0.57
nmin=0.45
nmax=0.58
nmin=0.28
σh,max=7.24 MPaσh,min=-7.57 MPa σh,max=6.39 MPaσh,min=-8.07 MPa σh,max=10.48 MPaσh,min=-15.48 MPa
σh,max=7.06 MPaσh,min=-7.23 MPa
ϱ/ϱ0
ϱ/ϱ0
z/z0
z/z0
Figure 2.8: Lithium concentration and hydrostatic stress profiles for ellipsoidal cathodic particles
of different aspect ratios but fixed particle volume equal to V0 =
(
4/3
)
pi µm3 when
n¯ ≈ 0.5. These profiles have been obtained during lithium extraction at constant
applied flux magnitude corresponding to C = 20.
Aspect ratio Lithium concentration Concentration gradient Stresses
γ  1 n = n(%) large slightly larger
γ = 1 n = n(r) = n(
√
%2 + z2) low large
γ  1 n = n(z) large slightly lower
Table 2.2: Behavior of the lithium concentration and stress profiles within ellipsoidal particles of
different limit cases regarding the aspect ratio γ.
These observations can be interpreted as follows: The different concentration profiles are of geometric
origin. Particles of elongated shape (γ > 1) have more surface per unit of particle volume in the vicinity
of the particle “pole”, (%, z) = (0, z0), as compared to the “equator” region of the particle, (%, z) = (%0, 0).
Since the lithium extraction rate per area is the same at every point of the particle surface, the effective
extraction rates in these two regions strongly differ. This leads to an enhanced lithium depletion in
the pole regions as compared to the equator region. For γ  1 and fixed volume the lateral extent %0
is very small and homogenization of the concentration by diffusion occurs very quickly in %-direction.
Hence, the concentration has only a weak %-dependence.
Analogous arguments hold for the opposite limit of very flat particles (γ  1), leading to a weak
dependence of the concentration on the z-coordinate, and a drop of n(%) as one moves from the center
% = 0 towards the surface % = %0 (during lithium extraction). The concentration profile in spherical
particles is dominated by the large applied isotropic flux which leads to a spherically symmetric n =
n(r =
√
%2 + z2). This is not as obvious as one might think, since the mechanical coupling in general
favors different concentration profiles. We will discuss this in greater detail in Chp. 5, where in the
presence of phase segregation stresses are generally smaller for planer (i.e. uncurved) phase boundaries.
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Based on the different concentration profiles we will argue now that elongated particles can maintain
hydrostatic stress-free states in contrast to spherical and flat particles. Formally, the hydrostatic stress
is equal to
σh =
1
3
(
σ%% + σθθ + σzz
)
= λ
(
ε%% + εθθ + εzz − Ω˜0(n− n0)
)
,
according to Eqs. (2.46), (2.47) and (2.48). Hence, hydrostatic stresses vanish in the particle if
ε%% + εθθ + εzz = Ω˜0(n− n0) (2.65)
is satisfied. In particular, Eq. (2.65) is fulfilled when the diagonal components of the total strain
tensor, εij (i = j), are equal to the diagonal components of the lithium-induced strain tensor, εLiij
(i = j), respectively. In cylindrical coordinates, according to the set of Eqs. (2.42) - (2.44), this
condition requires the displacement vector to satisfy
∂u%
∂%
=
Ω˜0
3
(n− n0), (2.66)
u%
%
=
Ω˜0
3
(n− n0), (2.67)
∂uz
∂z
=
Ω˜0
3
(n− n0). (2.68)
Usually these equations cannot be fulfilled simultaneously and the system is not able to completely avoid
hydrostatic stresses by deformations. As an example, let us consider flat particles with nonconstant
concentration n(%). To maintain a stress-free state, the displacement would have to be
u% = %
Ω˜0
3
(n(%)− n0),
according to above Eq. (2.66). But this is clearly incompatible with the other condition, Eq (2.67),
∂u%
∂%
=
Ω˜0
3
(n(%)− n0),
because of nonconstant n(%). Hence hydrostatic stress necessarily arises in flat particles. The same is
true for spherical ones.
In contrast, strongly elongated particles with nonconstant concentration n(z) can easily avoid hy-
drostatic stress by the deformations
uz(z) =
∫ z
0
dz′
Ω˜0
3
(n(z′)− n0), (2.69)
u%(%, z) = %
Ω˜0
3
(n(z)− n0), (2.70)
for which σ%% = σθθ = σzz = 0, hence σh = 0. Thus, in this kind of particles, the generated hydrostatic
stress is generally smaller.
Fig. 2.9 shows the maximal hydrostatic stresses reached during lithium extraction at different particle
locations (at the particle center, pole and equator). The simulations were performed until the stop
condition represented by Eq. (2.21) is fulfilled.
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Figure 2.9: Maximum values of the hydrostatic stresses reached during lithium extraction from
ellipsoidal particles of fixed constant particle volume V0 =
(
4/3
)
pi µm3 as function of
the aspect ratio γ. The curves shown here are related to particular spatial positions
corresponding to the particle center, (%, z) = (0, 0), pole, (%, z) = (0, z0), and equator,
(%, z) = (%0, 0).
We observe that high applied flux magnitude gives rise to large stresses which can be attributed to
higher concentration gradients. Numerical results imply that the stresses are proportional to the C-rate
and otherwise show identical profiles as function of spatial coordinates, time and also aspect ratio.
The aspect ratio dependence is consistent with the previous remarks about geometry. For example,
we already argued that for very elongated particles, γ  1 (γ → ∞), stresses tend to zero. For very
flat particles, γ  1, concentration gradients become significant near the equator at (%, z) = (%0, 0).
Thus, in the limit γ → 0 stresses may become infinite. They exhibit a local minimum for small but
finite γ. Close to the symmetry axis (% = 0) lithium concentration gradients become very small and
stresses drop to zero as γ → 0. For 0.3 < γ < 1, the maximum hydrostatic stress holding at the particle
surface is attained at the particle pole whereas, for γ < 0.3, this maximum is reached at the equator.
The obtained results are qualitatively comparable to those obtained by E. Bohn (see Sec. 3.4.1 and
particularly Fig. 25 of Ref. [55]).
2.3 Dualfoil modeling
2.3.1 Theory
Until now we concentrated on the single particle states during loading and unloading at constant applied
flux without concern about the entire battery. As briefly introduced in Sec. 2.1.1, the granular LMO
cathode is composed of many interconnected particles that electrochemically couple. In this section,
we account for the granular electrode structure as well as for the electrochemical coupling between the
electrode particles by means of an effective theory developed by Doyle and Newman [42].
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As already mentioned in Sec. 1.2, the battery consists of two electrodes, the anode and the cathode,
immersed in and connected by an electrolyte. During discharging, lithium ions are carried from the
anode to the cathode via the electrolyte whereas, in the same time, electrons are transported, also from
the anode to the cathode, via an external circuit. This spontaneous charge transfer occurs only if the
electrochemical potential of the anode −eEoc,an initially exceeds the electrochemical potential at the
cathode−eEoc,cath where e ≈ 1.6·10−19 C is the elementary positive charge. We used the experimentally
accessible open-circuit voltages Eoc of the electrodes, which we relate to their electrochemical potentials
via the electronic charge −e < 0. The open-circuit voltages, Eoc,an and Eoc,cath, of both the LiyC6-
anode and the LixMn2O4-cathode have been obtained from Refs. [40, 56] and are plotted in Fig. 2.10
as a function of the states of charge, y and x, respectively. They show that −eEoc,an > −eEoc,cath
is indeed satisfied. Typically the anodic and cathodic states of charge before battery discharging are
chosen equal to y = 0.56 and x = 0.17, respectively.
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(b) Open-circuit voltage at the LixMn2O4-cathode.
Figure 2.10: Open-circuit voltage at both electrodes (measured with respect to the lithium metal
electrode) as function of the state of charge x obtained from Ref. [40, 56].
In order to increase the exchange surface and thus enhance the electronic and ionic transport, the
electrodes consist of an assembly of small-sized particles of active material (LixC6 at the anode, LMO
at the cathode mixed together with carbon black). In both electrodes, these particles are immersed
in the electrolyte. We here consider a mixture of LizPF6 as salt and as solvent a binary composition
of ethylene carbonate (EC) and dimethyl carbonate (DMC) with a ratio of EC:DMC=1:2 [56, 57].
This mixture represents an electrolyte commonly used in plastic LIB’s [5]. Consequently, at each
electrode there are two different phases present. On the one hand, there is a solid phase made of active
material and carbon black and, on the other hand, there is a liquid phase, namely the electrolyte. At
a macroscopic scale, the spatial distribution of these two different phases cannot be resolved. Hence,
following the work done in Refs. [58, 59] that are based on an homogenization ansatz first introduced
by Bruggeman [60], we assume that the porous electrodes are represented by a superposition of both a
solid and a liquid phase (see Fig. 2.11), each of them being seen as a continuous medium.
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Figure 2.11: Granular electrodes composed of small sized particles made of active material (red
spheres) immersed in the electrolytic solution sketched in blue. In a macroscopic
battery model, the electrode particles represent a homogeneous continuous medium
schematically sketched in red.
At the battery scale, the relevant electronic and ionic transport path is perpendicular to the electrode
surfaces. Moreover, in order to limit the losses induced by the lithium ion transport through the
electrolyte, the dimension of the battery along this direction is generally much smaller than along the
other two directions that can be hence considered as infinitely extended. Thus, invoking symmetry
reasons, the three-dimensional battery is modeled by a one-dimensional battery system as sketched in
Fig. 2.12.
(a) Sketch of the three-dimensional battery. The liq-
uid and solid phase are represented in blue and in red
respectively.
(b) One-dimensional battery model. Since the rele-
vant transport processes occur along the x-direction of
the three-dimensional battery sketched in Fig. 2.12(a),
the three-dimensional battery is replaced by a one-
dimensional system.
Figure 2.12: Macroscopic three-dimensional porous battery represented by a one-dimensional bat-
tery system made of a superposition of both a liquid and a solid phase with lithium
ion exchange between these two phases.
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In both the solid and the liquid phases, charge conservation holds,
∇ · is = Sa eJan,
∇ · il = −Sa eJan,
where is and il are the current densities in the solid and liquid phase, respectively. The quantity Sa is
the specific interfacial area defined as the electrode particle surface per unit of electrode volume. The
term Jan represents the flux of lithium ions exchanged at the interface between the solid and the liquid
phase. From a microscopic point of view, this quantity corresponds to the lithium flux
Jan = −Ja · n
that holds at the surface of the electrode particles whose surface is conventionally oriented by their
outgoing normal n. Macroscopically, Jan is the flux that leaves the liquid phase to enter the solid
phase. It consequently acts as a source term for each of these phases, considered separately.
The current densities are related to the electrochemical potentials, denoted by φs in the solid and φl
in the liquid, as well as to the lithium concentration nl in the liquid phase by
is = −κeffs ∇φs (2.71)
il = −κeffl
(
∇φl − kBT
e
(
1− t0+
)∇nl
nl
)
(2.72)
Eq. (2.71) is the standard Ohm’s law for the electronic transport in a solid whereas Eq. (2.72) describes
the transport of charges in an infinitely dilute binary liquid solution [61], driven by migration in the
electric field −∇φl and by diffusion. The transference number t0+ [62] is the fraction of current carried
by the lithium ions in the electrolytic solution. Indeed, in the electrolyte, all charged species and not
only the lithium ions participate in the current transport.
In the liquid phase, the local conservation of lithium matter reads
∂
(
l nl
)
∂t
+∇ ·
(
−Deffl ∇nl
)
= −
(
1− t0+
)
Sa Jan.
To take into account the porous electrode structure, effective electronic and ionic conductivities, κeffs
and κeffl respectively, as well as an effective lithium ion diffusibility D
eff
l in the electrolytic solution, are
introduced. According to Ref. [56], these effective parameters, compared to the bulk material values,
are diminished by a factor that is a function of the electrode porosity l.
In a macroscopic model of the battery, both the cathodic and anodic particles made of active material
are replaced by a continuum covering the complete volume of the electrodes. In this context, each point
of this continuum represents one electrode particle which can be modelized by means of the single
particle model introduced in Sec. 2.2. Note that, at the battery level, lithium ion diffusion and stresses
in the solid phase inside the particles cannot be accounted for. For this purpose, it is assumed that
each point of the macroscopic electrodes stands for a three-dimensional particle of spherical symmetry,
the latter being described by the spherically symmetric particle model introduced in Sec. 2.2.2. At
this place, the driving equations, Eq. (2.28) and Eq. (2.29), related to the lithium ion transport in a
spherical particle and its effect on the mechanics, are used.
The coupling between the macroscopic battery and the microscopic particles occurs via the lithium
flux Jan. According to the Butler-Volmer relation [59] with anodic and cathodic apparent transfer
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Figure 2.13: One-dimensional battery model represented by the superposition of both a liquid and
a solid phase with lithium ion exchange between these two phases. Lithium ions are
transported through the liquid phase whereas electrons are transported via the solid
phase. The mechanisms shown here are related to the battery discharge. In case of
battery charging, the inequalities as well as the arrow orientations representing the
flux directions are reversed.
coefficients both equal to 1/2, the magnitude of this flux is given by
Jan = −Ja · n = −J0
(
exp
(
eη
2kBT
)
− exp
(
− eη
2kBT
))
(2.73)
where the local surface overpotential is
η = φs − φl − Eoc. (2.74)
The local equilibrium exchange lithium flux magnitude
J0 = kr
√
nl ns
(
ns,max − ns
)
> 0 (2.75)
corresponds to the phenomenological lithium flux magnitude that holds at the electrode surface along
its normal in both directions since, at equilibrium, the net lithium flux at the electrode surface is zero
hence the battery does not deliver any current. Here, kr is a rate constant describing both the anodic
and cathodic semi-redox reactions. In contrast to the single-particle model, the local lithium flux Jan
is not an externally fixed quantity but a dynamical variable whose time dependence is governed by
the Butler-Volmer relation Eq. (2.73). During battery discharging, the quantity Jan is negative at the
anode and positive at the cathode and thus η > 0 at the anode whereas η < 0 at the cathode. During
battery charging, these quantities all change their sign.
Additionally, to achieve the complete mathematical formulation of the battery charging and discharg-
ing, boundary conditions at the interface between the electrodes and the current collectors “cc” which
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(a) Macroscopic one-dimensional battery system.
Each point of the solid phase stands for a single
particle.
material balance
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(b) Coupling between the macroscopic one-dimensional
battery system and electrode particles of spherical sym-
metry. The coupling quantities are the surface lithium
ion concentration and the lithium flux magnitude hold-
ing at the particle surface.
Figure 2.14: Coupling between the one-dimensional battery system and the single particle model.
represent the contacts to the external circuit, have to be specified. With
φs
∣∣∣
an,cc
= 0, (2.76)
|is|
∣∣∣
cath,cc
= ±i0C, (2.77)
the galvanostatic charging and discharging of the battery at given C-rate is possibly described. In this
context i0 is the current density which charges or discharges the battery within one hour. In contrast
to the single-particle model, the C-rate here refers now to the experimental C-rate of the entire battery.
In our model, the current density i0 is taken equal to 17.5Am−2 for C = 1. Note that in practical
applications the state of charge x of LMO cathode only varies in a range, usually 0.15 . x . 0.65.
Both i0 and the C-rate have to be understood in this sense.
All needed material and design parameters related to the considered battery cell have been obtained
from Ref. [56]. The additional material parameters necessary to describe the mechanical behavior of
the cathodic particles are the same as those reported in Tab. 2.1.
2.3.2 Effect of a nonconstant flux at the cathodic particle surface
Fig. 2.15 shows the time-dependent lithium flux magnitude that enters three particles located at dif-
ferent spatial locations in the cathode, as well as their constant values averaged over time. This figure
demonstrates that the average flux magnitude is large in the vicinity of the separator region and di-
minishes when approaching the current collector.
In the present dualfoil model, three different relevant time scales act together: the first one is related
to the time needed by the lithium ions to diffuse into the anodic particles, the second one concerns
the lithium ions transport in the electrolyte, and finally, the third one is related to the time needed
by the lithium ions to diffuse into the cathodic particles Moreover, the lithium flux at the surface
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Figure 2.15: Particle surface flux over time during battery discharging (C = 2) at three different
spatial locations: near the separator (blue curves), in the middle of the cathode (red
curves) and close to the current collector (black curves). The parameter d refers
to the distance of the considered cathodic particle to the separator region expressed
in terms of the cathode thickness Lcath = 183µm. The dashed and solid lines are
respectively the time-dependent flux magnitude holding at the particle surface and its
value averaged over time.
of the cathodic particles, determined by the Butler-Volmer relation Eq. (2.73) depends on numerous
macroscopic and microscopic parameters whose different contributions cannot be easily separated. Thus
a proper interpretation of the curves shown in Fig. 2.15 is very difficult.
Fig. 2.16 shows the lithium concentration and hydrostatic stress profiles within a spherical cathodic
particle located in the middle of the cathode (d = 0.5 · Lcath). We consider two cases: on the one
hand, the time-dependent lithium flux magnitude (dashed red lines of Fig. 2.16(a)) is prescribed at
the particle surface, and, on the other hand, the average constant flux magnitude (solid blue lines of
Fig. 2.16(a)) is applied there.
A comparison between these two cases demonstrates that the lithium ions are slightly more homo-
geneously distributed over the single cathodic particle when the average flux magnitude is applied at
the particle surface. Due to the Butler-Volmer relation, the time-dependent flux magnitude exhibits,
at the end of the battery discharging, large variations leading to higher lithium concentration gradients
near to the particle surface. As a consequence, as illustrated in Fig. 2.16(b), the hydrostatic stress
magnitude reached in the particle embedded in the cathode becomes larger than those attained when
the constant average flux magnitude is applied there.
2.3.3 Many-particle states
In the previous section we analyzed the effect of a nonconstant flux on a single particle state. Here,
we concentrate on the many-particle state at the cathode. In order to study the equilibrium behavior
of the battery we let the battery deliver a stepwise constant current with hold times during which the
battery does not furnish any current. That way, we could analyze how the many-particle state relaxes
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Figure 2.16: Lithium concentration and hydrostatic stress profiles within a cathodic particle located
in the middle of the cathode (d = 0.5 · Lcath) during battery discharging at C = 2.
The dashed red lines correspond to the case where a time-dependent flux, obtained
through the Butler-Volmer relation Eq. (2.73) by means of the dualfoil model, holds
at the single particle surface. On the contrary, the solid blue lines are obtained by
application of a constant lithium flux at the particle surface corresponding to the
average value of the time-dependent lithium flux.
towards equilibrium, assumed to be reached at the end the hold times as shown in Fig. 2.17(a). In a
similar fashion, once battery discharging finished, we simulate battery charging. As expected, during
battery discharging the battery voltage decreases and during battery charging it increases, recovering
completely from the voltage drop induced by the previous discharge.
In Fig. 2.17(b) the battery voltage attained at the end of the hold times is drawn as function of the
cathodic state of charge x— also equal to the lithium concentration n averaged over the entire cathode
— demonstrating that the processes of battery discharging and charging are completely reversible.
Indeed, in the considered dualfoil model, no irreversible processes are taken into account, thus no
capacity fade during battery cycling can be observed.
As shown in Fig. 2.17(c), in the many-particle state reached at the end of the relaxation, lithium
ions are homogeneously distributed within the cathodic particles. However, since in the present du-
alfoil model there is no possibility for direct lithium ion transfer between the cathodic particles, the
equilibrium single-particle state strongly depends on the particle location in the cathode.
Conclusion
In this chapter, we have analyzed, by means of the dilute approach, the stresses arising in cathodic
particles made of LMO material.
The electrochemical coupling between all cathodic particles that form the porous cathode of a LIB
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could be taken into account using the dualfoil model and was useful to demonstrate that each single
particle being at a specific spatial location in the cathode relaxes towards an homogeneous state,
different from the other neighboring particles.
Furthermore, we have demonstrated that large applied flux magnitudes which significantly drive the
system far away from equilibrium, give rise to large concentration gradients leading, as a consequence,
to large stresses inside of single cathodic particles of both spherical and ellipsoidal symmetry.
Due to the intrinsic correlation between large lithium concentration gradient and large stress magni-
tude, we expect that cathodic particles being in a phase segregated state where a smooth but usually
sharp interface between regions of different lithium concentration holds, also exhibit large stresses in-
dependently of the applied flux magnitude. Thus, the next chapter 3 is devoted to the theory of a
phase-field model to account for phase segregation that is also coupled to mechanics. The results
obtained using this model are summarized separately in the two following chapters, Chps. 4- 5.
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(c) Lithium concentration and hydrostatic stress profiles reached at the end of the
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corresponds has been obtained during the battery discharging process and has to be
related with the circle blue point at x ≈ 0.35 of Fig. 2.17(b). In this relaxed many-
particle state, all cathodic particles exhibit a quasi stress-free state.
Figure 2.17: Battery states over one cycle of discharging and charging with hold times at C = 1.
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Introduction
In the previous chapter (Chp. 2), we demonstrated by means of the commonly used dilute solution
approach that large gradients in the lithium concentration induce large stresses in cathodic particles of
both spherical and ellipsoidal symmetries.
While it is extensively reported in the literature that, at room temperature, LMO particles undergo
phase segregation over variation of their average lithium concentration due to battery charging and
discharging, the theoretical framework of dilute solution modeling does not allow to account for the
occurence of phase-segrated states.
Among the numerous indications that such phase-segregated states may arise, one can cite the
measurement of the battery discharge curve which exhibits a plateau at 4V [26]. Also X-rays mea-
surements [36] corroborate the occurence of phase segregation. At this place, the existence two cubic
phases with different lattice parameters was revealed.
In this work we want to describe the lithium insertion and extraction into and from particles where
phase-segregated lithium concentration states have the possibility to form in the particle. Further, by
means of a coupling term already introduced in the dilute solution approach, we also want to account
for the deformations of the host material that are induced by the lithium intercalation.
A class of mathematical methods to describe the lithium intercalation allowing the formation of a
diffuse interface is referred onto the generic term of phase-field models [63]. In phase-field modeling,
physical systems are treated at the mesoscopic scale where they are considered as heterogeneous regard-
ing to a set of one or more variables that describe their state. Such phase-field models originate from the
Ginzburg-Landau theory developed in the context of superconductivity [64] and can be used to describe
a wide range of systems. Indeed, the theoretical framework of phase-field modeling was successfully
used to investigate the physical state of various systems where phase transformations arise [65]. One
of the most common example is the liquid/vapor transition originally described by the Van der Waals
equation [66, 67]. Using the phase-field formalism, ferroelectric phase transitions [68, 69] as well many
other structural changes of crystalline materials could also be described.
In the context of phase-field modeling, the system free energy is expressed as a functional [70] that
depends on an order parameter, a local field, and on externally fixed parameters. In the present case,
the local lithium concentration represents the order parameter. The externally fixed parameters are the
temperature and the total amount of lithium ions in the system. By driving the external parameters,
the value of the order parameter that minimizes the free energy functional may change. Usually — but
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not in the present case — the order parameter is chosen such that it vanishes in the homogeneous phase
and becomes different from zero in the heterogeneous phase. In such systems, the internal energy and
the entropy of the system act in two opposite directions. While the internal energy contributes to the
system “ordering”, the entropy enhances the “disorder” of the system. The “ordering” at low temperature
is inherent to the microscopic system properties. It requires at least an attractive interaction between
the different material compounds which favors the formation of clusters in the system.
By means of phase-field models that account for system heterogeneities at the mesoscopic scale the
material behavior can be better understood. Indeed, differently from thermodynamics which simply
deals with average macroscopic values, the existence of domains where the order parameter exhibits
different values both nonzero is, here, accounted for. Further, the existence of such heterogeneities may
have an influence on measurable macroscopic quantities.
The time evolution of the microstructure after having disturbed from equilibrium is possibly described
by a phenomenological kinetic phase-field equation [71] whose formal expression is given either by the
Ginzburg-Landau equation if the relevant field is a non-conserved quantity or by the Cahn-Hilliard
equation if the field is conserved as in the present case.
In this chapter, we first start with a microscopic Hamiltonian expressed in terms of discrete lo-
calized variables representing the local number of lithium occupation as well as the local mechanical
displacement. To account for phase segregation, we assume that an effective short range attractive
interaction holds between two neighboring lithium ions [72]. Using a mean-field approximation [73], we
then demonstrate that phase segregation may arise and further replace the mean-field free energy by
a free energy functional by means of a coarse-graining procedure. Finally, we make use of the Cahn-
Hilliard equation related to the local conservation of lithium matter to account for lithium intercalation
into a crystalline cathodic particle made of LMO when the system is disturbed from equilibrium by
application of an external lithium flux at the particle surface.
3.1 Microscopic underlying structure
3.1.1 Crystalline structure
At room temperature (T = 293K), the cathodic particle made of LixMn2O4 is crystalline meaning the
ions that form this solid are periodically distributed over the space. Depending on the state of charge
x at the cathode, the lithium ion amount within the present crystal may vary.
When the state of charge 0 < x < 1, the oxygen ions O2− constitute a face-centered cubic crystalline
structure drawn in Fig. 3.1 whose lattice parameter a, however, depends on the state of charge and
thus on the lithium concentration [74].
The manganese ions Mn(4−x/2)+, whose oxidation number
(
4− x/2) [75, 76] depends on the lithium
amount in the crystalline material [77], are located at interstitial octahedral lattice sites as schematically
sketched in Fig. 3.2(a). In each face-centered cubic unit cell made of the oxygen lattice, which we refer
to as elementary cell, there is a total of four octaehedral interstitial sites. Among this four interstitial
octahedral sites, only two are in average occupied by the manganese ions. However the manganese ions
are not uniformly distributed over the crystalline cathodic material and we have to distinguish between
two different kinds of elementary cells drawn in Fig. 3.3. In the first type of elementary cell (Type I)
there are three manganese ions whereas in the second type (Type II) there is only one manganese ion.
Due to the presence of these two different kinds of elementary cells, the crystalline structure made of
oxygen and manganese ions has a lower symmetry than the crystalline structure made of oxygen ions
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a
a
a
Figure 3.1: Elementary face-centered cubic cell built by the oxygen ions O2− represented by the
red spheres.
alone. An elementary cell of the full constituent is composed of two such different elementary cells as
shown in Fig. 3.4(a).
The lithium ions Li+ that are inserted into the crystalline material are located at interstitial tetra-
hedral lattice sites whose spatial location in the crystalline host structure is schematically sketched in
Fig. 3.2(b). Similarly to the manganese ions, they are not uniformly distributed over the crystalline
cubic structure. In cells of Type I with three manganese ions there is no interstitial lattice site available
to intercalate lithium ions. In cells of Type II with only one manganese ion, there are two available
interstitial lattice sites for the lithium ions, as shown in Fig. 3.3.
Thus the intercalation of the lithium ions does not break the symmetry of the crystalline structure
whose periodicity remains the same as the crystal made of oxygen and manganese ions only. For x = 1
the crystalline structure of LiMn2O4 material is spinel [78] whose elementary cell is drawn in Fig. 3.4. In
the spinel crystalline structure, the lithium ions are distributed over two face-centered cubic sublattices
whose lattice parameters are both equal to 2a. These two lattices are shifted from a length equal to
(
√
3/2)a oriented along the space diagonal of these sublattices as shown in Fig. 3.5.
The lithium ions Li+ that are inserted into the host material have a fixed oxidation number equal
to +1. Due to the state of charge variation, the manganese ions present in the cathodic crystalline
material have a varying oxidation number [79]. For 0 < x < 1, the oxidation number of the manganese
ions is comprising between +3 and +4. In average this oxidation number equals +
(
4− x/2) to ensure
the LixMn2O4 material being electrically neutral. For x = 1, the average oxidation number of the
manganese ions is exactly equal to +3.5 which corresponds to a critical value of the crystalline material
since, below this value the crystal undergoes a phase transition in term of the crystalline structure.
Indeed, due to the Jahn-Teller effect [37], the cubic crystalline structure undergoes a tetragonal phase
whose lattice parameters have been reported in Ref. [78].
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(a) Octahedral intersitital lattice sites represented by the
blue spheres.
(b) Tetrahedral intersitital lattice sites
represented by the green sphere.
Figure 3.2: Octahedral and tetrahedral interstitial sites in LixMn2O4. The solid red lines represent
the face-centered cubic structure built by the ions O2−.
In standard battery applications, during lithium insertion and extraction, the state of charge is usually
maintained below one, so that the crystalline structure can be assumed to be cubic over charging and
discharging1. Nevertheless, for such intermediate states of charge, it is not clear [82–84] how the
lithium ions distribute over the tetragonal sites. If no interaction would occur between the lithium
ions and the different constituents of the host material, the lithium ions would be homogeneously
distributed over the crystalline structure. But the fact that the lithium ions are distributed solely over
some of the tetragonal sites indicates that they interact with the host material constituents. Such
interactions may affect the material properties of the host material. Indeed, as already said at the
beginning of this section, the variation of the lithium amount induces a slight modification of the
lattice parameter a, but also, as reported in Ref. [85], changes in the band structure. Moreover, the
interactions of the lithium ions with the host material may induce long-range effects like lithium ions
ordering [82] or phase segregation [16, 32]. In the present work we will solely focus on phase segregation.
The occurence of phase segregation has been extensively reported in the literature: Measurements of
battery discharge curves [86], measurements of the lattice parameter using both X-rays [16, 36, 87, 88]
and neutron diffractions [89, 90] as well as theoretical calculations [38] all corroborate the existence
of two distinguishable cubic phases exhibiting different “states of charge” whose values depend on the
temperature.
In our work, phase segregation will be described using a coarse-graining approach (see Sec. 3.2.3),
thus the knowledge of the exact distribution of the lithium ions over the interstitial lattice sites is not
necessary. In this context and in order to simplify further notations and calculations, we consider that
the lithium ions, instead of being distributed over the two cubic face-centered sublattices are distributed
1The assumption that the crystalline structure remains cubic over charging and discharging becomes invalid if the
battery is fastly charged or discharged. Indeed, due to fast charging and discharging, the lithium concentration n,
whose average over the particle equals the state of charge x, may locally reach values larger than one even if x < 1. At
this place, the crystalline structure instead of being cubic overall exhibits regions where it is locally tetragonal [80, 81].
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(a) First kind of elementary cell (Type I). (b) Second kind of elementary cell (Type II).
Figure 3.3: Sketch of the two kinds of elementary cell based on the face-centered cubic cell formed
by the ions O2−. The manganese and lithium ions are represented by the blue and
green spheres, respectively.
over a single cubic lattice whose lattice parameter equals a. A representation of this “effective” sublattice
is shown in Fig. 3.5). Note that this “effective” sublattice ensures the conservation of the lithium ion
stoechiometry with respect to the other material constituents.
3.1.2 Microscopic Hamiltonian
As already outlined in the previous section, LMO is a material that may exhibit phase segregation
depending on both the temperature and the lithium amount present in the crystalline structure. Phase
segregation means that instead of being homogeneous over the entire system, the lithium concentra-
tion exhibits, even at equilibrium, regions with different lithium concentration values separated by a
smooth interface as schematically sketched in Fig. 3.6. Phase segregation is a consequence of attractive
interactions between the different material constituents [91]. Thus it was important to introduce the
microscopic underlying structure (see Sec. 3.1.1). At this place we will describe phase segregation by
means of a microscopic model accounting for an effective attractive lithium/lithium interaction.
Moreover, we also pointed out in the previous section that the symmetry of the crystalline structure
exhibited by LMO is correlated with the lithium amount present in the material. Thus the coupling
between the host material referred to as Lix0Mn2O4 — where x0 denotes the lithium amount of the
host material in the reference or initial state — and the lithium ions that are inserted into or released
from the host material must be accounted for. At given temperature and lithium amount, the system
internal energy is usually described by a Hamiltonian that depends on a set of microscopic variables.
A classical Hamiltonian without kinetic terms is a function of the spatial coordinates of each ion
that forms the considered LMO crystal. Building such a Hamiltonian relies on the knowledge of the
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(a) Primitive cell of Li1Mn2O4. (b) Arrangement of primitive cells in
spinel structured Li1Mn2O4.
Figure 3.4: Elementary cell of a spinel structured crystalline material. The cell of Type I and II
are schematically sketched in blue and in green, respectively.
interactions that act between the different material constituents at various length scales being both
short- and long-range. The equilibrium positions of the different material constituents are those that
minimize the Hamiltonian. Their computation is very costly and requires ab-initio calculations. Such
calculations have been performed in Ref. [92, 93] in case of LMO (0 < x < 2). But, unfortunately, they
are reliable only for a very small number of ions and cannot account for collective behavior induced by
correlations that occur at a length scale much larger than the distance between two-neighboring species.
Nevertheless ab-initio calculations remain a powerful method to predict the crystalline structure as well
as the locations of the interstitial lattice sites available for the lithium ion intercalation. Indeed, the
spinel structure exhibited by LMO (see Sec. 3.1.1), when the state of charge is 0 < x < 1, as well as
the lattice parameter as a function of the lithium amount could be obtained [74] in agreement with the
experimental measurements reported in Ref. [94].
Due to the fact that ab-initio methods require significant computing resources and become even
unfeasible when the spatial extent of the considered system reaches some micrometers (corresponding
to about 1012 ions in total), this method is not practicable when the state of charge is going to be
continuously varied because it requires the computation of the entire crystalline structure at each
change in the lithium amount into the host material.
Alternatively, based on the work done by Vakarin et al. [95], it is possible to assume that variations in
the lithium concentration in the host material only give rise to small host distortions. This assumption
however excludes drastic changes of the crystalline host structure and thus cannot account for the cubic-
to-tetragonal transition that has been experimentally observed at x = 1. Nevertheless, this assumption
allows for some simplifications that avoid the computation of the whole crystalline structure at each
change of the lithium amount in the host material.
Thus, under the assumption of small lithium-induced deformations, the Hamiltonian of the system
H is separated into two parts corresponding on the one hand to the Hamiltonian of the host material
denoted by Hhost and on the other hand to the Hamiltonian of the intercalated lithium ions referred to
as HLi,
H = Hhost +HLi. (3.1)
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Figure 3.5: Schematic representation of the two-cubic face centered sublattices — sketched in dark
and light green, respectively (on the left) — available for the lithium ions Li+ in
LixMn2O4 (0 < x < 1) as well as of the equivalent “effective” cubic sublattice —
sketched in medium green (on the right). The red arrow represents the shift of these
two sublattices. This shift is equal to (
√
3/2)a and is oriented along the space diagonal
of these sublattices.
In a classical microscopic description, the Hamiltonian of the system is a function of the spatial co-
ordinate of each ion that forms the crystalline LixMn2O4 material as well as of the number lithium
occupation of the interstitial lattice sites also referred to as site concentration. The spatial locations of
both the oxygen and the manganese ions are formally denoted by {rα1 , rα2} ∈ R4×3N × R2×3N where
α1 ∈ {1, . . . , 4N} and α2 ∈ {1, . . . , 2N} are indices which denote the oxygen and the manganese ions,
respectively. The number N corresponds to the total number of interstitial tetrahedral lattice sites
available for the lithium ions. The state of each of these sites is characterized by its spatial coordinate
denoted by rα ∈ R3 and by its lithium occupation number nα ∈ {0, 1} where α ∈ {1, . . . ,N} is an
index of all available interstitial lattice sites.
The host Hamiltonian Hhost is a function of the variables {rα1 , rα2 , rα, nα} where the equilibrium
positions of both the oxygen and manganese ions as well as the coordinates of the interstitial lattice sites
available for the lithium ion intercalation may depend on the lithium ion distribution {nα}. For fixed
total number of lithium ions in the crystalline LMO cathodic particle, the equilibrium host structure is
represented by a set of equilibrium positions {r0α1 , r0α2} for both the oxygen and manganese ions and by
the equilibrium lithium ion states {r0α, n0α}. Further, provided that the lithium ion distribution {n0α}
over the crystalline structure is homogeneous, this configuration can be chosen as reference which is
related to the reference state of charge x0 of the host material.
During lithium insertion into and extraction from the cathodic particle, the total number of lithium
ions present in the system is varied. Changes in the lithium amount induce changes in the equilibrium
positions of the oxygen and manganese ions as well as in the lithium ion configuration. If the total
number of lithium ions in the system is varied not so much from the one corresponding to the reference
lithium ion configuration, the host Hamiltonian may be written as a superposition of two Hamiltonians,
Hhost = H0host + ∆Hhost
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Li-poor 
Li-rich 
Figure 3.6: Schematic representation of a phase-segregated states in a cathodic particle made of
LMO. The phase shown in red represents the high-concentration phase whereas the
phase shown in yellow is related to the low-concentration phase. The interface between
these two phases is smooth.
where H0host refers to the constant value of the host Hamiltonian when the microscopic system state is
equal to {r0α1 , r0α2 , r0α, n0α}. The Hamiltonian ∆Hhost stands for a perturbative Hamiltonian expressed
as a function of the current lithium ion distribution {nα} relatively to the reference lithium ion config-
uration {n0α}. Moreover, since variations in the lithium amount are assumed to give rise to small host
deformations, the perturbative Hamiltonian depends only on the mechanical displacements of the host
lattice represented by the displacements of the interstitial lattice,
uα = rα − r0α, α ∈ {1, . . . ,N},
since here a topotactic lithium intercalation2 is considered. That means that the displacement of nearest
neighboring ions of different species in the host lattice are the same and equal to the displacement of the
nearest neighboring interstitial lattice site. In that representation, the host Hamiltonian is expressed
with regard to a reference lithium ion configuration. The crystalline host structure remains unmodified
and only small host deformations leading to small changes in the lattice parameter, driven by changes
in the lithium amount, are assumed. This allows for the decoupling of the host Hamiltonian into two
contributions where the first one, H0host, is simply a constant that is neglected when minimizing the
host Hamiltonian with respect to the lithium ion configuration and the mechanical displacements of
the host lattice. Finally it holds
Hhost{nα,uα} = H0host{r0α1 , r0α2 , r0α, n0α}︸ ︷︷ ︸
constant
+∆Hhost{nα,uα}.
The relevant perturbative term ∆Hhost{nα,uα} is usually identified with the energetic contribution
induced by short-range elastic interactions between the host material constituents that are driven by
lithium concentration changes only. In Ref. [97, 98] this term is obtained from microscopic considera-
tions based on short-range forces. In Ref. [99], this term is treated microscopically using a mean-field
approximation, while, in this work, it will be directly treated by means of a linear elasticity theory
commonly used in continuum mechanics (see Sec. 3.2.4). In this framework, it is implicitly assumed
2A topotactic intercalation denotes an intercalation where the structural changes of the host lattice under intercalation
shows one or more crystallographically equivalent, orientational relationships to the crystal lattice of the parent
phase [96].
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that the host deformations are small and do not give rise to drastic structural changes of the host
structure.
We now turn to the understanding of the Hamiltonian HLi as written in Eq. (3.1). This term
represents the internal energy of the lithium ions which are inserted into or extracted from the host
material and that are here considered as guest species. Thus the lithium ions are here not treated as
part of the crystalline material but as impurities that feel the potential induced by the ions that form
the host crystalline structure. Due to the periodicity of the host crystalline structure, this potential is
periodic with regard to the spatial coordinates with minima that define the positions of the interstitial
lattice sites.
Inserting a single lithium ion into the host material brings an additional energetic contribution U0 to
the internal system energy due to the formation of chemical bondings between the inserted lithium ion
and the neighboring ions belonging to the host material. Because of the periodicity of the crystalline
host structure, the value of U0 does not depend on the specific interstitial lattice site chosen for the
lithium ion intercalation. However, in the neighborhood of the intercalated lithium ion, these chemical
boundings may give rise to a slight modification of the potential generated by the host material ions.
Effectively, this potential change can be seen as an interaction U between nearest neighboring lithium
ions.
The term U0 stands for the interaction between the host material ions and the inserted lithium ions
while the term U stands for the effective interaction between two nearest neighboring lithium ions.
Both are potential energy terms and thus possibly depend on the distance between the two interacting
species and consequently on the mechanical displacement uα. Under these assumptions the Hamiltonian
representing the internal energy of the lithium ions reads
HLi{nα,uα} =
∑
α
U0 (uα)nα +
∑
<α,α′>
U
(
uα,uα′
)
nαnα′
where < α,α′ > refers to a pair of nearest neighboring lattice sites available for the lithium ion
intercalation. In Ref. [99], because the lithium-induced mechanical displacements are assumed to be
small, both displacement-dependent potentials, U0 (uα) and U
(
uα,uα′
)
, are approximated by means
of a Taylor expansion performed up to 2nd order in the mechanical displacement. Such a Hamiltonian
may be referred to as “distorsive lattice gas model” in contrast to the “rigid lattice gas model” [66, 67]
where the displacement dependence of the potentials is neglected. For the purpose of this work, we
make use of the rigid lattice gas model assumption and further assume that the potentials are constant.
Finally, the Hamiltonian Eq. (3.1) representing the lithium intercalation into the host crystalline
LMO material is rewritten as
H{nα,uα} = cst + ∆Hhost{nα,uα}+ U0
∑
α
nα + U
∑
<α,α′>
nαnα′ . (3.2)
In a first step, the term ∆Hhost{nα,uα} standing for the elastic interactions between the host material
constitutents will be neglected. The remaining term corresponding to the rigid lattice gas model will
be treated in the mean-field approximation (see Sec. 3.2.1) which turns out to be insufficient for the
purpose of describing phase segregation. Thus the mean-field approximation will be extended by a
coarse-graining approach (see Sec. 3.2.3) where the system free energy is replaced by a free energy
functional. Further and finally, the elastic term is approximated by a coarse-grained functional (see
Sec. 3.2.4) standing for the energetic contribution of the lithium-induced elastic deformations of the
host material in the context of linear elasticity.
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3.1.3 Thermodynamical potentials
For a large number of participating constituents in Hamiltonian Eq. (3.2), determining the unknown
microscopic quantities being the lithium ion configuration {nα} and the set of mechanical displacements
{uα} that minimize the Hamiltonian is not possible. Indeed the total number of freedom degrees
equal to 4N is too big. On the other hand, when the system is in contact with its environment,
its microscopic state undergoes rapid fluctuations and is in general not accessible to experiments.
Knowledge of the precise microscopic state is therefore almost instantly outdated and hence useless. In
statistical physics, such a system is described by a “statistical ensemble” [100, 101], a set of microscopic
states {nα,uα} which are reached with a certain probability p({nα,uα}) in the course of the fast
fluctuations. Such ensembles are characterized by macroscopic variables that represent averages either
over the entire system volume (thermodynamical quantities) or over a mesoscopic representative volume
(coarse-grained quantities).
When changing from a microscopic description to a macroscopic description (by a statistical ensem-
ble), information about the system state is lost. This loss is quantified by the system entropy defined
as
S = −kB
∑
{nα,uα}
p({nα,uα}) ln p({nα,uα}).
In a macroscopic description of the system, the system entropy that corresponds to information loss is
generally nonzero because the microscopic configurations are replaced by a set of averaged macroscopic
quantities for which there usually exists numerous accessible microscopic configurations. At equilibrium,
the entropy satisfies the maximum principle [102]. This means that, under given constraints, the
probability distribution maximizes the entropy.
An example of such equilibrium statistical ensembles is the “microcanonical ensemble” [100] where
the internal energy E and the total number of lithium ions N are fixed. The probability distribution is
p({nα,uα}) =
{
1
W (E,N) if H({nα,uα}) = E and N({nα,uα}) = N
0 otherwise
where the quantityW (E,N) is the total number of microscopic states with internal energyH({nα,uα})
equal to E and number of lithium ions N({nα}) =
∑
α nα equal to N .
While the microcanonical ensemble describes completely isolated systems, systems which are in
contact with the environment and can exchange energy at fixed total lithium ions number N are
described by the “canonical ensemble” [100]. In this situation, only the average internal energy E¯ is
tuned by the Lagrange parameter 1/T , the inverse of the temperature T . The probability distribution
reads
p
({nα,uα}) = 1Zc (T,N) exp
(
−H
({nα,uα})
kBT
)
.
The normalization of this probability distribution,
∑
{nα,uα} p
({nα,uα}) = 1, is ensured by the canon-
ical partition function,
Zc
(
T,N
)
=
∑
{nα,uα}
δN,
∑
α nα
exp
(
−H{nα,uα}
kBT
)
. (3.3)
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The canonical partition function, Zc
(
T,N
)
, is related to the free energy F (T,N) by
F
(
T,N
)
= −kBT lnZc
(
T,N
)
.
The present equilibrium form minimizes the more general expression
F
(
T,N
)︸ ︷︷ ︸
not necessarly taken at equilibrium
= E¯ − TS, (3.4)
with average energy E¯ =
∑
{nα,uα} p
({nα,uα})H({nα,uα}). If we further allow the system to ex-
change not only energy but also lithium ions with the environment, the average lithium number N¯ is
tuned by the additional Lagrange parameter, µ, the chemical potential. At equilibrium, such a system
is described by the “grand canonical ensemble” and the probability distribution reads
p
({nα,uα}) = 1Zgc (T, µ) exp
(
−H
({nα,uα})− µN ({nα})
kBT
)
(3.5)
with the grand canonical partition function,
Zgc
(
T, µ
)
=
∑
{nα,uα}
exp
(
−H{nα,uα} − µN
({nα})
kBT
)
. (3.6)
It is related to the grand canonical potential by
J
(
T, µ
)
= −kBT lnZgc
(
T, µ
)
(3.7)
which at equilibrium minimizes the more general expression
J
(
T, µ
)︸ ︷︷ ︸
not necessarly taken at equilibrium
= E¯ − TS − µN¯. (3.8)
In both the canonical and grand canonical ensembles, all available microscopic states even those with
low probabilities are taken into account. Even at equilibrium, the system state is not a fixed quantity
but oscillates between all available microscopic states. The system fluctuations averaged over time
correspond to a macroscopic ensemble with average internal energy E¯ and average total number of
lithium ions N¯ . In the thermodynamical limit, e.g. N  1, fluctuations of extensive variables such as
E and N are negligible and all aforementioned ensembles are equivalent. Therefore we will no longer
distinguish E and E¯, N and N¯ .
In case of interaction between the material constituents, the evaluation of the grand canonical function
is a complicated problem. Its calculation generally cannot be done without approximations. The
most common one is the mean-field approximation where the summation over all available microscopic
states is replaced by evaluation at the most probable microscopic configuration that is assumed to be
homogeneous with respect to the lithium ion distribution. This approximation further allows for a
simplification of the calculation of grand canonical potential Eq. (3.7). We will see in the next section,
Sec. 3.2, how the mean-field approximation is put into action and we will demonstrate its failure for
systems of attractively interacting constituents and how we can remediate.
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3.2 Mean-field approximation and beyond
3.2.1 Mean-field approximation and homogeneous state
In this part, the free energy of a system of lithium ions intercalated into a crystalline structure made
of LMO in the absence of host deformations is evaluated in the mean-field approximation. Since the
lithium-induced host deformations are here neglected, the long-range elastic interactions represented by
the perturbative Hamiltonian ∆Hhost{nα,uα} are zero and the system Hamiltonian, Eq. (3.2), reduces
to
H{nα} =
one-body term︷ ︸︸ ︷
U0
∑
α
nα + U
∑
<α,α′>
nαnα′︸ ︷︷ ︸
two-body term
(3.9)
which depends on the lithium ion distribution {nα} only. This Hamiltonian stands for the internal
energy of a system of lithium ions that may be intercalated at fixed spatial locations being the interstitial
sites related to the “effective” cubic lattice sketched in Fig. 3.5 of Sec. .3.1.1. These fixed spatial locations
are indexed by the parameter α ∈ {1, . . . ,N}.
The Hamiltonian of Eq. (3.9) is a superposition of two terms. The former one is a one-body term that
represents the internal energy of having a given lithium amount in the crystalline host material. This
term does not depend on the lithium ion configuration over the system and thus is
(N
N
)
-fold degenerate.
The latter term is a two-body term that partially allows for the lifting of the system degeneracies
since the internal energy now becomes dependent on the lithium ion configuration and not only on the
lithium ion amount.
This two-body term represents a major complication when calculating the thermodynamical po-
tentials. In the mean-field approximation, it is replaced by an effective one-body term under the
assumption that the thermal fluctuation δnα of an interstitial lattice state nα is small in comparison
with the lithium site concentration n¯ averaged over the entire crystalline structure. For δnα  n¯ we
put
nα = n¯+ δnα (3.10)
that is inserted into Eq. (3.9). As we show in App. B in more details, by neglecting terms of order
O(δnαδnα′), we obtain the effective one-body Hamiltonian
Heff{nα} =
effective field︷ ︸︸ ︷(
U0 + UΓn¯
) ∑
α
nα − NUΓ
2
n¯2. (3.11)
The field felt by a lithium ion located at the interstitial lattice site α is an effective field obtained from
the superposition of the one-body term of Hamiltonian Eq. (3.9) and an averaged field UΓn¯ engendered
by all lithium ions that interact with the lithium ion at the interstitial lattice site α. Here, the quantity
Γ refers to the total number of nearest neighboring interstitial lattice sites and, since the interstitial
lattice is assumed as cubic, Γ = 6. In the mean-field approximation, the coupling between two nearest
neighboring lithium ions occurs via an unknown but constant field, thus there is no more correlation
between these ions. Consequently, the lithium site concentration may be assumed as homogeneous over
the entire system.
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In the considered system, the thermodynamical potential of interest to describe the lithium intercala-
tion within the crystalline cathodic particle is the system free energy which depends on the temperature
T , on the total number of lithium ions N present in the host material as well as on the particle volume
V or more generally, in case of a solid material, on the strain tensor ε. Because the lithium-induced
deformations of the host material are neglected in Hamiltonian Eq. (3.9) the system free energy that
can be calculated by means of this Hamiltonian depends on the temperature and the total number of
lithium ions only and is referred to as F
(
T,N
)
.
The calculation of the system free energy by means of the Hamiltonian Eq. (3.9) requires the calcula-
tion of the canonical partition function Zc
(
T,N
)
, see Eq. (3.3). Its computation is complicated by the
constraint that fixes the total number of lithium ions N =
∑
α nα. To avoid this problem, instead of
directly calculating the system free energy, we choose to calculate the system grand canonical potential
J
(
T, µ
)
which is related to the free energy (see Eqs. (3.4) - (3.8)) by a Legendre transformation. It
holds
F
(
T,N
)
= J
(
T, µ
)
+ µN (3.12)
where the chemical potential µ is the conjugate variable of the total number of lithium ions,
N = −∂J
(
T, µ
)
∂µ
∣∣∣∣∣
T
. (3.13)
The grand canonical partition function, Eq. (3.6), is easier to calculate than the canonical one because
the constraint term δN,∑α nα in Eq. (3.3) is replaced by the “one-body term” −µ∑α nα in Eq. (3.6). To
easily compute the grand canonical partition function, instead of considering the Hamiltonian Eq. (3.9),
we use the effective mean-field Hamiltonian Eq. (3.11) where the average site lithium concentration n¯
is identified with
n¯ =
N
N (3.14)
since, in the mean-field approximation the lithium concentration is assumed to be homogeneous over
the entire crystalline cathodic particle. In the grand-canonical ensemble n¯ is not a free variable but it
is fixed by the self-consistency condition Eq. (3.13) which relates the chemical potential µ as function
of the total number of lithium ions N .
As shown in App. B, this relation enables us to perform the Legendre transformation, Eq. (3.12), to
obtain the system free energy,
F
(
T, n¯
)
= N
(
U0 n¯+
UΓ
2
n¯2 + kBT
(
n¯ ln (n¯) + (1− n¯) ln (1− n¯))) , (3.15)
and its associated conjugate quantities, namely the chemical potential µ
(
T, n¯
)
and the entropy S
(
T, n¯
)
,
read
µ
(
T, n¯
)
=
∂F
∂N
∣∣∣∣∣
T
= U0 + UΓn¯+ kBT ln
(
n¯
1− n¯
)
, (3.16)
S
(
T, n¯
)
= −∂F
∂T
∣∣∣∣∣
N
= −kBN
(
n¯ ln (n¯) + (1− n¯) ln (1− n¯)) . (3.17)
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Note that the entropy Eq. (3.17) being independent of the interaction term U is the same as the entropy
of a system of noninteracting lithium ions in the thermodynamic limit3.
3.2.2 Phase segregation and Maxwell construction
To simplify the study of the equilibrium states of the system, we introduce two quantities, α1 and α2,
so that
U0 = α1kBTref , (3.18)
UΓ = α2kBTref , (3.19)
where Tref is a reference temperature, here chosen equal to room temperature, Tref = 25 ◦C. Using
Eq. (3.18) and Eq. (3.19), the system free energy, Eq. (3.15), is rewritten as
F
(
T, n¯
)
= NkBT
(
α1
Tref
T
n¯+
α2
2
Tref
T
n¯2 + n¯ ln (n¯) + (1− n¯) ln (1− n¯)
)
. (3.20)
The site free energy per unit of kBT , defined as
fsite
(
T, n¯
)
=
F
(
T, n¯
)
NkBT =
(
α1
Tref
T
n¯+
α2
2
Tref
T
n¯2 + n¯ ln (n¯) + (1− n¯) ln (1− n¯)
)
,
is proportional to the system free energy, Eq. (3.20), and is shown in Fig. 3.7 as function of the average
site lithium concentration for different temperatures. Above a certain temperature denoted by Tc and
referred to as critical temperature,
Tc = −α2 Tref
4
, (3.21)
the site free energy is a convex function of the average lithium concentration n¯. In contrast, for lower
temperatures, T < Tc, it exhibits a zone of concavity where the homogeneous lithium concentration
states are not stable states of the system.
The zone of concavity corresponds to the set of values
(
T, n¯
)
that satisfy the following condition:
∂2fsite
(
T, n¯
)
∂n¯2
< 0.
This inequality is never fulfilled if α2 ≥ 0. Thus, for a system of noninteracting lithium ions, i.e. α2 = 0,
or for a system of lithium ions that repel each other, i.e. α2 > 0, the site free energy remains a convex
function of n¯ ∈ [0, 1] for all T > 0. For an attractively interacting lithium ion system, i.e. α2 < 0,
depending on the temperature, the site free energy may exhibit a zone of concavity. If T > Tc the site
free energy is convex for all n¯ ∈ [0, 1]. Otherwise, if T < Tc, the site free energy exhibits a zone of
concavity corresponding to the interval
[
n¯−, n¯+
]
with
n¯± =
1
2
(
1±
√
1− T
Tc
)
.
3In the thermodymanical limit, the total number of lithium ions is assumed to be large whereas the lithium ion density
(equal to the total number of lithium ions per unit of volume) is taken constant.
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Figure 3.7: Site free energy fsite(T, n¯) as function of the average lithium concentration n¯ for dif-
ferent temperatures. The curve drawn in purple corresponds to the case T = Tc. The
blue and green curves exhibiting a zone of concavity both are related to temperatures
lower than the critical temperature. Both the grey and red curves are convex over the
interval [0, 1] and hence correspond to temperatures larger the critical temperature.
The existence of this zone of concavity indicates that homogeneous lithium concentration states do not
always ensure the system free energy to be minimal, thus invalidating the mean-field approximation
where the lithium concentration is assumed to be homogeneous over the entire system. In the concavity
zone, the system becomes unstable towards phase segregation. In equilibrium, its bulk disintegrates
into “macroscopic” regions with different lithium concentration. By means of the Maxwell construction,
it is possible to construct such nonhomogeneous lithium concentration states related to a system free
energy which is lower than that of the corresponding homogeneous states. For a mean-field free energy
that exhibits a double-well structure, the Maxwell construction predicts that the system splits into
regions with concentrations being either n¯0− or n¯0+. Their corresponding volume fractions, q and
(1− q), respectively, are fixed by the average lithium concentration, according to
n¯ = q n¯0− + (1− q) n¯0+.
Thus it is clear that phase segregation occurs when the lithium concentration is in the range n¯0− <
n¯ < n¯0+. The free energy per site, fMCsite (T, n¯) obtained by the Maxwell construction, is equal to
fMCsite (T, n¯) = q fsite(T, n¯0−) + (1− q) fsite(T, n¯0+)
and now represents the system free energy. The system free energy is minimized by requiring that the
concentrations, n¯0− and n¯0+, satisfy the following set of equations:
∂fsite
(
T, n¯
)
∂n¯
(
T, n¯0−
)
=
∂fsite
(
T, n¯
)
∂n¯
(
T, n¯0+
)
,
fsite
(
T, n¯0−
)− n¯0−∂fsite (T, n¯)
∂n¯
(
T, n¯0−
)
= fsite
(
T, n¯0+
)− n¯0+∂fsite (T, n¯)
∂n¯
(
T, n¯0+
)
.
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This means that, at given temperature, the tangents to the site free energy evaluated at n¯0− and n¯0+,
respectively, are equal, as shown in Fig. 3.8, which implies that the chemical potentials of both the low-
and high-concentration phases are equal. For this reason, the Maxwell construction is also referred to
n 0-=0.12
n 0+=0.88n -=0.26
n +=0.74
0.2 0.4 0.6 0.8 1.0
n
-0.15
-0.10
-0.05
fsite Hn L
Α1=2.5, Α2=-5.2, T=25°C
Figure 3.8: The solid blue line shows the path of the mean-field free energy at fixed temperature,
T = 25 ◦C which exhibits a double-well structure. The Maxwell construction or com-
mon tangent construction is represented by the dashed blue line.
as “common tangent construction”.
According to this construction, phase segregation arises not exactly when the concavity zone of the
site free energy is reached, but for lithium concentration values that are outside of the interval defining
this zone. Indeed, it holds
n0− < n− and n0+ > n+.
In the range of values belonging to the intervals
[
n0−, n−
]
and
[
n+, n0+
]
, defining the “nucleation zone
”of the system free energy, phase segregation arises only if the amplitude of the thermal fluctuations
is so that the lithium concentration locally reaches values being in the concavity zone of the system
free energy. Such a behavior is characteristic to first order phase transitions where the “new phase” has
the possibility to grow inside of a matrix made of “old phase” [103]. This behavior is rather different
from the one exhibited in the concavity zone of the system free energy also referred to as “spinodal
zone” [87, 104]. In this zone, even infinitesimal thermal fluctuations give rise to phase segregation.
Homogeneous states in the nucleation zone correspond to metastable states that are allowed provided
that the thermal fluctuations do not locally drive the system in the spinodal zone. On the contrary, in
the spinodal zone, the homogeneous states are unstable against the smallest fluctuations.
The Maxwell construction allows to predict without further complicated calculations the range of
values where the lithium concentration state is either homogeneous or phase-segregated. In case of
phase segregation (nucleation or spinodal decomposition), it yields the lithium concentration values
n¯0± reached in the two different phases as well as their proportion in the system, as illustrated in
the phase diagram of Fig. 3.9. The different regimes and phase transitions reached at equilibrium and
52
3.2 Mean-field approximation and beyond
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Figure 3.9: Phase diagram of a system of attractively interacting lithium ions. The blue solid and
dashed lines represent n¯0±(T ) and n¯±(T ) as functions of the temperature T , respec-
tively. The region above the curve n¯0±(T ) corresponds to homogeneous concentration.
Between the curves n¯0±(T ) and n¯±(T ) nucleation occurs and below n¯±(T ) spinodal
decomposition happens. During phase segregation and for a given average site con-
centration n¯, the fraction of system volume being in the low-concentration phase n¯0−
is q, while the rest of the system is in the high-concentration phase n¯0+.
schematically sketched in the phase diagram of Fig. 3.9 all are summarized in Tab. 3.1 as function of the
externally fixed parameters being the temperature T and the average lithium concentration n¯. During
battery discharging and charging, lithium ions are inserted into and extracted from LMO particles which
are located in the cathode. During lithium intercalation or release, we assume that the temperature
T is maintained constant, equal to Tref , which is significantly below the critical temperature Tc. On
the contrary, the average lithium concentration n¯ is varied between 0 and 1. Thus, during battery
charging and discharging, single LMO particles may undergo a first order phase transition when the
average concentration n¯ becomes either greater than n0−(Tref) or less than n0+(Tref) as shown in the
column “T < Tc” of Tab. 3.1. At T = Tref < Tc, depending on the average lithium concentration in
the considered cathodic particle, both nucleation and spinodal decomposition are possible processes
leading to phase segregation.
Despite its simplicity, the Maxwell construction is a powerful method to predict the state of a
system where phase segregation may arise as function of externally fixed parameters being here T and
n¯. However, the Maxwell construction that is derived from the mean-field approximation where the
correlations between the thermal fluctuations are neglected, does not provide a theoretical framework
allowing for the understanding of the growth of a phase-segregated state from a homogeneous state.
Neither is it able to describe realistically the lithium concentration profile at the boundary between the
two different phases which is implicitely assumed to be discontinuous.
Based on the Maxwell construction, it is possible to model the lithium intercalation into a cathodic
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HHHHHHn¯
T
T > Tc T = Tc T < Tc
]0, n¯0−(T )[
or ]n¯0+(T ), 1[
homogeneous homogeneous homogeneous
n¯0−(T ) or n¯0+(T ) homogeneous homogeneous 1st order PT
]n¯0−(T ), n¯−(T )[
or ]n¯+(T ), n¯0+(T )[
homogeneous homogeneous nucleation
[n¯−(T ), nc(T )[
or ]nc(T ), n¯+(T )]
homogeneous homogeneous spinodal decomposition
nc(T ) = 1/2 homogeneous 2nd order PT spinodal decomposition
Table 3.1: Summary of the different system states at equilibrium as function of the external pa-
rameters, the temperature T and the average lithium concentration n¯. The term “PT”
abbreviates “phase transition”.
particle made of LMO but it requires, at each time step, the tracking of the sharp phase boundary.
To avoid this cumbersome tracking, we now turn to a formalism that accounts for a smooth interface
between regions being in two different lithium concentration phases.
3.2.3 Coarse-graining and phase-field
Below the critical temperature Tc, the mean-field theory, based on the approximation that the thermal
fluctuations of the microscopic state nα are small compared to the mean value n¯ of all microscopic states
averaged over the entire system, becomes invalid. Thus, in a microscopic point of view, for T < Tc, the
two-body Hamiltonian, Eq. (3.9), cannot simply be replaced by the effective one-body Hamiltonian of
Eq. (3.11) using the mean-field approximation, Eq. (3.10). Consequently, the evaluation of the system
free energy becomes a much more complicated problem.
To overcome this difficulty the grand canonical partition function defined in Eq. (3.6) has to be
reconsidered. In this equation, the microscopic quantities nα can be decoupled by introduction of a
field n (r) using the Hubbard-Stratonovich transformation [105]. In that sense, the grand canonical
partition function formally reads
Zgc
(
T, µ
)
=
∫
D [n (r)] W [n (r)] exp(−G [n (r), T, µ]
kBT
)
. (3.22)
Here, the summation
∑
{nα} over all available discrete microscopic states of Eq. (3.6) has been replaced
by a continuous integral
∫ D [n (r)], an integral, performed over the allowed configurations of the
continuous field n (r) ∈ [0, 1]. The mesoscopic field n (r) can be thought of as the local average
n (r) =
1
∆N
∑
α∈∆V (r)
nα
of the site occupation over a mesoscopic volume element ∆V (r) around the point r containing ∆N
sites. This is in contrast to n¯ used in the mean-field approximation where averaging is performed
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over the entire particle volume. The quantity G [n, T ] is the “mesoscopic formulation” of the discrete
quantity H{nα} − µ
∑
nα
nα as it appears in Eq. (3.6). It is equal to
G [n (r), µ, T ] = ∫
V0
dV
a30
(
U0 n (r) +
UΓ
2
n2 (r) +
κ
2
∣∣∇n (r)∣∣2)− µ ∫
V0
dV
a30
n (r) (3.23)
which is a functional depending on the local field n (r). To obtain Eq. (3.23) from Eq. (3.9), we have
used: ∑
α
nα =
∫
V0
dV
a30
n (r) (3.24)
∑
<α,α′>
nαnα′ =
∫
V0
dV
a30
(
Γ
2
n2 (r)− a20
∣∣∇ n (r)∣∣2). (3.25)
In the considered system, the parameter a0, as usual, is the lattice parameter of the interstitial lattice
where the lithium ions can sit. The identity Eq. (3.25) has been obtained under the assumption that
this interstitial lattice is cubic according to Sec. 3.1.1, hence Γ = 6. That way, an estimate of the
parameter κ, introduced in Eq. (3.23), is given by
κ = −2Ua20 < 0 for U < 0,
according to the result obtained in App. C. The quantity W
[
n (r)
]
in Eq. (3.22) corresponds to the
total number of microscopic configurations that all induced the same locally averaged field n (r) and
hence contains all details related to the microscopic underlying structure. This quantity is estimated
by
W
[
n (r)
]
= exp
(
S0
[
n (r)
]
kB
)
where S0
[
n (r)
]
is the entropy of a noninteracting system of lithium ions. In the limit where n (r) 1,
the Stirling approximation can be used and the system entropy is equal to
S0
[
n (r)
]
= −kB
∫
V0
dV
a30
(
n (r) ln n (r) +
(
1− n (r)) ln (1− n (r))), (3.26)
following the result of Eq. (3.17). Let us remark that this quantity is not identical to the entropy of
a system of interacting lithium ions which is rather much difficult to estimate [106, 107]. Indeed the
calculation of system entropy obtained at constant system internal energy is a complicated problem in
the presence of nonvanishing interactions between the lithium ions.
We further introduce
J [n (r), T, µ] ≡ G [n (r), T, µ]− TS0 [n (r)]
=
∫
V0
dV
a30
(
U0 n (r) +
UΓ
2
n2 (r) +
κ
2
∣∣∇ n (r)∣∣2 − µ n (r)
+ kBT
(
n (r) ln n (r) +
(
1− n (r)) ln (1− n (r)))), (3.27)
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according to Eq. (3.23) and Eq. (3.26). The grand canonical partition function defined in Eq. (3.22)
then reads
Zgc
(
T, µ
)
=
∫
D [n (r)] exp(−J [n (r), T, µ]
kBT
)
. (3.28)
To evaluate the grand canonical partition function, the above integral has to be performed over all
slowly varying field configurations n (r). Its calculation is mathematically involved and, instead, this
integration is performed by means of the saddle-point approximation [108] where only the dominant
term n∗(r) of the integrand is accounted for. The latter satisfies the following equation:
δJ [n (r), T, µ]
δ n (r)
∣∣∣∣∣
n(r)=n∗(r)
!
= 0, (3.29)
where δ is a notation for any functional derivative. Eq. (3.29) yields a relation between the chemical
potential µ and the local (saddle-point) lithium concentration n∗(r), denoted simply by n (r) in the
following,
µ = U0 + UΓ n (r) +κ∇ ·
(∇n (r))+ kBT ln( n (r)
1− n (r)
)
. (3.30)
In a coarse-graining approach, the system free energy is defined as
Ψ
[
n (r), T
] ≡ J [n (r), T, µ]+ µ ∫
V0
dV
a30
n (r)
=
∫
dV
a30
(
U0 n (r) +
UΓ
2
n2 (r) +
κ
2
∣∣∇ n (r)∣∣2 (3.31)
+ kBT
(
n (r) ln n (r) +
(
1− n (r)) ln (1− n (r)))). (3.32)
Thus the chemical potential µ, Eq. (3.30), obtained in the saddle-point approximation appears as the
functional derivative of the system free energy with respect to the local lithium concentration n (r),
µ =
δΨ
[
n (r), T
]
δ
(
n (r) /a30
) . (3.33)
As we will see in a more concrete manner in Sec. 3.2.5, phase-field modeling is based on a given
expression of the free energy functional of the system, here given by Eq. (3.32). In the present case,
this expression is motivated by a microscopic Hamiltonian, Eq. (3.9), firstly treated in the mean-field
approximation in Sec. 3.2.1. Using this approximation, it could be demonstrated that phase segregation
arises as consequence of an effective short-range attractive interaction between intercalated lithium ions
being located at fixed spatial locations corresponding to interstitial sites of a rigid sublattice in the
host material. To account for phase segregation at the system length scale where the microscopic
details cannot be considered4, we introduce in this section a free energy functional Ψ depending on the
4The system length scale is macroscopic and thus too big for a consideration of all microscopic details.
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local coarse-grained concentration as spatially dependent field. In this formalism, the grand canonical
partition function, Eq. (3.28), was introduced to explain how the commonly used expression of the free
energy functional, Eq. (3.32), is obtained but is no longer used for further calculations. As suggested
by its name, in the coarse-graining approach, microscopic details are ignored and all merged in the
entropic term of the free energy functional, Eq. (3.26) which can be seen as the sole remainder of the
microscopic underlying structure.
3.2.4 Host deformations
We now consider that the host lattice undergoes small deformations induced by the lithium intercalation
at the interstitial lattice sites. Such small deformations exclude any drastic changes of the crystalline
host structure assumed cubic independently of the lithium concentration state being either homogeneous
or phase-segregated. Instead of starting with a microscopic Hamiltonian to describe the interaction
between the intercalated lithium ions and the host material, as it is done in Ref. [99], we directly make
use of of a mesoscopic approach treating the host crystalline structure as a continuous elastic medium.
In this context, the host deformations are assumed to be small. They arise as a consequence of a small
applied perturbation and thus depend linearly on this pertubation. Basically the crystalline cathodic
particle material undergoes deformations due to the lithium intercalation. In the considered particle
system, these deformations have two origins: the former is directly induced by the lithium insertion into
and extraction from the host material. As it will be demonstrated in the next chapter, Chp. 4, this kind
of deformations generate stress-free deformations provided that the equilibrium lithium concentration
state is homogeneous over the entire crystalline particle. Otherwise, for phase-segregated stresses,
stress-free states are not allowed. Such deformations are represented by a strain tensor referred to
as εLi. The latter is due to stresses that are possibly induced in order to fulfill the constraint of a
continuous particle. The corresponding strain tensor is referred to as εel. In linear response theory, the
total deformations, mathematically represented by the strain tensor ε, are expressed as a superposition
of both the lithium-induced deformations and the stress induced elastic deformations,
ε = εLi + εel. (3.34)
The relationship between the components of elastic strain tensor εel and the components of the stress
tensor σ is linear [109] and given by
εelij = Sijkl σkl (3.35)
where Sijkl are the components of the fourth-rank compliance tensor. This tensor governs the response
of the host material in terms of deformations as a reaction to applied mechanical stresses expressed via
the stress tensor. Intrinsically, since both the elastic strain tensor and the stress tensor are symmet-
ric [110], the compliance tensor always fulfills the relationships
Sijkl = Sjikl = Sijlk
which allows for reducing its total number of independent components from 81 to 36. Further the
elastic strain energy, that will be defined in Eq. (3.39), should not change when interchanging ij and
kl [110]. This leads to
Sijkl = Sklij .
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By this relation, the total number of independent stiffness tensor components finally reduces to 21.
Additionally, depending on the material symmetries, the number of independent compliance tensor
components may be further reduced. The material symmetries strongly depend on the crystalline
structure of the host material. However, due to the presence of grain boundaries and other defects of
the crystalline structure, the considered cathodic material is rarely monocrystalline. For this reason, it
is possible to assume that even a crystalline material with intrinsic preferred orientations is isotropic
at the mesoscopic scale. Under the assumption of isotropy the compliance tensor S remains invariant
under arbitrary rotations. In Voigt notation this tensor is formally written as
S =

S11 S12 S12 0 0 0
S12 S11 S12 0 0 0
S12 S12 S11 0 0 0
0 0 0 2
(
S11 − S12
)
0 0
0 0 0 0 2
(
S11 − S12
)
0
0 0 0 0 0 2
(
S11 − S12
)

where S11 = 1/E and S12 = −ν/E, E and ν being the Young’s modulus and the Poisson coefficient of
the host material, respectively.
Further, using a thermo-mechanical analogy [111], the components of the lithium-induced strain
tensor εLi are given by
εLiij =
Ω˜
3
δij (n− n0)
where n0 is a homogeneous reference lithium concentration. As for the elastic deformations, the lithium-
induced deformations linearly depend on the quantity that gives rise to them, namely the local lithium
concentration change (n− n0). Moreover, the tensor (Ω˜/3)11, which governs the response of the host
material to lithium concentration changes, is proportional to the unit tensor, and is hence invariant
under rotation. Thus lithium intercalation by itself does not break the “local” isotropy of the host
material.
We now turn to the evaluation of the elastic strain energy Ψes that corresponds to the energy of
deforming the host material provided that the host deformations are linear elastic. It expression is
given by [112]
Ψes =
1
2
∫
V0
dV εelij σij (3.36)
where V0 is the volume of the host material being in the stress-free reference state, which is related
to the homogeneous lithium concentration n0. We define the stiffness tensor C as the “inverse” of the
compliance tensor S,
σij = Cijkl ε
el
kl.
It has the same symmetries as the compliance tensor S. In case of an isotropic host material the
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stiffness tensor expressed in Voigt notation is given by
C =

C11 C12 C12 0 0 0
C12 C11 C12 0 0 0
C12 C12 C11 0 0 0
0 0 0
(
C11 − C12
)
/2 0 0
0 0 0 0
(
C11 − C12
)
/2 0
0 0 0 0 0
(
C11 − C12
)
/2

where C11 = λ1 + 2λ2 and C12 = λ1, λ1 and λ2 being the Lamé’s first and second parameters,
respectively as defined in Eq. (2.12) and Eq. (2.13).
Using Eq. (3.34) the elastic strain tensor,
εel = ε− εLi, (3.37)
is related to both the lithium-induced strain tensor and the total strain tensor. Further, under the
assumption of small host deformations, the components of the total strain tensor simply read
εij =
1
2
(
ui,j + uj,i
)
. (3.38)
where ui is the i-component of the mechanical displacement u. Inserting Eq. (3.37) into the elastic
strain energy functional, Eq. (3.36), we obtain
Ψes =
∫
V0
dV
1
2
(
εij − εLiij
)
Cijkl
(
εkl − εLikl
)
(3.39)
We further define the mechanical energy density
ψme =
1
2
εij Cijkl εkl
and the coupling energy density
ψcp =
1
2
(
εLiij Cijkl ε
Li
kl − εLiij Cijkl εkl − εij Cijkl εLikl
)
so that
Ψes =
∫
V0
dV
(
ψme + ψcp
)
. (3.40)
In case of an isotropic material the different contributions to the elastic strain energy density,
ψes = ψme + ψcp, (3.41)
are respectively given by
ψme =
1
2
(
λ2Tr
2 (ε) + 2λ1Tr
(
ε2
)
+ 4λ1
(
ε212 + ε
2
23 + ε
2
31
))
, (3.42)
ψcp = −1
2
Ω˜λ (n− n0)
(
2Tr (ε)− Ω˜ (n− n0)
)
. (3.43)
Finally, we can note that the elastic strain energy functional of Eq. (3.39), valid in case of small linear
elastic host deformations, can be seen as the coarse-graining formulation of the microscopic Hamiltonian
∆Hhost{nα,uα} of Eq. (3.2).
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3.2.5 Total free energy of the system
When considering nonzero lithium-induced host deformations, the total system free energy becomes a
sum of two contributions represented by Eq. (3.32) and Eq. (3.39). The system free energy, initially
denoted by Ψ in Sec. 3.2.3 in a context where the macroscopic elastic strain energy of the host material
induced by the lithium intercalation was neglected, is now referred to as Ψch. The total system free
energy, now denoted by Ψ, is equal to
Ψ = Ψch + Ψes =
∫
V0
dV ψ (3.44)
with ψ = ψch +ψes being the total free energy density. According to Eq. (3.32) the chemical free energy
density ψch related to the chemical free energy Ψch by
Ψch =
∫
V0
dV ψch
reads
a30 ψ
ch = U0 n+
UΓ
2
n2 +
κ
2
∣∣∇n∣∣2 + kBT(n lnn+ (1− n) ln (1− n)). (3.45)
and can be further separated into two different contributions
ψch = ψmf + ψgd
where
a30 ψ
mf = U0 n+
UΓ
2
n2 + kBT
(
n lnn+ (1− n) ln (1− n)
)
,
a30 ψ
gd =
κ
2
∣∣∇n∣∣2 .
At this place, we will derive expressions for the conjugate quantities of the independent variables —
the local lithium concentration n and the local mechanical displacement u— of the system free energy
functional that are further needed to describe the lithium intercalation into and the release from the
LMO crystalline cathodic particle.
Chemical potential
The conjugate quantity of the local lithium concentration n is the local chemical potential µ appearing,
in phase-field modeling, as a superposition of three terms,
µ =
δΨ
δ
(
n/a30
) = µmf + µgd + µcp (3.46)
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with
µmf =
∂ψmf
∂
(
n/a30
) = U0 + UΓn+ kBT ln( n
1− n
)
(3.47)
µgd = −∇ ·
 ∂ψgd
∂
(
n,i/a30
)ei
 = −κ∇ · (∇n) (3.48)
µcp =
∂ψcp
∂
(
n/a30
) = −Ω˜ a30 σh. (3.49)
Here ei denotes a basis of the three-dimensional space and σh the hydrostatic stress. In phase-field
modeling, the chemical potential
µch = µmf + µgd
= U0 + UΓn+ kBT ln
(
n
1− n
)
− κ∇ · (∇n) (3.50)
that is induced by lithium concentration variation only, is rather different from the one obtained by
means of the dilute solution approximation and defined in Eq. (2.7) of Sec. 2.2.1.
In fact, the dilute solution approximation relies on the fact that the total number of lithium ions
present in the system, i.e. the LMO particle, is very small compared to the total number of available
interstitial sites, n 1. Under this assumption, the chemical free energy, Eq. (3.32), can be expanded
up to the leading order in n,
Ψch ≈
∫
V0
dV
a30
(
U0 n+ kBTn lnn
)
. (3.51)
In the following we briefly demonstrate how to obtain Eq. (3.51) starting from the free energy density
Eq. (3.32). Strictly speaking, the procedure that will be introduce here is not a Taylor expansion
because a functional (the chemical free energy of the system) — and not a function — is expanded
with respect to its variable being a function (the local lithium concentration n). In the limit n → 0,
we will see that this method exactly corresponds to the dilute solution model introduced in Sec. 2.2.1.
At this place, the term ∫
V0
dV
a30
kBT
(
n lnn+ (1− n) ln (1− n)
)
in Eq. (3.45) has been approximated by∫
V0
dV
a30
kBT
(
n lnn+ (1− n) ln (1− n)
)
= kBT
∫
V0
dV
a30
(
n lnn+ (1− n) ln (1− n)︸ ︷︷ ︸
≈−n︸ ︷︷ ︸
≈−n+n2≈−n︸ ︷︷ ︸
≈n(lnn−1)≈n lnn
)
≈ kBT
∫
V0
dV
a30
n lnn.
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Regarding the term ∫
V0
dV
a30
(
U0 n+
UΓ
2
n2 +
κ
2
∣∣∇n∣∣2) ,
in Eq. (3.45), it is simply approximated by∫
V0
dV
a30
(
U0 n+
UΓ
2
n2 +
κ
2
∣∣∇n∣∣2) ≈ ∫
V0
dV
a30
U0 n.
Here the second order term in n has been neglected meaning that the lithium-lithium interactions are
no longer accounted for. In this context, no phase segregation can arise and it is then possible to neglect
the gradient term in Eq. (3.45). Finally, the chemical potential µch obtained from the chemical free
energy functional, Eq. (3.51), reads
µch = U0 + kBT
(
1 + lnn
) ≈ U0 + kBT lnn (3.52)
which is identical to the chemical potential µch defined Eq. (2.7) for the purpose of describing the
lithium intercalation by means of the dilute solution approach.
In phase-field modeling, the stress induced chemical potential of Eq. (3.49) has exactly the same
expression (see Eq. (2.8)) as the one defined in the dilute solution approximation. Indeed, this chemical
potential is calculated from the elastic strain free energy functional only. This is due to the fact that
the dilute solution model relies on the same form of the elastic strain free energy functional as the
phase-field model.
Mechanical stresses
The conjugate quantity of the local mechanical displacement u is the force density f , whose components
fi in any cartesian basis ei are given by
fi =
δΨ
δui
= −∇ ·
(
∂ψes
∂ui,j
ej
)
. (3.53)
Since the elastic strain free energy functional does not explicitly depend on the component ui of the
mechanical displacement, the term ∂ψ/∂ui that should appear in Eq. (3.53) is simply zero. Further,
the quantity ∂ψes/∂ui,j can be related to ∂ψes/∂εij by
∂ψes
∂ui,j
=
∂ψes
∂εij
∂εij
∂ui,j
+
∂ψes
∂εji
∂εji
∂ui,j
=
1
2
(
∂ψes
∂εij
+
∂ψes
∂εji
)
, (3.54)
according to Eq. (3.38). Since the total strain tensor is symmetric, i.e. εij = εji, Eq. (3.54) reduces to
∂ψes
∂ui,j
=
∂ψes
∂εij
.
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At this place, the component of the stress tensor σ,
σij =
∂ψes
∂εij
, (3.55)
are recognized and the conjugate variable of the mechanical displacement, Eq. (3.53), reads
fi = −∇ ·
(
σij ej
)
with
σij = 2λ1εij +
(
λ2Tr (ε)− Ω˜λ (n− n0)
)
δij ,
according to Eq. (3.41) and Eq. (3.55). Thus, similarly to the stress-induced chemical potential µcp of
Eq. (3.49), the expression of the stresses obtained in phase-field modeling is exactly the same as the
one introduced in the dilute solution approach, see Eq. (2.11).
3.3 Near to equilibrium
3.3.1 Equilibrium conditions
At equilibrium the average internal energy of the cathodic particle as well as the total number of lithium
ions N are maintained constant. The first constraint concerning the internal energy is always ensured
provided that the temperature of the system remains fixed to a given but arbitrary constant value. The
total number of lithium ions present in the cathodic particle is related to the local lithium concentration
n by
N =
∫
V0
dV
a30
n (3.56)
which represents a constraint for the lithium concentration n since N = cst. Further, at equilibrium,
the particle momentum referred to as P is also a conserved quantity. In the absence of volumetric force
acting in the particle system, this condition is simply expressed as∮
∂V0
dS (−σ · n) = 0. (3.57)
Under these constraints, the equilibrium lithium concentration and mechanical displacement being the
unknown functions of the problem minimize the following functional
Ψ′ = Ψ− ζ
(∫
V0
dV
a30
n−N
)
− ξ
(∮
∂V0
dS (−σ · n)
)
(3.58)
where ζ and ξ are two Lagrange parameters introduced to ensure that the constraints Eq. (3.56) and
Eq. (3.57) are satisfied. The functional Ψ denotes the total system free energy as it has been defined
in Eq. (3.44). Minimizing the functional represented by Eq. (3.58) with respect to its independent
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variables, n, u, ζ and ξ, leads to a set of six differential equations given by
δΨ′
δn
=
δΨ
δn
− ζ != 0, (3.59)
δΨ′
δui
=
δΨ
δui
!
= 0, (3.60)
δΨ′
δζ
=
∫
V0
dV
a30
n−N != 0, (3.61)
δΨ′
δξ
=
∮
∂V0
dS (−σ · n) != 0. (3.62)
The first equation, Eq. (3.59), of this set of equations states, that, at equilibrium, the local chemical
potential
µ ≡ δΨ
δ
(
n/a30
) = a30 ζ
is spatially constant, here equal to the Lagrange parameter ζ. The second equation, Eq. (3.60) reads
∇ · σij = 0,
and represents the local mechanical equilibrium as it has been introduced in Sec. 2.2.1. At this place,
we refer to Eq. (2.3). The two remaining equations, Eq. (3.61) and Eq. (3.62) stand for the constraints,
Eq. (3.56) and Eq. (3.57) that are specifically applied to the considered system.
When the mechanics is neglected and in case of weak phase separation5, analytical expressions for the
lithium concentration profile solving the system of equations represented by Eq. (3.59) and Eq. (3.61)
only can be found. A detailed description of the mathematical method used to obtain these solutions
is given in Ref. [114] for a one-dimensional cartesian system and in Ref. [115] for a two-dimensional
cartesian system. Moreover, under specific assumptions, D. Bettinson and G. Rowlands [116] also
exhibit a semi-analytical solution valid in case of a three-dimensional system of spherical symmetry.
3.3.2 Evolution equations
In reality, during battery charging and discharging, the lithium amount present in the host material of a
particular particle at the cathode of a porous LIB varies. Thus, the equilibrium formalism represented
by the set of Eq. (3.59) - (3.62) becomes invalid and an extended formalism has to be considered. In
single particle modeling, the total number of lithium ions N(t) present in the cathodic particle is a
time-dependent quantity that is varied by application of a flux Ja at the particle surface. This flux
drives the system out of equilibrium and allows for lithium injection into or extraction from the particle.
The total number of lithium ions present in the cathodic particle at time t, is a conserved quantity
which hence satisfies
dN (t)
dt
= −
∮
∂V0
dS Ja · n (3.63)
5In case of weak phase separation, the chemical free energy density is represented by a polynom being usually of degree
4 with respect to the local lithium concentration n [113]. Such an expression is valid when the externally fixed
temperature is close to but below the critical temperature Tc defined in Sec. 3.2.2.
64
3.3 Near to equilibrium
in the absence of lithium sources inside the particle.
In a static approximation, it is assumed that the injected or extracted lithium ions do not carry any
momentum6 and, thus, do not contribute to the kinetic energy of the entire particle system. In this
approximation, the total momentum of the cathodic particle, referred to as P (t), is entirely carried by
the host material. It is also a conserved quantity and hence fulfills
dP (t)
dt
= −
∮
∂V0
dS σa · n (3.64)
in the absence of a momentum source inside of the particle. The quantity σa stands for external stress
tensor possibly applied at the particle surface. In the present case, the particle momentum P (t) = 0
because the considered particle is assumed to be located at a fixed spatial location in the cathode of a
LIB. This further implies that dP (t)/dt = 0 and leads to∮
∂V0
dS σa · n = 0 (3.65)
in Eq. (3.64). This last condition does not necessary imply that the stresses holding at the particle
surface are identical to zero. It means the stress vector, σa · n, integrated over the particle surface is
zero meaning that the total force exerted by the applied stresses on the particle vanishes.
The global conservation laws, Eq. (3.63) and Eq. (3.64), can be deduced from their local formulations
valid inside of the particle,
∂
∂t
(
n
a30
)
+∇ · J = 0, (3.66)
∂p
∂t
+∇ · σ = 0, (3.67)
in combination with the following two additional boundary conditions
−J · n
∣∣∣
∂V0
= −Ja · n, (3.68)
−σ · n
∣∣∣
∂V0
= −σa · n, (3.69)
where σa fulfills Eq. (3.65). In Eq. (3.66) and Eq. (3.67), n/a30 and p denote the volumetric lithium
ion density and the volumetric host material momentum density, respectively. As usual, n denotes the
outgoing vector perpendicular to the surface area of the cathodic particle. The global conservation laws,
Eq. (3.63) and Eq. (3.64), are obtained from the local formulation of the problem represented by the
set of equations Eq. (3.66) - (3.69) by means of the Gauss theorem. Additionally, two “nonequilibrium”
quantities, J and σ, have been introduced. They represent local fluxes of lithium ions and of host
momentum, respectively. In continuum mechanics, the local flux of host momentum is called the stress
tensor.
Differently from the equilibrium formalism, introduced in the previous sections of this chapter, where
both the lithium concentration and the mechanical displacement were implicitly assumed to be static
quantities, they are treated here as dynamic quantities allowed to vary in time. In this nonequilib-
rium formalism, lithium ion transport represented by the (nonzero) lithium flux J occurs to ensure
6The lithium ions that are not part of the host material are assumed to be massless. Note that Eq. (3.63) formally
expresses the conservation of the total number of lithium ions and not the conservation of the lithium ion mass.
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the relaxation of the system towards an equilibrium state. This transport occurs via diffusion where
no momentum transfer may occur. At the microscopic scale, “diffusion” is governed by diverse deter-
ministic reversible processes like the collisions between the different species as well as with (randomly
distributed) defects. At the mesoscopic scale, the underlying microscopic origin for diffusion is not ac-
counted for in detail but only in a stochastic manner and diffusion appears as an irreversible process [50].
An usual expression for the lithium flux J driven by diffusion is given by the Onsager relation,
J = −L∇µ, (3.70)
where µ is the chemical potential obtained from the free energy functional Eq. (3.44) in an equilibrium
formalism, see Eq. (3.46). To ensure the relaxation of the system towards the thermal equilibrium the
proportionality constant between the lithium flux and the gradient of the chemical potential must be
non-negative, i.e. L ≥ 0, as will be demonstrated in Eq. (3.74).
Another assumption of the current lithium intercalation model is that the host material instanta-
neously deforms as a consequence of the local lithium intercalation in order to maintain mechanical
equilibrium. That means, at each instant, it holds
∇ · σ = 0. (3.71)
According to Eq. (3.67), the local momentum density p is hence time-independent, ∂p/∂t = 0, and
retains its initial value,
p
(
r, t
)
= 0, (3.72)
at any instant t and position r.
The relaxation of the system towards the thermal equilibrium after the system has been disturbed
from equilibrium is described by the time evolution of the free energy functional Ψ =
∫
V0
dV ψ. Its
density ψ is a function of the local lithium occupation n, its spatial derivatives n,j and the local
derivatives of the displacements ui,j such that the chain rule [117] yields
dΨ
dt
=
∫
V0
dV
(
∂ψ
∂n
∂n
∂t
+
∂ψ
∂n,j
∂n,j
∂t
+
∂ψ
∂ui,j
∂ui,j
∂t
)
. (3.73)
Gauss’s theorem enables us to perform integration by parts in three dimensions:∫
V0
dV
∂ψ
∂n,j
∂n,j
∂t
=
∫
V0
dV
∂ψ
∂n,j
ej ·∇∂n
∂t
=
∫
V0
dV
∇ ·( ∂ψ
∂n,j
ej
∂n
∂t
)
−
(
∇ · ∂ψ
∂n,j
ej
)
∂n
∂t

=
∮
∂V0
dS n · ∂ψ
∂n,j
ej
∂n
∂t
−
∫
V0
dV
(
∇ · ∂ψ
∂n,j
ej
)
∂n
∂t
.
In a fully analogous manner we obtain∫
V0
dV
∂ψ
∂ui,j
∂ui,j
∂t
=
∮
∂V0
dS n · ∂ψ
∂ui,j
ej
∂ui
∂t
−
∫
V0
dV
(
∇ · ∂ψ
∂ui,j
ej
)
∂ui
∂t
.
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Substituting above expressions into Eq. (3.73) gives
dΨ
dt
=
∫
V0
dV
(
∂ψ
∂n
−∇ · ∂ψ
∂n,j
ej
)
︸ ︷︷ ︸
=δΨ/δn≡µ/a30
∂n
∂t
−
∫
V0
dV
(
∇ · ∂ψ
∂ui,j
ej
)
︸ ︷︷ ︸
=∇·σijej=∇·σi=0
∂ui
∂t
+
∮
∂V0
dS n ·
[
∂ψ
∂n,j
ej
∂n
∂t
+
∂ψ
∂ui,j
ej︸ ︷︷ ︸
=σi
∂ui
∂t
]
.
Note that mechanical equilibrium, ∇ · σi = 0, and the absence of external stress, n · σi
∣∣∣
∂V0
= 0, leads
to the vanishing of all mechanical contributions, containing ∂ψ/∂ui,j , in above equation. The first term
can be dealt with using the local lithium number conservation ∂n/∂t = −a30∇ · J and integration by
parts: ∫
V0
dV µ
∂n/a30
∂t
= −
∫
V0
dV µ∇ · J = −
∮
∂V0
dS n · µJ +
∫
V0
dV J ·∇µ.
During pure relaxation applied flux is absent, i.e. n·J
∣∣∣
∂V0
= 0, and we conclude that the time derivative
of the free energy
dΨ
dt
=
∫
V0
dV J ·∇µ+
∮
∂V0
dS n · ∂ψ
∂n,j
ej
∂n
∂t
has both a bulk and a surface contribution. It is natural to assume that during relaxation the free
energy decreases (according to the second law of thermodynamics). This requires at least the bulk term
to be negative. It is easy to see that Onsager’s phenomenological relation J = −L∇µ with L ≥ 0 is
sufficient to satisfy this requirement:
dΨ
dt
= −
∫
V0
L
(∇µ)2︸ ︷︷ ︸
<0
+
∮
∂V0
dS n · ∂ψ
∂n,j
ej
∂n
∂t
. (3.74)
While the negativity of the surface contribution is by no means ensured, we have numerically checked
in all simulations that in total the free energy decreases during pure relaxation.
In the dilute solution model of Sec. 2.2, the coefficient L was expressed as
L =
D0n
a30kBT
,
see Eq. (2.5). In phase-field modeling, we use the phenomenological expression
L =
D0n(1− n)
a30kBT
(3.75)
which prevents the lithium flux from diverging when n locally approaches its maximal value, nmax = 17.
Both expressions are indeed positive due to 0 < n < 1. Some considerations about the way Eq. (3.75)
is obtained are given in Ref. [118].
7The gradient of the chemical potential contains a term proportional to 1/(n(1−n) which diverges when n approaches,
at some spatial locations, the value 1. Thus, by choosing L proportional to n(1− n), a divergence of the lithium flux
may be prevented, see Eq. (3.76).
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Similarly to the formalism introduced in Sec. 2.2.2 regarding the dilute solution approach and in
order to distinguish between the different effects leading to lithium transport within the particle, the
total lithium flux J is further separated into two different contributions: The lithium flux driven by the
lithium concentration gradients, Jch, on the one hand, and the lithium flux driven by the hydrostatic
stress gradients, Jcp, on the other hand. It holds
J = Jch + Jcp.
Using the linearity (with respect to µ) of the Onsager relation, Eq. (3.70), we define
Jch = −L∇µch
= −D0n(1− n)
a30
∇
(
U0
kBT
+
UΓn
kBT
− κ
kBT
∇ · (∇n)︸ ︷︷ ︸
energetic term
+ ln
(
n
1− n
)
︸ ︷︷ ︸
entropic term
)
(3.76)
= −D0n(1− n)
a30
∇
(
UΓn
kBT
+ ln
(
n
1− n
)
− κ
kBT
∇ · (∇n)) ,
Jcp = −L∇µcp
=
D0Ω˜0n(1− n)
kBT
∇σh, (3.77)
according to the definition of L represented by Eq. (3.75) and to Eqs. (3.47) - (3.49) regarding the
definition of the chemical potentials. We also introduce
Jmf = −L∇µmf
= −D0n(1− n)
a30
∇
(
UΓn
kBT︸ ︷︷ ︸
energetic term
+ ln
(
n
1− n
)
︸ ︷︷ ︸
entropic term
)
, (3.78)
Jgd = −L∇µgd
=
D0κn(1− n)
a30kBT
∇
(
∇ · (∇n)) (3.79)
so that
Jch = Jmf + Jgd.
Let us make some explanatory remarks regarding the different contributions to the total lithium flux
J . In the dilute solution approach, the lithium flux induced by gradients in the lithium concentration,
Jch, only contains the entropic term that has been further approximated in the limit of small lithium
content, see Eq. (3.52). The absence of the energetic term — derived from the system internal energy
— explains why this flux acts such that the lithium ions become homogeneously distributed over the
particle.
In contrast, in phase-field modeling, this flux, represented by Eq. (3.76), contains both entropic and
energetic terms which may act in two opposite directions. While the entropic term enhances the system
“disordering” and thus the lithium ion homogenization, the energetic term may favor phase segregation
and hence the “ordering” of the lithium ions.
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The stress-induced lithium flux Jcp derived in phase-field modeling, Eq. (3.77), is similar to the one
used in the dilute solution approach and is thus expected to enhance the lithium ion homogenization
over the particle, according to Sec. 2.2.2. For a better understanding of the effect of the diffuse
phase boundary on lithium ion transport, the lithium flux induced by the interfacial energy term only,
referred to as Jgd, has been further introduced in Eq. (3.79). This term is related to the energetic term
of Eq. (3.76).
3.3.3 Mathematical formulation
In this technical part, the problem of inserting (extracting) lithium into (from) a crystalline cathodic
particle made of LMO — whose states may exhibit phase segregation — is mathematically formulated.
Similarly to the dilute solution approach, to avoid costly three-dimensional simulations, it is, here,
assumed that the unknown functions of the problem, the lithium concentration n and the mechanical
displacement u, are either of spherical or of ellipsoidal symmetry. Thus only particles of spherical or
ellipsoidal shapes can be considered.
In this part, we will first treat the case of spherically symmetric particles. For such particles, the
expression of the different contributions to the lithium flux as well as the conservation laws will be
formulated using the spherical coordinates with radial dependence only. In a similar manner, the same
quantities for particles exhibiting an ellipsoidal symmetry will be given in cylindrical coordinates.
Particles of spherical symmetry
We here consider a particle model of spherical symmetry, as it is depicted in Fig. 2.2 of Sec. 2.2.2. In
spherical coordinates with radial dependence only, the different contributions to the lithium flux are
given by
Jmf = Jmfr er = −
D0n(1− n)
a30kBT
∂µmf
∂r
er
= −D0
a30
(
UΓ
kBT
n(1− n) + 1
)
∂n
∂r
er
= −D0
a30
(
α2
Tref
T
n(1− n) + 1
)
∂n
∂r
er (3.80)
Jgd = Jgdr er = −
D0n(1− n)
a30kBT
∂µgd
∂r
er
=
D0κn(1− n)
a30kBT
(
− 2
r2
∂n
∂r
+
2
r
∂2n
∂r2
+
∂3n
∂r3
)
er (3.81)
Jcp = Jcpr er = −
D0n(1− n)
a30kBT
∂µcp
∂r
er
=
D0Ω˜0n(1− n)
kBT
∂σh
∂r
er, (3.82)
according to Eqs. (3.78), (3.79) and (3.77), respectively.
As already pointed out in Sec. 3.2.5, the strain and stress tensors obtained in Sec. 2.2.2 in the context
of the dilute solution approach are also valid in the context of phase-field modeling. At this place, the
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components of the stress tensor as a function of the radial mechanical displacement ur are rewritten
and read
σr = 2λ1
∂ur
∂r
+ λ2
(
∂ur
∂r
+ 2
ur
r
)
− λΩ˜0 (n− n0) , (3.83)
σt = 2λ1
ur
r
+ λ2
(
∂ur
∂r
+ 2
ur
r
)
− λΩ˜0 (n− n0) , (3.84)
see Eqs. (2.26) - (2.27).
Under the assumption of spherical symmetry, the conservation of lithium matter, Eq. (3.66), as well
as the mechanical equilibrium, Eq. (3.71), read
∂(r2n)
∂t
+
∂
∂r
(
a30r
2
(
Jmfr + J
gd
r + J
cp
r
))
= 0, (3.85)
∂σr
∂r
+
2
r
(σr − σt) = 0. (3.86)
Note that, due to the term Jgd, the differential equation, Eq. (3.85), representing the conservation
of lithium in phase-field modeling, is of fourth order whereas Eq. (2.28), standing for the lithium
conservation in the dilute solution approach, is of second order, only.
At the particle boundary surface and center, it still holds, in phase-field modeling, Eqs. (2.30) -
(2.33). But in order to ensure the uniqueness of the solution of Eq. (3.85), that is of higher order
than Eq. (2.28), additional boundary conditions are required. Because of the assumption of spherical
symmetry, the odd derivatives of the lithium concentration n with respect to the radial component r
all must be zero at the particle center, see App. A. Thus, at the particle center the boundary conditions
∂n
∂r
∣∣∣∣∣
r=0
= 0 (3.87)
∂3n
∂r3
∣∣∣∣∣
r=0
= 0 (3.88)
ur
∣∣∣
r=0
= 0 (3.89)
have to be satisfied.
For completeness of the mathematical formulation of this problem, initial conditions have to be
specified. They are the same as for the dilute solution model and are given by Eqs. (2.34) - (2.35).
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Particles of ellipsoidal symmetry
We here consider a particle model of ellipsoidal symmetry, as it is depicted in Fig. 2.7 of Sec. 2.2.3. In
cylindrical coordinates with ϑ-invariance, the different contributions to the lithium flux are given by
Jmf = Jmf% e% + J
mf
z ez = −
D0n(1− n)
a30kBT
(
∂µmf
∂%
e% +
∂µmf
∂z
ez
)
= −D0
a30
(
UΓ
kBT
n(1− n) + 1
)(
∂n
∂%
e% +
∂n
∂z
ez
)
= −D0
a30
(
α2
Tref
T
n(1− n) + 1
)(
∂n
∂%
e% +
∂n
∂z
ez
)
, (3.90)
Jgd = Jgd% e% + J
gd
z ez = −
D0n(1− n)
a30kBT
(
∂µgd
∂%
e% +
∂µgd
∂z
ez
)
=
D0κn(1− n)
a30kBT
((
− 1
%2
∂n
∂%
+
1
%
∂2n
∂%2
+
∂3n
∂%3
+
∂3n
∂z2∂%
)
e%
+
(
1
%
∂2n
∂z∂%
+
∂3n
∂z∂%2
+
∂3n
∂3z
)
ez
)
, (3.91)
Jcp = Jcp% e% + J
cp
z ez = −
D0n(1− n)
a30kBT
(
∂µcp
∂%
e% +
∂µcp
∂z
ez
)
=
D0Ω˜0n(1− n)
kBT
(
∂σh
∂%
e% +
∂σh
∂z
ez
)
, (3.92)
according to Eqs. (3.78), (3.79) and (3.77), respectively.
The components of both the strain and stress tensors are identical to those obtained in the dilute
solution approach, see Eqs. (2.46) - (2.49). At this place, the components of the stress tensor expressed
in terms of the components of the mechanical displacement, u% and uz, are given by
σ%% = 2λ1
∂u%
∂%
+ λ2
(
∂u%
∂%
+
u%
%
+
∂uz
∂z
)
− λΩ˜0 (n− n0) , (3.93)
σθθ = 2λ1
u%
%
+ λ2
(
∂u%
∂%
+
u%
%
+
∂uz
∂z
)
− λΩ˜0 (n− n0) , (3.94)
σzz = 2λ1
∂uz
∂z
+ λ2
(
∂u%
∂%
+
u%
%
+
∂uz
∂z
)
− λΩ˜0 (n− n0) , (3.95)
σ%z = σz% = λ1
(
∂uz
∂%
+
∂u%
∂z
)
. (3.96)
Under the assumption of ellipsoidal symmetry, the conservation of lithium matter, Eq. (3.66), as well
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as the mechanical equilibrium, Eq. (3.71), read
∂
∂t
(
%n
)
+
∂
∂%
(
a30%
(
Jmf% + J
gd
% + J
cp
%
))
+
∂
∂z
(
a30%
(
Jmfz + J
gd
z + J
cp
z
))
= 0, (3.97)
∂σ%%
∂%
+
∂σ%z
∂z
+
1
%
(
σ%% − σθθ
)
= 0, (3.98)
∂σ%z
∂%
+
∂σzz
∂z
+
σ%z
%
= 0. (3.99)
To ensure the uniqueness of the solution of this set of equations, Eqs. (3.97) - (3.99), both boundary and
initial conditions have to be precised. They are given by Eqs. (2.56) - (2.61) and Eqs. (2.62) - (2.64),
respectively, as in the dilute solution model.
Because the differential equation, Eq. (3.97), representing the lithium conservation in phase-field
modeling, is of higher order as compared to the dilute solution model, we further require that
∂3n
∂%3
∣∣∣∣∣
%=0
= 0,
∂3n
∂z3
∣∣∣∣∣
z=0
= 0
are satisfied. Similarly to particles of spherical symmetry, such artificial boundary conditions are
obtained by means of symmetry arguments, see App. A.
Conclusion
In this chapter, by means of a very simple classical microscopic Hamiltonian, we reminded of the micro-
scopic origin of phase segregation arising in cathodic particles of LMO: Due to an effective attractive
interaction between nearest neighboring lithium ions and provided that the externally fixed temper-
ature remains below the critical temperature, phase segregation is always expected when varying the
particle state of charge between 0 and 1.
Using a coarse-graining approach, we could replace the discrete Hamiltonian by an equilibrium free
energy functional depending on the lithium concentration as well as the mechanical displacement. Under
the assumption that the system is slightly disturbed from equilibrium when intercalating lithium ions
into the crystalline cathodic particle, we related the derivatives of the free energy functional, being
the chemical potential and the stresses, to the local lithium concentration and momentum fluxes,
respectively, by means of a phenomenological Onsager’s relation as well as by elasticity laws.
Since both the number of lithium ions and the particle momentum are conserved quantities in the
considered system, we make use of these fluxes for being inserted into two time-dependent conserva-
tion equations being the local governing equations describing the lithium intercalation into cathodic
particles.
Similarly to the dilute solution model of Chp. 2, these local equations have been implemented for
both spherical and ellipsoidal particles. To take care of the electrochemical coupling that arises between
particles embedded at the cathode of a porous LIB, a dualfoil model with microscopic particles where
phase segregation is accounted for has also been implemented. These results are all summarized in the
following chapters, Chps. 4 - 5.
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Introduction
In the previous chapter (Chp. 3) we introduced the theory related to lithium intercalation into a crys-
talline cathodic particle where phase segregation possibly occurs during particle loading or unloading,
depending on the average lithium concentration. To account for the lithium-induced stresses, an elastic
strain energy functional was motivated which led to the same linear elastic constitutive law as the one
introduced in Chp. 2 and related to the dilute solution model. In that context the occurence of phase
segregation is still assumed to give rise to small reversible deformations.
In this chapter we study the impact of the phase segregation on the stresses arising in cathodic
particles of spherical symmetry and made of LMO. The next chapter (Chp. 5) will be devoted to the
analysis of the phase-segregated states arising in cathodic particles without the assumption of spherical
symmetry. In Chp. 2 we demonstrated, using the dilute solution model, that large stresses occur as
a consequence of large lithium concentration gradients which were induced by large flux magnitudes
applied at the particle surface. Differently from the dilute solution model where elevated stresses arise
only if the system is significantly driven far away from equilibrium, the phase-field model exhibits
equilibrium phase-segregated states where a smooth but very narrow interface separates regions of
different lithium concentration. At this place, the gradient in the lithium concentration is very large.
Thus, in the context of phase-field modeling, even the equilibrium states exhibit large stress magnitudes.
For this reason, the present chapter is first devoted to the understanding of the equilibrium states
obtained using the phase-field model. Such an analysis has not been performed in dilute solution
modeling where the equilibrium states are trivially homogeneous and stress-free. In a second part, the
stresses arising under particle charging or discharging at constant applied flux magnitude are analyzed.
As for the dilute solution, single cathodic particles that are in reality embbeded in the cathode of a
porous LIB, all couple with each other and, by means of the dualfoil model, this coupling is additionally
taken into account. Finally, we study the influence of several quantities as, for instance, the effect of
concentration-dependent material parameters or, as it will be done later in Chp. 5, the impact of the
particle symmetry on both the equilibrium and dynamical states.
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4.1 Equilibrium states
4.1.1 Origin of the phase separation and system relaxation
To begin with, we focus on a cathodic particle that satisfies the condition of spherical symmetry and
first neglect the lithium-induced deformations. At equilibrium, the average lithium concentration n¯ is
a fixed quantity. However, at finite temperatures T > 0, the local lithium concentration n exhibits
thermal fluctuations that may spontaneously drive the system into a phase-segregated state.
In the considered model, the thermal fluctuations are however not accounted for. To account for
them, a thermal noise inducing randomly distributed fluctuations of the lithium concentration over
the system should have been considered in the expression of the free energy functional [119]. In
our implementation, due to the absence of thermal noise, the impact of the thermal fluctuations on
the formation of phase-segregated states cannot be properly analyzed. Nevertheless, by generating
initial nonhomogeneous lithium concentration profiles of varying amplitude and given average lithium
concentration n¯, the role of the thermal fluctuations on the occurence or absence of phase segregation
may be roughly understood.
For the study of the influence of the thermal fluctuations on the system equilibrium states, the
parameters related to the mean-field free energy, shown in Fig. 4.1, are chosen equal to α1 = 2.5 and
α2 = −4.2. This last value differs from its usually chosen value, α2 = −5.2. Fig. 4.2 shows, at different
n =0.5 H spinodal zoneL
n =0.3 H homogeneous zoneL
n =0.38 H nucleation zoneL
n 0 -=0.31
n 0 +=0.69
n -=0.39
n +=0.61
0.2 0.4 0.6 0.8 1.0
n
-0.4
-0.2
0.2
0.4
fsiteHn L
Α1=2.5, Α2=-4.2 , T=25°C
Figure 4.1: Mean-field free energy as function of the average lithium concentration n¯ at fixed
temperature, T = 25 ◦C. With α1 = 2.5 and α2 = −4.2, the exemplary average
values, n¯ = 0.3, n¯ = 0.38 and n¯ = 0.5, belong to the “homogeneous”, “nucleation” and
“spinodal zones” of the mean-field free energy, respectively.
times during the system relaxation, e.g. with vanishing surface lithium flux, the lithium concentration
profile until the equilibrium state is reached1.
1The equilibrium state is the state holding at time equals infinity. The simulations, however, cannot be performed during
an infinitely long time. Hence, they are stopped until the unknown variable of the system, the lithium concentration,
does not vary any more in time. At such time, the equilibrium state is assumed to be reached.
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corresponds to a state located in the nucleation zone of
the mean-field free energy.
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(c) The initial lithium ion configuration exhibits large
fluctuations around its average value, n¯ ≈ 0.38 and
corresponds to a state located in the nucleation zone of
the mean-field free energy.
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(d) The initial lithium ion configuration exhibits small
fluctuations around its average value, n¯ ≈ 0.5 and cor-
responds to a state located in the spinodal zone of the
mean-field free energy.
Figure 4.2: Profile of the lithium concentration at different times during the system relaxation
obtained for different initial lithium ion configurations. The solid blue lines cor-
respond to the initial lithium concentration profile whereas the dashed black lines are
the reached equilibrium states obtained at the end of the simulations.
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As expected from the mean-field free energy profile of Fig. 4.1, four different regimes could be
observed: The first regime, shown in Fig. 4.2(a), has been obtained from an initial lithium concentration
state of fixed average lithium concentration n¯ ≈ 0.3 with large fluctuations around the average value.
Since this initial state corresponds to the “homogeneous zone” of the mean-field free energy, as depicted
in Fig. 4.1, the reached equilibrium state is homogeneous.
The second and third regimes, shown in Fig. 4.2(b) and Fig. 4.2(c), respectively, both have been
obtained at fixed average lithium concentration n¯ ≈ 0.38 located in the “nucleation zone” of the mean-
field free energy. In the second regime with small fluctuations δn = |n − n¯| < |n¯± − n¯|, the system
relaxes towards a homogeneous lithium state (see Fig. 4.2(b)). On the contrary, in the third regime
where the fluctuations of the lithium concentration are large, δn = |n−n¯| > |n¯±−n¯|, the system relaxes
towards a phase-segregated state (see Fig. 4.2(c)). These two different behaviors illustrate the role of
the thermal fluctuations in the phase segregation process. In the “nucleation zone”, the (mean-field)
free energy of the homogeneous lithium concentration states is higher than the free energy of the phase-
segregated states whose value is obtained from the Maxwell construction. Nevertheless, in this zone, the
mean-field free energy, which is still a convex function of the average lithium concentration n¯, leads to
homogeneous metastable states. As a consequence, phase segregation arises only if the fluctuations in
the lithium concentration are large enough and locally drive the system into the “spinodal zone” of the
mean-field free energy. The fourth regime, shown in Fig. 4.2(d) for n¯ ≈ 0.5, is related to this “spinodal
zone”. Here, even infinitesimal (but nonzero) fluctuations drive the system into a phase-segregated
state. Indeed, in this zone, the mean-field free energy is not a convex function of the average lithium
concentration n¯ indicating that the homogenous lithium concentration states, on the contrary to the
phase-segregated states, are unstable.
Another way to drive the system into a phase-segregated state is to apply, at the particle surface,
a lithium flux. Such a flux acts in a similar manner as thermal fluctuations because it locally (at
the particle surface) enforces a variation in the lithium concentration. But, differently from thermal
fluctuations, applying a flux at the particle surface also induces a change in the average lithium concen-
tration n¯. Thus, to study the equilibrium states, after the system has been disturbed from equilibrium
by application of a nonzero surface flux, it is allowed for relaxing towards equilibrium while the applied
flux is set equal to zero.
Fig. 4.3 shows the time-dependent lithium flux magnitude |Jan| applied at the particle surface as well
as the system free energy as function of time. The system free energy shown here is in fact the system
free energy per interstitial site, N = V0/a30, and per unit of kBT . It is denoted by Ψ˜ and is related to
the “real” system free energy Ψ, defined in Eq. (3.32), by
Ψ˜ ≡ ΨNkBT =
a30
V0kBT
Ψ.
For the particular case of a spherically symmetric particle model, it is equal to
Ψ˜ =
3a30
4pir30kBT
Ψ
=
3a30
4pir30kBT
∫ r0
0
dr
a30
4pir2 ψ
=
3
r30kBT
∫ r0
0
dr r2 ψ
=
3
kBT
∫ 1
0
dr˜ r˜2 ψ, (4.1)
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with r˜ = r/r0, r0 being the particle radius.
The flux magnitude shown in Fig. 4.3 can be applied during both lithium insertion and extraction,
however with opposite flux directions and starting either from an initial homogeneous lithium concen-
tration n¯ = 0.05 (lithium insertion) or n¯ = 0.95 (lithium extraction). In order to disturb the spherical
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Figure 4.3: Applied lithium flux (blue curve) and system free energy (green curve) as function of
time during lithium intercalation into the cathodic particle.
cathodic particle not too far away from equilibrium, the applied C-rate related to the applied flux
magnitude |Jan| by
|Jan| = C
t0
r0
3a30
,
according to Eq. (2.1), must satisfy
Cr20  t0D0.
In the present study of the system equilibrium states, we choose C = 0.001 (t0 = 3600 s) relatively to
a particle of radius r0 = 1µm. During the hold times, the system relaxes towards equilibrium and the
system free energy decreases to become constant at the end of each hold time meaning the system has
reached an equilibrium state.
The equilibrium values of the system free energy — here equal to the chemical free energy Ψch
since the host deformations induced by the lithium intercalation are, for the first, not considered — as
function of the average lithium concentration n¯ are represented in Fig. 4.4(a). Up to now and for all
simulations discussed in the following if not specified otherwise, the parameters of the corresponding
mean-field free energy are chosen equal to
α1 = 2.5,
α2 = −5.2.
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The temperature T is maintained constant equal to
T = Tref = 25
◦C.
Regarding the parameter κ related to the thickness of the boundary layer between the two different
lithium concentration phases, it is taken equal to
κ = −2Ua20 = −2
α2kBTref
Γ
a20 , (4.2)
according to the calculation performed in App. C and to the definition of α2, Eq. (3.19). As illustrated in
Fig. 4.4(b) - 4.4(c), values of the system free energy that fit the mean-field free energy curve correspond
to homogeneous lithium concentration states whereas values of the system free energy that match the
Maxwell construction correspond to phase-segregated lithium concentration states.
The system free energy exhibits an hysteresis-like behavior to be linked with the magnitude of the
applied lithium flux. In the “nucleation zone” of the mean-field free energy where the homogeneous states
are metastable, the system does not undergo the phase segregation unless the lithium concentration
locally reaches a value located in the “spinodal zone”. Such a situation may however arise if the applied
flux magnitude |Jan| is sufficiently large (as compared to the lithium flux magnitude |J | holding within
the particle) and drives the lithium concentration at the particle boundary surface n(r0, t) into the
“spinodal zone” of the mean-field free energy, e.g. if n− < n(r0, t) < n+ at some particular time t. In
contrast, in the “spinodal zone”, even infinitesimal applied flux magnitudes lead to phase segregation
since the mean-field free energy is not convex with respect to the average lithium concentration n¯.
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Figure 4.4: Free energy and corresponding lithium concentration profiles at equilibrium obtained
during both lithium insertion and extraction.
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4.1.2 Effect of the interfacial energy
In order to analyze the effect of the interfacial energy Ψgd, the contribution of the elastic strain energy
to the total system free energy is still neglected. The interfacial energy contributes to the total system
free energy by
Ψgd =
κ
2
∫
V0
dV
a30
|∇n|2,
which is inserted into Eq. (4.1) to obtain the interfacial free energy per interstitial site and per unit of
kBT ,
Ψ˜gd =
3
kBT
κ
r20
∫ 1
0
dr˜ r˜2
∣∣∣∣∣∂n∂r˜
∣∣∣∣∣
2
.
With
κ˜ =
κ
kBTr20
,
the interfacial free energy Ψ˜gd reduces to
Ψ˜gd = 3κ˜
∫ 1
0
dr˜ r˜2
∣∣∣∣∣∂n∂r˜
∣∣∣∣∣
2
. (4.3)
For a system of attractively interacting lithium ions, κ˜ > 0. Thus, according to Eq. (4.3), if the
lithium concentration profile exhibits nonvanishing gradients, the interfacial free energy becomes strictly
positive (nonzero) and increases with increasing values of κ˜. As reference value for the parameter κ˜,
we define
κ˜0 =
κ0
kBTr20
,
where
κ0 = −2α2kBTref
Γ
a20 ,
according to Eq. (4.2). Note that, at this place, the particle radius is considered as a fixed quantity
equal to r0 = 1µm. Then, at given temperature T , the parameter κ˜0 appears as constant of the model.
To analyze the influence of the interfacial energy on the phase segregation, the parameter κ˜ is allowed
to vary according to
κ˜ = α κ˜0 =
ακ0
kBTr20
=
κ
kBT
1
r20
with κ = ακ0 , (4.4)
where α > 0 will be varied in order to study the energetic cost of building an interface between the
two different lithium concentration phases. Because the particle radius r0 is here maintained constant,
a change of the value of α represents a modification of the interfacial energy term2, solely.
2We here modify the interfacial energy term κ without changing the value of α2. This may be questioned because it has
been motivated that κ depends on α2. Nevertheless, it allows for the understanding of the sole effect of the interfacial
energy on the phase segregation.
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Fig. 4.5 shows the system free energy, here equal to the chemical free energy since the elastic strain
energy is not considered, for different values of κ˜, as well as the corresponding lithium concentration
profiles in the spinodal zone of the system free energy when the average lithium concentration n¯ ≈ 0.5.
As expected, increasing value of κ˜ increases the total system free energy and broadens the interfacial
0 0.5 1−0.2
−0.15
−0.1
−0.05
0
average lithium concentration n¯
ch
em
ic
a
l
fr
ee
en
er
g
y
Ψ˜
ch
 
 
Mean field
Maxwell construction
κ˜ = 1 · κ˜0
κ˜ ≈ 2.0 · 103 · κ˜0
κ˜ ≈ 1.6 · 104 · κ˜0
κ˜ ≈ 2.0 · 105 · κ˜0
κ˜ ≈ 2.1 · 105 · κ˜0
(a) Equilibrium free energy as function of the average
lithium concentration n¯ for different values of κ˜.
0 0.5 10
0.2
0.4
0.6
0.8
1
r/r0
li
t
h
iu
m
c
o
n
c
e
n
t
r
a
t
io
n
n
 
 
κ˜ = 1 · κ˜0
κ˜ ≈ 2.0 · 103 · κ˜0
κ˜ ≈ 1.6 · 104 · κ˜0
κ˜ ≈ 2.0 · 105 · κ˜0
κ˜ ≈ 2.1 · 105 · κ˜0
(b) Lithium concentration profiles n for dif-
ferent values of κ˜ when n¯ ≈ 0.5.
Figure 4.5: Influence of the parameter κ˜ on the system free energy as well as on the lithium
concentration profiles at equilibrium.
layer between the two different lithium concentration phases. For the chosen mean-field free energy
parameters, α1 = 2.5 and α2 = −5.2, the phase segregation is even suppressed when
κ˜ > κ˜c = αc κ˜0 =
αc κ0
kBT
1
r20
(4.5)
(4.6)
where αc is a numerical value found to be equal to αc ≈ 2.1 ·105. In fact, for κ˜-values above the critical
interfacial energy term κ˜c, building a phase boundary costs the system more energy than remaining in
a homogeneous lithium concentration state.
At fixed temperature and given value of κ = ακ0, the occurence or absence of phase segregation
appears to be solely governed by the particle radius r0, according to Eq. (4.4). Hence, the critical
interfacial energy term κ˜c introduced in Eq. (4.5) can be related to a critical particle radius defined as
rc =
√
κ
kBT κ˜c
.
The critical particle radius rc specifies a length scale below which phase segregation cannot arise
in the spherical particle. Its representation as function of κ/kBT is shown in Fig. 4.6. Indeed, in
particles of radius smaller than the critical radius, the proportion of interfacial layers becomes too
important compared to the homogeneous regions so that the free energy of the phase-segregated states
is always larger than the free energy of the homogeneous states related to the same average lithium
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Figure 4.6: Critical radius rc as function of the interfacial parameter κ/kBT . The red point
represents a cathodic particle of radius r0 = 1µm and of interfacial parameter equals
κ0/kBT .
concentration, that consequently hold in the system. With κ = κ0 as realistic value, a critical radius
of some nanometers is obtained.
4.1.3 Effect of the elastic strain energy term
The elastic strain energy Ψes contributes to the total system free energy by
Ψes =
∫
V0
dV
a30
a30
2
εelij Cijkl ε
el
ij
which is inserted into Eq. (4.1) to obtain the elastic strain energy per interstitial site and per unit of
kBT ,
Ψ˜es =
3a30
2kBT
∫ 1
0
dr˜ εelij Cijkl ε
el
ij . (4.7)
For an isotropic material, according to Eqs. (3.42) - (3.43) and to Eq. (3.40), the above equation reads
Ψ˜es =
3a30
2kBT
∫ 1
0
dr˜
(
λ2Tr
2 (ε) + 2λ1Tr
(
ε2
)
+ 4λ1
(
ε212 + ε
2
23 + ε
2
31
)
− Ω˜0λ (n− n0)
(
2 Tr (ε)− Ω˜0 (n− n0)
))
,
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which simplifies to
Ψ˜es =
3a30
2kBT
∫ 1
0
dr˜
(
λ2 (εr + 2εt)
2 + 2λ1
(
ε2r + 2ε
2
t
)
− Ω˜0λ (n− n0)
(
2 (εr + 2εt)− Ω˜0 (n− n0)
))
,
for a spherically symmetric particle model. Using the definitions, Eqs. (3.83) - (3.84), the elastic strain
energy Ψ˜es is then given by
Ψ˜es =
3a30
2kBT
E
∫ 1
0
dr˜
(
ν (εr + 2εt)
2
(1− 2ν)(1 + ν) +
(
ε2r + 2ε
2
t
)
(1 + ν)
− Ω˜0(ν + 1) (n− n0)
3(1− 2ν)(1 + ν)
(
2 (εr + 2εt)− Ω˜0 (n− n0)
))
. (4.8)
From Eq. (4.7) it clearly appears that, due the positive definiteness of the stiffness tensor C, the
elastic strain energy is a quadratic form in the elastic strains εelij = εij − εLiij . It means that the elastic
strain energy is always positive and vanishes only if
εij = ε
Li
ij .
In a system of spherical symmetry, this condition is equivalent to a set of three equalities,
εr(r) = εt(r) = ε
Li(r) ≡ Ω˜0
3
(n(r)− n0), for 0 ≤ r ≤ 1, (4.9)
which can be fulfilled at equilibrium provided that the lithium concentration is homogeneous over the
entire system. Otherwise, in equilibrium phase-segregated states, the equalities represented by Eq. (4.9)
are not compatible. As a consequence, the elastic strain energy becomes strictly positive and prevents
the system from relaxing towards a stress-free state.
For comparison, we show in Fig. 4.7 the profiles of both the lithium concentration n and the hydro-
static stress σh obtained at equilibrium using the dilute solution model. At this place, we can see that,
as expected, the system states are homogeneous and almost stress-free.
From Eq. (4.8), we can conclude that, at fixed temperature T and given lithium concentration and
strain profiles, the elastic strain energy is proportionnal to the Young’s modulus E of the material.
Thus, at given nonhomogeneous lithium concentration profile, the elastic strain energy increases with
increasing values of the Young’s modulus. In a certain manner, varying the Young’s modulus E as the
same effect as varying the interfacial energy term κ˜. Indeed, the interfacial energy Ψ˜gd and the elastic
strain energy Ψ˜es are both quadratic forms proportional to κ˜ and E, respectively. If the lithium con-
centration is homogeneous over the particle, their contributions to the total system free energy vanish,
and are otherwise strictly positive. Hence the energetic cost of building a phase boundary increases
with increasing values of the interfacial energy term κ˜ and the Young’s modulus E (see Fig. 4.8),
respectively. As a consequence, elevated values of these quantities suppress the phase segregation.
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(a) Profile of the lithium concentration n at equi-
librium for different average lithium concentration
n¯.
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Figure 4.7: Lithium concentration and hydrostatic stress profiles obtained at equilibrium in the
dilute solution approximation. The hydrostatic stress exhibits, independently of the
average lithium concentration n¯, a quasi-vanishing profile indicating that the elastic
strain energy is almost zero.
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Figure 4.8: Influence of the Young’s modulus E on the different contributions to the system free
energy as well as on the lithium concentration and hydrostatic stress profile.
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Differently from the effect of the interfacial energy term κ˜, varying the Young’s modulus E does not
change the thickness of the interfacial layer between the two different lithium concentration phases, but
modifies the values of the lithium concentration reached in these phases. Increasing the Young’s mod-
ulus acts so that the discrepancy in the lithium concentration between the low- and high-concentration
phases shrinks, the former increasing and the later decreasing. With
α1 = 2.5,
α2 = −5.2,
κ˜ = 100 · κ˜0,
ν = 0.3,
this discrepancy becomes zero when
E > Ec ≈ 4.0 · E0 .
Above the critical Young’s modulus Ec, building the phase boundary costs, the system, more (elastic
strain) energy than the chemical energy gained when undergoing the phase segregation. Hence, for
E > Ec, the system always remains in a homogeneous lithium concentration state.
In contrast to the critical interfacial energy term κc, the critical Young’s modulus Ec was found to be
independent of the particle size, but strongly dependent on the form of double-well chemical free energy
which is determined, at given temperature T , by the values of α1 and α2, solely. Fig. 4.9 demontrates
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Figure 4.9: Curve representing the numerically obtained critical Young’s modulus Ec in depen-
dency of the quantity α2Tref/T at constant temperature T = Tref and for α1 = 2.5.
Above this curve, the lithium concentration state is homogeneous because building the
phase boundary costs the system more energy than being in a homogeneous state. Be-
low this curve, the lithium concentration state is phase-segregated.
that the critical Young’s modulus Ec decreases when α2 grows towards α2 = −4, where, even without
consideration of the lithium-induced deformations, the phase-segregated states all are suppressed. It
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is due to the fact that, for T = Tref , the concavity zone of the mean-field free energy disappears when
α2 > −43.
In the dilute solution model introduced in Chp. 2, we analyzed in Sec. 2.2.2 the effect of the stress-
induced lithium flux Jcpr as compared to the case where this flux is neglected by setting Jcpr = 0. Within
this model, we demonstrated that the stress-induced lithium flux acts in the same way as the lithium
flux induced by gradients in the lithium concentration Jchr and thus contributes to a better lithium
ion distribution inside of the particle. In this study we saw that large stresses were induced by large
lithium concentration gradients. Thus it was also found that the hydrostatic stress was larger when
neglecting the stress-induced lithium flux.
At this place, we analyze, at equilibrium, the effect of considering or neglecting the stress-induced
lithium flux on the phase segregated states. For these two cases, Fig. 4.10 shows, at equilibrium, the
value of lithium-concentration reached in both the low- and high-lithium concentration phases. As
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Figure 4.10: Extrema of the lithium concentration n at equilibrium as function of the average
lithium concentration n¯. These values have been obtained after lithium insertion
followed by relaxation times. The minima of the lithium concentration are located at
the particle center and its maxima at the particle surface.
expected, the discrepancy between these two values is smaller when the stress-induced lithium flux is
not neglected. As for the dilute solution model, we here also argue that this flux enhances the lithium
diffusion and thus contributes to a better lithium ion distribution inside of the particle. Consequently,
as illustrated in Fig. 4.11, the hydrostatic stresses obtained when neglecting the stress-induced lithium
flux are larger than those obtained when this flux is different from zero.
3For a working temperature T = Tref < Tc, phase segregation always takes place. However, according to Eq. (3.21) of
Sec. 3.2.2, this last condition reduces to α2 > −4.
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Figure 4.11: Extrema of the hydrostatic stress σh at equilibrium as function of the average lithium
concentration n¯. These values have been obtained after lithium insertion followed by
relaxation times. The minima of the hydrostatic stresses are located at the particle
surface and the maxima at the particle center.
4.2 Dynamical behavior
4.2.1 Different contributions to the flux
In the previous section, Sec. 4.1, devoted to the study of the equilibrium states of a cathodic particle
of spherical symmetry, we argued by means of energetic considerations at equilibrium that the inter-
facial and elastic strain energies, both positive quantities, equal to zero in the homogeneous lithium
concentration states, become strictly positive when the system undergoes phase segregation. Moreover,
if their contributions to the total system free energy become too important, it has been demonstrated
that phase segregation is suppressed.
In contrast to the last section where the occurrence of phase segregation was analyzed at equilibrium,
we here examine the formation of phase-segregated states under dynamical particle unloading, e.g.
during lithium extraction at constant applied flux magnitude related to a given particle C-rate. Phase
segregation arises when the lithium flux within the particle is “anomalous”. This means that the lithium
flux instead of dragging the lithium ions from the high lithium concentration regions to the low lithium
concentration regions, acts in the opposite direction. In Sec. 2.2.2 related to the the dilute solution
model, it is obvious that the proportionality constant between the conventional diffusion flux Jcpr —
equal to D0/a30 (see Eq. (2.39)) — and the opposite of the lithium concentration gradient −∂n/∂r
is positive. On the contrary, when phase segregation arises, this proportionality constant becomes
negative. In that sense the occurrence of phase segregation can be viewed in terms of a “negative
diffusion coefficient”.
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(a) Profile of the different contributions to the dimen-
sionless diffusion coefficient D˜ch for κ˜ ≈ 1.0 · 103 · κ˜0 at
fixed average lithium concentration n¯ ≈ 0.5.
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(b) Profile of the lithium concentration n for κ˜ ≈
1.0 · 103 · κ˜0 at n¯ ≈ 0.5.
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(c) Profile of the different contributions to the dimen-
sionless diffusion coefficient D˜ch for κ˜ ≈ 2.9 · 105 · κ˜0 at
fixed average lithium concentration n¯ ≈ 0.5.
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(d) Profile of the lithium concentration n for κ˜ ≈
2.9 · 105 · κ˜0 at n¯ ≈ 0.5.
Figure 4.12: Profiles of the dimensionless diffusion coefficients, D˜mf , D˜gd and D˜ch = D˜mf + D˜gd
and of the lithium concentration at given average lithium concentration n¯ ≈ 0.5
obtained during lithium extraction at C = 25 and for two different values of κ˜: a
relatively small value κ˜ ≈ 1.0 · 103 · κ˜0 and a large value, κ˜ ≈ 2.9 · 105 · κ˜0.
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In order to separate the effect of the different flux contributions on the occurence of phase segregation,
we define
Jmfr = −D˜mf
∂n
∂r
, (4.10)
Jgdr = −D˜gd
∂n
∂r
, (4.11)
Jchr = J
mf
r + J
gd
r = −D˜ch
∂n
∂r
(4.12)
with D˜ch = D˜mf + D˜gd,
Jcpr = −D˜cp
∂n
∂r
. (4.13)
With these notations, the radial component Jr of the total lithium flux, J = Jrer, is equal to
Jr = J
ch
r + J
cp
r = −D˜
∂n
∂r
(4.14)
with D˜ = D˜cp + D˜ch.
Note that, at equilibrium, the total lithium flux vanishes. Hence, the analysis of the effect of the
different contributions to the total lithium flux on the occurence of phase segregation has to be done
out of equilibrium. We here first neglect the effect of the stress-induced lithium flux and set Jcpr = 0.
Fig. 4.12 shows, for two different κ˜-values, the profile of both D˜mf and D˜gd as well as of D˜ch =
D˜mf + D˜gd at the particular time when the average lithium concentration n¯ ≈ 0.5 is located in the
“spinodal zone” of the mean-field free energy. For the smallest value of κ˜, e.g. κ˜ ≈ 1.0 · 103 · κ˜0, the
obtained lithium concentration state (Fig. 4.12(b)) is phase-segregated whereas, for the largest value of
κ˜, e.g. κ˜ ≈ 2.9 ·105 · κ˜0, the obtained lithium concentration state (Fig. 4.12(d)) is almost homogeneous4.
Theses κ˜-values have been chosen large enough to ensure that the phase boundary between the low-
and large-concentration phases are not too thin, hence preventing from the occurence of numerical
problems.
The dimensionless diffusion coefficient D˜mf , derived from the mean-field free energy Ψmf , is at the
origin of phase segregation. Indeed, this term given by
D˜mf = α2
Tref
T
n(1− n) + 1,
according to Eq. (3.80) and the definition of Eq. (4.10), is negative when
n(1− n) > − 1
α2
T
Tref
.
From the theoretical considerations of Sec. 3.2.2, it is clear that the values of n which fulfill this inequal-
ity would be located in the unstable “spinodal zone” of the mean-field free energy if the lithium concen-
tration state could be homogeneous over the entire system. In Fig. 4.12(a) as well as in Fig. 4.12(c),
it can be shown that, as expected, negative local values of the dimensionless diffusion coefficient D˜mf
solely arises in the region where the phase boundary is built. There, the lithium concentration profile
smoothly varies from its low lithium concentration state to its high lithium concentration state and,
4The lithium concentration profile shown here does not correspond to an equilibrium state. But it is worth noting that
such a state would relax towards a homogeneous state.
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consequently, at this place the dimensionless diffusion coefficient D˜mf exhibits negative values. As seen
in Sec. 4.1.2 and as also illustrated in Fig. 4.12(b) - 4.12(d), for large values of κ˜, the phase boundary is
more extended than for small values of κ˜. Thus, the proportion of regions with negative dimensionless
diffusion coefficient D˜mf is more important for κ˜ = 2.9 · 105 than for κ˜ = 1.0 · 103, as it can be seen in
a comparison between Fig. 4.12(a) and Fig. 4.12(c).
We then turn to the analysis of the sign of the dimensionless diffusion coefficient D˜gd equal to
D˜gd = −κ˜n(1− n)
(
− 2
r2
∂n
∂r
+
1
r
∂2n
∂r2
+
∂3n
∂r3
)(
∂n
∂r
)−1
,
according to Eq. (3.81) and to the definition of Eq. (4.11). The analytical study of the sign of D˜gd is
not straightforward. Nevertheless, from this expression, we can conclude that D˜gd has to vanish in the
regions where the lithium concentration gradients vanish, e.g. far away from the phase boundary. The
D˜gd-profiles shown in Fig. 4.12(a) and Fig. 4.12(c) corroborate this assertion. In Sec. 4.1.2, we demon-
strate that the interfacial energy term Ψgd acts to suppress phase segregation because building lithium
concentration gradients into the particle adds to the total system free energy Ψ an energetic penalty.
Thus it is expected that the dimensionless diffusion coefficient D˜gd contributes to the suppression of
phase segregation. Indeed, the curves of D˜gd shown in Fig. 4.12(a) and Fig. 4.12(c) exhibit positive
values in the region where the phase boundary is built. Note that, towards relaxation, the lithium flux,
Jgd = κ˜ n(1− n)︸ ︷︷ ︸
>0
∇ (∆n) ,
according to Eq. (3.79) and to Eq. (4.11), acts in order to diminish the curvature of the lithium
concentration profile and not to diminish the lithium concentration gradient as it could be intuitively
thought at the first glance. For large κ˜-values the phase boundary is more extended than for small
κ˜-values, thus the proportion of regions where the dimensionless diffusion coefficient D˜gd is strictly
positive (significantly above zero) is more important for κ˜ = 2.9 · 105 than for κ˜ = 1.0 · 103, as
illustrated in Fig. 4.12(a) and in Fig. 4.12(c).
We then consider a nonvanishing stress-induced lithium flux, i.e. Jcpr 6= 0. At this place, we analyze
the effect of this flux on the dynamical phase-segregated states. In the dilute solution approach, it was
demonstrated that D˜cp > 0 (see Sec. 2.2.2). We thus concluded that the stress-induced lithium flux
enhanced lithium diffusion from the high lithium concentration regions to the low lithium concentration
regions. Because, the dimensionless diffusion coefficient D˜cp has the same expression in phase-field
modeling as in the dilute solution model, it is expected that, also in phase-field modeling, the stress-
induced lithium flux contributes to the lithium ion homogenization over the particle.
Figs. 4.13(a) - 4.13(c) show at fixed average lithium concentration n¯ ≈ 0.5 located in the “spinodal
zone” of the mean-field free energy, the profiles of dimensionless diffusion coefficient D˜cp for two different
Young’s modulus values. For the smallest Young’s modulus value, i.e. E = 1.0 · E0, the lithium
concentration state is phase-segregated whereas, for the largest Young’s modulus value, i.e. E = 5.0·E0,
the lithium concentration state is almost homogeneous5. As expected, for both values of the Young’s
modulus, the dimensionless diffusion coefficient D˜cp is strictly positive over the entire particle. Such
a behavior is consistent with the results obtained using the dilute solution model (see Sec. 2.2.2), but
also with the results obtained in Sec. 4.1.3 where we found that the elastic strain energy Ψes, in case
5The lithium concentration profile shown here does not correspond to an equilibrium state. But it is worth noting that
such a state would relax towards a homogeneous state.
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of phase segregation, always adds to the system free energy Ψ an energetic penalty and thus acts to
homogenize the lithium concentration state over the entire particle.
As compared to the case where Jcpr = 0 from Fig. 4.12(a), considering a nonvanishing stress-induced
lithium flux, as illustrated in Fig. 4.13(a), diminishes the amplitude of the variation of the dimen-
sionless diffusion coefficient D˜gd. This is also a possible explanation why the discrepancy between
the lithium concentration values reached in the two different phases decreases for nonvanishing stress-
induced lithium flux as compared to the case where Jcpr = 0. Note that, within the phase boundary, for
E = 5.0 ·E0, the total dimensionless diffusion coefficient D˜ becomes significantly positive, whereas, for
E = 1.0 ·E0, it is almost zero. This may indicate that, for E = 5.0 ·E0, the system would relax towards
a homogeneous state instead of a phase-segregated state like it would be the case for E = 1.0 ·E0 (see
Sec. 4.1.3).
The profiles of the dimensionless diffusion coefficients shown in the previous part of this section all
have been obtained during lithium extraction at a relatively large applied flux magnitude (C = 25)
which presents the advantage of avoiding too small lithium concentration gradients and consequently
allows for the numerical evaluation of the different dimensionless diffusion coefficient contributions6.
Nevertheless, large applied flux magnitudes may override the fact that the total dimensionless coefficient
D˜ = D˜ch + D˜cp has the possibility to become equal to zero, especially at the particular time when the
phase boundary separating the two different lithium-concentration phases is about to be built.
Fig. 4.14(a) and Fig. 4.14(c) show, at fixed average lithium concentration n¯ ≈ 0.5, for varying applied
flux magnitudes, the profiles of the total dimensionless coefficient D˜ in two different cases regarding
the values of α2. For α2 = −4.2 and E = E0 > Ec(α2Tref/T ) (see Fig. 4.9 of Sec. 4.1.3), even at low
applied flux magnitudes, D˜ = D˜ch + D˜cp never reaches zero. This suggests that the phase-segregated
states are not stable and may explain why the system, instead of relaxing towards a phase-segregated
state, will relax towards a homogeneous state.
On the contrary, for α2 = −5.2 and E = E0 < Ec(α2Tref/T ) (see Fig. 4.9 of Sec. 4.1.3), at low applied
flux magnitude, the dimensionless diffusion coefficient D˜ becomes equal to zero indicating the fact that
the phase-segregated states are stable states. The lithium concentration states obtained for α2 = −4.2
reveal under particle unloading at large applied flux magnitudes, phase-segregated-like profiles, as
illustrated in Fig. 4.14(b). This behavior is correlated with the minimum of the dimensionless diffusion
coefficient D˜ that locally hinders lithium diffusion. Because this minimum is strictly positive, it does
not prevent the lithium ions from diffusing from the high lithium concentration regions towards the low
lithium concentration regions but only makes this diffusion slower because, at this place, the diffusion
coefficient becomes smaller.
Thus, as illustrated in Fig. 4.14(a), at low applied flux magnitudes, this minimum tends to disappear
and, as seen in Sec. 4.1.3, in the limit case of equilibrium, the lithium ion distribution is completely
homogeneous over the entire particle. Note that, at relatively low applied flux magnitude, the diffusion
coefficient D˜ seems to be divergent (see Fig. 4.14(c)). This divergence is obviously not physical and is
due to the fact that, at some spatial location, the lithium flux Jr and the lithium concentration gradient
∂n/∂r are both almost zero which makes the evaluation of the dimensionless diffusion coefficient, equal
to the ratio of this two quantities, numerically unstable.
6Note that, at this place, the dimensionless diffusion coefficient are numerically evaluated through division of the
considered flux contribution by the lithium concentration gradient.
92
4.2 Dynamical behavior
0 0.5 1−0.5
0
0.5
1
r/r0
d
im
en
si
o
n
le
ss
d
iff
u
si
o
n
co
effi
ci
en
t
 
 
D˜mf
D˜gd
D˜ch = D˜me + D˜gd
D˜cp
D˜ = D˜ch + D˜cp
(a) Profile of the the different contributions to the total
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(b) Profile of the lithium concentration n for E =
1.0 · E0 at n¯ ≈ 0.5.
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(c) Profile of the the different contributions to the total
dimensionless diffusion coefficient D˜ for E = 5.0 ·E0 at
fixed average lithium concentration n¯ ≈ 0.5.
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(d) Profile of the lithium concentration n for E =
5.0 · E0 at n¯ ≈ 0.5.
Figure 4.13: Profiles of the dimensionless diffusion coefficients, D˜mf , D˜gd, D˜ch = D˜mf + D˜gd,
D˜cp, D˜ = D˜ch + D˜gcp and of the lithium concentration n at given average lithium
concentration n¯ ≈ 0.5 obtained during lithium extraction at C = 25 and for two
different values of the Young’s modulus: E = 1.0 · E0 and E = 5.0 · E0. The
interfacial energy term has been chosen equal to κ˜ ≈ 1.0 · 103 · κ˜0 to enable the
occurence of phase segregation from the “chemical point of view”.
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(a) Profiles of the dimensionless diffusion coefficient D˜
at given average lithium concentration n¯ ≈ 0.5 for α2 =
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(b) Lithium concentration profiles n at given average
lithium concentration n¯ ≈ 0.5 for α2 = −4.2.
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(c) Profiles of the dimensionless diffusion coefficient D˜
at given average lithium concentration n¯ ≈ 0.5 for α2 =
−5.2.
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(d) Lithium concentration profiles n at given average
lithium concentration n¯ ≈ 0.5 for α2 = −5.2.
Figure 4.14: Profiles of the dimensionless diffusion coefficient D˜ and of the lithium concentration
n at given average lithium concentration n¯ ≈ 0.5 for two different values of α2, α2 =
−4.2 and α2 = −5.2. These profiles are shown for varying applied flux magnitude
corresponding to different C-rates.
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4.2.2 Effect of the phase segregation on the stresses
In Sec. 2.2.2 we analyze, in the dilute solution approach, the effect of a nonvanishing stress-induced
lithium flux, Jcpr 6= 0, on both the lithium concentration and hydrostatic stress profiles. The same study
was performed in Sec. 4.1.3 regarding the equilibrium states obtained using the phase-field model. As
compared to the case where this flux is neglected, Jcpr = 0, we found that the stress-induced lithium
flux enhances the lithium diffusion from the high lithium concentration regions to the low lithium
concentration regions and thus acts “against” phase-segregation.
The consideration of this flux may also influence the phase-segregated states obtained under dynam-
ical particle unloading, as illustrated in Fig. 4.15.
In Fig. 4.15(a), we observe that the discrepancy between the high-concentration phase in the particle
core and the low-concentration phase in the outer shell of the particle is lower in the case where
Jcpr 6= 0 than in the case where Jcpr = 0. We further note that the high-concentration phase located
in the particle core does not feel the effect of the lithium flux applied at the particle surface, on the
contrary to the low-concentration phase which is located in the outer shell of the particle and is more
influenced by the applied lithium flux. Indeed, while the lithium concentration is almost homogeneous
in the high-concentration phase, it exhibits a nonnegligible gradient in the low-concentration phase. At
this place, we remark that the nonzero applied lithium flux at the particle surface contributes to move
the phase boundary towards the particle center.
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(a) Lithium concentration profiles.
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(b) Hydrostatic stress profiles.
Figure 4.15: Profiles of the lithium concentration n and of the hydrostatic stress σh obtained
during lithium extraction at C = 3.8. The solid blue lines and the dashed red lines
have been obtained using a phase-field model (α2 = −5.2) with Jcpr = 0 and Jcpr 6= 0,
respectively.
Regarding the hydrostatic stresses, shown in Fig. 4.15(b), it is not surprising to observe that they are
more elevated when Jcpr = 0 than in case of a nonvanishing stress-induced lithium flux, Jcpr 6= 0. We
also demonstrate in Fig. 4.16 that, independently of the applied flux magnitude, the maximum of the
hydrostatic stress magnitude obtained during both lithium extraction and insertion is always higher
when the stress-induced lithium flux is zero than when it is different from zero. Note that, for these
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Figure 4.16: Maximum values of the hydrostatic stress magnitude reached during lithium extrac-
tion and insertion as a function of the ratio Cr0/3600D0 at given particle radius
r0 = 1µm. These curves have been obtained using the phase-field model with fixed
interaction term α2 = −5.2. For Jcpr = 0, the obtained hydrostatic stress magnitudes
are larger than for Jcpr 6= 0.
two cases, the behavior of the hydrostatic stress maximum is qualitatively the same. The analysis of
this behavior in dependency of the applied flux magnitude follows at the end of this section.
In Sec. 4.1.3, we demonstrate that, at given κ˜-value, the occurrence of equilibrium phase-segregated
states strongly depends on the Young’s modulus E of the host material as well as on the term α2
representing the strength of the attractive interaction between two nearest-neighboring lithium ions.
At given Young’s modulus E = E0, we show that, for α2 = −5.2, Ec(α2T/Tref) > E0 whereas,
for α2 = −4.2, Ec(α2T/Tref) < E0. Thus, for α2 = −5.2, there exist equilibrium (stable) phase-
segregated states, whereas, for α2 = −4.2, the equilibrium (stable) system states all are homogeneous.
Nevertheless, in Sec. 4.2.1, for α2 = −4.2, phase-segregated-like states could be exhibited. These states
were obtained during dynamical particle unloading at relatively large applied flux magnitude. Their
lithium concentration profiles present a gradient significantly different from zero. Hence such phase-
segregated-like states may also give rise to large stresses within the particle. In Fig. 4.17, we show, for
α2 = −5.2 as well as for α2 = −4.2, the profiles of the lithium concentration n and of hydrostatic stress
σh obtained during both lithium insertion and extraction at constant applied flux magnitude, C = 3.8.
For comparison, the results obtained by means of the dilute solution model also are shown.
As expected, far away from the nucleation and spinodal zones of the mean-field free energy when
n¯  1 or 1 − n¯  1 , both the lithium concentration and hydrostatic stress profiles obtained using
the phase-field model show a good agreement with those obtained by means of the dilute solution
model. However, in the spinodal zone and even in the nucleation zone, these profiles exhibit significant
discrepancies depending on the considered model.
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(a) Lithium concentration profiles obtained during
lithium insertion.
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(b) Hydrostatic stress profiles obtained during lithium
insertion.
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(c) Lithium concentration profiles obtained during
lithium extraction.
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(d) Hydrostatic stress profiles obtained during lithium
extraction.
Figure 4.17: Profiles of the lithium concentration n and of the hydrostatic stress σh obtained during
both lithium insertion and extraction at C = 3.8 at fixed particle radius r0 = 1µm.
The solid blue lines and the dashed red lines are related to the phase-field model with
α2 = −5.2 and α2 = −4.2, respectively. The dash-dotted black lines correspond to
the dilute solution model. Compared to the hydrostatic stresses reached in phase-field
modeling, the hydrostatic stresses reached in the dilute solution model, are very low.
Thus their representations are overlapped by the curves belonging to the homogeneous
states obtained using the phase-field model.
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In the dilute solution approach, it has been demonstrated in Sec. 2.2.2 that only large applied flux
magnitudes, i.e. Cr20/3600D0 > 8.8, which drive the system significantly far away from equilibrium,
give rise to large concentration gradients and consequently, to large stress magnitudes. The curves
shown in Fig. 4.17 all have been obtained at given C-rate, C = 3.8. For the considered particle radius,
r0 = 1µm, the ratio Cr20/3600D0 ≈ 0.15  8.8. In that case, both the flux driven by gradient in
the chemical potential and the stress-induced lithium flux act in the same direction rapidly enough to
homogenize the lithium ion distribution within the particle. Thus, the lithium concentration profiles
do no present large concentration gradients and, consequently, the hydrostatic stress profiles exhibit
relatively low magnitude values.
In contrast to the dilute solution model, it was shown in the previous section (Sec. 4.2.1) that
the phase-field model with α2 = −4.2 exhibits, under dynamical particle loading and unloading at
relatively large applied flux magnitude, phase-segregated-like lithium concentration states. Such a
behavior was linked to the minimum of the dimensionless diffusion coefficient D˜ which locally slows
down the lithium ion diffusion from the high to the low lithium concentration regions. Near to this
minimum, the gradient in the lithium concentration becomes maximal which explains the fact that the
hydrostatic stress magnitudes reach larger values than those obtained by means of the dilute solution
model.
Finally, as expected from the computation of the equilibrium states the lithium concentration profiles
obtained using the phase-field model with α2 = −5.2, exhibit phase segregation since the average
lithium concentration attains the nucleation and spinodal zones of the mean-field free energy. In these
zones, the lithium concentration gradients, higher than in the two other models, give arise to much
larger stress magnitudes than those obtained using the dilute solution model and the phase-field model
with α2 = −4.2, respectively. Due to the α2-value, the dimensionless diffusion coefficient D˜ may vanish
when, at least, the spinodal zone of the mean-field free energy is reached, and consequently always drives
the system in phase-segregated states even at equilibrium, on the contrary to the phase-field model
with α2 = −4.2. For this reason, as also illustrated in Fig. 4.18, even at low applied flux magnitudes,
the stress magnitudes present values that are significantly larger than those obtained using the dilute
solution model and the phase-field model with α2 = −4.2, respectively.
Fig. 4.18 shows, during both lithium extraction and insertion, for the two different phase-field models
(α2 = −4.2 and α2 = −5.2) as well as for the dilute solution model, the maximum hydrostatic stress
magnitude reached at some position in the cathodic particle during lithium extraction versus the ratio
Cr20/3600D0. These curves have been computed for two different particle radii and when varying
the applied flux magnitude corresponding to a given C-rate. Like for the dilute solution model, the
maximum value of the hydrostatic stress magnitude is a function of the ratio Cr20/3600D0 only7. Both
phase-field models exhibit three different regimes.
In the first one, referred to as regimes 1 and 1’ , respectively, depending on the considered phase-field
model, the applied flux magnitude is low and the maximum value of the hydrostatic stress magnitude
grows when increasing the applied C-rate. In this regime, the maximum hydrostatic stress magnitude
is reached, for both phase-field models, at the particle center at the end of the phase segregation just
before the system transforms back to the homogeneous state.
In the second regime, denoted by regimes 2 and 2’ , respectively, the increase of the product Cr20 in
comparison with the diffusion coefficient D0 induces, during lithium extraction from the particle, the
complete lithium depletion near the surface of the particle before the system has arrived back at the
7This is true provided that the interfacial energy contributes to the total system free energy as a negligible quantity
compared to the other energetic contributions.
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Figure 4.18: Comparison of the maximum values of the hydrostatic stress magnitude reached dur-
ing both lithium extraction and insertion as a function of the ratio Cr20/3600D0 for
two different particle radii. The curves shown here are related to both the dilute
solution model and to the phase-field model (α2 = −5.2 and α2 = −4.2).
homogeneous state and the maximum value of the hydrostatic stress is attained at the time when the
stop condition8 is reached at the particle surface.
Finally, in the last regimes referred to as 3 and 3’ , respectively, at high applied flux magnitudes,
the maximum value of the hydrostatic stress is not attained at the particle center like in the two other
regimes, but at the surface of the particle, just after the phase segregation happened. Indeed, during
lithium extraction, near the particle surface, due to the phase segregation, as well as to the large applied
C-rate, the lithium concentration reaches its minimum allowed value before the high-concentration
phase has been formed in the core of the particle. As a consequence, concentration and, thus, stresses
in the core have not changed much compared to before phase segregation was initiated. The system
state is so that the particle core made of high-concentration phase is in mechanical equilibrium with a
very thin shell made of low-concentration phase located near the particle boundary. Thus, in the core,
the arising stresses, spatially better distributed than in the shell, are lower than in the shell.
4.2.3 Coupling with the dualfoil model
Similarly to Sec. 2.3.1, instead of considering one single cathodic particle entirely decoupled from the
battery, we now consider an assembly of spherical particles that represent the cathodic material. These
particles couple with each other via the flux holding at their surface whose component normal to the
particle surface satisfies the Butler-Volmer relation, Eq. (2.73).
But, differently from the dualfoil model introduced in Sec. 2.3.1 where the lithium diffusion into the
anodic and cathodic particles is described by means of the dilute solution theory, the cathodic particles
8The stop condition is fulfilled when n
∣∣∣
r=r0
= 0, according to Eq. (2.21).
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here possibly undergo phase segregation.
Nonconstant lithium flux at the cathodic particle surface
Fig. 4.19 shows the time-dependent lithium flux magnitude that enters three particles located at dif-
ferent positions in the cathode, as well as their constant values averaged over time.
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Figure 4.19: Surface flux over time during battery discharging (C = 2) at three different spatial
locations: near the separator (blue curves), at the middle of the cathode (red curves)
and close to the current collector (black curves). The parameter d refers to the
distance of the considered cathodic particle to the separator region expressed relatively
to the cathode dimension Lcath = 183µm. The dashed and solid lines respectively
are the time-dependent normal flux Jan at the particle surface and its value averaged
over time.
The time-dependent flux magnitudes holding at the surface of these particles are similar in that they
all exhibit a peak that however occurs at different times depending on the particle locations. This
peak first concerns the particle near to the separator region, then the particle in the middle of the
cathode and, finally, the particle close to the current collector at the interface between the cathode and
the external circuit. When the flux magnitude peak arises, it can be shown that the cathodic particle
starts the phase segregation. The lithium flux magnitude peak is followed by a minimum where the
lithium flux at the particle surface becomes, during a short time, negative. It means that just after
phase segregation has begun within a particle, lithium ions are released from the particle. This flux
then slowly decreases to stabilize around a small but positive value indicating that lithium ions are
inserted again into the particle.
This result may be explained by the Butler-Volmer relation that governs the lithium flux holding at
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the particle surface,
Jan = −Ja · n = −J0
(
exp
(
eη
2kBT
)
− exp
(
− eη
2kBT
))
≈ −J0
(
eη
kBT
)
if
eη
2kBT
 1 (fullfilled in our model), (4.15)
which further implies that the lithium flux magnitude at the particle surface is determined by the
product of the exchange flux magnitude J0 and of the overpotential η.
Fig. 4.20 shows, over time, the variation of these two quantities for different cathodic particles. From
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(a) Exchange flux versus time.
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Figure 4.20: Exchange flux J0 and overpotential η over time at different spatial locations in the
cathode during battery discharging at C = 2. The negative of the overpotential,
−η, exhibits the same variation as the flux Jan holding at the particle surface, see
Fig. 4.19 for comparison.
these curves, it appears that the behavior of the lithium flux Jan holding at the particle surface is
governed by the overpotential η, defined as
η = φs − φl − Eoc,cath, (4.16)
according to Eq. (2.74). Indeed, as seen by comparing Fig. 4.20(b) to Fig. 4.19, the negative of the
overpotential, −η, exhibits the same profile as the lithium flux magnitude Jan.
Before the beginning of phase segregation in a given particle at the cathode, the overpotential η < 0
at the cathode exhibits a decrease. Once phase segregation has been initiated, the overpotential rapidly
increases to become (anomalously) positive. It finally decreases and becomes almost constant equal to
a small negative value.
The understanding of the time-dependent behavior of η is complicated. In correlation with the
formation of a phase-segregated state within a given cathodic particle, the voltage φs obtained in the
solid phase of the cathode, as we shall see in the following, drastically diminishes. It may be due
to the fact that, for the macroscopic battery model, the relevant microscopic quantity is the lithium
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concentration at the surface of the particles9. During battery discharging, the phase-segregated state
is such that the cathodic particle outer shell is made of high-concentration phase. At the macroscopic
battery scale, such a state is analogous to a homogeneous high-lithium-concentration state. Thus, the
voltage holding there has the same value as the one corresponding to a particle with homogeneous
lithium concentration equal to the value of the lithium concentration holding in the high-concentration
phase. In that sense, at the macroscopic battery scale, the cathodic particle seems to contain more
lithium than it contains in reality.
This may qualitatively explain why the voltage φs significantly drops just after the initialization
of phase segregation within the cathodic particles but it does not completely account for the sudden
increase of the overpotential η occuring at the same time. Let us, at this place, remark that the system
is at equilibrium if, at the surface of each particle, η = 0 is satisfied. Once this relation is fulfilled,
the system remains in the corresponding state. According to Eq. (4.16), this equilibrium condition
indicates that the voltage φs in the solid phase will follow the same behavior as the sum of the voltage
φl in the liquid phase and the open-circuit voltage Eoc,cath that depends on the lithium concentration
at the particle surface. One can see in Fig. 2.10(b) that the open-circuit voltage Eoc,cath at the cathode
exhibits a sudden drop when the lithium state of charge, also equal to the lithium concentration at
the particle surface, x ≈ 0.5. Once phase segregation is initiated within a given particle, the lithium
concentration at its surface rapidly increases. When the surface concentration ns ≈ 0.5, the open-
circuit voltage Eoc,cath strongly drops. In order to reestablish a situation as near as possible to the
“equilibrium” situation of the system, the voltages in both the solid and liquid phases are modified such
that this drop becomes compensated. The response of the system however occurs with a certain delay
during which the overpotential η is governed by the negative of the open-circuit voltage −Eoc,cath. This
may explain why the overpotential η strongly increases. After this delay, the voltage φs in the solid
phase has significantly dropped and the overpotential η becomes negative again.
We finally analyze the effect of a realistic time-dependent flux applied at the surface of a single
particle, as compared to the case of a constant applied flux. Fig. 4.21 shows both the lithium con-
centration and hydrostatic stress profiles within a spherical cathodic particle located in the middle of
the cathode where, on the one hand, the time-dependent lithium flux magnitude (dashed red lines of
Fig. 4.21) holds at its surface, and, on the other hand, an averaged constant flux magnitude (solid
blue lines of Fig. 4.21) is applied there. A comparison between these two cases has demontrated (not
shown here) that, once the lithium concentration, due to the initialization of the phase segregation,
reaches at the particle surface ns ≈ 0.5, the possibility to insert lithium ions into the cathodic particle
becomes very limited. Due to the Butler-Volmer relation, the time-dependent flux holding at the par-
ticle surface rapidly decreases to become almost zero allowing for the formation of a quasi-equilibrium
phase-segregated state in the single cathodic particle.
As a consequence and differently from the dualfoil model based on the dilute solution theory for the
lithium ion diffusion into the single cathodic particles, as seen in Fig. 4.21(b), the hydrostatic stress
magnitudes reached, during the battery discharching, in a single particle embedded in the cathode,
becomes not as elevated as those attained when applying the constant average flux magnitude at the
particle surface.
9The sole microscopic quantity that explicitely appears in the macroscopic model is the lithium concentration at the
surface of the particle. This quantity enters in the macroscopic model via both the open-circuit voltage Eoc and the
exchange flux J0, see Eq. (2.75) and Fig. 2.10 of Sec. 2.3.1.
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(a) Lithium concentration profiles.
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(b) Hydrostatic stress profiles.
Figure 4.21: Lithium concentration and hydrostatic stress profiles within a cathodic particle located
in the middle of the cathode (d = 0.5 · Lcath) during battery discharging at C = 2.
The dashed red lines correspond to the case where a time-dependent flux, obtained
through the Butler-Volmer relation Eq. (2.73) by means of the dualfoil model, holds
at the single particle surface. On the contrary, the solid blue lines are obtained by
application of a constant lithium flux at the particle surface corresponding to the
average value of the time-dependent lithium flux.
Many-particle states
As illustrated in Fig. 4.19, during battery discharging, once a cathodic particle has undergone phase
segregation, the flux magnitude at its surface rapidly decreases to increase at the surface of a neighboring
particle located closer to the current collector and so on until all cathodic particles have undergone the
phase segregation.
Thus, combined with the Butler-Volmer relation as flux boundary condition for the single particles,
using the phase-field model to describe the lithium ion diffusion into the cathodic particles leads to
a behavior where the phase segregation is successively initiated in all these particles. Such a many-
particle behavior is however at the opposite of the behavior reported in Ref. [120] where a conservation
law of Fokker-Planck type is used to describe the time-evolution of the granular cathode. This aspect
of the model response needs further investigations.
We then conclude that, due to the Butler-Volmer relation, the lithium insertion into particles that
already exhibit a phase-segregated state is hindered once particles still exist in the cathode that have
not undergone phase segregation. Consequently, as shown in Fig. 4.22, after all the cathodic particles
have reached a phase-segregated state, they may relax towards the same equilibrium phase-segregated
state. This many-particle equilibrium state is rather different from the equilibrium cathodic state
obtained using the dilute solution model to describe the lithium intercalation into the single cathodic
particles where, at the end of the battery discharge, different homogeneous single particle states are
reached as illustrated in Fig. 2.17(c) of Sec. 2.3.3.
Further, the analysis of the Butler-Volmer relation previously done in this section has shown that the
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Figure 4.22: Lithium concentration and hydrostatic stresses profiles in the cathode at the end of
the relaxation time when the cathodic state of charge x ≈ 0.35. The many-particle
state shown here has been obtained during the battery discharging process at C = 1.
occurence of phase segregation is correlated with a drop of the overpotential η which was suggested to
be induced by the decrease of the voltage φs at the cathode. This is confirmed by Fig. 4.23 which shows
the time-dependent battery voltage (see Fig. 4.23(a) )— equal to the voltage φs at the interface between
the cathode and the current collector10 — as well as the equilibrium battery voltage also referred to as
open- circuit voltage (see Fig. 4.23(b)).
4.3 Concentration-dependent material parameters
4.3.1 Motivation
Until now, it has been assumed that intercalating lithium ions into the host material does not have any
influence on the material parameters related to the host crystalline structure. Indeed, in all previous
simulations, not only the dimensionless partial volume Ω˜ has been considered as a material constant
equal to Ω˜0, according to Eq. (2.20) of Sec. 2.2.1, but also the Young’s modulus E0 and the Poisson
ratio ν.
Indeed, in Sec. 3.1.2, we pointed out that the lithium ions were treated as guest species that do not
induce drastic modifications of the host crystalline structure. Using this assumption, it was possible
to treat the deformations of the host material — here, solely induced by the variation in the lithium
amount — in a perturbative manner, e.g. using the linear elasticity theory. In the context of small
elastic lithium-induced deformations, we assumed that the host material parameters remain unchanged
under lithium insertion and extraction. Nevertheless, in order to account for a coupling between
the intercalated lithium ions and the host material, a constant dimensionless partial volume Ω˜0 was
introduced allowing for a linear volumetric expansion or contraction with varying lithium amount in
the host material. Further, all other host material parameters, being the Young’s modulus E0 and the
Poisson ratio ν, were assumed to be independent of the lithium concentration n.
10According to Eq. (2.76), the electronic potential φs is set equal to zero at the interface between the anode and the
current collector. Note that the electronic diffusion in the electrodes is very fast as compared to the lithium ion
diffusion within both the electrolyte and the electrode particles. As a consequence the electronic potential φs exibits
a very weak spatial dependence.
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Figure 4.23: Transient and equilibrium battery voltages obtained during both battery discharging
and charging. In the dilute solution model, lithium diffusion in the particle is modeled
by the usual Fick’s law whereas, in the phase-field model with mechanics, lithium
diffusion is described by a flux derived from the free energy functional represented by
Eq. (3.44).
However, both ab-initio calculations [121] and experimental measurements [90, 122] demonstrate
that these parameters (except for the Poisson ratio whose variation in dependency with the lithium ion
concentration is not known) are slightly dependent on the lithium amount. In this part, based on the
free energy functional formalism developed in Sec. 3.3.3, we will account for this dependence. In the
next, the concentration-dependent dimensionless partial volume and Young’s modulus are referred to
as Ω˜ [n] and E [n], respectively.
Concentration-dependent dimensionless partial volume
At this place, based on theoretical calculations [74] as well as on experimental measurements [52],
the functional Ω˜ [n], describing the dependence of the dimensionless partial volume with the lithium
amount in the host material, will be specified.
According to Eq. (2.19) of Sec. 2.2.1, the relationship between the dimensionless partial volume and
the concentration-dependent lattice parameter referred to as a [n] reads
Ω˜ [n] =
1
a30
∂a3 [n]
∂n
. (4.17)
When the volume of the sublattice unit cell available for one lithium ion, denoted by a3 [n], linearly
expands with the lithium concentration n, the dimensionless partial volume is constant equal to Ω˜0 and
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fulfills Eq. (2.20) of Sec. 2.2.1. It means that the concentration-dependent term of the lattice parameter
is proportional to 3
√
n. Indeed, for Ω˜ = Ω˜0, we insert Eq. (2.20) into Eq. (2.19) and obtain for the
lattice parameter,
acst [n] =
3
√√√√√a3i +
a3f − a3i
nf − ni
 (n− ni).
But experimental measurements [52] demonstrate that the lattice parameter expressed as a function
of the lithium concentration n is rather given by
afit [n] =
1
2
(
8.158435 + 0.033912 tanh
[
7.5434(n− 0.42606)]
+ 0.061423 tanh
[
3.1809(n− 0.78435)]), (4.18)
according to Ref. [31] where a fit of these experimental measurements11 was realized.
In our model, rather than assuming the dependence represented by Eq. (4.18), we assume in a
first step that the lattice parameter a [n] linearly depends on the lithium concentration n and fit this
dependence to the experimentally measured values at ni = 0.2 and nf = 0.995 — ai = 4.0341 A˚ and
af = 4.1141 A˚, according to the values reported in Tab. 2.1. It then formally holds
a [n] =
(
af − ai
nf − ni
)
(n− ni) + ai. (4.19)
From this expression, it obvioulsy appears that the volume of the unit cell where the lithium ions
can sit, a3 [n], is cubic with respect to the lithium concentration n. Then, according to Eq. (4.17), the
dimensionless partial volume, Ω˜ [n], becomes quadratic in n. Inserting Eq. (4.19) into Eq. (4.17), we
obtain
Ω˜ [n] =
3
a30
(
af − ai
nf − ni
)( af − ai
nf − ni
)
(n− ni) + ai
2 . (4.20)
Fig. 4.24 shows for varying lithium content in the host material both the lattice parameter (see
Fig. 4.24(a)) and the dimensionless partial volume (see Fig. 4.24(b)) obtained under the three men-
tionned assumptions regarding the dependence of the lattice parameter with the lithium concentration:
The 3
√
n-dependence that leads to a constant dimensionless partial volume, the dependence represented
by Eq. (4.18) as it is done in Ref. [31] and the linear dependence represented by Eq. (4.19), as we shall
assume it in the present work.
Concentration-dependent Young’s modulus
Ab-initio calculations performed on LMO show a very slight dependence of the Young’s modulus with
varying lithium amount in the host material [121]. However, different experimental measurements
11As compared to Eq. (25) of Ref. [31], there is a multiplicative factor 1/2 in Eq. (4.18) because the authors of Ref. [31]
consider the lattice parameter of the crystalline spinel structure equal to 2a (see Fig. 3.4(b) of Sec. 3.1.1) whereas, in
this work, the considered lattice parameter, equal to a, is the one corresponding to the approximated cubic sublattice
where the lithium ions have the possibility to sit, see Fig. 3.5 of Sec. 3.1.1.
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Figure 4.24: Representation of the lattice parameter a as well as of the quantity a30 Ω˜ in dependency
of the lithium concentration n in three different cases: For a constant dimensionless
partial volume, Ω˜ =
(
1/a30
)(
∂a3cst [n] /∂n
)
= Ω˜0, for a concentration-dependent
dimensionless partial volume obtained from a lattice parameter a = afit [n] and for
a concentration-dependent dimensionless partial volume obtained from a lattice pa-
rameter a = a [n] assumed to be linearly dependent on the lithium concentration
n.
of the Young’s modulus exhibit significant discrepancies possibly attributed to different lithium con-
tents in the host material [9]. This discrepancy may indicate that the Young’s modulus depends on
the lithium concentration n. Furthermore, theoretical calculations performed on other intercalation
materials, LixC6 [123] as well as on various forms of Li-Si alloys [124], could establish a relationship
(approximatively linear) between the Young’s modulus of the host material and the lithium amount
present inside of it. Additionally, in Ref. [125], it could be verified that the variation of the lithium
amount in LixFePO4 changes the elastic properties of this material which may be either isotropic or
anisotropic depending on the lithium content.
Regarding LMO, it could not be found in the literature whether or not the Young’s modulus depends
on the lithium concentration n. Thus, a fortiori, there was no indication on how this dependence may
appear. Nevertheless, based on the results obtained for the other intercalation materials (LixC6 and
Li-Si alloys) and according to Ref. [126, 127], we may assume that the Young’s modulus of the host
material linearly depends on the lithium concentration,
E [n] = E0
(
1 + ken
)
. (4.21)
Here E0, as usual, denotes the concentration-independent Young’s modulus of the pure host material
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whose value is reported in Tab. 2.1 of Sec. 2.2.1. In Eq. (4.21), the constant parameter ke must fulfill
ke > −1
in order to ensure the positivity of the concentration-dependent Young’s modulus.
Under lithium insertion, depending on the sign of ke, the host material may be either softened if
−1 < ke < 0 or stiffened if ke > 0. For a given ke-value, this behavior is reversed if lithium ions
are extracted instead of being inserted. If ke = 0, the Young’s modulus becomes independent of the
lithium concentration and the variations of the lithium amount into the cathodic particle has no effect
on elastic properties of the host material. Since the concentration dependence of Young’s modulus
remains controversial, no value for the parameter ke could be found in the literature. At this place, a
numerical study of the effect of ke on the system states will be performed.
4.3.2 Theory
In this part, we briefly introduce the basis of a formalism that accounts for any arbitrary dependence of
the dimensionless partial volume Ω˜ [n] and the Young’s modulus E [n] on the lithium concentration n,
provided that these two quantities both are possibly expressed as functions of the lithium concentration.
Both Eqs. (4.20) - (4.21) that specify the dependence of both the dimensionless partial volume and
Young’s modulus, respectively, are related to particular cases of the formalism introduced here.
This formalism relies on the functional form of the system free energy, Eq. (3.44), and more specif-
ically, on the elastic strain energy functional of the system, Eq. (3.40), that exclusively contains both
the Ω˜- and E-dependences. According to Eq. (3.40), the elastic strain energy of the particle, Ψes, is
given by
Ψes =
∫
V0
dV
(
ψme + ψcp
)
.
With both the Ω˜- and E-dependences, according to Eqs. (3.42) - (3.43), the energy densities, ψme and
ψcp, read
ψme =
1
2
(
λ2 [n] Tr
2 (ε) + 2λ1 [n] Tr
(
ε2
)
+ 4λ1 [n]
(
ε212 + ε
2
23 + ε
2
31
))
, (4.22)
ψcp = −1
2
Ω˜ [n] λ [n] (n− n0)
(
2 Tr (ε)− Ω˜ [n] (n− n0)
)
(4.23)
where, upon the concentration-dependent Young’s modulus, the two Lamé’s coefficients, λ1 [n] and
λ2 [n] as well as the quantity λ [n] now depend on the lithium concentration n. According to Eqs. (2.12) -
(2.14), these three parameters read
λ1 [n] =
E [n]
2 (1 + ν)
,
λ2 [n] =
2ν λ1 [n]
1− 2ν ,
λ [n] =
3λ2 [n] + 2λ1 [n]
3
.
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Following the notations of Eqs. (3.47), (3.48), (3.50) as well as of Eq. (3.49), we have
µch = a30
∂ψch
∂n
, (4.24)
µme = a30
∂ψme
∂n
, (4.25)
µcp = a30
∂ψcp
∂n
. (4.26)
With these notations, the chemical potential defined as
µ = a30
∂ψ
∂n
,
according to Eq. (3.46), is equal to
µ = µch + µme + µcp. (4.27)
Let us make some explanatory remarks regarding Eq. (4.27): According to Eq. (4.24), the chemical
potential µch is obtained from the chemical free energy density ψch, solely. Since this free energy density
term depends neither on Ω˜ [n] nor on E [n], the expression of µch remains unchanged as compared to
Eq. (3.50) obtained in a concentration-independent formalism where both the dimensionless partial
volume and the Young’s modulus have been assumed to be independent of the lithium concentration.
In phase-field modeling, its expression is given by
µch = E + UΓn+ kBT ln
(
n
1− n
)
− κ∇ · (∇n) ,
according to Eq. (3.50) whereas, in the dilute solution approach where no phase segregation is accounted
for, it reads
µch = E + kBT lnn,
according to Eq. (3.52).
The chemical potential µme derived from the energy density ψme, according to Eq. (4.25), was not
present in the concentration-independent formalism because this kind of energy density was not depen-
dent on the lithium concentration n. After insertion of Eq. (3.42) into Eq. (4.25), we obtain
µme =
1
2
(
∂λ2 [n]
∂n
Tr2 (ε) + 2
∂λ1 [n]
∂n
Tr
(
ε2
)
+ 4
∂λ1 [n]
∂n
(
ε212 + ε
2
23 + ε
2
31
))
.
Because both Ω˜ and λ are now concentration-dependent, the chemical potential µcp becomes modified
as compared to Eq. (3.49). For clarity, we define
µcp,ch = −∂Ω˜ [n]
∂n
a30 λ [n] (n− n0)
(
Tr (ε)− Ω˜ [n] (n− n0)
)
,
µcp,me = −1
2
Ω˜ [n] a30
∂λ [n]
∂n
(n− n0)
(
2 Tr (ε)− Ω˜ [n] (n− n0)
)
,
µcp,cp = −Ω˜ [n] a30 λ [n]
(
Tr (ε)− Ω˜ [n] (n− n0)
)
= −Ω˜ [n] a30 σh [n]
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where the hydrostatic stress σh now reads
σh [n] = λ [n]
(
Tr (ε)− Ω˜ [n] (n− n0)
)
. (4.28)
At this place, we recognize that
µcp = µcp,ch + µcp,me + µcp,cp. (4.29)
Note that the term µcp,cp is identical to the chemical potential µcp defined in Eq. (3.49) of Sec. 3.49,
intoduced in a concentration-independent formalism. Inserting Eq. (4.29) into Eq. (4.27), we finally
obtain
µ = µch + µme +
(
µcp,ch + µcp,me + µcp,cp
)
. (4.30)
In relation to these five different contributions to the total chemical potential µ (see Eq. (4.30)) and
based on the linearity of the Onsager relation, Eq. (3.70), we define five contributions to the total
lithium flux J . These different contributions read
Jch = −L∇µch,
Jme = −L∇µme,
Jcp,ch = −L∇µcp,ch,
Jcp,me = −L∇µcp,me,
Jcp,cp = −L∇µcp,cp
where
L =
D0n(1− n)
a30kBT
in phase-field modeling, or
L =
D0n
a30kBT
in the dilute solution approach. With these definitions, the total lithium flux J reads
J = −L∇µ
= −L∇
(
µch + µme + µcp,ch + µcp,me + µcp,cp
)
= Jch + Jme + Jcp,ch + Jcp,me + Jcp,cp.
For spherically symmetric particle model where the spherical coordinates may be used, the conservation
of lithium matter as well as the mechanical equilibrium are given by
∂
∂t
(
r2n
)
+
∂
∂r
(
a30r
2
(
Jchr + J
me
r + J
cp,ch
r + J
cp,me
r + J
cp,cp
r
))
= 0, (4.31)
∂σr [n]
∂r
+
2
r
(
σr [n]− σt [n]
)
= 0. (4.32)
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Note that, as compared to Eqs. (3.83) - (3.84), both the radial and tangential stresses exhibit an
additional dependence on the lithium concentration contained in the Lamé’s coefficients as well as in
the dimensionless partial volume,
σr [n] = 2λ1 [n] εr + λ2 [n] (εr + 2εt)− λ [n] Ω˜ [n] (n− n0) ,
σt [n] = 2λ1 [n] εt + λ2 [n] (εr + 2εt)− λ [n] Ω˜ [n] (n− n0) .
Using this formalism applied to the particular case where
Ω˜ [n] =
3
a30
(
af − ai
nf − ni
)( af − ai
nf − ni
)
(n− ni) + ai
2 ,
according to Eq. (4.20) and
E = E0(1 + ken),
according to Eq. (4.21), the calculations of the different contributions to the total lithium flux J , ie.
Jch, Jme, Jcp,ch, Jcp,me, Jcp,cp, upon the corresponding contributions to the total chemical potential
µ, ie. µch, µme, µcp,ch, µcp,me, µcp,cp, is straightforward and is not shown in details here.
4.3.3 Influence of the concentration-dependent material parameters in the dilute
solution approach
For a better understanding of the effect of both the concentration-dependent dimensionless partial
volume Ω˜ [n] and the concentration-dependent Young’s modulus E [n], we first analyze the system
states obtained by means of the dilute solution approach introduced in Sec. 2.2.
Influence of the concentration-dependent partial volume
The effect of the concentration-dependent dimensionless partial volume on the system states of a spher-
ical cathodic particle of radius r0 = 1µm in dilute solution modeling is illustrated in Fig. 4.25. At this
place, the lithium concentration and hydrostatic stress profiles obtained during lithium extraction with
a concentration-dependent dimensionless partial volume Ω˜ [n] are compared to those performed at con-
stant dimensionless partial volume equals Ω˜0. Both Fig. 4.25(a) and Fig. 4.25(b) demonstrate that, as
compared to the case of a constant dimensionless partial volume, considering a concentration-dependent
dimensionless partial volume has neither a significant effect on the lithium concentration profiles nor
on the hydrostatic stress profiles. This is not so suprising since the variation of the concentration-
dependent dimensionless partial volume are relatively small as compared to the constant dimensionless
partial volume, ∣∣∣∣∣ Ω˜ [n]Ω˜0
∣∣∣∣∣ ≤ 1.02 %.
The lithium concentration profiles obtained at both concentration-dependent and constant dimen-
sionless partial volume are exactly the same. Regarding the hydrostatic stress profiles, there is a very
good agreement between these two cases, especially at the beginning of the lithium extraction. Never-
theless, over lithium extraction, when the average lithium concentration in the particle becomes lower,
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Figure 4.25: Profiles of the lithium concentration n and of the hydrostatic stress σh obtained
during lithium extraction at C = 50 for a cathodic particle of radius r0 = 1µm using
the dilute solution model. The blue solid lines have been obtained with a constant
dimensionless partial volume Ω˜0 whereas the red dashed lines are related to the case
of a concentration-dependent partial volume Ω˜ [n].
it appears a slight discrepancy between these two cases: The hydrostatic stresses are slightly smaller
in case of a nonconstant dimensionless partial volume. Such a behavior is confirmed by Fig. 4.26(a)
which shows the maximum of the hydrostatic stresses reached during lithium extraction in dependency
with the applied flux magnitude linearly related to the applied C-rate.
Note that, in contrast to lithium extraction, the hydrostatic stresses obtained over lithium insertion
(see Fig. 4.26(b)) are slightly larger in case of a concentration-dependent dimensionless partial volume.
The discrepancy between constant and nonconstant dimensionless partial volume becomes more sig-
nificant at large applied flux magnitude. The asymmetry between lithium extraction and insertion is
probably due to the fact that the maximum of the hydrostatic stress is reached at the end of the par-
ticle unloading and loading, respectively. Thus, during lithium extraction, this maximum is attained
when the lithium concentration in the particle is quite low. In this case, according to Fig. 4.24(b),
the concentration-dependent dimensionless partial volume is lower than the constant corresponding
one, which further leads to lower hydrostatic stress values. During lithium insertion, this situation is
reversed: The maximum of the hydrostatic stress is attained when the lithium concentration in the
particle is quite high. Thus, considering a constant dimensionless partial volume leads to larger stress
values than those obtained at constant dimensionless partial volume.
Influence of the concentration-dependent Young’s modulus
The influence of the concentration-dependent Young’s modulus E [n] is illustrated in Fig. 4.27. This
figure shows both the lithium concentration and hydrostatic stress profiles obtained during lithium
extraction from a spherical particle of radius r0 = 1µm for different ke-values which are related to the
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Figure 4.26: Maximum of the hydrostatic stress magnitude reached during both lithium extraction
and insertion as a function of the ratio Cr20/3600D0 and for the two different cases
corresponding to a constant dimensionless partial volume equal to Ω˜0, on the one
hand and to a concentration-dependent dimensionless partial volume Ω˜ [n].
concentration-dependent Young’s modulus by Eq. (4.21).
Fig. 4.27(a) demonstrates that increasing the value of ke leads to an enhanced lithium ion homog-
enization in the particle. Furthermore, as shown in Fig. 4.27(b), increasing the value of ke induces
an increase of the hydrostatic stress magnitude. A possible explanation for this behavior is that, dur-
ing particle loading and unloading, the concentration-dependent Young’s modulus averaged over the
particle,
E¯ [n] = E0(1 + ken¯),
effectively enlarges when the parameter ke grows. Indeed, we saw in Sec. 2.2.2 that the stress-induced
lithium flux — proportional to the particle Young’s modulus — enhances the lithium ion diffusion, thus
contributing to a better lithium ion distribution over the cathodic particle. It is also not surprising that
the increase of the “effective” Young’s modulus, E¯ [n], upon the parameter ke, leads to an enhanced
lithium ion homogenization in the particle.
Moreover, as it is well-known from the stress-strain relation (see for example Eq. (4.28)), the stresses
are proportional to the particle Young’s modulus and thus may increase when the “effective” Young’s
modulus, E¯ [n], becomes larger.
Indeed, as shown in Fig. 4.28, the maximum of the hydrostatic stress magnitude reached during both
lithium extraction and insertion always enlarges with growing value of the parameter ke. Similarly to
the results obtained in Sec. 2.2.2, the maximum of the hydrostatic stress magnitude reached during
lithium insertion is significantly larger than the one reached during lithium extraction. For larger value
of ke, the discrepancy between lithium insertion and extraction becomes more flagrant than for smaller
value of ke: The maximum of the hydrostatic stress magnitude reached during lithium insertion is
significantly larger than the one reached during lithium extraction.
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Figure 4.27: Lithium concentration and hydrostatic stress profiles obtained during lithium extrac-
tion at C = 50. The dashed black lines are related to the case of a constant Young’s
modulus equal to E0 (ke = 0). The solid lines of different colors correspond to differ-
ent values of ke: The red and blue lines represent models computed with ke = −0.8
and ke = 1.8, respectively.
4.3.4 Influence of the concentration-dependent material parameters in phase-field
modeling
We here analyze by means of the phase-field model the influence of the concentration-dependent di-
mensionless partial volume Ω˜ [n] and Young’s modulus E [n], respectively. We study their effect on the
equilibrium as well as on the dynamical system states. For both situations, the system consists of a
spherically symmetric particle of radius r0 = 1µm. Since the consideration of concentration-dependent
material parameters only affect the elastic-strain energy and not the chemical free energy, we here qual-
itatively expect the same behaviors as those obtained in the previous section, Sec. 4.3.3 and related to
dilute solution modeling.
Influence of the concentration-dependent partial volume
As for the dilute solution model, Fig. 4.29 demonstrates that the effect of the concentration-dependent
dimensionless partial volume Ω˜ [n] on the equilibrium phase-segregated states (obtained by means of
a lithium insertion process) is insignificant, as compared to the case where the dimensionless partial
volume is constant equal to Ω˜0.
Indeed, in both cases, the chemical and elastic-strain energy (see Figs. 4.29(a) - 4.29(c), respectively)
are almost identical. The same observation can be done for the lithium concentration and hydrostatic
stress profiles (see Figs. 4.29(b) - 4.29(d), respectively). In order to explain such similarities, we may
invoke the same reason as the one invoked in Sec. 4.3.3 related to the dilute solution model, namely the
fact that the variations of concentration-dependent dimensionless partial volume are small as compared
to the case of a constant dimensionless partial volume.
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(b) Lithium insertion.
Figure 4.28: Maximum of the hydrostatic stress magnitude reached during both lithium extrac-
tion and insertion as a function of the ratio Cr20/3600D0 for different values of the
parameter ke.
Fig. 4.30 compares, under dynamical particle unloading, the lithium concentration and hydrostatic
stress profiles obtained for a nonconstant dimensionless partial volume, Ω˜ [n], on the one hand, and, at
constant dimensionless partial volume equal to Ω˜0, on the other hand. As for the dilute solution model,
one can notice that, from the lithium concentration profiles, there is no possibility to distinguish one case
from the other. As expected from the results obtained in dilute solution modeling, the hydrostatic stress
magnitudes at nonconstant dimensionless partial volume are slightly smaller than those obtained at
constant dimensionless partial volume. If, instead of extracting lithium ions from the particle, one would
consider lithium insertion, the hydrostatic stress magnitudes obtained at nonconstant dimensionless
partial volume would be larger than those obtained in case of a constant dimensionless partial volume.
Such a behavior is also illustrated in Fig. 4.31 where the maximum of the hydrostatic stress magnitude
reached during both lithium extraction and insertion is represented as a function of the applied flux
magnitude at both constant and non constant dimensionless partial volume.
Influence of the concentration-dependent Young’s modulus
We further analyze, at constant partial volume equals Ω˜0, the effect of varying the parameter ke on the
equilibrium states of the system. As illustrated in Fig. 4.32, increasing the value of ke suppresses the
phase segregation.
Note that, in Sec. 4.3.3, we argue, that increasing the value of ke is equivalent to an increase of
the effective Young’s modulus E¯ [n], standing for the particle Young’s modulus averaged over the
entire particle. Under this consideration, we may easily understand why the phase-segregated states
are suppressed when the parameter ke becomes larger. At this place, we refer to Sec. 4.1.3 where
the analysis of the equilibrium states of a spherically symmetric particle as function of the particle
Young’s modulus was done: We saw that, with increasing values of the particle Young’s modulus,
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(a) Equilibrium chemical free energy as function of the av-
erage lithium concentration n¯.
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(b) Lithium concentration profiles n. The
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(c) Equilibrium elastic strain energy as function of the av-
erage lithium concentration n¯.
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Figure 4.29: Influence of the concentration-dependent partial volume Ω˜ as compared to the case of
a constant partial volume equals Ω˜0 on the different contributions to the system free
energy (α2 = −5.2) as well as on the lithium concentration and hydrostatic stress
profiles. These curves have been obtained at equilibrium during the process of lithium
insertion at constant applied flux magnitude, C = 0.001.
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(a) Lithium concentration profiles.
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(b) Hydrostatic stress profiles.
Figure 4.30: Profiles of the lithium concentration n and of the hydrostatic stress σh obtained during
lithium extraction at C = 3.8. The solid blue lines and the dashed red lines have
been obtained using a phase-field model (α2 = −5.2) with constant and nonconstant
dimensionless partial volume, respectively.
0 5 100
50
100
150
200
250
Cr20/3600D0
|σ
h
,m
a
x
|
[M
P
a
]
 
 
α˜2 = −5.2, Ω˜ = Ω˜[n]
α˜2 = −5.2, Ω˜ = Ω˜0
α˜2 = −4.2, Ω˜ = Ω˜[n]
α˜2 = −4.2, Ω˜ = Ω˜0
(a) Lithium extraction.
0 5 100
50
100
150
200
250
Cr20/3600D0
|σ
h
,m
a
x
|
[M
P
a
]
 
 
α˜2 = −5.2, Ω˜ = Ω˜[n]
α˜2 = −5.2, Ω˜ = Ω˜0
α˜2 = −4.2, Ω˜ = Ω˜[n]
α˜2 = −4.2, Ω˜ = Ω˜0
(b) Lithium insertion.
Figure 4.31: Maximum values of the hydrostatic stress magnitude reached during lithium extrac-
tion and insertion as a function of the ratio Cr0/3600D0 at given particle radius
r0 = 1µm. The influence on the stresses of the nonconstant dimensionless partial
volume as compared to the case of a constant dimensionless partial volume for two
different values of the interacting term α2 is shown.
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(a) Equilibrium chemical free energy as function of the av-
erage lithium concentration for different values of ke.
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(b) Lithium concentration profiles n for dif-
ferent ke-values when n¯ ≈ 0.5.
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(c) Equilibrium elastic strain energy as function of the av-
erage lithium concentration for different values of ke.
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(d) Hydrostatic stress profiles σh for differ-
ent ke-values when n¯ ≈ 0.5.
Figure 4.32: Influence of the parameter ke on the different contributions to the system free energy
(α2 = −5.2) as well as on the lithium concentration and hydrostatic stress profiles.
These curves have been obtained at equilibrium during the process of lithium insertion
at constant applied flux magnitude, C = 0.001.
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the discrepancy in the lithium concentration between the low- and high-concentration phases diminishes.
We also demonstrate that, for Young’s modulus larger than a critical value, denoted by Ec(α2T/Tref),
the phase-segregated states are completely suppressed leading to homogeneous lithium concentration
states. As it is shown in Fig. 4.32(b), by increasing the value of ke a similar behavior is observed.
Moreover, as seen in Fig. 4.32(d), provided that phase segregation still may arise in the particle, we
observe that increasing the value of ke leads to increasing hydrostatic stress magnitude. Once the
equilibrium states of the system are homogeneous, the stresses in the particle however vanish.
Fig. 4.33 compares, under dynamical particle unloading, the lithium concentration and hydrostatic
stress profiles obtained for different values of ke. As for the dilute solution model, we observe in
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(a) Lithium concentration profiles.
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(b) Hydrostatic stress profiles.
Figure 4.33: Profiles of the lithium concentration n and of the hydrostatic stress σh obtained during
lithium extraction at C = 3.8. The dashed black lines are related to the case of a
constant Young’s modulus equals E0 (ke = 0). The solid red and blue lines have been
obtained in cases of ke = −0.8 and ke = 1.8, respectively.
Fig. 4.33(a) that, for the largest value of ke, e.g. ke = 1.8, the lithium ions within both the high- and low-
concentration phases are more homogeneously distributed than for smaller values of ke. Furthermore,
as previously pointed out in the study of the influence of the ke-value on the equilibrium states of the
system, the discrepancy in the lithium concentration between the low- and high-concentration regions
becomes smaller when the value of ke grows. In the same time, as illustrated in Fig. 4.33(b), the
magnitude of the hydrostatic stresses enlarges with increasing value of ke. Such a behavior is confirmed
in Fig. 4.34 which shows, for different values of ke as well as for two different values of the interacting
term α2, the maximum of the hydrostatic stress magnitude reached during both lithium extraction and
insertion as function of the applied flux magnitude.
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(a) Lithium extraction (α2 = −5.2).
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(b) Lithium extraction (α2 = −4.2).
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(c) Lithium insertion (α2 = −5.2).
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(d) Lithium insertion (α2 = −4.2).
Figure 4.34: Maximum of the hydrostatic stress magnitude reached during both lithium extrac-
tion and insertion as a function of the ratio Cr20/3600D0 for different values of the
parameter ke and for two different values of the interaction term α2.
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Conclusion
In this chapter, using a phase-field model coupled to mechanics, we could account for the occurence of
phase segregation arising during lithium insertion into or extraction from a particle made of LMO that
is located at the cathode of a porous LIB.
Considering the simplified case of a spherically symmetric particle, the analysis of the influence
of several material parameters on the system equilibrium states was performed. At this place, we
demonstrate that the interfacial energy term κ related to the effective interaction strength between two
nearest-neighboring lithium ions as well as the Young’s modulus of the host material play an important
role in the occurence or the absence of phase segregation: It was especially of interest to note that large
values of these parameters suppress phase segregation.
A dynamical study of the system states in phase-field modeling was also performed. Both a constant
and a time-dependent flux, obtained from the dualfoil model where the entire macroscopic battery
is taken into account. In contrast to the results obtained in the dilute solution approach of Chp. 2
where only large applied flux magnitudes that significantly drive the system out of equilibrium, lead to
large stresses, we here demonstrate that, due the occurence of phase segregation, even low applied flux
magnitudes induce large stresses in the particle.
Finally, based on experimental measurements as well as on ab-initio calculations, we allow both the
lattice parameter a and Young’s modulus E of the host material for being dependent on the local
lithium concentration. For both parameters, a linear dependence was assumed. The obtained results
are not suprising: As compared to the case of a constant partial volume, the concentration-dependent
partial volume derived from the linear dependence of the lattice parameter with respect to the lithium
concentration, has an insignificant effect on the system states only. On the contrary, for large values
of the parameter ke may significantly increase the effective Young’s modulus E¯ [n] of the host material
which consequently may lead to the suppression of the phase-segregated states of the system.
Note that, until now, we exclusively consider a particle model of spherical symmetry. But, in reality,
the cathode of a LIB is made of an assembly of particles that exhibit various shapes, as illustrated
in Fig. 2.1. Using a spherically symmetric particle model, there is however no possibility to take into
account particles of other shapes than the spherical shape. Moreover, even for particles of spherical
shapes, it is not obvious that the system states are of spherical symmetry. In the next chapter (Chp. 5),
we will focus on the influence of the system symmetries on both the concentration and stress states
within the particle. Similarly to the analysis performed in Sec. 2.2.3 by means of the dilute solution
model, a study of the influence of the particle aspect ratio on the system states will also be performed
in phase-field modeling, by means of an ellipsoidal symmetric particle model.
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5 Chapter 5Influence of the particle geometry on thephase-segregated states
Introduction
In the previous chapter (Chp.4), we solely analyze the system states of a cathodic LMO particle that
exhibits the spherical symmetry. Under the assumption of spherical symmetry, it was possible to model
the three-dimensional particle by means of a one-dimensional particle model using spherical coordinates.
With this assumption, the simulation time could be drastically reduced. Nevertheless, in reality, there
is no need for this assumption to be satisfied.
First, as illustrated in Fig. 2.1 of Sec. 2.1.1, the LMO particles embedded in the cathode do not have
spherical shapes. Moreover, for such particles, there is no reason why the lithium flux at their surface,
should be isotropic with respect to the particle surface. Secondly, even for spherical particles with
isotropically applied lithium flux at their surface, it is not obvious that the lithium concentration and
the mechanical displacement are of spherical symmetry. It is the case only if such spherically symmetric
states possess among all other possible states the lowest free energy.
In the first part of this chapter (Sec. 5.1), we analyze without the assumption of spherical symmetry
the system states of a spherical particle with isotropically applied lithium flux at its surface. We
will show that the system states obtained by means of the dilute solution model are intrinsically of
spherical symmetry whereas it is not the case for the states obtained using the phase-field modeling.
Here, depending on the initial state as well as on the system history, various particle states may arise.
At this place, we will also analyze the effect on the stress-induced lithium flux on the arising system
states.
In the second and third parts of this chapter (Sec. 5.2 and Sec. 5.3), we will analyze, in phase-field
modeling, the system states of particles of ellipsoidal symmetry. This study will be performed by means
of the two-dimensional particle model introduced in Sec. 2.2.3 for the dilute solution approach.
5.1 System states of the spherical particle
5.1.1 Influence of the model dimensionality
As illustrated in Fig. 5.1, a cathodic particle of spherical shape with vanishing stress and isotropically
applied lithium flux at its surface may be represented by different particle models depending on whether
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symmetries regarding the unknown functions of the problem being the lithium concentration and the
mechanical displacement are assumed or not.
3D particle model
No symmetry
(cartesian coordinates)
n=n(x,y,z)
u=ux(x,y,z)ex+uy(x,y,z)ey+uz(x,y,z)ez
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Ellipsoidal and mirror symmetries 
(cylindrical coordinates)
n=n(ϱ,z)
u=uϱ(ϱ,z)eϱ+uz(ϱ,z)ez
2D particle model 
Jan
Figure 5.1: Different coordinate systems corresponding to different assumptions regarding the sym-
metries of the system states.
Until now and without further justifications we have assumed that both the local lithium concentra-
tion n and the local mechanical displacement u exhibit the same symmetry as the particle geometry.
Hence, for a spherical particle, we could postulate that
n(x, y, z) = n(r), (5.1)
u(x, y, z) = ur(r) er, (5.2)
where r =
√
x2 + y2 + z2 is the radial coordinate of the usual spherical coordinate system (r, ϑ, ϕ) with
local orthonormal basis (er, eϑ, eϕ). Under this assumption, the dimensionality of the particle model
could be reduced to one (see Fig. 5.1) which further significantly lowers the computation time.
In a similar way, using the usual cylindrical coordinate system (%, ϑ, z) with local orthonormal ba-
sis (e%, eϑ, ez) the local lithium concentration n and the local mechanical displacement u within an
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ellipsoidal particle of two equal semi-axis were assumed to satisfy
n(x, y, z) = n(%, z), (5.3)
u(x, y, z) = u%(%, z) e% + uz(%, z) ez, (5.4)
with % =
√
x2 + y2. Under these conditions, it was possible to represent an ellipsoidal particle by
a particle model of dimensionality equals two, as illustrated in Fig. 5.1. In this section, this two-
dimensional particle model will also be used to represent spherical particles.
These assumptions (Eqs. (5.1) - (5.1) and Eqs. (5.3) - (5.4)) regarding the symmetry of both the
lithium concentration and mechanical displacement are obviously not related to any physical properties
of the system. They only were considered for the purpose of gaining time when performing the sim-
ulations. Note that, even if it always was possible to find numerical solutions fulfilling these artificial
conditions of symmetries, it is not ensured that the exhibited solutions are those that will arise in
reality. Indeed, from the physics, there is no need that the lithium lithium concentration and the me-
chanical displacement satisfy any constraints of symmetry. The sole constraint induced by the physics
is that the free energy has to diminish when the system relaxes towards equilibrium.
We first analyze the system states of a spherical particle obtained using the one-, two- and three-
dimensional particle models as they are depicted in Fig. 5.1.
Fig. 5.2 shows lithium concentration and hydrostatic stress profiles obtained in the dilute solution
approach using these three different kinds of models. This figure demonstrates that the system states
computed in the context of dilute solution modeling have the same symmetry as the particle geometry
even if no particular condition of symmetry are artificially required, as it is the case when using the
three-dimensional particle model.
A similar study performed at equilibrium was carried out using the phase-field model. At this place,
the lithium-induced deformations were neglected. We did so in order to reduce the computation time
when performing simulations by means of the three-dimensional particle model. In this model, the
total number of unknown functions is equal to 7 which is significantly larger than the one in the
dilute solution approach equal to 41. Furthermore, the number of mesh elements needed to resolve
the phase boundary in phase-field modeling is higher than the one needed in the context of dilute
solution modeling where no phase segregation is accounted for. Thus, using the phase-field model,
it was not possible to compute the system states by means of the three-dimensional particle model
without neglecting the lithium-induced deformations within a reasonable time.
As shown in Fig. 5.3, the phase-segregated lithium concentration states obtained in this context
are not of spherical symmetry meaning that they do not exhibit the same symmetry as the particle
geometry any more. Indeed, as compared to the states of spherical symmetry obtained using the
one-dimensional particle model, such asymmetric states possess a lower free energy, as it is reported in
Fig. 5.3. As compared to the one-dimensional particle model, in the two- and three-dimensional particle
models, there is the additional possibility to modify the path followed by the boundary such that its
proportion in the particle becomes as low as possible. This additional degree of freedom in particle
models of higher dimensionality explains why the free energy diminishes when the dimensionality of
the considered particle model increases.
1The finite-element software COMSOL, used here, does not account for third and fourth derivatives of the unknown
functions with respect to the spatial coordinates. Such derivatives however appear in the local conservation of lithium
matter. To overcome this problem, the second derivatives of the lithium concentration, ∂2n/∂x2, ∂2n/∂y2 and
∂2n/∂z2, have been defined by additional differential equations and hence become unknown functions of the problem.
As a consequence, the three-dimensional particle model accounting for phase segregation represents a mathematical
problem with a set of seven unknown functions, as opposed to the four unknown functions of the dilute solution model.
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Figure 5.2: System states at n¯ = 0.5 obtained in the dilute solution approach by means of the one-,
two- and three-dimensional particle models. The lithium concentration and hydrostatic
stress profiles shown here are those of a spherical particle of radius r0 = 1µm where a
constant isotropic flux (of spherical symmetry) has been applied at the particle surface
to extract lithium at C = 10. Independently of the dimensionality of the considered
particle model, these states all are equal.
The lithium flux applied at the particle surface to obtain the equilibrium states shown in Fig. 5.3
has a similar profile as the one shown in Fig. 4.3 of Sec. 4.1.1. Its variation over time as well the
time-dependent system free energy are shown in Fig. 5.4 for the three different kinds of models (one-,
two- and three-dimensional particle models).
The lithium flux applied at the particle surface exhibits hold times where it is equal to zero to enable
the system relaxation towards an equilibrium state. As expected, during the system relaxation, the
computed system free energy decreases.
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Figure 5.3: Equilibrium states and related free energy of a spherical cathodic particle of radius
r0 = 1µm at n¯ = 0.5 obtained in phase-field modeling by means of the one-, two- and
three-dimensional particle model. Depending on the dimensionality of the considered
particle model, the obtained system states are different.
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(a) One-dimensional particle model.
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(b) Two-dimensional particle model.
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(c) Three-dimensional particle model.
Figure 5.4: Applied lithium flux (blue curves) and system free energy (green curves) as function
of time during lithium intercalation into the cathodic particle. The curves shown here
are related to a spherical particle of radius r0 = 1µm modeled by means of the one-,
two- and three-dimensional particle model, respectively. In these three different cases,
the applied flux corresponds to a C-rate C = 1. During the hold times, the system
relaxes and, as expected, the system free energy decreases.
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5.1.2 Influence of the system history
At this place it is worth noting that not only the particle symmetry but also the system history,
meaning the way the system has been driven into a given equilibrium state, may influence the profile
of the obtained system equilibrium states. We here still neglect the lithium-induced deformations.
Fig. 5.5(a) shows, for the one-dimensional particle model, at equal average lithium concentration,
n¯ ≈ 0.4, two possible equilibrium states obtained using the phase-field model. These two different
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(a) Lithium concentration profiles at average
lithium concentration n¯ ≈ 0.4 for two different equi-
librium situations. The blue solid line has been ob-
tained during the process of lithium insertion into
the particle. Thus the high lithium concentration
phase is located in the particle outer shell whereas
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versed during the process of lithium extraction from
the particle (dashed red line).
0 0.5 1−0.2
−0.15
−0.1
−0.05
0
average lithium concentration n¯
fr
e
e
e
n
e
rg
y
Ψ˜
=
Ψ˜
ch
 
 
Mean field
Maxwell construction
Insertion
Extraction
(b) Equilibrium system free energy in dependency with
the average lithium concentration. During the process of
lithium insertion, the high lithium concentration phase is
always located in the outer particle shell, the low lithium
concentration phase taking place in the inner particle
core. The situation is reversed during the process of
lithium extraction where the outer particle shell corre-
sponds to low-lithium concentration phase whereas the
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tration phase.
Figure 5.5: Equilibrium states computed by means of the one-dimensional particle model using the
phase-field model. The equilibrium situations shown here have been obtained using two
different processes: Lithium insertion (C = 1), on the one hand and lithium extraction
(C = 1), on the other hand.
equilibrium states have been obtained by means of two different processes being lithium insertion on
the one hand, and lithium extraction on the other hand, starting from a homogeneous high- and low-
lithium concentration, respectively. Moreover, as indicated in Fig. 5.5(a) and as also illustrated in
Fig. 5.5(b), these two states do not have the same energy.
The state obtained during the process of lithium extraction has a lower energy than the state obtained
during the process of lithium extraction. This observation has to be linked with the position of the
phase boundary which is less eccentric for the state obtained by means of lithium extraction than for the
one obtained by means of lithium insertion. Indeed, in the one-dimensional particle model representing
a particle of spherical symmetry, a phase boundary near to the particle center has less surface area than
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a phase boundary far away from the particle center. This explains why, despite equal average lithium
concentration, the state obtained during the process of lithium extraction has a lower energy than the
state obtained during the process of lithium insertion.
More generally, when phase segregation arises — except when n¯ = 0.5 for which there is only one
position available for the phase boundary — the phase boundary has the possibility to form at two
different spatial locations depending on the system state holding before the system goes into relaxation.
As shown in Fig. 5.5(b), when n¯ < 0.5, the energetically favorable lithium concentration profile is the
one where the low-lithium concentration phase is located in the outer particle shell, the high-lithium
concentration phase taking place in the inner particle core. This situation is reversed when n¯ > 0.5.
The influence of the system history on the equilibrium states has also been studied using the two-
dimensional particle model. Here, at equal average lithium concentration, various lithium concentration
profiles could be obtained. As illustrated in Fig. 5.6, these states do not simply depend on whether
lithium ions are inserted or extracted — like it is the case using the one-dimensional particle model —
but they also depend on the magnitude of the flux that has been applied at the particle surface before
the system goes into relaxation.
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(a) Profiles of the lithium concentration at n¯ ≈ 0.4
corresponding to different equilibrium situations.
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Figure 5.6: Different equilibrium states of a spherical particle modeled using the two-dimensional
particle model. These states have been obtained at the end of the relaxation time
after differently applied perturbations to the system (lithium insertion/extraction at
low/large applied flux magnitude).
5.1.3 Effect of the lithium induced deformations
In Sec. 4.1.3 the effect of the stress-induced lithium flux on the equilibrium states of a spherical particle
was analyzed. At this place, we demonstrated that considering a nonzero stress-induced lithium flux
leads to smaller hydrostatic stresses than in the case where this flux was neglected. This effect was
due to the stress-induced lithium flux that contributes to a better lithium homogenization inside of the
particle.
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In this part, we perform a similar study by means of the two-dimensional particle model. Compared
to the one-dimensional model, the system has here the additional possibility to change the path followed
by the phase boundary — which is not assumed to be of spherical symmetry any more — in order to
lower the system free energy. Thus we may expect that considering the stress-induced lithium flux
leads to a significant modification of the path followed by the phase boundary as it is confirmed in
Fig. 5.7 where the lithium concentration profile obtained with both Jcp = 0 and Jcp 6= 0 are shown.
Note that, differently from the one-dimensional particle model related to spherically symmetric particle
particles, the extrema of the hydrostatic stress obtained by means of the two-dimensional particle model,
are neither attained at the particle center nor at the particle surface when the lithium concentration
profiles do not exhibit the spherical symmetry.
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Figure 5.7: Lithium concentration and hydrostatic stress profiles at n¯ ≈ 0.4 and n¯ ≈ 0.6 with and
without neglect of the lithium induced deformations. These two different cases are
referred to as Jcp = 0 and Jcp 6= 0, respectively. All the profiles shown here have
been obtained at equilibrium during the process of lithium insertion at C = 1.
For a better understanding of the effect of the stress-induced lithium flux at equilibrium, the contri-
butions of the chemical and elastic strain free energies to the total system free energy as well as the
minimal and maximal values of both the local lithium concentration and hydrostatic stress for both
the one- and two-dimensional particle models are shown in Fig. 5.8 and 5.9.
As expected both the chemical and elastic strain free energies obtained by means of the two-
dimensional particle model are lower than those obtained using the one-dimensional particle model.
Moreover, for both the one- and two-dimensional particle models, separately considered, the chemical
free energy as well as the elastic strain energy are lower when the lithium induced deformations are not
neglected, see Figs. 5.8(a) - 5.8(b).
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Figure 5.8: Chemical free energy and elastic strain energy at equilibrium in dependency of the
average lithium concentration n¯. The curves shown here are related to the one- and
two-dimensional particle model as well as to the cases Jcp = 0 and Jcp 6= 0, respec-
tively. They have been obtained during the process of lithium insertion at C = 1.
As illustrated in Figs. 5.9(a) - 5.9(b), the model dimensionality has a slight influence on the extrema of
the lithium concentration n obtained at equilibrium, especially when the stress-induced flux Jcp 6= 0. In
this case, the discrepancy between the maxima and the minima of the equilibrium lithium concentration
at equal average lithium concentration is lower for the one-dimensional particle model than for the two-
dimensional particle model.
In Figs. 5.9(c) - 5.9(d), we can notice that the model dimensionality has a nonnegligible effect on
the extrema of the hydrostatic stress σh. The curves shown in these figures demonstrate that the
equilibrium hydrostatic stresses obtained by means of the two-dimensional particle model are generally
lower than those obtained using the one-dimensional particle model. This result is consistent with
the equilibrium elastic strain energy shown in Fig. 5.8(b) whose values evaluated at different average
lithium concentration n¯ are generally lower in case of a two-dimensional particle model than in case of
a one-dimensional particle model.
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Figure 5.9: Extrema of the lithium concentration and of the hydrostatic stress at equilibrium in
dependency of the average lithium concentration n¯. These curves have been obtained
during the process of lithium insertion at C = 1.
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5.2 Equilibrium states of a particle of ellipsoidal symmetry
5.2.1 Influence of the particle aspect ratio
We here analyze the influence of the particle aspect ratio γ on the equilibrium phase-segregated states.
To perform such a study, we make use of the two-dimensional particle model shown in Fig. 5.1 where
both ellipsoidal and mirror symmetries are assumed.
For a better understanding of the influence of the particle aspect ratio γ on the system equilibrium
states, we first neglect the lithium induced deformations and set Jcp = 0. Fig. 5.10 shows, for different
particle aspect ratios but constant particle volume equals V0 = (4/3)pi(1µm)3, the equilibrium phase-
segregated states at n¯ ≈ 0.4 obtained during both the processes of lithium insertion and extraction at
C = 1. The applied flux at the particle surface has the same profile as the one shown in Fig. 5.4(b)
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Figure 5.10: Lithium concentration profiles and corresponding system free energy at equilibrium
within particles of ellipsoidal symmetry and of different aspect ratios. By vary-
ing the particle aspect ratio γ, the volume of the particle was kept constant at
V0 =
(
4/3
)
pi µm3. The profiles shown here correspond to an average lithium con-
centration n¯ ≈ 0.4 and have been obtained during the processes of lithium insertion
and extraction at C = 1.
where, during the hold times, the system relaxes towards equilibrium.
As for the spherical particle modeled by means of the two-dimensional particle model, see Sec. 5.1.2,
the arising equilibrium states in particles of ellipsoidal symmetry with different aspect ratios strongly
depend on the way the system has been driven into equilibrium. Indeed, as illustrated in Fig. 5.10, the
equilibrium states obtained during the process of lithium insertion are different from those obtained
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during the process of lithium extraction. Further, as indicated in Fig. 5.10 for the particular case where
the average lithium concentration n¯ ≈ 0.4, at given particle aspect ratio γ, the system free energy of
two states with equal average lithium concentration n¯ do not necessary exhibit the same value.
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Figure 5.11: Equilibriun system free energy as a function of the particle aspect ratio γ at different
values of the average lithium concentration n¯. These curves have been obtained at
equilibrium during both the processes of lithium insertion and extraction at C = 1.
The filled markers are related to the process of lithium insertion whereas the empty
markers correspond to the process of lithium extraction. At n¯ ≈ 0.2 during the process
of lithium insertion as well as at n¯ ≈ 0.8, during the process of lithium extraction
the lithium concentration state is homogeneous which explains why the system free
energy is independent of the particle aspect ratio.
This is also illustrated in Fig. 5.11 which represents the system free energy at equilibrium in depen-
dency of the particle aspect ratio γ for different fixed values of the average lithium concentration n¯.
These curves have been obtained during the processes of both lithium insertion and extraction.
From these curves, it can be shown that, at given average lithium concentration n¯, the system free
energy exhibits a relatively weak dependence on the particle aspect ratio γ. Depending on the average
lithium concentration, the manner in which the system free energy depends on the particle aspect ratio
may vary a little bit. By trend, we observe that the system free energy of the phase-segregated states
exhibits a local maximum at around γ ≈ 1. Note that this value may slightly differ depending on the
average lithium concentration value as well as on whether lithium ions have been previously inserted
or extracted. In general, we observe that, for flat-shaped particles (γ < 1), the system free energy
decreases when the particle aspect ratio decreases. Differently, for elongated particles (γ > 1), with
increasing values of the particle aspect ratio, the system free energy first decreases, reaches a local
minimum and then increases.
We now analyze the influence of the particle aspect ratio γ on the path followed by the phase bound-
ary. In the dilute solution approach, we saw that both the lithium concentration and the hydrostatic
stress have the same symmetry as the particle geometry, as seen in Fig. 2.8 of Sec. 2.2.3.
In constrast to the dilute solution model, the equilibrium phase-segregated states obtained by means
of the phase-field model do not exhibit such a symmetry, as it is illustrated in Fig. 5.10. Here, we
observe that, for elongated particles with aspect ratio γ > 1, the phase boundary surface is almost
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perpendicular to the rotation axis of the particles, i.e. the z-axis, whereas for flat-shaped particles with
aspect ratio γ < 1, the phase boundary surface is almost parallel to this axis.
Such a behavior may have two different origins: First, we can invoke a history argument. In order
to drive the system from one equilibrium situation to the other, a lithium flux has been applied at
the particle surface which is such that its component normal to the boundary surface of the particle
is constant. In Sec. 2.2.3 related to the dilute solution model, we saw that, due to their geometry,
elongated particles (γ > 1) have more surface per unit of particle volume in the vicinity of the “pole”,
(% = 0, z = z0), as compared to the “equator” region, (% = %0, z = 0). Thus, during lithium insertion,
there is an enhanced lithium accumulation in the pole regions as compared to the equator region. As
a consequence, when phase segregation arises, the phase nucleation takes place in the vicinity of the
particle “pole” which may enforce the formation of the phase boundary almost perpendicularly to the
z-axis. For flat-shaped particles (γ < 1), analogous arguments hold, but with reversed role regarding
the “pole” and the “equator”, explaining the formation of the phase boundary parallel to the z-axis.
Another possible explanation to justify the formation of such lithium concentration profiles is to
invoke an energy argument. Due to the particle geometry, in very elongated particles (γ  1), the
proportion of phase boundary in the particle is minimal when the phase boundary is located perpen-
dicularly to the z-axis. In contrast, for very flat-shaped particles (γ  1), the proportion of phase
boundary in the particle is minimal when the phase boundary is parallel to the z-axis. In Sec. 4.1.2
related to the equilibrium states of spherically symmetric particles, we saw, that the free energy of the
equilibrium phase-segregated states increases when the proportion of phase boundary in the particle
increases, provided that the lithium induced deformations are neglected. In this case, the system free
energy is minimal when the the proportion of phase boundary in the particle is as low as possible
which may explain why the lithium concentration profiles are such that the phase boundary forms
almost perpendicularly to the z-axis in elongated particles (γ > 1) and almost parallel to this axis in
flat-shaped particles (γ < 1).
From these arguments, it follows that, in many cases, the phase boundary does not remain confined
inside of the particle like it is the case for spherical particles modeled by means of the one-dimensional
particle model. This remark is also true for spherical particles (γ = 1), see Sec. 5.1. Using the two-
dimensional particle model, we observed that numerous equilibrium phase-segregrated states exhibit
a phase boundary going across the particle boundary surface, independently of the particle aspect
ratio γ and of the average lithium concentration n¯. Note that, after formation of a particular lithium
concentration profile, it becomes difficult, due to the low applied flux magnitude, to drive the system
into another equilibrium situation even if, upon change of the average lithium concentration n¯, another
lithium concentration profile would be energetically favorable.
At this place, we should note that the equilibrium position of a phase boundary going across the
boundary surface of the particle is not arbitrary. At equilibrium, the conservation of matter, Eq. (3.97),
is ensured provided that the local lithium flux J = Jch satisfies
J · n
∣∣∣
∂V0
= Jch · n
∣∣∣
∂V0
= 0, (5.5)
at the particle boundary surface ∂V0 oriented, as usual, by the outgoing normal n. Eq. (5.5) represents
a constraint, e.g. a differential equation for n, to be fulfilled at the particle boundary surface. Combined
with the local law of lithium conservation matter, this constraint may play an important role regarding
the orientation of the phase boundary layer going across the particle boundary surface.
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5.2.2 Effect of the lithium induced deformations
In this part, we study the effect of the lithium-induced deformations, neglected until now, on the
equilibrium phase-segregated states arising in particles of ellipsoidal symmetry with different particle
aspect ratios. The influence of the particle aspect ratio γ on the stresses arising at equilibrium is also
analyzed.
Fig. 5.12 shows, for different particle aspects ratio and constant average lithium concentration n¯ ≈
0.4, both the equilibrium lithium concentration and hydrostatic stress profiles obtained when neglecting
the stress-induced lithium flux, e.g. Jcp = 0, on the one hand, and when considering it, e.g. Jcp 6= 0,
on the other hand.
At the first glance, considering the stress-induced lithium flux does not engender significant modifi-
cations regarding the position of the phase boundary except for nearby spherical particles (γ ≈ 1). We
here invoke the same history and energy arguments as those invoked in the previous section, Sec. 5.2.1,
in order to explain the obtained equilibrium lithium concentration profiles in a context where the
lithium-induced deformations were neglected: The history argument is that the phase nucleation arises
at the spatial location where the lithium concentration deviates at the most from its average value, i.e.
in the “pole” regions for elongated particles (γ > 1) or in the “equator” region for flat-shaped particles
(γ < 1).
The energy argument is that the equilibrium profiles of the lithium concentration n and of the
mechanical displacement u are such that the system free energy, being the sum of the chemical free
energy and the elastic strain energy, is mimimal. In the previous section (Sec. 5.2.1), we pointed out
that the chemical free energy of the system reaches a minimum when the proportion of phase boundary
in the particle is as low as possible.
In the one-dimensional particle model related to particles of spherical symmetry, only homogeneous
lithium concentration profiles lead to a minimal elastic strain energy value, i.e. equals zero. Thus,
for phase-segregated states with large lithium concentration gradients at the phase boundary, the
contribution of the elastic strain energy to the total free energy of the system becomes (strictly) positive
and stresses are induced in the particle, see in Sec. 4.1.3. This is due to the fact that, for spherically
symmetric particles, the relation,
εij = ε
Li
ij , (5.6)
between the total strains εij and the lithium-induced strains εLiij cannot be satisfied when the lithium
concentration n is not equal to a constant value, see Eq. (4.9) of Sec. 4.1.3.
In the two-dimensional particle model related to particles of ellipsoidal symmetry, we demonstrated
in the dilute solution approach, see Sec. 2.2.3, that the diagonal, i.e. (%%)-, (θθ)-, (zz)-components of
Eq. (5.6) can be fulfilled provided that the lithium concentration n depends on the z-coordinate only,
n(%, z) = n(z),
see Eqs. (2.69) - (2.70) of Sec. 2.2.3. As a consequence, we conclude that, in the two-dimensional
particle model, the phase-segregated states minimizing the elastic strain energy are those for which the
phase boundary is perpendicular to the z-axis without %-dependence for the lithium concentration n.
When considering nonvanishing lithium-induced deformations, the energetically favorable states are
those that minimize the sum of the chemical free energy and the elastic strain energy. Such states
generally do not minimize at the same time both the chemical free energy and the elastic strain energy,
separately considered. In combination with the history reason, this may explain why the equilibrium
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phase-segregated states obtained for Jcp 6= 0, shown in Fig. 5.12 do not necessary exhibit a phase
boundary which is always oriented perpendicularly to the z-axis.
Note that at equilibrium the lithium flux J = Jch + Jcp must satisfy
J · n
∣∣∣
∂V0
=
(
Jch + Jcp
)
· n
∣∣∣
∂V0
= 0, (5.7)
at the particle boundary surface ∂V0 in order to ensure the conservation of lithium matter within the
particle, Eq. (3.97). Eq. (5.7) represents a constraint which, combined with the local conservation of
matter, may have an influence on the orientation of the phase boundary layer going across the particle
boundary surface. For Jcp 6= 0, this condition is different from Eq. (5.5) where the stress-induced
lithium flux is neglected, Jcp = 0. Thus, depending on whether Jcp = 0 or Jcp 6= 0, Eq. (5.7) may
also play a role regarding the obtained equilibrium states of the system.
Fig. 5.13 represents, at equilibrium, the chemical free energy as well as the elastic strain energy in
dependency of the particle aspect ratio γ for different values of the average lithium concentration n¯.
Two different cases are considered: the case where Jcp = 0 on the one hand and the case where Jcp 6= 0
on the other hand.
Fig. 5.13(a) demonstrates that, at given particle aspect ratio and average lithium concentration,
considering the stress-induced lithium flux does not have a significant influence on the values of the
chemical free energy at equilibrium.
As seen in Figs. 5.13(b) - 5.13(c), the effect of the stress-induced flux on the equilibrium elastic strain
energy is more significant than its effect on the equilibrium chemical free energy. Here, we observe that
the elastic strain energy is generally significantly lower when considering a nonvanishing stress-induced
flux than when neglecting it. This is particularly true for flat-shaped particles (γ < 1). Indeed, in
such particles, due to the history reason, the phase boundary forms almost parallel to the z-axis. This
corresponds to a situation where the elastic strain energy is higher than in the situation where the phase
boundary is almost perpendicular to this axis. Differently, for elongated particles (γ  1), also due
to the history reason, the phase boundary forms almost perpendicular to the z-axis. Such a situation
corresponds to a situation where the elastic strain energy is nearby to its minimum. Thus, for elongated
particles (γ > 1), the discrepency between the case where Jcp = 0 and the case Jcp 6= 0 is not such
important than for flat-shaped particles (γ < 1).
Fig. 5.14 shows at equilibrium the extrema of the lithium concentration n as a function of the particle
aspect ratio γ for different values of the average lithium concentration n¯ in the case where Jcp = 0, on
the one hand, and in the case where Jcp 6= 0, on the other hand. This figure demonstrates that the
particle aspect ratio as well as the average lithium concentration only have a very slight influence on both
the minima and the maxima of the equilibrium lithium concentration. In contrast, as it has also been
shown in Sec. 5.1.3 related to particles of spherical symmetry, the consideration of the stress-induced
lithium flux has a more significant influence on the values of these extrema whose discrepency, at given
particle aspect ratio and average lithium concentration, becomes smaller when the stress-induced flux
does not vanish.
Differently, we can see in Fig. 5.15 that the particle aspect ratio γ as well as the average lithium
concentration n¯ strongly influence the arising stresses at equilibrium. By trend, independently of the
particle aspect ratio, we observe that the hydrostatic stress magnitude becomes larger when the average
lithium concentration increases. Further, at fixed average lithium concentration n¯, both the minima
and the maxima of the hydrostatic stress reach their extremum when the particle aspect ratio is about
γ ≈ 1. When the stress-induced lithium flux is nonzero, the hydrostatic stresses are generally lower as
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Figure 5.12: Lithium concentration and hydrostatic profiles obtained at equilibrium when n¯ ≈ 0.4
for different values of particle aspect ratio γ. The profiles shown here have been
obtained during the process of lithium insertion at C = 1. They are related to two
different cases corresponding to Jcp = 0, on the one hand, and Jcp 6= 0, on the
other hand.
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Figure 5.13: Chemical free energy and elastic strain energy at equilibrium in dependency of the
particle aspect ratio γ for different values of the average lithium concentration n¯.
These curves have been obtained during the process of lithium insertion at C = 1
and illustrate the influence of the consideration or not of the stress-induced lithium
flux on both the chemical and elastic contributions to the total system free energy.
The filled markers are related to the case where Jcp = 0 whereas the empty markers
correspond to the case where Jcp 6= 0.
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Figure 5.14: Extrema of the lithium concentration at equilibrium in dependency of the particle
aspect ratio γ for phase-segregated states of different average lithium concentration
n¯. These curves have been obtained during the process of lithium insertion at C = 1.
The filled markers are related to the case where Jcp = 0 whereas the empty markers
correspond to the case where Jcp 6= 0.
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(a) Minima of the hydrostatic stress with Jcp = 0.
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1 2 3 40
50
100
150
aspect ratio γ
σ
h
,m
a
x
[M
P
a
]
 
 
n¯ = 0.3
n¯ = 0.4
n¯ = 0.5
n¯ = 0.6
n¯ = 0.7
(c) Maxima of the hydrostatic stress with Jcp = 0.
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Figure 5.15: Extrema of the hydrostatic stress at equilibrium in dependency of the particle aspect
ratio γ for phase-segregated states of different average lithium concentration n¯. These
curves have been obtained during the process of lithium insertion at C = 1. The filled
markers are related to the case where Jcp = 0 whereas the empty markers correspond
to the case where Jcp 6= 0.
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5.3 Dynamical states of a particle of ellipsoidal symmetry
compared to the case where this flux is set equal to zero. As compared to elongated particles (γ > 1),
this behavior is enhanced for flat-shaped particles (γ < 1). Indeed, in case of flat-shaped particles
(γ < 1), the phase boundary forms almost parallel to the z-axis which corresponds to a situation
where the elastic strain energy is higher than in the situation where the phase boundary is almost
perpendicular to this axis, like it is the case for elongated particles (γ > 1).
In Fig. 5.16, the extrema of the hydrostatic stress reached at equilibrium during the whole process
of lithium insertion are shown as a function of the particle aspect ratio γ. At this place, we can see
that, differently from the one-dimensional particle model related to spherically symmetric particles,
the maximum of the hydrostatic stress magnitude corresponds to a positive stress. From this figure, it
appears that the minimum of the hydrostatic stress is attained when the particle aspect ratio is about
γ ≈ 1. Regarding the maximum of the hydrostatic stress, its variation as a function of the particle
aspect ratio exhibits oscillations which are difficult to be properly interpreted.
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Figure 5.16: Maximum of the hydrostatic stress magnitude reached at equilibrium during the whole
process of lithium insertion at C = 1 in dependency of the particle aspect ratio γ.
5.3 Dynamical states of a particle of ellipsoidal symmetry
In this part, we analyse the influence of the particle aspect ratio on the dynamical states of the system.
To achieve that purpose, a lithium flux of constant magnitude is applied at the surface of the particle
without hold times. We here restrict our study to the states obtained during lithium extraction starting
from a homogenous high lithium concentration state whose average value n¯ = 1.
Figs. 5.17 - 5.18 show, for particles of ellipsoidal symmetry with different aspect ratios, the lithium
concentration and hydrostatic stress profiles reached at the particular time when the average lithium
concentration n¯ ≈ 0.5. The profiles shown in Fig. 5.17 have been obtained at a relatively low applied
flux magnitude corresponding to C = 1 whereas, the profiles shown in Fig. 5.18 have been obtained at
a relatively large applied flux magnitude, C = 20. For these two different applied flux magnitudes, we
further compare the profiles obtained when the stress-induced lithium flux Jcp is neglected to those
obtained when this flux is different from zero.
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Figure 5.17: Lithium concentration and hydrostatic profiles obtained during lithium extraction at
constant applied flux magnitude when n¯ ≈ 0.5 for different values of the particle
aspect ratio γ. The extraction rate at the particle surface is relatively low, C = 1.
The profiles shown here are related to the case where Jcp = 0, on the one hand, and
to the case where Jcp 6= 0, on the other hand.
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Figure 5.18: Lithium concentration and hydrostatic profiles obtained during lithium extraction at
constant applied flux magnitude when n¯ ≈ 0.5 for different values of the particle
aspect ratio γ. The extraction rate at the particle surface is relatively large, C = 20.
The profiles shown here are related to the case where Jcp = 0, on the one hand, and
to the case where Jcp 6= 0, on the other hand.
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Here, we can see that, as expected, considering the stress-induced lithium flux does not lead to
drastic modifications of the lithium concentration and hydrostatic stress profiles. In agreement with
the results related to the equilibrium situation analyzed in the previous section, Sec. 5.2.2, we observe
that, independently of the particle aspect ratio γ, the hydrostatic stress are larger for Jcp = 0 than for
Jcp 6= 0.
Differently than for the dilute solution model, see Sec. 2.2.3, we notice that, in phase-field modeling,
the applied flux magnitude play an important role regarding the obtained lithium concentration and
hydrostatic stress profiles.
For the lower applied flux magnitude, e.g. C = 1, the lithium concentration and hydrostatic stress
profiles, shown in Fig. 5.17, exhibit similarities with those obtained at equilibrium, see Fig. 5.12 for
comparison. For elongated particles (γ > 1), the phase boundary is almost perpendicular to the z-
axis whereas, for flat-shaped particles (γ < 1), the phase boundary is almost parallel to this axis.
Independently of the particle aspect ratio, we see that the particle states do not exhibit the same
symmetry as the particle geometry.
The situation is rather different for the higher applied flux magnitude, e.g. C = 20 (see Fig. 5.18).
Here, similarly to the states obtained at equilibrium, very flat-shaped particles, e.g. γ = 1/6 and
γ = 1/4, exhibit a phase boundary which is almost parallel to the z-axis. In contrast, for nearly
spherical particles, e.g. γ = 1/2, γ = 1 and γ = 2 as well as for very elongated particles, γ = 4, the
obtained system states have approximately the same symmetry as the particle geometry.
In order to understand the influence of the applied flux magnitude on the phase-segregated states
that form during particle unloading, we may consider the time when phase segregation occurs. At
this time, the average lithium concentration n¯ in the particle is such that the “nucleation zone” of the
mean-field free energy is reached and, within the particle, there is at least one spatial location where
the lithium concentration attains a value corresponding to the “spinodal zone” of the mean-field free
energy.
For particles whose aspect ratio strongly deviates from one, at both low and large applied flux
magnitudes, there is a large lithium concentration gradient between the “pole” regions and the “equator”
region. Thus, depending on whether the aspect ratio γ  1 or γ  1, the “spinodal zone” of the mean-
field free energy is reached either in the “pole” regions or in the “equator” region, respectively.
Differently, for nearly spherical particles (γ ≈ 1), the lithium concentration gradient between the
“pole” and the “equator” regions is not as high as the one that holds in very elongated or very flat-
shaped particles. In that case, at low applied flux magnitude, the “spinodal zone” of the free energy is
reached either in the “pole” or in the “equator” regions, whereas, at large applied flux magnitude, this
zone is simultaneously reached in both the “pole” and the “equator” regions.
To conclude this part, we show in Fig. 5.19, the extrema of the hydrostatic stress as a function of the
particle aspect ratio γ. The curves shown in Figs. 5.19(a) - 5.19(c) and in Figs. 5.19(b) - 5.19(d) have
been obtained during lithium extraction from and insertion into the particle, respectively. Figs. 5.19(a) -
5.19(b) and Figs. 5.19(c) - 5.19(d) correspond to a constant applied flux magnitude equal to C = 1 and
C = 20, respectively. In each of these figures, two different cases have been considered: the case where
the stress-induced lithium flux is neglected, i.e. Jcp = 0 and the case where this flux does not vanish,
i.e. Jcp 6= 0.
For the lower applied flux magnitude, e.g. C = 1, during lithium extraction, the maximum of the
hydrostatic stress is reached at the time when phase segregation arises whereas the minimum of the
hydrostatic stress is attained at the end of the phase segregation just before the particle state transforms
back to a homogeneous state. This behavior is reversed if lithium ions are inserted instead of being
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Figure 5.19: Extrema of the hydrostatic stress obtained for different applied flux magnitude during
both lithium extraction from and insertion into ellipsoidal particles in dependency of
the particle aspect ratio γ.
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extracted. Differently, for the larger applied flux magnitude, e.g. C = 20, during both lithium insertion
and extraction, the stop condition at the particle surface, see Eq. (2.21), is reached at a time which
is significantly before the system has arrived back at the homogeneous state. In this case, both the
maximum and minimum values of the hydrostatic stress are attained at the time when the stop condition
is fulfilled. At this place, we refer to Sec. 4.2.2 where the variation of the maximum of the hydrostatic
stress magnitude in dependency with the applied flux magnitude for a particle of spherical symmetry
has been analysed. From this study, we may easily understand why the maximum of the hydrostatic
stress magnitude is remarkably higher for the lower applied flux magnitude: The case where C = 1
corresponds to the regime 1 of Fig. 4.18 whereas the case where C = 20 corresponds to the regime 2
of this figure.
The curves shown in Fig. 5.19 demonstrate that the extrema of the hydrostatic stress strongly depend
on the particle aspect ratio γ. The manner that the extrema of the hydrostatic stress depend on the
particle aspect ratio is however also strongly dependent on the value of the applied flux magnitude as
well as on whether lithium is inserted into or extracted from the particle, which indicates the importance
of the system history on the arising states of the system.
At low applied flux magnitude, the variation of the extrema of the hydrostatic stress in dependency of
the particle aspect ratio γ exhibit some oscillations which are similar to those obtained at equilibrium,
see Fig. 5.16. At large applied flux magnitude, we observe that, during lithium extraction, the quantity
−σh,min exhibits a maximum at γ = 1. For particles of aspect ratio γ < 1, this quantity increases with
increasing values of the particle aspect ratio, whereas, for particles of aspect ratio γ > 1, it decreases
with increasing values of the particle aspect ratio. The hydrostatic stress maximum σh,max as a function
of the particle aspect ratio shows two local maxima located in the neighborhood of γ = 1, at γ . 1
and at γ & 1, as well as a minimum at γ = 1. During lithium insertion the behaviors of −σh,min and
σh,max are reversed.
Conclusion
In this chapter we focussed on the study of the system states using the two-dimensional particle model
where the unknown functions of the problem, the lithium concentration and the mechanical displace-
ment, exhibit a lower symmetry than in the one-dimensional particle.
Differently from the dilute solution approach, it was found that, in the phase-field model, the system
states obtained by means of the two-dimensional particle model do not have the same symmetry as
the particle geometry, especially at low applied flux magnitude. From this observation, we conclude
that the assumption that both the lithium concentration and the mechanical displacement fulfill several
conditions of symmetry is not completely justified for the purpose of modeling a particle located at
the cathode of a porous LIB, even in the case that the considered cathodic particle exhibits a perfectly
spherical shape with a homogeneous applied normal lithium flux at its surface.
In this part, we showed that the system states of a spherical particle obtained using the two-
dimensional particle model are significantly different from those obtained by means of the one-dimensional
particle model. Further, we demonstrated that the stresses obtained in the particle model of spherical
symmetry are always larger than those obtained in the particle model of ellipsoidal symmetry.
By means of the two-dimensional particle model, an analysis of the influence of the particle aspect
ratio on both the equilibrium and dynamical states was performed. At equilibrium, we saw that the
system history, i.e. the way to drive the system from an equilibrium state to another equilibrium state,
plays an important role for the arising equilibrium state which is somehow more significant than the
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role played by the system free energy of the corresponding equilibrium state. For the same history
reason, we found that the dynamical states exhibited by particles of ellipsoidal symmetry were strongly
dependent on the applied flux magnitude.
Finally, we performed at equilibrium as well as under dynamical particle loading and unloading, a
study of the arising stresses in the particle, which were found to be strongly dependent on the particle
aspect ratio.
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6 Chapter 6Conclusion
This work was devoted to the understanding of the mechanical behavior of a particle made of LMO that
is located in the cathode of a porous LIB. Differently from many existing particle models that account
for lithium-induced deformations in the dilute solution approach solely, we here used a phase-field model
coupled to mechanics.
Indeed, there exist numerous experimental measurements as well as ab-initio calculations indicating
that two distinguishable cubic phases coexist in the cathodic material, LixMn2O4, when the state of
charge 0 < x < 1. During battery charging and discharging the state of charge is usually varied between
zero and one. Thus, over battery charging and discharging, phase segregation may arise within the
particle. The occurence of phase segregation was thought as a possible explanation for the battery
capacity fade which is considered as a consequence of large mechanical stresses arising within cathodic
particles.
By means of a phase-field model coupled to mechanics, it was possible to account for the phase-
segregated lithium-concentration states as well as for the deformations induced by the lithium inter-
calation. At this place, we demonstrated that, the existence of an interfacial boundary layer, which
separates regions with different lithium concentrations, leads to large stresses in the particle. Thus, in
case of phase segregation, the equilibrium situations obtained in phase-field modeling were found to
be completely different from those obtained in the commonly used dilute solution approach where the
equilibrium lithium-concentration states are homogeneous and hence stress-free.
Using the dilute solution model, we perform a dynamical study from which we concluded that the
occurence of large stresses within the particle is a consequence of large lithium concentration gradients.
In this approach, large lithium concentration gradients arise only if the particle is driven significantly
far away from equilibrium. Such a situation results for example from the application of a large lithium
flux at the particle surface. Here we found that with increasing values of the applied flux magnitude,
the stresses within the particle increase. For very small applied lithium flux at the particle surface, the
particle is in a quasi-equilibrium state and the arising stresses were almost vanishing.
In phase-field modeling, we also obtained that the increase of the lithium flux applied at the particle
surface induces an increase of the stresses arising in the particle. However, in this context, the resulting
stresses were found to be about hundred times larger than those obtained in the dilute solution model.
Further, due to the occurence of phase-segregation, the quasi-equilibrium phase-segregated states did
not lead to insignificantly small stresses in the particle.
Another part of this work was to analyze the effect of the stress-induced lithium flux which is derived
from the coupling system free energy. We found that this flux enhances the lithium ion homogenization
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over the particle. Thus, as compared to the case where this flux was neglected, the arising stresses ob-
tained in a context where the stress-induced lithium flux was nonzero were smaller. As a consequence,
we found that this flux contributes together with the gradient term suppressing the phase segregation.
We obtained that the consideration of nonvanishing lithium-induced deformations reduces the discrep-
ancy between the lithium concentration values in the two different lithium-concentration phases, as
compared to the case where the lithium-induced deformations were neglected.
We also study by means of a battery model, the so-called dualfoil model, the many-particle states
occuring over battery charging and discharging. At this place, the coupling between the microscopic
particles and the macroscopic battery is done via the Butler-Volmer relation which determines the
kinetics of the lithium intercalation into the particles. Also in the dualfoil model, the occurence of
phase segregation in the cathodic particles leads to battery and particle states which are drastically
different from those obtained using the dilute solution approach.
In a first approximation, the cathodic particles were assumed to be of spherical symmetry. The main
advantage of this assumption was to avoid costly three-dimensional simulations. Nevertheless, from
the physics, such an assumption is not justified. Thus, by means of a two-dimensional particle model,
we performed a study to analyze the system states in a context where the particles do not fulfill the
condition of spherical symmetry. Differently from the states obtained using the dilute solution model,
we found that, in phase-field modeling, the phase-segregated states do not necessarily have the same
symmetry as the particle geometry. This is due to the fact that such asymetric states possess a lower
free energy than the symmetric one. In this context, we found that there exist numerous possible
equilibrium states which indicates the strong influence of the system history on the arising system
states.
Finally, by means of the two-dimensional particle model, we could consider particles of ellipsoidal
shape and study, at this place, the influence of the particle aspect ratio on the arising system states.
This study reveals that the stresses arising in nearly spherical particles are larger than those arising in
both elongated and flat-shaped particles.
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A Appendix AFlux boundary condition at the innerparticle boundaries
A.1 One-dimensional particle model
In the one-dimensional particle model introduced in Sec. 2.2.2 for the dilute solution approach and in
Sec. 3.3.3 for the phase-field approach, it is assumed that both the particle geometry as well as the
unknown functions of the problem — the lithium concentration n and the mechanical displacement u
— are of spherical symmetry.
Using spherical coordinates with radial dependence only to describe such a system, boundary condi-
tions at the particle center (see Eqs. (2.32) - (2.33) for dilute solution modeling and Eqs. (3.87) - (3.89)
for phase-field modeling) were artificially introduced to mathematically ensure the uniqueness of the
solutions.
In this appendix, we will demonstrate that these artificial boundary conditions also ensure that the
lithium flux holding at the particle center is zero which is a physical condition that has to be satisfied
in order to guarantee the conservation of lithium matter within the cathodic particle.
In the dilute solution model these artificial boundary conditions are given by
∂n
∂r
∣∣∣∣∣
r=0+
= 0, (A.1)
ur
∣∣∣
r=0+
= 0, (A.2)
whereas, in the phase-field model, they read
∂n
∂r
∣∣∣∣∣
r=0+
= 0, (A.3)
∂3n
∂r3
∣∣∣∣∣
r=0+
= 0, (A.4)
ur
∣∣∣
r=0+
= 0, (A.5)
where ur denotes the radial component of the mechanical displacement, u = urer, expressed as usual
with respect to the local orthonormal basis
(
er, eϑ, eϕ
)
.
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A.1.1 Boundary conditions at the particle center
For a particle model of spherical symmetry, provided that the unknown functions of the problem, the
lithium concentration n and the mechanical displacement u, are analytic, it holds, at the particle center,
the following set of boundary conditions,
∂(2p+1)n
∂r2p+1
∣∣∣∣∣
r=0+
= 0 (p ∈ N), (A.6)
∂(2p)ur
∂r2p
∣∣∣∣∣
r=0+
= 0 (p ∈ N). (A.7)
These conditions are however stronger than the boundary conditions, Eqs. (A.1) - (A.2) for the dilute
solution model and Eqs. (A.3) - (A.5) for the phase-field model, that are indeed required.
In the following, we will demonstrate, in the dilute solution approach, that, in combination with the
two local conservation laws, see Eqs. (2.28) - (2.29), Eqs. (A.1) - (A.2) imply that Eqs. (A.6) - (A.7)
are fulfilled. The proof that Eqs. (A.3) - (A.5) imply Eqs. (A.6) - (A.7), in the phase-field modeling,
can be done in a similar manner.
Assumptions of the proof
We assume that the unknown functions of the problem, the lithium concentration n and the radial
displacement ur, are analytic and that they fulfill, at the particle center, the following relationships:
∂n
∂r
∣∣∣∣∣
r=0+
= 0, (A.8)
ur
∣∣∣
r=0+
= 0. (A.9)
Further, we assume that the local conservation laws within the particle are satisfied, i.e.
∂(r2n)
∂t
+
∂
∂r
(
a30r
2
(
Jchr + J
cp
r
))
= 0, (A.10)
∂σr
∂r
+
2
r
(σr − σt) = 0. (A.11)
Preliminary calculations
After insertion of Eqs. (2.24) - (2.25) into Eqs. (2.26) - (2.27), we obtain
σr = 2λ1
∂ur
∂r
+ λ2
(
∂ur
∂r
+ 2
ur
r
)
− λΩ˜0 (n− n0) , (A.12)
σt = 2λ1
ur
r
+ λ2
(
∂ur
∂r
+ 2
ur
r
)
− λΩ˜0 (n− n0) . (A.13)
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With σh = 1/3(σr + 2σt), the two different flux contributions read
Jchr = −
D0
a30
∂n
∂r
, (A.14)
Jcpr =
D0Ω˜0n
kBT
∂σh
∂r
=
D0Ω˜0λn
kBT
(
∂2ur
∂r2
+
2
r
∂ur
∂r
− 2
r2
ur − Ω˜0∂n
∂r
)
, (A.15)
according to Eqs. (2.22) - (2.23).
Proof
Because the lithium concentration n and the radial displacement ur are analytic, we have
n(r, t) =
+∞∑
k=0
n(k)(0, t)
k!
rk, (A.16)
ur(r, t) =
+∞∑
k=0
u
(k)
r (0, t)
k!
rk, (A.17)
with
n(k)(0, t) =
∂(k)n
∂kr
∣∣∣∣∣
r=0+
, (A.18)
u(k)r (0, t) =
∂(k)ur
∂kr
∣∣∣∣∣
r=0+
. (A.19)
We first insert Eqs. (A.12) - (A.13) into Eq. (A.11) which gives
2λ1
∂2ur
∂r2
+ λ2
(
∂2ur
∂r2
+
2
r
∂ur
∂r
− 2
r2
ur
)
− λΩ˜0∂n
∂r
+
4
r
λ1
(
∂ur
∂r
− ur
r
)
= 0. (A.20)
After insertion of Eqs. (A.16) - (A.17) into the above equation, Eq. (A.20), we obtain
+∞∑
k=0
rk
k!
(k + 4
k + 2
)
(2λ1 + λ2)u
(k+2)
r (0, t)− λΩ˜0n(k+1)(0, t)

− 2
r2
(2λ1 + λ2)u
(0)
r (0, t) = 0 (A.21)
which simplifies to
+∞∑
k=0
rk
k!
(k + 4
k + 2
)
(2λ1 + λ2)u
(k+2)
r (0, t)− λΩ˜0n(k+1)(0, t)
 = 0, (A.22)
according to Eq. (A.9). This leads to the following recurrence relation
∀k ∈ N, u(k+2)r (0, t) =
(
k + 2
k + 4
)
λΩ˜0
2λ1 + λ2
n(k+1)(0, t). (A.23)
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We then insert Eqs. (A.14) - (A.15) into Eq. (A.10),
∂n
∂t
− D0
r2
∂
∂r
r2∂n
∂r
− a
3
0Ω˜0λ
kBT
n
(
r2
∂2ur
∂r2
+ 2r
∂ur
∂r
− 2ur
)
+
a30Ω˜
2
0λ
kBT
r2n
∂n
∂r
 = 0 (A.24)
With
β˜0 ≡ a
3
0Ω˜0λ
kBT
, (A.25)
Eq. (A.24) simplifies to
∂n
∂t
− D0
r2
∂
∂r
(
r2
∂n
∂r
)
+
D0β˜0
r2
∂
∂r
n(r2∂2ur
∂r2
+ 2r
∂ur
∂r
− 2ur
)
−D0β˜0Ω˜0
r2
∂
∂r
(
r2n
∂n
∂r
)
= 0. (A.26)
According to Eqs. (A.16) - (A.17), the first two terms appearing in the above equation, Eq. (A.26),
read
∂n
∂t
=
+∞∑
k=0
rk
k!
∂n(k)
∂t
(0, t) (A.27)
1
r2
∂
∂r
(
r2
∂n
∂r
)
=
+∞∑
k=0
rk
k!
(
k + 3
k + 1
)
n(k+2)(0, t) +
2
r
n(1)(0, t)
=
+∞∑
k=0
rk
k!
(
k + 3
k + 1
)
n(k+2)(0, t) (A.28)
The calculation of the two remaining terms is a bit more complicated since they contain a product of
two series. Here we use the Cauchy product rule.
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The third term of Eq. (A.26) reads
1
r2
∂
∂r
n(r2∂2ur
∂r2
+ 2r
∂ur
∂r
− 2ur
)
=
1
r2
∂
∂r

+∞∑
q=0
rq
q!
n(q)(0, t)

+∞∑
k=2
rk
k!
(k − 1)(k + 2)u(k)r (0, t)− 2u(0)r (0, t)︸ ︷︷ ︸
=0, see Eq. (A.9)


=
1
r2
∂
∂r

+∞∑
q=0
rq
q!
n(q)(0, t)
+∞∑
k=2
rk
k!
(k − 1)(k + 2)u(k)r (0, t)


=
1
r2
∂
∂r
+∞∑
k=2
rk
k−2∑
q=0
n(q)(0, t)
q!
u
(k−q)
r (0, t)
(k − q)! (k − q − 1)(k − q + 2)

With
∀k ≥ 2, Ak(0, t) ≡
k−2∑
q=0
n(q)(0, t)
q!
u
(k−q)
r (0, t)
(k − q)! (k − q − 1)(k − q + 2), (A.29)
we obtain
1
r2
∂
∂r
n(r2∂2ur
∂r2
+ 2r
∂ur
∂r
− 2ur
) = 1
r2
∂
∂r
+∞∑
k=2
rkAk(0, t)

=
+∞∑
k=0
rk(k + 3)Ak+3(0, t) +
2
r
A2(0, t), (A.30)
where, according to Eq. (A.29),
A2(0, t) = 2n
(0)(0, t)u(2)r (0, t).
From Eq. (A.23), for the particular case k = 0, it holds
u(2)r (0, t) =
λΩ˜0
2(2λ1 + λ2)
n(1)(0, t) = 0, (A.31)
according to Eq. (A.8). This means that
A2(0, t) = 0.
Thus, Eq. (A.30) reduces to
1
r2
∂
∂r
n(r2∂2ur
∂r2
+ 2r
∂ur
∂r
− 2ur
) = +∞∑
k=0
rk(k + 3)Ak+3(0, t). (A.32)
157
A Flux boundary condition at the inner particle boundaries
We then treat the fourth term of Eq. (A.26),
1
r2
∂
∂r
(
r2n
∂n
∂r
)
=
1
r2
∂
∂r
+∞∑
k=0
rk+2
k∑
q=0
n(q)(0, t)
q!
n(k−q+1)(0, t)
(k − q)!
 .
With
∀k ∈ N, Bk(0, t) ≡
k∑
q=0
n(q)(0, t)
q!
n(k−q+1)(0, t)
(k − q)! , (A.33)
we obtain
1
r2
∂
∂r
(
r2n
∂n
∂r
)
=
1
r2
∂
∂r
+∞∑
k=0
rk+2Bk(0, t)

=
+∞∑
k=0
rk(k + 3)Bk+1(0, t) +
2
r
B0(0, t)︸ ︷︷ ︸
=0, see Eq. (A.8)
=
+∞∑
k=0
rk(k + 3)Bk+1(0, t). (A.34)
We put Eqs.(A.27), (A.28), (A.32) and (A.34) into Eq. (A.26) and obtain
+∞∑
k=0
rk
k!
∂n(k)
∂t
(0, t)−D0(k + 3)
n(k+2)(0, t)
k + 1
− β˜0k!Ak+3(0, t) + β˜0Ω˜0k!Bk+1(0, t)
 = 0 (A.35)
which implies that
∀k ∈ N, ∂n
(k)
∂t
(0, t)−D0(k + 3)
n(k+2)(0, t)
k + 1
− β˜0k!Ak+3(0, t) + β˜0Ω˜0k!Bk+1(0, t)
 = 0. (A.36)
We will now demonstrate that
∀k ∈ N, k odd, n(k)(0, t) = 0, (A.37)
∀k ∈ N, k even, u(k)r (0, t) = 0. (A.38)
Eq. (A.37) is equivalent to
∀k ∈ N, k odd, ∀j ≤ k, j odd, n(j)(0, t) = 0. (A.39)
In order to prove Eq. (A.39), we make a mathematical induction.
For k = 1, Eq. (A.40) is fulfilled according to Eq. (A.8).
We suppose that, for a particular k ∈ N, k odd, Eq. (A.40) is satisfied, i.e. it holds
∀j ≤ k, j odd, n(j)(0, t) = 0. (A.40)
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This is the induction hypothesis. We then have to prove that
n(k+2)(0, t) = 0. (A.41)
For this particular k ∈ N, k odd, we have
∂n(k)
∂t
(0, t) = 0, (A.42)
according to Eq. (A.8). Further, according to Eq. (A.29), it holds
Ak+3(0, t) =
k+1∑
q=0
n(q)(0, t)
q!
u
(k+3−q)
r (0, t)
(k + 3− q)! (k + 2− q)(k + 5− q) (A.43)
where
u(k+3−q)r (0, t) =
(
k + 3− q
k + 5− q
)
λΩ˜0
2λ1 + λ2
n(k+2−q)(0, t),
according to Eq. (A.23). Inserting this last equation into Eq. (A.43) we obtain
Ak+3(0, t) =
λΩ˜0
2λ1 + λ2
k+1∑
q=0
n(q)(0, t)
q!
n(k+2−q)(0, t)
(k + 1− q)! . (A.44)
We analyze the terms appearing in this sum.
If q is odd then q ≤ k (k is supposed to be odd, then k + 1 is even) and, according to the induction
hypothesis, Eq. (A.40), n(q)(0, t) = 0. Thus, only the terms corresponding to an even value of q do not
vanish in the sum of Eq. (A.44).
If q is even, then k+ 2− q is odd (k is supposed to be odd) and it holds 1 ≤ k+ 2− q ≤ k+ 2 (since
0 ≤ q ≤ k+ 1). According to the induction hypothesis, Eq. (A.40), for all q ≤ k, it holds n(q)(0, t) = 0.
Thus, only the term q = 0 is not vanishing in the sum of Eq. (A.44) which is equal to
Ak+3(0, t) =
λΩ˜0
2λ1 + λ2
n(0)(0, t)n(k+2)(0, t)
(k + 1)!
. (A.45)
According to Eq. (A.33), we have
Bk+1(0, t) =
k+1∑
q=0
n(q)(0, t)
q!
n(k−q+2)(0, t)
(k + 1− q)! ,
which is in fact equal to
Bk+1(0, t) =
2λ1 + λ2
λΩ˜0
Ak+3(0, t)
=
n(0)(0, t)n(k+2)(0, t)
(k + 1)!
, (A.46)
according to Eq. (A.44) and to Eq. (A.45).
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We then insert Eqs. (A.42), (A.45) and (A.46) into Eq. (A.36) and obtain
−D0k + 3
k + 1
[
1 + n(0)(0, t)
4λ1
3(2λ1 + λ2)
β˜0Ω˜0
]
︸ ︷︷ ︸
6=0
n(k+2)(0, t) = 0
which implies that
n(k+2)(0, t) = 0 (A.47)
which corresponds to Eq. (A.41) meaning that Eq. (A.37) is fulfilled.
Eq. (A.37) together with (A.23) as well as Eq. (A.9) (for the case k = 0) easily lead to Eq. (A.38).
A.1.2 Lithium flux at the particle center
In the previous section we demonstrated that
∂n
∂r
∣∣∣∣∣
r=0+
= 0, (A.48)
ur
∣∣∣
r=0+
= 0, (A.49)
imply
∂(2p+1)n
∂r2p+1
∣∣∣∣∣
r=0+
= 0 (p ∈ N), (A.50)
∂(2p)ur
∂r2p
∣∣∣∣∣
r=0+
= 0 (p ∈ N), (A.51)
in the dilute solution model. Analogously, we argue that
∂n
∂r
∣∣∣∣∣
r=0+
= 0, (A.52)
∂3n
∂r3
∣∣∣∣∣
r=0+
= 0, (A.53)
ur
∣∣∣
r=0+
= 0, (A.54)
also imply Eqs. (A.50) - (A.51) in the phase-field model.
In this part, we will demonstrate that Eqs. (A.50) - (A.51) imply that the lithium flux at the particle
center satisfies
J · er
∣∣∣
r=0+
= 0 (A.55)
which further ensure that the total number of lithium ions N in the particle is conserved. Eq. (A.55)
can be rewritten as
Jr
∣∣∣
r=0+
= Jchr
∣∣∣
r=0+
+ Jcpr
∣∣∣
r=0+
= 0 (A.56)
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In the dilute solution model we have
Jchr
∣∣∣
r=0+
= −D0
a30
∂n
∂r
∣∣∣∣∣
r=0+
, (A.57)
Jcpr
∣∣∣
r=0+
= −D0Ω˜0n
kBT
∂σh
∂r
∣∣∣∣∣
r=0+
, (A.58)
according to Eqs. (2.22) - (2.23).
Differently, in the phase-field model, we have
Jchr
∣∣∣
r=0+
= Jmfr
∣∣∣∣∣
r=0+
+ Jgdr
∣∣∣
r=0+
= −D0
a30
(
α2
T ref
T
n(1− n) + 1
)
∂n
∂r
∣∣∣∣∣
r=0+
+
D0κn(1− n)
a30kBT
(
− 2
r2
∂n
∂r
+
2
r
∂2n
∂r2
+
∂3n
∂r3
)∣∣∣∣∣
r=0+
(A.59)
Jcpr
∣∣∣
r=0+
=
D0Ω˜0n(1− n)
kBT
∂σh
∂r
∣∣∣∣∣
r=0+
, (A.60)
according to Eqs. (3.80) - (3.82).
We first treat, in the dilute solution model, the term Jchr
∣∣∣
r=0+
. According to Eq. (A.50), Eq. (A.57)
directly becomes equal to
Jchr
∣∣∣
r=0+
= 0. (A.61)
In the phase-field model, according to Eq. (A.50), the term Jchr
∣∣∣
r=0+
of Eq. (A.59) reduces to
Jchr
∣∣∣
r=0+
=
D0κn(1− n)
a30kBT
(
− 2
r2
∂n
∂r
+
2
r
∂2n
∂r2
+
∂3n
∂r3
)∣∣∣∣∣
r=0+
. (A.62)
At this place, we perform a Taylor expansion in a neighborhood of r = 0+ to approximate the function,
− 2
r2
∂n
∂r
+
2
r
∂2n
∂r2
+
∂3n
∂r3
. (A.63)
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Since we have
− 2
r2
∂n
∂r
= − 2
r2
∂n
∂r
∣∣∣∣∣
r=0+
− 2
r
∂2n
∂r2
∣∣∣∣∣
r=0+
− ∂
3n
∂r3
∣∣∣∣∣
r=0+
+O(r)
= −2
r
∂2n
∂r2
∣∣∣∣∣
r=0+
+O(r), (A.64)
2
r
∂2n
∂r2
=
2
r
∂2n
∂r2
∣∣∣∣∣
r=0+
+ 2
∂3n
∂r3
∣∣∣∣∣
r=0+
+O(r)
=
2
r
∂2n
∂r2
∣∣∣∣∣
r=0+
+O(r), (A.65)
∂3n
∂r3
=
∂3n
∂r3
∣∣∣∣∣
r=0+
+O(r)
= O(r), (A.66)
according to Eq. (A.50), the quantity represented by Eq. (A.63), as needed in Eq. (A.62), is approxi-
matively equal to
− 2
r2
∂n
∂r
+
2
r
∂2n
∂r2
+
∂3n
∂r3
= O(r). (A.67)
After insertion of Eq. (A.67) into Eq. (A.62), Eq. (A.62) reduces to
Jchr
∣∣∣
r=0+
= O(r). (A.68)
Eq. (A.61) and Eq. (A.68) demonstrate that
Jchr
∣∣∣
r=0+
= 0.
in the first oder in r, for the dilute solution model as well as for the phase-field model, respectively.
We then treat the term Jcpr
∣∣∣
r=0+
whose expression is the same in both the dilute and phase-field
models. It here holds
∂σh
∂r
∣∣∣∣∣
r=0+
= λ
(
∂2ur
∂r2
− 2ur
r2
+
2
r
∂ur
∂r
)∣∣∣∣∣
r=0+
− λΩ˜0∂n
∂r
∣∣∣∣∣
r=0+
(A.69)
which reduces to
∂σh
∂r
∣∣∣∣∣
r=0+
= λ
(
∂2ur
∂r2
− 2ur
r2
+
2
r
∂ur
∂r
)∣∣∣∣∣
r=0+
, (A.70)
according to Eq. (A.50) and Eq. (A.51). At this place, we perform a Taylor expansion in a neighborhood
of r = 0+ to approximate the function,
∂2ur
∂r2
− 2ur
r2
+
2
r
∂ur
∂r
. (A.71)
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Since we have
∂2ur
∂r2
=
∂2ur
∂r2
∣∣∣∣∣
r=0+
+O(r)
= O(r), (A.72)
−2ur
r2
= − 2
r2
ur
∣∣∣
r=0+
− 2
r
∂ur
∂r
∣∣∣∣∣
r=0+
− ∂
2ur
∂r2
∣∣∣∣∣
r=0+
+O(r)
= −2
r
∂ur
∂r
∣∣∣∣∣
r=0+
+O(r), (A.73)
2
r
∂ur
∂r
=
2
r
∂ur
∂r
∣∣∣∣∣
r=0+
+ 2
∂2ur
∂r2
∣∣∣∣∣
r=0+
+O(r)
=
2
r
∂ur
∂r
∣∣∣∣∣
r=0+
+O(r), (A.74)
according to Eq. (A.51), the quantity represented by Eq. (A.71), as needed in Eq. (A.70), is approxi-
matively equal to
∂2ur
∂r2
− 2ur
r2
+
2
r
∂ur
∂r
= O(r). (A.75)
Inserting Eq. (A.75) into Eq. (A.70) leads to
∂σh
∂r
∣∣∣∣∣
r=0+
= O(r). (A.76)
Eq. (A.76) demonstrates that the quantity
Jcpr
∣∣∣
r=0+
= 0.
in the first oder in r, for both the dilute solution model phase-field models (see Eq. (A.58) and
Eq. (A.60), respectively).
A.2 Two-dimensional particle model
A.2.1 Derivation of the boundary conditions from the system symmetries
We now consider the two-dimensional particle model introduced in Sec. 2.2.3 and in Sec. 3.3.3 in the
context of dilute solution and phase-field modeling, respectively. This two-dimensional particle model
represents a three-dimensional particle whose geometry is invariant under rotation around the z-axis
and under mirror symmetry with respect to the x-y-plane.
In this part we will show that the artificial boundary conditions, Eqs. (2.56) - (2.61) of Sec. 2.2.3, are
a direct consequence of the assumptions related to the system symmetries. At this place, we assume
that not only the particle geometry but also the unknown functions of the problem being the lithium
concentration n(x, y, z) and the mechanical displacement,
u(x, y, z) = ux(x, y, z)ex + uy(x, y, z)ey + uz(x, y, z)ez,
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are invariant under rotation around the z-axis. At this place,
(
x, y, z
)
denotes the usual cartesian
coordinates system with orthonormal basis
(
ex, ey, ez
)
. In the x-z-plane (y = 0) it follows from this
invariance that
n(x, z) = n(−x, z), (A.77)
ux(x, z) = −ux(−x, z), (A.78)
uy(x, z) = 0, (A.79)
uz(x, z) = uz(−x, z), (A.80)
where the coordinate y = 0 has been omitted. From Eqs. (A.78) - (A.80), the displacement vector
u(x, z) reads
u(x, z) = ux(x, z)ex + uz(x, z)ez. (A.81)
Under the assumption that n and u are analytic functions of the cartesian coordinates and due to
parity reasons, Eq. (A.77), Eq. (A.78) and Eq. (A.80) are respectively equivalent to
∂(2p+1)n
∂x2p+1
∣∣∣∣∣
x=0,z
= 0 (p ∈ N), (A.82)
∂(2p)ux
∂x2p
∣∣∣∣∣
x=0,z
= 0 (p ∈ N), (A.83)
∂(2p+1)uz
∂x2p+1
∣∣∣∣∣
x=0,z
= 0 (p ∈ N). (A.84)
Related to the two-dimensional particle model, these conditions may furnish a set of boundary condi-
tions at the z-axis (x = 0).
To take advantage of the rotation invariance in order to reduce the system dimensionality, we use the
cylindrical coordinates
(
%, ϑ, z
)
with local orthonormal basis
(
e%, eϑ, ez
)
. In this basis, the displace-
ment vector,
u(x, y, z) = u%(x, y, z)e% + uϑ(x, y, z)eϑ + uz(x, y, z)ez.
In the x-z-plane (y = 0), i.e. for ϑ ∈ {0, pi}, we have
e% =
{
ex if x > 0
−ex if x < 0,
eϑ =
{
ey if x > 0
−ey if x < 0.
Thus, the displacement vector is expressed as
u(x, z) =
{
u%(x, z)ex + uϑ(x, z)ey + uz(x, z)ez if x > 0
−u%(x, z)ex − uϑ(x, z)ey + uz(x, z)ez if x < 0, (A.85)
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where the coordinate y = 0 has been omitted. We identify Eq. (A.81) to Eq. (A.85) and obtain
ux(x, z) =
{
u%(x, z) if x > 0
−u%(x, z) if x < 0, (A.86)
uy(x, z) = 0 = ±uϑ(x, z) (A.87)
which leads to
u(x, z) =
{
u%(x, z)ex + uz(x, z)ez if x > 0
−u%(x, z)ex + uz(x, z)ez if x < 0.
Under the assumption that u%(x, z)e% = ux(x, z)ex be analytic, the direction flip of e% at x = 0, in
general implies a nonanalyticity of u%(x, z) at x = 0. Further, for x = % > 0 it holds
n(x, z) = n(%, z), (A.88)
ux(x, z) = u%(x, z) = u%(%, z), (A.89)
uz(x, z) = uz(%, z), (A.90)
where Eq. (A.89) directly follows from Eq. (A.86). From the above identities, Eqs. (A.88) - (A.90),
using Eqs. (A.77)- (A.80), we can obtain boundary conditions for the functions n, u% and uz at % = 0+
that also corresponds to the boundary x = 0+. We have
0 =
∂(2p+1)n
∂x2p+1
∣∣∣∣∣
x=0+,z
=
∂(2p+1)n
∂%2p+1
∣∣∣∣∣
%=0+,z
(p ∈ N), (A.91)
0 =
∂(2p)ux
∂x2p
∣∣∣∣∣
x=0+,z
=
∂(2p)u%
∂%2p
∣∣∣∣∣
%=0+,z
(p ∈ N), (A.92)
0 =
∂(2p+1)uz
∂x2p+1
∣∣∣∣∣
x=0+,z
=
∂(2p+1)uz
∂%2p+1
∣∣∣∣∣
%=0+,z
(p ∈ N). (A.93)
Eqs. (A.91) - (A.93) represent a set of boundary conditions for the function n, u% and uz at the z-axis
of the two-dimensional particle model.
In a similar manner, in the x-z-plane, we assume that the lithium concentration n as well as the
components of the mechanical displacement u satisfy the following conditions of symmetry
n(x, z) = n(x,−z), (A.94)
ux(x, z) = ux(x,−z), (A.95)
uy(x, z) = 0, (A.96)
uz(x, z) = −uz(x,−z), (A.97)
where the coordinate y = 0 has been omitted. From Eq. (A.94), Eq. (A.95) and Eq. (A.97), it follows
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that
∂(2p+1)n
∂z2p+1
∣∣∣∣∣
x,z=0
= 0 (p ∈ N), (A.98)
∂(2p+1)ux
∂z2p+1
∣∣∣∣∣
x,z=0
= 0 (p ∈ N), (A.99)
∂(2p)uz
∂z2p
∣∣∣∣∣
x,z=0
= 0 (p ∈ N). (A.100)
Consequently, the boundary conditions at z = 0+ read
∂(2p+1)n
∂z2p+1
∣∣∣∣∣
x,z=0+
= 0 (p ∈ N), (A.101)
∂(2p+1)ux
∂z2p+1
∣∣∣∣∣
x,z=0+
= 0 (p ∈ N), (A.102)
∂(2p)uz
∂z2p
∣∣∣∣∣
x,z=0+
= 0 (p ∈ N). (A.103)
A.2.2 Reduction of the total number of boundary conditions
Dilute solution model
In the dilute solution approach, we can demonstrate that, in combination with the two local conservation
laws, see Eqs. (2.50) - (2.52), the set of Eqs. (A.91) - (A.93) is equivalent to
∂n
∂%
∣∣∣∣∣
%=0+,z
= 0 ⇔ ∂
(2p+1)n
∂%2p+1
∣∣∣∣∣
%=0+,z
= 0 (p ∈ N), (A.104)
u%
∣∣∣
%=0+,z
= 0 ⇔ ∂
(2p)u%
∂%2p
∣∣∣∣∣
%=0+,z
= 0 (p ∈ N), (A.105)
∂uz
∂%
∣∣∣∣∣
%=0+,z
= 0 ⇔ ∂
(2p+1)uz
∂%2p+1
∣∣∣∣∣
%=0+,z
= 0 (p ∈ N). (A.106)
Similarly, we also can demonstrate that the set of Eqs. (A.101) - (A.103) is equivalent to
∂n
∂z
∣∣∣∣∣
%,z=0+
= 0 ⇔ ∂
(2p+1)n
∂z2p+1
∣∣∣∣∣
%,z=0+
= 0 (p ∈ N), (A.107)
∂u%
∂z
∣∣∣∣∣
%,z=0+
= 0 ⇔ ∂
(2p+1)u%
∂z2p+1
∣∣∣∣∣
%,z=0+
= 0 (p ∈ N), (A.108)
uz
∣∣∣
%,z=0+
= 0 ⇔ ∂
(2p)uz
∂z2p
∣∣∣∣∣
%,z=0+
= 0 (p ∈ N). (A.109)
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The proofs of Eqs. (A.104) - (A.106), on the one hand, and of Eqs. (A.107) - (A.109), on the other
hand, is not shown here and can be done analogously to the proof done in Sec. A.1.1 related to the
particle model of spherical symmetry.
Phase-field model
In phase-field modeling, we can demonstrate that the set of Eqs. (A.91) - (A.93) is equivalent to
∂(2p+1)n
∂%2p+1
∣∣∣∣∣
%=0+,z
= 0 (p ∈ N) ⇔ ∂n
∂%
∣∣∣∣∣
%=0+,z
= 0 and
∂3n
∂%3
∣∣∣∣∣
%=0+,z
= 0, (A.110)
∂(2p)u%
∂%2p
∣∣∣∣∣
%=0+,z
= 0 (p ∈ N) ⇔ u%
∣∣∣
%=0+,z
= 0, (A.111)
∂(2p+1)uz
∂%2p+1
∣∣∣∣∣
%=0+,z
= 0 (p ∈ N) ⇔ ∂uz
∂%
∣∣∣∣∣
%=0+,z
= 0. (A.112)
Similarly, we also can demonstrate that the set of Eqs. (A.101) - (A.103) is equivalent to
∂(2p+1)n
∂z2p+1
∣∣∣∣∣
%,z=0+
= 0 (p ∈ N) ⇔ ∂n
∂z
∣∣∣∣∣
%,z=0+
= 0 and
∂3n
∂z3
∣∣∣∣∣
%,z=0+
= 0, (A.113)
∂(2p+1)u%
∂z2p+1
∣∣∣∣∣
%,z=0+
= 0 (p ∈ N) ⇔ ∂u%
∂z
∣∣∣∣∣
%,z=0+
= 0, (A.114)
∂(2p)uz
∂z2p
∣∣∣∣∣
%,z=0+
= 0 (p ∈ N) ⇔ uz
∣∣∣
%,z=0+
= 0. (A.115)
A.2.3 Lithium flux at the particle inner boundaries
In this part, we will demonstrate the sets of boundary conditions Eqs. (A.91) - (A.93) and Eqs. (A.101) -
(A.103) ensure that both the total number of lithium ions N in the particle is conserved. That means
that we have to prove that the following set of equations,
∂(2p+1)n
∂%2p+1
∣∣∣∣∣
%=0+,z
= 0 (p ∈ N), (A.116)
∂(2p)u%
∂%2p
∣∣∣∣∣
%=0+,z
= 0 (p ∈ N), (A.117)
∂(2p+1)uz
∂%2p+1
∣∣∣∣∣
%=0+,z
= 0 (p ∈ N) (A.118)
implies that
J · e%
∣∣∣
%=0+,z
= 0 (A.119)
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is fulfilled. Similarly we have to show that the following set of equations,
∂(2p+1)n
∂z2p+1
∣∣∣∣∣
%,z=0+
= 0 (p ∈ N), (A.120)
∂(2p+1)ux
∂z2p+1
∣∣∣∣∣
%,z=0+
= 0 (p ∈ N), (A.121)
∂(2p)uz
∂z2p
∣∣∣∣∣
%,z=0+
= 0 (p ∈ N) (A.122)
implies
J · ez
∣∣∣
%,z=0+
= 0 (A.123)
is satisfied.
In this appendix, we will demonstrate that Eqs. (A.116) - (A.118) imply Eq. (A.119), only. The
proof that Eqs. (A.120) - (A.121) imply Eq. (A.123) can be done analogously.
Eq. (A.119) can be rewritten as
J%
∣∣∣
%=0+,z
=
(
Jch% + J
cp
%
) ∣∣∣
%=0+,z
= Jch%
∣∣∣
%=0+,z
+ Jcp%
∣∣∣
%=0+,z
= 0. (A.124)
In the dilute solution model, we have
Jch%
∣∣∣
%=0+,z
= −D0
a30
∂n
∂%
∣∣∣∣∣
%=0+,z
, (A.125)
Jcp%
∣∣∣
%=0+,z
=
D0Ω˜0n
kBT
∂σh
∂%
∣∣∣∣∣
%=0+,z
, (A.126)
according to Eq. (2.40) and Eq. (2.41).
Differently, in the phase-field model, we have
Jch%
∣∣∣
%=0+,z
= Jmf%
∣∣∣∣∣
%=0+,z
+ Jgd%
∣∣∣
%=0+,z
= −D0
a30
(
α2
T ref
T
n(1− n) + 1
)
∂n
∂%
∣∣∣∣∣
%=0+,z
+
D0κn(1− n)
a30kBT
(
− 1
%2
∂n
∂%
+
1
%
∂2n
∂%2
+
∂3n
∂%3
+
∂3n
∂z2∂%
)∣∣∣∣∣
%=0+,z
(A.127)
Jcp%
∣∣∣
%=0+,z
=
D0Ω˜0n(1− n)
kBT
∂σh
∂%
∣∣∣∣∣
%=0+,z
, (A.128)
according to Eqs. (3.90) - (3.92).
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We first treat, in the dilute solution model, the term Jch%
∣∣∣
%=0+,z
. According to Eq. (A.116), Eq. (A.125)
directly becomes equal to
Jch%
∣∣∣
%=0+,z
= 0. (A.129)
In the phase-field model, according to Eq. (A.116), Eq. (A.127) reduces to
Jch%
∣∣∣
%=0+,z
=
D0κn(1− n)
a30kBT
(
− 1
%2
∂n
∂%
+
1
%
∂2n
∂%2
+
∂3n
∂%3
)∣∣∣∣∣
%=0+,z
. (A.130)
At this place, we perform a Taylor expansion in a neighborhood of % = 0+ to approximate the function,
− 1
%2
∂n
∂%
+
1
%
∂2n
∂%2
+
∂3n
∂%3
. (A.131)
Since we have
− 1
%2
∂2n
∂%2
= − 1
%2
∂n
∂%
∣∣∣∣∣
%=0+,z
− 1
%
∂2n
∂%2
∣∣∣∣∣
%=0+,z
− 1
2
∂3n
∂%3
∣∣∣∣∣
%=0+,z
+O(%)
= −1
%
∂2n
∂%2
∣∣∣∣∣
%=0+,z
+O(%), (A.132)
1
%
∂2n
∂%2
=
1
%
∂2n
∂%2
∣∣∣∣∣
%=0+,z
+
∂3n
∂%3
∣∣∣∣∣
%=0+,z
+O(%)
=
1
%
∂2n
∂%2
∣∣∣∣∣
%=0+,z
+O(%), (A.133)
∂3n
∂%3
=
∂3n
∂%3
∣∣∣∣∣
%=0+,z
+O(%)
= O(%), (A.134)
according to Eq. (A.116), the quantity represented by Eq. (A.131), as needed in Eq. (A.130), is ap-
proximatively equal to
− 1
%2
∂n
∂%
+
1
%
∂2n
∂%2
+
∂3n
∂%3
= O(%). (A.135)
After insertion of Eq. (A.135) into Eq. (A.130), Eq. (A.130) reduces to
Jch%
∣∣∣
%=0+,z
= O(%). (A.136)
Eq. (A.129) and Eq. (A.136) demonstrate that
Jch%
∣∣∣
%=0+,z
= 0.
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in the first oder in %, for the dilute solution model as well as for the phase-field model, respectively.
We then treat the term Jcp%
∣∣∣
%=0+,z
whose expression is the same in both the dilute and phase-field
models. It here holds
∂σh
∂%
∣∣∣∣∣
%=0+,z
= λ
(
∂2u%
∂%2
− u%
%2
+
1
%
∂u%
∂%
+
∂2u%
∂%∂z
)∣∣∣∣∣
%=0+,z
− λΩ˜0∂n
∂%
∣∣∣∣∣
%=0+,z
(A.137)
which reduces to
∂σh
∂%
∣∣∣∣∣
%=0+,z
= λ
(
∂2u%
∂%2
− u%
%2
+
1
%
∂u%
∂%
)∣∣∣∣∣
%=0+,z
, (A.138)
according to Eq. (A.116) and Eq. (A.118). At this place, we perform a Taylor expansion in a neigh-
borhood of % = 0+ to approximate the function,
∂2u%
∂%2
− u%
%2
+
1
%
∂u%
∂%
. (A.139)
Since we have
∂2u%
∂%2
=
∂2u%
∂%2
∣∣∣∣∣
%=0+,z
+O(%)
= O(%), (A.140)
−u%
%2
= − 1
%2
u%
∣∣∣
%=0+,z
− 1
%
∂u%
∂%
∣∣∣∣∣
%=0+,z
− 1
2
∂2u%
∂%2
∣∣∣∣∣
%=0+,z
+O(%)
= −1
%
∂u%
∂%
∣∣∣∣∣
%=0+,z
+O(%), (A.141)
1
%
∂u%
∂%
=
1
%
∂u%
∂%
∣∣∣∣∣
%=0+,z
+
∂2u%
∂%2
∣∣∣∣∣
%=0+,z
+O(%)
=
1
%
∂u%
∂%
∣∣∣∣∣
%=0+,z
+O(%), (A.142)
according to Eq. (A.117), the quantity represented by Eq. (A.139), as needed in Eq. (A.138), is ap-
proximatively equal to
∂2u%
∂%2
− u%
%2
+
1
%
∂u%
∂%
= O(%). (A.143)
Inserting Eq. (A.143) into Eq. (A.138) leads to
∂σh
∂%
∣∣∣∣∣
%=0+,z
= O(%). (A.144)
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Eq. (A.144) demonstrates that the quantity
Jcp%
∣∣∣
%=0+,z
= 0.
in the first oder in %, for both the dilute solution model phase-field models (see Eq. (A.126) and
Eq. (A.128), respectively).
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In this appendix, we demonstrate how to calculate the system free energy in the mean-field approx-
imation starting from the Hamiltonian Eq. (3.9) that represents the internal energy of intercalting
lithium ions into a rigid host material which is not allowed for deforming. According to Eq. (3.9), this
Hamiltonian reads
H{nα} =
one-body term︷ ︸︸ ︷
U0
∑
α
nα + U
∑
<α,α′>
nαnα′︸ ︷︷ ︸
two-body term
. (B.1)
To avoid the calculation of the canonical partition function Zc(T,N) which represents some math-
ematical difficulties, the system free energy F (T,N) is computed using the grand canonical partition
function Zgc(T, µ) which is however related to the system grand canonical potential J(T, µ) instead of
being related to the system free energy. As introduced in Sec. 3.2.1, it holds, upon the grand canonical
potential, the following relationship between the free energy and the grand canonical partition function:
Zgc(T, µ) =
∑
{nα}
exp
(
−H{nα} − µ
∑
α nα
kBT
)
, (B.2)
J(T, µ) = −kBT lnZgc(T, µ), (B.3)
N = −∂J(T, µ)
∂µ
∣∣∣∣∣
T
, (B.4)
F (T,N) = J(T, µ) + µ(T,N)N, (B.5)
where µ(T,N), as usual, denotes the chemical potential of the system. It can be expressed as a function
of the total number of lithium ions N in the particle by means of a self-consistent relation as we shall
see it in the following.
Due to the interaction (two-body) term between the lithium ions in the system Hamiltonian, Eq. (B.1),
the calculation of the grand canonical partition function is rather difficult. The mean-field approxima-
tion allows for the replacement of this two-body term by a one-body term under the assumption that
the value of nα does not deviate much from the average number of lithium occupation n¯ performed
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over the entire particle. Note that such a deviation, referred to as δnα, arises as consequence of thermal
fluctuations. We further have
nα = n¯+ δnα (B.6)
with
δnα
n¯
 1.
Inserting Eq. (B.6) into the two body term of Eq. (B.1), we obtain∑
<α,α′>
nαnα′ =
∑
<α,α′>
(
n¯+ δnα
) (
n¯+ δnα′
)
= n¯2
∑
<α,α′>
1 + 2n¯
∑
<α,α′>
δnα +
∑
<α,α′>
δnαδnα′ . (B.7)
The term
∑
<α,α′> 1 represents the sum over the interacting pair of lithium ions and is hence equal to
∑
<α,α′>
1 =
NΓ
2
,
N being the total number of interstitial lattice sites available for the lithium ions in the host material
and Γ the number of nearest-neighboring interstitial lattice sites.
After insertion of Eq. (B.6), the term 2
∑
<α,α′> δnα reduces to
2
∑
<α,α′>
δnα = 2
Γ
2
∑
α
(nα − n¯)
= Γ
∑
α
nα −NΓn¯.
The term
∑
<α,α′> δnαδnα′ stands for the contribution of the correlations between fluctuations and is
neglected in the mean-field approximation. Under these considerations the two-body term, Eq. (B.7),
simplifies to a one-body term given by
∑
<α,α′>
nαnα′ = −NΓn¯
2
2
+ Γn¯
∑
α
nα. (B.8)
Finally, Eq. (B.8) is inserted into Eq. (B.1) and the effective mean-field Hamiltonian reads
Heff{nα} =
(
U0 + UΓn¯
)∑
α
nα − NUΓn¯
2
2
. (B.9)
Up to now we have seen how to replace the two-body Hamiltonian of Eq. (B.9) by an effective one-
body Hamiltonian, Eq. (B.9), in the context of the mean-field approximation. Note that, due to this
replacement, an unknown quantity related to the average lithium concentration n¯ has been introduced.
We will now use this effective Hamiltonian to calculate the grand canonical partition function, Eq. (B.2).
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Inserting Eq. (B.9) into Eq. (B.2) gives
Zgc(T, µ) =
∑
{nα}
exp
−(U0 + UΓn¯− µ)∑α nα − NUΓn¯22
kBT

= exp
(
NUΓn¯2
2kBT
)∏
α
∑
nα∈{0,1}
exp
(
−
(
U0 + UΓn¯− µ
)
kBT
nα
)
= exp
(
NUΓn¯2
2kBT
)∏
α
1 + exp(−U0 + UΓn¯− µ
kBT
)
= exp
(
NUΓn¯2
2kBT
)1 + exp(−U0 + UΓn¯− µ
kBT
)N . (B.10)
Eq. (B.10) is further inserted into Eq. (B.3) to obtain the grand canonical potential which reads
J(T, µ) = −kBT lnZgc(T, µ)
= −kBT ln
exp
(
NUΓn¯2
2kBT
)1 + exp(−U0 + UΓn¯− µ
kBT
)N

= −NUΓn¯
2
2
−NkBT ln
1 + exp(−U0 + UΓn¯− µ
kBT
). (B.11)
Using this last expression the relationship between the total number of lithium ions N and the
chemical potential µ, represented by Eq. (B.4), can be calculated. We obtain
N = −∂J(T, µ)
∂µ
∣∣∣∣∣
T
= N
exp
(
−U0+UΓn¯−µkBT
)
1 + exp
(
−U0+UΓn¯−µkBT
)
which is equivalent to
n¯ =
1
1 + exp
(
U0+UΓn¯−µ
kBT
) (B.12)
with n¯ =
N
N .
Eq. (B.12) cannot be easily solved with respect to n¯ but it is rather solvable straightforward with
respect to µ. Eq. (B.12) is equivalent to
exp
(
− µ
kBT
)
= exp
(
−U0 + UΓn¯
kBT
)(
1− n¯
n¯
)
⇔ − µ
kBT
= −
(
U0 + UΓn¯
kBT
)
+ ln
(
1− n¯
n¯
)
⇔ µ = U0 + UΓn¯+ kBT ln
(
n¯
1− n¯
)
. (B.13)
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Finally, Eq. (B.11) and Eq. (B.13) are both inserted into Eq. (B.5) to obtain the free energy of the
system in the mean-field approximation. It holds
F (T,N = n¯N ) = J(T, µ) + µ n¯N
= −NUΓn¯
2
2
−NkBT ln
1 + exp(−U0 + UΓn¯− µ(T, n¯)
kBT
)+ µ(T, n¯) n¯N
where µ(T, n¯) is given by the self-consistent relationship, Eq. (B.13). After simplification, we obtain
F
(
T, n¯
)
= N
(
U0n¯+
UΓ
2
n¯2 + kBT
(
n¯ ln (n¯) + (1− n¯) ln (1− n¯))) . (B.14)
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C Appendix CEstimate of the interfacial energy term
In this appendix, we will see how to estimate the interfacial energy energy term κ introduced in
Sec. 3.2.3. This parameter depends on the crystalline structure of the sublattice where the lithium
ions have the possibility to sit when being inserted into the host material. In Sec. 3.1.1 it was shown
that this sublattice made of two shifted face-centered cubic sublattices could be approximated by an
“effective” cubic sublattice of lattice parameter a = a0. Such an approximation obviously leads to the
neglecting of several microscopic details. But, in a coarse-graining approach the knowledge of such
details is not required, hence we may use this approximation in order to evaluate the parameter κ.
An estimate of the parameter κ can be obtained from the microscopic Hamiltonian Eq. (3.9) whose
expression reads
H{nα} = U0
∑
α
nα + U
∑
<α,α′>
nαnα′ (C.1)
In the mean-field approximation introduced in Sec. 3.2.1, the correlations between the thermal fluctu-
ations of two different interstitial site states, referred to as nα and nα′ (α 6= α′), were neglected. By
introduction of an effective constant field n¯, identified to the average number of lithium occupation, it
was possible to decouple the two-body interaction term,
U
∑
α,α′
nαnα′ ,
appearing in Hamiltonian Eq. (C.1), which further simplifies the evaluation of the thermodynamical
potentials. However, by analysis of the mean-field free energy (see Sec. 3.2.2), non-physical system
states were revealed pointing out the insufficiency of the mean-field approximation. To overcome this
difficulty, using a coarse-graining approach, the mean-field free energy was extended in Sec. 3.2.3 by
a free energy functional, Eq. (3.32), where the number of lithium occupation appears as a spatial
dependent field denoted by n (r). Its expression reads
Ψ
[
n (r), T
]
=
∫
V0
dV
a30
(
U0 n (r) +
UΓ
2
n2 (r) +
κ
2
∣∣∇ n (r)∣∣2
+ kBT
(
n (r) ln n (r) +
(
1− n (r)) ln (1− n (r)))). (C.2)
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In the following the replacement of the microscopic Hamiltonian Eq. (C.1) by the free energy func-
tional Eq.(C.2) will be motivated. Considering that
nαnα′ =
1
2
(
n2α + n
2
α′ − (nα − nα′)2
)
,
the microscopic Hamiltonian, Eq. (C.1) first simplifies to
H{nα} = U0
∑
α
nα +
U
2
∑
<α,α′>
(
n2α + n
2
α′ − (nα − nα′)2
)
= U0
∑
α
nα +
U
2
∑
<α,α′>
2n2α −
U
2
∑
<α,α′>
(nα − nα′)2
= U0
∑
α
nα +
U
2
Γ
2
∑
α
2n2α −
U
2
∑
<α,α′>
(nα − nα′)2
= U0
∑
α
nα +
UΓ
2
∑
α
n2α −
U
2
∑
<α,α′>
(nα − nα′)2, (C.3)
where Γ refers to the number of nearest neighboring interstitial sites of a given intersitital lattice site.
Since the effective sublattice available for the lithium ions is cubic, Γ = 6. Note that Eq. (C.3) being
an exact expression of the Hamiltonian Eq. (C.1) still contains a two-body term,
−U
2
∑
<α,α′>
(nα − nα′)2,
which will be evaluated by means of a coarse-graining approach.
In this context, the microscopic variable nα is replaced by
nα = n(rα). (C.4)
Here, n is a function representing the number of lithium occupation and n(rα) denotes its evaluation
at the position rα. As for the site α, the state of any arbitrary interstitial site α′, nearest neighbor of
the site α is given by
n′α = n(rα ± a0 ei) (C.5)
where ei ∈ {ex, ey, ez} is a unit vector oriented along one the principal directions, the x-, y- or z-axis,
of the sublattice available for the lithium ions. Assuming that the dimension of the sublattice is much
larger than the lattice parameter, e.g. ‖a0 ei‖  ‖rα‖, the second term of Eq. (C.5) is approximated
by
n(rα ± a0 ei) ≈ n(rα) + a0 ∂n
∂(±ei)
∣∣∣∣∣
rα
(±ei)
≈ n(rα) + a0 ∂n
∂ei
∣∣∣∣∣
rα
ei
≈ n(rα) + a0∇n · ei
∣∣∣
rα
. (C.6)
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Inserting Eq. (C.6) into Eq. (C.5), we have
n′α ≈ n(rα) + a0∇n · ei
∣∣∣
rα
. (C.7)
From Eq. (C.4) and Eq. (C.7), the interacting term of Hamiltonian Eq. (C.3) is first simplified to
−U
2
∑
<α,α′>
(nα − nα′)2 = −U
2
1
2
∑
α
∑
i∈{x,y,z}
(
2 a0∇n · ei
∣∣∣
rα
)2
= −Ua20
∑
α
∇n(rα) ·∇n(rα)
= −Ua20
∑
α
|∇n(rα)|2,
before being inserted into Eq. (C.3) which then reads
H{nα} = U0
∑
α
n(rα) +
UΓ
2
∑
α
n2(rα)− Ua20
∑
α
|∇n(rα)|2. (C.8)
Note that the Hamiltonian of the system, Eq. (C.8), now does not contain any interaction term. This
term has been incorporated in a gradient term by means of the coarse-graining procedure. At this
place, we should remark that the notations appearing in Eq. (C.8) are not mathematically properly
defined. Indeed, in the same expression, both discrete and continuous operators1 coexist.
To overcome this problem, the discrete summation in Eq. (C.8) is substituted by an integral performed
over the volume of the sublattice according to∑
α
(. . .) =
∫
V0
dV
a30
(. . .).
The volume element a30 stands for a mesoscopic volume needed when undergoing from a discrete mi-
croscopic formulation to a continuous mesoscopic formulation. It appears a constant factor ensuring
that the dimensionality of the discrete microscopic quantities and the related continous mesoscopic
quantities is the same. Thus, in our model, this factor is simply an arbitrary constant. Without losses
of generalities, the volume element a30 is identified to the volume occupied by a lithium ion when the
average lithium concentration is equal to n¯.
After this substitution has been done, the continuous formulation of Eq. (C.8), referred to as E [n (r)],
holds
E [n (r)] =
∫
V0
dV
a30
(
U0 n (r) +
UΓ
2
n2 (r)− Ua20
∣∣∇ n (r)∣∣2) .
We further introduce
κ = −2Ua20 ,
and then obtain
E [n (r)] =
∫
V0
dV
a30
(
U0 n (r) +
UΓ
2
n2 (r) +
κ
2
∣∣∇n (r)∣∣2) (C.9)
1The discrete summation operator
∑
α coexists with the continuous gradient operator ∇.
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which is identified to the system internal energy. Furthermore, the system free energy Ψ[n (r)], equal
to
Ψ[T, n (r)] = E [n (r)]− TS0[n (r)] (C.10)
where S0[n (r)] is the entropy of a noninteracting system of lithium ions as indicated in Sec. 3.2.3 whose
expression is given by
S0
[
n (r)
]
= −kB
∫
V0
dV
a30
(
n (r) ln n (r) +
(
1− n (r)) ln (1− n (r))), (C.11)
acoording to Eq. (3.26). Finally, inserting Eqs. (C.9) - (C.11) into Eq. (C.10), we obtain
Ψ
[
n (r), T
]
=
∫
V0
dV
a30
(
U0 n (r) +
UΓ
2
n2 (r) +
κ
2
∣∣∇ n (r)∣∣2
+ kBT
(
n (r) ln n (r) +
(
1− n (r)) ln (1− n (r)))).
which is identical to Eq. (C.2).
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