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When traversing a symmetry breaking second order phase transition at a finite rate, topological
defects form whose number dependence on the quench rate is given by simple power laws. We
propose a general approach for the derivation of such scaling laws that is based on the analytical
transformation of the associated equations of motion to a universal form rather than employing
plausible physical arguments. We demonstrate the power of this approach by deriving the scaling of
the number of topological defects in both homogeneous and non-homogeneous settings. The general
nature and extensions of this approach are discussed.
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Introduction – The study of the non-equilibrium dy-
namics of systems undergoing phase transitions is an im-
portant problem of statistical physics [1, 2]. Of particu-
lar interest in this context is the analysis of the dynamics
of systems undergoing slow quenches through a second-
order phase transition from a symmetric to a symmetry
broken phase [3]. When the quench is performed at fi-
nite rates the symmetry is broken locally, and spatially
separated regions can select different states within the
ground state manifold. The typical size of the correlated
regions and hence the density of defects exhibit a power-
law dependence on the quench rate. One approach for
the prediction of the defect scaling, suggested in a the-
ory which has become known as Kibble-Zurek mechanism
[4–6], employs physically reasonable arguments involv-
ing the equilibrium concepts of divergence of correlation
length, relaxation and freeze-out time near the critical
point. Indeed, for homogeneous and large systems ap-
proaching the thermodynamic limit, Kibble-Zurek theory
successfully predicts the scaling of defects with quench
rate in terms of the critical exponents of the phase tran-
sition. This intuitive derivation may indeed be transpar-
ent for such systems but is much less so in more gen-
eral cases involving for example those that exhibit spa-
tial inhomogeneity [7, 8] which, in turn, poses the risk
of incorrect conclusions to be drawn. Indeed, while some
experiments aimed at measuring defect scaling laws were
realized in systems that are well approximated as large
and homogeneous systems, e.g. liquid crystals [9–11], liq-
uid Helium [12, 13], superconducting films [14, 15] and
multiferroics [16, 17], the consequences of inhomogene-
ity and finite-size effects cannot be ignored in recent ex-
periments on Bose-Einstein condensates [18–20] and ion
crystals, [21, 22] which can exhibit non-standard scaling.
Hence it is important to develop an approach that does
not appeal to physical intuition but exclusively relies on
mathematical arguments in its derivation of scaling laws.
This will be the main goal and result of the present Let-
ter.
The basic idea – Due to the application of a quench,
that is an external change of the system parameters, the
parameters in the equations of motion adopt spatial and
temporal dependencies whose rate of change is related
to the quench time τq. The principal goal is the deriva-
tion of scaling laws for physical properties such as the
rate of defect formation in terms of τq without the ex-
plicit solution of the equations of motion and without
resorting to physical arguments concerning equilibrium
concepts such as the divergence of correlation length, re-
laxation and freeze-out time near the critical point. This
goal is achieved by employing as the principal idea the
rescaling of the parameters of the equations of motion in
such a manner that the dependence on the quench rate
is eliminated. The scaling of the spatial properties of the
system is then contained within this transformation. As
this method uses purely the structure of the equations of
motion, it can be applied to a wide variety of systems.
For homogeneous systems in the thermodynamic limit
our technique predicts scaling laws that are consistent
with the Kibble-Zurek theory in the mean-field regime.
For the case of inhomogeneous and also finite size sys-
tems we show that the precise scaling can be derived, and
it is not only a function of quench rate but also of the
characteristic system size. We illustrate the technique
by applying it to power-law quenches in systems obey-
ing the overdamped and underdamped time-dependent
Ginzburg-Landau equations but note that this approach
is applicable well beyond Landau theory of second-order
phase transitions.
Ginzburg-Landau Theory – Let us start by introducing
the free energy of the system in the vicinity of the phase
transition. For concreteness we assume that the state
of the system is governed by a complex order parameter
φ (r, t), but the same arguments would apply for a real
muticomponent order parameter. In Landau theory of
phase transitions, the free energy of our system near the
critical point is given by
Ftot =
∫
dr [Fgrad + FL + Finh] . (1)
2The first term on the rhs of (1) is the gradient
Fgrad =
1
2
|∇φ|2 , (2)
the second term is the time-dependent Landau free en-
ergy
FL =
1
2
ε (t) |φ|2 + g
4
|φ|4 (3)
and the last term represents the inhomogeneous external
potential
Finh =
1
2
V (r, L) |φ|2 . (4)
Here, ε (t) is the time dependent critical parameter and
L > 0 is the characteristic system size. For ε+V (r, L) >
0 the minimum of Finh + FL corresponds to φ = 0, that
is the field vanishes and the system is in the symmet-
ric phase. For ε + V (r, L) < 0 there are many minima
of Finh + FL at |φ (r, t)|2 = − ε+V (r,L)g and the system
can adopt symmetry-broken states within this nontrivial
ground-state manifold. According to Landau theory, the
phase transition takes place when the critical parameter
ε (t) + V (r, L) changes its sign.
The spatially homogeneous case – In a first example we
illustrate our method by considering the equation of mo-
tion corresponding to phenomenological model A of [2].
The evolution of the field is described by the stochastic
Ginzburg-Landau equation (SGLE)
∂φ
∂t
= −ΓδFtot
δφ
+ θ (r, t)
√
T , (5)
where Γ is the relaxation, T is the temperature of the
system, and θ (r, t) is the uncorrelated white-noise vari-
able with 〈θ (r, t) θ∗ (r′, t′)〉 = 2Γδ (r− r′) δ (t− t′). The
equation describing the evolution of the complex conju-
gate of the order parameter, φ∗(r, t), is of the same form
as eq. (5). The use of an uncorrelated white-noise en-
vironment may be justified by taking the viewpoint that
the physical environment couples to the microscopic de-
grees of freedom of the system whose evolution is faster
than that of the macroscopic order parameter φ. Hence,
on the level of the macroscopic order parameter the en-
vironment is well approximated by a Markovian environ-
ment. SGLE can be rigorously derived from the micro-
scopic theory of the Bose-Einstein condensates [23, 24].
It was used to model spontaneous defect formation in
BEC [19], giving good agreement with experimental ob-
servations.
First, we consider the dynamics of the system in a
homogeneous setting, i.e. Finh ≡ 0. By substituting eqs.
(1), (2) and (3) into (5) we obtain the following equation
of motion for the field
∂φ
∂t
= −Γ
[
∇2φ+ ε (t)φ+ g |φ|2 φ
]
+ θ (r, t)
√
T . (6)
In order to simplify the discussion we consider only
polynomial dynamical quench functions. It should be
noted here, that other functional dependencies of quench
parameters can also be analyzed, but the analytical for-
mulation of the result is considerably more involved.
Without loss of generality we assume that the phase tran-
sition takes place at t = 0 and, furthermore, all quantities
in the equations of motion are assumed to be in dimen-
sionless natural units. Therefore, the critical parameter
can be expressed as
ε (t) = −
∣∣∣∣ tτq
∣∣∣∣
n
sign (t) (7)
where τq defines the quench time scale.
In general, the variation of the quench rate modifies the
equation of motion (6) and thus affects the final state of
the system. However, as we will show now, the depen-
dence on τq can be eliminated and the equation of mo-
tion of the order parameter can be written in a universal
form, if the parameters of equation (6) are rescaled. This
is achieved by the consideration of the following linear
transformations
η = αt, ξ = βr, ϕ =
φ
β
(8)
and a suitable choice of α and β. Substituting rescalings
(8) in eq. (6) yields
∂ϕ
∂η
= −Γ
[
β2
α
∇2ξϕ−
1
αn+1τnq
sign (η) |η|n ϕ+
+
β2
α
g |ϕ|2 ϕ
]
+
√
Tβd−2
α
θ (ξ, η) , (9)
where d is the dimensionality of the system. The depen-
dence of the terms in [ ] in eq. (9) on τq can be eliminated
by choosing
α = τ
−
n
n+1
q , β = α
1
2 = τ
−
n
2(n+1)
q . (10)
An additional rescaling of temperature, T˜ = Tβd−4, re-
sults in a fully τq-invariant equation of motion
∂ϕ
∂η
= −Γ
[
∇2ξϕ− sign (η) |η|n ϕ+ g |ϕ|2 ϕ
]
+
√
T˜ θ (ξ, η) .
(11)
Equation (11) has been obtained after a rescaling of
temporal and spatial variables as well as the magnitude of
the order parameter and temperature by coefficients that
are proportional to powers of τq. Its kinetic and poten-
tial energy do not depend anymore on τq. The rescaling
factors α and β directly relate to the “freeze-out” time
and “freeze-out” length of the traditional KZ theory. The
freeze-out time is tˆ and freeze-out length is ξˆ
tˆ ∝ α−1 = τn/(n+1)q (12)
ξˆ ∝ β−1 = τn/(2(n+1))q . (13)
3For linear quenches tˆ = τ
1/2
q and ξˆ = τ
1/4
q , in agree-
ment with KZ theory prediction with critical exponents
ν = 1/2 and z = 2 [25]. The rescaling equations (8)-(10)
brings out the universality of the order parameter as in
the rescaled coordinates the dynamics is identical for dif-
ferent quench rates. This is the main idea of the present
Letter as now the question of scaling in the quench time
τq has been transferred from the analysis of the dynam-
ics of a complicated equation to the scaling behavior of
the parameter transformation that yields a quench rate
independent equation of motion. The Kibble-Zurek the-
ory of topological defect formation then follows directly
from this result if we assume that topological defects are
formed in the system upon traversal of the critical point.
The linear transformations that resulted in a τq-
independent dynamical equation (11) involved a rescaling
of temperature. This suggests that, formally, the scaling
relations (12)-(13) hold in experiments, where tempera-
ture is varied to keep Tβd−4 constant. Typically, how-
ever, the KZ experiments are performed in systems that
interact with a heat reservoir at a constant temperature,
which is independent of quench rate. Thus to evaluate
the universality of the above approach we consider the
effect of the rescaling of the stochastic term in equation
(11). The rescaling T → T˜ = Tβd−4 = Tτ−
n(d−4)
2(n+1)
q af-
fects the initial conditions and also changes the amount
of thermal energy introduced into the system during the
quench. For d = 4 the temperature dependence on
quench rate disappears and equation (11) is universal.
Now let us consider how the temperature affects quench
dynamics in dimensions d 6= 4. If the nonlinear term
in the equations of motion can be neglected then the ini-
tial conditions are independent of temperature and hence
quench rate. This is because, in this case, the order pa-
rameter can simply be rescaled to remove the tempera-
ture dependence. If the initial conditions are independent
of quench rate and the thermal energy introduced by the
stochastic term is small then the dynamics is universal.
Let η0 denote the time when the quench starts. Compar-
ison of terms in equation (11) suggests that the nonlinear
term can be neglected when
|ηn0ϕ| ≫ |gϕ3|. (14)
In thermal equilibrium, the magnitude of the order pa-
rameter field scales with
√
T˜ i.e. |ϕ| ∼
√
T˜ and substi-
tuting this expression in (14) gives
|η0| ≫ A,
A ≡
∣∣∣∣gT τ−n(d−4)2(n+1)q
∣∣∣∣
1
n
. (15)
Thus as long as the condition (15) is valid the KZ scal-
ing given by eqs. (12)-(13) holds. Let us consider in
which cases the condition (15) is satisfied. Since the KZ
scenario is concerned with scaling at slow quenches we
examine the slow quench limit. For d > 4, reducing the
quench rate 1/τq decreases A. Thus when d ≥ 4 the
condition (15) can be always satisfied for slow quenches
and the dynamics is universal. Dimensions d < 4 require
a more careful treatment because condition (15) will be
eventually violated at very slow quenches at which point
the fluctuations will start to influence the KZ scaling to
destroy the behaviour that would be expected from uni-
versal equations. By analogy with the equilibrium ther-
modynamics we may regard dimension d = 4 as an upper
critical dimension. Nevertheless, for any finite tempera-
ture T there will be a range of quench rates 1/τQ such
that eq. (15) is satisfied and in this range the dynam-
ics will reproduce the behaviour of a universal equation.
One should note that real systems are finite and for slow
quenches the finite size effects will also become significant
and can easily dominate the observed scaling [26].
In practice, KZ experiments measure the density of
stable defects ρ(r) at the end of the quench protocol. In
d-dimensional space, ρ(r) and ρ(ξ) in the original and
the rescaled coordinates, respectively, satisfy∫
ρ(r)ddr =
∫
ρ(ξ)ddξ. (16)
Making use of equations (8) and (10) in (16) we find that
the defect density in real space scales as
ρdef ∼ βd ∼ τ
−
n
2(n+1)
d
q . (17)
Alternatively, this result can be formulated for character-
istic domain size, which scales linearly with |r|. Thus in
real space the characteristic domain size scales as ∼ β−1.
This is in agreement with predictions of the Kibble-Zurek
theory, e.g. for n = 1, d = 1, we find Ndef ∼ τ−1/4q which
agrees with the results presented in [25, 27, 28].
It is not possible to have arbitrarily many defects in the
system and therefore at high quench rates (high defect
densities) one expects to observe a plateau in the defect
scaling. This deviation from the simple power-law scal-
ing can be anticipated by noting the scaling of the char-
acteristic defect size and comparing it to the scaling of
separation between defects. The characteristic size of the
defects in rescaled coordinates is given by h˜ ∼
√
2/g|ϕ|2,
as according to equation (11), a shorter defect has a ki-
netic energy that exceeds the potential barrier. By mak-
ing use of the relations (8) one can see that in real space
the typical defect size h has no dependence on τq. On the
other hand the typical distance between defects, i.e. the
domain size, scales as D ∼ β−1. The simple power law
scaling breaks down when the ratio h/D ∼ β becomes of
order of one, which happens for sufficiently small τq. We
emphasize that this physical argumentation is not em-
ployed in our derivation of the power law-scaling, but is
4simply used to anticipate its breakdown at fast quench
rates.
The spatially inhomogeneous case – Now we will apply
the same strategy to analyze the system in the presence of
space-dependent external potential V (r, L). In this case
the dynamics of the system is governed by the equation
∂φ
∂t
= −Γ
[
∇2φ−
∣∣∣∣ tτq
∣∣∣∣
n
sign (t)φ+ g |φ|2 φ− V (r, L)φ
]
+ θ (r, t)
√
T . (18)
which contains an additional spatially dependent term.
Therefore the dependence on τq can in general be elim-
inated only if the trapping potential V (r, L) is also
rescaled. To be specific let us consider here two such
potentials:
(i) power law potential V (r, L) =
∣∣ r
L
∣∣m, with r = |r|.
The dependence on τq in eq. (18) is eliminated if in
addition to rescalings (8) and (10) one assumes that the
characteristic system size is rescaled according to λ =
βα1/mL. Then the equation of motion (18) is reduced to
the following τq-independent universal equation
∂ϕ
∂η
= −Γ
[
∇2ξϕ− sign (η) |η|n ϕ+
∣∣∣∣ ξλ
∣∣∣∣
m
ϕ+ g |ϕ|2 ϕ
]
+ θ (ξ, η)
√
T˜ . (19)
(ii) For an inverted Gaussian potential V (x, L) =
exp
(
− x2L2
)
the equation of motion (18) can be brought
to universal form if the following nonlinear rescaling is
applied L2 = − ξ2β2 ln(λα) . This allows us to write the
equation of motion in the universal form
∂ϕ0
∂η
= −Γ
[
∇2ξϕ− sign (η) |η|n ϕ− λϕ+ g |ϕ|2 ϕ
]
+ θ (ξ, η)
√
T˜ (20)
These examples illustrate that in inhomogeneous set-
tings the number of topological defects depends not only
on the quench rate but also on the characteristic system
size L. i.e. in the rescaled frame of reference we can
write ρ(ξ, λ). Thus in original space for the density of
defects we obtain the following relation ρ(r, λ (L, τq)) ∼
βd ∼ τ−
n
2(n+1)
d
q provided that λ is kept constant. This re-
sult differs from the standard inhomogeneous KZ theory
based on intuitive arguments. In particular, it was pre-
dicted that the influence of external potential may change
the power of dependence of ρ on τq [7, 29]. However, as
it was shown above the density of defects will follow a
precise powerlaw scaling in τq only if the characteristic
system size L is varied in such a way that λ(L, τq) does
not depend on τq. The required transformation L(τq)
can be determined from the equations of motion, as it
has been demonstrated in the two examples.
Beyond Ginzburg-Landau – Our method is based on
the derivation of universal equations by means of a rescal-
ing of spatial and temporal coordinates. It can also be
applied to the systems whose dynamics is described by
different equations of motion describing phase transition
of systems in other dynamic universality classes [2]. Nat-
urally, in this case the specific form of rescaling coeffi-
cients in (8) and (10) is modified. However, if the equa-
tion of motion is known, the method enables the simple
derivation of number of defects scaling as a function of
τq. In order to illustrate this let us analyze the dynam-
ics of the system in the so-called underdamped regime
[30]. The dynamics of the field in this case is governed
by equation
∂2φ
∂t2
= ∇2φ−
∣∣∣∣ tτq
∣∣∣∣
n
sign (t)φ+ g |φ|2 φ. (21)
Equation (21) differs from (6) in that the first time
derivative is replaced by a second time derivative. Now
the quench time in (21) is eliminated if the following
rescalings are applied
η = αt, ξ = βr, (22)
α = τ
−
n
n+2
q , β = α. (23)
Thus in the linear quench regime (n = 1) and for d = 1,
the defect density scales according to ρ(r) ∼ β ∼ τ−
1
3
q .
This result is in perfect agreement with the analytical
and numerical results presented in [27, 30, 31].
It should be emphasized that the transformation ap-
proach that we have described in this Letter is not re-
stricted to equations of motion of order parameters but
does apply equally to the full microscopic equations of
motion that are underlying the system. For instance by
making use of the methods presented here one can rewrite
the equation of motion of a quantum Ising chain in a uni-
versal form by assuming α = τ
−1/2
q , β = α [26].
Conclusions– We have presented an analytical method
for examining the dynamics of second-order phase tran-
sitions near the critical point that replaces physical ar-
guments by mathematical reasoning based on transfor-
mations of the equations of motion of a system under
consideration. The power of the method is demonstrated
by considering two specific cases of the time dependent
Landau-Ginzburg equation in the so-called overdamped
and underdamped regimes. We have shown that by mak-
ing use of linear transformations the equation of motion
can be represented in a universal form with no depen-
dence on quench rate. This has been used to derive the
spatial scaling of the defect density with the quench rate
of the transition. We have also applied our method to an-
alyze the dynamics of inhomogeneous systems and have
shown that in this case the number of defects also scales
with the characteristic system size. The approach pre-
sented here goes well beyond these problems and can be
5applied to the microscopic equations of motion underly-
ing arbitrary phase transitions.
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