We introduce a non-standard but, to our opinion natural, order on the initial segments of the Haar system and investigate the isomorphic classi cation of the linear span, in L p , of block bases, with respect to this order.
0. Introduction. In DS] it was proved that every unconditional basic sequence fx i g 1 i=1 in L p , 2 < p < 1, which is not equivalent to the natural basis of`p has the property that for some K 1 and every positive integer n there are n vectors of the form y i = P j2 i a j x j , i = 1; : : :; n, where the sets i are pairwise disjoint and the sequence fy i g is equivalent, with constant K, to the unit vector basis in`n 2 . See also JMST] for a generalization of this fact for more general lattices. It was left open in these two papers (and speci cally asked in Problem 3.A of DS]) whether fy i g can be chosen to be a block basis, i.e.,whether the sets i can be chosen to be successive, that is, maxfj; j 2 k g < minfj; j 2 l g for all k < l.
The initial motivation of this paper was to solve this question in the negative. As is well known the Haar basis, fh n;i g 1 n=0;
2 n i=1 , in L p (0; 1), 1 < p < 1, in its common order, has a block basis (i.e., the Rademacher functions) equivalent to the unit vector basis of`2. It follows from the main results of this paper (Theorems 2.2 and 3.1) that the initial segments of the Haar system can be rearranged so that they will not have (the nite version of) this property anymore. We denote the new order by . Note that the space ( P 1 N=1 h n;i ] N n=0; 2 n i=1 ) p is isomorphic to`p. (here x i ] i2A denotes the closed linear span of fx i g i2A .) Let fb i g 1 i=1 be the natural (relative to the order ) basis of ( P 1 N=1 h n;i ] N n=0; 2 n i=1 ) p , i.e., the basis composed of the successive conjunction of the bases fh n;i g N n=0;
2 n i=1 , each in its -order. Clearly, fb i g 1 i=1 is not equivalent to the natural basis of`p as long as p 6 = 2. and it easily follows from the previous paragraph that For each p, 1 < p 6 = 2 < 1, and for each K, 1 K < 1, there is an n such that no block basis of fb i g 1 i=1 of length n is K-equivalent to the unit vector basis of`n 2 .
Thus, in the case 2 < p < 1, the sequence fb i g 1 i=1 gives the required counterexample to the problem above.
In Section 1 below we introduce the new order on the initial segments of the Haar system and determine some of its properties. In Section 2 we prove the main theorem (2.2) which states that, for 2 < p < 1, every block basis of such an initial segments of the Haar system is well equivalent to a diagonal of the unit vector basis of`k p and a subsequence of a permutation of the Haar system. In Section 3 we deal with the case 1 < p < 2 and prove a somewhat weaker property of such block bases in Theorem 3.1 but which is also enough to deduce above.
1. The order. An interval of the form I = i?1 2 n ; i 2 n , n = 0; 1; : : :; i = 1; 2; : : :; 2 n , will be called a dyadic interval. The left half of the interval I = i?1 2 n ; i 2 n is the interval The common order on fh I g is the lexicographic order on f(n; i)g. Fixing N we would like to introduce a di erent order, , on the set T = T N of dyadic intervals of length larger than or equal to 2 ?N .
De nition: I J if either I and J are disjoint and I is to the left of J, or, I is contained in J.
In terms of the natural dyadic tree structure of T the following picture describes the order, for N = 4. Proposition 1.1 below describes the order intervals with respect to the order . We rst need two de nitions. Observe that J 2 D 2 n L 2 = R 2 where R 2 is the right half of D 2 .
Continuing in that manner (let I be the dyadic interval of length 2 ?N which has the same left endpoint as R 2 . Let D 3 R 2 be the minimal dyadic interval which contains both I and J 2 ...), the process stops after nitely many steps and we get a collection L = fL 1 ; : : :; L m g of pairwise disjoint dyadic intervals satisfying 1 through 4. We are left with the task of proving (1). Clearly, the right hand side in (1) If i 0 2 then I 2 M i 0 and we are done, so, we may suppose J 1 I L 1 . This is exactly the special situation described in the beginning of this proof and we conclude that in this case I 2 C(J 1 ; L 1 ) R(J 1 ; L 1 ).
Next we would like to describe the interaction between two successive order intervals. Let I 1 I 2 J 1 J 2 and put We shall show in Proposition 2.3 below that, for 2 < p < 1, fX i g is well equivalent
to an appropriately normalized subsequence of a permutation of the Haar system and thus we'll get the following theorem.
Theorem 2.2. For every 2 < p < 1 there exists a constant K p ; 1 K p < 1; such that, for all N, every block basis of fh I g I2T N (with respect to the order ) is equivalent, with constant at most K p , to a sequence of the kind fa i x i b i e i g n i=1 , where fx i g n i=1 is a subsequence of a permutation of fh I g I2T N and fe i g n i=1 is the unit vector basis in`n p .
It may be instructive to recall here the local version of the Gamlen-Gaudet Theorem proved by the rst named author in M].
Theorem. For every 1 < p < 1 there exists a constant K p ; 1 K p < 1; such that, for all N, every subsequence of fh I g I2T N (of length k, say,) spans a space isomorphic, with constant at most K p , to`k p .
Problem. Can Theorem 2.2 (and Theorem 3.1 below) be strengthened to show that for every 1 < p < 1 there exists a constant K p ; 1 K p < 1; such that, for all N, every block basis of fh I g I2T N (with respect to the order ) of length k, say, spans a space isomorphic, with constant at most K p , to`k p ?
An easy consequence of Theorem 2.2 (see the proof of Theorem 3.1) is that there exists a subset A f1; : : :; Mg with jAj M=2 and such that fZ i g i2A is well equivalent to the unit vector basis of`j Aj p , 2 < p < 1. This turns out to be true also for 1 < p < 2 and is easier to deduce than Theorem 2.2. We shall do it in the next section. Of course this is enough for the solution of problem 3.A in DS]. We continue now with the preparations to the proof of Theorem 2.2.
Let E be the collection of the largest intervals in the cones C i , i = 1; : : :; M, i.e., E = fI i k(i) g. Let G 1 (E) be the subcollection of maximal (with respect to inclusion) intervals out of E. Note that any two distinct intervals in G 1 (E) are disjoint. De ne, by induction, G k (E) to be the subcollection of maximal intervals out of E n k?1 i=1 G i (E). Then for C 2 G k (E) we have by the Observation above 1) C is E k+1 measurable 2) E( C jE k ) = 0 3) C 6 = C 0 2 G k (E) implies supp C \ supp C 0 = . By Burkholder's theorem (see B],(21.5)), we have for all scalars fa C ; C 2 Eg
To prove the proposition it is thus enough to prove that, for every k and every C 2 G k (E), there exists an I 2 D(C) such that ratio of the two functions E( then A 0 1 = A 1 n fsg.) We thus reduce the problem to proving jT 0 j < 2jA 0 0 j + jA 0 1 j. Continuing reducing the tree in this fashion we nally reach a tree for which A 1 = ;, i.e., it branches everywhere : every node has at least two o springs. For such a tree the conclusion is well known and easy.
Proof of Theorem 3.1 We follow the notation of the beginning of Section 2. Since the sequence fY i =kY i kg M i=1 is isometrically equivalent to the unit vector basis of`M p , it is enough to prove that there exists a subset A f1; : : :; Mg with jAj M=2 for which fX i =kX i kg i2A is equivalent, with constant depending only on p, to the unit vector basis of`j Aj p .
Recall that the supports (with respect to the underlying measure space) of the X i -s are the sets L i 1 , i = 1; : : :; M, and they are nested, i.e., any two of them are either disjoint or one is contained in the other. Let 
