This paper presents an item response model for characterizing test compromise that enables the estimation of item-preview and score-gain distributions observed in on-demand high-stakes testing programs. Model parameters and posterior distributions are estimated by Markov chain Monte Carlo (MCMC) procedures. Results of a simulation study suggest that when at least some of the items taken by a small sample of test-takers are known to be secure (uncompromised), the procedure can provide useful summaries of testcompromise and its impact on test-scores. The paper includes discussions of operational use of the proposed procedure, possible model violations and extensions, and application to computerized adaptive testing.
Introduction
In recent years, a number of large-scale high-stakes testing programs have converted from periodic to on-demand scheduling. Periodic testing schedules o¤er the exam on a small number of occasions over the course of a year. On the other hand, on-demand scheduling o¤ers the exam on a large number of occasions, leading to increased test-taker convenience. On-demand scheduling has also grown in popularity because of its association with computerized test administration. When tests are spread over an extended time-period, the use of computers as a test delivery system becomes economically practical in many cases. (With on-demand scheduling, the number of tests given on each individual computer is hundreds of times higher than might be achieved with periodic schedules.) Thus with ondemand scheduling, many of the advantages associated with computerized testing can also be realized.
Although on-demand test scheduling has many advantages over periodic testing, it has at least one potentially serious drawback: test security. In many high-stakes periodictesting programs, new forms are developed for each administration. In these programs, the test items have very limited exposure prior to the day of administration, and thus there is very little opportunity for item compromise. Because of the large number of testing occasions in on-demand testing programs, it is impractical to develop unique test forms for each administration. Consequently, the same items tend to be administered over multiple days, weeks, or months, and the possibility of test compromise is greatly enhanced.
Test compromise can arise from several di¤erent sources: It can arise from one testtaker sharing item-content with a future test-taker, or from a concerted e¤ort by a number of examinees to construct and disseminate a bank of operational test questions. It can also result from a review of intentionally disclosed items that are reused in subsequent forms (Stocking, Ward, & Potenza, 1998) . Because of concerns over item-compromise, and its potentially serious consequences for validity and fairness, the adoption of on-demand scheduling for high-stakes exams has not been widely adopted by large-scale testing programs.
In spite of its potentially serious consequences, test-developers have very few tools in their psychometric arsenal for examining the severity and nature of test compromise. Changes over time in observed test-score distributions provide inconclusive evidence concerning the severity of cheating. These distributions are not only in ‡ated by cheating, but can also be in ‡ated (or de ‡ated) by shifts in the true underlying ability of the test-taker population. Detection indices based on appropriateness measurement (Drasgow & Levine, 1986; Levine & Rubin, 1979; McLeod & Lewis, 1999) can provide some evidence of inappropriate responding (consistent with prior knowledge of some items but not others). But this class of methods may be sensitive to other types of inappropriate responding as well, types not necessarily related to compromise. Consequently test-taker classi…cation (into compromise and non-compromise groups) can be imprecise, resulting in large classi…cation errors. As a result, test-developers are faced with a great deal of uncertainty regarding the amount and severity of test-compromise among test-takers.
Because of this uncertainty, some test developers have prepared for the possibility of wide-spread cheating when implementing high-stakes on-demand testing programs. This has led to the development of large item banks assembled into a number of test forms or item-pools (in computerized adaptive testing) which are replaced at frequent intervals. The implicit assumption is that if the overlap in item-exposure among test-takers is small enough, then the impact of any compromise will be negligible. There is also the assumption that test-takers will engage in other more acceptable test-preparation behavior if the potential gains associated with item-compromise are small. In economic terms, the consumer (testtaker) will substitute one behavior (legitimate review of material) for another (fruitless review of old questions) to maximize utility (score on the exam).
Unfortunately, the relative utility that test-takers place on item-review and other activities is not well understood. Ideally, cheating behavior could be observed for di¤erent form replacement schedules. Frequent replacement schedules would likely provide lowacceptable levels of compromise-infrequent form replacement would likely provide highunacceptable levels of compromise. Somewhere between the two extremes would lie the optimal replacement schedule: The least frequent form-replacement schedule that achieves an acceptably low level of compromise. This optimal replacement schedule would impose the lowest test-development cost required to produce a valid, fair, and uncompromised test instrument.
What is lacking from existing psychometric methods is an accurate procedure for measuring the level and severity of test compromise from operational test data collected in on-demand testing programs. This paper presents an item response model for characterizing test compromise. The model can be used to provide a direct estimate of particular population characteristics related to test-compromise, without requiring accurate measurement or classi…cation at the respondent level. The approach can be used for characterizing several aspects of compromise behavior, for example to estimate distributions of score-gains due to compromise, or to estimate the numbers of respondents having prior knowledge of particular items. Parameters of this expanded item response theory (IRT) model are estimated by Markov chain Monte Carlo (MCMC) methods. The model is intended to provide key information that can aid test-developers in making informed judgements about test-compromise safeguards.
Expanded Response Model

Testing Paradigm
We consider the case of a high-stakes on-demand testing program where test items can be classi…ed into two mutually exclusive types: Type I (possibly compromised items), and Type II (secure items). Type I items are those items that have been exposed to testtakers over a span of weeks, months, or possibly years. As a consequence the possibility exists that some respondents may have previewed these items and their key, and as a result may obtain correct responses to items that would have otherwise been answered incorrectly. The goal of the procedure described here is to estimate and characterize item-preview levels and their impact on test-scores. Several di¤erent characterizations will be discussed which provide insight into both level and nature of the item preview mechanism.
Type II items are those items that are known to be secure or uncompromised. These are items that may have never been administered in an operational setting, or items that may have been administered very infrequently relative to Type I (possibly compromised) items. We assume that both item types I and II measure the same unidimensional construct, and that item parameters (obtained from uncompromised responses) are available for both sets.
The basic testing paradigm considered here requires that items of both types (I and II) be administered to each examinee. For example, suppose that the operational test consists of n I possibly compromised (Type I) items. In addition to these items, we shall assume that each examinee is administered n II Type II items that are known to be secure. The goal of the procedure then is to use the information provided from the secure Type II items to infer the level of item-compromise contained in the Type I items. We shall see how this can be accomplished using an expanded item response model.
At …rst consideration, the requirement that each examinee be administered both Type I and II items may seem overly restrictive. If Type I items are suspect from repeated administration, then how could we ensure that Type II items administered under the same operational conditions would not also become compromised? This problem can be …nessed in large part by developing a methodology for estimating compromise severity which performs satisfactorily with a relatively small sample of test-takers, small being relative to the total number of examinees participating in the on-demand testing program. For example, suppose that data from only 100 test-takers were required to accurately characterize compromise levels. These 100 test-takers receiving the secure Type II items could be randomly interspersed among a much larger test-taking population, so that the compromise pressure on these items is much lower than the pressure for typical Type I items. Alternatively, the data collected from the required 100 subjects could all be gathered on the same day, in much the same way as is currently done with periodic testing programs. In this case the opportunity for sharing content of secure Type II items among test-takers is greatly restricted.
Item Response Model
The model for characterizing test compromise represents an expanded form of the standard item response theory model (Lord, 1980; Hambleton & Swaminathan, 1985; van der Linden & Hambleton, 1997) . This expanded version possesses two types of random examinee variables: an ability variable µ and a item-preview propensity variable !. The ability µ denotes a subject's standing on a continuous latent ability or pro…ciency dimension, while ! denotes an examinee's standing on a latent item-preview dimension. For observed item response data U = (u ji : j = 1; :::; N; i = 1; :::; n) from N examinees responding to n items, the core model can be speci…ed from the following conditional distributions and related de…nitions:
(1)
for i = 1; :::; n and j = 1; :::; N. Equations (1) through (4) de…ne the probability of a correct response by subject j to item i, denoted by p
ji , for an examinee with ability µ j , where µ j is sampled from a normal distribution with mean ¹ µ and precision ¿ µ = 1= variance. Equations (2) through (4) provide a hierarchical de…nition of the three parameter normal ogive model for multiple choice test-items (Birnbaum, 1968, p. 404) , where © denotes the standard normal cumulative distribution function, v ji denotes an unobserved dichotomous item-knowledge variable, and a i , b i , and c i are the known slope, di¢culty, and guessing parameters of the ith item.
Equations (5) through (7) de…ne the stochastic preview process for the ith item answered by the jth examinee, (where k ji = 1 denotes preview and k ji = 0 denotes lack of preview), for an examinee with ! j , and where ! j has been sampled from a standard normal distribution. The preview probability p (!) ji is modeled by a normal ogive function with a person parameter ! j and item parameters ® i and¯i. Larger values of person parameters ! will result in higher preview probabilities; smaller values of item parameter ® will result in lower-preview probabilities, and higher values of item parameter¯will result in a stronger relation between the latent person parameter ! and the preview-propensity. The parameter Á i (for i = 1; :::; n) is assumed to be known, and denotes item type; Á = 1 for Type I (possibly previewed) items, Á = 0 for Type II (secure) items.
Equations (8) and (9) de…ne the …nal stages in the stochastic process giving rise to the observed item responses, where (u ji = 1 if the jth examinee provides a correct response to the ith item, and u ji = 0, otherwise). Note that according to (8), the probability of a correct response p (u) ji = 1 if the item has been previewed (k ji = 1) and p
ji otherwise (i.e. if the item has not been previewed, then the conditional probability of a correct response is expressed by the standard 3-parameter normal ogive model).
For the purpose of characterizing the impact-severity of item-preview, it is useful to model item-level gain scores denoted by g ji . Here, g ji = 1 if the jth examinee provided a correct response to the ith item, but would have provided an incorrect response without item preview; g ji = 0 otherwise. Accordingly, the stochastic process of g ji is given by
where p (g) ji denotes the conditional probability that g ji = 1. Note that there is no possibility of gain ³ p (g) ji = 0´if either v ji = 1 (the examinee knows the correct answer) or if k ji = 0 (the item was not previewed). If the examinee did not know the correct answer (v ji = 0) and the item was previewed (k ji = 1), then p (g) ji = 1 ¡ c i , which is the probability that the examinee would have provided an incorrect answer by guessing.
Normal hyper-distributions for the item-compromise parameters are speci…ed by
for i = 1; :::; n. To complete the speci…cation of the hierarchical model, the parameters ¹ µ ; ¿ µ ; ¹ ® ; ¿ ® ; ¹¯; ¿¯are given independent noninformative priors. Key compromise summaries can be formed from functions of the dichotomous preview and score-gain parameters denoted by K = (k ji : j = 1; :::; N; i = 1; :::; n) and G = (g ji : j = 1; :::; N ; i = 1; :::; n), respectively. Below we explore the application of Bayesian procedures to the tasks of parameter estimation and to the characterization of uncertainty. These Bayesian methods are especially well suited for high-dimensionality problems containing many model parameters.
Model Estimation and Posterior Summarization
In order to frame the model in a Bayesian context, we make a distinction between two types of random variables: observed variables (or data) U and latent variables (or parameters) ¢. In the current problem, ¢ = fK; G; (® i ;¯i: i = 1; :::; n) ; (! j ; µ j : j = 1; :::; N) ; V; ¹ µ ; ¿ µ ; ¹ ® ; ¿ ® ; ¹¯; ¿¯g ;
where V = (v ji : j = 1; :::; N; i = 1; :::; n). The core of the Bayesian modeling process (Gelman, Carlin, Stern, & Rubin, 1995) requires speci…cation of the joint probability distribution of U and ¢
where p (U j¢) is the sampling distribution of the observed data and p (¢) is the prior distribution of the latent variables 2 . Then by conditioning on the observed data U , we arrive at the posterior density
from which probability statements about the parameters of interest ¢ can be made. In (12), the joint probability distribution of the observed variables is given by
The objective of model estimation is to calculate relevant summaries of the posterior distribution (12), which include the marginal posterior distributions of individual or sets of model parameters. In the current problem, the posterior distribution of model parameters ¢ given the observed data U is complex, in large part due to its high dimensionality. Because of this complexity, the normalizing constant (13) can not be computed mathematically. However, a class of techniques known as Markov chain Monte Carlo techniques (Gamerman, 1997; Gelman et al., 1995; Gilks, Richardson, & Spiegelhalter, 1996b ) allow samples to be drawn from the posterior without deriving the normalizing constant. This is accomplished by drawing samples from a series of one or low -dimensional conditional densities, rather than sampling from the possibly intractable multivariate posterior distribution. For the current model, these conditional distributions have simple well-known forms, facilitating the drawing of random samples, and enabling the use of a simple but powerful MCMC technique known as Gibbs sampling (Gelfand & Smith, 1990; Geman & Geman, 1984) . This technique is well suited for high-dimensionality problems, and has been successfully applied in item-response theory to recover parameters of the two-parameter normal ogive model (Albert, 1992) . Patz and Junker (1999) have discussed the use of this and other MCMC techniques for complicated models with IRT assumptions.
The Gibbs sampling algorithm proceeds as follows. Suppose that we divide the parameter vector ¢ into p components or subvectors ¢ = f± 1 ; : : : ; ± p g. Let Under mild conditions, it can be shown that the joint distribution of ¢ t approaches the joint distribution of ¢ as t tends towards in…nity. So, for su¢ciently large t, ¢ t can be treated as a simulated value from the posterior of ¢. A series of s ¡ t subsequent draws ¢ t+1 ; ¢ t+2 ; :::; ¢ s can be used to provide summaries of marginal posterior distributions of individual parameters or functions of these parameters. Care must be taken however to ensure that convergence has been reached (i.e. t is su¢ciently large) before ¢ t is treated as a simulated draw from the posterior. Although the full conditional distributions required for the item-compromise model take on well known forms, the task of implementing the proposed model was greatly simpli…ed by use of the computer software WinBUGS (Windows version of the program for Bayesian inference Using Gibbs Sampling; Spiegelhalter, Thomas, & Best, 1999) . Given the conditional (or parent-child) distributions provided by (1) through (11), WinBUGS can compute all the full conditional distributions required for Gibbs-sampling, and choose appropriate sampling algorithms. WinBUGS also provides methods for monitoring convergence, and relevant summary measures of key parameters. Three example applications using WinBUGS to characterize compromise severity in the context of the proposed model are described in the following section.
Simulation Study
A simulation study was conducted to evaluate the adequacy of the MCMC estimation procedure for providing useful characterizations of compromise severity. All simulated data were based on item-responses generated according to the expanded three-parameter normal ogive model, where the simulated test consisted of two Parts (A and B). The 40 items of Part A were considered to be possibly compromised (Type I), while the 20 items of Part B were considered to be secure (Type II). For all items of both types, discrimination parameters a i = 1, and guessing parameters c i = :2 (for i = 1; :::; n). For Parts A and B, item di¢culty values were equally spaced between ¡1:5 and +1:5: b 1 = ¡1:5000; b 2 = ¡1:4231; :::; b 40 = 1:5000; b 41 = ¡1:5000; :::; b 60 = 1:5000. Ability parameters µ were sampled from a normal distribution with ¹ µ = ¡:25 and ¾ µ = 1:1. In each of the three conditions described below, responses to all 60 items were generated for each of 100 examinees.
Posterior Summaries
Three simulations were conducted to examine the estimation-procedure's performance under zero, moderate, and severe compromise conditions. In each condition, the following summary statistics were calculated for each posterior draw (or iteration). Selected posterior summaries (means, medians, and percentiles) of these statistics were then obtained, and compared to their true values:
Measure 1: Expected item preview frequency. The number of previewed items x was computed for each simulated examinee j by
(for j = 1; :::; 100):
Frequency distributions of preview-scores x were calculated from the sampled values of x j (for j = 1; :::; 100).
Measure 4: Frequency score-gain distribution.
The total score-gain y was computed for each simulated examinee j by
g ji (for j = 1; :::; 100):
Frequency distributions of score-gains y were calculated from the sampled values of y j (for j = 1; :::; 100).
Conditions
Each of the three conditions described below used a di¤erent speci…cation for the ® and¯item parameters which in ‡uence preview propensity. Item response data U for each condition were generated according to the hierarchical model speci…ed by (1) through (11). For each generated data set, true frequency distributions (corresponding to measures 1-4 above) were calculated from the 100 sampled respondents and compared to estimated measures obtained from the MCMC estimation procedure. The three conditions consisted of:
1. Zero Compromise: Under this condition, the ® i = ¡10 and¯i = 0 (for i = 1; :::; 40), which resulted in a preview probability of essentially zero for each item response. Consequently, the item-response pattern of each simulated subject was consistent with no compromise, and all responses were consistent with the standard three parameter normal ogive model.
Moderate Compromise:
Under this condition, 15 test-takers previewed all of Part A's 13 most di¢cult items , and a 16th test-taker previewed Item 31. No preview occurred for the easier items (1-27). Preview-parameters for this condition were: ® i = ¡10;¯i = 0, (for i = 1; :::; 27) and ® i = ¡207:2867;¯i = 200, (for i = 28; :::; 40).
3. Severe Compromise: Under this condition, the item-preview parameters were set to achieve higher levels of item preview. Here the ®'s were equally spaced between ¡1:5 and +1:5, with Items 1 and 40 having the lowest and highest ®-values respectively, and¯i = 1 (for i = 1; :::; 40).
WinBUGS Implementation
The listing of WinBUGS program statements is provided in the Appendix. For each of the three conditions, initial values for item preview parameters were ® i = 0 and¯i = 1 (for i = 1; :::; 40). In addition v ji = u ji and k ji = 0 (for j = 1; :::; 100; i = 1; :::; 40). Initial hyper-distribution parameters were ¹ µ = ¹ ® = ¹¯= 0 and ¿ µ = ¿ ® = ¿¯= 1. Starting values for the remaining parameters were obtained using WinBUGS "gen inits" option, which samples values from the prior distribution.
Informal convergence diagnostics was conducted from visual inspections of plots displaying the Monte-Carlo output of sampled parameter values as a function of iteration number (Gilks, Richardson, & Spiegelhalter, 1996a, p. 14) . A total of 10,000 iterations appeared to provide su¢cient convergence for key model parameters. An additional 5,000 iterations were conducted to provide sampled parameter values for posterior summarization. These summaries are presented below. Tables 1 and 2 for each of the three conditions. These were obtained by averaging the individual distributions obtained from each of 5000 MCMC iterations. For each score-category, estimates of the posterior standard-deviations of the category frequencies (based on the 5,000 sampled values) are also reported. True preview and gain frequency values are also listed in Tables 1 and 2 for  comparison.  Table 1 provides the true and estimated preview distributions, along with posterior standard deviations of category frequencies. For the Zero compromise condition (0 items previewed among 100 test-takers), the procedure estimated that 97.2 of the 100 test-takers had previewed between 0 and 2 items. The posterior standard deviation for this estimated frequency is relatively small (1.75), indicating substantial precision in the estimated value. Precise estimates of the frequency distributions for the Moderate and Severe compromise conditions were also obtained, as displayed in columns 5-10 of Table 1 . Table 2 provides the true and estimated score-gain distributions, along with posterior standard deviations of the category frequencies. For the Zero compromise condition, the procedure estimated that 98.5 of the 100 test-takers had gained between 0 and 2 points. Each of the three frequency distributions (for Zero, Moderate, and Severe compromise conditions) are well characterized by their corresponding estimates. In addition to the close agreement between true and estimated frequency values, small posterior standard deviations were observed, providing further evidence of small posterior uncertainty. Table 3 provides selected posterior-percentiles (10th, 50th, 90th) of item-preview ½ frequencies. These values are provided for each item of each condition. For the Zero compromise condition, the posterior-median (50th percentile) indicates very small preview frequencies (less than 1 examinee in 100), with narrow credible intervals (as indicated by the range between the 10th and 90th percentile estimates). Similarly, the preview frequencies associated with the Moderate compromise conditional are also well characterized by the posterior median values. Items 28-40, which were previewed by 15-16 examinees, have estimated rates very close to the actual rates. Note however that easy (low-numbered) items tend to display wider credible intervals than more di¢cult (high-numbered) itemstwo frequencies associated with easy items (Items 1 and 4) were poorly estimated. The preview frequencies for the Severe compromise condition also tend to be moderately-well characterized by their posterior median values, with large credible intervals for easy items, and somewhat smaller intervals for di¢cult items. Table 4 provides similar posterior distribution summaries for score-gain°frequencies. Score-gain frequencies for the Zero, Moderate, and Severe compromise conditions are all well characterized by their posterior medians. An inspection of the posterior percentiles reveals that in general, the posterior distributions for item-gain frequencies° (Table 4) are less variable than the corresponding posterior distributions for item-preview frequencies (Table  3) .
Results
Estimated preview and gain distributions are provided in
Discussion
The simulation results illustrate that the expanded IRT model estimated by Bayesian methods can provide useful summaries of test-compromise and its impact on test-scores. Unlike traditional approaches which rely on the aggregation of imprecise individual statistics, the current approach derives test-compromise summaries directly from item-responses.
The simulation results also demonstrate that this information can be obtained with minimal resources-both in terms of the number of required subjects, and in terms of the number of requisite secure test-items.
Several considerations should be made when using the proposed procedure to characterize test compromise. First, aggregate preview and score-gain distributions can be estimated more accurately than individual item-level compromise frequencies. The simulations illustrate that accurate estimates can be obtained for the numbers of test-takers compromising 0-2 items, 3-7 items, etc. Estimates of preview and gain frequencies for individual items were less accurately estimated. In addition, preview frequencies tended to have larger posterior variances than gain frequencies (for both estimation of frequencydistributions and item-frequencies). The larger uncertainty associated with item-preview may be due to the fact that most examinees (even of low ability) answer easy questions correctly regardless of preview, so these items contain very little potential for distinguishing between legitimate responding and preview. In contrast, gain is more easily estimated because for easy items, there is little potential for gain since most examinees will answers these correctly regardless of preview. In general, test-developers are likely to be primarily interested in accurately characterizing score-gain levels, as opposed to item-preview levels, since gain directly characterizes the impact of test-compromise on test-scores.
In general, longer tests, larger test-taker samples, and more informative test items should all lead to more accurate posterior summaries of test compromise. Before implementing the proposed methodology, its performance for speci…c test instruments can be investigated from simulation studies similar to the one conducted here. This will provide test-developers with an indication of the level of accuracy for characterizing test compromise expected to result with their test-instruments and examinee groups.
Future applications to live data should also consider model …t, and the consequences of model violations on estimated summary statistics. A variety of methods have been proposed for assessing model …t in the context of Bayesian estimation (see Louis, 1996 and Gelman et al., 1995) . Perhaps the most restrictive model assumption is the one associated with the unidimensionality requirement of the latent preview propensity dimension !. In some applications, this assumption might inaccurately characterize the complex interaction between examinees and item-compromise. In principle, this assumption can be relaxed by substituting multiple latent preview dimensions for the single dimension employed here. Additional work with live data would be required to assess the usefulness and utility of an expanded model employing multiple latent preview dimensions.
It is also possible, in principle, to apply the proposed methodology to computerized adaptive testing data. This may be especially useful for these types of tests, since they tend to be administered under on-demand testing schedules, where concerns over test compromise are most pronounced. Since the sparse data matrix associated with adaptive tests may adversely e¤ect the performance of the proposed methodology, additional work should be conducted to con…rm adequate performance. 
