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using a parallel multigrid algorithm. We assume that 1.1 is well posed and has a unique solution u 2 H . T ypically, H is a Sobolev space. Our approximate solution lies in a nite-dimensional space M, which is the natural space after 1.1 has been discretized using a nite di erence, element, or volume method to form the discrete problem AU = F; 1.2 where A 2 I R N N and U; F 2 IR N . We use a set of auxiliary nonnested nitedimensional subspaces fM j g d j=1 to compute the approximate solution.
Standard multigrid algorithms consist of two phases: smoothing on all the error components of a space and solving a smaller coarse grid correction problem on a subspace of the error components. Typically, the solution space is decomposed into two parts: low frequency components and everything else. A subspace is constructed from the low frequency components of the current space. This is done recursively, resulting in a usually nested sequence of subspaces. Doing this allows the dimension of the subspaces to decrease geometrically, resulting in a fast algorithm. However, the algorithms are not useful for certain types of problems that cannot be represented adequately on the smaller spaces.
Our parallel multilevel algorithm decomposes the solution space completely. Every error component is represented in at least one of the subspaces. Computation on the subspaces is performed in parallel, so that all of the components are corrected to some degree during the correction phase. As a result, our algorithm can solve certain types of problems very well for which standard multigrid algorithms are not useful.
This paper is a continuation of a series of papers 10 , 12 , and 13 . In 12 , we de ned parallel algorithms based on serial multigrid and aggregation disaggregation techniques. We analyzed them in a very abstract manner. In 10 , we analyzed algorithms based on the nested iteration variant o f m ultigrid and aggregation disaggregation. In 13 , we explored how these algorithms would perform on di erent classes of parallel processors: coarse grained machines with either shared or local memory, a s w ell as ne grained machines with local memories. In these papers, no attempt was made to use properties of the underlying problems; only abstract knowledge was used.
Our parallel multilevel algorithms are not the only such algorithms. Brandt and Ta'asan 4 , Frederickson and McBryan 15 , and Hackbusch 16 h a v e recently proposed special cases of our algorithms. The di erence is that we consider the construction of the subspaces as a variable part of the parallel algorithm, whereas they provide speci c, but di erent rules, for the construction.
In x2, we de ne the parallel multigrid algorithm and its auxiliary components.
We also describe some properties that the subspaces should have in order for our algorithm to work well.
In x3, we analyze the algorithm when it is a direct method. We exploit symmetry and antisymmetry properties of a class of elliptic partial di erential equations to prove when a particular parallel multilevel algorithm is a direct method rather than the usual iterative method. No smoothing is required for this result. Examples are presented, including variable coe cient ones.
In x4, we analyze the algorithm when it is an iterative method. We analyze Hackbusch's robust multigrid algorithm for some model problems and show that our parallel algorithm uses much less computer time and at most the same amount o f storage. We also exploit the composition of two classes of restriction operators to produce many smaller problems to solve. This is similar to the total reduction method variant of standard multigrid 14 . By using more, smaller problems, we speed up our parallel algorithm noticeably.
In x5, we attempt to compare the running time of various avors of the parallel multigrid algorithm. We do this using operation counts. We use two measures: total operation counts and wall clock time. The latter is the important measure since it measures the running time per iteration of our algorithm.
In x6, we i n terpret our algorithm as a domain decomposition method. We compare its interpretation with standard block domain decomposition methods. We show that our algorithm can be thought o f a s a p o i n t wise domain decomposition method with global communication instead of the usual block domain decomposition method with local communication. 2 2. The parallel multigrid algorithm. In this section, we de ne our parallel multigrid algorithm and its auxiliary components. Assume we are given the following: fL; A; u 0 ; f ; M ; fP j ; R j g d j=1 g:
Here, u 0 is the initial guess and f is the right-hand side. The subspaces fM j g d j=1 of M are de ned through the restriction operators fR j g d j=1 :
R j : M ! M j : The prolongation operators fP j g d j=1 map the other way: P j : M j ! M :
F requently, each prolongation operator is the adjoint of one of the restriction operators. We de ne operators L j and A j on the subspaces by L j = R j LP j and A j = R j AP j : Each operator L j and A j must have a n i n v erse. To guarantee that each L j exists requires M H . This is not always practical, nor necessary. I f w e are only interested in solving the discrete problem 1.2, we can ignore this requirement.
Let I be the identity operator on M. W e require that where R j is the adjoint o f R j . This is convenient in the proofs. It is also practical since natural restriction operators result in the right-hand side of 2.2 being C I , where C 2 IR. Simply scaling the restriction operators satis es 2.2. Simple examples are contained in x3.
We also require the subspaces de ned by the restriction operators to satisfy
This requirement guarantees that every error component i n M is represented in at least one subspace.
A useful property for the subspaces to have is that
This is a nontelescoping property. One of the drawbacks of standard multigrid on parallel processors is that we h a v e idle processors while computing on coarse levels. Typically, w e will not have idle processors if this nontelescoping property is satis ed see 13 for an analysis of this property.
We use the following parallel multilevel algorithm. The solve step can be done in one of two forms: either solve the problem quite well or recursively call Algorithm PMG to get an approximate solution. The latter is a true multilevel algorithm, while the former method is a two-level algorithm. Usual solution methods on the coarsest level are Gaussian elimination or some iterative method e.g., preconditioned conjugate gradients or Orthomin.
We note that while only one step is labeled as do in parallel, the residual computation, smoothing, restriction, and prolongation steps may also be done in parallel. The determining factors are how many processors are available, the time required to transmit data between processors on either shared or local memory systems, and if there are appropriate software tools available for this to make sense. In fact, each of the steps may be viewed as a candidate for parallel processing on many processors. See 10 for more details.
We allow general smoothers B : M ! M . Letŵ 2 M be de ned by B w , w = f , L w:
The operator B must be simple in comparison to L to make 2. 3.1.1. One dimension. The rst example is de ned on the domain = 0,1.
We divide into two equal parts about the midpoint m = 1 = 2 and designate the left half as 1 . W e de ne Qq = 1 , q 8 q 2 : Suppose that L preserves symmetry and antisymmetry about m. I f w e take P 0 = R 0 and P 1 = R 1 ; then Algorithm PMG converges in one iteration with no smoothing see x3.2. On the other hand, suppose that L reverses symmetry and antisymmetry about m. I f w e take P 0 = R 1 and P 1 = R 0 ;
then Algorithm PMG converges in one iteration with no smoothing. For all x 2 , de ne R 00 Ux = 1 2 U x + U Q 1 x + U Q 2 x + U Q 2 Q 1 x ; 3.5 If we renumber the restriction and prolongation operators as fP j ; R j g d j=1 ;
then we can prove the following convergence result. The factor of p :5 is a scaling factor so that 2.2 is satis ed. We de ne
3.12
Note that V 0 and V 1 correspond to 3.1 and 3.2. When = 2 , V f j g corresponds to 3.5 3.8.
We de ne each of the internal interfaces by constructing a , 1-dimensional hyperplane from the midpoint of each boundary surface through the midpoint o f on to the opposite side of e.g., Figs. 1 The choice of signs in the de nitions of S and T is given by V jk S T j k 0 0 , , 0 1 + , 1 0 , + 1 1 + + In essence, the nonzero block structure of the four subproblems is identical to the original problem on a grid with N=2 points on a side. However, the last element o f each block on the diagonal is increased by one or decreased by one and the diagonal of the lowest block on the diagonal is increased or decreased by I.
We complete this section with a second example. It is a variable coe cient problem in two dimensions: 8 : , 1 + x 2 e xy 2 cos xu x x , e ,xy 2 cos y u y y + u = 1 + x 2 + y 2 = f in = ,:5; : 5 ,:5; : 5; u = 0 on @ : 3.14 11 We use a uniform tensor product mesh and either central di erences or C 0 piecewise linear nite elements to discretize 3.14. The standard x-y axis are the two i n ternal interfaces. The operator in 3.14 preserves symmetric and antisymmetric functions about each of these interfaces. We use the same restriction and prolongation operators as in 3.12 and 3.13. Then Theorem 3.1 is satis ed.
Remark 3.2. Actually, we can substitute ,a 1 x; yu x x , a 2 x; yu y y , a 3 x; yu x , a 4 x; yu y + a 5 x; yu = f into 3.14, where a 1 , a 2 , and a 5 are even functions, and a 3 and a 4 are o dd functions.
Using a central di erence discretization can result in a nonsymmetric matrix, which is not a problem.
4. An iterative method. In this section, we determine upper bounds on the convergence rates for Algorithm PMG when it is an iterative method. We analyze Hackbusch's robust multigrid algorithm 16 for some model problems. We also exploit the composition of two classes of restriction operators to produce many smaller problems to solve. This is similar to the total reduction method variant of standard multigrid 14 . By using more, smaller problems, we speed up Algorithm PMG considerably. In a sense, T j , j = 2 ; 3 , operates on the grid points associated with T 3,j .
When N is odd, de ne 7 7 7 7 7 7 7 7 7 7 7 5 2 IR NN :
It is worth noting that 14 We are now ready to analyze the convergence behavior of Algorithm PMG using either fT 0 ; T 1 g or fT 2 ; T 3 g as the restriction operators. The maximum value of occurs when cos = 1 = p 3 with maximum value max = 1 3 : Table 1 Contraction We state the following theorem without proof, which is analogous to that of Theorem 4.1. We are generating four problems, each with approximately N=4 unknowns. We h a v e v eri ed numerically the following conjecture. 
T k : Each K jk decouples into N=4 4 4 independent block matrices similar to the onedimensional case. The remainder of the proof mimics the proof of Theorem 4.1. We used the Scratchpad II symbol manipulation system to determine the polynomial representations for the eigenvalues and then maximized those to complete the result.
When N is divisible by four, the block structure of each of the four subproblems T T jk A 2 T jk is identical to the original problem on a grid with N=2 points on a side.
Hence, the amount of storage required by this form of Algorithm PMG is at least as great as that required when V T jk A 2 V jk are used.
We can construct 16 restriction operators fS ijkl g 1 i;j;k;l=0 similar to the onedimensional equivalents fS jk g 1 j;k=0 b y using intermediate grids. For N even, de ne S ijkl = T ik V k T jl V l = T ik; jl V kl ; Table 2 Contraction We conclude this section by noting that comparing convergence rates is interesting only if there are operation counts or timing information available, too. We determine this information in x5 and make concrete conclusions about which set of restriction operators to use.
5. Timing comparisons. In this section, we attempt to compare the running time of Algorithm PMG for three sets of restriction operators. We use two measures: total operation counts and wall clock time. By total operation counts, we include all of the arithmetic operations on every level. By wall clock time, we include the slowest operations for a given level and part of Algorithm PMG. This is actually the gure that counts since it measures the running time per iteration of our algorithm.
Throughout this section, the number of unknowns on the nest level is N and the number of unknowns for any problem on a level j is N j . W e assume that ' = N j = N j , 1 The cost and storage requirements of Algorithm PMG using either fT 0 ; T 1 g or fV 0 ; V 1 g are nearly identical. Hence, the only criterion to determine which set of restriction operators is the contraction factor for each set. Based on Theorem 3.1, Conjecture 4.1, and Table 1 , it is clear that the correct choice is fV 0 ; V 1 g. F or the one-dimensional example, fS 00 ; S 11 ; S 10 ; S 01 g is not competitive.
Consider the two-dimensional problem from x4.2. The total cost and storage requirements of Algorithm PMG using either fV jk g are bounded above b y those for fT jk g. Hence, the only criterion to determine which set of restriction operators is the contraction factor for each set. Based on Theorem 3.1, Conjecture 4.2, and Table 2 , it is clear that the correct choice is fV jk g. The cost per iteration for fS ijkl g is signi cantly less than that for fV jk g. T o determine which t o use is a function of how accurate an approximation is required and whether or not space is a consideration. When more than two levels are used, with the subspace problems on level 1 solved on individual processors, the total cost per iteration of Algorithm PMG is asymptotically in the number of levels mC 0 + C 1 + 2 'C k Nlog ' N; k2 f 3 ; 4 ; 5 g : This can be reduced signi cantly by using more than one processor during the smoothing, residual computation, and or restriction prolongation phases. The total cost and storage requirements of Algorithm PMG using either fV jk g are bounded above b y those for fT jk g. As before, the correct choice is clearly fV jk g. The cost per iteration for fS ijkl g is not less than that for fV jk g. T o determine which to use is a function of how accurate an approximation is required and whether or not space is a consideration.
The total number of operations is not always the best measure of a parallel algorithm. Another approach is to measure the cost of the slowest part of any parallel step in an algorithm. For two levels with the subspace problems solved on individual processors, the wall clock costs per iteration of Algorithm PMG are given by In this case, it is obvious that the cost per iteration for fS ijkl g is signi cantly less than that for either fT jk gor fV jk g.
When more than two levels are used, with the subspace problems on level 1 solved on individual processors, the total cost per iteration of Algorithm PMG is asymptotically in the number of levels ' ' , 1 mC 0 + C 1 + 2 C k N; k2 f 3 ; 4 ; 5 g : 20 This can be reduced signi cantly by using more than one processor during the smoothing, residual computation, and or restriction prolongation phases. The wall clock time of Algorithm PMG using fV jk g is bounded above b y that for fT jk g. A s before, the correct choice is clearly fV jk g. The wall clock time per iteration for fS ijkl g is less than that for fV jk g. T o determine which to use is a function of how accurate an approximation is required and whether or not space is a consideration.
6. Domain decomposition i n terpretation. In this section, we i n terpret Algorithm PMG as a domain decomposition method. We compare its interpretation with standard block domain decomposition methods. While the de nition of Algorithm PMG is more general than standard domain decomposition methods, its use in this paper is not. Here, the numbers 1, 2, 3, and 4 correspond to the subspace into which the data point is principally mapped. Clearly, this can be expanded to correspond to the case of fS ijkl g 1 i;j;k;l=0 or any similar abstraction. The correction produced by each subspace interferes with future computation in each of its neighboring points on the ne grid. Hence, we can think of this as global communication.
The principal di erence between this narrow i n terpretation of Algorithm PMG and standard domain decomposition methods for partial di erential equations is that Algorithm PMG can be a pointwise decomposition method with global communication and standard domain decomposition methods are block decomposition methods with local communication.
7. Conclusions. We h a v e demonstrated that operator and domain properties can easily be employed to produce fast parallel direct methods based on multigrid algorithms. Due to the geometric nature of the idea in this paper, the technique can easily be applied to well-posed problems on strangely shaped domains. Further, constructing a more parallel method that is iterative is simple and computationally attractive both in time and storage.
