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Abstract
This paper investigates the effects of a degenerate diffusion term in reaction–diffusion
models ut ¼ ½DðuÞuxx þ gðuÞ with Fisher-KPP type g: Both in the case when Dð0Þ ¼ 0 and
when Dð0Þ ¼ Dð1Þ ¼ 0; with DðuÞ40 elsewhere, we obtain a continuum of travelling wave
solutions having wave speed c greater than a threshold value c and we show the appearance of
a sharp-type proﬁle when c ¼ c: These results solve recent conjectures formulated by
Sa´nchez-Gardun˜o and Maini (J. Differential Equations 117 (1995) 281) and Satnoianu et al.
(Discrete Continuous Dyn. Systems (Series B) 1 (2000) 339).
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1. Introduction
This paper deals with the one-dimensional reaction–diffusion equation
ut ¼ ½DðuÞuxx þ gðuÞ; ðt; xÞA½0;þN½R ð1Þ
with DAC1ð½0; 1Þ and gACð½0; 1Þ:
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We study the existence of travelling wave solutions (t.w.s.) of (1), i.e. we search for
solutions uðt; xÞ satisfying uðt; xÞ ¼ jðx 	 ctÞ ¼ jðxÞ: The real function j gives the
wave proﬁle, the variable x ¼ x 	 ct stands for the wave coordinate and the real
constant c denotes the wave speed. We underline that c is a further unknown of the
problem.
Throughout the paper we assume gð0Þ ¼ gð1Þ ¼ 1; consequently both u 
 0 and
u 
 1 are stationary states for Eq. (1). It is an interesting question, in several models
(see e.g. [5,11]), to investigate the existence of solutions of (1) lying between such
states and connecting them. For this reason, we search for t.w.s. satisfying the
boundary conditions at inﬁnity
jð	NÞ ¼ 1; jðþNÞ ¼ 0: ð2Þ
Note that each proﬁle j is solution of the equation ðDðjÞj0Þ0 þ cj0 þ gðjÞ ¼ 0
where 0 means differentiation with respect to x: Therefore it seems an appropriate
setting to search for functions j in C1ðRÞ satisfying conditions (2) and such that also
DðjÞj0 belongs to C1ðRÞ: Notice that every proﬁle j is however a C2-function on
the interval where jðxÞ40:
Eq. (1) frequently meets in population dynamic models; in these contexts u ¼
uðt; xÞ denotes the population density at position x and time t: The nonlinear
reaction term g stands for the rate of growth of the population and it is of the so-
called Fisher-KPP type, i.e.
gð0Þ ¼ gð1Þ ¼ 0 and gðuÞ40 for all uA0; 1½: ð3Þ
Throughout the whole paper we take gACð½0; 1Þ satisfying (3).
Density-dependent dispersals were observed in many biological populations. Spe-
cies frequently migrate to regions of lower density more rapidly as the populations
are more crowded. The term D captures, inside the model, this behavior and thus it is
called density-dependent diffusion term. Throughout the paper we always assume
that D is a nonnegative function.
Hadeler [6] analyzed the effects of a strictly positive density term, i.e. satisfying
0oD0pDðuÞ for all uA½0; 1:
By means of a suitable change of variables, he reduced the investigation of t.w.s. for
(1) to that for the equation ut ¼ uxx þ DðuÞgðuÞ and then applied the classical
existence results in the constant diffusion case (see e.g. [2,5]). In a recent paper [9] we
extended these results to the case of weaker regularity conditions both on g and D;
and with the introduction of a nonlinear advection term.
On the other hand, several models for space distribution patterns of species foresee
a density dispersal phenomenon which vanishes at least at one point, typically
Dð0Þ ¼ 0 (see e.g. [11, Chapter 11; 13]). This motivates the introduction of a
degenerate diffusion term, that is a C1-function satisfying
Dð0Þ ¼ 0 and DðuÞ40 for all uA0; 1: ð4Þ
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Observe that now the associated system in the phase-plane ðj;j0Þ;
j0 ¼ v;
DðjÞv0 ¼ 	cv 	 ’DðjÞv2 	 gðjÞ

ð5Þ
(where : stands for differentiation with respect to j), presents a singularity when
j ¼ 0: In order to remove it, one can introduce a parameter t ¼ tðxÞ satisfying
dt
dx ¼ 1DðjðxÞÞ (see [1]; or [11, p. 290]). Except at j ¼ 0 where dtdx is not deﬁned, we have
dt
dx40: So, t is invertible and we get the new system
j0 ¼ DðjÞv;
v0 ¼ 	cv 	 ’DðjÞv2 	 gðjÞ;

ð6Þ
where now 0 denotes differentiation with respect to t; which is equivalent to (5) in the
positive half-plane fðj; vÞ : j40; vARg:
Note that when ’Dð0Þ40 system (6) has three equilibria: P0 ¼ ð0; 0Þ; P1 ¼ ð1; 0Þ
and Pc ¼ ð0;	c= ’Dð0ÞÞ; and it can admit both connections between P0 and P1; and
connections between Pc and P1: The former one corresponds to t.w.s. as deﬁned
above, whereas the latter one gives rise to a new type of t.w.s., having proﬁle which
reaches the equilibrium 0 in a ﬁnite time x; with negative slope j0ðxÞ ¼ 	c= ’Dð0Þ: In
other words, this new connection called sharp-type t.w.s. is deﬁned on  	N; x
instead of on the whole real line. Such observations justify the following deﬁnition
for the case ’Dð0Þ40 (see [13]).
Deﬁnition 1. Given c40; a function u ¼ uðt; xÞ is said to be a sharp-type t.w.s. (with
wave speed c) if there exist both xAR and a monotone jAC1ð 	N; xÞ-C2ð 	
N; x½Þ such that uðx; tÞ ¼ jðx 	 ctÞ ¼ jðxÞ; satisfying
ðDðjÞj0Þ0 þ cj0 þ gðjÞ ¼ 0; for xA 	N; x;
jð	NÞ ¼ 1; jðxÞ ¼ 0 and j0ðxÞ ¼ 	c= ’Dð0Þ:
Instead, classical t.w.s. will be called front-type solutions.
Note that only positive values of c will be taken into account, since Eq. (1) can
support only t.w.s. with positive wave speed (see Proposition 4).
The investigation of sharp-type solutions, related to degenerate diffusions, was
ﬁrst carried out by Aronson [1] who studied the special equation ut ¼ ½mum	1uxx þ
uð1	 uÞ with m41: Murray [11] calculated the threshold speed c ¼ 1ﬃﬃ
2
p when m ¼ 2
and explicitly gave the travelling wave of sharp-type with speed c: De Pablo and
Vazquez [12] analyzed the equation ut ¼ ½mum	1uxx þ lunð1	 uÞ with m41 and
l40: Engler [4] studied generic degenerate diffusive processes, but without
distinguishing between sharp- and front-type solutions.
The introduction of a degenerate density D (i.e. satisfying (4)) was recently
investigated also by Sa´nchez-Gardun˜o and Maini [13,14] by a different approach.
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They assumed rather strong regularity conditions both on g and D and made use of a
phase-plane analysis, also involving center manifold theorem. By these techniques
they were able to solve the t.w.s. problem for Eq. (1). Precisely they proved the
following result.
Theorem 1 (Sa´nchez-Gardun˜o and Maini [13, Theorem 2]). Assume conditions (3)
and (4) and take g and D also satisfying the following conditions:
gAC2ð½0; 1Þ with ’gð0Þ40 and ’gð1Þo0; ð7Þ
DAC2ð½0; 1Þ with ’DðuÞ40 and D¨ðuÞa0 for all uA½0; 1: ð8Þ
Then a positive c exists such that Eq. (1) has
1. no t.w.s. for 0ococ;
2. a monotone t.w.s. uðx; tÞ ¼ jðx 	 ctÞ of sharp-type for c ¼ c;
3. a monotone t.w.s. of front-type satisfying (2) for each c4c:
Nevertheless, when less regularity conditions are taken on g and D; in
particular when no sign condition is required on D¨ðuÞ; but all the other assumptions
in Theorem 1 hold, the existence of sharp-type solutions for c ¼ c remained
an open problem (see [14]). In [14] the authors replaced condition (8) with the
following one:
DAC2ð½0; 1Þ with ’Dð0Þ; D¨ð0Þa0
and investigated Eq. (1) under all the other assumptions of Theorem 1. In this
framework and again by means of center manifold theorem, they showed the
uniqueness of the wave speed, coincident with the threshold value c; for the possible
sharp t.w.s. (see [14, Theorem 2.1]). Supported by the analysis of special cases, as
well as by numerical simulations (see [14, Example 2.1]), they conjectured, also for
this case, the appearance of a sharp-type solution for c ¼ c and a consequent
behavior of Eq. (1) like that shown in Theorem 1 under stronger conditions.
In this paper we solve such a conjecture, under weaker regularity assumptions on g
and D: In particular, we are able to state the existence of a continuum of front-type
t.w.s. for c4c and the appearance of a sharp-type solution for c ¼ c: Moreover, we
also provide an estimate for the threshold value c; as stated in our following main
result.
Theorem 2. Consider Eq. (1) with gACð½0; 1Þ and DAC1ð½0; 1Þ respectively satisfying
(3) and (4). Assume, moreover, ’Dð0Þ40:
Then there exists a constant c40 such that Eq. (1) has
(a) no t.w.s. for 0ococ;
(b) a monotone t.w.s. j of sharp-type with wave speed c;
(c) a monotone t.w.s. j of front-type satisfying (2) for every wave speed c4c:
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Moreover it holds
0ocp2
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
sup
sA0;1
DðsÞgðsÞ
s
s
: ð9Þ
Finally, for all cXc the wavefront, respectively of front or sharp-type, is unique up to
translations of the origin.
Our approach is completely different from that used in [13], since owing to the low
regularity condition on function g we can neither linearize the vector ﬁeld (6) around
its singular points P0; P1 and Pc; nor employ the center manifold theorem. In order
to overcome this difﬁculty, after proving that each possible t.w.s. jðxÞ satisﬁes
j0ðxÞo0 whenever 0ojðxÞo1; we reduce the existence problem for t.w.s. to the
solvability of a singular ﬁrst-order boundary value problem (see (19) in Section 2).
Such a new problem is tackled by comparison-type techniques, i.e. by suitable
applications of the upper and lower solutions method (see, e.g., [7]). This approach
was originally developed in [8] and then improved in [9] dealing with nondegenerate
diffusion terms. Following this technique, we are able to achieve the existence of a
threshold value c such that there exist t.w.s. with speed c (of front or sharp-type) if
and only if cXc (see Theorem 9).
In order to distinguish between front- and sharp-type solutions, we provide in
Section 4 a characterization of sharp proﬁles by the point of view of the ﬁrst-order
dynamic (see Proposition 10), which has as an immediate consequence, the
uniqueness of the sharp-type proﬁle (see Corollary 11).
Finally, in Section 5 we prove that the proﬁle corresponding to the threshold value
c is actually of sharp-type. This is the hardest proof of the paper and it is based on a
constructive sequential approach and again on lower and upper solution technique.
The approach just described allows us to treat also the case ’Dð0Þ ¼ þN; provided
DðjÞgðjÞ ¼ oðjÞ as j-0þ; in which we show that no sharp-type proﬁle appears.
More precisely, the following result holds.
Theorem 3. Let gACð½0; 1Þ and DACð½0; 1Þ-C1ð0; 1Þ respectively satisfying (3)
and (4). Assume
’Dð0Þ ¼ þN and DðjÞgðjÞ ¼ oðjÞ as j-0þ:
Then, there exists a constant c40 satisfying (9) such that Eq. (1) has
(a) no t.w.s. for 0ococ;
(b) a monotone t.w.s. j of front-type satisfying (2) for every wave speed cXc:
Finally, in Section 6 we treat also the case of a double degenerate diffusion,
motivated by the dynamic
bt ¼ ½ð1	 bÞbbxx þ ð1	 bÞb ð10Þ
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proposed by Satnoianu et al. in [15]. It derives by a coupled system of
reaction–diffusion equations for studying the spatiotemporal evolution of a
bacterium b ¼ bðt; xÞ and its nutrient n ¼ nðt; xÞ when assuming the conservation
of total mass.
Here the diffusion term DðbÞ ¼ ð1	 bÞb vanishes also when b ¼ 1: The
investigation of wavefronts proﬁles of (10) was made in [15] by numerical
techniques. A qualitative behavior was shown there (see [15, Fig. 8]) which is in
good agreement with the results obtained in Theorem 1, where degeneracy occurs
only at one point. Therefore, the quoted authors argued that same conclusions valid
for Eq. (1) could be proven for (10), concerning its wavefronts.
A natural generalization of (10) (see again [15]) is the following dynamic:
bt ¼ ½DðbÞbxx þ gðbÞ; ð11Þ
where DAC1ð½0; 1Þ; Dð0Þ ¼ Dð1Þ ¼ 0; DðuÞ40 for uA0; 1½; g is continuous and
satisﬁes (3). By the same techniques and results previously developed, we are able to
study the existence of t.w.s. also for Eq. (11), thus solving also this new conjecture. In
particular, we prove that the degeneracy at j ¼ 1 does not cause any further
sharpness phenomenon and the same assertion of Theorem 2 holds also in this
setting (see Theorem 14 in Section 6).
2. First-order singular problem for studying t.w.s.
This section is mainly devoted to show that the investigation of t.w.s. for
Eq. (1) can be carried out by means of a suitable ﬁrst-order boundary value
problem.
To the aim of treating contemporarily front- and sharp-type t.w.s., from now on
we will put
%x :¼ þN if j is a front-type solution and %x :¼ x if j is a sharp-type one:
In this way,  	N; %x½ is the interval of deﬁnition of a generic t.w.s. j; both of front-
and of sharp-type, and the boundary conditions (2) become
jð	NÞ ¼ 1; jð%xÞ ¼ 0: ð12Þ
Moreover, each t.w.s, both of front- or sharp-type, satisﬁes in  	N; %x½ the wave
equation
ðDðjÞj0Þ0 þ cj0 þ gðjÞ ¼ 0: ð13Þ
Throughout this section and the following one we will take DACð½0; 1Þ-C1ð0; 1½Þ
instead of DAC1ð½0; 1Þ; in such a way that the results we obtain can be applied also
to the case ’Dð0Þ ¼ þN (see also Remark 2 in Section 6). Note that the wave
equation (13) continues to have sense even under this less regularity of D; provided
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DðjÞj0AC1ð 	N; %x½Þ: Moreover, each wavefront proﬁle j ¼ jðxÞ satisﬁes the
following second-order equation
DðjðxÞÞj00ðxÞ þ ’DðjðxÞÞ½j0ðxÞ2 þ cj0ðxÞ þ gðjðxÞÞ ¼ 0 ð14Þ
whenever 0ojðxÞo1:
The following result concerns some properties of the t.w.s. (monotonicity, sign of
the wave speed and asymptotic behavior) which will be used in the sequel.
Proposition 4. Let DACð½0; 1Þ-C1ð0; 1½Þ satisfying (4). Then, each possible t.w.s. j
of Eq. (1) satisfying (12) is nonincreasing, has positive wave speed c; and satisfies
lim
x-	N
DðjðxÞÞj0ðxÞ ¼ lim
x-%x
DðjðxÞÞj0ðxÞ ¼ 0: ð15Þ
Proof. Let j be a t.w.s. of Eq. (1) with a certain wave speed c; satisfying (12). Given
x; xo%x; integrating Eq. (13), we get
DðjðxÞÞj0ðxÞ ¼ DðjðxÞÞj0ðxÞ þ cðjðxÞ 	 jðxÞÞ þ
Z x
x
gðjðsÞÞ ds: ð16Þ
From the positivity of the function g; it follows the existence in R,fþNg of
limx-	N
R x
x gðjðsÞÞ ds: Hence, being jð	NÞ ¼ 1; as a consequence of (16), we get
the existence in R,fþNg of the limit in (15) as x-	N: Let us denote it by l:
According to (4) we then obtain j0ð	NÞ ¼ l
Dð1Þ; which implies l ¼ 0; taking the
boundedness of j into account.
Let us consider now the case when x-%x: Of course, when j has a sharp proﬁle,
being j0ðxÞAR and DðjðxÞÞ ¼ 0; the limit in (15) when x-%x is trivially equal to
zero. Otherwise, if j is of front-type, since limx-þN
R x
x gðjðsÞÞ ds exists in
R,f	Ng; also the limit in (15) exists in R,f	Ng as x-þN: Moreover, being
j bounded and DðjðxÞÞ-0þ as x-þN; we deduce that is equal to zero and (15)
holds.
Passing to the limit in (16), as x-	N and x-%x; according to what just proved
and by boundary conditions (12), we obtain c ¼ R %x	N gðjðsÞÞ ds40:
As for the monotonicity of j; observe that if j0ðx0Þ ¼ 0 for some x0 such that
0ojðx0Þo1; then by (14) we have j00ðx0Þ ¼ 	gðjðx0ÞÞ=Dðjðx0ÞÞo0: So, j0ðxÞ40 in
a left neighborhood of x0: Let x1 :¼ inffx : j0ðsÞ40 for every sAx; x0½g: Since
jð	NÞ ¼ 1; we have x14	N implying j0ðx1Þ ¼ 0: On the other hand, being c40;
by Eq. (13) we get DðjðxÞÞj0ðxÞ positive and decreasing in x1; x0; in contradiction
with j0ðx1Þ ¼ 0: Hence, j0ðxÞa0 whenever 0ojðxÞo1: Thus, if j0ðxÞ40 in some
interval a; b½ with j0ðaÞ ¼ 0; necessarily we have jðaÞ ¼ 0; again a contradiction
since DðjðxÞÞj0ðxÞ is positive and decreasing in a; b½: Therefore, we conclude that
j0ðxÞo0 whenever 0ojðxÞo1 and the proof is complete. &
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Remark 1. In view of the previous proof we get j0ðxÞo0 whenever 0ojðxÞo1; for
every t.w.s. j satisfying (12). Nevertheless, the statement of Proposition 4 leaves
open the possibility that the asymptotic values 0 and 1 are reached in a ﬁnite time.
This is due to the low regularity of the reaction term g; which is merely assumed to be
continuous, and the singularity of Eq. (13) at j ¼ 0: However, in Proposition 7 we
show that if gAC1ð½0; 1Þ then the equilibrium 1 can never be reached in a ﬁnite time,
whereas the analogous result for the equilibrium 0 holds for c sufﬁciently large. In
these cases one has 0ojðxÞo1 for every xAR:
We are now able to describe our technique for studying t.w.s. of Eq. (1), based on
the investigation of a ﬁrst-order singular boundary value problem.
Given a t.w.s. j satisfying (12), put
x1 :¼ inffx :jðxÞo1gAR,f	Ng
x2 :¼ supfx : jðxÞ40gAR,fþNg
ð17Þ
In view of Remark 1, j is strictly decreasing in x1; x2½; so we can deﬁne the function
zðjÞ :¼ DðjÞj0ðxðjÞÞ; jA0; 1½; ð18Þ
where xðjÞ is the inverse function of jðxÞ; deﬁned in 0; 1½ and taking values in
x1; x2½:
By applying Proposition 4, we get zð1	Þ ¼ zð0þÞ ¼ 0 and since j is decreasing, we
have zðjÞo0 for all jA0; 1½: Moreover, being j0ðxÞ ¼ zðjÞ
DðjÞ; as a consequence of (14)
we get
’z ¼ ½ ’DðjÞðj0ðxðjÞÞÞ2 þ DðjÞj00ðxðjÞÞ 1
j0ðxðjÞÞ ¼ 	c 	
DðjÞgðjÞ
z
for every jA0; 1½: In conclusion, each t.w.s. j of Eq. (1) satisfying conditions (12)
gives rise to a negative solution z ¼ zðjÞ of the boundary value problem
’z ¼ 	c 	 DðjÞgðjÞ
z
; jA0; 1½;
zð0þÞ ¼ zð1	Þ ¼ 0:
8<
: ð19Þ
Actually, also the vice versa holds, as we will prove in Theorem 6. To this purpose,
we ﬁrst need a preliminary result concerning the behavior of ’zðjÞ as j-0þ:
Lemma 5. Let DACð½0; 1Þ-C1ð0; 1½Þ satisfying (4). Moreover, assume
DðjÞgðjÞ ¼ oðjÞ as j-0þ: ð20Þ
Let z ¼ zðjÞ be a solution of (19) with zðjÞo0 for all jA0; 1½ and c40 fixed. Then,
’zð0Þ exists and it holds that ’zð0Þ ¼ 0 or ’zð0Þ ¼ 	c:
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Proof. Given c40; let z ¼ zðjÞ be a solution of (19) with zðjÞo0 for all jA0; 1½:
We have
½	c 	 ’zðjÞzðjÞ
j
¼ DðjÞgðjÞ
j
for each jA0; 1½:
Then, as a consequence of (20), it holds that limj-0þ ½	c 	 ’zðjÞzðjÞj ¼ 0: Therefore,
if lim supj-0þ
zðjÞ
j o0; we get limj-0þ ’zðjÞ ¼ limj-0þ zðjÞj ¼ 	c:
Whereas, if lim supj-0þ
zðjÞ
j ¼ 0; assume, by contradiction, m :¼ lim infj-0þ zðjÞj o0:
Given an arbitrary ZAm; 0½; with Z4	 c; let ðjnÞn be a positive sequence converging
to zero, such that
zðjnÞ
jn
¼ Z and d
dj
zðjÞ
j
	 

j¼jn
X0 for all n:
Since d
dj½zðjÞj  ¼ 1j½’zðjÞ 	 zðjÞj ; we deduce
’zðjnÞXZ for every nAN: ð21Þ
On the other hand, from (19), we have
’zðjnÞ ¼ 	c 	
DðjnÞ
jn
gðjnÞ
Z
; for every nAN:
Moreover, according to (20), it holds limn-þN
DðjnÞgðjnÞ
jn
¼ 0: Therefore, we get
limn-þN ’zðjnÞ ¼ 	c; in contradiction with (21), since we chose Z4	 c:
Consequently, ’zð0Þ exists, also in this case, and it holds ’zð0Þ ¼ 0: The proof is then
complete. &
Now we are ready to state the main result of this section, concerning the reduction
to a ﬁrst-order singular b.v.p.
Theorem 6. Let DACð½0; 1Þ-C1ð0; 1½Þ satisfying (4) and such that there exists the
limit ’Dð0Þ :¼ limj-0þDðjÞj A0;þN: Moreover, let condition (20) be fulfilled.
Then, the existence of a t.w.s. for (1) satisfying (12), of front- or sharp-type, having
wave speed c; is equivalent to the existence of a solution z ¼ zðjÞ of problem (19), for
the same c; satisfying zðjÞo0 for all jA0; 1½:
Moreover, when ’Dð0Þ ¼ þN then all possible t.w.s. are of front-type.
Proof. We already proved the necessary condition in the discussion before Lemma 5.
Let us now prove the sufﬁcient one.
ARTICLE IN PRESS
L. Malaguti, C. Marcelli / J. Differential Equations 195 (2003) 471–496 479
Given the positive value c; let z ¼ zðjÞ be a negative solution of problem (19) and
let j ¼ jðxÞ be a solution of the Cauchy problem
j0 ¼ zðjÞ
DðjÞ; jð0Þ ¼
1
2
deﬁned on its maximal existence interval a; b½DR: Notice that j satisﬁes, on all
a; b½; Eq. (13). Moreover, jðaþÞ ¼ 1 and jðb	Þ ¼ 0: Therefore, when both a ¼ 	N
and b ¼ þN; j is a front-type solution satisfying boundary conditions (12).
Consider now the case when a4	N: It holds that limx-aþj0ðxÞ ¼ limj-1	 zðjÞDðjÞ ¼
0; hence j can be continued on  	N; a½ as jðxÞ 
 1; in such a way that it becomes a
solution of Eq. (13) on all  	N; b½: On the other hand, when boþN; we obtain
lim
x-b	
j0ðxÞ ¼ lim
j-0þ
zðjÞ
DðjÞ ¼ limj-0þ
zðjÞ
j
j
DðjÞ:
Therefore, taking account of Lemma 5, if ’Dð0Þ ¼ þN we get limx-b	j0ðxÞ ¼ 0 and
j can be continued on R as jðxÞ 
 0; in such a way that it becomes a solution of
Eq. (13) on all R; i.e. it is a front-type t.w.s of Eq. (1).
Whereas, when ’Dð0ÞARþ; we get limx-b	 j0ðxÞ ¼ ’zð0Þ= ’Dð0Þ: Therefore, by
applying Lemma 5, two cases can occur according that ’zð0Þ ¼ 0 or ’zð0Þ ¼ 	c:
When ’zð0Þ ¼ 0; then again j can be continued on all ½b;þN½ by putting jðxÞ 
 0 in
such a way that it becomes a solution of (13) on all the real line; equivalently, j is a
t.w.s. of Eq. (1) of front-type. Instead, ’zð0Þ ¼ 	c implies limx-b	j0ðbÞ ¼ 	c= ’Dð0Þ;
hence b ¼ x and j is a sharp-type wavefront of Eq. (1). &
As observed in Remark 1, in general the equilibria 1 and 0 could be reached in a
ﬁnite time. The following proposition provides sufﬁcient conditions guaranteeing
that 0ojðxÞo1 for all xAR:
Proposition 7. Under the same assumptions of Theorem 2, assume furthermore that
gAC1ð½0; 1Þ:
Then, for every t.w.s. jðxÞ we have jðxÞo1 whenever xA 	N; %x½: Moreover,
for every c sufficiently large we also have jðxÞ40 for all xAR (in particular j is of
front-type).
Proof. Put K :¼ supjA½0;1½gðjÞ1	j and M :¼ maxjA½0;1DðjÞ: Let a40 be a positive real
number satisfying 	caþ KMoa2: We have
zðjÞX	 að1	 jÞ for all jA½0; 1: ð22Þ
Indeed, assume there is %jA0; 1½ such that zð %jÞo	 að1	 %jÞ: We obtain
’zð %jÞ ¼ 	c 	 Dð %jÞgð %jÞ
zð %jÞ o	 c þ
Dð %jÞgð %jÞ
að1	 %jÞp	 c þ
KM
a
oa:
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This yields zðjÞ þ að1	 jÞozð %jÞ þ að1	 %jÞo0 for every j4 %j in contradiction
with zð1Þ ¼ 0: Hence (22) holds. Consequently, taken x0Ax1; x2½; where x1; x2 were
deﬁned in (17), taking account of Theorem 6 we have
x1 	 x0 ¼
Z 1
j0
’xðjÞ dj ¼
Z 1
j0
DðjÞ
zðjÞ djp
Z 1
j0
DðjÞ
	að1	 jÞ dj ¼ 	N
where j0 ¼ jðx0Þ: This means x1 ¼ 	N and then jðxÞo1 for every xo%x:
Similarly, put L :¼ supjA0;1 gðjÞj we have that
zðjÞX	 gj2 for any jA½0; 1 ð23Þ
for a suitable g40: In order to show this, put H :¼ supjA0;1 DðjÞj : For c sufﬁciently
large, it is possible to ﬁnd a real number g40 satisfying 	cgþ HLo	 2g2: Assume,
by contradiction, the existence of a %jA0; 1½ satisfying zð %jÞo	 g %j2: It holds that
’zð %jÞ ¼ 	c 	 Dð %jÞgð %jÞ
zð %jÞ o	 c þ
Dð %jÞgð %jÞ
g %j2
p	 c þ HL
g
o	 2gp	 2g %j
implying zðjÞ þ gj2ozð %jÞ þ g %j2o0 for every j4 %j in contradiction with zð1Þ ¼ 0:
Hence (23) holds.
Being ’Dð0Þ40; we get d :¼ infjA0;1DðjÞj 40: Therefore, by (23), for every
x0Ax1; x2½ we deduce
x0 	 x2 ¼
Z j0
0
’xðjÞ dj ¼
Z j0
0
DðjÞ
zðjÞ djp	
1
g
Z j0
0
DðjÞ
j2
djp	 d
g
Z j0
0
dj
j
¼ 	N
implying x2 ¼ þN: &
3. Existence of a threshold wave speed c
The main purpose of this section is the investigation of the boundary value
problem (19) when its real parameter c varies into the positive half-line. We show
(see Theorem 9) the existence of a threshold positive value c such that (19) is
solvable, with a unique negative solution z ¼ zðjÞ; if and only if cXc and give an
estimate for c: This result was originally obtained in [9] (see, in particular, [9,
Theorem 2.1, Theorem 3.1]) in the case of nondegenerate diffusion. For the sake of
completeness, we propose it again. The present proof is quite new and it contains all
our main tools for the investigation of t.w.s. of reaction–diffusion equations.
We begin with a preliminary result, dealing with a comparison-type technique,
which is a key ingredient for the proof of Theorem 9.
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Lemma 8. Let DACð½0; 1Þ-C1ð0; 1½Þ satisfying (4). Assume the existence of a strict
upper solution for the equation in (19), that is a function zAC1ð0; 1½Þ satisfying
’zðjÞ4	 c 	 DðjÞgðjÞzðjÞ for every jA0; 1½;
such that zð0þÞ ¼ 0 and zðjÞo0 for every jA0; 1½:
Then, there exists a solution zðjÞ of problem (19) such that zðjÞozðjÞo0 for every
jA0; 1½:
Proof. Let us ﬁx j0A0; 1½: For aA½zðj0Þ; 0½ let us consider the initial value problem
’z ¼ 	c 	 DðjÞgðjÞ
z
; 0ozo1;
zðj0Þ ¼ a
8<
: ð24Þ
and let za be its (unique) solution. First observe that za is deﬁned, negative, on all
0;j0: In fact, if jA0;j0 exists satisfying zaðjÞo0 for jojpj0 and
limj-jþzaðjÞ ¼ 0; since
lim
ðj;zÞ-ðj;0Þ
	cz 	 DðjÞgðjÞ ¼ 	DðjÞgðjÞo0 ð25Þ
we can determine l40 such that
’zaðjÞ ¼ 	c 	 DðjÞgðjÞ
zaðjÞ 4	
l
zaðjÞ40 for all j
ojoj þ l
which is a contradiction.
Moreover, for every a4zðj0Þ we have
zðjÞozaðjÞo0 for every 0ojpj0: ð26Þ
Indeed, being zðj0Þoa ¼ zaðj0Þ; put %j :¼ inffj : zðuÞozðuÞ for every uAj;j0g; if
%j40 then zð %jÞ ¼ zð %jÞ and
’zð %jÞ ¼ 	c 	 Dð %jÞgð %jÞ
zð %jÞ ¼ 	c 	
Dð %jÞgð %jÞ
zð %jÞ o
’zð %jÞ;
a contradiction, and (26) holds.
Let 0;ja½ be the maximal existence interval for the solution za: By the uniqueness
of the Cauchy problem associated to the equation in (24) in correspondence with any
initial point ðj; zÞA0; 1½R	; we deduce that if a1oa2 then za1ðuÞoza2ðuÞ for every
uA0;minfja1 ;ja2g½ and so we get ja1Xja2 :
Observe now that if jaj is sufﬁciently small then jao1 and zaðj	a Þ ¼ 0: Indeed,
since limðj;zÞ-ðj0;0Þ 	 cz 	 DðjÞgðjÞo0; there exist positive constants M and mo2M
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such that
	c 	 DðjÞgðjÞ
z
4	 M
z
for all 	 mozo0; j0pjoj0 þ m: ð27Þ
So, taken a4	 m; let us consider the function
cðjÞ :¼ 	
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
a2 	 2Mðj	 j0Þ
q
; for j0pjpj0 þ
a2
2M
which is the solution of the Cauchy problem
’z ¼ 	M
z
zðj0Þ ¼ a:
8<
:
By the choice of m and a; we have j0 þ a22Moj0 þ mo1: Moreover, being ’zaðj0Þ40
we get zaðjÞ4zaðj0Þ ¼ a4	 m in a right neighborhood of j0: Therefore, put I :¼
½j0;minfj0 þ m;jag½; by (27) we deduce zaðjÞ4	 m for every jAI and also
’zaðjÞ ¼ 	c 	 DðjÞgðjÞ
zaðjÞ 4	
M
zaðjÞ for every jAI :
Thus, we can repeat the same comparison argument used before to obtain (26) and
deduce that zaðjÞ4cðjÞ for every jAj0;ja½-j0;j0 þ a22M: Being cðj0 þ a
2
2M
Þ ¼ 0;
we obtain japj0 þ a22Mo1:
Put a :¼ inffaA½zðj0Þ; 0½: jao1g; it results ja ¼ 1: Indeed, if jao1; we can
consider the problem
’z ¼ 	c 	 DðjÞgðjÞ
z
; 0ozo1;
zðja Þ ¼ d;
8<
: ð28Þ
where zðjðaÞÞodo0; and denote by x its solution. By means of the same arguments
used above, we can prove that x is deﬁned and negative on 0;ja ; with xðjÞ4zðjÞ
for every jA0;ja : So, we have xðj0Þ4zðj0Þ: On the other hand, by the uniqueness
of the Cauchy problem associated to the equation in (24) and (28), we deduce that
xðj0Þozaðj0Þ ¼ a for every aA½a; 0½; implying xðj0Þoa: Finally, whenever jdj is
sufﬁciently small, reasoning as before with ja instead of j0; we can ﬁnd jao *jo1
such that xð *jÞ ¼ 0: But this contradicts the deﬁnition of a:
Therefore, being ja ¼ 1; the solution za is deﬁned and negative in 0; 1½ with
za ðjÞ4zðjÞ in 0; 1½; in particular za ð0þÞ ¼ 0:
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Now, given jA0; 1½ and integrating the equation in (24) we obtain
z2a ðjÞ ¼ z2a ðj0Þ 	 2c
Z j
j0
za ðsÞ ds 	 2
Z j
j0
DðsÞgðsÞ ds
implying the existence of za ð1	Þp0:
Taking account of the deﬁnition of a; by the continuous dependence of the
solution of (24) by the initial datum, we deduce that za ð1	Þ cannot be negative, so
za ð1	Þ ¼ 0 and this concludes the proof. &
Theorem 9. Let DACð½0; 1Þ-C1ð0; 1½Þ satisfying (4). Moreover, let condition (20) be
fulfilled.
Then, there exists a constant c satisfying estimate (9), such that (19) admits negative
solutions zðjÞ if and only if cXc: Moreover, for every cXc the solution is unique.
Proof. This proof develops into several parts. First we show the solvability of (19)
for c sufﬁciently large. Then we prove the uniqueness for such a solution, when it
exists. As a consequence of the ﬁrst existence part, the set A ¼
fc40: ð19Þ is solvableg turns out to be nonempty and it is possible to take its
lower bound
c :¼ inf A: ð29Þ
The third part of this proof is devoted to the solvability of (19) for each c4c: In the
subsequent one we show that (19) is solvable also for c ¼ c: Finally we prove that
(19) is not solvable for c ¼ 0 implying that c40 and this will complete the proof.
I—Solvability for c large. Put N :¼ supsA0;1DðsÞgðsÞs : According to (20), we get
NoþN:
So, let us now consider the function zðjÞ ¼ 	 ﬃﬃﬃﬃNp j for jA½0; 1: By the deﬁnition
of N; for every c42
ﬃﬃﬃﬃ
N
p
we get
	c 	 DðjÞgðjÞ
zðjÞ o	 2
ﬃﬃﬃﬃ
N
p
þ DðjÞgðjÞﬃﬃﬃﬃ
N
p
j
p	
ﬃﬃﬃﬃ
N
p
¼ ’zðjÞ for all jA½0; 1:
Hence, zðjÞ satisﬁes all the assumptions of the previous lemma, and we obtain the
existence of a solution zðjÞ of problem (19), satisfying zðjÞozðjÞo0 for all
jA0; 1½: Therefore, problem (19) is solvable for every c42 ﬃﬃﬃﬃNp :
II—Uniqueness. We show now that (19) admits at most one solution. We reason
by a contradiction and, for c given, we assume the existence of z1 and z2 both
satisfying (19). Given %jA0; 1½; take z1ð %jÞoz2ð %jÞ: We get
’z2ð %jÞ 	 ’z1ð %jÞ ¼ 	Dð %jÞgð %jÞ
z2ð %jÞ þ
Dð %jÞgð %jÞ
z1ð %jÞ ¼
Dð %jÞgð %jÞ
z1ð %jÞz2ð %jÞ½z2ð %jÞ 	 z1ð %jÞ40:
Therefore z2ð %jÞ4z1ð %jÞ implies ’z2ð %jÞ4z1ð %jÞ in contradiction with z1ð1	Þ ¼
z2ð1	Þ ¼ 0:
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III—Solvability for every c4c: Let c be as deﬁned in (29). Given c˜4c; take cˆAA
with cˆoc˜ and the unique solution zˆ of (19) for c ¼ cˆ: For all jA0; 1½ it holds
’ˆzðjÞ ¼ 	cˆ 	 DðjÞgðjÞ
zˆðjÞ 4	 c˜ 	
DðjÞgðjÞ
zˆðjÞ ;
hence zˆ is a strict upper solution for the equation in (19) with c ¼ c˜: Hence, by
applying Lemma 8 we conclude the solvability of problem (19) also for c ¼ c˜:
IV—Solvability for c ¼ c: Let ðcnÞn be a sequence of speeds decreasing to c and
let zn be the (unique) solution of (19) for c ¼ cn: Since
’znþ1ðjÞ ¼ 	cnþ1 	 DðjÞgðjÞ
znþ1ðjÞ 4	 cn 	
DðjÞgðjÞ
znþ1ðjÞ for all jA0; 1½
then znþ1 is a strict upper solution for the equation in (19) with c ¼ cn: Hence, by
applying again Lemma 8 and taking account of the uniqueness proved in part II, we
deduce that znðjÞXznþ1ðjÞ for all jA½0; 1 and nAN: Therefore ðznÞn is a decreasing
sequence. Moreover, since znð0þÞ ¼ 0 and ’znðjÞX	 cn4	 c1; it holds
znðjÞX	 c1j for all jA½0; 1 and nAN: ð30Þ
Hence we can deﬁne zðjÞ :¼ infnANznðjÞ for all jA½0; 1: The monotone
convergence theorem ensures that zðjÞ is a solution of the equation in (19) for
c ¼ c: In addition, condition (30) implies that zð0þÞ ¼ 0: Finally, by a similar
argument to that used in the last part of the proof of Lemma 8, in particular
involving the sequence ðwmÞm of solutions of the Cauchy problems
’z ¼ 	c 	 DðjÞgðjÞ
z
;
zð1Þ ¼ 	1
m
;
8>><
>:
for mAN; we are able to show that zð1	Þ ¼ 0 and then z is the required solution of
(19) for c ¼ c:
V—Estimate of c: By what proved in part I, we get cp2
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
supsA0;1
DðsÞgðsÞ
s
q
: Let us
now show that (19) is not solvable for c ¼ 0; which implies c40:
To this aim, let z ¼ zðjÞ be a solution of
’z ¼ 	DðjÞgðjÞ
z
ð31Þ
deﬁned on some interval a; 1½ with 0oao1 and such that zðjÞo0 for all jAa; 1½:
Integrating (31) in ½j;j1 with aojoj1o1 we obtain z2ðj1Þ ¼ z2ðjÞ 	
2
R j1
j DðsÞgðsÞ ds: Therefore, if zð1	Þ ¼ 0; we have zðjÞ ¼ 	
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
2
R 1
j DðsÞgðsÞ ds
q
;
implying zð0þÞo0 and the proof is complete. &
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We have now all the tools for proving Theorem 3.
Proof of Theorem 3. By virtue of Theorem 6, the existence of t.w.s. of Eq. (1) is
equivalent to the existence of negative solutions of problem (19) and being ’Dð0Þ ¼
þN; all possible t.w.s. are of front-type. Therefore, the assertion of Theorem 3 is an
immediate application of Theorem 9. &
4. Characterization of sharp-type wavefronts
We propose now a criterium in order to distinguish, in the case ’Dð0Þ real positive,
between sharp- and front-type solutions according to the value of ’zð0Þ (see
Proposition 10). As an easy consequence of this result, we are able to show
(see Corollary 11) that if a t.w.s. has a sharp proﬁle, then necessarily c ¼ c:
Hence we obtain, in our more general setting, the uniqueness result already proven in
[14, Theorem 2.1].
Proposition 10. Under the same conditions as in Theorem 2, let j be a t.w.s. of Eq. (1)
having wave speed c and z ¼ zðjÞ be the first-order dynamic defined as in (18). Then j
is a sharp profile if and only if ’zð0Þ ¼ 	c:
Proof. First let us assume that j is a sharp wave. According to (18) and Deﬁnition 1,
since Dð0Þ ¼ 0; we get
’zð0Þ ¼ lim
j-0þ
zðjÞ
j
¼ ’Dð0Þj0ðxÞ ¼ 	c:
On the other hand, assuming ’zð0Þ ¼ 	c; since zð0Þ ¼ Dð0Þ ¼ 0; we obtain
lim
x-x	2
j0ðxÞ ¼ lim
j-0þ
zðjÞ
DðjÞ ¼
’zð0Þ
’Dð0Þ ¼ 	
c
’Dð0Þ;
where x2 was deﬁned in (17). Hence, x2AR and according to Deﬁnition 1 we deduce
that j is a sharp proﬁle, with x ¼ x2: &
Corollary 11. Under the same conditions as in Theorem 2, every t.w.s. j of Eq. (1) with
wave speed c4c has a front-type profile.
Proof. Given c4c; let zðjÞ and zðjÞ be the solutions of (19) obtained, respectively,
for c and c: Assuming the existence of %jA0; 1½ satisfying zð %jÞXzð %jÞ; from (19) we
then have
’zð %jÞ ¼ 	c 	 Dð %jÞgð %jÞ
zð %jÞ 4	 c 	
Dð %jÞgð %jÞ
zð %jÞ ¼ ’zð %jÞ:
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This implies the contradictory conclusion 0 ¼ zð1	Þ4zð1	Þ ¼ 0: Hence zðjÞozðjÞ
for all jA0; 1½: According to Lemma 5, both ’zð0Þ and ’zð0Þ exist, being either zero
or, respectively, 	c; 	 c: Moreover, zð0Þ ¼ zð0Þ ¼ 0 and zðjÞozðjÞ for jA0; 1½
yield ’zð0Þp’zð0Þ: Hence ’zð0Þ is necessarily equal to zero. Finally, Proposition 10
implies that the t.w.s. obtained from z by means of Theorem 9 has a front-type
proﬁle. &
5. Appearance of a sharp solution for c ¼ c
This part contains the proof of Theorem 2. First observe that if ’Dð0ÞAR then
condition (20) is trivially satisﬁed. Then, according to Theorem 6, Theorem 9 and
Corollary 11, it remains to show that the t.w.s. having wave speed c ¼ c has indeed
a sharp-type proﬁle.
To this purpose, we approximate the function DðjÞgðjÞ by a sequence ðhnðjÞÞn of
different types of reaction terms, which vanish in a right neighborhood of zero. Such
a kind of nonlinearities occurs in combustion models where an ignition temperature
yA0; 1½ is present, before which no reaction works. The study of wavefronts of
Eq. (1) in this case was widely developed (see, e.g., [3] and [10] for a more recent
result) and leads to the existence of a unique wave speed c ¼ cn for which wavefronts
exist.
After proving that ðcnÞn converges towards c; we will be able to construct a
sequence ðcnÞn of functions converging to a solution c of equation in (19) for c ¼ c
and satisfying cðjÞXzðjÞ; where z is the (unique) solution of b.v.p. (19) for c ¼ c:
As a consequence of its construction, we will get 	c ¼ ’cð0ÞX’zð0Þ: According to
Lemma 5 and Proposition 10 we ﬁnally obtain that the t.w.s. having wave speed c
has a sharp proﬁle.
Proof of Theorem 2. By applying Theorem 6, the investigation of t.w.s. for
Eq. (1) satisfying boundary conditions (12), turns out to be equivalent to the
solvability of problem (19). We can then apply Theorem 9 and Corollary 11 in order
to prove (a) and (c) as well as the estimate for c and the uniqueness up to
translations of the origin. Let us now show that the t.w.s. with wave speed c has a
sharp proﬁle.
Let ðanÞn be a sequence in 0; 1½ strictly decreasing to 0: For each nAN; consider a
continuous function hn : ½0; 1-R satisfying hnðuÞ 
 0 on ½0; anþ1; hnðuÞ 
 DðuÞgðuÞ
for uA½an; 1 and 0ohnðuÞpDðuÞgðuÞ for uA½anþ1; an: Note that hnðuÞphnþ1ðuÞ for
all uA½0; 1:
Consider now the boundary value problem
’w ¼ 	c 	 hnðjÞ
w
; 0ojo1;
wð0þÞ ¼ wð1	Þ ¼ 0:
8<
: ð32Þ
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As just mentioned, such a b.v.p. is studied in [10], where the existence of a unique
c ¼ cn for which the problem admits a (unique) negative solution wn is proved (see
[10, Theorem 7]). Notice, however, that when hn is locally lipschitzian on ½an; 1; then
the solvability of (32) follows also from [3, Theorem 3.1].
The following result, whose proof is provided at the end of the present one, shows
that the sequence ðcnÞn increases towards c:
Lemma 12. The sequence ðcnÞn is strictly increasing and converges to c:
Thanks to the strict monotonicity of the sequence ðcnÞ; we are now able to deﬁne a
monotone sequence of function ðcnÞn (see the following Lemma 13) which will be
used in order to complete this proof.
Lemma 13. Under the same conditions of Theorem 2, there exist a sequence ðbnÞn of
positive real numbers decreasing to 0; and a sequence ðcnÞn of continuous functions
respectively defined on ½0; un½ with unpunþ1p1 for all nAN; satisfying the following
properties:
(i) cnðjÞ ¼ 	cnj for all jA½0; bn;
(ii) cnðjÞX	 cj for every jA½0; un½;
(iii) ’cnðjÞ ¼ 	cn 	 DðjÞgðjÞcnðjÞ for every jA½bn; un½;
(iv) cnðu	n Þ ¼ 0;
(v) cnðjÞXcnþ1ðjÞ for all jA½0; un½:
Also the proof of this lemma is postponed at the end of this section.
Put %u :¼ supnANun; where the sequence ðunÞn was introduced in Lemma 13. Since
cnðjÞX	 cj; we can deﬁne cðjÞ :¼ limn-þNcnðjÞX	 cj; for jA½0; %u½:
Applying the monotone convergence theorem to ðcnÞn; we can prove that c is a
solution of the equation ’z ¼ 	c 	 DðjÞgðjÞz in 0; %u½: Moreover, again by the
monotonicity of ðcnÞn we get
	cpcðjÞ
j
pcnðjÞ
j
¼ 	cn for every jA0; bn½ and nAN:
According to Lemma 12 this implies the existence of ’cð0Þ ¼ 	c:
Now we need to prove that cð %u	Þ ¼ 0: To this aim, assume by contradiction that
lim infj- %u	 cðjÞ ¼ 	lo0:
Let 0oaobol and k40 be such that
	cn 	 DðjÞgðjÞ
z

pk for all jA½0; 1; zp	 a and nAN:
Now take j0A %u 	 b	ak ; %u½ such that cðj0Þo	 b: According to the continuity of each
cm on ½0; um½ and since cmðu	mÞ ¼ 0 for each m; we can ﬁnd %mAN and *jAj0; %u½
satisfying u %m4j0; c %mðj0Þo	 b; c %mð *jÞ ¼ 	a as well as c %mðjÞp	 a for all
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jA½j0; *j: Therefore
j ’c %mðjÞj ¼ 	c %m 	 DðjÞgðjÞc %mðjÞ

pk for all jA½j0; *j
implying
	a ¼ c %mð *jÞ ¼ c %mðj0Þ þ
Z *j
j0
’c %mðsÞ dspc %mðj0Þ þ kð *j	 j0Þo	 bþ b	 a ¼ 	a
which is a contradiction. Hence cð %u	Þ ¼ 0:
Now two cases occur according that %u ¼ 1 or %uo1: In the former one, by the
unique solvability of (19) for each ﬁxed c as shown in Theorem 9, we have c ¼ z: In
the latter case, by the uniqueness of the Cauchy problem related to the equation in
(19), since zð %uÞo0; we get zðjÞocðjÞ on all 0; %u½: In both cases it holds that
’zð0Þ ¼ lim
j-0þ
zðjÞ
j
p lim
j-0þ
cðjÞ
j
¼ 	c:
According to Lemma 5 this implies ’zð0Þ ¼ 	c: From Proposition 10, it follows that
the t.w.s. having wave speed c has a sharp proﬁle. This completes the proof. &
Proof of Lemma 12. First we show the monotonicity of ðcnÞn: We reason by
contradiction and we assume cnXcnþ1 for some nAN: Since hnþ1ðuÞ40 on
anþ2; anþ1; it holds wnðanþ1Þ ¼ 	cnanþ1p	 cnþ1anþ1ownþ1ðanþ1Þ and also
’wnðanþ1Þ ¼ 	cno ’wnþ1ðanþ1Þ: Consequently, wnðjÞownþ1ðjÞ for j in a suitable
right neighborhood I of anþ1: Hence, for jAI it holds that
’wnðjÞ ¼ 	cn 	 hnðjÞ
wnðjÞo	 cnþ1 	
hnðjÞ
wnþ1ðjÞp	 cnþ1 	
hnþ1ðjÞ
wnþ1ðjÞ ¼ ’wnþ1ðjÞ:
This implies wnðjÞ 	 wnþ1ðjÞownðanþ1Þ 	 wnþ1ðanþ1Þo0 for all jA½anþ1; 1; in
contradiction with the boundary conditions wnð1	Þ ¼ wnþ1ð1	Þ ¼ 0: Hence cnocnþ1
for all nAN:
Assuming cnXc for some n; since ’zðjÞ4	 c for all jA0; 1½; we get
wnðanþ1Þ ¼ 	cnanþ1p	 canþ1ozðanþ1Þ
and ’wnðanþ1Þ ¼ 	cno’zðanþ1Þ: Now we can repeat the same argument used for
proving the monotonicity of ðcnÞn; but with wnþ1 replaced by z; and again we arrive
to a contradiction with the boundary conditions wnð1	Þ ¼ zð1	Þ ¼ 0: Therefore
cnoc for all n:
Assume now wnð %jÞXwnþ1ð %jÞ for some nAN and %jA½an; 1: This implies
’wnð %jÞ ¼ 	cn 	 Dð %jÞgð %jÞ
wnð %jÞ 4	 cnþ1 	
Dð %jÞgð %jÞ
wnþ1ð %jÞ ¼ ’wnþ1ð %jÞ:
ARTICLE IN PRESS
L. Malaguti, C. Marcelli / J. Differential Equations 195 (2003) 471–496 489
Hence, wnðjÞ4wnþ1ðjÞ in a right neighborhood of %j: Repeating again the previous
reasoning, we obtain the contradictory conclusion that 0 ¼ wnð1	Þ4wnþ1ð1	Þ ¼ 0:
Therefore, wnðjÞownþ1ðjÞ for all jA½an; 1 and nAN: Similarly, since cnoc for any
n; we can also prove that
wnðjÞozðjÞ for each jA½an; 1 and nAN: ð33Þ
Moreover, notice that since ðanÞn is decreasing to zero, for each jA0; 1 we can ﬁnd
%n ¼ %nðjÞ such that a %noj: Hence the sequence ðwnðjÞÞn with n4 %n is increasing. So,
we can deﬁne
zðjÞ :¼ lim
n-þN wnðjÞpz
ðjÞ for every jA½0; 1:
Finally, put c˜ :¼ supnAN cnpc:
Let j0;jA0; 1½; with j0oj; and take nˆ such that j04anˆ: According to (33), we
obtain
	cn 	 DðsÞgðsÞ
wnðsÞ

pc þ max
sA½j0;j
DðsÞgðsÞ
jzðsÞj for every sA½j0;j and nXnˆ:
Therefore, by the dominated convergence theorem, we get
zðjÞ 	 zðj0Þ ¼ lim
n-þN
Z j
j0
	cn 	 DðsÞgðsÞ
wnðsÞ ds ¼
Z j
j0
	c˜ 	 DðsÞgðsÞ
zðsÞ ds:
Hence, z satisﬁes equation ’z ¼ 	c˜ 	 DðjÞgðjÞz on all 0; 1½: Moreover, since ’wnðjÞX	
cn4	 c˜ and wnð0þÞ ¼ 0; we have wnðjÞX	 c˜j for all jA½0; 1 and nAN; implying
zðjÞX	 c˜j: Therefore zð0þÞ ¼ 0: Finally, since wnðjÞpzðjÞ for jA½an; 1½; we also
obtain zð1þÞ ¼ 0:
In conclusion, z is a solution of (19) for c ¼ c˜: Thus, by the deﬁnition of c (see
(29)), we get c˜Xc and recalling that c˜pc by construction, we ﬁnally deduce c˜ ¼ c
and this completes the proof. &
Proof of Lemma 13. Given nAN; since cnocnþ1 and limj-0þDðjÞgðjÞcnj ¼ 0; there exists
a positive value bnpanþ2 such that
cnocnþ1 	 DðjÞgðjÞ
cnj
for every jA0; bn ð34Þ
and the sequence ðbnÞn can be taken decreasing.
From now on, we will denote by ðEc;gÞ the equation
ðEc;gÞ ’zðjÞ ¼ 	c 	 gðjÞ
zðjÞ; jA0; 1½
in order to distinguish equations with different wave speeds c or reaction terms g:
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Let ðhnÞn be the sequence of functions deﬁned at the beginning of this section,
moreover denote by %hðjÞ :¼ DðjÞgðjÞ: As we already observed, there exists a unique
positive speed c ¼ cn such that Eq. ðEc;hnÞ admits a (unique) negative solution wn
satisfying boundary conditions wnð0þÞ ¼ wnð1	Þ ¼ 0:
Let us now consider the solution w1: Note that w1ðjÞ ¼ 	c1j for every jA½0; a2:
Moreover,
’w1ðjÞ ¼ 	c1 	 h1ðjÞ
w1ðjÞp	 c1 	
%hðjÞ
w1ðjÞ for every jA0; 1½
that is w1 is a lower solution of Eq. ðEc1; %hÞ: Hence, considered the Cauchy problem
ðP1Þ ’wðjÞ ¼ 	c1 	
%hðjÞ
wðjÞ; jA½b1; 1½;
wðb1Þ ¼ 	b1c1;
(
being w1ðb1Þ ¼ 	b1c1 since b1pa2; we can apply a classical result of comparison
between solutions and lower solutions (see [7, Theorem 1.1.3.]) to deduce that the
(unique) solution c1 of problem ðP1Þ satisﬁes c1ðjÞXw1ðjÞ for every jA½b1; u1½;
where ½b1; u1½ is the maximal right existence interval of the solution c1: Hence, u1p1
and c1ðu	1 Þ ¼ 0: Let us continue the function c1 on ½0; u1½ deﬁning c1ðjÞ :¼ 	c1j in
½0; b1: It is easy to check that c1 satisﬁes conditions (i)–(iv).
Let us now prove the existence of a function c2 satisfying conditions (i)–(iv) and
such that c1ðjÞXc2ðjÞ for every jA½0; u1½: To this aim, let us consider the function
w2; unique negative solution of Eq. ðEc2;h2Þ satisfying w2ð0þÞ ¼ w2ð1	Þ ¼ 0; and
consider the Cauchy problem
ðP2Þ ’wðjÞ ¼ 	c2 	
%hðjÞ
wðjÞ; jA½b2; 1½;
wðb2Þ ¼ 	b2c2:
(
Observe that w2 is a lower solution, whereas c1 is an upper solution for such a
problem. In fact
’w2ðjÞ ¼ 	c2 	 h2ðjÞ
w2ðjÞp	 c2 	
%hðjÞ
w2ðjÞ for every jA0; 1½;
whereas, ’c1ðjÞ ¼ 	c1 for each jA½0; b1; ’c1ðjÞ ¼ 	c1 	 %hðjÞc1ðjÞ for each jAb1; u1½:
Hence, by (34), we have
’c1ðjÞ4	 c2 	
%hðjÞ
c1ðjÞ
for every jA0; u1½:
Moreover, since
’w2ðjÞ ¼ 	c2 	 h2ðjÞ
w2ðjÞo	 c1 	
%hðjÞ
w2ðjÞ for every jA0; 1½;
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we deduce that w2 is a strict lower solution for Eq. ðEc1; %hÞ: Furthermore, since b1oa3;
we get w2ðb1Þ ¼ 	c2b1o	 c1b1 ¼ c1ðb1Þ: So, we can deduce that c1ðjÞ4w2ðjÞ for
every jA½b1; u1½ and then, being b1pa3; we obtain c1ðjÞ4w2ðjÞ in 0; u1½:
Finally, note that w2ðb2Þ ¼ 	b2c2 and c1ðb2Þ4	 b2c2: So, we can apply a
classical result concerning the existence of solutions between a pair of ordered upper
and lower solutions (see [7, Theorem 1.1.4.]), to obtain the existence of a solution c2
of problem ðP2Þ satisfying
w2ðjÞpc2ðjÞpc1ðjÞ for everyjAb2; u1½:
Denoted by 0; u2½ its maximal existence interval, we get u1pu2p1 and c2ðu	2 Þ ¼ 0:
Moreover, as above, if we continue c2 on 0; u2½ deﬁning c2ðjÞ :¼ 	c2j for
jA½0; b2; it is easy to check that c2 satisﬁes conditions (i)–(iv) and c1ðjÞXc2ðjÞ for
every jA½0; u1½:
Now we proceed by induction. Assume we have already deﬁned the functions
cn	1;cn satisfying (i)–(iv) and such that cn	1ðjÞXcnðjÞ in ½0; un½:
Consider the function wnþ1; unique solution of Eq. ðEcnþ1;hnþ1Þ; satisfying
wnþ1ð0þÞ ¼ wnþ1ð1	Þ ¼ 0:
Let us consider the Cauchy problem
ðPnþ1Þ ’wðjÞ ¼ 	cnþ1 	
%hðjÞ
wðjÞ; jA½bnþ1; 1½;
wðbnþ1Þ ¼ 	bnþ1cnþ1:
8<
:
Similarly to what done previously for problem ðP2Þ; we can prove that wnþ1 is a
lower solution, whereas cn is an upper solution for such a problem.
Moreover, note that
’wnþ1ðjÞ ¼ 	cnþ1 	 hnþ1ðjÞ
wnþ1ðjÞo	 cn 	
%hðjÞ
wnþ1ðjÞ for every jA0; 1½:
Furthermore, when bnoanþ2 we get wnþ1ðbnÞ ¼ 	cnþ1bno	 cnbn: Hence, wnþ1 is a
strict lower solution for problem ðPnÞ and then wnþ1ðjÞocnðjÞ for every jA½bn; un½:
Therefore, wnþ1ðjÞocnðjÞ for every jA½0; un½; since bnoanþ2:
Finally, note that wnþ1ðbnþ1Þ ¼ 	cnþ1bnþ1 and cnðbnþ1Þ4	 cnþ1bnþ1:
Hence, we can apply again the result of existence of solutions lying between a pair
of ordered lower and upper solutions, to obtain the existence of a solution cnþ1 of
problem ðPnþ1Þ such that
wnþ1ðjÞpcnþ1ðjÞpcnðjÞ for every jA½bnþ1; un½:
Therefore, denoted by ½bnþ1; unþ1½ its maximal right existence interval, we get
unpunþ1p1 and cnþ1ðu	nþ1Þ ¼ 0: Finally, continuing cnþ1 on the whole interval
½0; unþ1½ by deﬁning cnþ1ðjÞ :¼ 	cnþ1j in ½0; bnþ1; we can easily check that cnþ1
satisﬁes conditions (i)–(iv) and cnþ1ðjÞXcnðjÞ for every jA½0; un½: &
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6. Doubly degenerate diffusion
This part is devoted to the investigation of the wavefront proﬁles of Eq. (11)
whose diffusion term D degenerates both in u ¼ 0 and 1. Precisely, here D satisﬁes
Dð0Þ ¼ Dð1Þ ¼ 0 and DðuÞ40 for every uA0; 1½: ð35Þ
As already mentioned in Introduction, a model with such a type of diffusive term
was recently proposed in [15] for studying the evolution of a bacterium and its
nutrient when assuming the conservation of total mass. Concerning the existence of
t.w.s. and their multiplicity, in such a paper the authors conjectured the same
behavior as that of Eq. (1).
First of all, observe that also in this case we can introduce a parameter t satisfying
dt
dx ¼ 1DðjðxÞÞ in such a way that system (6) is equivalent to system (5) in the strip
fðj; vÞ: 0ojo1; vARg: When ’Dð1Þo0; another equilibrium point Qc ¼
ð1;	c= ’Dð1ÞÞ appears but with coordinates both positive. So, since in our framework
vðtÞo0; we do not expect a further sharpness phenomenon due to the degeneracy at
j ¼ 1: In fact, by means of the techniques introduced in previous sections, we are
able to treat also this case and obtain the following result, which proves the
conjecture in [15].
Theorem 14. Consider Eq. (10) with DAC1ð½0; 1Þ satisfying (35). Assume
’Dð0Þ40 and ’Dð1Þo0: ð36Þ
Then, there exists a constant c40; satisfying (9), such that Eq. (11) has
(a) no t.w.s. for 0ococ;
(b) a monotone t.w.s. j of sharp-type with wave speed c (see Definition 1);
(c) a monotone t.w.s. j of front-type satisfying (2) for every speed c4c:
Moreover, for all cXc the wavefront, respectively of front or sharp-type, is unique up
to translations of the origin.
Proof. The technique to obtain this result is essentially the same used to prove
Theorem 2. More in detail, following the analysis developed in previous sections,
ﬁrst notice that, by means of a slight modiﬁcation in the proof, one can see that
Proposition 4 remains valid also assuming (35) instead of (4). Indeed, taking l as in
such a proof, we can deduce l ¼ 0 also in the case Dð1Þ ¼ 0; since otherwise
limx-	N jj0ðxÞj ¼ þN; in contradiction with the boundedness of j: The rest of that
proof remains unchanged.
Therefore, also when D satisﬁes (35) we can introduce the b.v.p. (19). In order to
show the equivalence between the solvability of (19) and the existence of t.w.s., in
this case we need to investigate also the behavior of ’zðjÞ as j-1	: The following
result, whose proof is postponed to the end of the present proof, concerns this study.
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Lemma 15. Under the same conditions of Theorem 14, let z ¼ zðjÞ be a negative
solution of (19). Then, there exists ’zð1Þ ¼ 0:
By applying this result, it is easy to check that an analogous of Theorem 6 holds,
that is the existence of t.w.s. of Eq. (11), having wave speed c and satisfying boundary
conditions (12), is equivalent to the existence of a negative solution of b.v.p. (19).
In fact, by using the same notations of the proof of Theorem 6, note that when
a4	N; by (36) and Lemma 15, we get
lim
x-aþ
j0ðxÞ ¼ lim
j-1	
zðjÞ
j	 1
j	 1
DðjÞ ¼ 0
and j can be continued on  	N; b½ as a solution of (13).
As regards the existence of a threshold wave speed c; observe that Lemma 8 and
Theorem 9 deal with the ﬁrst-order singular b.v.p. (19), which only depends on the
product DðjÞgðjÞ: So, being gð1Þ ¼ 0; their proofs are not inﬂuenced by the value
Dð1Þ: Therefore, such results remain valid also replacing (4) by (35). Moreover, also
Proposition 10 and Corollary 11 hold in this setting, since they do not depend on
Dð1Þ; and we get the validity of the assertions (a) and (c) of Theorem 14, as well as
the estimate for c and the uniqueness of the wavefront up to space shifts.
Furthermore, also Lemmas 12 and 13 hold, since their proof only depends on the
ﬁrst-order b.v.p. (19), and then on the product function DðjÞgðjÞ which is not
inﬂuenced by the value Dð1Þ: Finally, also the ﬁnal part of the proof of Theorem 2
involves only the product DðjÞgðjÞ and it can be repeated with no changes in this
context.
Proof of Lemma 15. Let zðjÞ be a negative solution of (19). Let L :¼ lim supj-1	 zðjÞj	1
and l :¼ lim infj-1	 zðjÞj	1X0: If l ¼ L40; then
lim
j-1	
’zðjÞ ¼ 	c 	 lim
j-1	
DðjÞgðjÞ
j	 1
j	 1
zðjÞ ¼ 	co0;
a contradiction.
Whereas, if 0ploL; given a value lAl; L½ there exists a sequence ðjnÞnC½0; 1;
converging to 1, such that
zðjnÞ
jn 	 1
¼ l and d
dj
zðjÞ
j	 1
	 

j¼jn
p0 for every nAN: ð37Þ
Hence,
lim
n-þN ’zðjnÞ ¼ limn-þN	c 	
1
l
DðjnÞ
jn 	 1
gðjnÞ
	 

¼ 	co0
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so it is not restrictive to assume ’zðjnÞo0 for every nAN: On the other hand,
d
dj
zðjÞ
j	 1
	 

j¼jn
¼ 1
jn 	 1
’zðjnÞ 	
zðjnÞ
jn 	 1
	 

¼ 1
jn 	 1
’zðjnÞ 	 l½ 40
in contradiction with (37). Therefore l ¼ L ¼ 0; that is there exists ’zð1Þ ¼ 0: &
Remark 2. Similarly to what was done in Theorem 3, we are able to treat also the
case ’Dð1Þ ¼ 	N; provided DðjÞgðjÞ ¼ oð1	 jÞ as j-1	 (the analogous of
condition (20)). In fact, Lemma 15 remains true even under these conditions and the
same assertion of Theorem 14 holds.
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