We propose a nonlinear regression model for quantitatively analyzing periodic gene expression in studies of experimentally synchronized cells. Our model accounts for the observed attenuation in cycle amplitude by a simple and biologically plausible mechanism. We represent the expression level for each gene as an average across a large number of cells. For a given cell-cycle gene, we model its expression in each cell in the culture as following the same sinusoidal function except that the period, which in any individual cell must be the same for all cell-cycle genes, varies randomly across cells. We model these random periods by using a lognormal distribution. The variability in period causes the measured amplitude of the cyclic expression trajectory to attenuate over time as cells fall increasingly out of synchrony. Gene-specific parameters include initial amplitude and phase angle. Applying the model to data from Whitfield et al. bootstrap test ͉ gene expression ͉ microarray ͉ nonlinear regression E xperimental protocols that arrest cells in vitro at a particular phase of the cell cycle and then release them in a synchronized way allow detailed study of the cycling process. In conjunction with such experiments, cDNA microarray technology allows investigators to assess the temporal expression patterns of thousands of genes simultaneously. Gene-expression studies in yeast (1-3) and in cultured human cells (4, 5) have revealed that expression levels for cell-cycle genes vary periodically and have amplitudes that attenuate through time (Fig. 1) . The observed attenuation is generally attributed to cells in the cultures falling increasingly out of synchrony through time.
We propose a nonlinear regression model for quantitatively analyzing periodic gene expression in studies of experimentally synchronized cells. Our model accounts for the observed attenuation in cycle amplitude by a simple and biologically plausible mechanism. We represent the expression level for each gene as an average across a large number of cells. For a given cell-cycle gene, we model its expression in each cell in the culture as following the same sinusoidal function except that the period, which in any individual cell must be the same for all cell-cycle genes, varies randomly across cells. We model these random periods by using a lognormal distribution. The variability in period causes the measured amplitude of the cyclic expression trajectory to attenuate over time as cells fall increasingly out of synchrony. Gene-specific parameters include initial amplitude and phase angle. Applying the model to data from Whitfield et al. bootstrap test ͉ gene expression ͉ microarray ͉ nonlinear regression E xperimental protocols that arrest cells in vitro at a particular phase of the cell cycle and then release them in a synchronized way allow detailed study of the cycling process. In conjunction with such experiments, cDNA microarray technology allows investigators to assess the temporal expression patterns of thousands of genes simultaneously. Gene-expression studies in yeast (1) (2) (3) and in cultured human cells (4, 5) have revealed that expression levels for cell-cycle genes vary periodically and have amplitudes that attenuate through time (Fig. 1) . The observed attenuation is generally attributed to cells in the cultures falling increasingly out of synchrony through time.
In cultures of homogeneous cells released from a block on cycling, asynchrony can arise from at least two mechanisms. Cells throughout the culture can differ slightly in the exact timing of their arrest or release, or cells can differ slightly in the duration of their individual cycles. The former mechanism leaves asynchrony constant through time, so only the latter mechanism, where asynchrony increases, produces the characteristic attenuation. Such attenuation may hold biologic interest in itself. The rate of attenuation (i.e., the variation in the duration of the cell cycle across cells) may vary by strain of organism or by cell type (e.g., across tumors with differing metastatic potential). Some influences of cell characteristics on the scheduling of the cell cycle are already known. For instance, cell-size distribution in yeast mutants is related to time spent in the late G 1 phase (6) .
Few methods proposed for the analysis of cell-cycle expression data address attenuation explicitly. For example, several investigators used a sinusoidal template to identify periodically expressed genes but did not explicitly account for attenuation (2, 5) . The basic single-pulse model (SPM) proposed by Zhao et al. (7) addresses asynchrony by assuming that the cell-specific timings with which individual cells in a culture reach a given observation point have a normal distribution whose mean is the observation time itself and whose unknown variance differs across observation times. The magnitudes of the variance parameters measure asynchrony. Stochastic cell-to-cell variation, as mentioned earlier, does not necessarily produce decay in amplitude. Attenuation was built into the SPM separately by an assumed submodel where the log of the variance parameter increases linearly in time; but that submodel's parameters lack direct biologic interpretation.
In this article, we propose an alternative regression model for studying periodically expressed genes. Our model has biologic import: it directly links attenuation in the amplitude of periodic gene expression to stochastic variation across cells in the duration of the cell cycle, while permitting estimation of the phase of the cycle in which the gene is most transcribed. Parameters estimated under our model can be used not only to help identify and characterize periodically expressed genes but also to cluster the identified genes into subgroups based on the estimated phase angle, amplitude, or drift. Our model can facilitate studies of effects of experimental conditions on the variance and median duration of the cell cycle. We describe our model and illustrate its use with a publicly available data set (5) . We use the observed expression trajectories of 18 cell-cycle ''phase-marker'' genes to test a key assumption of our model. We then use estimates based on those genes to help identify additional periodically expressed genes among the remaining transcripts.
Random-Periods Model for Periodically Expressed Genes
To model the expression trajectories of cell-cycle-related genes through time based on cell cultures where synchrony is experimentally induced, we make the following assumptions: (i) measured gene expression is, in effect, the average of mRNA levels across a large number of individual cells in the culture; (ii) in any individual cell, the expression levels (perhaps after logarithmic transformation) of all cell-cycle-related genes have temporal profiles that are well approximated by sinusoidal waves; (iii) the duration of the cell cycle varies stochastically across cells in the culture, following a lognormal distribution with a characteristic median (T) and geometric standard deviation (); and (iv) any nonstationary background expression levels are approximately linear in time with gene-specific intercepts and slopes (a and b, respectively). We model the sinusoid using a cosine function with distinct amplitude (K) and phase angle () for each gene.
We model the observed expression of gene g at time t as the sum of an expected response and a random error, that is, Y g (t) ϭ f(t, g ) ϩ g (t). Here, g denotes a vector of parameters. We take the g (t) to have mean zero but make no additional assumptions about their distribution; in particular, we regard them as having possibly different variances across genes or through time and as possibly having serial correlation. In view of the preceding assumptions, we propose the ''random-periods'' model (RPM) for characterizing the expected periodic expression of a cell-cycle gene:
where g is explicitly (
). The integration in the model computes the expected cosine across the lognormal distribution of periods and thereby accounts for the aggregation of expression levels across a large number of cells. The subscripted parameters in Eq. 1 are gene-specific. The parameter g corresponds to the phase of the cell cycle where the gene has its peak transcription with g ϭ 0 corresponding to the point when cells are first released to resume cycling. The parameter K g is the initial amplitude of the periodic expression pattern. The parameters a g and b g account for any drift in a gene's background expression level. Under our assumptions, the parameters T and are specific to the population of cells and the same for all genes, although they can be estimated from data on a single gene or on a set of genes. The parameter governs the rate of attenuation in amplitude. If is zero, the duration of the cell cycle does not vary across cells, cells remain synchronous through time, and the aggregate expression shows no attenuation in amplitude. If is large, cells fall rapidly out of synchrony, and amplitude decays sharply. Increasing has two distinct effects on the shape of the aggregate expression trajectory (Fig. 2) ; the expression level attenuates faster, and the times between successive crossings of 0 increase over time more markedly. The latter feature is more easily seen in the last three cycles of the curve with the largest and is less noticeable for curves whose values are smaller (Ͻ0.075), in particular, within the first three cycles.
Statistical Inference: Estimation and Testing
Using numerical quadrature to approximate the needed integral, we estimate the unknown parameters in Eq. 1 by using nonlinear least-squares regression, i.e., we minimize the sum of squared residuals. (For details about nonlinear regression, see refs. 8 and 9.) To help ensure that we reach a global minimum, we repeat the iterative fitting process from multiple distinct starting values (usually 50) and choose the fit with the minimum sum of squared residuals as the best. Our approach to fitting can be applied to one transcript at a time or to several simultaneously and estimates all parameters simultaneously. It ignores, however, possible variance heterogeneity and lack of independence among the g (t). Calculations were performed with MATLAB software (MathWorks, Natick, MA).
To carry out inference on model parameters, we need to estimate the covariance matrix of their estimates. Suppose that we are fitting Eq. 1 simultaneously to G genes. Each gene g ʦ {1, 2, 3, . . . , G} is observed at n g time points, so the total number of observations is N ϭ ¥ gϭ1 G n g . In general, the overall parameter vector has p components indexed by subscript j. For example, P ϭ 2 ϩ 4G if T and are estimated jointly for all G genes, but p ϭ 6G if T and are estimated separately for each gene. A vector version of the model uses the N observations stacked into a column vector, Y, ordered by genes and by time points within genes, and the corresponding stacked versions of the expected response and the errors: Y ϭ f(t, ) ϩ . Let V be the N ϫ p matrix of partial derivatives of f(t, ). The (i, j)th element of V is Ѩf(t, ) i /Ѩ j , and V is V evaluated at (''hats'' denote estimated values). Let V g be the n g ϫ p submatrix of V whose rows correspond to the n g time points for gene g. We can express our estimator of ¥, the covariance matrix of , as:
where ␦ gg is the trace of the matrix
This variance estimator ¥ has favorable properties in both heteroscedastic linear models (10, 11) and nonlinear models (12, 13) , and it is designed for g (t) having different variances among genes (but not across time points within genes).
To freedom under the null hypothesis. Because the number of time points is not large, and because we expect temporal and gene-togene correlations in the g (t), we opt to evaluate the null distribution of the Wald statistic with a moving-blocks bootstrap procedure (14) .
Resampling individual values destroys temporal correlation; to retain it, the moving blocks bootstrap resamples fixed-length blocks of consecutive values. Because all genes appear on a single chip at each observation time, we sample observation times and carried along residuals for all G genes at those sampled times when a hypothesis simultaneously involved G genes.
The procedures for generating the bootstrap distribution were, in brief: (i) fit the null model to the original data and compute the residuals; (ii) draw a random sample with replacement from all possible blocks of consecutive residuals with a given length (we sampled six blocks of length 9 and truncated to 47 residuals, the number of time points in the data); (iii) add these sampled residuals to the curve fitted under the null model to obtain a bootstrap data set; (iv) fit the alternative model to the bootstrap data set and compute the Wald statistic; and (v) repeat steps ii through iv a large number of times (our application used 2,000). The resulting collection of bootstrap Wald statistics is used to approximate the null distribution of the test. The bootstrap P value is the proportion of bootstrap Wald statistics that fall above the Wald statistic calculated from the original data.
Identifying Additional Cell-Cycle-Related Transcripts
One approach to identifying additional cell-cycle-related transcripts would fit the RPM to each gene individually and use a testing strategy to see whether the cosine term in the model were necessary for a good fit. Fitting Eq. 1 to the thousands of transcripts typical of cell-cycle expression data would, however, be extremely impractical. Only a small portion of the available transcripts are likely involved in the cell-cycle process (2) . Attempts to fit a model designed for cycling trajectories to trajectories without periodicities is time-consuming; convergence of the iterative estimation process is slow, and multiple local minima often present problems. A simple and practical alternative is to adopt template-based correlation methods for selecting genes with periodic expression patterns (3, 5, 15) . We propose to use estimates from fitting the RPM to known cell-cycle genes to inform a correlation approach for selecting other cell-cycle-related genes.
We first created a set of model-based templates. A template is a list of fitted values, one at each observation time, generated from Eq. 1, using a prespecified parameter vector. The parameter vectors for the set of templates are chosen so that the set spans trajectories typical of cell-cycle-related genes. We based templates on data from phase-marker genes through parameters estimated by fitting the RPM. We set both a and b to zero, since a has no effect on correlation and since the data for phasemarker genes indicated that b was near zero (Table 1) . If a and b are both zero, then K has no effect on the correlation and can be set to 1. Also, under the RPM, T and should be constant for all cycle-related genes, but can vary from 0 to 2 depending on the cell-cycle phase in which the transcript is expressed. In our application, we chose a set of 24 vectors (K, T, , , a, b) ϭ (1, T, , , 0, 0), where T and were estimates based on 18 phase-marker genes and was one of 24 angles, equally spaced around the circle and starting at 0. For each transcript, we calculate its Pearson correlation with each template in the set and take the maximum correlation over those templates as its score. The higher this score, the more the pattern displayed by the transcript resembles one of the templates. This scoring allows an ordering of any number of transcripts by their similarity to typical cell-cycle genes. Clearly, some transcripts will falsely appear as cycling given that we are examining so many (Ͼ44,000 in our application). Accordingly, we based our choice of cutpoint for the ordered correlation scores on a permutation procedure (see supporting information, which is published on the PNAS web site) to restrict the expected number of false-positive transcripts, those mistakenly declared as cell-cycle related, to Ͻ1%.
Application of the RPM
To illustrate application of the RPM, we used an experiment where HeLa cells were arrested in S phase by using a doublethymidine block and subsequently released in synchrony (5). Gene expression was assessed with cDNA microarrays by using RNA from asynchronously growing HeLa cells as the reference. We downloaded the ''raw'' data (nonnormalized mean intensity value on each channel for each spot) for the 46-h experiment (experiment 3) from http://genome-www.stanford.edu/HumanCellCycle/HeLa/data.shtml. These data describe 44,158 transcripts at 47 hourly observation times (approximately three cell cycles). We analyzed base-2 logarithms of the nonnormalized expression ratios.
We illustrate the fit of the RPM using 18 of the phase-marker genes identified in ref. 5 (see supporting information and Table  1 ). First, we fit Eq. 1 to each gene, estimating T and separately for each gene. T g ranged from 13.13 to 15.24 h; g ranged from 0.054 to 0.115; and g , phase angles estimated in radians, ranged around the circle (Table 1) . Reassuringly, the estimates g agreed well with the known phases for the 18 genes; the only exception was VEGFC, whose estimated phase of peak transcription came a little early compared with its expected relative position in the cell cycle (5) . Our model fit the observed expression trajectories of these genes reasonably well (Fig. 3) ; the oscillations attenuate with time, with some transcripts showing background drift either upward or downward. Our fitted curves tended to lie below the observations at the first few time points.
We tested the null hypothesis H 0 : ϭ 0 to examine whether explicitly modeling attenuation improved fit. In general, it did; the bootstrap P value was Ͻ0.05 for 16 of the 18 genes (see supporting information). We also fit the 18 phase-marker genes in a single model with common values for both T and . The estimates T and for the 18 marker genes taken together were 14.42 h and 0.073, respectively. The bootstrap P value for comparing the model with the same T and for all genes to one with separate values for each gene was 0.12, suggesting that these genes share common values for T and for as the biology requires (see supporting information).
From the 44,158 transcripts, we identified 337 with a correlation score of 0.6 or greater as cell-cycle-related (see supporting information). Of those 337, we estimated that two would be false positives. One could adjust the cut-point to identify more genes at the cost of more expected false positives. If we lowered the cut-point to 0.5, we identified 675 transcripts overall and expected some 62 of them to be false positives. We considered the latter false-positive rate to be unacceptably high. Comparing our list of 337 transcripts with the list of 1,134 in ref. 5 , 219 transcripts were on both lists and 118 were newly identified by our approach.
After selecting the 337 putatively cycling transcripts, we fit the RPM to each one. For most of these, T g fell between 13 to 16 h and g ranged from near 0 to Ϸ1.1. The scatter plot of g versus g revealed unusually large estimates of g for some transcripts (see supporting information). The transcripts with g Ͼ 0.2 preferentially had phase angles that correspond to late G 1 and early S phases, near the point when the cells had been arrested. Further exploration revealed transcripts with aberrant profiles (Fig. 4 ): an extreme initial mRNA level, with values high enough to distort the model's fit, produced a high estimated and a correspondingly rapid decay in oscillation and effectively masked the evident cycling. When we removed the first two data points and repeated the fitting, the characteristic cycling pattern was revealed (Fig. 4) .
Because the early time points may be subject to a recovery phenomenon unrelated to steady-state cycling (5), we refit the model for all 337 transcripts after omitting the first two time points to identify transcripts that might be sensitive to such early transient behavior. We regarded the original fit for a transcript as suspect if the estimated value of the parameter vector changed by a sufficiently large amount. For each transcript, we determined the Euclidean distance between the estimated parameter vector based on the original data and the one based on the reduced data, and we calculated the median and interquartile range of this sample of distances. We flagged as exhibiting suspiciously large changes in estimates those transcripts whose distance was more than three interquartile ranges from the median distance. By this criterion, 11 of 337 transcripts were judged subject to distortion. We reported estimates based on the reduced data for these 11 transcripts while retaining the original estimates for the remaining transcripts (see supporting information). This strategy tamed the more extreme estimates of g .
Of the 337 transcripts, five had Ն 0.001, corresponding to intriguing patterns that exhibited little evident attenuation. When one remembers that we searched for periodicity in Ͼ44,000 transcripts, these estimated values were likely due to the random variation that is inevitable with real data. Overall, except for a few extreme values, the estimates T g and g from the set of newly identified transcripts appeared compatible with those from the 18 phase-marker genes.
Discussion
Regression modeling of gene-expression trajectories can be an important alternative to clustering methods for analyzing the expression patterns of cell-cycle-related genes. By providing estimates of transcript-specific parameters, a regression approach reduces the raw data to a smaller number of biologically interpretable summary parameters that can be used to describe the transcripts or to characterize the effects of experimental interventions.
Recently, several groups have proposed regression models for the analysis of periodically expressed genes. An autoregressive model was able to provide an adequate description of trajectories by using relatively few parameters (16) , but its parameters lack natural biologic interpretations. The SPM (7) is based on the simple notion that in a given cell each gene begins full expression abruptly at some point in the cell cycle and is expressed at a constant rate until it reaches the point where it abruptly stops being expressed and the mRNA instantaneously disappears. Under the SPM, stochastic variation among cells in the timing of activation and deactivation smoothes abrupt expression changes and allows a somewhat flexible shape for the observed trajectory of a large number of cells. The SPM accommodates attenuation but without clear biologic mechanism. In addition, the SPM describes the portion of the cycle where the gene is transcribed by two parameters, the activation time and deactivation time, although many investigators use a single ''phase angle'' to measure the location of peak expression (e.g., refs. 2 and 5). Other methods for describing periodic expression trajectories include singular-value decomposition (17) (18) (19) , B splines (20) , and partial least squares (21) . In general, these approaches do not provide the parsimony and biologically interpretable parameters that regression models offer.
An important feature of the RPM is that attenuation arises as a natural consequence of variation in the duration of the cell cycle across cells. The model provides a single parameter, , to assess this variation and, hence, to measure attenuation. It allows estimation of a transcript's phase angle, a useful parameter for elucidating its role in the cell cycle. On the other hand, all models involve simplifying assumptions. The cosine functional form provides a rigidly defined shape and does not flexibly adapt to expression trajectories that may vary widely in shape from transcript to transcript while maintaining common periodicity. Nevertheless, as seen in Fig. 3 , the cosine curve adequately accommodated differently shaped trajectories while keeping the model parameters as few and as intuitive as possible.
Inference under regression models for cell-cycle expression, whether SPM (7) or RPM, is difficult, however, because the distribution and the correlation structure of the error terms are unknown. In such circumstances, we prefer bootstrap methods for inference to methods that rely on asymptotic distributions, but bootstrapping can be computationally expensive. Better statistical techniques for inference in such models are needed.
One goal in current studies of cell-cycle gene expression is to identify transcripts that are expressed periodically and entrained with the cell cycle. Our approach was to modify widely used correlation-based methods for clustering genes (2, 5, 15) . Usually these methods construct templates, the ideal trajectories that represent typical cycling genes, by using averages of a few observed trajectories of known cycling genes with similar phase angles. Our modification replaced the simple averages with predicted trajectories based on the RPM, an approach that smoothes random fluctuations. We used parameter values derived from fitting known cell-cycle genes so that our templates reflected data and incorporated attenuation (see supporting information). We used a range of values only for , but larger ) and fitted trajectories based on the RPM with (---) and without (-) the first two data points for the transcript with accession no. N95578 (identified as a clone of DKFZp434D0818). The reduced data fit captured the cycling because the influence of extreme values in the first two time points was eliminated.
sets of templates including ranges of values for other parameters might sometimes be warranted (see supporting information). In addition, templates can be formed by the model for possible trajectories for which established cell cycle genes are either unknown or unavailable in the data, features that rule out averaging. We must caution, however, that correlation-based methods can be misleading (22) .
In conclusion, we have proposed the RPM for studying periodically expressed transcripts and have demonstrated its use with published data from synchronized HeLa cell cultures. Attenuation in the expression level of cell-cycle genes over time is well characterized by allowing variability across cells in the duration of the cell cycle. Such variability causes the cells to fall increasingly out of synchrony over time, which, in turn, damps the periodic expression. The RPM is parsimonious and can be applied to characterize aggregated levels arising from any studies where initial synchrony among cycling units is experimentally induced. The RPM allows simultaneous estimation of biologically relevant parameters and formal hypothesis testing. Genes can be clustered based on these biologically interpretable parameters, and relationships among cycling genes may be revealed. Several additional applications are envisioned. The approach allows identification of transcripts of periodic expression in the cell cycle. The estimated model parameters could also allow cell cultures, e.g., from normal and tumor tissues, to be characterized and contrasted based on biologically interpretable features of their growth regulation. In studies of genotoxic agents, effects of the agents on the shifts of phase angles of specific checkpoint genes may be studied.
