In this note we compile and slightly generalise ideas of Farhi, Goldstone, Gosset, Gutmann, Nagaj and Shor by discussing a lower bound on the run time of their quantum adiabatic search algorithm and its use for an upper bound on the energy gap above the ground-state of the generators of this algorithm. We illustrate these ideas by applying them to the quantum random energy model (QREM). Our main result is a simple proof of the conjectured exponential vanishing of the energy gap of the QREM.
Since one aims for an algorithm which can perform the search for any unstructured u equally well, it is reasonable to assume permutation invariance of the initial-state as well as of the Driving-Hamiltonian:
A3 No preferred initial direction:
A4 Permutation-invariance of the 'Driving-Hamiltonian':
for all j, k ∈ {1, . . . , M } and t ∈ R.
a) Electronic mail: warzel@ma.tum.de.
The unitary and hermitian permutation matrices Π jk on C M are defined on the canonical orthonormal basis (e 1 , . . . , e M ) through 
A. Lower bound on the run time
Initially, the aim was to outperform the Grover algorithm in this set-up. In particular, in case of search problems which belong to the NP-complete class the hope was to have identified a quantum search algorithm which has polynomial run time. That this is not the case was realised shortly after. From a computational complexity point of view the above quantum search algorithm is equivalent to all other models for universal quantum computation. 1 Farhi, Goldstone, Gutmann, and Nagaj 10 later quantified this fact through the following lower bound on the run time of the algorithm. 
,
The proof of this theorem is essentially contained in Ref. 10 . However, since the formulation is slightly more general, we included a proof in Appendix A.
In case j 0 is the slot we are searching for, the square of the scalar-product | e j0 , ψ(T ) | 2 is the probability of the search algorithm to succeed at time T . If the energy gaps of u are of order one, the quantity σ M (u) will be of order √ M . The above theorem, then implies that the quantum search algorithm is not faster than order √ M -the timescale of the Grover algorithm. 12, 13 This is a well-known fact which has been discussed early on in various special cases. 6, 10 B. Adiabatic quantum evolution and a gap estimate
In the above set-up and in particular in Theorem 1, it is neither relevant that u(j 0 ) is the minimum configuration of the energy landscape, nor that the quantum dynamics is performed adiabatically. However, the usual application of the search algorithm is in the realm of adiabatic evolution where one considers the initial-value problem
with an adiabatic time-scale T > 0. One is mostly interested in the special case that the initial state φ(0) ∈ C M is the unique ground-state of h(0). The probability | φ(1), ψ(T ) | 2 that the time-evolution (I.3) ends up in the unique ground-state φ(1) of h (1) is then estimated with the help of the adiabatic theorem of Kato. 17 The following is an explicit version taken from Ref. 14. Then the unique solution of the initial-value problem (I.3) satisfies:
Turning back to the quantum search problem, an adiabatic version of the algorithm is generated by Hamiltonians of the form
where we assume:
is twice-continuously differentiable and permutation invariant in the sense of (I.2). Moreover:
T is the unique ground-state of h D (0),
Since h(1) = U , this in particular requires u to have a unique minimum. In this set-up, we can apply Theorem 1 to obtain a lower bound on the run time of the quantum adiabatic search for the unique minimum u(j 0 ) = min k u(k). 
, the adiabatic theorem (Theorem 2) yields:
Since this bound holds for all T > 0, it may be applied with T = √ 2 n M (h)/γ # min in which case we conclude that | ψ(T ), φ(1) | 2 ≥ 1/2. Consequently, Theorem 1 with b = 1/2 yields
.
Solving for γ # min yields the claim.
II. ILLUSTRATION: QREM
Among the physically relevant examples of unstructured energy landscapes are spin glasses. The simplest (mean-field version) is the random energy model (REM) by Derrida in which one considers the configuration space Q N = {0, 1} N of N Ising spins. 5, 7 To each of these M = 2 N spin configurations, one assigns a random energy
where {g(σ)} σ∈QN are independent and identically standard normally distributed random variables. The scaling factor in (II.1) ensures that the values of u are found on in the range
This can be seen dand stated more precisely through the Gaussian extremal value statistics (II.4) below.
One may render Q N a graph by declaring vertices σ, σ ′ ∈ Q N as neighbours, i.e. σ ′ ∼ σ, if they differ by one spin flip. The graph Laplacian on this so-called Hamming-cube is then given by
By identifying the canonical basis in C Case κ = κ c : The energy gap γ min (κ) = E 1 (κ) − E 0 (κ) above the unique ground-state closes exponentially in N .
In this context, it is useful to recall that the spectrum of the Laplacian H(0) can be easily computed (as a sum of N commuting operators). It coincides with the even integers {0, 2, . . . , 2N } and the unique ground-state is the maximally delocalised state
The full justification of the above sketched low-energy properties of the QREM will be the topic of another paper. 19 Our main aim here is to point out that the conjectured vanishing of the gap γ min (κ) at some κ > 0 is a straightforward corollary of the general considerations in the first section.
Theorem 4.
There is κ > 0 and a numerical constant C < ∞ such that the energy gap above the unique ground-state of the QREM is bounded from above by
for all N > 4 and all realisations of the REM aside from a fraction whose probability vanishes exponentially as N → ∞.
Proof. We aim to apply Corollary 3 with M = 2 N and
To do so, we note that Assumption a1 as well as the first requirements in a2 are evidently satisfied. The Laplacian is permutation invariant by construction and indeed has φ(0) as its unique ground-state. It remains to check a3. Since h(s) generates for each s ∈ [0, 1) a positivity improving semigroup, the ground-state of h(s) is unique by the Perron-Frobenius theorem. In case h(1) = U the almost-sure uniqueness of the ground-state follows from the almost-sure non-degeneracy of the 2 N Gaussian random variables.
Moreover, we may estimate
and h ′′ (s) = 0. For all realisations of the REM aside from a fraction whose probability vanishes exponentially as N → ∞, we also have
This follows from the extremal value statistics of the REM, i.e. for any x > − ln N ln 2 :
, cf. Ref. 5. Summarizing the above estimates and using min s∈[0,1] γ(s) ≤ γ(0) = 2, we may conclude that from (I.6) that
In order to relate the QREM to h(s), we write
This completes the proof.
As a by-product of the above proof, we also get the lower bound
for the quantum search algorithm to succeed with quantum probability b = 1/2 for all realisations of the REM aside from a fraction whose probability is exponentially small in N . The lower bound is smaller than any classical search algorithm and on the timescale of the Grover algorithm.
The fact that first-order phase transitions of the ground-state are the stumbling block to speeding up polynomially the search in various problems in spin-glass theory is well-known -the REM landscape is just one example. Other interesting examples are random optimisation problems from the SAT class, see Refs. 2, 3, 16, and 18 and the recent review Ref. 4 and references therein. The above technique for an estimate on the run time and the gap estimate of their generators applies more generally to these other problems.
Proof. We complete v 1 , . . . , v L to an ONB of C M and compute:
