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1. INTRODUCTION 
Simulation is one of the most powerful analysis tools 
available to those responsible for the design and operation 
of complex processes or systems. The concept of simulation 
is both simple and intuitively appealing. It allows the 
user to experiment with systems, both proposed and real, 
where it would be impossible or impractical otherwise (53). 
It should be helpful, before going any further, to 
define the meaning of simulation as has been given by dif­
ferent authors. Some of the more widely used are presented 
here ; 
Simulation is the technique of constructing and 
running a model of the real system in order to 
study the behavior of that system, without dis­
rupting the environment of the real system (58). 
Simulation is the process of designing a model 
of a real system and conducting experiments 
with this model for the purpose of either under­
standing the behavior of the system or evaluat­
ing various strategies for the operation of the 
system (53). 
Simulation is the establishment of a mathemati­
cal-logical model of a system and"the experi­
mental manipulation of it on a digital computer 
(64) . 
Simulation is a technique used for reproducing 
the dynamic behavior of a system as it operates 
in time (24). 
It should be noted that the above are some of the many 
definitions that define the concept of simulation. It 
should also be noted that performing simulation experiments 
2 
is not restricted to digital computers. Simulation experi­
ments can be performed on analog and hybrid computers. 
Also, many useful experiments can be performed with only 
paper and pen or with the aid of desk calculators. 
A simulation model should be transformed into a com­
puter model. Computer languages are the means through 
which an analyst can communicate with the computer. Simula­
tion models can be translated by any general purpose com­
puter language such as PLl, FORTRAN, ALGOL, or BASIC. How­
ever, many other languages have been developed and specially 
designed for simulation. 
Simulation languages were developed to assist in the 
design of simulation models through their "world view," to 
expedite computer programming through their special purpose, 
high-level statements, and to encourage proper model analy­
sis through their data collection, analysis and reporting 
features (28). 
Among the three computer (digital, analog, and hybrid) 
techniques that are available for simulation, only digital 
computer simulation languages were considered in this re­
search. The special purpose simulation languages include 
two distinct types of simulation. These types are discrete 
simulation and continuous simulation languages. 
Even though some of the languages considered in this 
research allow discrete, continuous, and combined simulation. 
3 
only the discrete portions of these languages were con­
sidered. In other words, the focus of the research was on 
the discrete type of the digital computer simulation. 
Since there are many discrete simulation languages 
available to the user, it is necessary that one be selected 
to model a particular system. To make this selection, it is 
necessary to know the basic characteristics of the different 
languages. It is also necessary to be familiar with how the 
languages may be applied to the system that needs to be 
simulated. 
This research was planned to compare and evaluate the 
three most widely used simulation languages as applied to 
manufacturing facility simulation: GPSS/H, SIMSCRIPT II.5, 
and SLAM. 
The literature review, research objectives, and two 
sets of criteria on which the comparison and evaluation were 
based are presented in chapter 1. The qualitative features 
of the three languages are discussed and compared at the end 
of this chapter. Chapter 2 describes the experiment that 
was conducted to evaluate the performances of the three 
languages and its objectives. It also discusses the simula­
tion models used, states a procedure to execute the experi­
ment, and presents the statistical techniques used to analyze 
the results produced by this experiment. 
The three parts of the experiment are presented in 
4 
chapters 3, 4, and 5, respectively. Each part studied the 
effect of the simulation period on the variables to be 
evaluated for a different model size of the facility. These 
variables are listed in the evaluative criteria in chapter 
1. The data collected from the three parts of the experi­
ment were rearranged to form a separate data set for each 
language and statistically analyzed to study the effects 
of changes in model size on the three languages. This 
study is presented in chapter 6. 
1.1. Literature Review 
Extensive research has been done to improve existing 
languages and to develop new languages over the past two 
decades. As a result, significant improvements have been 
made and many more efficient and versatile new languages 
have evolved. The simulation analyst has available to him 
many general purpose computer languages, and simulation lan­
guages in particular. Consequently, every time an analyst 
conducts a simulation experiment, he is faced with the dif­
ficult question, "Which is the most appropriate language 
that can represent the model?" Therefore, several research 
attempts were made to answer this question. 
Several studies were conducted to compare general pur­
pose computer languages. A. S. Tanenbaum (63) critically 
examined PASCAL and ALGOL 68. The features of both languages 
were compared and contrasted with each other. The emphasis 
5 
was on the differences between the two languages, primarily 
in the areas of data types and statement types. 
A project was undertaken by J. Hoppe et al. (21) to 
investigate the technqiues of multi-programming as well as 
to develop a new language that could be used to write an 
operating system for a small computer without coding in 
Assembly language. One of the results of this project was 
a new programming language called MODULA. 
List structures in SIMULA and PL/1 were compared by 
J. Palme (40). A typical list structure application pro­
gram was written in both SIMULA and PL/1. SIMULA was found 
to give shorter compilation time, about the same execution 
time, and larger memory requirement than PL/1. The source 
program for the same algorithm was shorter in SIMULA. SIMULA 
could discover semantic programming errors earlier and 
diagnose them better than PL/1. 
SIMSCRIPT II and SIMULA '67 were compared and contrasted 
by Tognetti and Brett (66) . It was shown that although 
SIMSCRIPT II has a powerful language structure, better read­
ability, and excellent documentation, the implementation of 
SIMULA '67 for both compilation and execution was superior 
to SIMSCRIPT II at "that stage. 
Kreutzer and Dekker (30) gave a brief historical over­
view and an extensive set of criteria for use in simulation 
language evaluation. The advantages of languages specially 
6 
structured toward discrete simulation modeling were stressed 
by discussion of a number of "world views" using a simple 
example of a typing pool. The properties of material-, 
machine-, scenario-, event-, activity-, and process-oriented 
models were demonstrated. A short characterization of GPSS, 
SIMSCRIPT, GASP and SIMULA led to an evaluation of these 
languages. 
R. F. Garzia et (10) discussed and compared four 
continuous simulation languages. The comparison led to the 
evaluation of two languages; CSMP III and MARSYAS. The 
purpose of their paper was to guide the user to a fair evalu­
ation of which simulation language to use according to the 
problem to be simulated, special requirements, and accuracy 
expected in the process. 
L. F. Robinson (46) compared three simulation languages 
as applied to an inventory control system. Two discrete-
event languages, GASP and SIMULA, and one continuous-time 
language, DYNAMO, were shown at work on the same inventory 
problem. With the problem held constant, flowcharting, 
source coding, input requirements, and output capabilities 
were examined for each language, and the merits of GASP, 
SIMULA, and DYNAMO were expounded and compared. 
Teichroew and Lubin (64) presented a paper to compare 
some computer simulation languages. The paper consisted of 
four parts. Some points involved in comparing software 
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packages for digital computers were discussed in Part I. 
The second part was devoted to computer simulation and sim­
ulation languages. The computational characteristics of 
simulation were discussed with special attention being paid 
to a distinction between continuous and discrete change 
models. Part III presented a detailed comparison of six 
simulation languages: SIMSCRIPT, CLP, CSL, GASP, GPSS and 
SOL. The characteristics of each were summarized in a series 
of tables. The implication of this analysis for designers 
of languages, for users and for implementers were developed 
in Part IV. The conclusion of the paper was that the pack­
ages available for computer simulation offer features which 
none of the more general-purpose packages do and that analy­
sis of strengths and weaknesses of each suggest ways in which 
both current and future simulation languages could be 
improved. 
In a research study conducted by M. W. Morrissey (34), 
the simulation programming languages GPSS/360 and DYNAMO II 
were used to study a hypothetical inventory system as a 
vehicle for studying the applications of the languages to 
inventory analysis. The languages' capabilities to repre­
sent discrete and continuous changes in the system were 
compared. The type and amount of output that was generated 
by each language were discussed. Each language ability to 
test alternatives and procedures for running a model were 
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compared. The difference in the program error diagnostic 
outputs of the languages was pointed out. 
J. Rosenberg (4 8) conducted a research study to com­
pare GPSS/360 and SIMSCRIPT II. 5. A simple queueing case 
was modeled in both languages. The author had no previous 
knowledge of either language; however, he found GPSS easier 
to learn and use in modeling than SIMSCRIPT. SIMSCRIPT 
was found more flexible and had more power to model the 
complexity of the system structure and to change the state 
of the system being modeled than GPSS. GPSS was faster than 
SIMSCRIPT in both compilation and execution and required less 
memory for both steps. 
Another research study was conducted by D. J. Slattery 
to compare GPSS/360 and SIMSCRIPT II.5 (61). In this study, 
the ability of each language to represent dynamic behavior 
and the efficiency with which it is able to represent such 
behavior were compared. The emphasis of the comparison was 
on the world views, both dynamic and static, and the timing 
mechanisms of both languages. Three different versions of 
the same model were used to compare execution times, main 
memory requirements, and the number of executable statements 
in the source programs of the models when the two languages 
were used. 
These research attempts reached to the conclusion that 
this question does not have a simple answer. In other 
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words, none of the research conducted so far has come up 
with the conclusion that language A, for example, is better 
than language B for any model on any computer installation. 
Further, these attempts have demonstrated that many factors, 
both tangible and intangible, have to be accurately measured 
and carefully weighed in order to evaluate, compare, and 
contrast any language with another. 
The literature search showed that a comparative study 
of GPSS/H, SIMSCRIPT II.5, and SLAM has not yet been con­
ducted. GPSS/H is the latest version of the GPSS dialects. 
It is published and supported by Wolverine Software, Inc. 
SIMSCRIPT II.5 is published and supported by C.A.C.I. SLAM 
is published and supported by Pritsker & Associates, Inc. 
1.2. Research Objectives 
This research study was planned to compare and evaluate 
three simulation languages as applied to manufacturing 
facility simulation. The objectives of the research were: 
(1) To conduct a comparative study on these three 
simulation languages based on a general pre­
defined set of criteria. 
(2) To evaluate these languages based on a specified 
pre-defined set of criteria. The evaluation was 
based on the simulation of a hypothetical 
manufacturing facility model. 
(3) To identify the most appropriate language as 
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applied to manufacturing facility simulation. 
1.3. Criteria of Comparison and Evaluation 
These two sets of criteria are used as a basis to com­
pare and evaluate the three simulation languages under 
consideration. 
1.3.1. Comparative criteria 
The following criteria are used to compare the basic 
features of the three languages: 
1. world view 
2. utilities 
a. random number generators 
b. random variates generation, or sampling from 
distributions 
(1) theoretical 
(2) empirical 
3. statistical gathering 
a. defined by 
(1) user 
(2) automatically 
b. defined at 
(1) one place in the model 
(2) scattered through the model 
c. sampling time 
(1) sampling in fixed time increment 
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(2) sampling at each change of system-state 
4. statistics display 
a. coded by user 
b. automatically 
5. input specifications 
a. empirical distributions 
b. random number seeds 
c. previous model state 
d. data items 
6. output specifications 
a. coded by user 
b. automatically-report generator 
(1) forms 
(2) statements 
(3) graphical. 
1.3.2. Evaluative criteria 
The performance of each language was measured based on 
the evaluation of the following variables : 
1. compilation time 
2. execution time 
3. CPU time 
4. memory time 
5. memory requirement for compilation 
6. memory requirement for execution 
7. length of source program—number of lines of code. 
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1.4. Qualitative Features 
The comparative criteria given in the previous section 
include some of the important characteristics of a simulation 
language. These are the features that are of most interest 
to the user of the language. The purpose of this section 
is to examine the capabilities of the three proposed lan­
guages and to compare them with each other based on these 
criteria. This purpose is to be strongly emphasized before 
discussing the features of the languages, because the intent 
is not to explain how each language performs the various 
simulation tasks, neither to produce a manual for each lan­
guage, but rather to see what each language is capable of 
doing and to compare these capabilities. If any of these 
features are not clear to the reader, or if he is interested 
to learn more about the features of a particular language, 
he is advised to refer to the sources of that respective 
language. Several references for each of the three languages 
have been included in the bibliography. 
1.4.1. World view 
A basic step in developing a simulation model is the 
selection of a conceptual framework to describe the system 
to be modeled. This framework is usually implied by the 
world view of a language. The world view of a language 
describes the way the language designer conceptualized the 
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system to be modeled using that language (58). 
A system is an interacting collection of objects in a 
closed environment, the boundaries of which are clearly 
stated (26). Models of systems can be classified as either 
discrete change or continuous change. The terms discrete 
and continuous refer to the behavior of the time-dependent 
variables—variables that are functions of time. When the 
dependent variables change discretely at specified points 
in time, the simulation is called discrete; and when they 
change continuously over the simulated time, the simulation 
is called continuous. This discussion will focus on the 
world view of the discrete simulation languages which may 
be generally expressed as follows: A system is viewed as a 
set of ENTITIES having ATTRIBUTES that interact with ACTIVI­
TIES under certain CONDITIONS, creating EVENTS that change 
the STATE OF THE SYSTEM. 
The world view of a language is implicitly defined by 
the way the language describes the static and the dynamic 
structure of a system. The static structure of the system 
is usually described by identifying the classes of objects 
that compose the system, the number of objects in each 
class, and the relationships among the objects within a 
class and among the classes of objects. The dynamic struc­
ture of the system is usually described by the behavior of 
the dynamic objects and their activities in the system and 
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by the conditions that are required for the occurrence of 
events which change the state of the system. 
The objects within the boundaries of a system are 
called entities. Entities can be further classified into 
two main types: permanent entities, which refer to those 
objects that remain in the system, and temporary entities 
that come to and leave the system. In a manufacturing 
facility, the equipment would represent the permanent enti­
ties while the products and the raw materials would repre­
sent the temporary entities. There are many types of enti­
ties, and each has various characteristics or attributes. 
Although they engage in different types of activities, enti­
ties may have common attributes which require their grouping 
together. Groupings of entities are called sets, queues, 
files, or groups. 
The discrete simulation world view can be further 
divided into three distinct types. This division is based 
on how the model can be formulated. A discrete simulation 
model can be formulated by: (1) defining the changes in 
state that occur at each event time; (2) describing the 
activities in which the entities in the system engage; or 
(3) describing the process through which the entities in 
the system flow. The following diagram shows the relation­
ship between the concept of an event, activity, and a 
process. 
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The three types of discrete simulation world views are 
known as the Event-oriented, the Activity-oriented, and the 
Process-oriented world view. 
In the event-oriented world view, a system 
is modeled by defining the changes that occur 
at event times. The task of the modeler is to 
determine the events that can change the state 
of the system and then to develop the logic 
associated with each event type. A simulation 
of the system is produced by executing the 
logic associated with each event in a time-
ordered sequence.... 
In the activity scanning orientation, the 
modeler describes the activities in which the 
entities in the system engage and prescribes 
the conditions which cause an activity to start 
or end. The events which start or end the 
activity are not scheduled by the modeler, but 
are initiated from the conditions specified for 
the activity. As simulated time is advanced, 
the conditions for either starting or ending an 
activity are scanned. If the prescribed condi­
tions are satisfied, then the appropriate action 
for the activity is taken. To insure that each 
activity is accounted for, it is necessary to 
scan the entire set of activities at each time 
advance.... (45) 
In a process-oriented world view, a system is simulated 
by describing the process through which the entities in the 
system flow. A process is a set of sequenced events that 
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are associated with a system behavior description. A 
process-oriented language provides the modeler with a set 
of blocks or statements that facilitate modeling the logic 
associated with such a sequence of events. These blocks 
or statements define the sequence of events that are auto­
matically executed by the simulation language as the enti­
ties proceed through the process (45). 
1.4.1.1. GPSS/H GPSS/H is a process-oriented 
simulation language for modeling discrete change systems. 
GPSS/H provides features that represent the dynamic and 
static objects of a system.. The GPSS entities that repre­
sent dynamic objects are called transactions. The static 
objects of a system are represented by two GPSS entities 
called FACILITY and STORAGE blocks. The FACILITY block 
simulates a single resource object and the STORAGE block 
simulates multiple-identical resource objects. During the 
execution of a GPSS simulation model, the transactions move 
through the model (simulated system) from block to block. 
As they move, they interact with the static entities or 
resources of the system. The movement of a transaction from 
one block to the next represents an event. 
GPSS/H provides the modeler with 55 blocks and 36 con­
trol statements that allow him to simulate discrete change 
systems. The main functions of most of these blocks are 
to create and destroy transactions, to alter their routings. 
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and to delay their movements according to the logic of the 
model. The other blocks and the control statements are 
provided to support the simulation features that are 
needed for building a simulation model and for performing 
simulation experiments. 
1.4.1.2. SLAM SLAM has different world views that 
provide modeling frameworks for simulating discrete change 
systems, continuous change systems, and combined—discrete 
and continuous—change systems. As mentioned earlier, the 
focus will only be on the discrete change portion. The 
discrete change world view of SLAM employs the process-
oriented and the event-oriented types of world view. The 
conceptual frameworks of these two world views can be 
described as follows; 
The process orientation of SLAM employs a net­
work structure comprised of specialized symbols 
called nodes and branches. These symbols model 
elements in a process such as queues, servers, 
and decision points. The modeling task consists 
of combining these symbols into a network model 
which pictorially represents the system of inter­
est. In short, a network is a pictorial repre­
sentation of a process. The entities in the 
system (such as people and items) flow through 
the network model. The pictorial representa­
tion of the system is transcribed by the modeler 
into an equivalent statement model for input to 
the SLAM processor. 
In the event orientation of SLAM, the modeler 
defines the events and the potential changes to 
the system when an event occurs. The mathemati­
cal-logical relationships prescribing the changes 
associated with each event type are coded by the 
modeler as FORTRAN subroutines. A set of standard 
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subprograms is provided by SLAM for use by the 
modeler to perform common discrete event func­
tions such as event scheduling, file manipula­
tions, statistics collection, and random sample 
generation. The executive control program of 
SLAM controls the simulation by advancing time 
and initiating calls to the appropriate event 
subroutines at the proper points in simulated 
time. (45) 
1.4.1.3. SIMSCRIPT The discrete simulation world 
view of SIMSCRIPT employs the event-oriented and the process-
oriented modeling frameworks. In the event-oriented world 
view, the system to be modeled is described in terms of 
ENTITIES, ATTRIBUTES, SETS, and EVENTS. Physical objects 
are usually modeled as ENTITIES which are described by their 
individual ATTRIBUTES. Two types of entities are considered 
in SIMSCRIPT. An entity which remains throughout a simula­
tion is referred to as a permanent entity and an entity 
which is created and destroyed during the execution of the 
simulation is referred to as a temporary entity. Entities 
that have common attributes or relationships are grouped 
into SETS. The dynamic behavior of the system is described 
in terms of EVENTS. 
A SIMSCRIPT simulation model consists of a PREAMBLE, 
a MAIN program, and EVENT subprograms. The preamble is used 
to define the static structure of the model. The names of 
the permanent and temporary entities, their associated 
attributes and set relationships, the events, the processes, 
and the variables on which statistics are to be collected 
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are all defined in the preamble. The main program is used 
for initializing variables, scheduling the initial occur­
rence of events, and starting the simulation. Event sub­
programs contain all the program logic necessary to change 
system status, such as the values of attributes, the member­
ship of sets, the status of entities, and the scheduling of 
future events. 
In the process-oriented modeling framework of SIM-
SCRIPT, the temporary entities are represented as PROCESSES 
and the permanent entities are represented as RESOURCES. 
A process represents an object and the sequence of actions 
it experiences throughout its life in the model. There may 
be several identical processes and/or many different proc­
esses in a simulation model. Every process to be used in 
the simulation must be defined in the PREAMBLE, and must 
have a PROCESS subprogram that describes its activities. 
The following statements are provided by SIMSCRIPT to model 
processes; PROCESS, ACTIVATE, CREATE, WORK, WAIT, SUSPEND, 
INTERRUPT, and RESUME. Resources are the static objects of 
the model. A resource object is used to model an object 
that is required by a process. A process can REQUEST a 
resource when it needs it and can RELINQUISH the resource 
after it uses it. Resources must also be defined in the 
PREAMBLE section of the simulation model. 
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1.4.2. Utilities 
One of the most important features in a simulation lan­
guage is its ability to provide a number of utility func­
tions for random number generation and random variates 
generation or sampling from theoretical and emperical dis­
tribution. 
Most of the real systems that are being simulated have 
one or more random activities. For example, many queueing 
models assume a Poisson arrivals rate and an exponential 
service rate. The model which simulates such a system 
must generate random samples from these probability distribu­
tions to simulate such activities. 
The most practical method for generating random samples 
from a prescribed distribution is to first generate a random 
sample between 0 and 1 from a uniformly distributed pseudo­
random number generator and then to transform the uniform 
sample into a new sample with the desired distribution. 
Independent samples that are uniformly distributed in the 
interval 0 to 1 are called random numbers and provide the 
basis for generating samples from all other distributions. 
The most preferred and widely used method for generating 
random samples in simulation studies is to employ a recursive 
equation which generates the (i+1) random number from the 
ith number. Since the sequence of numbers is produced 
deterministically by an equation, they are not truly random, 
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and therefore are referred to as "pseudorandom" numbers. 
In simulation modeling, it is frequently desirable to 
employ several random number streams within the same model. 
For example, separate random number streams could be 
employed in a queueing system to model the arrival and 
service processes. In this manner, the same sequence of 
arrival times can be generated without regard to which 
service is performed. Thus, different service procedures 
could be evaluated for the same sequence of arrivals. Random 
number generators provide for parallel streams by allowing 
the modeler to provide a different seed value for each stream 
to be employed (45). 
GPSS random number generator provides multiple streams 
of pseudo-random numbers. This is accomplished by providing 
a random seed for each stream to be used. The user can 
employ as many streams as required by his model because 
GPSS places no limit on the number of streams which can be 
used. GPSS does not allow the user to sample from any of 
the common probability distributions because it does not 
have this capability. The user has either to code the 
mathematical algorithm of the desired distribution and sample 
from it, or provide data that approximate the distribution 
and sample from these data by using a Function statement. 
SLAM pseudo-random number generator—DRAND(IS)—allows 
a maximum of 10 random streams to be used in a model. This 
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is accomplished by providing a random seed for every stream. 
SLAM provides ten functions that use mathematical algorithms 
to enable the user to obtain samples from ten common proba­
bility distributions and a function to obtain samples from 
a user-defined distribution. The ten probability distribu­
tions are: Uniform, Triangular, Exponential, Poisson, 
Normal, Lognormal, Erlang, Gamma, Beta, and Weibull distribu­
tion. 
SIMSCRIPT has a pseudo-random number generator which 
is called RANDOM.F, This function also allows a maximum of 
10 streams to be employed in a model by providing a random 
seed for every stream. SIMSCRIPT has a function called 
RSTEP.F which samples from a user-defined distribution, and 
11 functions which sample from common probability distribu­
tions. Nine of these functions are the same as those of the 
10 SLAM functions with the exception of the function which 
samples from a triangular distribution. The remaining two 
functions sample from a Binomial distribution and from an 
Integer Uniform distribution. 
1.4.3. Statistical gathering 
Simulation is a statistical tool, and statistically 
useful data are required to use it (26). A user should not 
have to program the collection of the required data either 
to program the analysis of data for standard statistical 
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calculations, such as the computations of means and variances. 
A simulation language should have the built-in capability to 
collect a variety of data and to compute all the statistics 
a user might desire about a simulation variable. 
In discrete event simulations, there are two distinct 
types of statistics which are of interest to the analyst. 
These are; (1) statistics based on observations, and 
(2) statistics on time-persistent or time-dependent varia­
bles. Statistics based on observations are statistics com­
puted from a finite number of samples; each sample value is 
considered as an observation. Statistics on time-dependent 
variables refer to statistics maintained on variables which 
have a value defined over a period of time (45). 
Data that are of most interest for collection include: 
(1) Number of observations, maximum and minimum, for 
all variables. 
(2) Sums and sums of squares for time-independent 
variables. 
(3) Time-weighted sums and sums of squares for time-
dependent variables. 
The basic statistical analysis a simulation language 
should perform includes the means, variances, standard devi­
ations, coefficient of variations and frequency distributions. 
GPSS collects certain data automatically and allows the 
analyst to collect other data himself. The FACILITY and 
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STORAGE BLOCKS are the only two GPSS entities that collect 
statistics on time-dependent variables. The most widely 
used GPSS entities for collecting statistics on time-
independent variables are the Queue block and the TABULATE 
block in conjunction with the TABLE statement. Other GPSS 
blocks that collect statistics based on observations include 
the LINK, JOIN, MATCH, ASSEMBLE, and GATHER block. Statis­
tics gathering is usually scattered throughout the GPSS 
model. 
Specifically, statistics gathering in GPSS is defined 
at each place a particular item of data to be collected 
appears. 
SLAM statistics collection is similar to GPSS; it 
collects some data automatically and allows the user to col­
lect other data himself. When Subroutine FILEM(IFILE,A) is 
used in a SLAM model, statistics on the entities being 
filed are automatically collected. These statistics are 
based on observations. SLAM also allows the user to collect 
other statistics based on observations by using subroutine 
COLCT in conjunction with the SLAM input statement STAT, 
which provides information about the variable whose statis­
tics are to be collected. Statistics on time-persistent 
variables are obtained in SLAM by the use of the SLAM 
dimensional variable XX and by including the input statement 
TIMST. The TIMST statement is employed to initiate the 
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automatic collection of time-persistent statistics on the 
global variable XX(N). The SLAM statistics gathering 
specification is also similar to GPSS, defined at different 
places throughout the model. 
SIMSCRIPT statistics collection specification is quite 
different from those of GPSS and SLAM. It has a capability 
for global statistic-collection. Global data-collection 
means that the statements which are used for statistics 
collection need to be written only once at one place in the 
model, rather than at each place a data item to be collected 
appears. If global specification is employed, names at­
tached to statistical quantities should invoke calculations 
whenever the names are mentioned in the model. 
Statistics gathering in SIMSCRIPT is accomplished by 
the use of two statements; the TALLY statement which causes 
observation statistics to be automatically collected on a 
specified variable which should have been declared by the 
user in the model, and the ACCUMULATE statement which col­
lects statistics on time-dependent variables. The statis­
tical quantities that can be computed by the use of the 
ACCUMULATE or TALLY statement are: the NUMBER of observa­
tions (TALLY) or changes in the variable (ACCUMULATE), SUM, 
MEAN, SUM.OF.SQUARES, MEAN.SQUARE, VARIANCE, STANDARD.DEVIA­
TION, MAXIMUM, and MINIMUM. 
26 
1.4.4. Statistical display 
Generally, there are four types of output methods 
through which the statistical results collected by a model 
can be displayed. These four types are: 
(1) automatic output in a standard format; 
(2) format-free and formatted output; 
(3) graphical output; and 
(4) report generator. 
A good simulation language should contain statements or fea­
tures that provide all display situations. A programmer 
should not have to spend a great deal of his time writing 
output statements. He should focus on model building and 
programming and not have to dwell at length on conventional 
output tasks (26). 
Each of the three languages adopts two or more of the 
four types of outputs stated above. GPSS automatically 
produces output in a standard format and employs a feature 
called the Output-Editor that provides the capability for 
constructing tailor-made reports, including graphic output. 
SLAM adopts all four types of output display. SIMSCRIPT 
adopts the format-free, the formatted and the report generator 
output. The details of how each language displays its output 
are deferred to section 1.4.6 where the output specifica­
tions of each language will be discussed. 
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1.4.5. Input specifications 
Another important feature in a simulation language is 
its input capability . Simulation languages should have 
features that facilitate the input of various data forms, 
such as the random number seeds for initializing the random 
number generators, empirical distributions, and other data 
items that describe the system to be modeled and its 
initial state, and the conditions under which the state of 
the system may change during the execution of the simula­
tion. 
GPSS uses the INITIAL statement to initialize vari­
ables, the RMULT statement to input the random number 
seeds, and the FUNCTION statement to input empirical dis­
tributions or user-defined functions. GPSS also allows 
the input of other data items—parameters of the system to 
be simulated—directly through the various operands of its 
blocks.' 
SLAM input specifications are more flexible than GPSS, 
because it employs the FORTRAN input capabilities. The 
main input features of SLAM are: (1) the FORTRAN READ and 
DATA statements; (2) subroutine INTLC; and (3) the SLAM in­
put statements. The READ statement allows the input of 
formatted and unformatted data records and the DATA state­
ment initializes variables at compile time. Subroutine 
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INTLC is used to set initial conditions of the simulation 
and to schedule initial events. The SLAM input statements 
are used to initialize the SLAM variables—those variables 
that are defined by the SLAM language and are commonly used 
in writing SLAM simulation programs. Some of the SLAM in­
put statements that are used in discrete simulation include: 
the GEN statement, LIMITS, PRIORITY, TIMST, STAT, SEEDS, 
INTLC, INITIALIZE, and the ENTRY statement. 
SIMSCRIPT has the most powerful and flexible input 
specifications among the three languages. SIMSCRIPT uses 
the READ statement to input a very wide variety of for­
matted and unformatted data records. The READ statement is 
supported with features that allow the input of complex 
data structures, such as integers, real, alpha, and alpha­
numeric variables, and variables that contain strings of 
characters of virtually any length. The SIMSCRIPT varia­
bles—defined by the SIMSCRIPT language—and the user 
defined variables which describe the system to be simulated 
and the initial conditions of the simulation can be initial­
ized by the use of the READ statement or can be initialized 
directly—at compile time—in the main subprogram. 
1.4.6. Output specifications 
The types of output that are generally produced by 
simulation languages have been stated in section 1.4.4. 
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The capabilities of the three languages for producing vari­
ous forms of output are discussed in this section. 
GPSS has the capability of producing standard output, 
forms, statements, and graphical output. The standard out­
put is automatically generated after each simulation run, 
when any of the following GPSS blocks are used in the model: 
FACILITY, STORAGE, QUEUE, LINK, JOIN, LOGIC SWITCH, TABU­
LATE, ASSEMBLE, MATCH, GATER, and SAVEVALUE(S). The other 
types of output can also be produced by GPSS; however, the 
user needs to use the Output Editor which provides the capa­
bility of constructing tailor-made reports, including 
graphical output. The following statements of the Output 
Editor perform nongraphic functions: REPORT, TITLE, INCLUDE, 
FORMAT, TEXT, COMMENT(*), EJECT, SPACE, and OUTPUT. The 
following statements of the Output Editor are used to pro­
duce graphical output; GRAPH, ORIGIN, x, y, STATEMENT, 
and ENDGRAPH. 
SLAM has the capability of producing all the four types 
of output. Standard output is automatically produced at the 
end of each trial run. The standard output includes sta­
tistics of variables based on observations, statistics of 
time-persistent variables--if any have been collected by the 
analyst—and files and resource statistics if any have been 
used in the model. The WRITE statement is employed by SLAM 
to produce general forms of output as in FORTRAN. SLAM 
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provides the modeler with a set of subroutines and control 
statements that enables him to produce histograms and plots 
of any desired simulation variable. SLAM also provides a 
set of subroutines to enable the modeler to produce reports 
about his simulation studies. The following subroutines can 
be used to obtain summary information of a specific type; 
SUMRY, PRNTF(IFILE), PRNTC(ICLCT), PRNTH(ICLCT), PRNTH(ICLCT), 
PRNTP(IPLOT), PRNTT(ISTAT), PRNTR(IRSC), and subroutine 
PRNTA. 
SIMSCRIPT does not automatically produce standard out­
put; the user has to write his own code to output the 
results that have been collected by his model. The PRINT 
and WRITE statements are provided to output all the desired 
results from the model. 
Both statements display messages, titles, and computa­
tional results. The PRINT statement must be followed by 
one or more format lines that contain the text and/or the 
format specifications of the material to be printed. The 
WRITE statement writes formatted output. SIMSCRIPT does not 
have the capability of producing graphical output. However, 
it provides several statements that facilitate writing the 
output in a report form. Some of these statements are: 
BEGIN REPORT, START NEW PAGE, BEGIN HEADING, and SKIP n 
LINES. 
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1.4.7. Comparisons of the features 
The qualitative features of the three languages, dis­
cussed earlier, are summarized and compared in this section. 
(1) GPSS employs the process-oriented modeling framework 
of the discrete simulation world view. Both SLAM and 
SIMSCRIPT employ the process-oriented and the event-
oriented modeling frameworks. The event-oriented 
frameworks of these two languages are very similar to 
each other. SIMSCRIPT employs the statement type of 
the process-oriented framework—provides statements 
to describe a process. GPSS and SLAM process-oriented 
frameworks are similar to each other. They both use 
the block type of the process-oriented framework— 
provide blocks or nodes to describe a process. SLAM 
and SIMSCRIPT have wider world views than GPSS because 
they employ the two modeling frameworks. They are 
also more capable than GPSS for simulating complex 
systems, because of their event-oriented frameworks 
which are much more flexible than the process-oriented 
framework. 
(2) GPSS places no limits on the number of random number 
streams to be used in a simulation model, while SLAM 
and SIMSCRIPT each provides a maximum of 10 random 
number streams. All three languages provide features 
that allow sampling from empirical distributions or 
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user-defined functions. Only SLAM and SIMSCRIPT 
provide features that allow sampling from the widely 
known probability distributions. 
• (3) All three languages provide features for statistics 
collections on time-dependent and time-independent 
variables. The statistics collections of GPSS and 
SLAM are scattered throughout the model—defined at 
every place in which a data item to be collected 
appears. GPSS and SLAM have features that automati­
cally collect statistics and provide the modeler with 
features that allow him to collect his own statistics 
on any desired simulation variable. SIMSCRIPT sta­
tistics are defined in one place in the simulation 
model—PREAMBLE. SIMSCRIPT does not automatically col­
lect statistics but provides the modeler with features 
that allow him to collect his own statistics. 
(4) GPSS and SLAM automatically display all statistics in 
a standard format at the end of each simulation run. 
The SIMSCRIPT user has to display his statistics. 
SIMSCRIPT provides very powerful and flexible features 
which make this task very easy. 
(5) All three languages have features that allow the input 
of all necessary data into the simulation model. SLAM 
has better input specifications than GPSS because it 
employs the input capabilities of FORTRAN—a general 
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purpose language. SIMSCRIPT input specifications are 
more powerful and flexible than SLAM. 
GPSS and SLAM have output capabilities to produce 
automatic output in a standard form, formatted and 
unformatted output, sentences, graphical output, and 
features that facilitate the production of structured 
reports. The GPSS standard output is richer—provides 
more statistical information—than that of SLAM. SLAM 
capabilities to produce sentences and graphical output 
are much better than those of GPSS. SIMSCRIPT has 
very flexible capabilities to produce formatted and 
unformatted output, and features that facilitate the 
output of tailored reports, but does not have the capa­
bilities of producing graphical output. 
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2. THE EXPERIMENT 
The performance of the three languages under consider­
ation has been evaluated in order to identify the most 
appropriate one as applied to manufacturing facility 
simulation. The variables listed in the evaluative cri­
teria have been used as the measures of performance. A 
well-designed experiment was necessary to evaluate the 
languages' performances. The following points have been 
considered in the design of the experiment. First, the 
experiment has been designed to cover a wide variety of 
the different applications of these languages to manufac­
turing facilities simulation. Second, different opera­
tional conditions have been incorporated in the experiment 
to test the performances of these languages. These two 
points had the following advantages : 
(1) They make the experiment as realistic as possible-
similar to the real applications. 
(2) It is neither scientific nor logical to make a 
judgment based on a single case. Since one lan­
guage might perform better in one application, 
and another language might perform better in a 
different one, a variety of applications has been 
considered in the evaluation of their performances 
A more elaborate discussion on the design of the experiment 
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will be presented in section 2.2. 
This chapter contains detailed information about the 
experiment. Section 2.1 gives a general statement about 
the manufacturing facility to be simulated. Section 2.2 
investigates the factors that significantly influence the 
variables that measure the performance of the language as 
well as explains the design of the experiment to evaluate 
, these languages and state its objectives. Section 2.3 shows 
the alternative ways that were used to change model con­
figurations to allow experimentation with the model. The 
criteria on which the simulation models were built are 
stated in section 2.4. Section 2.5 discusses how and by 
whom the simulation models were designed. The input data 
used in the various parts of the experiment are provided 
in section 2.6. The statistical design of the experiment, 
the procedure to execute it and the statistical techniques 
used to analyze the results collected from the experiment 
are discussed in section 2.7. 
2.1. Statement of the Problem 
The problem to be simulated was a manufacturing 
facility containing N production centers, each containing 
machines. Within a production center, the machines were 
identical. The facility produced P products. Each product 
followed a routing through the facility, receiving process­
ing at specified production centers. Each product followed 
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a pre-specified routing. Two types of data were required 
to simulate the operation of the facility. The first set 
relates to the facility itself and the second to the 
products being simulated. These data are; 
A. Facility data 
1. The distribution of job arrivals and its parameters. 
2. Number of job types or products (P). 
3. Percentage of each job type in the overall arrivals 
rate. 
4. Number of machine centers (departments) in the 
facility. 
5. Number of machines in each center. 
B. Product data 
1. Total number of centers to be visited by a product. 
2. Product routing. 
3. The distribution of operation time at every center 
and its parameters. 
2.2. Scope of the Simulation Experiment 
It has been mentioned earlier that the experiment 
needed to be designed to insure fair evaluation of the three 
languages' performance. It has also been mentioned that 
various applications and different operational conditions 
need to be considered in the design of the experiment. 
Several pilot runs were made, using the simulation models. 
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to determine those factors that significantly influence 
the performance measures—variables listed in the evalu­
ative criteria. Two influential factors were found. The 
first is the size of the manufacturing facility being 
simulated. Several sub-factors were also found to influ­
ence both the size of the facility and the performance 
measures. These were the number of machine centers in the 
facility, the number of machines in every center, and the 
number of products being produced. Therefore, different 
facility sizes and different manufacturing disciplines 
needed to be incorporated in the design of the experiment 
(see section 2.5). The second factor that was found to 
influence the performance measures was the length of the 
simulation period. In real simulation studies, the opera­
tions of different manufacturing facilities are usually 
simulated for different time periods. For example, daily, 
weekly, monthly, quarterly, semi-annual, annual, and multi-
annual operations of manufacturing facilities have been 
simulated. Therefore, to evaluate the performance of the 
three languages, different simulation periods needed to be 
considered in the design of the experiment. These two 
factors—size and length of simulation period—were not 
only considered to make the experiment as much similar to 
the real simulation studies as possible, but also because 
they have great effects on the variables used to evaluate 
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the performances of the three languages. Large manufactur­
ing facilities, generally, mean large operations which in 
turn mean greater execution, CPU, and memory times to 
simulate these operations. Similarly, long simulation 
periods require longer execution, CPU, and memory times 
than that required for shorter simulation period. 
2.2.1. Design of the experiment 
Based on the preliminary study discussed above, it 
has been decided to use three facility sizes and five dif­
ferent simulation periods. The three sizes were called 
small, medium, and large. The five simulation periods 
were 10, 20, 30, 40, and 50 weeks. The experiment was 
divided into three parts, one part for every size of the 
facility. In the first part, the small size model simu­
lated a six-machine-center facility that produces three 
products. In the second part of the experiment, the medium 
model simulated a twelve-machine-center facility that 
produces six products. In the third part of the experiment, 
the large model simulated an eighteen-machine-center 
facility that produces nine products. The main objectives 
of the three parts of the experiment were to study the 
effects of the simulation periods on the variables that 
measure the performance of the languages when different 
model sizes were used. 
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The results collected from each part of the experiment 
were analyzed separately to investigate the following ques­
tions: 
(1) Are there any significant differences among the 
three languages in 
(a) compilation time 
(b) execution time 
(c) CPU time 
(d) memory time 
(e) memory requirement for compilation 
(f) memory requirement for execution 
due to changes in simulation period? 
(2) What is the rate of change in each of the above 
variables of each of the three languages due to 
changes in simulation period? 
(3) Are there any significant differences among the 
rates of change in the above variables of the 
three languages due to changes in simulation 
period? 
The data collected from the three parts of the experi­
ment were rearranged to produce a separate data set for 
each language. Each set was analyzed separately to study 
the effect of changes in model size on the performance of 
the languages. The objectives of this analysis are: 
(1) To determine if there have been any significant 
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changes due to changes in model size in the fol­
lowing variables of each language: 
(a) compilation time 
(b) execution time 
(c) CPU time 
(d) memory time 
(e) memory requirement for compilation 
(f) memory requirement for execution. 
(2) To determine the amount of change in each of the 
above variables, if any existed, due to changes 
in model size. 
(3) To determine if there were significant differ­
ences among the amounts of change in the above 
variables of the three languages; in other words, 
to compare the amount of change in every variable 
of each language, with the amount of change in 
the same variable of the other two languages. 
The three parts of the experiment are presented in 
chapters 3, 4, and 5, respectively. The investigation of 
the model size effects is presented in chapter 6. The 
reader is referred to section 2.7 for the statistical design 
of the experiment and the statistical techniques used in 
analyzing the data that were collected from the experiment. 
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2.3. Possible Ways to Change Model Configuration 
One or a combination of any or all of the following 
steps can be used to change model configuration to allow 
experimentation with the model. 
(1) Change mean arrival rate. 
(2) Change the number of products to be produced by 
the facility. 
(3) Change the number of machine centers (departments) 
in the facility. 
(4) Change the number of machines in a center. 
(5) Change mean operation (processing) times. 
(6) Change product routings. 
To change the configuration of the small size model 
to the medium size, the following changes were made: 
(1) Mean arrival rate was increased by 50 percent. 
(2) The number of products to be produced was doubled. 
(3) The number of machine centers in the facility was 
doubled. 
The following changes were made to change the configura­
tion of the small size model to the large size: 
(1) Mean arrival rate was doubled. 
(2) The number of products to be produced was tripled. 
(3) The number of machine centers was tripled. 
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2.4. Simulation Criteria 
The following set of criteria was used in building 
the simulation models: 
(1) Arrivals (orders) coming to the facility follow 
a Poisson distribution—time between arrivals 
was exponentially distributed. 
(2) Service rates (operation times) were exponentially 
distributed. 
"{3) All "queues were handled on a first-come, first-
serve (FCFS) basis. 
(4) A queue was allowed before every machine center, 
but not within a center. 
(5) All orders carried equal priority—no distinction 
was made among orders. 
(6) An order or a job represented a single item. 
(7) Once an order was generated, its job type was 
assigned. 
(8) The number of centers an order should go through 
was assigned to the order according to its job 
type. 
(9) When both job type and the number of centers were 
assigned to an order, it proceeded through the 
model (facility) according to its specified 
production sequence. 
(10) The mean processing times of every product were 
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known. 
(11) Once an operation started, it was not inter­
rupted until the operation was finished. Pre­
emption was not permitted. 
(12) Machines in any center were assumed to be identi­
cal to each other. 
(13) The total number of machines in each center 
was known. 
(14) The time required to move in-process jobs 
(partially completed products) from one center 
to another was not simulated. 
(15) Job residence time in the facility was recorded 
for each job before it left the model. 
(16) The simulation model produced the following out­
put; 
(a) statistical information about the machine 
centers. 
(b) statistical information about the queues. 
(c) weekly report on the facility status: 
1. statistical information about the job 
residence time for each job type. 
2. statistical information about the total 
number of jobs in the facility, based 
on observations made at the end of each 
day during the week. 
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2.5. The Simulation Models 
Two major constraints were imposed in the process of 
designing the simulation models. These were: 
(1) The generalized nature of the facility to be 
simulated as it was described earlier in section 
2.1. 
(2) The simulation criteria stated in section 2.4 of 
this chapter. 
The simulation model is considered to be a generalized 
manufacturing facility simulater because it is designed 
to simulate any manufacturing facility as long as the re­
quired data are provided, regardless of its manufacturing 
discipline—flow-shop, job-shop, or assembly operation. 
One of the most frequent criticisms of previous lan­
guage comparisons is that one programmer writes the pro­
grams of the various languages being compared. This has 
two disadvantages. First, the programmer's experience 
with the various languages is rarely equivalent. Second, 
the influence of a programming style by the programmer may 
not permit the languages' world views to dictate their style. 
To avoid these disadvantages, the three simulation 
models used in this experiment were programmed by three 
different experienced programmers. The GPSS model was 
taken from "Simulation Using GPSS" by Thomas Schriber (56). 
Some minor adjustments were made to this model to make it 
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meet the simulation criteria listed earlier. The SIMSCRIPT 
model was designed by Ed. C. Russell from CACI. The only 
adjustment made to this model was to make it produce an 
output equivalent to that produced by the other two models. 
A version of the SLAM model was designed by R. Rolston 
from Pritsker & Associates, Inc. This model was a solu­
tion to problem 8.12 from "Introduction to Simulation and 
SLAM" (45). The model lacked the generality feature and 
did not produce all the required output. Major adjustments 
were made to put the model in a generalized form and to 
make it produce the required output. These adjustments 
were made without altering the basic logic on which the 
original model was built. 
2.6. Input Data 
A summary of the input data used in the three parts 
of the experiments is given in figures 2.1, 2.2, and 2.3. 
The data of every part of the experiment are fully pre­
sented again in their respective chapter. The first set 
of data was taken from "Simulation Using GPSS" (56). The 
other two sets of data that were used in parts 2 and 3 of 
the experiment were produced by the author. Several trial 
simulation runs were made to test these data sets and to 
insure balanced operations of the manufacturing facilities, 
before they were finally used in the experiment. 
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2.7. Statistical Design and Analysis 
The objectives of this research have been stated earlier 
in chapter 1. One of these objectives was to evaluate the 
three languages based on an evaluative set of criteria. To 
accomplish this objective, it was determined to evaluate 
these languages under different conditions. Therefore, it 
was decided—section 2.2—to use three different model sizes 
for the manufacturing facility being simulated and five dif­
ferent simulation periods. 
To insure a fair evaluation of the variables associated 
with these languages, it was important that the data col­
lected represent these variables. Since these data would be 
statistically analyzed, well-planned statistical procedures 
were used. In other words, the experiment has been statisti­
cally designed to fairly evaluate these variables. 
2.7.1. Statistical design 
The split-plot design is a very well-known statistical 
technique with wide applications in agricultural experiments. 
In a split-plot design, the effect of two factors (both fixed 
effects) on a response is examined, while blocking on the 
third factor (which is random) (39). The distinguishing 
feature of a split-plot design is that the levels of one 
factor (called the sub-plot factor) are randomly assigned to 
subunits within each level of the other factor (called the 
whole-plot factor). The split-plot design was found to be 
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a good technique to be applied to this experiment because it 
has two factors with fixed effects, and one factor with a 
random effect which needed to be blocked. The languages and 
the length of the simulation period are the factors with the 
fixed effects. As shown in section 2.7.2, the lengths of the 
simulation periods were the whole plot effects and the lan­
guages were the subplot effects. The factor with the random 
effect which needed to be blocked is the computer conditions 
on different days; in particular, the effect of the computer 
conditions during which the programs are to be executed are 
to be blocked. The responses which are to be examined in 
this experiment are compilation time, execution time, CPU 
time, memory time, and memory requirement for compilation and 
execution. 
2.7.2. Procedure of executing the experiment 
The first part of the experiment—small size model—was 
executed as follows : 
(1) The sequences of executing the simulation models 
on the computer for the five periods were random­
ly assigned for both replications. The sequence 
showed the order in which the programs were to be 
executed for every simulation period. As an exam­
ple, for the 10-week period of the first replica­
tion, the SIMSCRIPT program was first in the 
sequence, SLAM was second, and GPSS was third. 
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Table 2.1 shows the sequences of executing the 
models for both replications. 
Table 2.1. Sequences of executing the small size model 
Replica­
tion 10 20 30 40 50 
GPSS 1 3 1 3 3 3 
2 2 2 2 3 1 
SIMSCRIPT 1 1 2 1 2 1 
2 1 1 1 1 3 
SLAM 1 2 3 2 1 2 
2 3 3 3 2 2 
(2) The seeds of the random number generators were pre­
pared. Three random number generators were used in 
each model. The first was used to sample from a 
user's function to assign a product type for each 
job that arrived to the simulated facility. The 
second random number generator was used to sample 
from an exponential distribution to simulate job 
arrivals. The third was used to simulate exponen­
tial processing or machining times of the jobs. 
(3) The first replication started by executing the 
three programs for the 10-week period. The three 
programs were executed at the same time according 
to the pre-determined sequence given in step 1. 
After all the outputs were received, the 20-week 
period was executed. Then, the 30-, 40-, and 
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50-week periods were executed, all on the same 
day. The programs of the next period were not 
executed unless the outputs of the previous run 
were received. This completes the first replica­
tion for the small size model. Only two changes 
occurred in the programs from one run to the 
next. First, the seeds of the random number 
generators were changed. Second, the length of 
the simulation period was changed. 
(4) On the next day, the second replication of this 
part was performed following the same procedure 
stated above in step 3. 
(5) After these two replications were completed, the 
desired data were collected and statistically 
analyzed—see section 2.7.3--using a statistical 
computer program. This program used the Statis­
tical Analysis System (SAS), a software package, 
to perform the required analysis. A printout of 
this program and a sample of its output is given 
in Appendix B. This completed the execution and 
analysis of the first part of the experiment. 
The second and third parts of the experiment—medium 
and large size models—were executed following the same 
procedure mentioned above for the small size model. Tables 
2.2 and 2.3 show the sequences of executing the programs in 
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Table 2.2. Sequences of executing the medium size model 
10 20 30 40 50 tion 
GPSS 13 3 113 
2  1 1 2  2  2  
SIMSCRIPT 12 12 2 2 
2 2 2 1 1 1 
SLAM 1 1 2 3 3 1 
2 3 3 3 3 3 
Table 2.3. Sequences of executing the large size model 
Replica- 20 30 40 50 
tion 
GPSS 13 12 2 2 
2 12 2 11 
SIMSCRIPT 113 113 
2  2  1 1 2  3  
SLAM 1 2 2 3 3 1 
2 3 3 3 3 2 
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these two parts. The results of the three parts of the 
experiment are given in chapters 3, 4, and 5, respectively. 
2.7.3. Statistical analysis 
Three statistical analysis procedures were used to 
analyze the results and to answer the questions raised 
earlier in section 2.2. The analysis of variance (ANOVA) 
technique was used to test if there was any significant 
difference among the three languages in compilation, execu­
tion, CPU, memory time, and memory requirement. It was 
also used to test for linear and nonlinear trends in the 
variables of these languages, as the length of the simula­
tion period was increased. Regression analysis was used 
to find the rate of change in these variables for each of 
the three languages due to change in simulation period-
number of weeks. Finally, the test of hypothesis procedure 
was used to check if there was any significant difference 
among the rates of change in the above variables of the 
three languages due to change in simulation period. 
2.8. Experimental Environment 
The National Advanced Systems AS/6 operating under SVS 
with HASP is the computer system on which the experiment was 
executed. GPSS/H release 1.0, SIMSCRIPT II.5 release 8H, 
and SLAM version 1, release 1.4 in conjunction with FORTRAN 
IV G were used in the study. 
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3. SMALL SIZE MODEL 
In this part of the experiment, the model simulated a 
six-machine-center facility that produced three products. 
The major objective of this chapter was to study the effect 
of the length of simulation period on each of the three 
languages under consideration. Therefore, the model size 
was fixed throughout this part of the experiment, and five 
simulation periods were tested. Each of these periods was 
10, 20, 30, 40, and 50 weeks. 
This chapter consists of the input data that were used 
for the model, the results that were collected from the 
various trials of the model using the three languages, and 
a detailed statistical analysis of these results. The input 
data included information about the facility under study and 
information about the processes of the products being 
simulated. 
The results were tabulated in five tables, one for each 
of the five simulation periods that were used. Each table 
contains results about the following variables for each 
language; compilation time, execution time, CPU time, 
memory time, memory requirement for compilation, and memory 
requirement for execution. The data related to these vari­
ables were statistically analyzed. The evaluation of the 
three languages was based on the results of the statistical 
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analysis of these variables. 
The objectives of the statistical analysis were; 
(1) To determine if there were any significant dif­
ferences among the three languages in the follow­
ing variables: 
(a) compilation time, 
(b) execution time, 
(c) CPU time, 
(d) memory time, 
(e) memory requirement for compilation, and 
(f) memory requirement for execution. 
(2) To determine if there were any significant differ­
ences among the rates of change in the above vari­
ables of the three languages due to change in 
simulation period. 
(3) To determine the rate of change in the above vari­
ables if any exist due to change in simulation 
period. 
3.1. Input Data 
The input data used in this part of the experiment are 
shown in figure 3.1. Figure 3.2 shows the routings of 
products 1, 2, and 3. Jobs arrived at this manufacturing 
facility in a Poisson stream with a mean rate of 50 jobs 
per 8-hour day. All operation times were exponentially 
distributed. 
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TYPE 1 2 3 
% 24 44 32 
(a) 
DEPARTMENT 1 2 3 4 5 6 
MACHINES 14 5 4 8 16 4 
(b) 
PRODUCT 1 2 3 
NO. OF DEPT. 4 3 5 
(c) 
SEQUENCE 1 3 2 6 
MEAN OP. TIME 125 35 20 60 
(d )  
SEQUENCE 5 4 2 
MEAN OP. TIME 105 90 65 
(e) 
SEQUENCE 1 5 4 3 6 
MEAN OP. TIME 235 250 50 30 25 
Figure 3.1. Input data for the small size model: (a) per­
cent of job type; (b) number of machines in 
each center; (c) number of machine centers to 
be visited by each product; (d) data of product 
#1; (e) data of product #2; and (f) data of 
product #3 
20  35 
16 
Machine 
center 
number 
Number of 
* ^  machines 
Mean 
operation 
time 
50 30 2 35 
l_n 
00 
Figure 3.2. Routings of products 1, 2, and 3 
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3.2. Results 
The results of this part of the experiment are shown 
in tables 3.1 through 3.5. One table is presented for 
each of the five simulation periods. These results were 
collected from the various trials of the small size model. 
The GPSS result of memory requirement for execution was not 
the actual memory used by GPSS to execute the model. This 
figure was an upper boundary for the memory used by GPSS. 
A more accurate estimate could not be obtained because GPSS 
runs in a single step while SLAM and SIMSCRIPT run in three 
steps; compile, load, and execute. 
Three different trials were required to estimate the 
upper boundary of the GPSS memory requirement for execution. 
In the first trial, the SIMULATE statement was removed from 
the model. The memory used by this trial was an estimate 
of the memory required to compile the GPSS model. In the 
second trial, the SIMULATE statement was inserted back into 
the model and the START statement was removed. This trial 
gave an estimate of the memory used to compile and load the 
model. In the third trial, the start statement was inserted 
back into the model. This trial gave an estimate of the 
memory required to compile load and to execute the model. 
This estimate was used as an upper boundary for the memory 
required to execute the model. However, it is believed that 
the actual memory used is much less than this figure. 
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Table 3.1. Results of the 10-week simulation period^ 
REP COMP EXEC CPU MEMO MRCO MREX 
GPSS 1 0.093 1.444 1.80 2,218 124 132 
2 0.092 1.701 2.06 2,352 124 132 
SIMS 1 4.91 5.87 11.52 9,995 168 76 
2 4.86 6.39 11.96 10,131 168 80 
SLAM 1 1.08 6.31 8.31 14,331 92 224 
2 1.08 6.35 8.35 14,358 92 224 
'SIMS = SIMSCRIPT 
REP = Replications 
COMP = Compilation time - seconds 
EXEC = Execution time - seconds 
CPU = CPU time - seconds 
MEMO = Memory time - 2K-seconds 
MRCO = Memory requirement for compilation - K bytes 
MREX = Memory requirement for execution - K bytes. 
Table 3.2. Results of the 20-week simulation period 
REP COMP EXEC CPU MEMO MRCO MREX 
GPSS 1 0.094 3.18 3.72 3,731 124 132 
2 0.092 3.20 3.73 3,735 124 132 
SIMS 1 4.89 12.03 17.63 12,104 168 80 
2 4.87 12.27 17.85 12,174 168 76 
SLAM 1 1.07 11.72 13.71 18,267 92 224 
2 1.08 11.47 13.46 18,099 92 224 
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Table 3.3. Results of the 30--week simulation period 
REP COMP EXEC CPU MEMO MRCO MREX 
GPSS 1 0.092 4.66 5.37 5,094 124 132 
2 0.092 5.01 5.72 5,268 124 132 
SIMS 1 4.93 18.50 24.16 14,361 168 80 
2 4.88 18.68 24.27 14,389 168 80 
SLAM 1 1.08 16.64 18.66 21,904 92 224 
2 1.08 16.59 18.58 21,848 92 224 
Table 3.4. Results of the 40--week ! simulation period 
REP COMP EXEC CPU MEMO MRCO MREX 
GPSS 1 0.091 6.16 7.04 6,455 124 132 
2 0.093 6.13 7.02 6,449 124 132 
SIMS 1 4.89 23.64 29.24 16,132 168 76 
2 4.88 24.54 30.13 16,421 168 80 
SLAM 1 1.08 21.50 23.50 25,468 92 224 
2 1.08 22.36 24.35 26,022 92 224 
Table 3.5. Results of the 50 -week 1 simulation period 
REP COMP EXEC CPU MEMO MRCO MREX 
GPSS 1 0.091 8.11 9.18 8,080 124 132 
2 0.093 8.02 9.09 8,038 124 132 
SIMS 1 4.89 29.74 35.35 18,246 168 76 
2 4.90 30.17 35.80 18,395 168 84 
SLAM 1 1.08 26.52 28.52 29,152 92 224 
2 1.08 27.18 29.17 29,576 92 224 
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3.3. Analysis of Results 
The results of each of the variables shown in tables 
3.1 through 3.5 are statistically analyzed in the following 
sections, to determine the effects of the simulation period 
on them. 
3.3.1. Compilation time 
Table 3.6 shows that the differences in compilation 
times across replications were not significant. This means 
that, for each language, the variation in compilation times 
from one trial to another was very small and statistically 
not significant. This variation could be attributed to 
random experimental error and not to the ability of the 
language compiler to perform the compilation process. (The 
small variation observed in computer conditions did not 
change much across time.) 
The second line in the table—WEEK—indicates that 
there were no significant differences in the average compi­
lation times, averaged across languages, for the different 
simulation periods. This result was expected, because the 
compilation process was done before the model execution and 
the start of simulation so that compilation time was not 
affected by the length of the simulation periods. The 
trends in the average compilation times, averaged across 
languages, were not significant due to change in simulation 
Table 3.6. ANOVA table for the compilation time data 
SOURCE DF SS MS F 
REPLICATIONS 1 0.00040 0.00040 3.077 
WEEK 4 0.00033 0.00008 0.615 
linear 
remainder 
(1) 
(3) 
(0. 
(0. 
00005) 
00028) 
0.00005 
0.00009 
0.385 
0.692 
ERROR (a) 4 0.00051 0.00013 
PROG 2 128.38410 64.1921 329190.250** 
PROG*WEEK 8 0.00052 0.00007 0.333 
difference in 
rate of change 
remainder 
(2) 
(6) 
(0. 
(0. 
00008) 
00044) 
0.00004 
0.00007 
0.205 
0.359 
ERROR (b) 10 0.00195 0.00020 
TOTAL 29 128.3878 
**P < 0.01. 
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period. This result is indicated by line 3 which checked 
for linear trend, and line 4 which checked for nonlinear 
trend. 
Line 6 in the table indicates that the languages showed 
highly significant differences in the average compilation 
times, averaging across length of simulation periods. This 
means that the time required by each language to perform the 
compilation step of the same model was different. Lines 7 
and 8 indicate that there were no trends in the average 
compilation times of the languages, averaging across length 
of simulation periods. 
The equation of the compilation time line for each 
language is given in table 3.7. The table shows negligible 
rates of change in compilation time for the three languages. 
Table 3.7. Equations of the compilation time lines 
PROG Intercept Rate of change (slope) 
GPSS 0. 093 ± 0.009 -0.00002 ± 0.00027 
SLAM 1. 078 ± 0.009 0.00005 ± 0.00027 
SIMSCRIPT 4. 883 ± 0.009 0.00025 ± 0.00027 
The averages of compilation times for the three 
languages are shown in table 3.8. Figure 3.3 shows that 
there are significant differences among these averages. 
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TEST 1 TEST 2 TEST 3 
«0 ËQ - = 0 CQ - Cg = 0 CL - Cg = 0 
«A CQ - ËL f 0 - Cg f 0 CL - Cg f 0 
Ic. - c.1 0.984 4.797 3.813 
Itcl 158.13 770.91 613.77 
RESULT Reject Reject Reject 
Cg = 0.093 
^L 
= 1.077 Cg = 4.890 
a =0.05 df = 10 s = 0.0044 
025,10 
±2.228 |tcl 
lu 
m
 
lu 
II 
Objectives : 
Is there any significant difference between the 
average compilation time of 
1. GPSS (C_) and SLAM (0?) 
2. GPSS (Cg) and SIMSCRIPT (Cg) 
3. SLAM (C^) and SIMSCRIPT (Cg) 
Figure 3.3. Tests for any significant differences among 
the compilation times averages of the three 
languages 
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SIMSCRIPT had the largest average compilation time, SLAM 
had the second largest, and GPSS had the smallest among the 
three languages. 
Table 3.8. Averages of compilation time 
Language Average compilation time 
GPSS 0.093 ± 0.0044 
SLAM 1.079 ± 0.0044 
SIMSCRIPT 4.890 ± 0.0044 
It has been statistically shown that there existed 
significant differences among the average compilation times 
of the three languages. It has also been shown that the 
effects of replications and the length of simulation periods 
were not significant. And, the rates of change in compila­
tion times were extremely small for all three languages. 
Figure 3.4 shows graphically the plots of average compila­
tion times of the three languages and clearly indicates the 
above statistical results. 
3.3.2. Execution time 
Table 3.9 indicates that there were significant dif­
ferences in execution times across replications; although 
these differences were statistically significant, they were 
very small when compared to differences among lengths of 
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Table 3.9. ANOVA table for the execution time data 
Source df SS MS 
REPLICATIONS 1 
WEEK 4 
linear (1) 
remainder (3) 
ERROR (a) 4 
PROG 2 
PROG*WEEK 8 
difference in 
rate of change (2) 
remainder (6) 
ERROR (b) 10 
TOTAL 29 
0.54 
1073.95 
0.27 
1080.48 
215.61 
(1073.78) 
(0.17) 
(215.15) 
(0.45) 
0.58 
2371.43 
0.54 
268.49 
1073.78 
0 . 0 6  
0.07 
540.24 
26.95 
107.58 
0 . 0 8  
0 . 0 6  
7.88* 
3912.80** 
15648.73** 
0.81 
9306.46** 
464.28** 
1853.20** 
1.30 
*P < .05. 
**P < .01. 
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simulation periods and languages. These differences could 
be attributed to the randomness introduced into the model 
through the random number generators. Three random sources 
existed in each model; one associated with job arrivals to 
the facility, the second with the types of jobs that 
arrived, and the third associated with the processing times 
of the products. The seeds of the random number generators 
were changed before every replication. Every time the 
random seeds were changed, different random number streams 
were generated. This means a different random behavior of 
the facility being simulated in every replication. For 
example, in one replication more products arrived to the 
facility than the average arrival rate, and fewer than the 
average number of arrivals for a certain product type, and 
more of the other two kinds of products. In another case, 
a product might spend shorter time than the average in one 
machine center and spend a longer time in another. These 
variations were clearly indicated in the outputs generated 
by the various models. The simulation of these different 
random behaviors was reflected in execution times and 
caused the small differences across replications. 
Highly significant differences were indicated among 
simulation periods in the average execution times, averaging 
across languages. This result was expected, because as the 
length of the simulation period increased, more time was 
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required to execute the model and vice versa. The languages 
exhibited significant differences in the average execution 
times, averaging across length of simulation periods. This 
means that different times were required by the various 
languages to execute the same model. The average execution 
times of the three languages appeared to have only linear 
relationships with the length of the simulation periods. 
Furthermore, the linear rates of change were different for 
the various languages. This indicated that there were 
interactions among the languages and the length of the 
simulation periods. 
Table 3.10 shows positive rates of change in execution 
time for all three languages. It also gives the equation 
of the execution time line for each language. Figure 3.5 
shows that these rates of change were significantly differ­
ent from each other. SIMSCRIPT had the largest rate, SLAM 
had the second largest, and GPSS the smallest rate of change 
in execution time. 
Table 3.10. Equations of the execution time lines^ 
PROG Intercept Rate of change (slope) 
GPSS -0. 023 ± 0.179 0.159 ± 0.0054 
SLAM 1. 252 ± 0.179 0.514 ± 0.0054 
SIMSCRIPT 0. 306 ± 0.179 0.596 ± 0.0054 
BThe table also shows the standard errors of the 
intercept and the slope. 
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TEST 1 TEST 2 TEST 3 
H 
o 
^G - = 0 Eq - Eg = 0 El - Eg = 0 
HA f 0 Eg - Eg ^ 0 ÊL - Eg ^ 0 
|E. - Ê| 0.358 0.44 0.082 
l^cl 46.88 57.62 10.74 
RESULT Reject Reject Reject 
Êq = 0.156 El = 0.514 Eg = 0.596 
ot = 0.05 df = 10 s = 0.0054 
t.025,10 = ±2.228 I'.i • 
Objectives : 
Is there any significant difference between the rate 
of change in execution time of 
1. GPSS (Eg) and SLAM (E^) 
2. GPSS (Eq) and SIMSCRIPT (Eg) 
3. SLAM (Ej^) and SIMSCRIPT (Eg) 
Figure 3.5. Tests for any significant differences among 
the rates of change in execution time of the 
three languages 
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It has been shown that there were significant differ­
ences among the average execution times of the three 
languages. It has also been shown that the languages had 
different linear and positive rates of change in execution 
times with the length of simulation periods. Figure 3.6 
shows graphically the plots of average execution times for 
the various languages and clearly indicates the above 
statistical results. 
3.3.3. CPU time 
Table 3.11 shows that there were no significant differ­
ences in CPU times across replication. This means that the 
randomness—job arrivals, types of jobs, and processing 
times—introduced in the models, through the random number 
generators, did not affect CPU time as long as the model 
size and the length of the simulation period were fixed. 
The table also shows that significant differences existed 
among simulation periods, in the average CPU times, averag­
ing across languages. This was expected because, as the 
simulation period got longer, more time would be required 
in the CPU to perform the simulation. The languages showed 
significant differences in the average CPU times, averaging 
across length of simulation periods. In other words, when 
the model size, was fixed, the average CPU time of each 
language, over the various trials of simulation periods. 
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Table 3.11. ANOVA table for the CPU time data 
Source df SB MS 
REPLICATIONS 1 0.49 
WEEK 4 1104.43 
linear (1) 
remainder (3) 
ERROR (a) 4 0.29 
PROG 2 1785.96 
PROG*WEEK 8 197.55 
difference in 
rate of change (2) 
remainder (6) 
ERROR (b) 10 0.55 
TOTAL 29 3089.28 
(1104.25) 
(0.18) 
(197.08) 
(0.47) 
0.49 
276.11 
1104.25 
0 . 0 6  
0.07 
892.98 
24.69 
98.54 
0 . 0 8  
0 . 0 6  
6.76 
3814.70** 
15256.23** 
0.85 
16147.96** 
446.55** 
1781.95** 
1.41 
**P < .01. 
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was significantly different for the various languages. 
The average CPU times of the three languages had only 
linear rates of change with the length of simulation 
periods. Since these linear rates were different for the 
various languages, they indicate the presence of inter­
actions among the languages and the length of simulation 
periods. The table also indicates that the average CPU 
time averages of the languages did not have nonlinear 
relationships with the length of simulation periods. 
The equation of the CPU time line for each language 
is given in table 3.12. The table shows positive rates of 
change in CPU times for all three languages. The CPU time 
of each language increased linearly as the length of the 
simulation period increased. However, these linear rates 
differed significantly from each other as indicated by 
figure 3.7. SIMSCRIPT had the highest rate, SLAM the second 
highest, and GPSS the lowest rate of change in CPU time due 
to change in simulation period. 
Table 3.12. Equations of the CPU time lines 
intercept 
GPSS 0.159 ± 0.174 0.177 ± 0.0052 
SLAM 3.250 ± 0.174 0.514 ± 0.0052 
SIMSCRIPT 5.907 ± 0.174 0.596 ± 0.0052 
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TEST 1 TEST 2 TEST 3 
«0 Cc - = 0 ^G " Cg 0 CL - 2s = 0 
«A CG - C^ f 0 Cg ~ Cg 0 CL - Cg f 0 
|c. - c.1 0.337 0.419 0.082 
Itcl 45.83 56.98 11.15 
RESULT Reject Reject Reject 
Cg = 0.177 «L = 0.514 C = 0.596 
a =0.05 df = 10 s = 0.0052 
025,10 
±2.228 tc 
_ le. - c.l 
/2 s 
Objectives : 
Is there any significant difference between the rate 
of change in CPU time of 
1. GPSS (Cq) and SLAM (C^) 
2. GPSS (Ôq) and SIMSCRIPT (Cg) 
3. SLAM (0^) and SIMSCRIPT (Cg) 
Figure 3.7. Tests for any significant differences among 
the rates of change in CPU time of the three 
languages 
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Comparing the rates of change in execution time and 
CPU time offered an interesting observation. These two 
rates of change were equal for both SLAM and SIMSCRIPT. 
But the rate of change in CPU time was slightly greater than 
that of execution time for GPSS. 
It has been shown that there were significant differ­
ences among the average CPU times of the three languages. 
And the languages had different linear and positive rates 
of change in CPU times with the length of simulation periods. 
These results are portrayed graphically in figure 3.8, 
which shows the plots of the CPU times for all three 
languages. 
3.3.4. Memory time 
Table 3.13 indicates that the differences in memory 
time were not significant across replications. This means 
that when the model size was fixed and the length of the 
simulation period was not changed, the variations in memory 
time were very small. The languages significantly differed 
in average memory time, averaging across length of simula­
tion periods. Memory time is a linear function of the 
time required to execute the simulation model; the time to 
execute the model is a linear function of the simulation 
period. Therefore, as the simulation period increases, 
execution time increases, and consequently memory time 
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Table 3.13. ANOVA table for the memory time data 
Source df SS MS 
REPLICATIONS 1 
WEEK 4 
linear (1) 
remainder (3) 
ERROR (a) 4 
PROG 8 
PROG*WEEK 8 
difference in 
rate of change (2) 
remainder (6) 
ERROR (b) 10 
TOTAL 29 
98269.63 
350638771.53 
85212.20 
1407956651.27 
58259643.07 
(350614861.35) 
(23910.18) 
(58166787.90) 
(92855.17) 
165883.67 
1817204431.37 
98269.63 
87659692.88 
4.61 
4114.89** 
350614861.35 16458.43** 
7970.06 0.37 
21303.05 
703978325.63 42438.07** 
7282455.30 439.01** 
290833893.95 17532.42 
15475.86 
16588.37 
0.93 
**P < .01. 
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increases. Memory time is also a function of the memory 
allocated to process the simulation model. It will be 
shown in section 3.3.6 that different memory areas were 
required by the different languages to execute the model. 
Significant differences were also indicated in the 
average memory times averaging across languages. Since the 
languages used different memory areas and had different 
execution time averages, their memory time averages would 
be different. The average memory times of the three 
languages had only linear rates of change with the length 
of simulation periods. These linear rates were different 
for all three languages. This indicates the presence of 
interactions among the languages and simulation periods. 
The table also indicates that these averages do not have 
nonlinear relationships with the length of simulation 
periods. 
The equation of the memory time line for each language 
is given in table 3.14. The table shows positive rates of 
change in memory times for all three languages. The memory 
time of each language increased linearly as the length of 
simulation period increased. However, these linear rates 
were significantly different, as indicated by figure 3.9. 
SLAM had the largest rate, SIMSCRIPT the second largest, 
and GPSS the smallest rate of change im memory time due to 
change in simulation period. 
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TEST 1 TEST 2 TEST 3 
«0 1
 II o
 
^G - Mg = 0 & 0 II CO <
S 
1 
«A &G - &L f 0 ^G - Mg f 0 ^L - Mg ^ 0 
|M. - M.1 233.34 63.86 169.48 
l^cl 57.29 15.68 41.61 
RESULT Reject Reject Reject 
Mg = 142. 67 «L = 376 .01 
^S 
= 206.53 
a =0.05 df = 10 s = 2.88 
t.025,10 = ±2.228 Itcl 
= 1 M. - M.1 
/2 s 
Objectives ; 
Is there any significant difference between the rate 
of change in memory time of 
1. GPSS (Mg) and SLAM (M^) 
2. GPSS (Mg) and SIMSCRIPT (Mg) 
3. SLAM (M^) and SIMSCRIPT (Mg) 
Figure 3.9. Tests for any significant differences among 
the rates of change in memory time of the 
three languages 
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Table 3.14. Equations of the memory time lines 
PROG Intercept Rate of change (slope) 
GPSS 816.90 ± 95. 52 142.67 ± 2.88 
SLAM 10622.20 ± 95. 52 376.01 ± 2.88 
SIMSCRIPT 8039.05 ± 95. 52 206.53 ± 2.88 
It has been statistically shown that there were sig­
nificant differences among the languages in memory time, 
averaging across both languages and simulation periods. 
And the languages had different positive linear rates of 
change, in memory times, due to change in simulation 
periods. Figure 3.10 shows the plots of the average memory 
times and clearly indicates the above statistical results. 
3.3.5. Memory requirement for compilation 
An analysis of variance was conducted for the results 
of the memory requirement for compilation. However, an 
ANOVA table was not included here because the sums of 
squares in the table were zeros, except for the entry which 
checked for differences in memory requirements among the 
languages. This entry indicated highly significant dif­
ferences in memory requirement among the three languages. 
These sums of squares were zeros because there were no var­
iations in memory requirement (compilation) due to replica­
tions nor due to length of simulation periods. This should 
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be expected, because in the compilation process, the com­
piler produced an object code for the source program. 
Since there was no change in the model, the compiler 
was repeating the same process and producing the same 
object code in every trial. Therefore, it used the same 
region of memory every time it compiled the source program. 
Table 3.15 shows the average memory requirement for 
compilation for each language. SIMSCRIPT had the highest 
average, GPSS the second highest, and SLAM the lowest 
average. Figure 3.11 shows the plots of memory require­
ment for compilation of the three languages versus the 
length of simulation period. 
Table 3.15. Averages of memory requirement for compila­
tion 
Language Average memory 
GPSS 124.0 ± 0.0 
SLAM 92.0 ± 0.0 
SIMSCRIPT 168.0 ± 0.0 
3.3.6. Memory requirement for execution 
Table 3.16 shows that there are no significant differ­
ences in memory requirement for execution across replica­
tions. The small variation could be attributed to the 
randomness in the model. These variations were associated 
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Table 3.16. ANOVA table for the memory requirement data 
Source DF SS MS 
REPLICATIONS 
WEEK 
linear 
remainder 
ERROR (a) 
PROG 
PROG*WEEK 
difference in 
rate of change 
remainder 
ERROR (b) 
TOTAL 
1 
4 
4 
2 
8 
(1) 
C3) 
( 2 )  
( 6 )  
10 
2 9  
4.800 
3.200 
13.867 
107924.267 
6.400 
(1.067) 
(2.133) 
(2.133) 
(4.267) 
37.33 
107989.867 
4.80 
0 . 8 0  
1.07 
0.71 
3.467 
53962.14 
0 . 8 0  
1.07 
0.71 
3.733 
1.38 
0.23 
0.31 
0 . 6 2  
14455.43** 
0.21 
0.29 
0.19 
**P < .01. 
87 
with the number of jobs in the model because, when there 
is a large number of jobs, more memory will be required to 
store their attributes and vice versa. 
The table also indicates that there were no signifi­
cant differences in the average memory requirement, aver­
aged across languages, for the different simulation 
periods. The trends in average memory requirement, aver­
aged across languages, were not significant due to change 
in simulation periods. Highly significant differences were 
indicated among the average memory requirements of the 
three languages, averaging across length of simulation 
periods. This means that the memory required by each 
language was different for each language. 
The equations of the memory requirement lines of the 
three languages are given in table 3.17. The table shows 
zero rates of change in memory requirement for both GPSS 
and SLAM, but a negligible rate for SIMSCRIPT. 
Table 3.17. Equations of the memory requirement (execu­
tion) lines 
Language Intercept Rate of change (slope) 
GPSS 
SLAM 
SIMSCRIPT 
132.0 ± 1.196 
224.0 ± 1.196 
77.6 ± 1.196 
0.00 ± 0.036 
0.00 ± 0.036 
0.04 ± 0.036 
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The averages of memory requirement for execution of 
the three languages are given in table 3.18. Figure 3.12 
shows that there are significant differences among these 
averages. SLAM had the highest average, GPSS the second 
highest, and SIMSCRIPT the lowest average. Figure 3.13 
shows the plots of average memory requirement for execution 
for the three languages. 
Table 3.18. Averages of memory requirement for execution 
Language Average memory 
GPSS 132.0 ± 0.611 
SLAM 224.0 ± 0.611 
SIMSCRIPT 78.8 ± 0.611 
3.4. Summary 
The findings reached by the experimentation of the 
small size model are summarized in this section. Table 
3.19 summarizes the results collected from the various trials 
of such models. These figures in the table represent the 
averages of the various variables, averaged across length 
of simulation period. 
1. Compilation time 
1.1. There was no relationship between compila­
tion time and the length of simulation 
period; no change in compilation time of 
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TEST 1 TEST 2 TEST 3 
«0 1
 II 0 1 II 0 - "s = 0 
«A Mq - ML 7^ 0 
"G - Mg ?! 0 
1 II 0 
|M. - M.1 92.0 53.2 145.2 
I 'cl 106.48 61.57 168.06 
RESULT Reject Reject Reject 
M_ = 132.0 = 224.0 ML = 78.8 
O XJ o 
a = 0.05 df = 10 
s — 0•611 
'.025,10 = I'd = 
Objectives : 
Is there any significant difference between the aver­
ages of memory requirements for execution of ; 
1. GPSS (Mg) and SLAM (M^) 
2. GPSS (M^) and SIMSCRIPT (Mg) 
3. SLAM (M^) and SIMSCRIPT (Mg) 
Figure 3.12. Tests for any significant differences among 
the memory requirement averages of the three 
languages 
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Table 3.19. Summary of the small size model results^ 
GPSS SIMS SLAM SIMS GPSS 
SLAM 
GPSS 
SLAM 
SIMS 
Compilation time 0. 093 4.890 1.079 52.58 11.60 0.22 
(4.53) 
Rate of change 0.00 0.00 0.00 0.00 0.00 0.00 
Execution time 4.761 18.183 16.664 3.82 3.50 0.92 
(1.1) 
Rate of change 0.159 0.596 0.514 3.75 3.23 0.86 
(1.16) 
CPU time 5.473 23.791 18.661 4.35 3.41 0.78 
(1.27) 
Rate of change 0.177 0.596 0.514 3.37 2.90 0.86 
(1.16) 
Memory time 5142 14234 21902 2.77 4.26 1.54 
(0.65) 
Rate of change 142.67 206.53 376.01 1.45 2.64 1.82 
(0.55) 
Memory for compilation 124.0 168.0 92.0 1.35 0.74 
(1.34) 
0.55 
(1.83) 
Rate of change 0.0 0.0 0.0 0.0 0.0 0.0 
Memory for execution 132.0 78.8 224.0 0.60 
(1.68) 
1.70 2.84 
Rate of change 0.0 0.0 0.0 0.0 0.0 0.0 
^Numbers in parentheses indicate the reciprocal of the number above it. 
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any of the three languages due to change in 
simulation period. 
1.2. There were large differences among the 
compilation time averages of the three 
languages. GPSS compiled 52.6 times faster 
than SIMSCRIPT and 11.6 times faster than 
SLAM. SLAM compiled 4.53 times faster than 
SIMSCRIPT. 
2. Execution time 
2.1. There was a linear relationship between execu­
tion time and the length of simulation period. 
Execution time increased linearly as the 
length of simulation period increased for all 
three languages. 
2.2. There were differences among the execution 
time averages of the three languages. GPSS 
executed 3.82 times faster than SIMSCRIPT, 
and 3.50 times faster than SLAM. SIMSCRIPT 
execution times were slightly less than those 
of SLAM for the 10 and 20-week periods. How­
ever, SLAM executed faster than SIMSCRIPT 
for the longer periods. On the average, 
SLAM executed 1.1 faster than SIMSCRIPT. 
2.3. There were differences among the rates of 
change in execution time of the three 
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languages. GPSS had the smallest rate of 
change in execution time due to change in 
simulation period. The rate of change of 
SIMSCRIPT was 3.75 times larger than that 
of GPSS, and 1.16 times larger than SLAM's 
rate. The rate of change of SLAM was 3.23 
times larger than that of GPSS. 
3. CPU time 
3.1. There was a linear relationship between the 
CPU time and the length of simulation period. 
The CPU time of each language increased 
linearly as the length of simulation period 
increased. 
3.2. There were large differences among the CPU 
time averages of the three languages. GPSS 
used less CPU time than both SIMSCRIPT and 
SLAM. SIMSCRIPT used 4.35 times more than 
GPSS used, and 1.27 times more than SLAM 
used. SLAM used 3.41 times more than GPSS 
used. 
3.3. There were significant differences among the 
rates of change in CPU time of the three 
languages. GPSS had the smallest rate of 
change in CPU time due to change in simula­
tion period. The rate of change of SIMSCRIPT 
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was 3.37 times larger than that of GPSS, 
and 1.16 times larger than that of SLAM. 
The rate of change of SLAM was 2.90 times 
larger than that of GPSS. 
3.4. The rate of change in execution time equaled 
the rate of change in CPU time for both SLAM 
and SIMSCRIPT. But the rate of change in 
CPU time was slightly higher than that of 
execution time for GPSS. 
4. Memory time 
4.1. There was a linear relationship between 
memory time and the length of simulation 
period. The memory time of each language 
increased linearly as the length of simula­
tion period increased. 
4.2. There were differences among the memory time 
averages of the three languages. GPSS used 
less memory time than both SLAM and SIMSCRIPT 
because it was faster in execution and re­
quired less memory. Since SLAM required 
larger memory area for execution than SIM­
SCRIPT, it used more memory time, even though 
it executed slightly faster than SIMSCRIPT. 
SIMSCRIPT used 2.77 times the memory time of 
GPSS, and SLAM used 4.26 times that of GPSS. 
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SLAM used 1.54 times the memory time of 
SIMSCRIPT. 
4.3. There were differences among the rates of 
change in memory time of the three lan­
guages. SLAM had the highest rate of 
change, SIMSCRIPT the second highest, and 
GPSS the lowest rate of change in memory 
time due to change in simulation period. 
The rate of change of SIMSCRIPT was 1.54 
times the rate of GPSS. The rate of change 
of SLAM was 2.64 times that of GPSS, and 
1.82 times the rate of SIMSCRIPT. 
5. Memory requirement for compilation 
5.1. There was no relationship between the memory 
requirement for compilation and the length 
of simulation period. The memory required 
to compile the model for all three languages 
did not change due to change in simulation 
period. 
5.2. There were significant differences among the 
memory requirements for compilation of the 
various languages. SIMSCRIPT required 1.35 
times the GPSS memory requirement and 1.8 3 
times SLAM requirement. GPSS memory require­
ment for compilation was 1.34 times that of 
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SLAM. 
6. Memory requirement for execution 
6.1. There was no relationship between the memory 
requirement for execution and the length of 
the simulation period; no change existed in 
memory requirement fox 'any of the three 
languages due to change in simulation 
period. 
6.2. There were significant differences among the 
memory requirement for execution, of the 
three languages. SLAM required 2.84 times 
the memory requirement of SIMSCRIPT and 1.70 
times that of GPSS. GPSS required 1.68 times 
the memory requirement of SIMSCRIPT. 
From the above results, it can be easily seen that 
GPSS was the most appropriate language, among the three, 
to be used in simulating small size manufacturing facilities. 
It compiled and executed faster; it used less CPU and 
memory time than the other two languages. 
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4. MEDIUM SIZE MODEL 
The only change that occurred in this part of the 
experiment was that the model size had changed. This 
model simulated a twelve-machine-center facility that pro­
duces six products. The main objective of this chapter 
was to study the effect of the simulation period on each 
of the three languages when the medium size model was used. 
The size of the model will remain unchanged throughout this 
part of the experiment. The format of this chapter is very 
much similar to that of chapter 3. The objectives of the 
statistical analysis are also the same. To avoid repeti­
tions, the results of the statistical analysis are not 
thoroughly discussed, as was the case in the previous 
chapter. Those results that were affected by the change 
in model size were briefly discussed. The effects of model 
size changes will be fully investigated in chapter 6. 
4.1. Input Data 
The input data used for the medium size model are 
given in figure 4.1. Figure 4.2 displays the routings of 
products 4, 5, and 6. Both the data and the routings of 
products 1, 2, and 3 are given in chapter 3 (figures 3.1 
and 3.2). Jobs arrive to this facility in a Poisson 
fashion with a mean rate of 75 jobs per 8-hour day. All 
operation times are exponentially distributed. 
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TYPE 1 2 3 4 5 6 
% 15 15 15 20 20 15 
(a) 
DEPARTMENT 1 2 3 4 5 6 7 8 9 10 11 12 
MACHINES 14 5 4 8 16 4 8 8 6 
(b) 
PRODUCT 1 2 3 4 5 6 
NO. OF DEPT. 4 3 5 6 6 6 
(c) 
SEQUENCE 7 8 9 10 11 12 
MEAN OP. TIME 80 25 60 40 35 50 
(d) 
SEQUENCE 1 4 8 10 8 12 
MEAN OP. TIME 30 25 85 100 55 70 
(e) 
SEQUENCE 1 3 5 7 9 11 
MEAN OP. TIME 30 25 80 70 55 40 
(f) 
Figure 4.1. Input data for the medium size model: 
(a) percent of job type; (b) number of 
machines in each center; (c) number of 
machine centers to be visited by each product; 
(d) data of product #4; (e) data of product 
#5; and (f) data of product #6 
12 11 10 
10 12 
linn I 25 
11 
kO 
V£) 
Figure 4.2. Routings of products 4, 5, and 6 
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4.2. Results 
The results of this part of the experiment are shown 
in tables 4.1 through 4.5. 
4.3. Analysis of Results 
The results of each of the variables shown in tables 
4.1 through 4.5 will be statistically analyzed, following 
the same procedure used in chapter 3. The purpose of the 
analysis is to determine the effects of the simulation 
period on these variables in the use of a medium size 
model. 
4.3.1. Compilation time 
Table 4.6 indicates that there were significant dif­
ferences in compilation times across replications. These 
small variations could be attributed to computer conditions 
which change from one replication to another. As was shown 
in the first part of the experiment, no significant differ­
ences existed in the average compilation times, averaging 
across languages, for the different simulation periods. 
Yet, the languages significantly differed from each other 
in average compilation times, averaging across length of 
simulation periods. Again, there was no indication of 
trends in the average compilation time due to change in 
simulation periods. 
The equations of the compilation time lines for all 
101 
Table 4.1. Results of the 10-week simulation period^ 
REP COMP EXEC CPU MEMO MRCO MREX 
GPSS 1 0.117 2.666 3.14 3192 124 140 
2 0.121 2.958 3.44 3349 124 140 
SIMS 1 4.90 11.260 16.94 11839 168 84 
2 5.00 11.210 16.97 11866 168 80 
SLAM 1 1.08 12.560 14.61 18817 92 224 
2 1.08 11.980 14.02 18430 92 224 
SIMS _ SIMSCRIPT 
REP = Replications 
COMP =• Compilation time - seconds 
EXEC = Execution time - seconds 
CPU = CPU time - seconds 
MEMO Memory time - 2K-seconds 
MRCO = Memory requirement for compilation - K bytes 
MREX Memory requirement for execution - K bytes. 
Table 4.2. Results of the 20-week simulation period 
REP COMP EXEC CPU MEMO MRCO MREX 
GPSS 1 0.117 5.465 6.21 5548 124 140 
2 0.117 5.576 6.33 5602 124 140 
SIMS 1 4.91 21.910 27.55 15481 168 84 
2 4.93 22.430 28.11 15666 168 84 
SLAM 1 1.07 22.260 24.27 25643 92 224 
2 1.08 22.110 24.15 25565 92 224 
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Table 4.3. Results of the 30-week simulation period 
REP COMP EXEC CPU MEMO MRCO MREX 
GPSS 1 0.117 8.292 9.32 7923 124 140 
2 0.121 8,253 9.29 7902 124 140 
SIMS 1 4.88 32.76 38.37 19184 168 84 
2 4.95 32, 99 38.69 19301 168 84 
SLAM 1 1.07 32,01 34.01 32521 92 224 
2 1.07 31,72 33.72 32332 92 224 
Table 4.4. Results ; of the 40-week simulation period 
REP COMP EXEC CPU MEMO MRCO MREX 
GPSS 1 0.120 11.563 12. 87 10524 124 140 
2 0.123 11.425 12.73 10433 124 140 
SIMS 1 4.89 43.19 48. 80 22767 168 84 
2 5.01 46.08 51.86 23785 168 88 
SLAM 1 1.07 41. 86 43.85 39466 92 224 
2 1.09 42.60 44.65 39989 92 224 
Table 4.5. Results ; of the 50-week simulation period 
REP COMP EXEC CPU MEMO MRCO MREX 
GPSS 1 0.124 13.886 15.48 12638 124 140 
2 0.121 13.926 15.51 12649 124 140 
SIMS 1 4.87 54.28 59,87 26554 168 84 
2 4.88 53.98 59.59 26464 168 84 
SLAM 1 1.07 51.85 53.85 46518 92 224 
2 1.09 51,94 53.96 46581 92 224 
Table 4.6. ANOVA table for the compilation time data 
SOURCE DF SS MS 
REPLICATIONS 
WEEK 
linear 
remainder 
ERROR (a) 
PROG 
PROG*WEEK 
difference in 
rate of change 
remainder 
ERROR (b) 
TOTAL 
1 
4 
4 
2 
8 
(1) 
(3) 
( 2 )  
( 6 )  
10 
29 
0.0048 
0 . 0 0 2 6  
0.0016 
129.2046 
0.0052 
(0.0007) 
(0.0019) 
( 0 . 0 0 2 2 )  
(0.0030) 
0.0090 
129.227839 
0.0048 
0.0007 
0.0007 
0 . 0 0 0 6  
0.0004 
64.6023 
0.0007 
0.0011 
0.0005 
0.0009 
11.68 
1.61 
1.74 
1.57 
71780.34** 
0.73 
1.22 
0.56 
**P < 0.01. 
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three languages are given in table 4.7. Negligible rates 
of change in compilation times are indicated for the three 
languages. 
Table 4.7. Equations of the compilation time lines 
PROG Intercept Rate of change (slope) 
GPSS 0. 116 ± 0.022 0.00012 ± 0.00065 
SLAM 1. 076 ± 0.022 0.00005 ± 0.00065 
SIMSCRIPT 4. 958 ± 0.022 -0.00120 ± 0.00065 
The averages of compilation times for the various 
languages are shown in table 4.8. Figure 4.3 indicates 
that there were significant differences among these 
averages. Again, SIMSCRIPT had the largest average compil 
tion time, SLAM the second largest, and GPSS the smallest 
average compilation time among the three languages. 
Table 4.8. Averages of compilation times 
PROG Average compilation time 
GPSS 
SLAM 
SIMSCRIPT 
0.120 ± 0.0095 
1.077 ± 0.0095 
4.922 ± 0.0095 
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TEST 1 TEST 2 TEST 3 
«0 Gc - G, = 0 =0 - 5s = 0 CL - Cg = 0 
»A Cc - ËL f 0 =0 - Cg f 0 ËL - Cg f 0 
|C. - c.1 0. 957 4.802 3.845 
|tcl 71.42 358.36 286.94 
RESULT Reject Reject Reject 
Cg = 0.120 = 1.077 Cg = 4.922 
a =0.05 df = 10 s = 0.0095 
^.025,10 ±2.228 |tcl 
lu 
m
 
lu 
II 
Objectives : 
Is there any significant difference between the 
average compilation time of 
1. GPSS (Cg) and SLAM (C^) 
2. GPSS (Cg) and SIMSCRIPT (Cg) 
3. SLAM (C^) and SIMSCRIPT (Cg) 
Figure 4.3. Tests for any significant differences among 
the compilation time averages of the three 
languages 
106 
The compilation time averages of SIMSCRIPT and SLAM have 
not changed due to change in model size. However, in this 
part of the experiment, GPSS showed a slight increase in 
compilation time than that recorded in the first part of 
the experiment. Figure 4.4 shows graphically the plots of 
average compilation times of the three languages and clearly 
indicates the above statistical results. 
4.3.2. Execution time 
Table 4.9 shows that there were no significant dif­
ferences in execution times across replications. This 
means that there were not many variations in the random 
behaviors of the simulated facility due to changes in the 
seeds of the random number generators. Again, highly sig­
nificant differences were indicated among simulation 
periods, in the average execution times, averaging across 
languages. And significant differences were indicated among 
the languages in the average execution times averaging 
across simulation periods. The average execution times of 
the three languages had linear relationships with the 
length of the simulation period. The languages had dif­
ferent rates of change in execution times. Nonlinear 
trends were not indicated in the average execution times 
due to change in simulation periods for all three languages. 
Table 4.10 gives the equation of the execution time 
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PLOT OF COMPMEAN*MEEK SYMBOL IS VALUE OF PROG 
COMPMEAN I 
6.0 + 
4.5 
3.5 
3.0 
2.5 
2.0 
1.5 
1  . 0  
0.5 
10 20 30 
WEEK 
Figure 4.4. Plot of compilation times vs. length of 
simulation periods 
Table 4.9. ANOVA table for the execution time data 
Source DF SS MS 
REPLICATIONS 
WEEK 
linear 
remainder 
ERROR (a) 
PROG 
PROG*WEEK 
difference in 
rate of change 
remainder 
ERROR (b) 
TOTAL 
1 
4 
4 
2 
8 
(1) 
(3) 
( 2 )  
( 6 )  
10 
29 
0.378 
3705.60 
1.72 
3891.74 
771.08 
(3703.99) 
(1.60) 
2.85 
8373.364 
(770.35) 
(0.74) 
0.377 
926.399 
3703.994 
0.535 
0.430 
1945.869 
96.386 
385.174 
0.123 
0.285 
0 . 8 8  
2156.02** 
8620.36** 
1.25 
6835.29** 
338.58** 
1353.01** 
0.43 
**P < 0.01. 
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Table 4.10. Equations of the execution time lines 
PROG Intercept Rate of change (slope) 
GPSS -0. 048 ± 0.396 0.282 + 0.012 
SLAM 2. 301 ± 0.396 0.993 ± 0.012 
SIMSCRIPT 0. 533 ± 0.396 1.083 ± 0.012 
line for each language. It shows positive rates of change 
in execution time for all three languages. Figure 4.5 
shows that these rates were significantly different from 
each other. Again, SIMSCRIPT had the largest rate, SLAM 
the second largest, and GPSS the smallest rate of change 
in execution time due to change in simulation period. All 
three rates have changed due to change in model size. The 
rates recorded in this part of the experiment were greater 
than those recorded for the small size model. 
But are these changes in the rates due to change in 
model size significant? How much is the increase in each 
rate due to change in model size? Do these increases in 
the rates differ significantly? Answers to these questions 
are deferred to chapter 6 where a detailed analysis is 
presented to investigate the effect of changes in the model 
size on these variables being studied. 
Figure 4.6 shows the plots of average execution times 
of the three languages versus the length of simulation 
periods. 
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TEST 1 TEST 2 TEST 3 
«0 ÊG - ®L = ° Sc  -  Ss  =  0 ^L - Êg = 0 
«A So - ^ L f  0  So  -  Sg  f 0 -  Êg  f 0  
|Ê .  -  Ê . |  0.711 0.801 0.09 
I t c l  41.90 47. 20 5.30 
RESULT Reject Reject Reject 
Êg = 0.282 
^L 
= 0.993 
^S 
= 1.083 
a =0.05 df  = 10 s = 0.012 
t.025,10 ±2.228 I t c l  
|E. - E. I  
/2 s 
Objectives ; 
Is there any significant difference between the rate 
of change in execution time of 
1. GPSS (Êg) and SLAM (Ê^^) 
2. GPSS (Êg) and SIMSCRIPT (Eg) 
3. SLAM (Eg) and SIMSCRIPT (Eg) 
Figure 4.5. Tests for any significant differences among 
the rates of change in execution time of the 
three languages 
Ill 
PLOT OF EXECMEAN$*EEK SYMBOL IS VALUE OF PROG 
EXECMEAN | 
60 + 
NOTE: 1 OBS HIDDEN 
20 30 
WEEK 
SO 
Figure 4.6. Plot of execution times vs. length of simula 
tion period 
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4.3.3. CPU time 
Table 4.11 indicates that there were no significant 
differences in CPU times across replications. Significant 
differences were indicated among the averages of CPU times, 
averaging across languages. The languages showed signifi­
cant differences in the average CPU times, averaging 
across length of simulation periods. The CPU time averaged 
of the three languages exhibited linear relationships with 
the length of simulation periods. The linear rates of 
change were different for the various languages. All of 
the above results have been reached in the first part of 
the experiment. No major changes were expected to occur 
due to change in model size. However, the rates of change 
in CPU time were expected to change. 
Table 4.12 gives the equations of the CPU times lines 
of the three languages. The table shows positive rates of 
change in CPU times for all languages. Figure 4.7 indi­
cates that there were significant differences among these 
rates. SIMSCRIPT had the largest rate, SLAM the second 
largest, and GPSS the smallest rate of change in CPU time 
due to change in simulation period. All of these rates 
have changed due to change in model size. The rates 
recorded for the medium size model were greater than those 
recorded for the small size model. Figure 4.8 shows the 
plots of average CPU times of the three languages. 
Table 4.11. ANOVA table for the CPU time data 
Source DF SS MS 
REPLICATIONS 1 
WEEK 4 
linear (1) 
remainder (3) 
ERROR (a) 4 
PROG 2 
PROG*WEEK 8 
difference in 
rates of change (2) 
remainder (6) 
ERROR (b) 10 
TOTAL 29 
0.50 
3784.67 
1.87 
4949.85 
713.25 
(3782.93) 
(1.74) 
(712.41) 
(0.85) 
3.1685 
9453.31635 
0.50 
946.17 
3782.93 
0.58 
0.47 
2474.93 
89.16 
356.20 
0.14 
0.32 
1.07 
2022.39** 
8085.83** 
1.24 
7811.03** 
281.38** 
1124.20** 
0.45 
**P < 0.01. 
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TEST 1 TEST 2 TEST 3 
«0 Cc - ^ L = 0 Cg - Cg . 0 CL - Cg = 0 
«A CC - CL f 0 Cg - Cg f 0 
/s 
CL - Cg f 0 
|C. - C.| 0. 683 0.772 0.089 
l^cf 37.15 41.99 4.84 
RESULT Reject Reject Reject 
Cg = 0.309 C^ = 0.992 Jj Cg = 1.081 
a =0.05 df = 10 s = 0.013 
025,10 ±2.228 
= |6. - c.| 
/2 s 
Objectives : 
Is there any significant difference between the rate 
of change in CPU time of 
1. GPSS (Cg) and SLAM (Cj^) 
2. GPSS (Cg) and SIMSCRIPT (Cg) 
3. SLAM (Cj^) and SIMSCRIPT (Cg) 
Figure 4.7. Tests for any significant differences among 
the rates of change in CPU time of the three 
languages 
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PLOT OF CPUMEAN#MEEK SYMBOL IS VALUE OF PROG 
CPUMEAN I 
60  *  
35 
30 
20 
15 
10 
10 30 
WEEK 
40 50 
Figure 4.8. Plot of CPU times vs. length of simulation 
period 
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Table 4.12. Equations of the CPU time lines 
PROG Intercept Rates of change (slope) 
GPSS 0. 150 ± 0.418 0.309 ± 0.013 
SLAM 4. 343 ± 0.418 0.992 ± 0.013 
SIMSCRIPT 6. 260 ± 0.418 1.081 ± 0.013 
4.3.4. Memory time 
Table 4.13 shows that differences in memory time were 
not significant across replications. The average memory 
times, averaging across simulation periods, were signifi­
cantly different. And the average memory times, averaging 
across languages, were also different. The table also 
indicates that the average memory times of the three lan­
guages had only linear rates of change with the length of 
the simulation periods. Significant differences are 
indicated among these rates of change. 
Table 4.14 gives the equations of the memory time 
lines of the three languages. Positive rates of change in 
memory time are indicated for all three languages. Figure 
4.9 shows significant differences among these rates. SLAM 
had the highest rate, SIMSCRIPT the second highest, and 
GPSS the lowest rate of change in memory time due to 
change in simulation period. All three rates have changed 
due to change in model size. These rates were greater than 
those recorded in the first part of the experiment. 
Table 4.13. ANOVA table for the memory time data 
Source DF SS MS F 
REPLICATIONS 1 56246. 700 56246.70 0. 73 
WEEK 4 1138111064. 467 28452791.12 370. 91** 
linear 
remainder 
(1) 
(3) 
(1137796016. 
(315048. 
017) 
450) 
1137796016.02 
105016.15 
14832. 
1. 
31** 
37 
ERROR (a) 4 306842. 467 76710.62 
PROG 2 3034849001. 267 151742450.63 3478. 86** 
PROG*WEEK 
difference in 
rate of change 
remainder 
8 
(2) 
(6) 
227483615. 733 
(227407322. 
(76293. 
133) 
60) 
28435451.72 
113703661.07 
12715.60 
651. 
2606. 
0. 
91** 
78** 
29 
ERROR (b) 10 436184. 33 43618.43 
TOTAL 29 4401242954. 967 
**P < 0.01. 
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TEST 1 TEST 2 TEST 3 
«0 1
 II 0 Mg - Mg = 0 K - Mg = 0 
«A &G - &L f 0 Mg - Mg / 0 ^L - Mg ^ 0 
A A |M. - M.1 463.26 133.66 329.60 
l^cl 70.14 20.24 49.91 
RESULT Reject Reject Reject 
Mg = 236,50 
^L 
= 699.76 
^S = 370.16 
a =0.05 df = 10 s 4.67 
025,10 2 .228 l^cl 
_  |M .  - M. I  
/2 s 
Objectives : 
Is there any significant difference between the rate 
of change in memory time of 
1. GPSS (Mq) and SLAM (M^) 
2. GPSS (Mq) and SIMSCRIPT (Mg) 
3. SLAM (Mj^) and SIMSCRIPT (Mg) 
Figure 4.9. Tests for any significant differences among 
the rates of change in memory time of the 
three languages 
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Table 4.14. Equations of the memory time lines 
PROG Intercept Rate of change (slope) 
GPSS 818.15 ± 154. 89 236.50 ± 4.67 
SLAM 11593.55 ± 154. 89 699.76 ± 4.67 
SIMSCRIPT 8186.05 ± 154. 89 370.16 ± 4.67 
Figure 4.10 shows the plots of average memory times for all 
three languages. 
4.3.5. Memory requirement for compilation 
An analysis of variance was conducted for the data of 
the memory requirement for compilation. As the case was 
in the previous part, there were no variations in memory 
requirement (compilation) due to replications or due to 
length of simulation periods, which produced zero sums of 
square in the analysis of variance. As a matter of fact, 
the data in this part of the experiment have not changed 
from the previous one at all. Each language used the same 
region of memory to compile the medium size model as it 
did to compile the small size model. Therefore, no addi­
tional analysis will be made here, and the reader is re­
ferred to section 3.3.5 for a complete analysis. Figure 
4.11 is a plot of the memory requirement for compilation 
of the three languages. It shows the differences among the 
memory requirement averages of the languages to compile the 
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MEMOHEAN 
45000 
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PLOT OF MEMOMEAN*WEEK SYMBOL IS VALUE OF PROG 
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WEEK 
Figure 4.10. Plot of memory times vs. length of simula 
tion period 
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Figure 4.11. Plot of memory requirements for compilation 
vs. length of simulation period 
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same size model. 
4.3.6. Memory requirement for execution 
Table 4.15 shows that there are no significant differ­
ences among the memory requirements for execution across 
replications. The table also indicates that the differ­
ences in the average memory requirement were not signifi­
cant, averaging across languages, for the different simula­
tion periods. The trends in average memory requirement, 
averaged across languages, were not significant due to 
change in simulation period. The only significant differ­
ences were indicated among the memory requirement averages 
of the three languages, averaging across length of simula­
tion periods. The table indicates that there were no sig­
nificant differences among the rates of change in memory 
requirements for execution of the three languages. 
The equations of the memory requirement lines of the 
three languages are given in table 4.16. The table shows 
negligible rates of change in memory requirement for all 
three languages. The averages of memory requirement for 
execution of the three languages are given in table 4.17. 
The averages of GPSS and SIMSCRIPT had slightly increased, 
but SLAM's average had not changed due to change in model 
size. Figure 4.12 shows that there were significant dif­
ferences among these averages. SLAM had the highest 
Table 4.15. ANOVA table for memory requirement data 
Source DF SS MS 
REPLICATIONS 
WEEK 
linear 
remainder 
ERROR (a) 
PROG 
PROG*WEEK 
difference in 
rate of change 
remainder 
ERROR (b) 
TOTAL 
1 
4 
(1) 
(3) 
4 
2 
8 
( 2 )  
( 6 )  
10 
29 
0 .  0 0  
5.33 
5.33 
99306.67 
10. 67 
(2.40) 
(2.93) 
(4.80) 
(5.87) 
10.67 
99338.667 
0 . 0 0  
1.33 
2.40 
0.98 
1.33 
49653.34 
1.33 
2.40 
0.98 
1.07 
0 . 0 0  
1.00 
1.80 
0.73 
46404.99 
1.25 
2.24 
0.91 
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TEST 1 TEST 2 TEST 3 
«0 "G - "L ° 0 1
 II 0 ML - Mg = 0 
«A "G - ^ 0 Mq  - Ms ^  0 Ml - Ms ^ 0 
|M. - M. 1 o 0
0 
56.0 140. 0 
Itcl 181.64 121.09 302.74 
RESULT Reject Reject Reject 
Mg = 14 0.0 = 224.0 Mg = 84.0 
a =0.05 df = 10 s = 0.327 
^.025,10 
±2.228 Itcl 
|M. - M.1 
/2 s 
Objectives : 
Is there any significant difference between the 
average memory requirement for execution of 
1. GPSS (M„) and SLAI4 (M^ ) 
ii 
2. GPSS (Mg) and SIMSCRIPT (Mg) 
3. SLAM (M^) and SIMSCRIPT (Mg) 
Figure 4.12. Tests for any significant differences among 
the memory requirement averages for execu­
tion of the three languages 
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Table 4.16. Equations of the memory requirement (execu­
tion) lines 
Language Intercept Rate of change (slope) 
GPSS 140.0 ± 0.754 0.00 ± 0.023 
SLAM 224.0 ± 0.754 0.00 ± 0.023 
SIMSCRIPT 82.2 ± 0.754 0.06 ± 0.023 
average, GPSS the second highest, and SIMSCRIPT the lowest 
average. Figure 4.13 shows the plots of memory require­
ment for execution of the three languages versus length 
of simulation periods. 
Table 4.17. Averages of the memory requirement for 
execution 
Language Average memory requirement 
GPSS 140.0 ± 0.327 
SLAM 224.0 ± 0.327 
SIMSCRIPT 84.0 ± 0.327 
4.4. Summary 
Table 4.18 summarizes the results collected from the 
various trials of the medium size model. The numbers in 
the table are the averages of the variables for each lan­
guage, averaged across length of simulation periods. No 
major changes have occurred to the results reached by the 
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Figure 4.13. Plot of memory requirements for execution 
vs. length of simulation period 
Table 4.18. Summary of the medium size model results^ 
GPSS SIMS SLAM SIMS GPSS 
SLAM 
GPSS 
SLAM 
SIMS 
Compilation time 0.120 4.922 1.077 41.02 8.96 0.22 
(4.57) 
Rate of change 0.00 0.00 0.00 0.00 0.00 0.00 
Execution time 8.40 33.01 32.09 3.93 3.82 0.97 
(1.03) 
Rate of change 0.282 1.083 0.993 3.84 3.52 0.92 
(1.09) 
CPU time 9.43 38.68 34.11 4.10 3.62 0.88 
(1.13) 
Rate of change 0.309 1.081 0.992 3.50 3.21 0.92 
(1.09) 
Memory time 7976 19290 32586 2.42 4.09 1.69 
(0.59) 
Rate of change 236.50 370.16 699.76 1.57 2.96 1.89 
(0.53) 
Memory for compilation 124.00 168.00 92.00 1.35 0.74 
(1.35) 
0.55 
(1.83) 
Rate of change 0.00 0.00 0. 00 0.00 0.00 0.00 
Memory for execution 140.00 84.00 224.00 0.60 
(1.67) 
1.60 2.67 
Rate of change 0.00 0.00 0.00 0.00 0.00 0.00 
^Numbers in parentheses indicate the reciprocal of the number above it. 
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first part of the experiment due to change in model size. 
However, most of the variables had been affected due to 
changing the model size from small to medium. A discus­
sion on these changes is deferred to chapter 6, where the 
effects of model size on the variables being studied will 
be fully investigated. 
As the case was in the small model, GPSS proved to 
be the most appropriate among the three languages to be 
used in manufacturing facilities simulation. It compiles 
and executes faster; it used less CPU and memory time than 
the other two languages. 
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5. LARGE SIZE MODEL 
The model in this part of the experiment simulated 
an eighteen-machine-center manufacturing facility which 
produced nine products. The main objective of this chapter 
was to study the effect of the simulation period on each 
of the three languages when a large size model was used. 
This model size is fixed and the same five simulation 
periods were used again. The format of this chapter is 
very much similar to those of the previous two chapters. 
The objectives and the procedures of the statistical 
analyses were also the same. 
5.1. Input Data 
The input data used for the large size model are given 
in figure 5.1. The routings of products 7, 8, and 9 are 
shown in figure 5.2. The data and routings of products 
1, 2, and 3 were given in chapter 3 (figures 3.1 and 3.2). 
The data and routings of products 4, 5, and 6 were given 
in chapter 4 (figures 4.1 and 4.2). The arrival rate of 
jobs to this facility follows a Poisson distribution with 
a mean rate of 100 jobs per 8-hour day. All operation times 
were exponentially distributed. 
5.2. Results 
The results collected from the various trials of the 
large size model are shown in tables 5.1 through 5.5. 
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TYPE 1 2 3-, 4 5 6 7 8 9 
% 10 10 10 10 10 10 10 15 15 
(a) 
DEPARTMENT 1 2 3 4 5 6 7 8 9 10 
MACHINES 14 5 4 8 16 4 8 8 6 6 
(b) 
DEPARTMENT 11 12 13 14 15 16 17 18 
MACHINES 4 6 6 5 4 5 7 4 
(bl) 
PRODUCT 1 2 3 4 5 6 7 8 9 
NO. OF CENTERS 4 3 5 6 6 6 7 7 9 
(c) 
SEQUENCE 4 7 10 13 16 17 18 
MEAN OP. TIME 20 30 25 170 60 80 45 
(d) 
SEQUENCE 1 8 5 14 13 16 17 
MEAN OP. TIME 20 35 25 90 60 100 70 
(e) 
SEQUENCE 2 5 7 12 17 15 13 17 18 
MEAN OP. TIME 20 25 20 25 75 85 70 25 75 
Figure 5.1. Input data for the large size model: (a) per­
cent of job type; (b and bl) number of machines 
in each center; (c) number of machine centers 
to be visited by each product; (d) data of 
product #7; (e) data of product #8; and 
(f) data of product #9 
8 
7 
8 
30 
Figure 5.2. 
16 18 17 
16 
1100 I 
17 
w 
13 
70 
15 
products 7, 8, and 9 
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Table 5.1. Results of the 10-week simulation period' a 
REP COMP EXEC CPU MEMO MRCO MREX 
GPSS 1 0.152 4.569 5.18 4520 124 148 
2 0.151 4.247 4.86 4356 124 148 
SIMS 1 4.86 18.35 23.92 13913 168 92 
2 4.87 17.96 23.54 13790 168 92 
SLAM 1 1.07 20.46 22.44 24294 92 224 
2 1.08 20.36 22.36 24240 92 224 
^SIMS = SIMSCRIPT 
REP = Replications 
COMP = Compilation time - seconds 
EXEC = Execution time - seconds 
CPU = CPU time - seconds 
MEMO = Memory time - 2K-seconds 
MRCO = Memory requirement for compilation - K bytes 
MREX = Memory requirement for execution - K bytes. 
Table 5.2. Results of the 20-week simulation period 
REP COMP EXEC CPU MEMO MRCO MREX 
GPSS 1 0.152 8.916 9.92 7986 124 148 
2 0.151 8.874 9.87 7950 124 148 
SIMS 1 4.86 36.18 41.75 19896 168 92 
2 4.87 35.39 40.97 19642 168 88 
SLAM 1 1.07 39.81 41.79 37562 92 224 
2 1.07 39.45 41.44 37336 92 224 
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Table 5.3. Results of the 30-week simulation period 
REP COMP EXEC CPU MEMO MRCO MREX 
GPSS 1 0.151 12.813 14.19 11203 124 148 
2 0.153 13.043 14.42 11302 124 148 
SIMS 1 4.86 52.94 58.51 25600 168 88 
2 4.90 54.46 60.07 26116 168 92 
SLAM 1 1.07 57.30 59.29 49625 92 224 
2 1.07 57.14 59.13 49520 92 224 
Table 5.4. Results of the 40-week simulation period 
REP COMP EXEC CPU MEMO MRCO MREX 
GPSS 1 0.152 17.665 19.69 14985 124 148 
2 0.157 17.326 19.10 14750 124 148 
SIMS 1 4.86 72.66 78.22 32267 168 92 
2 4.89 71.22 76.82 31815 168 92 
SLAM 1 1.07 76.01 77.98 62461 92 224 
2 1.08 74.30 76.30 61363 92 224 
Table 5.5. Results of the 50-week simulation period 
REP COMP EXEC CPU MEMO MRCO MREX 
GPSS 1 0.151 22.116 24.26 18415 124 148 
2 0.157 21.961 24.11 18348 124 148 
SIMS 1 4.85 88.45 94.01 37654 168 92 
2 4.87 88.03 93.61 37526 168 92 
SLAM 1 1.07 92.34 94.32 37766 92 224 
2 1.07 93.19 95.18 74329 92 224 
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5.3. Analysis of Results 
The data collected from the various traits of the model 
will be statistically analyzed, following the same statisti­
cal procedures used in the previous two chapters. The 
purpose of the analysis was to determine the effects of the 
simulation period on these variables of interest when a 
large size model was used. 
5.3.1. Compilation time 
Table 5.6 indicates that there were significant differ­
ences in compilation times across replications. These vari­
ations were attributed to computer conditions, which cannot 
be controlled. Once more, there was no indication of sig­
nificant differences in the average compilation times, 
averaging across languages, for the different simulation 
periods. Again, the languages showed significant differ­
ences in average compilation times, averaging across length 
of simulation periods. None of the languages showed any 
trends in the average compilation times due to change in 
simulation periods. 
Table 5.7 gives the equations of the compilation time 
lines for the three languages. The table indicates negli­
gible rates of change in compilation times for all three 
languages. 
Table 5.6. ANOVA table for the compilation time data 
Source DF SS MS F 
REPLICATIONS 1 0. 00066 0.00066 16. 5* 
WEEK 4 0. 00022 0.00005 1. 25 
linear 
remainder 
(1) 
(3) 
(0. 
(0. 
0000006) 
000199) 
0.0000006 
0.00007 
0. 
1. 
02 
75 
ERROR (a) 4 0. 00016 0.00004 
PROG 2 125. 0194 62.5097 694552. 22* 
PROG*WEEK 8 0. 00039 0.000049 0. 54 
difference in 
rate of change 
remainder 
(2) 
(6) 
(0. 
(0. 
000017) 
000373) 
0.0000009 
0.00006 
0. 
0. 
10 
66 
ERROR (b) 10 0. 00087 0.00009 
TOTAL 29 125. 0217 
*P < 0.05. 
**P < 0.01. 
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Table 5.7. Equations of the compilation time lines 
Language Intercept Rate of change (slope) 
GPSS 0. 151 ± 0.0072 0.00008 ± 0.00022 
SLAM 1. 074 ± 0.0072 -0.00005 ± 0.00022 
SIMSCRIPT 4. 869 ± 0.0072 0.00000 ± 0.00022 
Table 5.8 shows the compilation time averages for the 
various languages. Figure 5.3 indicates significant dif­
ferences among these averages. Once more, SIMSCRIPT had 
the largest compilation time, SLAM the second largest, and 
GPSS the smallest average compilation time among the three 
languages. The average compilation time of GPSS increased 
again due to change in model size, but there had been no 
change in the averages of SIMSCRIPT and SLAM. Figure 5.4 
shows the plots of average compilation times of the three 
languages, when the large size model was used. 
Table 5.8. Averages of compilation times 
Language Average compilation time 
GPSS 
SLAM 
SIMSCRIPT 
0.153 ± 0.003 
1.072 ± 0.003 
4.869 ± 0.003 
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TEST 1 TEST 2 TEST 3 
«0 Cc - CL = 0 - Cg = 0 ËL - Cg = 0 
»A Cc - ËL f 0 Cc - Cs f 0 ËL - Cg f 0 
|c. - c.1 0.919 4.716 3.797 
11 218.81 1122.86 904.05 
RESULT Reject Reject Reject 
Cg = 0.153 = 1.072 Cg = 4.869 
a  = 0 . 0 5  df = 10 s = 0.003 
t.025,10 ±2.228 Itcl 
lu 
m
 
lu 
II 
Objectives : 
Is there any significant difference between the 
compilation time averages of 
1. GPSS (Cg) and SLAM (C^) 
2. GPSS (Cg) and SIMSCRIPT (Cg) 
3. SLAM (C^) and SIMSCRIPT (Cg) 
Figure 5.3. Tests for any significant differences among 
the compilation time averages of the three 
languages 
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Figure 5.4. Plot of compilation times vs. length of 
simulation period 
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5.3.2. Execution time 
The results of the execution time analysis are the 
same as those found in the previous two parts of the 
experiment. Table 5.9 shows that there were no significant 
differences in execution time across replications. Signifi­
cant differences were indicated among simulation periods, 
in the average execution times, averaging across languages. 
Significant differences were also indicated among the 
languages, in the average execution times, averaging across 
simulation periods. Only linear relationships were indi­
cated among the execution time averages of the three 
languages due to change in simulation period. 
The equations of the execution time lines of the three 
languages are given in table 5.10. Positive rates of change 
in execution time were indicated for all three languages. 
These rates of change were significantly different as shown 
in figure 5.5. SLAM had the largest rate, SIMSCRIPT the 
second largest, and GPSS the smallest rate of change. In 
the previous two parts of the experiment, SIMSCRIPT had 
larger rates in execution time than SLAM. But for the 
large size model, SIMSCRIPT executed faster than SLAM and 
improved its execution time rate. All three rates have 
increased due to change in model size from medium to large. 
Figure 5.6 shows the plots of average execution times of 
the three languages when the large size model was used. 
Table 5.9. ANOVA table for the execution time data 
Source DF SS MS 
REPLICATIONS 
WEEK 
linear 
remainder 
ERROR (a) 
PROG 
PROG*WEEK 
difference in 
rate of change 
remainder 
ERROR (b) 
TOTAL 
1 
4 
4 
2 
8 
(1) 
(3) 
( 2 )  
( 6 )  
10 
29 
0.44 
10690.57 
2.37 
11902.74 
2413.04 
(10689.16) 
(1.41) 
(2410.64) 
(2.40) 
1.9133 
25011.066 
0.44 
2672.64 
10689.16 
0.47 
0.59 
5951.37 
301.63 
1205.32 
0.40 
0.19 
0.74 
4509.34** 
18034.99** 
0.79 
31110.14** 
1576.74** 
6300.68** 
2.09 
**P < 0.01, 
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TEST 1 TEST 2 TEST 3 
«0 - ^ L = 0 ^G - Bg =  0 ^L - Êg = 0 
«A f 0 -  Eg  f 0 -  Êg  f 0 
|E. - E.| 1. 363 1.324 0.039 
Itcl 101.45 98.55 2.90 
RESULT Reject Reject Reject 
Eg = 0.4 39 ^L = 1. 802 
^S 
= 1.763 
a = 0.05 df = 10 s = 0.0095 
t.025,10 ±2,228 l ^c l  - . 
|Ê .  -  Ê .1  
/2 s 
Objectives : 
Is there any significant difference between the rates 
of change in execution time of 
1. GPSS (Eg) and SLAM (E^^) 
2. GPSS (Eg) and SIMSCRIPT (Eg) 
3. SLAM (Êj^) and SIMSCRIPT (Eg) 
Figure 5.5. Tests for any significant differences among 
the rates of change in execution time of the 
three languages 
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Figure 5.6. Plot of execution times vs. length of simula 
tion periods 
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Table 5.10. Equations of the execution time lines 
Language Intercept Rate of change (slope) 
GPSS -0. 005 ± 0.324 0.439 ± 0.0095 
SLAM 2. 966 ± 0.324 1.802 ± 0.0095 
SIMSCRIPT 0. 666 ± 0.324 1.763 ± 0.0095 
5.3.3. CPU time 
The results of the CPU time analysis were also the 
same as those found in the previous two parts of the 
experiment. Table 5.11 shows that there were no signifi­
cant differences in CPU times across replications. Sig­
nificant differences were indicated among simulation 
periods, in the average CPU times, averaging across lan­
guages. Significant differences were also indicated among 
the languages, in average CPU times, averaging across 
simulation periods. The CPU time averages of the three 
languages had only linear relationships with the length 
of simulation periods. These linear rates were signifi­
cantly different. 
Table 5.12 gives the equations of the CPU time lines 
of the three languages. The table shows positive rates of 
change in CPU time for the various languages. These rates 
differ significantly as indicated by figure 5.7. Again, 
SLAM has the largest rate, SIMSCRIPT the second largest. 
Table 5.11. ANOVA table for the CPU time data 
Source DF SS MS 
REPLICATIONS 
WEEK 
linear 
remainder 
ERROR (a) 
PROG 
PROG*WEEK 
difference in 
rate of change 
remainder 
ERROR (b) 
TOTAL 
1 
4 
4 
2 
8 
(1) 
(3) 
( 2 )  
( 6 )  
10 
29 
0.45 
10902.85 
2.58 
13215.09 
2272.49 
(10901.28) 
(1.58) 
(2270.22) 
(2.27) 
1.74 
26395.208 
0.45 
2725.71 
10901.28 
0.52 
0.65 
6607.55 
284.06 
1135.11 
0.38 
0.17 
0.70 
4220.68** 
16880.27** 
0.81 
37996.24** 
1633.47** 
6527.38** 
2.17 
**P < 0.01. 
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TEST 1 TEST 2 TEST 3 
«0 CQ -  =  0 ^G -  2s  =  0 ^L - Cg = 0 
«a ^ 
0 Sg - Sg f 0 
^L -  2s  ^  0  
|C. - C.| 1.324 1.285 0.039 
|tcl 102.88 99.85 3.03 
RESULT Reject Reject Reject 
Cg = 0.478 = 1.802 Cs = 1.763 
a = 0.05 df = 10 s = 0.0091 
^.025,10 " ±2.228 l ^c l  
I c .  - C. I  
/2 s 
Objectives : 
Is there any significant difference between the rates 
of change in CPU time of 
1. GPSS (Cg) and SLAM (Cj^) 
2. GPSS (Ôg) and SIMSCRIPT (Cg) 
3. SLAM (Cj^) and SIMSCRIPT (Cg) 
Figure 5.7. Tests for any significant differences among 
the rates of change in CPU time of the three 
languages 
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Table 5.12. Equations of the CPU time lines 
Language Intercept Rate of change (slope) 
GPSS 0.211 ± 0.309 0.478 ± 0.0091 
SLAM 4.956 ± 0.309 1.802 ± 0.0091 
SIMSCRIPT 6.246 ± 0.309 1.763 ± 0.0091 
and GPSS the smallest rate of change in CPU time due to 
change in simulation period. As the case was in execution 
time, SIMSCRIPT had larger CPU time rates than SLAM in the 
previous two parts of the experiment. Because SIMSCRIPT 
improved its execution rate, and since execution time is 
the major component of CPU time, this improvement has been 
reflected in its CPU time rate. The rates of change in 
CPU time of the three languages have increased when the 
model size was changed from medium to large. Figure 5.8 
shows the plots of average CPU times of the three lan­
guages when using the large size model. 
5.3.4. Memory time 
Table 5.13 shows that the differences in memory time 
were not significant across replications. The average 
memory times, averaging across languages, were signifi­
cantly different. And there were significant differences 
among the languages in average memory times, averaging 
across simulation periods. The memory times of the three 
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Figure 5.8. Plot of CPU times vs. length of simulation 
periods 
Table 5.13. ANOVA table for the memory time data 
Source DF SS MS 
REPLICATIONS 1 
WEEK 4 
linear (1) 
remainder (3) 
ERROR (a) 4 
PROG 2 
PROG*WEEK 8 
difference in 
rate of change (2) 
remainder (6) 
ERROR (b) 10 
TOTAL 29 
103723.20 
3184894875.67 
556991.13 
7386578656.87 
848482559.13 
(3184550336.02) 
(344539.65) 
(847848895.83) 
(633663.30) 
465228.67 
11421082034.67 
103723.20 
796223718.92 
3184550336.02 
114846.55 
139247.78 
369328933.43 
106060319.90 
423924447.91 
105610.55 
46522.87 
0.75 
5718.04** 
22869.66** 
0 . 8 2  
79386.53** 
2279.75** 
9112.17** 
2.27 
**P < 0.01. 
149 
languages had only linear rates of change with the length 
of simulation periods. Furthermore, significant differ­
ences were indicated among these rates. 
The equations of the memory time lines of the three 
languages are given in table 5.14. Positive rates of 
change in memory time are indicated for all three languages. 
Figure 5.9 shows significant differences among these rates. 
Once more, SLAM has the highest rank, SIMSCRIPT the second 
highest, and GPSS the lowest rate of change in memory time 
due to change in simulation period. All these rates have 
increased due to change in model size. Figure 5.10 shows 
the plots of average memory times of the various languages 
for the large size model. 
Table 5.14. Equations of the memory time lines 
Language Intercept Rate of change (slope) 
GPSS 945.55 ± 159. 96 347.87 ± 4.82 
SLAM 12242.40 + 159. 96 1240.24 ± 4.82 
SIMSCRIPT 7897.20 ± 159. 96 597.49 ± 4.82 
5.3.5. Memory requirement for compilation 
All three languages have not changed their memory 
requirement to compile the large size model. They all 
used equal memory spaces as those used to compile the small 
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TEST 1 TEST 2 TEST 3 
«0 - M^ = 0 &G - Mg = 0 K - Mg = 0 
«A ^G - M^ ^  0 &G - Mg ^ 0 K - Mg ^ 0 
|A. - M.1 892.37 249.62 642.75 
| t c l  95.30 26.66 68.64 
RESULT Reject Reject Reject 
Mg = 347.87 
a = 0.05 
t.025,10 = ^2.228 
M^ = 1240.24 
df = 10 
Mg = 597.49 
s = 4.82 
= |M. - M. I  
/2 s 
Objectives : 
Is there any significant difference between the rates 
of change in memory time of 
1. GPSS (Mg) and SLAM (M^) 
2. GPSS (Mg) and SIMSCRIPT (Mg) 
3. SLAM (M^) and SIMSCRIPT ' (Mg) 
Figure 5.9. Tests for any significant differences among the 
rates of change in memory time of the three 
languages 
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Figure 5.10. Plot of memory times vs. length of simulation 
period 
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medium size models. Because of no variations, zero sums of 
squares were found in the analysis of variance of the memory 
requirement data for compilation. The reader is referred 
to section 3.35 for a complete analysis of memory require­
ment for compilation. 
The memory requirement for compilation has not changed 
due to changes in the sizes of the facility being simu­
lated, because the actual size of the simulation model has 
not changed. Only the attributes of the model were changed 
to simulate larger facilities. These changes were made in 
the input data and not in the model itself. Figure 5.11 is 
a plot of the memory requirement data for compilation versus 
the length of simulation periods for all three languages. 
5.3.6. Memory requirement for execution 
Table 5.15 shows that there were no significant differ­
ences among the memory requirement for execution across 
replications and no significant differences in the average 
memory requirement averaging across languages for the dif­
ferent simulation periods. The trends in average memory 
requirements, averaging across languages, were not signifi­
cant due to change in simulation period. Highly signifi­
cant differences were indicated among the memory require­
ment averages of the three languages, averaging across 
length of simulation periods. The table also indicates 
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Figure 5.11. Plot of memory requirement for compilation 
vs. length of simulation period 
Table 5.15. ANOVA table for the memory requirement data 
Source DF SS MS 
REPLICATIONS 
WEEK 
linear 
remainder 
ERROR (a) 
PROG 
PROG*WEEK 
difference in 
rate of change 
remainder 
ERROR (b) 
TOTAL 
1 
4 
(1) 
(3) 
4 
2 
8 
( 2 )  
( 6 )  
10 
29 
0.53 
7.47 
(2.40) 
(5.07) 
7.47 
88289.07 
14.93 
(4.80) 
(10.13) 
16. 00 
88335.47 
0.53 
1.87 
2.40 
1.69 
1.87 
44144.54 
1.87 
2.40 
1.69 
0 . 2 8  
1.00 
1.29 
0.90 
27590.33 
1.17 
1.50 
1.06 
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that the differences among the rates of change in memory 
requirements of the three languages were not significant. 
The equations of memory requirement lines were given 
in table 5.16. The table shows that all three languages 
Table 5.16. Equations of the memory requirement lines 
Language Intercept Rate of change (slope) 
GPSS 148.0 ± 0.939 0.0 ± 0.029 
SLAM 224.0 ± 0.939 0.0 ± 0.029 
SIMSCRIPT 89.8 ± 0.939 0.06 ± 0.029 
have negligible rates of change in memory requirements. 
The averages of memory requirements for execution of the 
three languages are given in table 5.17. The averages of 
Table 5.17. Averages of the memory requirement for 
execution 
Language Average memory requirement 
GPSS 148.0 ± 0.4 
SLAM 224. 0 ± 0.4 
SIMSCRIPT 91.6 ± 0.4 
GPSS and SIMSCRIPT have slightly increased due to change 
in model size. But SLAM's average has not changed. Figure 
5.12 shows that there were significant differences among 
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TEST 1 TEST 2 TEST 3 
«0 MQ - M^ = 0 1 II
 
0 - MS = 0 
«A h 0 - "s f 0 - MG ^ 0 
|M. - M. 1 76.0 56.4 132.4 
L^CL 134.35 99.70 234.05 
RESULT Reject Reject Reject 
Mg = 148.0 Ml = 224 .0 
"S = 91.6 
a = 0.05 df = 10 S = 0.4 
025,10 ±2.228 L^CL = 
|M. 
- M. 1 
/2 S 
Objectives : 
Is there any significant difference between the 
average memory requirement for execution of 
1. GPSS (Mg) and SLAM (M^) 
2. GPSS (Mg) and SIMSCRIPT (Mg) 
3. SLAM (M^) and SIMSCRIPT (Mg) 
Figure 5.12. Tests for any significant differences among 
the averages of memory requirement for 
execution of the three languages 
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these averages. Once more, SLAM had the highest average, 
GPSS the second highest, and SIMSCRIPT the lowest average. 
Figure 5.13 shows the plots of memory requirement for 
execution of the three languages versus the length of 
simulation periods for the large size model. 
5.4. Summary 
Table 5.18 summarizes the results collected from the 
various trials of the large size model. The numbers in 
the table are the averages of the variables for each lan­
guage, averaged across length of simulation periods. No 
major changes have occurred to the results reached by the 
first part of the experiment (small size model), due to 
change in model size. In other words, the effects due to 
changes in the simulation period on the variables being 
studied are the same as those in the previous two parts. 
The change in model size did not affect those results. 
However, most of these variables have been affected due to 
change in model size from medium to large. These effects 
will be fully investigated in the next chapter. Once more, 
GPSS proved to be the most appropriate among the three 
languages to simulate manufacturing facilities. Even for 
the large model, it compiled and executed faster; it used 
less CPU and memory times than the other two languages. 
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Figure 5.13. Plot of memory requirements for execution 
vs. length of simulation period 
Table 5.18. Summary of the large size model results^ 
GPSS SIMS SLAM SIMS GPSS 
SLAM 
GPSS 
SLAM 
SIMS 
Compilation time 0. 153 4. 869 1. 072 31. 82 7.01 0.22 
(4.54) 
Rate of change 0. 00 0. 00 0. 00 0. 00 0.00 0.00 
Execution time 13. 15 53. 56 57. 04 4. 07 4.33 1.06 
(0.84) 
Rate of change 0. 439 1. 763 1. 802 4. 02 4.10 1.02 
(0.98) 
CPU time 14. 56 59. 14 59. 02 4. 06 . 4.05 1.00 
Rate of change 0. 479 1. 763 1. 802 3. 69 3.77 1.02 
Memory time 11382 25822 49450 2. 27 4.34 1.92 
Rate of change 347. 87 597. 49 1240. 24 1. 72 3.57 2.08 
Memory for compilation 124. 00 174. 40 92. 00 1. 41 0.74 
(1.35) 
0.53 
(1.90) 
Rate of change 0. 00 0. 00 0. 00 0. 00 0.00 0.00 
Memory for execution 148. 00 91. 60 224. 00 0. 62 1.51 2.45 
Rate of change 0 . 0 0  0 . 0 0  0 . 0 0  
(1.62) 
0 . 0 0  0 . 0 0  0 . 0 0  
^Numbers in parentheses indicate the reciprocal of the number above it. 
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6. EFFECT OF MODEL SIZE 
The previous three chapters studied the effect of the 
simulation period on the three languages, when three dif­
ferent model sizes—small, medium, and large—were used. 
The major objective of this chapter is to study the effect 
of the changes in model size on the three languages. The 
model size was changed twice; the first from small to 
medium and the second change from medium to large. The 
data collected from the various trials of the three models 
were rearranged to form a separate data set for each lan­
guage. These data sets were statistically analyzed to 
investigate the following objectives: 
(1) To determine if there had been any significant 
changes in the following variables of each 
language, due to changes in model size; 
(a) compilation time, 
(b) execution time, 
(c) CPU time, 
(d) memory time, 
(e) memory requirement for compilation, and 
(f) memory requirement for execution. 
(2) To determine the amount of change in each of the 
above variables if there had been any due to 
changes in model size. 
161 
(3) To determine if there had been significant dif­
ferences among the amounts of change in the above 
variables of the three languages. In other 
words, to compare the amount of change in every 
variable of each language, due to changes in model 
size, with the amounts of change in the same 
variable of the other two languages. 
6.1. Compilation Time 
The compilation time averages of each language, from 
the three model sizes, are compared to determine if there 
were significant differences among them due to changes in 
model size. The following are some definitions of the 
variables used in the statistical analysis of this section. 
C„,,, : GPSS compilation time averages from the (jo CJM CJL 
small, medium, and large size models. 
C-e, C_-,, C^T- SLAM compilation time averages from the 
Ljq LM XJIJ 
small, medium, and large size models. 
Cec, C_„, CcT= SIMSCRIPT compilation time averages from S S oM oJ-i 
the small, medium, and large size models. 
S^, S2» Sg: the standard errors of the changes in the 
compilation time averages due to changes 
in model size from small to medium, from 
small to large, and from medium to large, 
respectively. 
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^1 " + S 
Cm 
+ s' 
tfr 
S3 = + si 
gZ g2 g2 
r ' r ' n 
"'L 
the variances of the compilation time aver­
ages from the small, medium, and large size 
models. 
The data suggest that the variance of the measured 
response may increase as the size of the simulation model 
increases. Therefore, an approximate t-test was used to 
compare average responses for different model sizes. This 
procedure allows for unequal variances. The test statistic 
has the form 
t = 02 
S^ + s2 
1 2 
where : 
df ; 
and 8g the parameter estimates from samples 
1 and 2. 
the Welch approximation (cf. (2), page 
163) was used to estimate the df for 
the statistical tests in this chapter. 
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The formula is as follows 
the estimated variances for 8^ and 8g 
degrees of freedom associated with 
2 2 
and Sg. 
degrees of freedom associated with the V 
test 
6.1.1. GPSS 
The compilation time averages of the three GPSS models 
are compared in figure 6.1. This figure indicates that 
significant differences existed among the compilation time 
averages of the three models. GPSS compilation time aver­
age has increased due to the changes in model size. Figure 
6.2 shows the plots of compilation times of the three GPSS 
models (S-small, M-medium, L-large) versus the length of 
simulation period. It clearly indicates the differences 
among the averages of the three models. 
6.1.2. SLAM 
SLAM compilation time averages are compared in figure 
6.3. This figure indicates that there were no significant 
differences among the averages due to changes in model size. 
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TEST 1 TEST 2 TEST 3 
«0 ^GS ~ ^ GM 0 *^GS ~ "^GL 0 ^GM ~ ^ GL 0 
«A ""GS ~ ^GM ^  0 ^GS ~ '^GL ^ 0 "^GM " "^GL ^ 0 
I^G- - Cg.! 0.028 0.061 0.033 
It^l 2.55 6.10 6.11 
RESULT Reject Reject Reject 
C^S = 0.092 CgM = 0.120 0^^=0.153 
S^ = 0.011 Sg = 0.010 S3 = 0.005 
df^ = 13 df2 = 11 dfg = 17 
t. 025,13 ^ -2.160 t 025,11 -2.201 ^25 ^17 =-2-110 
a = .05 It^l = ' 
'C 
Objectives : 
Is there any significant difference between GPSS 
average compilation time of 
1. the small size model (C„„) and the medium size 
(CCM) 
2. the small size model (C„c.) and the large size 
(CQI.) 
3. the medium size model (C„ ) and the large size 
<=GL' 
Figure 6.1. Tests for any significant differences among 
GPSS compilation time averages of the three 
model sizes 
COMPHEAN 
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TEST 1 TEST 2 TEST 3 
«0 "^LS - 0 ^LS - ^ LM 0 "^LS - ^ LL 0 
«A *^LS - ^ LM ^ 0 "^LS - ^ LM ^ 0 ^LS - ^ LL  ^  0 
I^L- - VI 0.005 0.007 0.002 
|tcl 0.46 0.70 0.37 
RESULT Accept Accept Accept 
= 1.072 C__ = 1.077 C_^ = 1.079 
LS LM XjIi 
= 0.011 Sg = 0.010 S3 = 0.005 
df^ = 13 dfg = 11 df^ = 17 
^.025,13 ^ *2.160 ^.025,11 ^  ^ 2.201 025,17 -2.110 
a = .05 It^l = I 
Objectives : 
Is there any significant difference between SLAM 
average compilation time of 
1. the small size model (C,o) and the medium size 
<=lm' 
2. the small size model (C^„) and the large size 
(CLL) 
3. the medium size model (C^w) and the large size 
<Sll' 
Figure 6.3. Tests for any significant differences among 
SLAM compilation time averages of the three 
model sizes 
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These small variations in the averages are attributed to 
random experimental errors. These random errors are 
clearly indicated in figure 6.4, which shows the plots of 
SLAM compilation times. 
6.1.3. SIMSCRIPT 
Figure 6.5 compares SIMSCRIPT compilation time aver­
ages of the three models. It shows that there were sig­
nificant differences among the averages of the small and 
the medium models, and the averages of the medium and the 
large models. But it does not show significant differences 
between the averages of the small and the large models. 
These small significant variations in SIMSCRIPT compilation 
time averages are attributed to random experimental errors 
and not due to the changes in model size, as is indicated 
by figure 6.6 which shows the plots of SIMSCRIPT compila­
tion times. 
6.1.4. Comparison of effects 
The compilation time averages of SLAM and SIMSCRIPT 
were not affected by the changes in model size. It was 
mentioned in an earlier chapter that the actual sizes of 
the simulation models were not changed. Only the input 
data to the models were altered to simulate larger facili­
ties. The changes made in the input data from one part 
of the experiment to the next were not significant enough 
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models 
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TEST 1 TEST 2 TEST 3 
"o ^SS " ^SM 0 "^SS " ^ SL 0 ^SM " ^ SL ° 
"A ^SS ~ "^SM ^ 0 ^SS ~ ^ SL ^  0 ^SM ~ ^ SL ^  ° 
lEg. - CG.| 0.03 0.02 0.05 
Itcl 2.72 2.00 9.26 
RESULT Reject Reject Reject 
Cgg = 4.89 CgM = 4.92 = 4.87 
S^ = 0.011 Sg = ololo = 0.005 
df^ = 13 dfg = ll dfg = 17 
t.025,13 " -2-160 025,11 = ±2.201 t ggg,!? ^ ±2.110 
a = .05 It, I = 1^*^- ~ ' 
-c S. 
Objectives ; 
Is there any significant difference between SIMSCRIPT 
average compilation time of 
1. the small size model (C„„) and the medium size 
'=SM> 
2. the small size model (C„a) and the large size 
3. the medium size model (C„„) and the large size 
<=SL' 
Figure 6.5. Tests for any significant differences among 
SIMSCRIPT compilation time averages of the 
three models 
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Figure 6.6. Plot of SIMSCRIPT compilation times of the 
three models 
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to cause changes in the compilation time averages of both 
SLAM and SIMSCRIPT. 
The compilation time averages of GPSS increased sig­
nificantly due to changes in model size. This is because 
the input data of GPSS was introduced to the model through 
special GPSS statements like the FUNCTION, STORAGE, and 
the INITIAL statements. Therefore, every time the model 
size was changed, additional GPSS data statements were 
used. These additional GPSS statements required additional 
time for compilation. 
6.2. Execution Time 
The rates of change in execution time of each language, 
from the three model sizes, were compared with each other 
to determine if there were significant differences among 
them due to change in model size. The increases in the 
rates of each language were then compared with the in­
creases in the rates of the other two languages, to deter­
mine if there were significant differences among them. 
The following are some definitions of the variables used 
in the statistical analysis of this section. 
Êgg, Êg^,, Êg^: GPSS rates of change in execution time of 
the small, medium, and large size models, 
respectively. 
E_,,, E__: SLAM rates of change in execution' time of J-ib IjM liLi 
the small, medium, and large size models. 
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Egg, Eg^, Eg^: SIMSCRIPT rates of change in execution time 
of the small, medium, and large size 
models. 
S^, S2, : the standard errors of the increases in 
the rates of change in execution time due 
to changes in model size from small to 
medium, from small to large, and from 
medium to large, respectively. 
"1 = 
^2 = 
^3 = 
s! + 
sf + 8% 
2 2 2 Sys , S/s , : the variances of the execution time rates 
Es % Ej^ 
of the small, medium, and large size 
models, respectively. 
6.2.1. GPSS 
Figure 6.7 compares the rates of change in execution 
time of the three GPSS models. It shows significant dif­
ferences among these rates. The rate of change in execu­
tion time increased as the model became larger. Further­
more, the increase in the rate of change due to enlarging 
the model from medium to large was more than that due to 
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TEST 1 TEST 2 TEST 3 
«0 ^GS ~ ®GM 0 ^GS ~ ^GL 0 ^GM ~ ^ GL 0 
»A ®GS ~ ®GM ^  0 ®GS " ^ GL ^  0 ®GM " ®GL ^  0 
0.123 0.28 0.157 
|tcl 9.46 25.45 10.47 
RESULT Reject Reject Reject 
E^S = 0.159 = 0.282 E^^ = 0.439 
= 0.013 Sg = 0.011 S^ = 0.015 
df^ = 13 df2 = 14 df2 = 17 
t.025,13 ^ -2-160 t_Q25,i4 = ±2.145 025,17 ^  -2-110 
a = .05 It, ' - - ^ G.l 
'C S^ 
Objectives : 
Is there any significant difference between GPSS 
rate of change in execution time of 
1. the small size model (ÊLc) and the medium size 
(^GM) 
2. the small size model and the large size 
(SQL) 
3. the medium size model (E„„) and the large size 
<®gl' ° 
Figure 6.7. Tests for any significant differences among 
GPSS rates of change in execution time of 
the three model sizes 
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enlarging the model from small to medium. Figure 6.8 shows 
the plots of execution times of the three GPSS models 
versus the length of simulation period. The increases in 
the rates of change in execution time are clearly indicated 
by the different slopes of the three lines in the figure. 
6.2.2. SLAM 
The rates of change in execution time of the three 
SLAM models are compared in figure 6.9, which indicates 
significant differences among the three rates. SLAM's 
execution time rate also increased as the model size was 
enlarged. The increase in the rate due to change from 
medium to large was more than the increase due to change 
from small to medium. Figure 6.10 shows graphically the 
differences among SLAM's rates of change in execution time 
due to change in model size. 
6.2.3. SIMSCRIPT 
SIMSCRIPT's rates of change in execution time of the 
three models are compared in figure 6.11. Significant dif­
ferences are indicated among these rates. SIMSCRIPT's 
rates also increased as the model size became bigger. The 
increase was also greater due to enlarging the model from 
medium to large than that due to changing it from small to 
medium. Figure 6.12 is a plot of SIMSCRIPT execution times 
of the three models versus the length of simulation period. 
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TEST 1 TEST 2 TEST 3 
% ®I.S - ®LM = 0 ^LS ~ ^LL 0 ®LM " ^LL 0 
\s ~ ®LM ^ 0 ^LS ~ ®LL ^  0 ^LM - ^ LL ^  0 
IV - VI 0.479 1.288 0.809 
Itcl • • 36.85 117.09 53.93 
RESULT Reject Reject Reject 
E^S = 0.514 = 0.993 E^^= 1.802 
S^ = 0.013 Sg = 0.011 S3 = 0.015 
df^ = 13 df2 = 14 df3 = 17 
025,13 ^ -2.160 025,14 -2.145 ^^025,17 = ^2.110 
a = .05 II = I^G. - ^ G, 
C Si 
Objectives : 
Is there any significant difference between the SLAM 
rate of change in execution time of 
1. the small size model (E-.c) and the medium size 
2. the small size model (E_„) and the large size 
<®LL' 
3. the medium size model (ÊL.) the large size 
Figure 6.9. Tests for any significant differences among 
SLAM rates of change in execution time of 
the three model sizes 
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models 
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TEST 1 TEST 2 TEST 3 
SS ~ ®SM ° ^SS ~ ®SL ° ®SM ~ ^SL ° o 
^SS ~ ^ SM ^ ° ®SS ~ ^SL ^  ° ®SM ~ ®SL ^ ° 
|Eg. - Eg.1 0.487 1.167 0.68 
|t^| 37.46 106.09 45.33 
RESULT Reject Reject Reject 
Ess = 0-596 Eg„ = 1.083 = 1.763 
S, = 0.013 5, = 0.011 S, = 0.015 
df^ = 13 df2 = 14 dfg = 17 
t. 025,13 ^ -2.160 t_o25,14 -2-145 ^ 025,17 = ^ 2.110 
, /N , 
« . .05 It,' -
'C s^ 
Objectives ; 
Is there any significant difference between the 
SIMSCRIPT rate of change in execution time of 
1. the small size model (E_c) and the medium size 
<®SM» 
2. the small size model (E„_) and the large size 
(®sl' 
3. the medium size model (E„„) and the large size 
<®sl' 
Figure 6.11. Tests for any significant differences among 
the SIMSCRIPT rates of change in execution 
time of the three model sizes 
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The figure portrays the differences among the rates and 
the increases in these rates due to changes in model size. 
6.2.4. Comparisons of the effects 
The increases in the rates of execution time due to 
changes in the model size are shown in table 6.1. SIMSCRIPT 
recorded the greatest increase, SLAM the second greatest, 
and GPSS the smallest increase in the execution time rate 
due to change in model size from small to medium. Figure 
6.13 tests if there are any significant differences among 
the increases in the rates of the three languages due to 
this change. It shows significant differences between the 
increases in the rates of GPSS and SLAM, and GPSS and 
SIMSCRIPT. However, the difference between the increases 
in the rates of SLAM and SIMSCRIPT were not significant. 
Figure 6.14 tests if there are any significant dif­
ferences among the increases in the rate of change in execu­
tion time of the three languages due to change in model 
size from medium to large. It indicates significant dif­
ferences among the increases in the rates of the three 
languages. SLAM had the largest increase, SIMSCRIPT the 
second largest, and GPSS the smallest increase in the execu­
tion time rate due to this change in model size. In the 
first change in model size—small to medium—SIMSCRIPT 
recorded a slightly larger increase in its rate than SLAM. 
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Table 6.1. Increases in the execution time rates of the 
three languages due to changes in model size 
GPSS SLAM SIMSCIPT g 
®E 
(1) - Êg 0.123 0.479 0.487 0.019 
(2) E^ - E^ 0.157 0.809 0.680 0.022 
E^ - Eg + the increase in the rate of change in execution 
time due to change in model size from small to 
medium 
Ej^ - Ej^ ->• the increase in the rate of change in execution 
time due to change in model size from medium to 
large 
Gg the increase in the rate of change of GPSS 
Lg the increase in the rate of change of SLAM 
Sa the increase in the rate of change of SIMSCRIPT 
the standard error of the increase in the rate 
of change 
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TEST 1 TEST 2 TEST 3 
«O ^E1 - ^ E1 = 0 ^El " ®E1 = 0 ^E1 - = 0 
"A ^E1 " ^ E1 ^  0 ^Ê1 - Sgl 7^ 0 ^Êi - Ssi f 0 
1 difference! 0.356 0.364 . 008 
I C 
RESULT 
23.73 
Reject 
15.17 
Reject 
0.30 
Accept 
= 0.123 = 0.479 = 0.487 
a = 0.05 df = 13 S = 0.019 
^025,13 = ±2-"° ly.ldiffe^ 
Objectives : 
Is there any significant difference between the 
increase in the rate of change in execution time of 
1. GPSS (G-^) and SLAM (Lg^) 
2. GPSS (G|^) and SIMSCRIPT (Sg^) 
3. SLAM (Lg^) and SIMSCRIPT (Sg^) 
due to change in model size from small to medium. 
Figure 6.13. Tests for any significant differences among 
the increases in the rates of change in execu­
tion time of the three languages due to 
change in model size from small to medium 
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TEST 1 TEST 2 TEST 3 
«0 
«A 
I difference j 
I 1 
RESULT 
^E2 " ^ E2 ~ ° 
^E2 ~ ^ E2 ^  ° 
0.652 
29.64 
Reject 
^E2 ~ ^ Ê2 - ° 
®E2 " ^ Ê2 ^  ° 
0.523 
23.77 
Reject 
^E2 - SÊ2 = 0 
^2 - Se2 ^ ° 
0.129 
5.86 
Reject 
0-2 = 0.157 L-2 = 0.809 Sg^ = 0.680 
a = 0.05 df = 17 S = 0.022 
= ±2.110 It,l . I'""— 
^2 
Objectives : 
Is there any significant difference between the 
increase in the rate of change in execution time of 
1. GPSS (Gg^) and SLAM (Lgg) 
2. GPSS (Ggg) and SIMSCRIPT (S-g) 
3. SLAM (L-g) and SIMSCRIPT (Sgg) 
due to change in model size from medium to large. 
Figure 6.14. Tests for any significant differences among 
the increases in the rates of change in 
execution time of the three languages due to 
change in model size from medium to large 
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And the difference between their increases was not signifi­
cant. In the second change in model size—medium to large— 
SLAM recorded a larger increase in its rate than SIMSCRIPT. 
Further, the difference between their increases was signifi­
cant. This indicates that SLAM's execution time rate was 
affected more than the rate of SIMSCRIPT due to the later 
change in model size. 
6.3. CPU Time 
Here, the CPU time rates of each language, from the 
three different models, are compared with each other to 
determine if there were significant differences among them 
due to changes in model size. The increases in the rates 
of each language were compared with the increases in the 
rates of the other two languages to determine if there were 
any significant differences among them. The definitions 
of the variables used in the statistical analysis of CPU 
time are given below. 
C__, C_», C_-: GPSS CPU time rates of the small, medium, (jb UM laij 
and large models, respectively. 
C_,,, 0,,: SLAM CPU time rates of the small, medium, Lb jjM liJj 
and large models. 
Cgg, Cgj^, Cg^: SIMSCRIPT CPU time rates of the small, 
medium, and large models. 
S^, Sg, Sg: the standard errors of the increases in 
the CPU time rates due to changes in model 
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size from small to medium, small to large, 
and medium to large, respectively. 
^1 = 
^2 = 
S3 = 
'I Cs 
Cs Cl 
'I ' 'e, 
2 2 2 
, Sg , Sg : the variances of the CPU time rates of the 
'M 
small, medium, and large size models, 
respectively. 
6.3.1. GPSS 
The rates of change in CPU time of the three GPSS 
models are compared in figure 6.15. Significant differ­
ences were indicated among these rates. As the case was 
in execution time, the CPU time rates have increased due 
to changes in model size. The increase in the CPU time 
rate due to the second change in model size—medium to 
large—was greater than the increase due to change from 
small to medium. The difference among the CPU time rates 
and the increases in these rates is clearly portrayed in 
figure 6.16. 
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TEST 1 TEST 2 TEST 3 
«0 ^GS ~ ^GM 0 ^GS ~ ^ GM 0 ^GS ~ ^ GM 0 
«A ^GS " ^ GM ^ 0 ^GS ~ ^GM ^ 0 ^GS ~ ^GM ^  0 
ICc- - SQ-I 0.132 0.301 0.169 
Itcl 9.43 30.10 10.56 
RESULT Reject Reject Reject 
Cgg = 0.177 CgM = 0.309 = 0.478 
= 0.014 = 0.010 S3 = 0.016 
df^ = 12 dfg = 15 df^ = 16 
t.025,12 ^ ^ 2.179 ^.025,15 ^ =*=2.131 t = ±2.120 
I _ |CG. - ^ G.I 
a = 0.05 C 
Objectives : 
Is there any significant difference between the GPSS 
rate of change in CPU time of 
1. the small size model (C„„) and the medium size 
(^GM) 
2. the small size model {C„„) and the large size 
'fiGL' 
3. the medium size model (C„,,) and the large size 
<2gl' 
Figure 6.15. Tests for any significant differences among 
GPSS rates of change in CPU time of the 
three model sizes 
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Figure 6.16. Plot of GPSS CPU times of the three models 
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6.3.2. SLAM 
Figure 6.17 compares the CPU time rates of the three 
SLAM models. It indicates significant differences among 
these rates. The CPU time rates increased as the model 
size became larger. The increase in SLAM*s rate due to 
change from medium to large was also greater than that due 
to change from small to medium. These results are shown 
graphically in figure 6.18. 
6.3.3. SIMSCRIPT 
SIMSCRIPT rates of change in CPU time of the three 
models are compared in figure 6.19. Significant differ­
ences were also indicated among the CPU time rates of 
SIMSCRIPT due to changes in model size. These rates have 
increased as the model size became bigger. The increase 
in the CPU time rate due to the second change in model size 
was also more than the increase due to the first change. 
The f)lots of SIMSCRIPT CPU times are shown in figure 6.20. 
6.3.4. Comparison of effects 
Table 6.2 shows the increases in the CPU time rates 
due to changes in model size. Figure 6.21 tests if there 
are any significant differences among the increases in the 
CPU time rates of the three languages due to change in 
model size from small to medium. As the case was in the 
execution time rates, significant differences were 
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TEST 1 TEST 2 TEST 3 
«0 C - C = LS LM 0 
c - c = 
LS LM 0 ^LM ~ ^LL 0 
«A ^LS ~ ^LM ^  0 ^LS ~ ^ LM ^ 0 ^LM ~ ^LL ^  0 
I^L- - CL-I 0.478 1.288 0.810 
1 t el 34.14 128.80 50.63 
RESULT Reject Reject Reject 
= 0.514 
= 0.014 
dfj_ = 12 
025,12 *2.179 
a = 0.05 
Ciw = 0-992 
Sg = 0.010 
dfg = 15 
t.025,15 ^ ^ 2.131 
C^L = 1.802 
= 0.016 
df^ = 16 
t.025,16^-2-120 
|CL. - CL, 
Objectives : 
Is there any significant difference between the SLAM 
rate of change in CPU time of 
1. the small size model {C^„) and the medium size 
2. the small size model (C_„) and the large size 
<®LL' 
3. the medium size model (0^.,) and the large size 
Figure 6.17. Tests for any significant differences among 
SLAM rates of change in CPU time of the 
three model sizes 
190 
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Figure 6.18. Plot of SLAM CPU times of the three models 
191 
TEST 1 TEST 2 TEST 3 
«0 «SB - =SM = " ^SS ~ ^SL 0 ^SM " ^SL 0 
o
>
 
CO
 
CO
 1 n>
 
CO
 
S
 0
 
^SS " ^ SL ^  0 ^SM ~ *^SL ^ 0 
I C s -  - C g . l  0.485 1.167 0.682 
l^cl 34.64 116.70 42.63 
RESULT Reject Reject Reject 
Css =0.596 
S, = 0.014 
df^ = 12 
025,12 ^  ^ 2.179 
a = 0.05 
CgM = 1.081 
S2 = 0.010 
df2 = 15 
025,15 ^ -2-131 
CsL = 1.763 
S3 = 0.016 
df^ = 16 
025,16 ^  "^^2.120 
= |CS. - Cq. 
Si 
Objectives ; 
Is there any significant difference between the 
SIMSCRIPT rate of change in CPU time of 
1. the small size model (C„„) and the medium size 
2. the small size model (C„_) and the large size 
(CsL) 
3. the medium size model (Cgj^) and the large 
size (Cg^) 
Figure 6.19. Tests for any significant differences among 
SIMSCRIPT rates of change in CPU time of the 
three model sizes 
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Figure 6.20. Plot of SIMSCRIPT CPU times of the three 
models 
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Table 6.2. Increases in the CPU time rates of the three 
languages due to changes in model size 
GPSS SLAM SIMSCRIPT 
(1) - Ôg 0.123 0.478 0.485 0.019 
(2) C^ - C^ 0.169 0.810 0.682 0.022 
~ increase in the rate of change in CPU time 
due to change in model size from small to 
medium— 
C^ - C^ the increase in the rate of change in CPU time 
due to change in model size from medium to 
l a r g e — ^ 6 2 '  ^0 2 *  
G^ the increase in the rate of change of GPSS 
Lg the increase in the rate of change of SLAM 
Sg the increase in the rate of change of SIMSCRIPT 
S the standard error of the increase in the rate 
of change 
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TEST 1 TEST 2 TEST 3 
«0 ^C1 " ^01 
= 0 
^ci - Sci = 0 ^C1 " ®C1 ' 0 
«A ®C1 " ^ C1 7^ 0 Gci - Scl f 0 Ljl - Sgi f  0 
1 difference 1 0.346 0.353 0.007 
|tcl 18.21 15.58 0.37 
RESULT Reject Reject Accept 
G-^ = 0.132 
^C1 
= 0.478 S-^ = 0.485 
a = 0.05 df = 12 S = 0.019 
^.025,12 = ±2.179 Itcl 
_ 1 difference! 
S 
Objectives : 
Is there any significant difference between the 
increase in rate of change in CPU time of 
1. GPSS (G-^) and SLAM (L-^) 
2. GPSS (G-^) and SIMSCRIPT 
3. SLAM (Lg^) and SIMSCRIPT (S-^) 
due to change in model size from small to medium 
Figure 6.21. Tests for any significant differences among 
the increases in the rates of change in CPU 
time of the three languages due to change 
in model size from small to medium 
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indicated among the increases in the rates of GPSS and the 
increases in the rates of the other two languages. But no 
significant differences between the increases in the rates 
of SLAM and SIMSCRIPT. SIMSCRIPT recorded the largest in­
crease, SLAM the second largest, and GPSS the smallest 
increase in the CPU time rate due to the first change in 
model size. 
Figure 6.22 indicates that there were significant 
differences among the rates of the three languages due to 
change in model size from medium to large. SLAM had the 
largest increase, SIMSCRIPT the second largest, and GPSS 
the smallest increase in CPU time rate due to the second 
change in model size. As the case was in execution time, 
SLAM'S CPU time rate was affected more—increased signifi­
cantly—than SIMSCRIPT's rate due to the later change in 
model size. 
6.4. Memory Time 
Here the rates of change in memory time of each lan­
guage, from the three model sizes, are compared with each 
other to determine if there were significant differences 
among them due to changes in model size. To determine 
the effects of changes in model size on the three lan­
guages, the increases in the rates of each language are 
then compared with the increases in the rates of the other 
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TEST 1 TEST 2 TEST 3 
H G ^ T ] -, — 0 G ^ ' S A — 0 T T ^ - S A C. — 0 
o C2 ^C2 " " ^C2 ° C 2  "  "  ^ C 2  ° Ù 2  
"A °C2 - ^22 / 0 G02 - 3^2 M 0 Lgg " S^g f 0 
[difference] 0.641 0.513 0.128 
jt^l 29.14 23.32 5.82 
RESULT Reject Reject Reject 
G-2 = 0.169 L^2 = 0.810 S-g = 0.682 
a = 0.05 df = 16 S = 0.022 
I difference I 
025,16 *2.120 |tç,| 
Objectives : 
Is there any significant difference between the 
increase in the rate of change in CPU time of 
1. GPSS (G-g) and SLAM (L^g) 
2. GPSS (G-g) and SIMSCRIPT (Sg^) 
3. SLAM (L-g) and SIMSCRIPT (Sg^) 
due to change in model size from medium to large 
Figure 6.22. Tests for any significant differences among 
the increases in the rates of change in CPU 
time of the three languages due to change 
in model size from medium to large 
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two languages. The variables used in the statistical 
analysis of the memory time rates are defined below. 
M„_, M_.,, GPSS memory time rates of the small, Cjo (jW vjJj 
medium and large models. 
MT_, M_.,, M_ _ :  S L A M  memory time rates of the small, J-io ljj_i 
medium, and large models. 
Mgg, Mg^, SIMSCRIPT memory time rates of the small, 
medium, and large models. 
S^, S2, Sg: standard errors of the increases in the 
memory time rates due to changes in model 
size from small to medium, small to large, 
and medium to large, respectively. 
Si 
^2 = 
S3 = 
=2 n2 
"Ms 
* ' k  
Sfi ' • the variances of the memory time rates of 
S M L 
6.4.1. GPSS 
the small, medium, and large models. 
Figure 6.23 compares the rates of change in memory 
time of the three GPSS models. It indicates significant 
differences among these rates. The memory time rates have 
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TEST 1 TEST 2 TEST 3 
«0 ®GS - ®GM = 0 ®GS - ®GL = 0 ^GM ~ ^ GL 0 
«A '^GS ~ ^GM ^  0 ^GS ~ ^ GL ^  0 ^GM ~ ^ GL ^  0 
I^G- - 93.83 205.20 111.37 
I t c l  17.09 36.51 16.60 
RESULT Reject Reject Reject 
Mgg = 142.67 
= 5.49 
df. 11 
025,11 =*^2.201 
a = 0.05 
Mgm = 236.50 
Sg = 5.62 
df2 = 15 
025,15 ^2.131 
Mgl = 347.87 
= 6.71 
df2 = 18 
025,18 ^2.101 
|MG. - MG. 
Objectives : 
Is there any significant difference between the GPSS 
rate of change in memory time of 
1. the small size model (NUe) and the medium size 
(&GM) 
2. the small size model (&__) and the large size 
(&GL) 
3. the medium size model (M_..) and the large size 
(^gl) 
Figure 6.23. Tests for any significant differences among 
GPSS rates of change in memory time of the 
three model sizes 
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increased due to enlarging the model size. This should 
be expected because both the CPU time rates and the memory 
spaces to execute the models have increased. The increase 
in GPSS memory time rate due to the second change in.model 
size was greater than the increase due to the first change. 
Figure 6.24 shows the plots of memory times of the three 
GPSS models. 
6.4.2. SLAM 
SLAM'S rates of change in memory time are compared 
in figure 6.25. The results were similar to those of 
GPSS. The differences among the rates were significant, 
and increases in these rates were recorded due to changes 
in model size. These results are portrayed graphically in 
figure 6.26. 
6.4.3. SIMSCRIPT 
The rates of change in memory time of the three 
SIMSCRIPT models are compared in figure 6.27. It indicates 
significant differences among these rates. The memory time 
rates increased as the model size became larger. The in­
crease in the rate due to the second change in model size 
was also greater than the increase due to the first change. 
The plots of SIMSCRIPT memory times from the three models 
are shown in figure 6.28. 
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Figure 6.24. Plot of GPSS memory times of the three models 
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TEST 1 TEST 2 TEST 3 
Ho ^LS " ^LM 0 "LS - "LM = 0 
II 0 
"a ^LS " ^LM ^  0 ^LS ~ ^ LM ^  0 "LM - ^ LL ^  0 
iMj,. - M^.l 323.75 864.23 540.48 
lt,l 58.97 153.78 80.55 
RESULT Reject Reject Reject 
= 376.01 
S^ = 5.49 
df^ = 11 
t.025,11 " =^2.201 
a = 0.05 
Objectives : 
®LM = "9.76 
S~ = 5.62 
d f j  = 1 5  
025,15 *2.131 
M 
LL 
1240.24 
S3 = 6.71 
dfs = 18 
t.025,18 -2.101 
\ K .  -  % .  
Is there any significant difference between the SLAt4 
rate of change in memory time of 
1. the small size model (M_„) and the medium size 
<"LM' 
2. the small size model (M_c) and the large size 
3. the medium size model (M „) and the large size 
Figure 6.25. Tests for any significant differences among 
SLAM rates of change in memory time of the 
three model sizes 
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Figure 6.26. Plot of the SLAM memory times of the three 
model sizes 
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TEST 1 TEST 2 TEST 3 
«0 ^SS " ^SM " 0 ®ss - ®SL = 0 ®SM - ®SL = 0 
«A %S ~ ^ SM ^ 0 "SS - ®SL ^  0 «SM - ®SL ^  0 
|Mg. _ Mg.l 163.63 390.96 227.33 
|tcl 29.81 59.57 33.88 
RESULT Reject Reject Reject 
Mgg = 206.53 = 370.16 Mg^ = 597.49 
= 5.49 Sg = 5.62 S3 = 6.71 
df^ = 11 df2 = 15 df^ = 18 
^.025,11 ^  ±2.201 t 02,15 = ±2.131 ^.025,18^ 
a = 0.05 It,I - I •  ~  ^ S . l  
'c s. 
Objectives : 
Is there any significant difference between the 
SIMSCRIPT rate of change in memory time of: 
1. the small size model (M„„) and the medium size 
(&SM) 
2. the small size model (M„„) and the large size 
(»sl' 
3. the medium size model (M„„) and the large size 
'®SL' ' 
Figure 6.27. Tests for any significant differences among 
SIMSCRIPT rates of change in memory time of 
the three models 
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Figure 6.28. Plot of SIMSCRIPT memory times of the three 
models 
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6.4.4. Comparison of effects 
The increases in the memory time rates are shown in 
table 6.3. As indicated by figure 6.29, there are signifi 
cant differences among the increases in the memory time 
rates of the three languages due to change in model size 
from small to medium. Significant differences are also 
indicated by figure 6.30, among the increases in the rates 
due to change in model size from medium to large. SLAM 
recorded the largest increase, SIMSCRIPT the second 
largest, and GPSS the smallest increase in memory time due 
to changes in model size. 
6.5. Memory Requirement for Compilation 
The memory requirements for compilation of the three 
languages were not affected by the changes in model size 
because the actual size of the simulation models did not 
change. Only the input data to the models were changed 
to simulate larger manufacturing facilities. The addi­
tional input data were not significant enough to cause in­
creases in the memory requirement for compilation. Figure 
6.31, 6.32, and 6.33 show the plots of memory requirement 
for compilation of GPSS, SLAM, and SIMSCRIPT, respectively 
The figures show the plots of memory requirements of the 
large size models only. The memory requirements of the 
small and medium models are not shown (hidden) in the 
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Table 6.3. Increases in the memory time rates of the 
three languages due to changes in model size 
GPSS SLAM SIMSCRIPT 
(1) Mg 93.83 323.75 163.63 7.76 
(2) M^ - 111.37 540.48 227.33 9.49 
Mj^ - Mg -»• the increase in the rate of change in memory 
time due to change in model size from small to 
medium-Ggj^, Lgj^, 
M^ - M„ -> the increase in the rate of change in memory 
time due to change in model size from medium 
to large G^2' ^ M2' ®M2' 
Gr. the increase in the rate of change of GPSS. 
M 
the increase in the rate of change of SLAM. 
S^ -»• the increase in the rate of change of SIMSCRIPT. 
S the standard error of the increase in the rate 
of change. 
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TEST 1 TEST 2 TEST 3 
"o ~ ^ M1 ~ ° ®M1 " ®M1 - ° ^1 • ^M2 - ° 
"A ~ ^ ° °Al " ^ ° ^M1 " ^ M2 ^  ° 
I difference} 229.92 69.80 160.12 
|tg| 29.63 8.99 20.63 
RESULT Reject Reject Reject 
= 93.83 = 323.75 S-^ = 163.63 
a = 0.05 df = 11 S == 7.76 
I difference I 
025,11 *2.201 \t^\ 
Objectives; 
Is there any significant difference between the 
increase in the rate of change in memory time of 
1. GPSS and SLAM (L^^) 
2. GPSS (G^^) and SIMSCRIPT (Sg^) 
3. SLAM (L-^) and SIMSCRIPT (Sg^) 
due to change in model size from small to medium 
Figure 6.29. Tests for any significant differences among 
the increases in the rates of change in 
memory times of the three languages due to 
change in model size from small to medium 
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TEST 1 TEST 2 TEST 3 
«0 %2 ~ ^M2 - 0 %2 ~ ®M2 0 l'M2 - S&2 - 0 
«A %2 " l'M2 ^ 0 %2 ~ ^M2 ^  0 ^M2 - Spa = 0 
1 difference | 429.11 115.96 313.15 
l^cl 45.22 12.22 33.00 
RESULT Reject Reject Reject 
%2 = 111-37 
a = 0.05 
^.025,18 ^  -2.101 
LM2 = 540.48 
df 
t_ = 
18 
I difference I 
S^2 = 227.33 
S = 9.49 
Objectives : 
Is there any significant difference between the 
increase in the rate of change in memory time of 
1. GPSS (G-^) and SLAM (L-^) 
2. GPSS (G^^) and SIMSCRIPT (S^^) 
3. SLAM (L^^) and SIMSCRIPT (S^^) 
due to change in model size from medium to large 
Figure 6.30. Tests for any significant differences among 
the increases in the rates of change in 
memory time of the three languages due to 
change in model size from medium to large 
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plot of mrcomean^meck symbol is value of size 
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Figure 6.31. Plot of GPSS memory requirement for 
compilation of the three models 
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PLOT Of NRCONeAN«»eeK SVMaOL 13 VALUE OF SIZE 
mrcomean 
92 
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note: 10 obs hidden 
Figure 6.32. Plot of SLAM memory requirement for compila­
tion of the three models 
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Figure 6.33. Plot of SIMSCRIPT memory requirement for 
compilation of the three models 
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figures because they are equal to those of the large size 
model. 
6.6. Memory Requirement for Execution 
Here the memory requirement averages for execution of 
each language, from the three model sizes, are compared to 
determine if there were significant differences among them 
due to changes in model size. The amounts of change in 
average memory requirement of each language were then com­
pared with the amounts of change in the averages of the 
other two languages. The definitions of the variables used 
in this analysis are given below. 
Mgg, GPSS memory requirement averages for execu­
tion of the small, medium, and large 
models. 
M^„, M__, M_T: SLAM memory requirement averages for execu-
JJO jjjXl JLiJb 
tion of the small, medium, and large 
models. 
Mgg, Mg^, Mg^: SIMSCRIPT memory requirement averages for 
execution of the small, medium and large 
models. 
®1' ^2' ^3* the standard errors of the changes in the 
memory requirement averages due to changes 
in model size from small to medium, small 
to large, and medium to large, respectively, 
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S 1 
\ 
2 2 
Sp = SI + Si 
\ Mg ML 
2 2 S ,  =  S I  +  S i  
\ % Ml 
2 2 2 
variances of the memory requirement 
6.6.1. GPSS 
At this point, the reader should be reminded that 
GPSS memory requirement data for execution were esti­
mated, and they do not represent the actual memory spaces 
used by GPSS to execute the models. Figure 6.34 indicates 
that there were significant differences among GPSS memory 
requirement averages for execution. These averages have 
increased due to changes in model size. Figure 5.35 shows 
the plots of memory requirement for execution of GPSS 
and clearly portrays the increases in its averages due to 
enlarging the model size. 
6.6.2. SLAM 
SLAM memory requirement for execution was not affected 
by the changes in model size. SLAM memory requirement for 
execution is divided into two parts. The first is 
S M L 
averages for execution from the small 
medium, and large models, respectively. 
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TEST 1 TEST 2 TEST 3 
«0 ^GS ~ ^GM 0 "gs - "gl = 0 "gm - "GL = 0 
"a ^GS ~ ^GM ^ 0 "gs - "gl ^ 0 "gm - "GL ^ 0 
I"g- - ®G- 1 8 . 0 0  1 6 . 0 0  8 . 0 0  
l ^ c l  1 1 . 5 4  2 1 . 9 2  1 5 . 5 0  
RESULT Reject Reject Reject 
Mqs = 132 = 140 = 148 
= 0.693 Sg = 0.730 S^ = 0.516 
df^ = 14 df2 = 16 df2 = 17 
025,14 ^ ±2.145 025,16 =^^2.120 t ^ ^ 25,17 = "2 • HO 
a = 0.05 I tç. I^G. - Mg. 
Objectives ; 
Is there any significant difference between GPSS 
memory requirement averages for execution of 
1. the small size model (M__) and the medium size 
(WCM) 
2. the small size model (M„„) and the large size 
(MGL) 
3. the medium size model (MU») and the large size 
'«gl' 
Figure 6.34. Tests for any significant differences among 
GPSS memory requirement averages for execu­
tion of the three models 
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Figure 6.35. Plot of GPSS memory requirement for execu­
tion of the three models 
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allocated for SLAM constants and variables which are con­
sidered part of the SLAM language. The second part is 
an internal common area allocated for the work to be done 
by the simulation model. This common area is not dynamically 
allocated; however, it is dynamically used. The user of 
this language needs to estimate the required area and 
allocate it to his model. Once this area is allocated, 
the model will use it dynamically as long as unused space 
remains within it. If this allocated internal area is not 
big enough—has been totally used—for the work to be 
done, the model will terminate itself and ask for a bigger 
area. In this particular study, the internal area was big 
enough to process the three SLAM models. Figure 6.36 
shows the plots of memory requirement for execution of the 
three SLAM models. 
6.6.3. SIMSCRIPT 
SIMSCRIPT memory requirement averages for execution 
are compared in figure 6.37. Significant differences are 
indicated among these averages. SIMSCRIPT memory require­
ments have increased as the model size became larger. 
Figure 6.38 shows the plots of SIMSCRIPT memory require­
ments for execution of the three models. 
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Figure 6.36. Plot of SLAM memory requirement for execu­
tion of the three models 
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TEST 1 TEST 2 TEST 3 
«0 "ss - "SM = 0 ^SS - ^ SL = 0 "SM - "SL = 0 
«A "SS - "SM 0 ^SS - ^ SL ^  0 "SM - "SL ^ 0 
|Mg. - Mg.l 5.20 12.80 7.60 
l^cl 7.50 17.53 14.73 
RESULT Reject Reject Reject 
Mgs = 78.8 Mgw = 84.0 Mg^=91.6 
S^ = 0.693 Sg = 0.730 Sg = 0.516 
df^ = 14 dfg = 16 df^ = 17 
t\025,14 " *2.145 t_Q25,16 = -2-120 025,17""2.110 
a = 0.05 I t^l = 
|Ms. - Mg. 
Objectives : 
Is there any significant difference between SIMSCRIPT 
memory requirement averages for execution of 
1. the small size model (M ) and the medium size 
(MSM) 
2. the small size model (M ) and the large size 
(GsL) 
3. the medium size model (M «) and the large size 
<«SL' 
Figure 6.37. Tests for any significant differences among 
SIMSCRIPT memory requirement averages for 
execution of the three models 
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Figure 6.38. Plot of SIMSCRIPT memory requirement for 
execution of tKe three models 
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6.6.4. Comparison of effects 
Both GPSS and SIMSCRIPT increased their memory require­
ment averages for execution. But SLAM memory requirement 
was not affected by the changes in model size. Table 6.4 
shows the increases in average memory requirement due to 
changes in model size from small to medium, and from medium 
to large. GPSS increased its memory requirement more than 
SIMSCRIPT in both changes of model size. The differences 
among these increases were significant due to the first 
change, but they were not significant due to the second 
change, as indicated by figures 6.39 and 6.40. 
6.7. Lengths of the Programs 
Table 6.5 shows the lengths of the programs of the 
three model sizes for each language. These figures in the 
table represent the number of lines of code required to 
model the manufacturing facility when using each of the 
three languages. Documentation and JCL cards are not in­
cluded in the count of these figures. The increase in the 
length of each program, due to size change, represents the 
additional data cards required to describe the specifica­
tions of a larger facility. The number of additional data 
cards required depended on the way the data were ready by 
the model. For example, if there were 10 data items, and 
if the model was designed to read all of them at once, one 
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Table 6.4. Increases in the 
for execution of 
changes in model 
memory requirement 
the three languages 
size 
averages 
due to 
GPSS SLAM SIMSCRIPT 
% % ®M S 
(1) - «S 8.0 0.0 8.0 0.980 
(2) «L - ^  5.2 0.0 7.6 0.730 
By - Mg + the increase in average memory requirement for 
execution due to change in model size from 
small to medium 
M_ - M ->• the increase in average memory requirement for 
Jj U 
execution due to change in model size from 
medium to large 
the increase in GPSS average 
-> the increase in SLAM average 
Sjj the increase in SIMSCRIPT average 
S the standard error of the increase in the average 
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TEST 1 TEST 2 TEST 3 
«0 
«A 
I difference 
I ' c l  
RESULT 
^M1 " ^ 1 - ° 
8 . 0  
8.16 
Reject 
^M1 ~ ^M1 - ° 
^M1 - Swl ^ 0 
2 . 8  
2 . 8 6  
Reject 
^M1 " ^ M1 - ° 
^M1 - Swi ^ 0 
5.20 
5.31 
Reject 
GjJi = 8.0 = 0.0 S^3_ = 5.2 
a = 0.05 df = 14 S = 0.980 
^025,14 = 1,^1 ,Mff|ren=^ 
Objectives : 
Is there any significant difference between the in­
crease in memory requirement averages of 
1. GPSS (G^^) and SLAM (L^^) 
2. GPSS (G^^) and SIMSCRIPT (S^^) 
3. SLAM (L^^) and SIMSCRIPT (Sg^) 
due to change in model size from small to medium 
Figure 6.39. Tests for any significant differences among 
the increases in the memory requirement 
averages for execution of the three languages 
due to change in model size from small to 
medium 
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TEST 1 TEST 2 TEST 3 
«0 %2 " %2 
= 0 %2 " ^ M2 = 0 ^M2 " ®M2 = ° 
«A %2 " ^ 2 7^ 0 %2 - ^ M2 ^  0 %2 " ®M2 ^ ° 
1 difference| 8.0 0.4 7.6 
|tcl 10.96 0.55 10.41 
RESULT Reject Accept Reject 
o
 
00 II <N 
%2 
= 0.0 ^M2 = 
a = 0.05 df = 17 S = 0.73 
t = + 
^.025,17 2.110 1 tel 
_ 1 difference 
S 
Objectives : 
Is there any significant difference between the in­
crease in memory requirement averages of 
1. GPSS (G^^) and SLAM (L-^) 
2. GPSS (G^^) and SIMSCRIPT (S^^) 
3. SLAM (Lj^g) and SIMSCRIPT (S^^) 
due to change in model size from medium to large 
Figure 6.40. Tests for any significant differences among 
the increases in the memory requirement 
averages for execution of the three lan­
guages due to change in model size from 
medium to large 
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Table 6.5. Lengths of the programs of the three model 
sizes for the three languages 
GPSS SLAM SIMS 
SMALL 52 176 189 
MEDIUM 68 206 210 
LARGE 88 241 236 
card would be required to feed the 10 data items to the 
model, assuming they could fit on one card. On the other 
hand, if the model was designed to read one data item at 
a time, 10 cards would be required to feed the 10 data 
items to the model. Different ways were used to feed 
the required data to the small or basic models of the 
three languages. No attempt was made to minimize the 
number of data cards required when the basic (small) models 
of the three languages were coded. The number of lines 
of code that were required to program the GPSS model was 
much less than those that were required by the other two 
languages. The difference between SLAM's number of lines 
of code and that of SIMSCRIPT was not large. 
6.8. Summary 
The effects of changes in the model size on the three 
languages are summarized in this section. 
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1. Compilation time 
1.1. GPSS compilation time averages have increased 
significantly due to changes in model size. 
1.2. The compilation time averages of both SLAM 
and SIMSCRIPT were not affected by the 
changes in model size. 
2. Execution time 
, 1. All,three languages have increased their rates 
of change in execution time due to changes in 
model size. Furthermore, the increases in 
the rates due to the second change—medium 
to large—were more than the increases due 
to the first change—small to medium. 
2.2. There were significant differences among the 
increases in the execution time rates of GPSS 
and the other two languages. The difference 
between the increases in the rates of SLAM 
and SIMSCRIPT was not significant due to the 
first change, but significant due to the 
second change in model size. SLAM recorded 
a smaller increase in its rate than SIMSCRIPT 
due to the first change, but a larger increase 
due to the second change in model size. GPSS 
recorded the smallest increase, among the 
three languages, in the execution time rate. 
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3. CPU time 
3.1. The CPU time rates of the three languages 
have increased due to changes in model size. 
The increases due to the second change— 
medium to large—were greater than the in­
creases due to the first change—small to 
medium. 
3.2. There were significant differences among the 
increases in the CPU time rates of GPSS and 
the increases in the rates of the other two 
languages due to the changes in model size. 
There was no significant difference between 
the increases in the rates of SLAM and 
SIMSCRIPT due to the first change, but there 
was a significant difference between their 
increases due to the second change. GPSS 
recorded smaller increases in the CPU time 
rates than the other two languages. SLAM 
recorded a slightly smaller—not significant 
increase than SIMSCRIPT due to the first 
change but greater increase—significant— 
than SIMSCRIPT in the second change of model 
size. 
4. Memory time 
4.1. The memory time rates of the three languages 
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have increased due to changes in model size. 
The increases in the rates due to the second 
change were greater than the increases due 
to the first change. 
4.2. There were significant differences among the 
increases in the memory time rates of the 
three languages. SLAM had the largest in­
crease, SIMSCRIPT the second largest, and 
GPSS the smallest increase in the memory time 
rates due to changes in model size. 
5. Memory requirement for compilation 
5.1. The memory requirement for compilation of 
the three languages were not affected by the 
changes in model size. 
6. Memory requirement for execution 
6.1. Both GPSS and SIMSCRIPT have increased their 
memory requirement averages for execution due 
to changes in model size. But SLAM memory 
requirement was not affected by the changes. 
6.2. There was a significant difference between 
the increases in the memory requirement 
averages of GPSS and SIMSCRIPT due to the 
first change in model size. However, the 
difference between the increases in their 
averages was not significant due to the 
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second change. GPSS recorded greater in­
creases in memory requirement than SIMSCRIPT 
in both changes of model size. 
Lengths of the programs 
7.1. GPSS required much less code to program the 
same model than the other two languages. 
SLAM and SIMSCRIPT required quite equal 
amounts of code to program the same model. 
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7. CONCLUSIONS AND RECOMMENDATIONS 
An experiment was conducted to evaluate the performance 
of the three languages as applied to manufacturing facility 
simulation. Two important factors that influenced the 
measures of performance were considered in the design of 
the experiment. These two factors were the size of the 
facility being simulated and the length of the simulation 
period. Three manufacturing facility sizes and five dif­
ferent simulation periods were considered. The experiment 
was divided into three parts, according to model size, to 
determine the effects of the simulation periods on the per­
formance of the three languages when different model sizes 
were used. The results collected from the simulation models 
of the three parts of the experiment were re-analyzed to 
determine the effects of the model size on the performance 
of the languages. 
The compilation times of the three languages were 
affected neither by the length of the simulation period 
nor by the changes in model size. The GPSS compiler was 
much faster than the compilers of the other two languages, 
because it required less time than the other two to compile 
the same model. SIMSCRIPT compiler was the slowest among 
the three. 
The execution, CPU, and memory time rates of the three 
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languages had linear relationships with the length of the 
simulation period. These rates were increased due to 
enlargements in model size. In the three parts of the 
experiment, GPSS had the lowest rates of change in the 
above variables due to change in simulation period, and the 
smallest increases in these rates due to changes in model 
size. 
SLAM and SIMSCRIPT execution time rates were almost 
equal in the first and second parts of the experiment. 
SIMSCRIPT executed faster than SLAM for shorter simulation 
periods, but slower for longer periods when the small and 
medium size models were used. In the third part of the 
experiment, SIMSCRIPT significantly improved its execution 
time rate, and executed the large size model faster than 
SLAM for all the simulation periods that were used. 
In the first two parts of the experiment, SIMSCRIPT 
required more CPU time than SLAM, because it used more com­
pilation time to compile the models. Yet, it required as 
much CPU time as SLAM when the large size model was used 
because it executed faster. SLAM's memory time rates were 
larger than SIMSCRIPT, because it used larger memory regions 
to execute its models in all three parts of the experiment. 
SLAM used smaller memory regions to compile its programs 
than the other two languages, but larger regions to execute 
them. GPSS needed smaller regions than SIMSCRIPT to compile 
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its programs, but larger memory regions to execute them in 
all three parts of the experiment. The memory requirements 
for compilation of the three languages were affected neither 
by the length of the simulation period nor by the changes in 
model size. The memory requirement for execution of the 
three languages was not affected by the length of simula­
tion period. GPSS and SIMSCRIPT memory requirements for 
execution were increased due to changes in model size, but 
SLAM'S memory requirement (execution) was not affected. 
The above findings can be summarized as follows; 
GPSS used less compilation, execution, CPU, and 
memory time than the other two languages. How­
ever, its memory requirements for compilation 
were larger than that of SLAM; and its memory 
requirements for execution were larger than that 
of SIMSCRIPT 
SLAM compiled faster than SIMSCRIPT and executed 
the small and medium size models faster when long 
simulation periods were used. It needed slightly 
less CPU time, but used much larger memory time. 
Its memory requirements for compilation were less 
than that of SIMSCRIPT, but its memory require­
ments for execution were much more. 
Simulation of the manufacturing facility that was used 
in the experiment showed that GPSS was more appropriate than 
the other two languages. It performed much better than the 
other two languages.for short and long simulation periods, 
and for the different model sizes that were used. It com­
piled and executed faster; it used less CPU and memory times 
than the other two languages. 
SIMSCRIPT was found more appropriate than SLAM for 
232 
simulating large size manufacturing facilities for any time 
period; and for simulating small and medium size facilities 
for short periods. SLAM was found to perform better when 
simulating small and medium size facilities for long 
periods. 
Based on the findings of this research, the following 
recommendations are made; 
(1) The only recommendation that can be made for GPSS 
is to improve its world view to include continu­
ous and combined simulations, because this would 
make it applicable to important systems which it 
cannot simulate now. 
(2) SLAM uses very large memory regions for execution 
which makes it quite expensive to use. In most 
of the trials used in the experiment, the costs 
associated with its memory time were as much as 
the cost associated with its CPU time and in some 
trials—large model, long simulation periods—its 
memory time costs exceeded its CPU time costs. 
Therefore, it is recommended to improve its memory 
requirement for execution to make it a more 
attractive package to use-cost wise. 
(3) The following recommendations are made for SIM-
SCRIPT: 
(a) The efficiency of its compiler needs to be 
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improved. 
(b) The ability to produce standard and graphical 
output is a very essential feature in a 
simulation language. Since SIMSCRIPT lacks 
this feature, it is strongly recommended 
that this capability be integrated into 
SIMSCRIPT. 
(c) The language applicability would be greatly 
enhanced if continuous and combined simula­
tions are incorporated in its world view. 
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APPENDIX A; PRINTOUT OF THE SIMULATION 
MODELS AND SAMPLES OF THEIR OUTPUT 
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10.1. GPSS 
GPSS/H 
LARGE SIZE MODEL 
THIS MODEL SIMULATES AN EIGHTEEN-MACHINE-CENTER MANUFACTURING FACIL 
THAT PRODUCES 9 DIFFERENT PRODUCTS, THE MODEL CONSISTS OF 3 SEGMENTS 
THE FIRST IS USED TO SIMULATE THE MANUFACTURING PROCESS. THE SECOND IS 
A DAILY TIMER SEGMENT. THE THIRD IS A WEEKLY TIMER SEGMENT. THREE 
RANDOM NUMBER GENERATORS .TEN TABLES.18 STORAGES AND 18 QUEUES ARE 
USED IN THE MODEL. 
SIMULATE 
REALLOCATE COM.15000 
*** SEEDS OF THE RANDOM NUMBER GENERATORS 
RMULT 9913567,4391271,6544173 
* TOTNO : THIS FUNCTION DETERMINES THE TOTAL NUMBER OF MACHINE CENTERS 
* TO BE VISITED BY EACH JOB 
TOTNO FUNCTION PI,09 
I.4/2.3/3.5/4.6/5.6/6,6/7,7/8,7/9.9 
* JTYPE : THIS FUNCTION DETERMINES THE PRODUCT TYPE OF A JOB WHEN IT 
* ARRIVES TO THE FACILITY. 
JTYPE FUNCTION RN3.D9 
.10.l/.20.2/.3 0.3/.40,4/.50•5/.60.6/.70.7/.85.8/1.9 
* XPDIS ; THIS FUNCTION GENERATES EXPONENTIALLY DISTRIBUTED RANDOM 
* VARIATES THAT SIMULATE THE TIME BETWEEN JOB ARRIVALS 
XPDIS FUNCTION RN1.C24 EXPONENTIAL DISTRIBUTION FUNCTION 
0.0/.1,.104/.2,.222/.3..355/.4,.509/.5,.69/.6,.915/.7,1.2/.7S.1.38 
.8.1.6/.84.1.83/.88.2.12/.9.2.3/.92.2.52/.94.2.81/.95.2.99/.96.3.2 
.97.3.5/.98.3.9/.99.4.6/.995.5.3/.998.6.2/.999.7/.9998.8 
* SERV : THIS FUNCTION GENERATES EXPONENTIALLY DIST. RANDOM VARIATES 
* THAT SIMULATE MACHINING OR PROCESSING TIMES. 
* 
SERV FUNCTION RN2.C24 EXPONENTIAL DISTRIBUTION FUNCTION 
0.0/.1,.104/.2,.222/.3,.355/.4,.509/.5..69/.6,.915/.7,1.2/.75,1.38 
.8,1.6/.84.1.83/.88.2.12/.9.2.3/.92.2.52/.94.2.81/.95.2.99/.96,3.2 
.97.3.5/.98.3.9/.99.4.6/.995.5.3/.938.6.2/.999.7/.9998.8 
* 
* 
* 
1 
THIS MATRIX'CONTAINS THE DATA OF THE PRODUCT ROUTINGS 
6/MHl(1.2).2/MHi(1,3),3/MHl( 1,4),1 
2/MHl(2,2),4/MHl(2,3),5 
6/MHH3,2) ,3/MHl (3,3) .4/MHl ( 3, 4 ) ,5 
12/MH1(4,2),11/MH1(4,3),10/MH1(4,4),9 
8/MHl(4,6),7 
12/MHl(5,2).B/MHl(5,3),10/MH1(5,4) , 8 
4/MHl(5,6),l 
11/MH1(6,2),9/MHl(6,3),7/MH1(6,4),5 
3/MHl(6,6),1 
18/MH1(7,2),17/MH1(7,3),16/MHI(7,4),13 
lO/MHl(7,6).7/MHl(7,7),4 
I7/MH1(8,2).16/MH1(8,3),13/MH1(8,4),14 
5/MHl(8,6),8/MHl(8,7),1 
18/MH1(9,2).17/MHl(9,3),13/MH1(9, 4) . 15 
17/MH1(9,6),12/MHl(9,7),7/MHl(9,8),5 
2 
MATRIX H,9,9 
INITIAL MHK 1, 1), 
INITIAL MH1(2, 1), 
INITIAL MHl(3i 1), 
INITIAL MHl(3i 5), 
INITIAL MH1 ( 4 < 1), 
INITIAL MHK 4, >5) , 
INITIAL MHl(5, 1 ) , 
INITIAL MHK 5. 5) , 
INITIAL MHl(6. 1 ) , 
INITIAL MHK6i 5) , 
INITIAL MHK7, 1 ) , 
INITIAL MHl (7, 5) , 
INITIAL MH K 8. 1), 
INITIAL MHl(8, 5) , 
INITIAL MHl(9, 1 ) , 
INITIAL MH1(9. 5), 
INITIAL MHl(9. 9), 
* 
• THIS 
* 
MATRIX CONTAINS THE MEAN OPERATION TIMES DATA. 
MATRIX 
INITIAL 
INITIAL 
INITIAL 
INITIAL 
INITIAL 
INITIAL 
INITIAL 
INITIAL 
INITIAL 
INITIAL 
INITIAL 
INITIAL 
INITIAL 
INITIAL 
INITIAL 
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,600/MH2(1,2) 
,650/MH2(2,2) 
.250/MH2(3,2) 
,2350 
•500/MH2(4,2) 
,250/MH2(4,6) 
,700/MH2(5,2) 
,250/MH2(5,6) 
,400/MH2(6,2) 
,250/MH2{6,6) 
,450/MH2(7,2) 
,250/MH2(7,6) 
,700/MH2(8,2) 
,250/MH2(8,6) 
,750/MH2(9,2) 
,750/MH2(9,6) 
,200 
200/MH2(1,3),350/MH2( 1,4),1250 
900/MH2(2,3),1050 
300/MH2(3,3),500/MH2(3,4),250 0 
350/MH2(4.3),400/MH2(4,4),600 
800 
550/MH2(5,3),1000/MH2( 5,4),850 
300 
550/MH2(6,3),700/MH2( 6,4),800 
300 
800/MH2(7,3),600/MH2(7,4),1700 
300/MH2(7,7),200 
1000/MH2(8,3)•600/MH2(8,4),900 
350/MH2(8,7),200 
250/MH2(9,3),700/MH2(9,4),850 
250/MH2(9,7),200/MH2(9,8),250 
N) 
* 
• EIGHTEEN STORAGES ARE USED TO SIMULATE THE 18 MACHINE CENTERS WITH 
• THEIR DIFFERENT CAPACITIES 
• 
STORAGE SI . 14/S2.5/S3.4 
STORAGE S4*8/S5«16/S6t4 
STORAGE S7t8/S8. a/S9. 6  
STORAGE S10.6/S11,4/S12,6 
STORAGE S13t10/S14,5/S15,S 
STORAGE S16.8/S17,ld/S18«6 
* EACH OF THE NINE TABLES IS USED TO COLLECT STATISTICS ON ONE OF THE 
• PRODUCTS. TABLE TJOBS IS USED TO COLLECT STATISTICS ON THE NUMBER OF 
* JOBS THAT REMAIN IN THE FACILITY AT THE END OF EACH DAY. 
1 TABLE Ml ,2400$2400,10 
2 TABLE Ml,2400,2400,10 
3 TABLE Ml,2400,2400,10 
4 TABLE Ml,2400,2400,10 
5 TABLE Ml,2400,2400,10 
6 TABLE Ml,2400,2400,10 
7 TABLE Ml,2400,2400,10 
8 TABLE Ml,2400,2400,10 
9 TABLE Ml,2400,2400,10 
T JOBS TABLE VSC0UNT,45,5,5 
COUNT VARIABLE W$PROC+W$MACH 
* 
*** MODEL SEGMENT 1 
1 * GENERATE 48,FN$XPDIS 
2 ASSIGN I,FNSJTYPE 
3 ASSIGN 2,FN$T0TN0 
4 NEXT ASSIGN 3,MH1(PI,P2) 
5 PROC QUEUE P3 
6 ENTER P3 
7 DEPART P3 
8 MACH ADVANCE MH2( PI ,P2) ,FN$SERV 
9 LEAVE P3 
10 ASSIGN 2— 11 
11 TEST E P2,0,NEXT 
12 TABULATE PI 
13 TERMINATE 
*** MODEL SEGMENT 2 
14 
• 
GENERATE 4800,,,,1 
15 TABULATE TJOBS 
16 TERMINATE I 
*** MODEL SEGMENT 3 
17 
* 
GENERATE 24000 
18 BRESET 
19 TERMINATE 
START 50,,5 
END 
A JOB ARRIVES 
DETERMINE JOB TYPE 
DETERMINE NUMBER OF CENTERS 
DETERMINE NEXT CENTER TO VISIT 
ENTER QUEUE OF THAT CENTER 
FIND AN IDEL MACHINE 
LEAVE THE QUEUE 
PERFORM THE OPERATION 
LEAVE THE MACHINE CENTER 
REDUCE # OF CENTERS TO BE VISITED 
WAS THIS THE LAST CENTER TO BE 
COLLECT STATISTICS ON THE JOB 
VISITED? NO, GO TO NEXT; YES, 
LEAVE THE MODEL—FACILITY 
END OF THE DAY 
COLLECT STAT. ON « OF JOBSIN FAC. 
RECORD NUMBER OF DAYS 
END OF THE WEEK 
RESET MODEL STATISTICS TO ZERO 
STATUS OF COMMON STORAGE 
7544 
7456 
1 201 6 
BYTES 
BYTES 
BYTES 
AVAILABLE 
IN USE 
USED (MAX) 
RELATIVE CLOCK: 24000 ABSOLUTE CLOCK: 240000 
BLOCK CURRENT 
1 
2 
3 
NEXT 
PROC 
6 
7 
MACH 70 
9 
10 
TOTAL BLOCK CURRENT TOTAL 
511 11 3132 
511 12 508 
511 13 " 508 
3135 14 5 
3135 15 5 
3140 16 5 
3140 17 0 
3140 18 - 1 
3132 19 1 
3132 
—AVG-UTIL-OURING— 
STORAGE TOTAL AVAIL UNAVL ENTRIES 
TIME TIME TIME 
1 .617 280 
2 .560 190 
3 .443 146 
4 .504 209 
5 .724 336 
6 .396 94 
7 .564 235 
8 .618 231 
9 .386 1 00 
10 .481 152 
1 1 • 438 101 
12 .470 180 
13 .758 215 
14 .679 87 
15 .609 82 
16 .670 139 
17 .722 295 
18 .596 130 
AVERAGE 
TIME/UNIT 
7 41.389 
354.042 
291.780 
463.421 
828.535 
404.861 
461.314 
514.199 
556.640 
456.407 
416.386 
\376.5ll 
847.158 
937.091 
892.280 
926.503 
587.498 
660.769 
CURRENT 
STATUS 
AVAIL 
AVAIL 
AVAIL 
AVAIL 
AVAIL 
AVAIL 
AVAIL 
AVAIL 
AVAIL 
AVAIL 
AVAIL 
AVAIL 
AVAIL 
A VA IL 
AVAIL 
AVAIL 
AVAIL 
AVAIL 
I 
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PERCENT CAPACITY AVERAGE CURRENT MAXIMUM 
AVA IL CONTENTS CONTENTS CONTENTS 
lOC.O 14 8.649 9 14 
lOC.O 5 2.802 2 5 
100.0 4 1.7/5 2 4 
100.0 8 4.035 2 8 
100.0 16 1 1.599 10 16 
ICC.O 4 1 .585 3 4 
100.0 8 4.517 4 8 
100.0 a 4.949 4 8 
100.0 6 2.319 2 6 
100.0 6 2.890 3 6 
100.0 4 1 .752 2 4 
100.0 6 2.823 0 6 
100 .0 10 7.589 4 10 
100.0 5 3.396 5 5 
100.3 S 3.048 5 5 
1  o c . o  a  5.366 4 8 
100.0 10 7.221 6 10 
100.0 6 3.579 3 6 
QUEUE MAX!MUM AVERAGE TOTAL ZERO 
CONTENTS CONTENTS ENTRIES ENTRIES 
1 3 0.026 275 260 
2 9 0.529 185 ISO 
3 3 0.065 144 1 26 
4 8 0.2 68 205 176 
5 13 0.792 320 235 
6 1 0 .017 94 90 
7 6 0. 142 234 215 
8 5 0.192 227 190 
9 1 0.001 100 99 
10 3 0.051 148 142 
11 3 0.097 101 88 
12 1 0.027 179 168 
13 10 1.107 209 137 
14 3 0.217 85 66 
15 2 0.055 80 72 
16 4 0.345 135 107 
17 5 0.250 292 225 
18 6 0.274 127 107 
TABLE 1 
ENTRIES IN TABLE MEAN ARGUMENT STANDARD 
43 2269.4200 
UPPER 
LIMIT 
2400 
4800 
7200 
DEVIATT ON 
1123.5900 
OBSERVED 
FREQUENCY 
21 
21 
1 
PERCENT 
OF TOTAL 
48.83 
48.83 
2.32 
CUMULATIVE 
PERCENTAGE 
48.83 
97.67 
100.00 
CUMULATIVE 
REMAINDER 
51.17 
2.33 
0 . 0 0  
ALL REMAINING FREQUENCY CLASSES ARE ZERO. 
TABLE 2 
ENTRIES IN TABLE MEAN ARGUMENT STANDARD DEVIATION 
61 2561.3900 1474.1200 
UPPER OBSERVED PERCENT CUMULATIVE CUMULATIVE 
LIMIT . FREQUENCY OF TOTAL PERCENTAGE REMAINDER 
2400 30 49.18 49.18 50.82 
4800 27 44.26 93.44 6.56 
7200 4 6.55 100.00 0.00 
ALL REMAINING FREQUENCY CLASSES ARE ZERO. 
2 5 0  
PERCENT AVERAGE «AVERAGE 
ZEROS TIME/UNIT TIME/UNIT 
94.5 2.345 43.000 
81.0 68.708 363.171 
87.5 10.861 86.888 
85. 8 31.424 222.137 
73.4 59.403 223.635 
95.7 4.382 103.000 
91 .8 14.585 179.631 
83.7 20.383 125.054 
99.0 0.280 28.000 
95.9 8.412 207.500 
87.1 23.059 179.153 
93.8 3.726 60.636 
65.5 127.181 369.180 
77.6 61.341 274.421 
90.0 16.500 165.000 
79.2 61.422 296.142 
77.0 20.575 89.671 
84.2 51.858 329.300 
0TA8LE CURRENT 
NUMBER CONTENTS 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
3 
0 
0 
0 
0 
0 
0 
0 
SUM OF ARGUMENTS 
97585.0000 
MULTIPLE 
OF MEAN 
1 .0575 
2.1150 
3.1726 
NON-WEIGHTED 
DEVIATION 
FROM MEAN 
•  1 1 6 2  
2.2522 
4.3882 
SUM OF ARGUMENTS 
1 .5624E+05 
MULTIPLE 
OF MEAN 
.9369 
I.8739 
2.8109 
NON-WEIGHTED 
DEVIATION 
FROM MEAN 
-.1094 
1.5186 
3.1466 
TABLE 3 
ENTRIES IN TABLE MEAN ARGUMENT STANDARD DEVIATION 
48 6259.2300 3194.3600 
UPPER OBSERVED PERCENT CUMULATIVE CUMULATIVE 
LIMIT FREQUENCY OF TOTAL PERCENTAGE REMAINDER 
2400 I 2.08 2.08 97.92 
4800 14 29.16 31.25 68.75 
7200 21 43.75 75.00 25.00 
9600 6 12.50 87.50 12.50 
12000 3 6.25 93.75 6.25 
14400 2 4.16 97.91 2.09 
16800 0 0.00 97.91 2.09 
19200 1 2.08 100.00 0.00 
ALL REMAINING FREQUENCY CLASSES ARE ZERO. 
TABLE 4 
ENTRIES IN TABLE MEAN ARGUMENT STANDARD DEVIATION 
51 3048.4100 1291.5300 
UPPER OBSERVED PERCENT CUMULATIVE CUMULATIVE 
LIMIT FREQUENCY OF TOTAL PERCENTAGE REMAINDER 
2400 16 31.37 31.37 68.63 
4800 31 60.78 92.15 7.85 
7200 3 5.88 98.03 1.97 
9600 1 1.96 100.00 0.00 
ALL REMAINING FREQUENCY CLASSES ARE ZERO. 
TABLE 5 
ENTRIES IN TABLE MEAN ARGUMENT STANDARD DEVIATION 
48 3888 .4000 1902. 3700 
UPPBR OBSERVED PERCENT CUMULATIVE CUMULATIVE 
LIMIT FREQUENCY OF TOTAL PERCENTAGE REMAINDER 
2400 12 25.00 25.00 75.00 
4800 24 50.00 75.00 25.00 
7200 10 20.83 95.83 4. 17 
9600 1 2.08 97.91 2.09 
12000 1 2.08 1 00.00 0.00 
ALL REMAINING FREQUENCY CLASSES ARE ZERO. 
2 5 2  
SUM OF ARGUMENTS 
3.00446+05 
MULTIPLE 
OF MEAN 
.3834 
.7668 
1.1503 
1.5337 
I.9171 
2.3006 
2.6840 
3.0674 
NON-WEIGHTED 
DEVIATION 
FROM MEAN 
-1.2081 
-.4568 
.2945 
1.0458 
1 .7971 
2.5484 
3.2998 
4.0511 
SUM OF ARGUMENTS 
1 .5546E+05 
MULTIPLE 
OF MEAN 
.7872 
1.5745 
2.3618 
3.1491 
NON-WEIGHTED 
DEVIATION 
FROM MEAN 
-.5020 
1.3562 
3.2144 
5.0727 
SUM OF ARGUMENTS 
1.8664E+0S 
MULTIPLE 
OF MEAN 
.6172 
1 .2344 
1.8516 
2.4688 
3.0861 
NON-WEIGHTED 
DEVIATION 
FROM MEAN 
-.7823 
.4791 
1 .7407 
3.0023 
4.2639 
TABLE 6 
ENTRIES IN  TABLE MEAN ARGUMENT STANDARD DEVIATION 
48 3230.1700 1381.3500 
UPOER OBSERVED PERCENT CUMULATIVE CUMULATIVE 
LIMIT FREQUENCY OF TOTAL PERCENTAGE REMAINDER 
2400 14 29.16 29.16 70.84 
4800 29 60.41 89.58 10.42 
7200 4 8.33 97.91 2.09 
9600 1 2.08 100.00 0.00 
ALL REMAINING FREQUENCY CLASSES ARE ZERO. 
TABLE 7 
ENTRIES IN TABLE MEAN ARGUMENT STANDARD DEVIATION 
50 4762.6200 1873.2200 
UPPER OBSERVED PERCENT CUMULATIVE CUMULATIVE 
LIMIT FREQUENCY OF TOTAL PERCENTAGE REMAINDER 
2400 2 4.A0 4.00 96.00 
4800 28 56.00 60.00 40.00 
7200 14 28.00 88.00 12.00 
9600 5 10.00 98.00 2.00 
12000 1 2.00 100.00 0.00 
ALL REMAINING FREQUENCY CLASSES ARE ZERO. 
TABLE 8 
ENTRIES IN TABLE 
82 
UPPER 
LIMIT 
2400 
4800 
7200 
9600 
12000 
MEAN ARGUMENT 
4603.4000 
STANDARD DEVIATION 
. 1905.9500 
OBSERVED 
FREQUENCY 
5 
46 
23 
6 
2 
PERCENT 
OF TOTAL 
6.09 
56.09 
28.04 
7.31 
2.43 
CUMULATIVE 
PERCENTAGE 
6.09 
62. 19 
90.24 
97.56 
100.00 
CUMULATLVE 
REMAINDER 
93.91 
37.81 
9.76 
2.44 
0.00 
ALL REMAINING FREQUENCY CLASSES ARE ZERO. 
2 5 4  
SUM OF ARGUMENTS 
I .5S04E + 0S 
MULTIPLE 
OF MEAN 
.7429 
1.48S9 
2.2289 
2.9719 
NON-WEIGHTED 
DEVIATION 
FROM MEAN 
-.6009 
1. 1364 
2.8738 
4.6113 
SUM OF ARGUMENTS 
2.3813E+0S 
MULTIPLE 
OF MEAN 
.5039 
1,0078 
1.5117 
2.0157 
2.5196 
NON-WEIGHTED 
DEVIATION 
FROM MEAN 
-1.2612 
1.99S6E-02 
1.3011 
2.5823 
3.8636 
SUM OF ARGUMENTS 
3.7747E+0S 
MULTIPLE 
OF MEAN 
.5213 
1.0427 
1.5640 
2.0854 
2.6067 
NON-WEIGHTED 
DEVIATION 
FROM MEAN 
—1.1560 
.1031 
1.3623 
2.6215 
3.8807 
TABLE 9 
ENTRIES IN TABLE MEAN ARGUMENT 
77 4530.6300 
STANDARD DEVIATION 
1812.6400 
UPPER 
LIMIT 
2400 
4800 
7200 
9600 
12000 
OBSERVED 
FREQUENCY 
6 
44 
18  
8 
1 
PERCENT CUMULATIVE CUMULATIVE 
OF TOTAL 
7.79 
57.14 
23.37 
10.38 
1.29 
PERCENTAGE 
7.79 
64.93 
88.31 
98.70 
100.00 
REMAINDER 
92.21 
35.07 
11.69 
1.30 
0 . 0 0  
ALL REMAINING FREQUENCY CLASSES ARE ZERO, 
TABLE TJOBS 
ENTRIES IN TABLE 
5 
MEAN ARGUMENT 
82.0000 
STANDARD DEVIATION 
9.8234 
UPPER 
LIMIT 
45 
50 
55 
60 
OVERFLOW 
OBSERVED 
FREQUENCY 
0 
0 
0 
0 
5 
PERCENT CUMULATIVE CUMULATIVE 
OF TOTAL 
0.00 
0 . 0 0  
0.00 
0 .00  
100.00 
PERCENTAGE 
0 .00  
0 .00  
0 .00 
0 .00  100.00 
REMAINDER 
100.00  
100.00  
100.00  
100.00  
0 . 0 0  
AVERAGE VALUE OF OVERFLOW IS 82.0000 
2 5 6  
SUM OF ARGUMENTS 
3.488SE+05 
MULTIPLE 
OF MEAN 
.5297 
1.0594 
1.5891 
2.1189 
2.6486 
NON-WEIGHTED 
DEVIATION 
FROM MEAN 
-1.1754 
. 1486 
1.4726 
2.7966 
4.1207 
SUM OF ARGUMENTS 
410.0000 
MULTIPLE 
OF MEAN 
.5487 
.6097 
.6707 
.7317 
NON-WEIGHTED 
DEVIATION 
FROM MEAN 
-3.7665 
-3.2575 
-2.7485 
-2.2395 
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2. SLAM 
c 
C SLAM 
C LARGE SIZE MODEL 
C 
C THIS MODEL SIMULATES AN EIGHTEEN-MACHINE-CENTER FACILITY WHICH PRODUCES 
C 9 PRODUCTS. THE MODEL CONSISTS OF THE MAIN PROGRAM AND SEVEN SUBROUTINES. 
C THE FOLLOWING ARE THE DEFINITIONS OF THE VARIABLES USED IN THIS MODEL: 
C NUMM(18) : NUMBER OF MACHINE CENTERS 
C NOP(9) : NUMBER OF PRODUCTS 
C SEQ(9.9) : A MATRIX WHICH CONTAINS THE ROUTINGS OF THE PRODUCTS 
C 0TM(9,9) : A MATRIX WHICH CONTAINS THE MEAN OPERATIONS TIME 
C NPROD : NUMBER OF PRODUCTS 
C ARRAT : MEAN ARRIVALS RATE 
C SYSJ : NUMBER OF JOBS IN THE MODEL 
C 
C 
C THE MAIN PROGRAM SETS THE CARD READER NUMBER,THE LINE PRINTER NUMBER, 
C THE SCRATCH TAPE NUMBER,AND PASSES CONTROL TO SUBROUTINE SLAM. 
C 
DIMENSION NSET(5000) 
C0MM0N/SC0M1/ATRIB(100),DD(100),DDL(100),DTNOW,11 »MFA.MSTOP,NCLNR 
1,NCRDR,NPRNT,NNRUN,NNSET,NTAPE,SS(100).SSL(100),TNEXT.TNOW,XX(100) 
C0MM0N/UC0M1/NUMM(18),N0P(9),XVAL(9),FX(9),SEQ(9,9),OTM(9,9),NPROD 
1,ARRAT,SYSJ 
COMMON QSET(5000) 
EQUIVALENCE (NSET<1),QSET(I)) 
NNSET=5000 
NCRDR=5 
NPRNT=6 
NTAPE=11 
CALL SLAM 
STOP 
END 
C SUBROUTINE INTLC PERFORMS THE FOLLOWING FUNCTIONS: 
C 1. READS THE INPUT DATA 
C 2. CALLS SUB. DTOUT TO OUTPUT THE DATA 
C 3. SCHEDULES THE ARRIVAL TIME OF THE FIRST JOB 
C 4. SCHEDULES AN END OF DAY EVENT—1ST DAY 
C 
SUBROUTINE INTLC 
COMMON/SCOM1/ATRIB(100).DD(100)TDDL(100),DTNOW,II.MFA,MSTOP.NCLNR 
L.NCRDR,NPRNT,NNRUN,NNSET,NTAPE.SS(100),SSL(100).TNEXTITNOW.XX(100) 
C0MM0N/UC0M1/NUMM(18)TNOP(9)•XVAL(9),FX(9),SEO(9,9),OTM(9.9).NPROD 
1.ARRAT.SYSJ 
READ (NCRDR.L) NPROD.NDEPT.ARRAT 
READ (NCRDR.2)(NUMMD).1=1.NDEPT) 
DO 10 1=1.NDEPT 
XX( I ) = 0 
10 CONTINUE 
SYSJ=0 
DO 20 1=1.NPROD 
READ (NCRDR,3) NOP(1).XVAL(I).FX(I) 
K=NOP(I) 
DO 30 J=1.K 
READ (NCRDR.4) SEQ(I.J).OTM(I.J) 
30 CONTINUE 
20 CONTINUE 
CALL DTOUT 
CALL SCHDL(1.EXP0N(ARRAT.1I.ATRIB) 
CALL SCHDL(3.480..ATRIB) 
RETURN 
1| FORMAT (212.F5.2) 
2 FORMAT (1812) 
3 FORMAT (I2.F3.0.F4.2) 
4 FORMAT (F2.0.F5.0) 
END 
c SUBROUTINE EVENT DETERMINES THE TYPE OF EVENT TO BE SIMULATED AND 
C CALLS ITS RESPECTIVE SUBROUTINE.THERE ARE THREE TYPES OF EVENTS: 
C EVENT 1 : THE ARRIVAL OF A JOB 
C EVENT 2 : THE END OF A MACHINING OPERATION 
C EVENT 3 ; THE END OF A DAY 
C 
SUBROUTINE EVENTd) 
GOTO ( 1,2,3), I 
1 CALL ARVL g 
RETURN 
2 CALL ENDSV 
RETURN 
3 CALL WKAVG 
RETURN 
END 
SUBROUTINE ARVL PERFORMS THE FOLLOWING FUNCTIONS: 
1. INCREMENTS THE NUMBER OF JOBS IN THE SYSTEM BY I 
2. DETERMINES THE TYPE OF JOB WHICH JUST ARRIVED 
3. INTRODUCES THE JOB INTO THE MODEL TO STARTS ITS MANUFACTURING 
PROCESS 
SUBROUTINE ARVL 
COMMON/SCOMl/ATRIB(100)tDD(100),DDL(100).DTNOW.11fMFAiMSTOP.NCLNR 
1,NCRDR,NPRNT,NNRUN,NNSET,NTAPE,SS(100;tSSL(100)# TNEXT.TNOW.XX(100) 
CDMM0N/UC0M1/NUMM(18).N0P(9),XVAL(9)tFX(9)tSEQ(9.9)tOTM(9t9).NPROD 
1#ARRAT.SYSJ 
SYSJ=SYSJ+1.0 
SCHEDULE NEXT ARRIVAL 
CALL SCHDL(1.EXPON(ARRAT.1).ATRIB) 
ATRIB(l) IS ARRIVAL TIME 
ATRIB(2) IS JOB TYPE 
ATRIBO) IS OPERATION NUMBER 
ATRIB(4) IS MACHINE NUMBER 
ATRIB(5) IS OPERATION TIME 
ATRIBC1)=TN0W 
ATRIB(2)=DPROB(FX.XVAL,NPROD.3) 
ATRIB(3)=1 
NTYP=ATRIB(2) 
NC0N=ATRIB(3) 
ATRIB(4)=SEQ(NTYP,NC0N) 
XMN=OTM(NTYP.NCON) 
ATRIB(5)=EXP0N(XMN»2) 
I=ATRIB(4) 
NBUSY=XX(I) 
CHECK FOR AVAILABLE MACHINE 
IF(NBUSY.LT.NUMM(I)) GOTO 10 
NO. PLACE IN QUEUE OF MACHINE GROUP 
CALL FILEM(I.ATRIB) 
RETURN 
YES. INCREMENT NO. OF BUSY MACHINES 
XX(I) = XX( I ) + l,0 
SCHEDULE END OF SERVICE 
CALL SCHDL(2.ATRIB(5).ATRIB) 
RETURN 
END 
C SUBROUTINE ENDSV SIMULATES THE END OF OPERATION EVENT AND THE 
C ACTIVITIES THAT FOLLOW THIS EVENT. 
C 
SUBROUTINE ENDSV 
COMMON/SCOMl/ATRIB(100)tDD{100)#DDL(100)tDTNOWtlItMFA.MSTOPtNCLNR 
1.NCRDR.NPRNT.NNRUN,NNSETtNTAPE.SS(100).SSL(100)tTNEXTtTNOW#XX(100) 
COMMON/UCOMl/NUMM(1B).N0P(9)#XVAL(9),FX(9),SEQ(9,9),0TM(9,9).NPROD 
1.ARRAT.SYSJ 
NTYP=ATR1B(2) 
NC0N=ATRIB(3) 
NMACH=ATRIB< 4) 
C CHECK TO SEE IF CURRENT OPERATION IS THE LAST 
IF(NCON.LT.NOP(NTYP)) GO TO 10 
C YES. COLLECT STATS ON TIME IN SYSTEM 
TSYS=TNOW-ATRIB(1) 
CALL COLCT(TSYS.NTYP) 
SYSJ=SYSJ-1.0 
GOTO 20 
C NO. INCREMENT OPERATION NO.. GET NEXT MACHINE NO. AND TIME 
10 ATRIB(3)=ATRIB(3)+l .0 
NCON=ATRIB(3) 
ATRIB(4)=SEQ(NTYP.NC0N) 
XMN=0TM(NTYP « NCON) 
ATRIB(5)=EXP0N(XMN,2) 
I=ATRIB(4) 
NBUSY=XX(I) 
C CHECK TO SEE IF NEXT MACHINE TYPE AVAILABLE 
IF(NBUSY.LT.NUMM(I)) GOTO 30 
C NO, PLACE JOB IN QUEUE BEFORE MACHINE GROUP 
CALL FILEM(I.ATRIB) 
GOTO 20 I 
C YES. INCREMENT NO. OF BUSY MACHINES 
C SCHEDULE END OF SERVICE 
30 XX(I)=XX(I)+1.0 
CALL SCHDLC2.ATRIB(5).ATRIB) 
C ARE JOBS WAITING IN QUEUE OF MACHINE COMPLETING SERVICE? 
20 IF(NNQ(NMACH).EQ.O) GOTO 40 
C YES. REMOVE FIRST ONE AND SCHEDULE END OF SERVICE 
CALL RMOVEC1.NMACH.ATRIB) 
CALL SCHDL(2.ATRIB(5),ATRIB) 
RETURN 
C NO, DECREMENT NO. OF BUSY MACHINES 
40 XX(NMACH)=XX(NMACH)-1. 
RETURN 
END 
C SUBROUTINE WKAVG PERFORMS THE FOLLOWING FUNCTIONS: 
C 1. SCHEDULES AN END OF DAY EVENT 
C 2. COLLECTS STATISTICS ON THE NUMBER OF JOBS IN THE SYSTEM AT 
C THE END OF EACH DAY 
C 
SUBROUTINE WKAVG 
COMMON/SCOM1/ATRIB(100),DD(100),DDL(100),DTNOW,II•MFAtMSTOP,NCLNR 
l.NCRDR.NPRNTtNNRUN.NNSET.NTAPE.SS(100).SSL(IOO)#TNEXTfTNOW.XX(100) 
COMMON/UCOMl/NUMM(18)tNOP(9).XVAL(9).FX(9),SEQ(9,9),0TM(9,9).NPROO 
1.ARRAT.SYSJ 
CALL SCHDL(3,480.,ATRIB) 
CALL COLCT(SYSJ.IO) 
RETURN 
END 
C SUBROUTINE DTOUT OUTPUTS THE INPUT DATA OF THE MODEL WHICH WERE READ 
C IN SUBROUTINE INTLC. 
SUBROUTINE DTOUT 
COMMON/SCOMl/ATRIB(100)t DD(100)t DDL(100),DTNOW,11,MFA,MSTOP,NCLNR 
1,NCRDR,NPRNT,NNRUN,NNSET,NTAPE,SS(100),SSL(100),TNEXT,TNOW,XX(100) kj 
COMMON/UCOMl/NUMM( 18),NOP(9) ,XVAL(9) ,FX( 9 ) ,SEQ( 9. 9) ,OTM( 9, 9) ,NPROD cr\ 
1,ARRAT,SYSJ w 
WRITE (NPRNT.l) 
DO 20 I=1,NPR0D 
WRITE (NPRNT,2) I 
K=NOP(I) 
DO 30 J=1,K 
WRITE (NPRNT,3) SEQ(I,J),OTM(I,J) 
30 CONTINUE 
20 CONTENUE 
WRITE (NPRNT,4) 
DO 40 L=1,NPR0D 
WRITE (NPRNT.S) L,FX(L) 
40 CONTINUE 
RETURN 
1 F0RMAT(*1',3X.33HEXAMPLE JOB SHOP SIMULATION,/// 
67X,24HTHE JOÔ TYPE DESCRIPTION) 
2 FORMAT(10X,8HJOB NAME,5X,12,/,24X,13HTASK SEQUENCE,/, 
632X,7HMACHINE.6X,9HMEAN TIME) 
3 FORMAT(39X,F3.0,3X,F7.2) 
4 F0RMAT(7X,36HTHE JOBS WERE DISTRIBUTED AS FOLLOWS,/, 
610X,4HNAME,6X,1IHPROBABILITY) 
5 FORMAT(12X,I2,6X,F8.3) 
END 
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BASED ON OBSERVATION** 
MINIMUM MAXIMUM NUMBER OF 
VALUE VALUE OBSERVATIONS 
0.7123E 02 0•5306E 03 38 0.2537E 02 0. 8028E 03 40 0.1 130E 03 0.1491E 04 50 0.1168E 03 0.6574É 03 47 0.9946E 02 0.7364E 03 49 0.1117E 03 0.72S2E 03 45 0.5568E 02 0.6262E 03 43 0.1269E 03 0.7541E 03 80 0.2036E 03 0.9822E 03 78 0.5600E 02 0.81OGE 02 5 
VARIABLES** 
MAXIMUM TIME CURRENT 
VALUE INTERVAL VALUE 
0 .140 0E 02 0 .2400E 04 0 .1400E 02 0 .5000E 01 0 .2400E 04 0 .5000E 01 0 .4000E 01 0 .2400E 04 0 .2000E 01 0 .8000E 01 0 .2400E 04 0 .3000E 01 0 .1600E 02 0 .2400E 04 0 .1500E 02 0 .4000E 01 0 .2400E 04 0 .0 0 .8000E 01 0 .2400E 04 0 .8000E 01 0 .8000E 01 0 .2400E 04 0 •5000E 01 0 .6000E 01 0 .2400E 04 0 .0 0 .5000E 01 0 .2400E 04 0 .4000E 01 0 .4000E 01 0 .2400E 04 0 .2000E 01 0 .6000E 01 0 .2400E 04 0 .1OOOE 01 0 .LOOOE 02 0 .2400E 04 0 .6000E 0 1 0 .5000E 01 0 .2400E 04 0 .5000E 01 0 .5000E 01 0 ,2400E 04 0 .50005 0 1 
0 .6000E 01 0 .2400E 04 0 .1OOOE 0 1 0 .1OOOE 02 0 .2400E 04 0 .6000E 01 0 .6000E 0 1 0 .2400E 04 0 .3000E 0 1 
* * F I L E  S T A T I S T I C S * *  
FILE ASSOCIATED AVERAGE STANDARD 
NUMBER NODE TYPE LENGTH DEVIATION 
1 0. 1496 0.5312 
2 0.1234 0.6057 
3 0.0482 0.2692 
4 0 .0030 0.0548 
5 0.0114 0.1246 
6 0.0488 0.2212 
7 0 .0403 0.2188 
8 1.1275 2.8282 
9 0.0090 0.1081 
10 0.0 0.0 
1 1 0.0300 0.1898 
12 0.1055 0.4588 
13 0.0860 0.5537 
14 0.5803 1.0056 
15 0 .2396 0.6196 
1 6 0.0 0.0 
17 1 .6044 2.5164 
1 8 0.7412 1.6402 
19 74.1799 7.0156 
MAXIMUM 
LENGTH 
4 
5 
2 
1 
2 
2 
2 
13 
2 
0 
2 
4 
6 
4 
3 
0 
10 
7 
90 
CURRENT 
LENGTH 
0 
2 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
1 
0 
0 
0 
89 
AVERAGE 
WAITING TIME 
.8.5460 
14.1027 
12.8650 
7.2344 
6.8643 
1 1 .7043 
5.6854 
43.6446 
10.8301 
0 . 0  
7.9922 
9.7371 
12.8935 
45.544 1 
23.9590 
0 . 0  
27.7013 
46.8153 
49.6463 
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10.3. SIMSCRIPT 
1 
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3 
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6 
7 
8 
9 
1 0  
1 1 
12  
13 
14 
15 
16 
17 
18 
19 
20 
2 1  
22 
23 
24 
25 
26 
27 
28 
29 
30 
31 
32 
33 
34 
35 
36 
37 
38 
39 
40 
41 
42 
43 
44 
45 
SIMSCRIPT II.5 
LARGE SIZE MODEL 
THIS MODEL SIMULATES AN EIGHTEEN-MACHINE-CENTER MANUFACTURING FACILITY 
THAT PRODUCES 9 PRODUCTS. THE MODEL CONSISTS OF TWO ROUTINES-PREAMBLE 
AND MAIN-AND TWO PROCESSES- EXPERIMENT AND JOB. 
THE PREAMBLE ROUTINE DEFINES THE RESOURCES AND THE PROCESSES TO BE USED. 
IT ALSO DEFINES THE PERMANENT AND TEMPORARY ENTITIES AND THEIR ATTRIBUTES 
IT DEFINES THE REMAINING ATTRIBUTES OF THE SYSTEM TO BE SIMULATED. 
FINALLY.IT INITIALIZES THE STATISTICAL VARIABLES TO BE COLLECTED FROM 
THE MODEL. 
• PREAMBLE 
RESOURCES 
EVERY MACHINE HAS A NO.OF.UNITS AND A WAITING.TIME 
DEFINE NO.OF.UNITS AS AN INTEGER VARIABLE 
DEFINE WAITING.TIME AS A REAL VARIABLE 
PROCESSES INCLUDE EXPERIMENT AND JOB 
PERMANENT ENTITIES 
EVERY JOB.TYPE HAS A DELAY.TIME 
AND OWNS A SEQUENCE 
DEFINE DELAY.TIME AS A REAL VARIABLE 
TEMPORARY ENTITIES 
EVERY TASK HAS A TK.MACH.ID 
AND A TK.MEAN.TIME 
AND BELONGS TO A SEQUENCE 
DEFINE TK.MEAN.TIME AS A REAL VARIABLE 
DEFINE TK.MACH.ID AS AN INTEGER VARIABLE 
DEFINE N.LINE AS A REAL VARIABLE 
THE SYSTEM HAS A MEAN.JOB.INTERARRIVAL.TIME 
AND A NO.OF.WEEKS 
AND A NO.IN.SHOP 
AND A SAMPLE.NO.IN.SHOP 
AND A JOB.MIX RANDOM STEP VARIABLE 
DEFINE MEAN.JOB.INTERARRIVAL.TIME AS A REAL VARIABLE 
DEFINE NO.IN.SHOP AND SAMPLE.NO.IN.SHOP AS INTEGER VARIABLES 
DEFINE NO.OF.WEEKS AS AN INTEGER VARIABLE 
DEFINE JOB.MIX AS AN INTEGER. STREAM 3 VARIABLE 
DEFINE SEQUENCE AS A FIFO SET 
ACCUMULATE UTILIZATION AS THE AVERAGE. 
STD.BUSY AS THE STD.DEV, MIN.BUSY AS THE MINIMUM. 
MAX.BUSY AS THE MAXIMUM OF N.X.MACHINE 
ACCUMULATE AVG.QUEUE.LENGTH AS THE AVERAGE. 
46 
47 
48 
49 
50 
51 
52 
53 
54 
55 
1 
2 
3 
4 
5 
6 
7 
8 
9 
10 
1 1 
12 
13 
14 
15 
16 
17 
18 
19 
20 
2 1  
22 
23 
24 
25 
26 
27 
28 
29 
30 
31 
MAX.QUEUE.LENGTH AS THE MAXIMUM. 
STD.QUEUE AS THE STO.DEV OF N.Q.MACHINE 
TALLY AVG.Q.TIME AS THE AVERAGE OF WAITING.TIME 
TALLY NO.COMPLETED AS THE NUMBER. AVG.DELAY AS THE AVERAGE. 
STD.DELAY AS THE STD.DEV. MIN.DELAY AS THE MINIMUM. 
MAX.DELAY AS THE MAXIMUM OF DELAY.TIME 
TALLY N.SHOP AS THE NUMBER.AVG.NO.IN.SHOP AS THE WEEKLY AVERAGE, 
STD.N.SHOP AS THE STD.DEV.MIN.N.SHOP AS THE MINIMUM. 
MAX.N.SHOP AS THE MAXIMUM OF SAMPLE.NO.IN.SHOP 
END 
•• THE MAIN ROUTINE INITIALIZES THE SEEDS OF THE RANDOM NUMBER GENERATORS, 
••READS THE INPUT DATA.OUTPUTS THIS DATA.AND STARTS THE SIMULATION BY 
••CALLING PROCESS EXPERIMENT. 
« • 
MAIN 
DEFINE I AND NO.OF.TASKS AS INTEGER VARIABLES 
LET HOURS.V= 8 
LET SEED.V(I) = 9913567 
LET SEED.V(2) = 4391271 to 
LET SEED.V(3) = 6544173 g 
READ N.MACHINE 
CREATE EVERY MACHINE 
FOR EACH MACHINE. 
DO 
READ NO.OF.UNITS*MACHINE) 
LET U.MACHINECMACHINE) = NO.OF.UNITSCMACHINE) 
LOOP 
READ N.JOB.TYPE 
CREATE EVERY JOB.TYPE 
FOR EACH JOB.TYPE. 
DO 
READ NO.OF.TASKS 
FOR I = 1 TO NO.OF.TASKS. 
DO 
CREATE A TASK 
READ TK.MACH.IDITASK) AND TK.MEAN.TIME(TASK) 
FILE TASK IN SEQUENCE*JOB.TYPE) 
LOOP 
LOOP 
READ MEAN.JOB.INTERARRIVAL.TIME. NO.OF.WEEKS AND JOB.MIX 
PRINT 1 LINE THUS 
E X A M P L E  J O B  S H O P S I M U L A T I O N  
32 SKIP 3 LINES 
33 PRINT 1 LINE THUS 
THE JOB TYPE DESCRIPTIONS 
34 FOR EACH JOB.TYPE, 
35 DO 
36 PRINT 3 LINES WITH JOB.TYPE THUS 
JOB NAME ****** 
TASK SEQUENCE 
MACHINE MEAN TIME 
37 FOR EACH TASK IN SEQUENCE!JOB.TYPE) 
38 PRINT 1 LINE WITH TK.MACH.ID(TASK) AND TK.MEAN.TIME(TASK)THUS 
****** *•** 
39 LOOP 
40 SKIP 3 LINES 
41 PRINT 2 LINES THUS 
THE JOBS WERE DISTRIBUTED AS FOLLOWS 
NAME PROBABILITY 
45 START SIMULATION 
46 END 
-J 
O 
1 •• PROCESS EXPERIMENT PASSES CONTROL TO PROCESS JOB AND GIVES THE 
2 ''FORMAT OF THE OUTPUT THAT WILL BE PRODUCED BY THE MODEL. 
3 • • 
4 PROCESS EXPERIMENT 
5 DEFINE WEEK AND DAY AS INTEGER VARIABLES 
6 ACTIVATE A JOB NOW 
7 FOR WEEK = 1 TO NO.OF.WEEKS, 
8 DO 
9 FOR DAY = I TO 5, 
10 DO 
11 WAIT 1 DAY 
12 LET SAMPLE.NO.IN.SHOP = NO.IN.SHOP 
13 LOOP 
14 START NEW PAGE 
15 PRINT 3 LINES WITH WEEK THUS 
RESULTS AFTER ** WEEKS OF CONTINUOUS OPERATION 
JOB MEAN STANDARD COEFF.OF MINIMUM MAXIMUM NUMBER OF 
TYPE DELAY DEVIATION VARIATION VALUE VALUE OBSERVATIONS 
16 FOR EACH JOB.TYPE, 
17 DO 
18 PRINT 1 LINE WITH JOB.TYPE. AVG.DELAYCJOB.TYPE). 
19 
20 
2 1  
22 
* + 
23 
24 
25 
26 
27 
28 j( 
29 
30 
DËf 
NUf 
31 
32 
33 
34 
35 
36 
37 
38 
QUE 
NU> 
39 
40 
41 
42 
43 
*: 
44 
45 
46 
47 
48 
49 
50 
*.** 
* . * *  
STD.DELAY*JOB.TYPE), 
STD.DELAYfJOB.TYPE)/AVG.DELAY(JOB.TYPE), 
MIN.DELAY(JOB.TYPE). MAX.DELAY*JOB.TYPE) 
NO.COMPLETEDCJOB.TYPE) THUS 
*.** *.** *.** *.** 
RESET TOTALS OF DELAY.TIME(JOB.TYPE) 
LOOP 
SKIP I LINE 
PRINT 1 LINE WITH AVG.NO.IN.SHOP, 
STO.N.SHOP. STO.N.SHOP/AVG.NO.IN.SHOPt 
MIN.N.SHOP.MAX.N.SHOP,N.SHOP THUS 
* .**  *. ** *.** 
CAPACITY 
MINIMUM 
VALUE 
MAXIMUM 
VALUE 
CURRENT 
VALUE 
* .**  
SKIP 3 LINES 
PRINT 2 LINES THUS 
MEAN STANDARD 
VALUE DEVIATION 
FOR EACH MACHINE. 
DO 
PRINT 1 LINE WITH MACHINE. NO.OF.UNITSCMACHINE). 
UTILIZATION(MACHINE), STD.BUSYCMACHINE), 
MIN.BUSY(MACHINE).MAX.BUSY(MACHINE),N.X.MACHINE THUS 
*.** * * * 
LOOP 
SKIP 3 LINES 
PRINT 2 LINES THUS 
STANDARD MAXIMUM 
DEVIATION LENGTH 
FOR EACH MACHINE. 
DO 
PRINT 1 LINE WITH MACHINE, AVG.QUEUE.LENGTH*MACHINE). 
STD.QUEUE(MACHINE). MAX.QUEUE.LENGTH*MACHINE). 
N.Q.MACHINE. AVG.Q.TIME(MACHINE) THUS 
*.** *.** * * *.*• 
RESET TOTALS OF N.Q.MACHINE.N.X.MACHINE 
AND WAITING.TIME(MACHINE) 
LOOP 
RESET TOTALS OF SAMPLE.NO.IN.SHOP 
LOOP 
STOP 
END 
AVERAGE 
LENGTH 
CURRENT 
LENGTH 
AVERAGE 
WAITING TIME 
1 
2 
3 
4 
5 
6 
7 
a 
9 
1 0  
11 
12 
13 
14 
15 
1 6  
17 
16 
19 
20 
21  
22 
23 
24 
25 
26 
27 
PROCESS JOB PERFORMS THE FOLLOWING FUNCTIONS: 
1. SIMULATES JOB ARRIVALS TO THE FACILITY—EXPONENTIALLY DISTRIBUTED 
WITH A MEAN INTERARRIVALS RATE OF 4.8 MINUTES. 
2. KEEPS A RECORD ON THE NUMBER OF JOBS IN THE FACILITY. 
3. KEEPS A RECORD ON JOB RESIDENCE TIME IN THE FACILITY. 
4. SIMULATES THE MANUFUCTURING PROCESSES OF THE PRODUCTS. 
PROCESS JOB 
DEFINE TASK.JOB.TYPE.NEXT.JOB AND ID.MACH AS INTEGER VARIABLES 
DEFINE ARRIVAL.TIME AND QUE.TM AS REAL VARIABLES 
ACTIVATE A JOB CALLED NEXT.JOB 
IN EXPONENTIAL.F(MEAN.JOB.INTERARRIVAL.TIME.1 ) MINUTES 
LET ARRIVAL.TIME = TIME.V 
ADD 1 TO NO.IN.SHOP 
LET JOB.TYPE = JOB.MIX 
FOR EACH TASK IN SEQUENCE( JOB. TYPE) to 
DO -J 
LET QUE.TM = TIME.V 
REQUEST 1 UNIT OF MACHINE(TK.MACH.ID(TASK)) 
LET ID.MACH = TK.MACH.ID(TASK) 
LET WAITING.TIME(ID.MACH)=(TIME.V-QUE.TM)*HOURS•V*MINUTES.V 
WORK EXPONENTIAL.F(TK.MEAN.TIME(TASK).2) MINUTES 
RELINQUISH 1 UNIT OF MACHINE(TK.MACH.IDC TASK)) 
LOOP 
LET DELAY.TIME(JOB.TYPE)=(TIME.V-ARRIVAL.TIME)*HOURS.V*MINUTES.V 
SUBTRACT 1 FROM NO.IN.SHOP 
END 
JOB 
TYPE 
1 
2 
3 
4 
5 
6 
7 
8 
9 
.JOB 
DEPT 
NUMB 
1 
2 
3 
4 
5 
6 
7 
6 
9 
1 0  
1 1  
1 2  
13 
14 
15 
16 
17 
1 8  
AFTER 10 WEEKS OF CONTtNUOUS OPERATION 
MEAN STANDARD COEFF.OF MINIMUM MAXIMUM NUMBER OF 
DELAY DEVIATION VARIATION VALUE VALUE OBSERVATIONS 
301.05 171.64 .57 62.34 945.63 50 
294.34 168.70 .57 50.04 919.47 54 
651.95 322.63 .49 160.74 1848.64 63 
292.56 112.75 .39 79. 49 618.94 58 
421.96 192.31 .46 126.65 1032.49 39 
380.66 168.57 .44 130.79 806.95 36 
452.47 245.58 .54 84.47 1501.81 51 
490.95 173.23 .35 167.36 1218.36 80 
495.28 186.68 .38 219.63 1016.37 69 
96.40 17.73 .18 75.00 120.00 5 
MEAN STANDARD MINIMUM MAXIMUM CURREI 
CAPACITY VALUE DEVIATION VALUE VALUE VALUE 
14 11.39 2.99 4 14 14 
5 2.26 1 .37 0 5 3 
4 1.80 1 .24 0 4 2 
8 4.15 2.13 0 8 2 
16 12.96 3.17 4 16 13 
4 2.15 1 .45 0 4 1 
8 4.02 2.00 0 8 5 
8 4.34 2.32 0 8 5 
6 2.1.8 1 .32 0 6 2 
6 3.01 1.72 0 6 4 
4 1.61 1 .14 0 4 0 
6 , 3. 15 1 .41 0 6 5 
10 8.72 1 .56 3 10 8 
5 3.22 1 .31 0 5 2 
5 2.64 1 .64 0 5 2 
8 4.14 1 .81 1 8 5 
1 0 7.14 2.15 1 10 10 
6 3.00 1 .57 0 6 2 
QUEUE AVERAGE 
NUMBER LENGTH 
1 5.30 
2 .07 
3 .22 
4 .21 
5 2.00 
6 .64 
7 .05 
8 .20 
9 .00 
10 .43 
11 .02 
12 .03 
13 1 .82 
14 .22 
15 .19 
16 .18 
17 .17 
18 .05 
STANDARD MAXIMUM 
DEVIATION LENGTH 
6.53 22 
.42 4 
.84 6 
1.04 8 
3.15 12 
1.49 7 
.34 4 
.65 4 
.04 1 
1 .37 8 
.16 2 
.19 2 
3.35 14 
.88 5 
.62 4 
.88 6 
.62 5 
.34 4 
CURRENT AVERAGE 
LENGTH WAITING TIME 
15 43.74 
0 1.01 
0 3.29 
0 2.38 
0 15.03 
0 12.85 
0 .59 
0 2.09 
à  .04 
0 6.95 
0 .43 
0 .39 
0 21 .71 
0 6. 93 
0 6.57 
0 3.32 
1 1.44 
0 1 .08 
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APPENDIX B: PRINTOUT OF SAS PROGRAM 
AND A SAMPLE OF ITS OUTPUT 
2 7 6  
11.1. Statistical Model 
It was mentioned in chapter 2, section 2.7.1, that 
the split-plot design was used to analyze the results col­
lected from the various parts of the experiment. The sta­
tistical model of this design is; 
response (s) = y + R. +W. + n-ji+Pi,+WP.,+e.., 
1 J xj K ] K JL] K 
Response (s) ->• compilation time 
execution time 
CPU time 
memory time 
memory requirement for compilation 
memory requirement for execution 
y -> overall mean—average across all replica­
tions, length of simulation periods 
(WEEK), and languages (PROG) 
Rj^ replications effect 
Wj -»• length of simulation periods (WEEK) effect 
^ error due to replications and length of 
simulation periods—whole plot error. It 
measures the variations in computer condi­
tions between the blocks of times during 
which the experiment was executed. 
P^ -> programs or languages effect 
WP., ->• program by week interaction (sub-plot 
2 7 7  
error) 
e. ->• this error measures the variations in 
computer conditions within each block 
of time during which the experiment was 
executed. 
To do the F and t-tests, the following assumptions . 
were made: 
(1) n^j are independent identical distributions— 
i.i.d N(0, 0^2) 
(2) are i.i.d |\|(0, 
(3) n. . are independent of E..,. 
13 
1 » 
2 * THE SAS PROGRAM 
3 * THIS PROGRAM WAS USED TO STATISTICALLY ANALYZE THE DATA COLLECTED 
4 * FROM THE FIRST PART OF THE EXPERIMENT. IT WAS ALSO USED TO ANALYZE THE 
5 * DATA COLLECTED FROM THE OTHER TWO PARTS OF THE EXPERIMENT. THE VARI-
6 * ABLES USED IN THE PROGRAM ARE DEFINED AS FOLLOWS: 
7 * PROG : LANGUAGES-GPSS.SLAM,SIMS 
8 * DAY : REPLICATIONS 
9 * WEEK : LENGTH OF SIMULATION PERIOD 
10 * COMP : COMPILATION TIME 
11 * EXEC : EXECUTION TIME 
12 * CPU : CPU TIME 
13 * MEMO : MEMORY TIME 
14 * MRCO : MEMORY REQUIREMENT FOR COMPILATION 
15 * MREX : MEMORY REQUIREMENT FOR EXECUTION 
16 *  ;  
17 DATA PARTI; 
18 INPUT PROGS DAY WEEK COMP EXEC CPU MEMO MRCO MREX; 
19 CARDS: 
NOTE: DATA SET WORK.PARTI HAS 30 OBSERVATIONS AND 9 VARIABLES. 171 OBS/TRK. 
NOTE: THE DATA STATEMENT USED 0.11 SECONDS AND 164K. 
50 PRCC PRINT; 
00 
NOTE: THE PROCEDURE PRINT USED 0.21 SECONDS AND 160K AND PRINTED PAGE 1. 
51 PROC GLM CATA=PARTI; CLASSES PROG DAY WEEK: 
52 MODEL COMP EXEC CPU MEMO MRCO MREX= DAY WEEK DAY*WEEK 
53 PROG PROG*WEEK/P SOLUTION; 
54 MEANS DAY WEEK PROG PROG*WEEK/DEPONLY; 
55 * 
56 * WRITES THE RESIDUALS ON AN SAS DATA FILE CALLED RES. IT ALSO WRITES 
57 * THE PREDICTED VALUES AND THE ORIGINAL DATA 
se *; 
59 OUTPUT OUT=RES 
60 RESIDUAL = COMPRES EXECRES CPURES MEMORES MRCORES MREXRES 
6 1 PREDICTED: COMPPRD EXECPRD CPUPRD MEMOPRD MRCOPRD MREXPRD; 
62 * 63 * TEST ASSUMPTICN OF NORMAL DISTRIBUTION FOR LOWEST LEVEL ERRORS 
64 *; 
65 
NOTE: DATA SET WORK.RES HAS 30 OBSERVATIONS AND 21 VARIABLES. 75 OBS/TRK. 
NOTE: THE PROCEDURE GLM USED 1.42 SECONDS AND 214K AND PRINTED PAGES 2 TO 21-
65 
66 
PROC UNIVARIATE DATA=RES PLOT NORMAL; 
VAR COMPRES EXECRES CPURES MEMORES MRCORES MREXRES: 
67 
68 
69 
70 
71 
72 
NO 
72 
73 
74 
75 
76 
77 
78 
79 
NO 
79 
80 
8 1  
82 
82 
84 
NO 
NO 
84 
85 
86 
87 
88 
89 
90 
91 
92 
93 
94 
* PLOT RESIDUALS AGAINST PREDICTED,TO CHECK ASSUMPTICN THAT THE VARIANCE 
* OF THE LOWEST LEVEL ERROR TERMS ARE ALL THE SAME( NOT INFLUENCED BY 
* THE PROG.WEEK,CAY VARIABLES). 
*; 
THE PROCEDURE UNIVARIATE USED 0.41 SECONDS AND 160K AND PRINTED PAGES 22 TO 
PROC PLOT; 
PLOT CCMPRES*C0MPPRD/HP0S=56; 
PLOT EXECRES*EXECPRD/HP0S=56; 
PLOT CPURES*CPUPRD/HP0S=S6; 
PLOT MEM0RES*MEM0PR0/HP0S=56; 
PLOT MRC0RES*MRC0PRD/HP0S=56; 
PLOT MREXRES*MREXPRD/HP0S=56; 
THE PROCEDURE PLOT USED 0.40 SECONDS AND 204K AND PRINTED PAGES 28 TO 33. 
PROC SORT DATA=PARTI; BY PROG WEEK; TO 
* ^ 
* COMPUTE A MEAN FOR EACH PROG+WEEK CATEGORY FOR EACH VARIABLE IN THE ^ 
* VAR LIST—AVERAGING ACROSS REPLICATIONS. 
* ;  
DATA SET WORK.PARTI HAS 30 OBSERVATIONS AND 9 VARIABLES. 171 OBS/TRK. 
THE PROCEDURE SORT USED 0.42 SECONDS AND 204K. 
PROC MEANS CATA=PARTI; BY PROG WEEK; 
VAR COMP EXEC CPU MEMO MRCO MREX: 
* 
* WRITES THE MEANS ON A FILE CALLED MEANS SO THAT THEY CAN BE PLOTTED. 
*: OUTPUT OUT=MEANS MEAN=COMPMEAN EXECMEAN CPUMEAN MEMOMEAN MRCOMEAI 
MREXMEAN; 
* 
* PLOT THE MEANS TO LOOK FOR TRENDS. 
*: 
DATA SET WORK.MEANS HAS 15 OBSERVATIONS AND 8 VARIABLES. 191 OBS/TRK. 
THE PROCEDURE MEANS USED 0.40 SECONDS AND 164K AND PRINTED PAGES 34 TO 36 
94 
95 
96 
97 
98 
99 
100 
1 0 1  
102 
103 
104 
105 
106 
NOTI 
1 06 
107 
1 08 
109 
1  1 0  
1 1 1 
1 12 
1 13 
114 
NOTI 
1 14 
1 15 
PROC PLOT CATA=MEANS: 
PLOT C0MPMEAN*WEEK=PR0G/HP0S=56î 
PLOT EXECMEAN*WEEK=PROG/HPOS=56; 
PLOT CPUMEAN*WEEK=PR0G/HP0S=S6: 
PLOT MEMOMEAN*WEEK=PROG/HPOS=56; 
PLOT MRC0MEAN*WEEK=PR0G/HP0S=56; 
PLOT MREXMEAN*WEEK=PROG/HPOS=56; 
* 
* USE THE LEAST SQUARE REGRESSION ANALYSIS TO FIT A SEPERATE LINE I C R )  
* LINEAR TREND) ACROSS WEEKS FOR EACH PROGRAM USING EACH OF THE. 
» RESPONSE VARIABLES. (o 
*: CO 
o 
THE PROCEDURE PLOT USED 0.37 SECONDS AND 168K AND PRINTED PAGES 37 TO 42. 
PROC GLM CATA=PARTi; CLASSES PROG; 
MODEL COMP EXEC CPU MEMO MRCO MREX=PROG WEEK(PROG)/SOLUTICN P I: 
* 
* USE THE LEAST SQUARE REGRESSION ANALYSIS TO FIT A LINE FOR EACH 
* PROGRAM, BUT ALSO GET AN ESTIMATE OF THE OVERALL TREND—AVERGING 
* ACROSS PROGRAMS. THIS IS DONE FOR EACH RESPONSE VARIABLE IN THE LIST 
* TO HELP IN TESTING IF THE SLOPES ARE DIFFERENT FOR THE THREE LANGUAGES 
*: 
THE PROCEDURE GLM USED 0.70 SECONDS AND 182K AND PRINTED PAGES 43 TO 57. 
PROC GLM CATA=PARTi: CLASSES PROG: 
MODEL COMP EXEC CPU MEMO MRCO MREX=PROG WEEK PROG»WEEK/SCLUTION; 
THE PROCEDURE GLM USED 0.42 SECONDS AND 182K AND PRINTED PAGES 58 TO 64. 
S T A T I  S T I C A L  
•as PROG DAY WEEK COMP 
1 GPSS 1 10 0.093 
2 GPSS 2 10 0.092 
•a SIMS 1 10 4.91 0 
4 SIMS 2 10 4.860 
5 LAMS 1 10 1 . 080 
6 LAMS 2 10 1.080 
7 GPSS 1 20 0.094 
8 GPSS 2 20 0.092 
9 SIMS 1 20 4.890 
10 SIMS 2 20 4.870 
11 LAMS 1 20 1.070 
12 LAMS 2 20 1 . 080 
13 GPSS 1 30 0.092 
14 GPSS 2 30 0. 092 
15 SI MS 1 30 4.930 
16 SIMS 2 30 4. 880 
17 LAMS 1 30 1 .08 0 
18 LAMS 2 30 1.080 
19 GPSS 1 40 0.091 
20 GPSS 2 40 0.093 
2 1 SIMS 1 40 4.890 
22 SIMS 2 40 4.880 
23 LAMS i 40 1.080 
24 LAMS 2 40 1.080 
25 GPSS 1 50 0.091 
26 GPSS 2 50 0.093 
27 SIMS 1 50 4.890 
28 SIMS 2 50 4.900 
29 LAMS 1 50 1 . 080 
30 LAMS 2 50 1.080 
N A L Y S I S 
EXEC CPU 
1 .444 1 .80 
1 .701 2 .06 
5 .870 11 .52 
6 .390 11 .96 
6 .310 8 .31 
6 .350 8 .35 
3 .178 3 .72 
3 .195 3 .73 
12 .030 17 .63 
12 .270 17 .85 
11 .720 13 .71 
11 .470 13 .46 
4 .661 5 .37 
5 .006 5 .72 
18 .500 24 .16 
1 8 .680 24 .27 
16 .640 18 .66 
16 .590 18 .58 
6 .158 7 .04 
6 .133 7 .02 
23 .640 29 .24 
24 .540 30 . 13 
21 .500 23 .50 
22 .360 24 .35 
8 .114 9 . 18 
8 .019 9 .09 
29 .740 35 .35 
30 .170 35 .80 
26 • 520 28 .52 
27 .180 29 .17 
MRCO MREX 
124 1 32 
124 132 
168 76 
168 80 
92 224 
92 224 
124 1 32 
124 132 
168 80 
168 76 
92 224 
92 224 
124 132 
124 132 
168 80 
168 80 
92 224 
92 224 
124 132 
124 , 132 
168 76 
168 80 
92 224 
92 224 
124 132 
124 132 
168 76 
168 84 
92 224 
92 224 
Y S T E 
MEMO 
2218 
2352 
9995 
10131 
14331 
14358 
3731 
3735 
12104 
12174 
18267 
18099 
5094 
5268 
14361 
14389 
21904 
21848 
6455 
6449 
16132 
16421 
25468 
26022 
8080 
80 38 
18246 
18395 
29152 
29576 
g e n e r a l  l i n e a r  m o d e l s  p r o c e d u r e  
d e p e n d e n t  v a r i a b l e :  e x e c  
s o u r c e  o f  s u m  o f  s q u a r e s  
m o d e l  1 9  2 3 7 0 . 8 5 1 8 1 7 3 . 0  
e r r o r  1 0  0 . 5 3 0 4 8 7 6  7  
c o r r e c t e d  t o t a l  2 9  2 3 7 1 . 4 3 2 3 0 4 9 7  
m e a n  s q u a r e  
1 2 4 . 7 8 1 6 7 4 5 9  
0  . 0 5 8 0 4 8 7 7  
s o u r c e  
d a y  
w e e k  
d a y * w e e k  
p r o g  
p r o g * w e e k  
o f  t y p e  i  3 s  
1  0 . 5 4 1 0 9 4 7 0  
4  1 0 7 3 . 9 4 6 9 4 7 4 7  
4  0 . 2 7 4 4 7 4  1 3  
2  1 0 8 0 . 4 7 9 7 3 0 0 7  
a  2 1 5 . 6 0 9 5 7 0 9 3  
f  v a l u e  
9 . 3 2  
4 6 2 5 . 1 9  
1 . 1 8  
9 3 0 6 . 6 6  
4 6 4 . 2 9  
p r  >  f  
0  . 0 1 2 2  
0 . 0 0 0 1  
0 . 3 7 5 9  
0 . 0 0 0 1  
0 . 0 0 0 1  
p a r a m e t e r  
i n t e r c e p t  
d a y  
w e e k  
d a y * w e e k  
T FOR HO: 
p r o g  
p r o g * w e e k  
e s t i m a t e  p a r a m e t e r = 0  
3 0 .  1 2 0 8 3 3 3 3  8  1 5 3 . 1 1  
1  - 0 . 3 3 1 6 6 6 6 7  8  —  1  . 6 9  
2  0 . 0 0 0 0 0 0 0 0  8  
1  0  - 2 3 . 8 5 4 6 6 6 6 7  8  - 8 5 . 7 4  
2 0  - ^ 7 . 9 6 9 6 6 6 6 7  b  
— 6 4 * 5 9  
3 0  
- 1 1 . 4 5 1 6 6 6 6 7  b  - 4 1 . 1 6  
4 0  
- 5 . 7 4 1 6 6 6 6 7  b  - 2 0 . 6 4  
5 0  0 . 0 0 0 0 0 0 0 0  b  
i  1 0  0 . 0 5 9 3 3 3 3 3  b  0 . 2 1  
1  2 0  0 . 3 2 9 3 3 3 3 3  b  1 . 1 8  
1  3 0  0 .  1 7 3 3 3 3 3 3  b  0 . 6 2  
1  4 0  - 0 . 2 4 6 6 6 6 6 7  b  - 0 . 8 9  
1  5 0  0 . 0 0 0 0 0 0 0 0  b  • 
2  1 0  0 . 0 0 0 0 0 0 0 0  b  * 
2  2 0  0 . 0 0 0 0 0 0 0 0  b  
2  3 0  0 . 0 0 0 0 0 0 0 0  b  A 
2  4 0  0  . 0 0 0 0 0 0 0 0  b  # 
2  s o  0 . 0 0 0 0 0 0 0 0  b  • 
g p s s  
- 2 1 . 8 8 8 5 0 0 0 0  b  - 9 0 . 8 5  
l a m s  
- 3 . 1 0 5 0 0 0 0 0  b  - 1 2 . 3 9  
s i m s  0 . 0 0 0 0 0 0 0 0  b  
g p s s  1 0  1 7 . 3 3 1 0 0 0 0 0  b  5 o l 8 6  
g p s s  2 0  1 2 . 9 2 5 0 0 0 0 0  b  3 7 . 9 3  
g p s s  3 0  8 .  1 3 2 0 0 0 0 0  b  2 3 . 3 7  
g p s s  4 0  3  . 9 4 4 0 0 0 0 0  b  1  1  . 5 3  
G P S S  5 0  0 . 0 0 0 0 0 0 0 0  b  
l a m s  1 0  3 . 3 0 5 0 0 0 0 0  b  9I7O 
l a m s  2 0  2 . 5 5 0 0 0 0 0 0  b  7 . 4 8  
l a m s  3 0  1 .  1 3 0 0 0 0 0 0  b  3 . 3 2  
l a m s  4 0  0 . 9 4 5 0 0 0 0 0  b  2 . 7 7  
l a m s  5 0  0 . 0 0 0 0 0 0 0 0  a 
. s i m s  1 0  0 . 0 0 0 0 0 0 0 0  b  
SI MS 20 0.00000000 a SIMS 3 0  0.00000000 a S IMS 40 0.00000000 b  Si  MS 5 0  0.00000000 a 
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VALUE PR > F R-SQUARE C.V. 
49.60 0-0001 0.99Q755 1.8249 
STD DEV EXEC MEAN 
0.24093312 13.20263333 
d f  t y p e  i v  s s  f  v a l u e  p r  >  f  
1 0.54109470 9.32 0.0122 
4 1073.94694747 4625.19 0.0001 
4 0.27447413 1.18 0.3759 
2 1080.47973007 9306.66 J.OOOl 
8 215.60957093 464.29 0.0001 
p r  >  i t i  s t d  e r r o r  o f  
ESTIMATE 
0.0001 0.19672107 
0.1227 0.19672107 
# * 
0.0001 0.27820560 
0.0001 0.27820560 
0.0001 0.27820560 
0.0001 0.27820560 
ol8354 0127820560 
0.2639 0.27820560 
0.5472 0.27820560 
0.3961 0.27820560 
0.0001 0.24093312 
0.0001 0.24093312 
# # 
0.0001 0.34073088 
0.0001 0.34073088 
0.0001 0.34073088 
0.0001 0.34073088 
• # 
0.0001 0.34073088 
0.0001 0.34073088 
0.0078 0.34073088 
0.0197 0.34073088 
GENERAL LINEAR MODELS PROCEDURE 
DAY 
1 
2 
1 5  
1 5  
MEANS 
COMP 
2.02406667 
2.01680000 
1 3 .  
1 3 .  
EXEC 
0683333 
3369333 
WEEK N COMP EXEC 
10 6 2. 01916667 4.6775000 
20 6 2. 01600000 8.9771667 
30 6 2. 02566667 13.3461667 
40 6 2. 01900000 17.3885000 
50 6 2. 02233333 21 .6238333 
PROG N COMP EXEC 
GPSS 
LAMS 
SIMS 
10 0.09230000 
10 1.07900000 
10 4.89000000 
4.7609000 
16.6640000 
18.1830000 
PROG WEEK N COMP EXEC 
GPSS 10 2 0.09250000 1.5725000 
GPSS 20 2 0.09300000 3.1865000 
GPSS 30 2 0.09200000 4.8335000 
GPSS 40 2 0.09200000 6. 1455000 
GPSS 50 2 0.09200000 8.0665000 
LAMS 10 2 1 .08000000 6.3300000 
LAMS 20 2 1.07500000 11.5950000 
LAMS 30 2 1.08000000 16.6150000 
LAMS 40 2 1 .08000000 21.9300000 
LAMS 50 2 1.08000000 26.8500000 
SIMS 10 2 4.88500000 6. 1300000 
SIMS 20 2 4.88000000 12.1500000 
SIMS 30 2 4.90500000 18.5900000 
SI MS 40 2 4.88500000 24.0900000 
SIMS 50 2 4.89500000 29.9550000 
I 
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CPU MEMO MRCO MREX 
15.8473333 13702.5333 128.000000 144.533333 
16.1026667 13817.0000 128.000000 145.333333 
CPU MEMO MRCO MREX 
7 .3333333 8897 .5000 128 .000000 144 .666667 
11 .6833333 11351 . 6667 128 .000000 144 .666667 
16 .1266667 13810 .6667 128 .000000 145 .333333 
20 .2133333 16157 .8333 128 .000000 144 .666667 
24 .5182333 18581 • 1667 128 .000000 145 .333333 
CPU MEMO MRCO MREX 
5 .4730000 5142 .0000 124 .000000 132 .000000 
18 .6610000 21902 . 5000 92 .000000 224 .000000 
23 .7910000 14234 .8000 168 .000000 78 .800000 
CPU MEMO MRCO MREX 
1 .9300000 2285 .0000 124 .000000 132 .000000 
3 .7250000 3733 .0000 124 • 000000 132 .000000 
5 .5450000 5181 .0000 124 .0000 0 0 132 .000000 
7 .0300000 6452 .0000 124 .000000 132 .000000 
9 • 1350000 8059 .0000 124 .000000 132 .000000 
8 .3300000 14344 .5000 92 .000000 224 .000000 
13 .5850000 18183 .0000 92 •000000 224 .000000 
18 .6200000 21876 . 0000 92 .000000 224 .000000 
23 •9250000 25745 .0000 92 .000000 224 .000000 
28 .8450000 29364 .0000 92 .000000 224 .000 000 
11 .7400000 10063 .0000 168 .0000 0 0 78 .000000 
17 .7400000 12129 .0000 168 .000000 78 .000000 
24 .2150000 14375 .0000 168 .000000 80 .000000 
29 .6850000 16276 .5000 168 .000000 78 .000000 
35 .5750000 18320 .5000 168 .000000 80 .000000 
UNIVARIATE 
VARIABLE=EXECRE5 
MOMENTS 
N 30 
MEAN 2.733E-14 
STD OEV 0.141481 
SKEWNESS -6.194E-13 
USS 0.580488 
CV 5.176E+14 
T:MEAN=0 1.058E-12 
W: NORMAL 0.975332 
SUM WGTS 
SUM 
VARIANCE 
KURTOSIS 
CSS 
STD MEAN 
PPCB>|Tl 
PROB<W 
30 
8.200E-13 
0.0200168 
-0.539972 
0.580488 
0.0258307 
1 
0.708 
100% 
75% 
50% 
25% 
0% 
MAX 
03 
MEC 
Q 1 
MIN 
RANGE 
Q3-Q1 
MODE 
STEM LEAF 
3 0 
2 1 
1 02223466 
0 11159 
-0 95111 
-1 66432220 
-2  1  
-3 0 
# 
1 
1 
8 
5 
5 
8 
1 
1 
BQXPLOT 
+ + 
i i 
MULTIPLY STEM.LEAF BY 10**-01 
287 
QUANTILES(DEF=4> EXTREMES 
0. 301667 99% 0. 301667 LOWEST HIGHEST 
0. 120083 95% 0. 253083 -0.301667 0.140833 
0 90% 0. 163833 -0.213333 0.160833 
0. 120083 10% -0. 163833 -0.164167 0.164167 
0 . 301667 5% — 0. 253083 -0.160833 0.213333 
1 % —0 . 301667 -0.140833 0.301667 
0.603333 
0.240167 
0.301667 
0 .35+ 
NORMAL PROBABILITY PLOT 
****** * * 
*****+++ 
+++***** 
* * ****** 
0 .35 + 
+ 
*  
-+-
• 2  
* 
+ 
—+-
- 1  
—+-
+ 0 
—+-
+ 1 
• -+-
+2 
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PLOT CF EXECRES*EXECPRD LEGEND: A = I OES, B = 2 OBS» ETC. 
EXECRES I 
0.4 + 
0.3 + 
0.2 + 
0 . 1  +  
0 . 0  +  a a  b  
—  0 . 1  +  
- 0 . 2  +  
- 0 . 3  +  
—  0 . 4  +  
•O.S + 
I 
- + -
A 
A 
A A 
A A 
1 0  15 20 
EXECPRO 
25 30 
289 
PLOT OF EXECMEAN* kEEK SYMBCL IS  VALUE OF PROG 
3 0 . 0  +  S  
2 7 . 5  
2 5 . 0  
2 2 . 5  
20.0 + 
1 7 . 5  1  
e x e c m e a n  |  
1 5 . 0  +  
s  
l  
1 2 . S  
1 0 . 0  
7.5 
5 . 0  
2 . 5  
0 . 0  
1 0  20 3 0  
w e e k  
4 0  
>-+-
5 0  
n o t e :  2  d b s  h i d d e n  
GENERAL LINEAR MODELS PROCEDURE 
DEPENDENT VARIABLE: EXEC 
SOURCE OF SUM OF SQUARES 
MODEL 5 2369.41283687 
24 2.01946810 
29 2371.432304Ç7 
ERROR 
CORRECTED TOTAL 
MEAN SQUARE 
473.88256737 
0 .08414450 
SOURCE 
PROG 
WEEK(PROG) 
DF TYPE I SS 
2 1080.47973007 
3 1288-93310680 
F VALUE 
6420.38 
5106.03 
PR > F 
0 . 0 0 0 1  
0 . 0 0 0 1  
PARAMETER 
INTERCEPT 
PROG 
WEEK(PROG) 
GPSS 
LAMS 
SIMS 
GPSS 
LAMS 
SIMS 
ESTIMATE 
0.30600000 B 
•0.32920000 B 
0.94550000 8 
0.00000000 B 
0 .15947000 
0.51375000 
0 .59 590000 
T FOR HO: 
PARAMETER=0 
1.42 
— 1 .08  
3. 11 
24^59 
79.21 
91.87 
GENERAL LINEAR MODELS PROCEDURE 
DEPENDENT VARIABLE: EXEC 
SOURCE DF SUM OF SQUARES 
MODEL 5 2369.41283687 
ERROR 24 2.01946810 
CORRECTED TOTAL 29 2371.43230497 
MEAN SQUARE 
473 .88256737 
0.08414450 
SOURCE 
PROG 
WEEK 
WEEK*PROG 
DF TYPE I SS F VALUE 
2 1080.47973007 6420.38 
1 1073.77704960 12761.11 
2 215.15605720 1278.49 
PR > F 
0 . 0 0 0 1  
0 .0001  
0 . 0 0 0 1  
T FOR HO: 
PARAMETER 
INTERCEPT 
PROG 
WEEK 
WEEK+PRCG 
ESTIMATIF PARAMETER=0 
0.30600000 8 1.42 
GPSS -0.32920000 B -1 .08 
LAMS 0.94550000 B 3.11 
SI MS 0.00000000 B • 
0.59590000 B 91.87 
GPSS -0.43643000 B -47.58 
LAMS -0.08215000 B —8 .96 
SIMS 0.OOOOOOOO B • 
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F VALUE 
563 1.77 
PR > F 
0 . 0 0 0  1  
STD DEV 
0.29007672 
R-SQUARE 
0.999148 
C.V. 
2.1971 
EXEC MEAN 
13.20263333 
DF 
2 
3 
TYPE IV SS 
1.59224423 
1288.93310680 
F VALUE 
9.46 
5106.03 
PR > F 
0 .0009 
0 . 0 0 0 1  
p r  >  | t 1  
0.1678 
0.2900 
0.0048 
oloooi 
0 .0001  
0 . 0 0 0 1  
STD ERROR OF 
ESTIMATE 
0.21512665 
0.30423503 
0 .30423503 
0l00648631 
0.00648631 
0.00648631 
F VALUE 
5631.77 
PR > F 
0.OOCl 
STD DEV 
0.29007672 
R-SQUARE 
0.999148 
C.V. 
2.1971 
EXEC MEAN 
13.20263333 
DF 
2 
1 
2 
TYPE IV SS 
1.59224423 
1073.77704960 
215.15605720 
F VALUE 
9 .46 
12761 . 1 1 
1278.49 
PR > F 
0.0009 
0 . 0 0 0 1  
0 . 0 0 0  1  
PR > 1T| 
0.1678 
0.2900 
0.0048 
o!oooi 
0. 0001 
0.0001 
STD ERROR OF 
ESTIMATE 
0.21512665 
0.30423503 
0 .30423503 
0l00648631 
0.00917303 
0.00917303 
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APPENDIX C: DEFINITIONS OF SIMULATION 
AND COMPUTER TERMS 
293 
12.1. Simulation Terms (32) 
Activities: 1. The temporal, or dynamic, structures of a 
simulation model; 2. The conceptual processes which 
• occur within the simulation boundary, and which require 
the passage of time, usually demarcated by simulation 
events. 
Attribute: Any characteristic, or property, of an entity. 
Boundary (system): A conceptual artifice designating those 
entities and activities which are essential to the 
system, yet whose interactions with, and influences 
upon, elements outside the boundary may be considered 
either insignificant to, or not connected with, any 
intrinsic feedback mechanism of the system. 
Calendar: The complete list of known, future events which 
are to transpire in a simulation encounter at any given 
point in simulation time. 
Clockworks: That portion, or segment, of the executive 
routine of a computerized simulation model which main­
tains clock (time). 
Combined Simulation: This type of simulation utilizes both 
the fixed and the next event time advance mechanisms. 
It is used to simulate systems that consist of continu­
ous and discrete changes. 
Continuous Change Simulation: This type of simulation uses 
the fixed increment time advance mechanisms and is 
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appropriate for simulating systems consisting of a 
continuous flow of information or items counted in 
the aggregate rather than as individual items. 
Deterministic; 1. Category of models possessing no 
stochastic effects or elements; 2. A simulation model 
requiring no random number seed. 
Discrete Change Simulation: This type of simulation uses 
the next event type of timekeeping and is appropriate 
for simulation where the focus is on the individual 
items in the system. 
Dynamic Model: 1. One whose properties, features, or 
attributes are expected to alter with the passage of 
time; 2. A symbolic model which requires time as an 
explicit variable. 
Encounter: 1. The specification of the environmental condi­
tions and the seeds for, the subsequent observation and 
recording of the responses from, a simulation model; 
2. A run of a simulation model. 
Entity; 1. Any element of a simulated system; 2. (Perma­
nent) ; any element which may be expected to remain 
within the simulation boundary throughout any given 
encounter; 3. (Temporary); any element which enters 
a simulation model subsequent to its initiation and/or 
which may be expected to depart the simulation boundary 
prior to an encounter's completion. 
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Environment: The collection of elements and/or events which 
affect measurably the elements within a system bound­
ary, yet which are not significantly or appreciably 
affected in return by any of the elements internal to 
the boundary. 
Environmental Conditions: Input conditions for a simulation 
model. 
Event: Instantaneous modification of one or more of the 
state variables of a simulation model. 
Executive Routine: That segment of a computerized simula­
tion model which maintains the simulation clockworks 
and which sequences the successive calls of the event 
routines in the proper order as simulation time evolves. 
Experiment: Any activity or process whose outcome cannot 
be predicted with certainty in advance. 
Experimental Design: The selection of treatments to be 
studied, the specification and organization of experi­
mental units to which treatments are to be applied, 
and the designation of measures or responses, to be 
collected for each experimental unit so that the tech­
niques to be employed in the analysis of the results 
can be clearly delineated prior to conducting the 
experiment. 
Experimental Error: The failure of two responses to be the 
same even though the environmental specifications for 
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the two successive, though independently seeded, simula­
tion encounters are identical. 
Independently Seeded Encounters: A set of iterations of a 
stochastic model, the seeds for each of which are 
selected randomly and without the possibility of their 
re-occurrence. Independently seeded encounters provide 
the means by which proper experimental errors are 
obtained in simulation experiments. 
Model; An abstraction or an approximation of reality. 
Process; An operation having inputs, internal functions, 
and output, yet, unlike a procedure, need not (but may) 
have a commencement and a termination. 
Pseudo-random Numbers: A sequence of numbers which super­
ficially appear random, but which are generated 
algorithmically. 
Replication; The independent repetition of an experimental 
design, usually conducted so as to measure, or esti­
mate, experimental error more accurately. 
Response: The output, univariate or multivariate, of a 
simulation model. 
Seed; That randomly selected number (0 ^ ^ 1), from 
which all succeeding random numbers derive by means 
of an algorithmic, pseudo-random, number generator. 
Static Model: 1. One which need not employ time as an 
explicit variable; 2. One whose properties or 
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attributes are not observed to change with the passage 
of time. 
Stochastic: 1. Random; 2. Probabilistic. 
System; A collection of interdependent and interactive 
elements which act together in a collective effort to 
attain some goal. » 
System Analysis: The study of an existing system, the pur­
pose of which is to determine if there are any problems 
or shortcomings concerning the existing system. 
System Design: A detailed description of a new system that 
attempts to solve some of the problems of the existing 
system, and provide a superior data and information 
processing system. 
System Implementation: All the steps that are necessary to 
place a new system into operation. 
Treatment: 1. An experimental condition; 2. In simulation 
experiments, a specification of the environmental con­
ditions, for the simulation model. 
World View (of a Simulation Language): It describes the way 
the language designer conceptualized the systems to be 
modeled using that language. 
12.2. Computer Terms (62) 
Analog Computer: A computer based on the measuring of physi­
cal differences, such as electrical current. 
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Arithmetic/logic Unit: The part of the central processor 
which performs all mathematical computations and 
logical comparisons. These logical comparisons are 
known as logical operations or decisions. 
Assembler (language): A system package that converts 
symbolic language to machine language. 
Bit: Acronym for binary digit which stands for one binary 
piece of information. This can be either a one or a 
zero. 
Byte: A set of bits which represent a particular character 
or symbol. Normally a byte consists of eight bits. 
Central Processing Unit (CPU): The center or heart of the 
computer system to which all other devices are directly 
or indirectly tied. It performs the control, arithme­
tic, and logic functions. 
Central Processor: One of the main parts of the CPU which 
consists of the control unit and arithmetic-logic unit. 
Channel; A device that coordinates the flow of the data 
to and from the CPU. 
Coding: The process of writing instructions in a program­
ming language, such as BASIC or FORTRAN. 
Compiler: A system package which converts a procedure or 
problem-oriented language into machine language. 
Control Unit; The part of the central processor which 
directs and controls all the devices in the computer 
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system. It receives its instructions from software or 
computer programs and executes these instructions. 
Debugging: The process of locating errors in a program 
and eliminating them. 
Digital Computer; A computer which is based on counting. 
Execution Cycle; The second phase of execution of any 
machine level instruction during which the computer 
does what it is instructed to do. 
Execution Time: The time it takes to complete an execution 
cycle. 
General Purpose Programming Language; A programming lan­
guage which is intended to solve a number of different 
types of problems. 
Grammatical Error: An error which results when the rules 
or syntax of a programming language are not followed. 
It is also referred to as syntax error. 
Hardware: The components of a computer system. 
Hybrid Computer; A combination of an analog and digital 
computer. 
Instruction Cycle: The first phase of the execution of any 
machine level instruction during which the instruction 
to be executed is brought into the central processor 
from temporary storage and decoded. 
Instruction Time: The time it takes to perform an instruc­
tion cycle. 
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Job Control Cards; Control cards that are placed before 
each program which tell the computer such things as 
the language the program is written in, how many lines 
of output will be required, and how long the execution 
time might be. 
Logical Error: A logical error occurs when the actual 
logic of a program is different from its desired logic. 
Machine Language: A form that is understandable by the 
computer system. 
Object Code: The machine language program which has been 
translated either by an assembler or a compiler. 
Processing; The manipulation, classification, sorting, 
summarizing, calculating, and storage of input data 
to produce a desired output. 
Program: A set of instructions used to direct and control 
the operation of the computer in order to solve a 
problem or to perform a particular task. 
Program Coding; The process of writing instructions in 
a programming language. 
Record: A collection of related facts or items. 
Register: A small storage area that is used to contain in­
structions and data currently being processed by the 
control unit or the arithmetic/logic unit. 
Software: The instructions that are given to a computer 
system to make it perform a particular task. 
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Software Package : A phrase used to describe or define one 
or more programs or sets of instructions. 
Special Purpose Programming Language: A programming lan­
guage designed to handle certain types of problems or 
applications. 
Subroutine: A miniprogram that is contained in a main pro­
gram. It is also referred to as a subprogram. 
Syntax; The set of rules which are peculiar to a program­
ming language. It is analogous to rules of grammar 
in the English language. 
Temporary Storage: The part of the central processing unit 
which provides working storage area. It can contain 
one or more pieces of instruction called programs, and 
data that are currently being processed. Other names 
for temporary storage are main storage, main memory, 
primary storage, and core storage. 
