Abstract. We propose a geometric point of view to study the structure of ground states in lattice models, especially those with 'non-periodic long-range order' which can be seen as toy models for quasicrystals. In a lattice model, the configuration space is S Given a shift-invariant potential Φ, ground states are none other than the shift-invariant probability measures supported on the set of ground configurations of that potential, i.e., those configurations with minimal specific energy. The ground states of Φ are supported by a multi-dimensional subshift of
1. Introduction
(Quasi-)crystals.
The 'metallic phase with long-range order and no translational symmetry' reported in 1984 by Shechtman et al. [36] (but first observed two years before) marks the end of classical crystallography: order need not be crystalline (periodic). There exist (many) quasicrystals experimentally characterized by sharp diffraction spots (evidence of long-range order), but without translational symmetry. The discovery of quasicrystals has generated a tremendous activity in physics, mathematical physics and mathematics. We refer the reader to [1, 2, 3, 35, 38] (without any attempt at being exhaustive). The most fundamental and most difficult problem in quasicrystal research is to explain why quasicrystals do exist, even restricting to the zero temperature (limit) case, that is, viewing quasicrystals as ground states (i.e. 'configurations of minimal energy'). But it should be emphasized that the existence of ordinary (periodic) crystals is still unsolved despite recent progress made in dimension two and for non-quantum models of effective interactions [39] .
1.2.
Ground states in lattice systems. Our aim is to understand mechanisms of ordering in the simplest statistical models, namely lattice systems. The big picture is as follows. The configuration space of a lattice model is S acts the group Z d by translating or 'shifting' configurations. The next ingredient is a shift-invariant potential Φ describing the interaction between the sites and to which one can associate a special shift-invariant probability measure, namely an equilibrium state µΦ, which is also a Gibbs state when Φ is absolutely summable. A remarkable aspect of equilibrium states is how they change according to temperature. One introduces a parameter β > 0, to play the role of inverse temperature, which gives a one-parameter family of equilibrium states (µ βΦ ) β .
When β = 0 (infinite temperature), one gets a product measure giving weight 1/#S to each element of S. When β > 0, µ βΦ has the property to minimize the specific free energy functional ·, βΦ − h(·), where h(·) is the specific entropy and ·, βΦ is the specific energy functional [10, 15] . Each measure µ βΦ has full support, but the most probable configurations seen in large 'windows' (e.g., cubes) are those with an energy per site close to µ βΦ , Φ . It remains the zero-temperature limit, i.e. the limit β → +∞, which is a highly non-trivial limit connected to the ground states of Φ. A ground state of Φ is a probability measure minimizing ν → ν, Φ over shift-invariant probability measures ν. It is not difficult to prove that an accumulation point (in the weak-⋆ topology) of (µ βΦ ) β must be a ground state of Φ, but the converse need not be true [10, Appendix B] . Loosely speaking, the effect of cooling down the system is to eliminate 'many' configurations and keep only (certain) ground configurations of Φ. The basic example is the ferromagnetic Ising model with an external positive magnetic field (S = {−, +}) whose ground state is the Dirac mass at the 'all-+' configuration. This is a periodic ('crystalline') ordering. Can we have non-periodic long-range ordering ? What does it means ? Do ground states have positive or zero entropy ? The last question is related to the 'third law of thermodynamics' which says that entropy should be zero at zero temperature. . As we shall see, this subshift is of finite type in the case of finite-range potentials. There is a striking difference between shifts of finite type (hereafter SFT) when d = 1 and when d ≥ 2. In the former case, there are always periodic configurations. Entropy is zero if and only if the SFT is a finite union of periodic configurations. In the latter case, there can be SFT's with no periodic configuration at all, possibly with zero entropy. This phenomenon is closely related to Wang tilings which are dynamical systems where the group R d acts by translation and which can be viewed as Z d -suspensions of SFT's. In our context, a 'crystal' is simply a ground state which is a Dirac mass on a periodic configuration. The natural notion of 'non-periodic long-range order' is provided by the notion of repetitivity. It is a fundamental result in symbolic dynamics that the closure of a repetitive orbit is a minimal subshift, which is a subshift whose all orbits are dense. Such subshifts can carry one or several shift-invariant measures and can have entropy zero or not [12, 7] . A subshift with a unique shift-invariant measure is said to be uniquely ergodic. Minimality, unique ergodicity and entropy zero are three ways to characterize order. The first in a topological way, the second in a statistical way, and the third in a combinatorial way. Let us recall that in a uniquely ergodic subshift, the support of the shift-invariant measure is a minimal set. A trivial example of a minimal, uniquely ergodic subshift with entropy zero is a periodic orbit. We model a quasicrystal as a uniquely ergodic subshift with entropy zero without periodic orbits. In view of the previous lines, if one considers finiterange potentials, ground states live on subshifts of finite type. Thus, if d = 1, there can be either crystalline order (finitely many periodic orbits and entropy zero) or disorder (positive entropy and uncountably many ground states). What happens when d ≥ 2 ? Do quasicrystals exist for finite-range interactions ? In other words, does there exist a uniquely ergodic SFT with no periodic configurations and with entropy zero ? If it is so, it is easy to construct an ad hoc potential, say Φ0, whose ground state is the shift-invariant measure of that SFT. The next question is stability: Does a slight perturbation of Φ0 have the same ground state ?
This line of research was initiated by C. Radin (see e.g., [26, 25, 24] ), later joined by J. Miȩkisz (see e.g., [21] and refs. therein). These authors give some examples of nonperiodic long-range ground states by using ad hoc potentials on non-periodic Wang tilings. Miȩkisz studies stability in the above sense. Another issue, that we will not discuss in the sequel, is whether or not non-periodic long-range order persists at sufficiently low, but positive, temperature; see [11] and references therein for some results in that direction.
1.4.
A geometric view of ground states. As mentioned above, equilibrium states and ground states are solutions of optimization problems over the set of shift-invariant probability measures. This set is a Choquet simplex whose extremal points are none other than ergodic probability measures or 'pure phases'. In this infinite-dimensional simplex, ergodic measures are dense in weak-⋆ topology, and the equilibrium states of a potential Φ form a 'face' and its ground states another 'face' [15, 30] . A natural idea to make this simplex more tractable is to see it as an inverse limit of finite-dimensional convex polytopes.
When d = 1 things work as follows. We can evaluate the set of shift-invariant probability measures on cylinders of length n. The resulting set can be identified with the set of #S n -uples of numbers in [0, 1] adding up to one and satisfying 'Kirchoff rules'. Each extreme point of this simplex can be identified with a measure of the form (δω + · · · + δ Θ n−1 ω )/n, where ω is a periodic orbit with period n. It is not difficult to see that a facet of this simplex can be identified with a SFT. Equilibrium states and ground states for a finite-range potential have now a very simple geometric interpretation. To be of finite-range simply means that it is enough to look at cylinders of a sufficient length n. In the corresponding simplex the set of ν's such that ν, Φ = e, for a given real number e, is a hyperplane. Then the variational principle can be recast as follows: in that hyperplane, there is a unique point µ β(e)Φ maximizing entropy and β(e), the inverse temperature, is the Lagrange multiplier associated to the constraint ν, Φ = e. In fact, the map e → β(e) is a bijection and one has the following picture: when β goes to +∞, the hyperplane associated to e(β) attains the boundary of the simplex and one gets one of its facets. This facet is also obtained by minimizing the linear functional ν → ν, Φ . We observe that these facets can be reduced to a single extreme point that we can identify with a periodic orbit. We also observe that this is the generic situation since perturbing Φ amounts to modifying the orientation of the hyperplane. Let us mention that the existence of the limit lim β→+∞ µ βΦ (in weak-⋆ topology) is in general not provided by the above argument.
What happens when d ≥ 2 ? As we shall see, the situation drastically changes with respect to the case d = 1. The set of #S n d -uples of numbers in [0, 1] adding up to one and satisfying 'Kirchoff rules' does no longer coincide with the evaluation of the set of shiftinvariant probability measures on cylinders based on squares of volume n d . The resulting convex polytope can have extreme points which do not correspond to periodic orbits but to a uniquely ergodic SFT with no periodic orbit. Then, the stability of the quasicrystals they model can be geometrically characterized.
1.5. More geometry. SFT's in dimension d ≥ 2 are much more difficult to analyze than in dimension d = 1. They are intimately related to Wang tilings which started to be studied much earlier and for other purposes than symbolic dynamics. The latter are indeed Z d -suspensions of the former. We will take advantage of knowledge about Penrose tilings to build an example of a uniquely ergodic SFT without any periodic configuration, with an intermediate step using Wang tilings.
Yet another geometrical aspect will be to use the language of branched manifolds and translation surfaces to shed light on the difference between d = 1 and d ≥ 2.
1.6. Scope of the paper. In Section 2 we define the setting, in particular lattice models and ground states.
In Section 3 we characterize the cone of finite translation-invariant measures in any dimension d. This is done in terms of projective limits. This allows to get a tractable geometric picture. More precisely (see Theorem 3.3) we show that the cone of translationinvariant measures is the projective limit of positive cones of finite dimension vector spaces, each of these vector spaces being defined by the conditions on the marginals of cylinders to be the marginals of a translation-invariant (signed) measure. In the same way, we describe the vector space of finite-range potentials as the dual inductive limit associated with the projective limit of translation-invariant measures, and the specific energy turns to be the natural duality pairing.
Section 4 is devoted to shifts of finite type (SFT's). The properties of SFT's in dimension one are well understood and are especially important in smooth dynamics ; see for instance [19] for a review on that topic (see also [30] ). Shifts of finite type are far more complex objects in dimension greater than or equal to two and their description is still in its infancy [33] . In the present work, multidimensional shifts of finite type appear naturally in the study of ground-state measures for finite-range potentials. We prove that in any dimension, any uniquely ergodic SFT has (topological) entropy zero. If it is well know that a uniquely ergodic SFT can only be a periodic orbit when the dimension d = 1. This is no longer the case in dimension d = 2. We announce in Section 4 the following result whose proof is deferred to Section 6.4 : Let S be a finite alphabet. Then, there exists a uniquely ergodic SFT in S Z 2 for which the frequencies of occurrences of the letters in S are rationally independent.
In Section 5 we analyse the essential differences, between dimension 1 and 2, in the geometry of the projective structure of the set of translation-invariant measures. This is the consequence of the differences between uniquely ergodic SFT in dimension 1 and 2. Theorem 4.5 will be a key tool to understand these differences which reflect in the way the positive cones are incrusted one into the other and are gathered in Theorem 5.1. In particular, we show that in dimension 2, local conditions of translation invariance (that we call "Kirchoff rules") are not enough to ensure the existence of a translation-invariant measure. These differences induce differences between the set of translation-invariant ground-state measures of finite-range potentials which are described in Proposition 5.2.
Section 6 is concerned with tiling spaces which represent a geometric generalization of lattice systems. Wang tiling spaces will play a central role in this section which is devoted to the proof of Theorem 4.5: on the one hand, they correspond to the geometric counterpart of SFT, on the other hand, from a topological point of view, any tiling space is a Wang tiling space [32] . We will exploit this to pull back known results for the Penrose tiling dynamical system.
Finally, in the appendix we show how tiling theory provides a natural geometric language for the interpretation of Theorem 3.3, in particular the finite dimensional vector spaces defined in Section 3 turn to be classical real d-homology groups of some branched manifolds that we construct. Furthermore, it helps to understand, by using the notion of translation surfaces, the differences between the dimensions 1 and 2 shown in Theorem 5.1.
The problem of stability mentioned above is left for a future work. It can be now stated more precisely as follows. Suppose we are given a uniquely ergodic SFT in S Z 2 for which the frequencies of occurrences of the letters in S are rationally independent. One can always make a finite-range potential, say Φ0, having the unique ergodic measure this SFT carries as its ground state. Under which conditions does this SFT remain the same if one perturbs slightly Φ0 in an appropriate way ? |ni|. Consider a finite alphabet S, we denote by Ω the product space Ȳ
, consisting in all sequences ω = {ωn;n ∈ Z d }. This is the configurations space. The set S is equipped with the discrete topology and Ω is topologized by the product topology. We define a metric d on Ω by:
The topology induced by this metric coincides with the product topology and the space (Ω, d) is a compact metric space which is perfect and totally disconnected, i.e., it is a Cantor set. The σ-field generated by the open sets of the product topology is called the Borel σ-field and is denoted by B(Ω). A cylinder is a subset of Ω of the form {ω ∈ Ω : (ωn 1 , . . . , ωn r ) ∈ P }, wheren1, . . . ,nr are distinct elements in Z d and P is a subset of S r . Cylinders are clopen (closed open) subsets of Ω which generate the product topology. Thus, the Borel σ-field B(Ω) coincides with the σ-field generated by cylinders. Let C (Ω) be the vector space of continuous real-valued functions on Ω with the supremum norm, and L (Ω) the vector space of linear functionals on C (Ω) that we equip with the weak-⋆ topology: we say that a sequence Ln ∈ L (Ω) converges weakly to a linear functional
Equipped with the topology of weak convergence L (Ω) is a Hausdorff topological space which is metrizable. By the Riesz representation theorem, the set M (Ω) of finite measures on B(Ω) can be identified with the convex cone of positive linear functionals in L (Ω). We denote by M 1 (Ω) the subset of probability measures which is a compact convex set in M (Ω). The group Z d acts on Ω continuously by the translation or shift Θ:
where: ω
We write ω ′ = ω +m. We denote by MΘ(Ω) the subset of M (Ω) of translation-invariant measures on Ω and by PΘ(Ω) the subset of M 1 (Ω) of translation-invariant probability measures on Ω. PΘ(Ω)
is a compact convex subset
A Borel set B in Ω is translation invariant if B +n = B for alln in Z d . A probability measure µ in MΘ(Ω) is ergodic if for any translation invariant subset B in Ω , µ(B) = 0 or µ(B) = 1. We denote by E (Ω) the set of ergodic probability measures on Ω. It turns out that E (Ω) coincides with the set of extreme 2 measures in PΘ(Ω). Finally, let us recall that the support, Supp µ, of a measure µ is defined by:
It is a closed set. A translation-invariant compact set X is called uniquely ergodic if it contains the support of a unique translation-invariant measure µX , i.e., PΘ(X) = {µX }. This measure is necessarily ergodic. It is well-known that Supp µX is then a minimal set.
1 even a Choquet simplex; see [30] 2 A point µ in in a convex compact subspace D of a vector space E is extreme if for each pair of points µ 1 and µ 2 in D and any real number λ ∈ (0, 1) such that µ = λµ 1 + (1 − λ)µ 2 , we have
Crystals and quasicrystals. We say that a configuration
It is called periodic if it has d independent periodic directions and aperiodic if it has no periodic direction. A configuration ω is repetitive if for every subset F in Z d , there exists a radius r(F ) such that for each ball B in Z d with radius r(F ) there exists a integerm such that F +m ⊂ B and ωn+m = ωn for alln in F . It is a standard result (Gottschalk's Theorem) that a configuration in Ω is repetitive if and only if the closure of its orbit is an invariant minimal subset in Ω (i.e, all its orbits are dense in that subset).
We define a crystal as a periodic configuration (which is trivially a repetitive configuration). Its finite orbit carries a unique probability, translation-invariant, measure, namely the arithmetic mean of Dirac masses put at each configuration in that orbit. Of course, it has zero entropy. Given an aperiodic repetitive configuration, we say that its orbit closure, which is a minimal set, is a quasicrystal if it also uniquely ergodic and has zero entropy.
2.3.
Ground configurations and ground states. We refer the reader to the treatise of H.-O. Georgii [15] for more details on Gibbs and equilibrium states and only recall what we need. Concerning ground states we mainly follow [34] .
A potential [15] , is a family of functions
where '⋐' means 'finite subset of' and where each ΦB : Ω → R depends only on configurations restricted to B. A potential Φ is said to be of finite range if
where 'diam' stands for the diameter. It is said of range R > 0 whenever
Finally, we say that a potential Φ is translation invariant if and only if:
Let BΘ denote the Banach space of translation-invariant potentials Φ with finite norm:
where · stands for the supremum norm. For any R > 0, let BΘ,R denote the finite dimensional vector space in BΘ of translation-invariant potentials with range smaller than or equal to R and BΘ,∞ = ∪R>0BΘ,R the vector space of finite range potentials. We can now define, for any cube Λ ⊂ Z d , the Hamiltonian on Λ with external condition ω ′ ∈ Ω: this is the function H
where ωΛω ′ Λ c is the configuration which coincides with ω at the sites in Λ and with ω ′ at the sites outside Λ. For Φ ∈ BΘ,∞ we define the function fΦ : Ω → R by
For µ ∈ PΘ(Ω) we shall use the notation
Let us consider a sequence of nested cubes {Λn}n>0:
For each n > 0, we define the following subset of Ω:
The family {GCΛ n (Φ)}n>0 is a nested family of nonempty compact sets. We denote the intersection:
We easily check that GC(Φ) is translation-invariant and is independent of the choice of the sequence {Λn}n>0. Actually, we could take any sequence {Λn}n>0 tending to infinity in the sense of van Hove [15] . A configuration in GC(Φ) is called a ground configuration of Φ and a measure with support in GC(Φ) is called a ground state of Φ. Thus, ω is a groundstate if the energy of each finite perturbation of ω exceeds that of ω itself. Since the group of translations acts continuously on the compact set GC(Φ), there exist translationinvariant ground states. We denote by GSΘ(Φ) the set of such measures. From now on, a ground state is understood to be a translation-invariant ground state. We observe that (GC(Φ), Θ) is a subshift of the full shift (Ω, Θ).
A translation-invariant measure ν minimizes the specific energy if
Actually, R. Schrader [34] proved that the set of minimizing translation-invariant measures coincides with the set GSΘ(Φ).
Some examples.
Let us mention a few examples of ground states in order to illustrate our definitions and our terminology. The last one anticipates what we will develop in the next sections. In [13] , the authors construct an example with S = {−1, +1}, d = 1 and an infiniterange potential. They show that GC(Φ) is the subshift obtained as the closure of the Thue-Morse sequence. It gives a minimal uniquely ergodic subshift with zero entropy.
As we will see later on, (GC(Φ), Θ) is a SFT for finite-range potentials. Let us mention the Ising model (S = {−1, +1}, d ≥ 1) defined with a two-parameter potential Φ J,h where J ∈ R is the coupling strength between nearest neighbors and h ∈ R is an external (uniform) magnetic field [15] . For instance, when J > 0 and h > 0, GSΘ(Φ J,h ) = δ+, where by δ+ we mean the Dirac measure at the all-+ configuration. For J < 0 and h = 2d |J|, GC(Φ J,h ) is the set of all configurations with no two nearest-neighbor spins equal to −1. This is a SFT. Among the uncountably many ground states of Φ J,h , there is a distinguished one, namely the unique measure distributed uniformly on GC(Φ J,h ) (measure of maximal entropy), toward which µ βΦ J,h converges.
Consider Figure 1 below (Section 6) and let S be the set of these 13 colored unit squares.
is obtained by centering at each point in Z 2 a square drawn from S. The subset of configurations for which two squares are allowed to touch along edges of the same color is a SFT without any periodic configuration [9] . An ad hoc nearestneighbor potential with this set as ground configurations is very easy to contruct: given a configuration of squares, consider a pair of adjacent sites, that is, a subset B of Z d of the form {n,n + (1, 0)} or {n,n + (0, 1)}. Then put ΦB = 0 if the corresponding edges have the same color or ΦB = 1 if not. C. Radin [26] seems to be the first to have used aperiodic tilings (namely Robinson's example [28] ) to construct ad hoc potentials with aperiodic ground configurations. In the example we have just outlined, it is still unproved that this is not a uniquely ergodic SFT. We will construct an example of a uniquely erogodic SFT with no periodic configurations obtained from the Penrose tiling. 
Whenm = 0 we say that the cube is centered at 0. The integer l is called the size of the cube. Let (Λn)n>0 be an increasing sequence of cubes centered at 0 whose union is Z d . For any map i in S Λn , we consider the cylinder
We denote by Cn the collection of cylinders Cn,i when i runs over S Λn and by C the collection of all the cylinders in each Cn when n ranges from 1 to +∞. Notice that the cylinders in C together with all their translated copies generate the product topology on Ω. It follows that any translation-invariant measure µ in M (Ω) is completely determined by the weight µ(Cn,i) it gives to any cylinder Cn,i in C. For each n > 0, let C d (Λn; R) be the vector space of formal linear combinations of cylinders in Cn with real coefficients:
that we equip with the norm X i∈S Λn . This boundary inherits a natural stratification in facets whose dimensions are going from #(S Λn ) − 2 to 0, where #(·) stands for the cardinality. For each n > 0, there exists a natural linear map:
where 1C Λn ,i stands for the indicator function of Cn,i. We denote by Ev the linear map
The inclusion in : Λn → Λn+1 induces the forgetful map pn : S Λ n+1 → S Λn which associates with each i ∈ S Λ n+1 the map i • in ∈ S Λn . In turn, the map pn induces the vector space homomorphism:
which maps the cone C 
Λn which consists in the maps whose restriction to R k n coincide with j. We introduce now the vector space
where the λi's satisfy:
We also denote H
, and H 
Applying Lemma 3.2, we get the proof of Lemma 3.1.
3.2.
Measures and projective limits. In this paragraph, we describe the projective structure of translation-invariant measures and focus on these results which do not depend on the dimension d of the lattice. For each n > 0, it is plain to check that:
C d (Λn; R) we define the projective limit systems: 
Proof. (i)
associates a weight with any cylinder in C and these weights satisfy the additivity property of measures. Thus it corresponds to (cn)n>0 a unique finite measure on the σ-field generated by the cylinders in C and this measure can be extended (in many ways) to a measure on the Borel σ-field B(Ω).
(ii)-Consider two translation-invariant measures µ1 and µ2 in MΘ(Ω) and assume that Ev(µ1) = Ev(µ2). This implies that the two measures charge any cylinder in C with a same weight. Since these measures are translation invariant, they charge also the translated copies of this cylinder with a same weight. Since the cylinders in C and their translated copies generate the product topology, it follows that the two measures give a same weight to each Borel set and thus are equal. (iv)-This is a direct consequence of the fact that every non-zero finite measure is obtained from a probability measure by multiplication by a positive real number.
Shifts of finite type
4.1. Definition. For any finite subset F ⊂ Z d , the map
is the projection which restricts each ω ∈ Ω to F . A closed translation-invariant set X in Ω is a shift of finite type (SFT) if there exists a finite set F in Z d and a subset P ⊂ S F such that:
A closed translation-invariant subset X ⊂ Ω is a shift of finite type if and only if there exists a finite subset F ⊂ Z d such that:
From this last characterization, we deduce that the notion of shift of finite type is an invariant of topological conjugacy. When the dimension d = 1, given any nonempty SFT X, the periodic orbits are dense in X. When d > 1 this statement is no longer true: there exist nonempty SFT with no periodic orbits and such examples can be constructed with positive topological entropy [27] . This phenomenon is related to the occurrence some undecidability problems, e.g., there is no algorithm that can tell in finite time if X(F, P ) = ∅ for a given input (F, P ). These problems make very difficult a classification of shifts of finite type in dimension d > 1. We refer to K. Schmidt [33] and to the references quoted therein for a panorama on the topic. However, the following proposition shows that shifts of finite type play a central role in our discussion and thus deserve a special attention. Proof. The proof is straightforward in both directions. Consider a SFT X (which is nonempty and strictly included in Ω) and let F and P ⊂ S F be such that X = X(F, P ).
Fix n0 > 0 such that F ⊂ Λn 0 . For each n ≥ n0, we define Pn as the set of maps in S Λn whose restrictions to F +m coincide with maps in P as soon as F +m ∩ Λn = ∅. Clearly X = X(Λn, Pn), and thus, Evn(PΘ(X)) belongs to the facet of ∂C
4.2.
Uniquely ergodic SFT. From now on we shall concentrate on uniquely ergodic shifts of finite type. Given a sequence of nested cubes (Λn)n>0 whose union is Z d , and a SFT X in Ω, we denote by Nn(X) the cardinality of the smallest collection of cylinders Pn in S Λn such that X(Λn, Pn) = X. Recall that the topological entropy htop(X) of (X, Θ) is equal to the limit of log Nn(X)/(ln) d . It is equal to the entropy of the unique translation-invariant measure supported on X. In particular X has topological entropy 0.
A very similar statement was proved by J. Miȩkisz and C. Radin [24] but we give a proof for completeness.
Proof. Let n0 be the smallest n such that X = X(Λn, Pn) for some subset Pn of S Λn . We recall that for any n > 0,
[−ln, +ln]. For any n > n0 such that ln > 2ln 0 + 1, we define the shell:
If we assume that lim sup
= +∞, then this means that there exists n1 > n0 such that Nn 1 (X) > (#S)
it follows that there exist at least two disjoint cylinders in S Λn 1 , say C1,n 1 and C2,n 1 which coincide when restricted to ∂ n 0 Λn 1 and which have strictly positive mass for any measure in PΘ(X). If X is uniquely ergodic we know that the Birkhoff sums of continuous observables on X converge uniformly. In particular, by denoting µ the unique translationinvariant measure and considering the characteristic function of the cylinder C1,n 1 , we know that the quantity 1 (2N + 1) d #{n |ω +n ∈ C1,n 1 , n ≤ N } converges uniformly to µ(C1,n 1 ) > 0 when N goes to +∞. For each positive integer k consider the cube:
Fix k0 large enough so that:
∀ω ∈ X, ∃n ∈Λ k 0 | ω +n ∈ C1,n 1 .
It follows that:
∀ω ∈ X, ∀m ∈ Λn 1 , ∃n ∈Λ k 0 +1 | ω +n ∈ C1,n 1 +m.
We set K0 = ln 1 + (k0 + 1)(2ln 1 + 1) and for each l > 0, we consider the cube:
For each point ω in X, the cubeΛ l contains at least (2l + 1)
(ω) such that ω +n i belongs to C1,n 1 , when i runs from 1 to (2l + 1) d . The idea is a plugin argument which consists in replacing the pieces of the orbit of ω which go through C1,n 1 by pieces of orbits which go through C2,n 1 in order to get a point y in X whose (Z d )-orbit visits C1,n 1 a proportion of time different from µ(C1,n 1 ). More precisely, we construct the element η in X as follows:
It is easy to check that the configuration η is again in X and that
a contradiction. Thus for the constant κ = 2 2d+1 dln 0 we must have:
For a SFT X with topological entropy h, the quantity Nn(X) grows like h (2ln +1) d and consequently a uniquely ergodic SFT has entropy zero.
Recall that in dimension d = 1, periodic orbits are dense in any nonempty SFT. Thus a uniquely ergodic SFT is a periodic orbit. Theorem 4.2 confirms this fact. When d = 1 and X is a uniquely ergodic SFT, the quantity Nn(X) is bounded independently on n which in turn implies that X is reduced to a finite collection of periodic orbits, the indecomposability of the measure shows that actually X is reduced to a single orbit.
The following proposition concerns dimension d = 2. It gives an indication on the dimensions of the facets of ∂C . The complexity function is a map which associates with the triplet (ω, n1, n2) the number N (ω, n1, n2) of cylinders in S Λn 1 ,n 2 that visits the orbit of ω. is not periodic, then:
It is enough to apply Theorem 4.4 to the squares Λ 2ln +1,2ln+1 = Λn + (ln + 1, ln + 1) to get our left hand side estimate.
Finally let us conclude this section by stating the following theorem whose proof is deferred to Section 6.4. 1 (Λn; R). From Lemma 3.1 we know that the coordinates of p are rational, but in the dimension 1 case, we can say much more. Let Pn be the smallest subset of S Λn such that the vector space of formal linear combinations with real coefficients of the cylinders C n,i where i ∈ Pn contains the direction p. We denote by XP n the corresponding shift of finite type. For i1 and i2 in Pn, we say that the cylinder C n ,i 2 follows the cylinder C n ,i 1 , and write i1 < i2, if there exists a configuration x ∈ XP n such that x ∈ C n ,i 1 and Θ(x, 1) ∈ C n ,i 2 . Consider a shortest loop i1 < i2 < · · · < ip < i1. From the definition of Pn it is clear that each element in Pn appears exactly once in this shortest loop, and since this loop is the shortest one, it is unique (up to circular permutation). It follows that XP n is reduced to a single periodic orbit and thus, the extreme point p is an extreme point of the convex Evn(PΘ(Ω)), and is the image of a unique translation-invariant measure whose support is a periodic orbit. Part (II), the dimension 2 case: Let us first prove II(ii). From Theorem 4.5 we know there exists a uniquely ergodic SFT X in S Z 2 for which the frequencies of occurrences of the letters in S are rationally independent. Let n be large enough so that there exists a subset Pn S Λn such that X = X(Λn, Pn). Since the frequencies of occurrences of the letters in the alphabet are rationally independent, so are the coefficients of Evn(µ). Evn(µ) is the unique point in the facet generated by the cylinders Cn,i where i ∈ Pn and thus an extreme point of Evn(PΘ(Ω)). Consider now the assertion II(i). Since they possess rational coefficients (Lemma 3.1), the extreme points of H +,1 2 (Λn; R) which belong to the facet generated by the cylinders Cn,i where i ∈ Pn are distinct from the point Evn(µ) and thus cannot be reached by the map Evn.
Remark 5.1. Notice that the description of the extreme points of the convex Evn(PΘ(Ω)) in dimension 2 given in Theorem 5.1 II (ii) is far from being exhaustive. We may find:
• Extreme points of Evn(PΘ(Ω)) which are extreme points of H •
it is not enough to know that weights of cylinders satisfy the local invariance rules (Kirchoff rules), to be sure that they correspond to the weights of a translationinvariant measure (notice that this observation has already been made by M. Pivato [22]); • there exists a SFT with no periodic points (this is a direct consequence of R.
Berger's work [6] as we will see in Section 6).
It is important to notice that the proof of Theorem 5.1 shows how these two facts are strongly related.
5.2.
Ground states for finite-range potentials. Fix R > 0 and for any translationinvariant measure µ, let us denote by OΘ,R(µ) the set of potentials in BΘ,R such that GSΘ(Φ) = {µ}. The differences between the cone of translation-invariant measures in dimensions 1 and 2 yield differences between translation-invariant ground-state measures for finite range potentials. These differences are described in the following proposition. 1 (Λn; R) which possesses finitely many extreme points, p1, . . . , p k(n) . The coordinates of each of these extreme points pi are marginals of a unique translation invariant measure µi whose support is a periodic orbit. Each hyperplane H in C1(Λn; R) is the kernel of a unique (up to multiplication by a constant) linear form τ H in C ⋆ 1 (Λn; R) and thus a unique finite range potential
We conclude the proof of the first item of Proposition 5.2 by observing that
. When the dimension of the lattice is 2, and for n large enough, Evn(PΘ(Ω)) is strictly included in the polytope H +,1 1 (Λn; R). There exists an extreme point p of the convex Evn(PΘ(Ω)) which belongs to a facet of ∂C +,1 d (Λn; R) and whose coordinates are rationally independent. This extreme point is the image under the evaluation map Evn, of a unique invariant measure µ which is the an invariant measure of a non periodic uniquely ergodic SFT. It follows that we can construct an ad-hoc hyperplane H and consequently a linear form τ H such that ker τ H = H and a finite range potential
(Λn; R) = {p}, and thus GSΘ(Φ) = {µ}.
6. Tiling spaces 6.1. Tilings. Let R d be the Euclidean d-space equipped with an origin 0 and an orthonormal basis B. A prototile is a polyhedron equipped with a letter chosen in an alphabet S. Consider a finite set of prototiles P = {p1, . . . , pn}. A countable set of polyhedra (ti) i∈Z labeled by letters in the alphabet S is a tiling of R d constructed with P if:
where int (·) stands for the interior; • Whenever ti ∩ tj = ∅ and i = j, then ti and tj share a full d − 1-face ;
• ∀i ∈ Z, ∃ j(i) ∈ {1, . . . , n}, and ui ∈ R d such that ti = p j(i) + ui and the label of ti coincides with the label of p j(i) .
The polyhedra ti are called tiles.
It is clear that any finite set of prototiles does not admit a tiling and that the obstructions to realize a tiling are due uniquely to the geometry of the polyhedra and not to their labels. We assume, in the following that the collection P realizes a tiling.
We denote by T (P) the set of tilings constructed with P. The group R d acts naturally by translation on T (P) and we denote byΘ the action:
where T ′ is obtained by translating all the polyhedra in T by the same vector u, we write
The set T (P) is also equipped with a natural metrizable topology. A metric δ defining this topology can be chosen as follows: Consider in T (P) two tilings T and T ′ . Let Bǫ(0)
stand for the open ball with radius ǫ centered at 0 in R d and let A denote the set of ǫ in (0, 1)
Equipped with this topology, T is clearly compact and the R d -actionΘ is continuous. Consider the subset T0(P) of T (P) which consists in the tilings the barycenter of one of the tiles in (ti) i∈Z is located at 0. Clearly T0(P) is a totally disconnected set, it is often called the canonical transversal of the tiling space. T0(P) is naturally decomposed in a finite number of disjoint clopen sets Cp 1 , . . . , Cp n , where for i = 1, . . . , n, Cp i is the set of tiling in T0(P) for which the origin 0 is the barycenter of the prototile pi. Whenever there exists a tiling T in T (P) with a tile t l which a translated copy of pi(l) and shares a common face with a tile tm which is a translated copy of pi(m), it allows to define a homeomorphism h i(l),i(m) from a clopen set in Cp i(l) to a clopen set in Cp j(m) which associates to the tiling T + u l where 0 is at the barycenter of t l , the tiling T + um where 0 is at the barycenter of tm. The pseudo-group associated with all the homeomorphisms h i(l),i(m) is the holonomy pseudo-group on T0(P) (see [4] and [5] for more details) .
Example: Assume that PS is a collection of #S cubes indexed by the letters in S whose faces are parallel to the axis of the orthonormal basis B. In this case, it is clear that T0(PS) is homeomorphic to Ω = S 6.2. Invariant measures. The group R d being amenable, its action on the compact set T (P) has at least one invariant probability measure. This measure induces in turn an invariant measure for the holonomy pseudo-group on the canonical transversal T0(P). Conversely, any finite measure on T0(P) invariant for the holonomy pseudo-group action defines a finite invariant measure on T (P), which is invariant for the R d -action and which is the product of the measure along the canonical transversal with the Lebesgue measure along the orbits of the R d -action (see [16] , [4] and [5] for more details).
Remark 6.1. Notice that a homeomorphism that realizes an orbit equivalence between two tiling spaces T (P) and T (P ′ ), does not map in general, a finite invariant measure (for the R d action) to a finite invariant measure. However if furthermore the homeomorphism maps T0(P) into T0(P ′ ), then any measure on T0(P ′ ) which is the image of a transverse invariant measure on T0(P) can be easily extended to a transverse invariant measure on T0(P ′ ) by transporting the image measure by the holonomy pseudo-group action on T0(P ′ ).
Details concerning this subsection can be found in [4] and [5] .
Wang tilings. This section is aimed at creating tools for a proof of Theorem 4.5. For that reason it is focussed on the dimension 2 case.
A Wang prototile is a unit square with colored edges which are parallel to the direction of the canonical basis in R 2 . Consider a finite collection of distinct Wang prototiles that we denote W. AWang tiling associated with W is a tiling of R 2 whose tiles are translated copies of the prototiles in W and such that any pair of adjacent tiles meet full edge to full edge and the adjacent edges have a same color. We denote by T (W) the set of Wang tilings associated with W. Observing that the colors on the edges of the tiles can be replaced by specific indentations of the edges, Wang tilings sets are a particular case of tiling spaces when there is no labels on the polyhedra. Thus they can be equipped with the same metric as tiling spaces and possess the same properties. A Wang tiling can be translated so that the Wang tiles are centered on the integer lattice. This allows to associate to a Wang tiling an element in W In 1966, Robert Berger presented a set of Wang tiles that could tile the plane but could not tile it periodically. Berger's original set contained 20,426 prototiles [6] . In later years, increasingly smaller sets were found. In particular a construction has been given by R. M. Robinson [28] with a set of 52 prototiles. Finally, using quite different methods, J. Kari has found a set of 14 Wang prototiles [18] . This set has been reduced to a set of 13 prototiles by K. Culik [9] . This last example represents the state of the art on this question and is given on Figure 1 . Without entering the details of the proof of Theorem 6.2 (see also [5] for an alternative proof), let us focus on a key point that comes out directly from the construction of L. Sadun and R. Williams.
Claim :
The homeomorphism h can be chosen so that it maps T0(P) into T0(W Proof. For the proof, we refer to [29] . The fact that (T (Penrose), R 2 ) is minimal and uniquely ergodic implies also that the number of "fat" triangles in a big ball dived by the number of "thin" triangles converges, when the diameter of the ball goes to ∞ to a irrational number (actually the golden mean). This number is exactly the ratio of the weights for the unique invariant measure for the holonomy pseudo-group action, of the clopen sets in T0(Penrose) associated with the fat and thin triangles (see also [5] for the details). Theorem 4.5 is now a direct consequence of the following lemma. Proof. The proof is plain. Choose a new alphabet S and fix a cube Λ centered at 0, with size l(Λ) big enough so that one can find a injective map i : W → S Λ . Let λ be the homothethy which maps the unit cube center at 0 on the cube Λ. We construct map
It comes easily that, whenever XW is uniquely ergodic SFT for which the frequencies of occurrences of the letters in W are rationally independent , so is I(XW ). . As we saw in Section 6, this suspension can be identified with the tiling space T (PS), where PS is a collection of #S unit cubes each of them being labelled by a different letter in S and it possesses a structure of R d -solenoid. Consider the subset T0(PS) of T (PS) which consists in the tilings for which 0 is located at the center of a cube. Clearly T0(PS) is a Cantor set. Furthermore the map I : T0(PS) → Ω which associates with each tiling T in T0(PS), ω = (ωn)n ∈Z d where, for eachn in Z d , ωn is the symbol in S of the cube of T centered atn, is a homeomorphism. Any tiling T in T (PS) reads (in many distinct ways) T = T0 +u where T0 is a tiling in T0 and u is a vector in
is well defined; it is a fibration which commutes with the R d -actions on T (PS) and T d and whose fibers are Cantor sets.
A.2. Branched manifolds. For each n > 0 and each i ∈ S Λn , the map:
is a homeomorphism onto a box denoted Bn,i . For any u ∈
Cn,i × {u} is a vertical in the box Bn,i. The collection of the closure of the Bn,i's when i runs over S Λn is a cover of T (PS). We can define on T (PS) the equivalence relation ∼n generated by the reflexive and symmetric relation: x ≡ y if and only if x and y are limit of points on a same vertical in one of the boxes Bn,i. We denote by Bn the quotient space Bn = T (PS)/∼n and πn : T (PS) → Bn the corresponding projection. The quotient space Bn inherits a structure of compact branched flat and parallelizable d-manifold (for a standard definition of branched manifolds see [40] , [41] , for a description of the present situation see [4, 5] and [31] ). The branched manifold Bn is called the universal branched manifold associated with Λn. More generally, we say that a branched manifold B is associated with Λn if it is a branched manifold contained in Bn. • pn is a continuous surjection whose fibers have finite cardinality;
• πn = pn • πn+1 and consequently qn+1 = qn • pn;
• pn maps the singular locus of Bn+1 onto the singular locus of Bn.
In the infinite product Y n>0
Bn equipped with the product topology we consider the projective limit:
It is plain to check that the map
Bn, is a homeomorphism from T (PS) to lim ←pn Bn.
A.3. Homology and measures. Let n > 0, for l = 0, 1, . . . , d, the vector space of linear combinations with real coefficients of the oriented l-faces is denoted by C l (Bn, R), its elements are called l-chains and the coefficients are called coordinates. By convention, for each l-chain c, −c is the chain which corresponds to an inversion of the orientation of the l-faces. We define the linear boundary operator
which assigns to any d-face, the sum of the edges at its boundary weighted with a positive sign (resp. negative) if the induced orientation fits (resp. does not fit) with the orientation chosen for these edges. The kernel of the operator ∂ is a vector space of d -cycles that we denote: H d (Bn, R) = Ker ∂. It is well known that (up to an isomorphism), the vector space H d (Bn, R) is a topological invariant of Bn that coincides with the d th singular homology group of the branched manifold Bn (see for example [37] ). (Bn, R) ). By using, for each n > 0, the natural isomorphism:
it is straightforward to check that these equations are precisely the Kirchoff rules (2) defined in Section 3. We call positive a d-chain (resp. a d-cycle) with coordinates greater than or equal to zero and denote by C A.5. Arithmetic Translation Surfaces. Consider a topological compact orientable surface F with no boundary component and, on this surface, a finite set of points p1, . . . , pn. Let F ′ be the punctured surface F \ {p1, . . . , pn}. A translation structure on F is the data of a maximal atlas on F ′ whose transition maps are translations and F equipped with such a structure is called a translation surface. This translation structure allows to associate with any direction θ in R 2 , an orientable line field L θ on F ′ and thus a non negative integer with each singularity pi, which is the index of the line field at pi. This number is clearly independent of the direction θ. The translation structure also defines on F ′ a flat metric and thus a distance d F ′ . Furthermore, the completion of the metric space (F ′ , d F ′ ) is the closed surface F. Any compact orientable surface can be equipped with a translation structure and the 2-torus is the only translation surface with no singularities. Translation structures are well-known objects; on the one hand they allow to give a combinatorial description of quadratic differentials on Riemann surfaces (see [17] ); on the other hand, they turn out to be a key tool in the study of the dynamics of rational billiards (see [20] ). There exists a natural notion of square in a translation surface. A translation surface is arithmetic if it can be tiled with squares that meet full edge to full edge.
A.6. Geometric interpretation of Theorem 5.1. We focus on a clear geometric difference between the dimension 1 and dimension 2. Consider a positive integral d-cycle cn ∈ H + d (Bn; R). When the dimension d = 1, there exists always a finite collection of smooth curves immersed in Bn (i.e, curves which realize a finite cover of Bn) whose (first) homology class is the cycle cn. These closed curves correspond to periodic orbit for the Z-action. When the dimension d = 2, the only smooth surfaces immersed in Bn (i.e, surfaces which realize a finite cover of Bn) must be finite collections of tori (because of the flat structure). These tori corresponds to periodic orbits for the Z 2 -action. It is in general not true that there always exists a finite collection of tori immersed in Bn whose (second) homology class is cn. If such an argument was true, then any Wang tiling which tiles the plane could tiled it periodically which is false [6] .
However if we allow ramifications in the cover then we have: 
Proof. For each i ∈ S
Λn , let (pi) be the coefficient of the positive integral class cn associated with i. We construct the finite collection of surfaces as follows:
• for each i ∈ S Λn , we take pi copies of the unit square labelled by i; • we glue a square with label i to the right of a square with label j if and only if the restriction of i to R 1 n is equal to the restriction of j to L 1 n (with the notations introduced in Section 3.1), and similar conditions for gluing i to the top of j;
• we iterate these gluing operations until exhaustion.
It is easy to check that the result is the desired collection of arithmetic surfaces.
For a more detailed description of the above construction, we refer the reader to [14] where a quite similar algorithm is given.
