Abstract-A system that automatically segments and labels glioblastoma-multiforme tumors in magnetic resonance images (MRI's) of the human brain is presented. The MRI's consist of T 1-weighted, proton density, and T 2-weighted feature images and are processed by a system which integrates knowledgebased (KB) techniques with multispectral analysis. Initial segmentation is performed by an unsupervised clustering algorithm. The segmented image, along with cluster centers for each class are provided to a rule-based expert system which extracts the intracranial region. Multispectral histogram analysis separates suspected tumor from the rest of the intracranial region, with region analysis used in performing the final tumor labeling. This system has been trained on three volume data sets and tested on thirteen unseen volume data sets acquired from a single MRI system. The KB tumor segmentation was compared with supervised, radiologist-labeled "ground truth" tumor volumes and supervised k-nearest neighbors tumor segmentations. The results of this system generally correspond well to ground truth, both on a per slice basis and more importantly in tracking total tumor volume during treatment over time.
I. INTRODUCTION

M
AGNETIC resonance imaging (MRI) has become a widely-used method of high-quality medical imaging, especially in brain imaging where MRI's soft tissue contrast and noninvasiveness are clear advantages. An important use of MRI data is tracking the size of brain tumor as it responds (or does not) to treatment [1] , [2] . Therefore, an automatic and reliable method for segmenting tumor would be a useful tool [3] . Currently, however, there is no method widely accepted in clinical practice for quantitating tumor volumes from MR images [4] . The Eastern Cooperative Oncology group [5] uses an approximation of tumor area in the single MR slice with the largest contiguous, well-defined tumor. Significant variability across observers can be found in these estimations, however, Manuscript received March 4, 1996 ; revised April 13, 1998 . This work was supported in part by a grant from the Whitaker foundation and by the National Cancer Institute under Grant CA59 425-01. The Associate Editor responsible for coordinating the review of this paper and recommending its publication was C. R. and such an approach can miss tumor growth/shrinkage trends [6] , [2] .
Computer-based brain tumor segmentation has remained largely experimental work. Many efforts have exploited MRI's multidimensional data capability through multispectral analysis [7] - [12] . Artificial neural networks have also been explored [13] - [15] . Others have introduced knowledge-based (KB) techniques to make more intelligent classification and segmentation decisions, such as in [16] and [17] , where fuzzy rules are applied to make initial classification decisions, then clustering (initialized by the fuzzy rules) is used to classify the remaining pixels. More explicit knowledge has been used in the form of frames [18] or tissue models [19] , [20] . Our efforts in [21] and [22] showed that a combination of KB techniques and multispectral analysis (in the form of unsupervised fuzzy clustering) could effectively detect pathology and label normal transaxial slices intersecting the ventricles. In [23] , we expanded this system to detect pathology and label normal brain tissues in partial brain volumes located above the ventricles.
Most reports on MR segmentation [24] , however, have either dealt with normal data sets, or with neuro-psychiatric disorders with MR distribution characteristics similar to normals. In this paper, we describe a system that addresses the more difficult task of extracting tumor from transaxial MR images over a period of time during which the tumor is treated. Each slice is classified as abnormal by our system described in [23] . Of the tumor types that are found in the brain, glioblastoma-multiformes (grade IV gliomas) are the focus of this work. This tumor type was addressed first because of its relative compactness and tendency to enhance well with paramagnetic substances, such as gadolinium.
Using knowledge gained during "preprocessing" by our system in [23] , extracranial tissues (air, bone, skin, fat, muscles, etc.) are first removed based on the segmentation created by a fuzzy -means (FCM) clustering algorithm [25] , [26] . The remaining pixels (really voxels since they have thickness) form an intracranial mask. An expert system uses information from multispectral and local statistical analysis to first separate suspected tumor from the rest of the intracranial mask, then refine the segmentation into a final set of regions containing tumor. A rule-based expert system shell, CLIPS [27] , [28] , is used to organize the system. Low-level modules for image processing and high level modules for image analysis are all written in C and called as actions from the right-hand sides of the rules.
The system described in this paper provides a completely automatic (no human intervention on a per volume basis) segmentation and labeling of tumor after a rule set was built 0278-0062/98$10.00 © 1998 IEEE from a set of "training images." For the purposes of tumor volume tracking, segmentations from contiguous slices (within the same volume) are merged to calculate total tumor size in three dimensions. The tumor segmentation matches well with radiologist-labeled "ground truth" images and is comparable to results generated by a supervised segmentation technique. The remainder of the paper is divided into four sections. Section II discusses the slices processed and gives a brief overview of the system. Section III details the system's the major processing stages and the knowledge used at each stage. The last two sections present the experimental results, an analysis of them, and future directions for this work.
II. DOMAIN BACKGROUND
A. Slices of Interest for the Study
The system described here can process any transaxial slice [29] , [30] (intersecting the long axis of the human body) starting from an initial slice 7 to 8 cm from the top of the brain and upward. This range of slices provides a good starting point in tumor segmentation, due to the relatively good signal uniformity within the MR coil used [23] . Each brain slice consists of three feature images:
-weighted , proton density (PD) weighted, and -weighted [3] . TR=TE of 4000/17 ms (fast spin echo), and T 2-weighted: TR=TE of 4000/102 ms (fast spin echo). All slices show gadolinium (Magnevist) enhancement, with a concentration of 0. -mmol/kg and were acquired using in a 1.5-T General Electric imaging coil. Signal uniformity was measured according to AAPM standards [31] , with a cylindrical phantom with a diameter of 8 in, which was imaged with a field-of-view of 270 mm. To measure the worst case nonuniformity, no smoothing was applied. Nonuniformity was measured for each transaxial plane, and resulted in values between 89% and 94% for all image sequences. No gradients in signal intensity were observed in the data sets, nor was any within slice nonuniformity. All imaging was performed post-contrast, avoiding any registration problems. The MR scanner provides 12-b data which was used without further scaling. An example of a normal slice after segmentation is shown in Fig. 1(a) and (b). Fig. 1 (c) and (d) shows an abnormal slice through the ventricles, though pathology may exist within any given slice. The labeled normal intracranial tissues of interest are: CSF (dark gray) and the parenchymal tissues, white matter (white) and gray matter (black). In the abnormal slice, pathology (light gray) occupies an area that would otherwise belong to normal tissues. In the approach described here, only part of the pathology (gadolinium-enhanced tumor) is identified and labeled.
A total of 120 slices containing radiologist diagnosed glioblastoma-multiforme tumor were available for processing. Table I lists the distribution of these slices across sixteen volumes of seven patients who received varying levels of treatment, including surgery, radiation therapy, and chemo therapy prior to initial acquisition and between subsequent acquisitions. Using a criteria of tumor size (per slice) and level of gadolinium enhancement to capture the required characteristics of all data sets acquired with this protocol, a training subset of 17 slices was created. The heuristics discussed in Section III were extracted from the training subset through the process of "knowledge engineering." Knowledge engineering is not automated, but human directed. Heuristics MRI. TR = REPETITION TIME; TE = ECHO TIME are expressed in general terms, such as "higher end of the spectrum" (which does not specify an actual value). This provides knowledge that is more robust across slices, without regard to a slice's particular thickness, scanning protocol, or signal intensity, as was the case in [23] . In contrast, multispectral efforts such as [32] tune imaging parameters, which may limit their application to slices with the same parameters. The generality of the system will be discussed in Section V.
B. Knowledge-Based Systems
Knowledge is any chunk of information that effectively discriminates one class type from another [28] . In this case, tumor will have certain properties that other brain tissues will not and visa-versa. In the domain of MRI volumes, there are two primary sources of knowledge available. The first is pixel intensity in feature space, which describes tissue characteristics within the MR imaging system, which are summarized in Table II (based on a review of literature [33] - [35] ). The second is image/anatomical space and includes expected shapes and placements of certain tissues within the MR image, such as the fact that CSF lies within the ventricles, as shown in Fig. 1(a) . Our previous efforts in [21] - [23] exploited both featuredomain and anatomical knowledge, using one source to verify decisions based on the other source. The nature of tumors limits the use of anatomical knowledge, since they can have any shape and occupy any area within the brain. As a result, knowledge contained in feature space must be extracted and utilized in a number of novel ways. As each processing stage is described in Section III, the specific knowledge extracted and its application will be detailed.
C. System Overview
A strength of the knowledge-based (KB) systems in [21] - [23] has been their "coarse-to-fine" operation. Instead of attempting to achieve their task in one step, incremental refinement is applied with easily identifiable tissues located and labeled first. Removing labeled pixels from further consideration allows a "focus" to be placed on the remaining (fewer) pixels, where more subtle trends may become clearer. The tumor segmentation system is similarly designed. To better illustrate the system's organization, we present it at a conceptual level. Fig. 2 shows the primary steps in extracting tumor from raw MR data. Section III described these steps in more detail.
The system has five primary steps. First a preprocessing stage developed in previous works [21] - [23] , called stage zero here, is used to detect deviations from expected properties within the slice. Slices that are free of abnormalities are not processed further. Otherwise, stage one extracts the intracranial region from the rest of the MR image based on information provided by preprocessing. This creates an image mask of the brain that limits processing in stage two to only those pixels contained by the mask. In fact, a particular stage operates only on the foreground pixels that are contained in a mask produced by the completion of the previous Stage.
An initial tumor segmentation is produced in stage two through a combination of adaptive histogram thresholds in the and PD feature images. The initial tumor segmentation is passed on to stage three, where additional nontumor pixels are removed via a "density screening" operation. Density screening is based on the observation that pixels of normal tissues are grouped more closely together in feature space than tumor pixels.
Stage four completes tumor segmentation by analyzing each spatially disjoint "region" in image space separately. Regions found to be free of tumor are removed, with those regions remaining labeled as tumor. The resulting image is considered the final tumor segmentation and can be compared with a ground truth image.
III. CLASSIFICATION STAGES
A. Stage Zero: Pathology Detection
All slices processed by the tumor segmentation system have been automatically classified as abnormal. They are known to contain glioblastoma-multiforme tumor based on radiologist pathology reports. Since this work is an extension of previous work, knowledge generated during "preprocessing" is available to the tumor segmentation system. Detailed information can be found in [21] - [23] , but a brief summary is provided.
Slice processing begins by using an unsupervised FCM clustering algorithm [25] , [26] to segment the slice. The initial FCM segmentation is passed to an expert system which uses a combination of knowledge concerning cluster distribution in feature space and anatomical information to classify the slice as normal or abnormal. Two examples of knowledge (implemented as rules) used in the predecessor system are: 1) in a normal slice, CSF belongs to the cluster center with the highest value in the intracranial region; 2) in image space, all normal tissues are roughly symmetrical along the vertical axis (defined by each tissue having approximately the same number of pixels in each brain hemisphere), while tumors often have poor symmetry. Abnormal slices are detected by their deviation from "expectations" concerning normal MR slices, such as the one shown in Fig. 2 whose white matter class failed to completely enclose the ventricle area. An abnormal slice with the facts generated in labeling it abnormal are passed on to the tumor segmentation system. Normal slices have all pixels labeled.
B. Stage One: Building the Intracranial Mask
The first step in the system presented here is to isolate the intracranial region from the rest of the image. During preprocessing, extra and intracranial pixels were distinguished primarily by separating the clusters from the initial FCM segmentation into two groups: Group 2 for brain tissue clusters, and Group 1 for the remaining extracranial clusters. Occasionally, enhancing tumor pixels can be placed into one or more Group 1 clusters with high -weighted centroids. In most cases, these pixels can be reclaimed through a series of morphological operations (described below). As shown in Fig. 3(b) and (c), however, the tumor loss may be too severe to recover morphologically without distorting the intracranial mask.
Group 1 clusters with significant lost tumor can be located, however. During preprocessing, Group 1 and 2 clusters were separated based on the observation that extracranial tissues surround the brain and are not found within the brain itself. A "quadrangle" was developed by Li in [21] and [36] to roughly approximate the intracranial region. Group 1 and 2 clusters were then discriminated by counting the number of pixels a cluster had within the quadrangle. Clusters consisting of extracranial tissues will have very few pixels inside this estimated brain, while clusters of intracranial tissues will have a significant number. An example is shown in Fig. 4 .
A Group 1 cluster is considered to have lost tumor here if more than 1% of its pixels were contained in the approximated intracranial region. The value of 1% is used to maximize the recovery of lost tumor pixels because extracranial clusters with no lost tumor will have very few pixels within the quadrangle, if any at all. Pixels belonging to lost tumor clusters [ Fig. 3 and set to foreground (a nonzero value), with all other pixels in the image set to background (value ). This produces a new intracranial mask similar to the one shown in Fig. 3(d) .
Since a lost tumor cluster is primarily extracranial, its inclusion in the intracranial mask introduces areas of extracranial tissues, such as the eyes and skin/fat/muscle. To remove these unwanted extracranial regions (and recover smaller areas of lost tumor, mentioned above), a series of morphological operations [37] are applied, which use window sizes that are the smallest possible (to minimize mask distortion), while still producing the desired result.
Small regions of extracranial pixels are removed and separation of the brain from meningial tissues is enhanced by applying a 5 5 closing operation to the background. Then the brain is extracted by applying an eight-wise connected components operation [37] and keeping only the largest foreground component (the intracranial mask). Finally, "gaps" along the periphery of the intracranial mask are filled by first applying a 15 15 closing, then a 3 3 erosion operation. An example of the final intracranial mask can be seen in Fig. 3(e) .
C. Stage Two: Multispectral Histogram Thresholding
Given an intracranial mask from stage one, there are three primary tissue types: pathology (which can include gadolinium-enhanced tumor, edema, and necrosis), the brain parenchyma (white and gray matter), and CSF. We would like to remove as many pixels belonging to normal tissues as possible from the mask.
Each MR voxel of interest has a , PD, and location in , forming a feature-space distribution. Based on the knowledge in Table II , and the fact that pixels belonging to the same tissue type will exhibit similar relaxation behaviors ( and ) and water content (PD), they will then also have approximately the same location in feature space [38] . and , respectively, with approximate tissue labels overlaid. There is some overlap between classes because the graphs are projections and also due to "partialaveraging" where different tissue types are quantized into the same voxel.
The typical relationships between enhancing tumor and other brain tissues can also be seen in Fig. 6 , which are histograms for each of the three feature images. These distributions were examined and interviews were conducted with experts concerning the general makeup of tumorous tissue, and the behavior of gadolinium enhancement in the three MRI protocols. From these sources, a set of heuristics were extracted that could be included in the system's knowledge base as follows.
1) Gadolinium-enhanced tumor pixels occupy the higher end of the spectrum. 2) Gadolinium-enhanced tumor pixels occupy the higher end of the PD spectrum, though not with the degree of separation found in space [39] . 3) Gadolinium-enhanced tumor pixels were generally found in the "middle" of the spectrum, making segmentation based on values difficult. 4) Slices with greater enhancement had better separation between tumor and nontumor pixels, while less enhancement resulted in more overlap between tissue types. Analysis of these heuristics revealed that histogram thresholding could provide a simple, yet effective, mechanism for gross separation of tumor from nontumor pixels (and thereby an implementation for the heuristics). In fact, in the and PD spectrums, the signal intensity having the greatest number of pixels, that is, the histogram "peaks," were found to be effective thresholds that work across slices, even those with varying degrees of gadolinium enhancement. An example of this is shown in Fig. 6 . The image had no such property that was consistent across all training slices and was excluded.
For a pixel to survive thresholding, its signal intensity value in a particular feature had to be greater than the intensity threshold for that feature. Fig. 7 (a) and (b) shows the results of applying the and PD histogram "peak" thresholds in Fig. 6(b) and (c). In both of these thresholded images a significant number of nontumor pixels have been removed, but some nontumor pixels remain in each thresholded image. Since the heuristics listed above state that gadolinium enhanced tumor has a high signal intensity in both the and PD features, additional nontumor pixels can be removed by intersecting the two images (where a pixel remains only if it's present in both images). An example is shown in Fig. 7(c) .
D. Stage Three: "Density Screening" in Feature Space
The thresholding process in stage two provides a good initial tumor segmentation, such as the one shown in Fig. 7(c) .
Comparing it with the ground truth image Fig. 7(d) , a number of pixels in the initial tumor segmentation are not found in the ground truth image and should be removed. Additional thresholding is difficult to perform, however, without possibly removing tumor as well as nontumor pixels.
Pixels belonging to the same tissue type will have similar signal intensities in the three feature spectrums. Because normal tissue types have a more or less uniform cellular makeup [33] - [35] , their distribution in feature space will be relatively concentrated [38] . In contrast, tumor can have significant variance, depending on the local degrees of enhancement and tissue inhomogeneity within the tumor due to the presence of edema, necrosis, and possibly some parenchymal cells captured by the partial-volume effect. Fig. 5(b) and (c) shows the different spreads in feature space for normal and tumor pixels. Pixels belonging to parenchymal tissues and CSF are grouped more densely by intensity, while pixels belonging to tumor are more widely distributed.
By exploiting this "density" property, nontumor pixels can be removed without affecting the presence of tumor pixels. Called "density screening," the process begins by creating a three-dimensional (3-D) histogram for all pixels remaining in the initial tumor segmentation image after thresholding. The histogram array itself has a size of 128 128 128 intensity bins. For each feature, the maximum and minimum signal intensity values in the initial tumor segmentation are found and quantized into the histogram array (i.e., the minimum intensity value occupies bin 1, the maximum intensity value occupies bin 128), with all values in between "quantized" into one of the 128 bins. This quantization was done for two reasons. First, sizes of a 3-D histogram quickly became prohibitively large to store and manipulate. Even a 256 histogram has nearly 17-million elements. Second, levels of quantization can make the "dense" nature of normal pixels more apparent while still leaving tumor pixels relatively spread out. For the 12-b data studied here, after thresholding, slices had a range of approximately 800 intensity values in each feature. The actual value of 128 was empirically selected. Using 64 bins blurred the separation of tumor and nontumor pixels in training slices where the tumor boundary was not as well defined. Values similar to 128, such as 120 or 140, are unlikely to significantly change the "quantization" effect and should yield similar results. The histograms and scatterplots shown in Fig. 8 were created using 128 bins. From the 3-D histogram, three two-dimensional (2-D) projections are generated:
, , and . An example 2-D projection is shown in Fig. 8(a) , which was generated from the slice shown in Fig. 7(c) . A corresponding scatterplot is shown in Fig. 8(b) . The bins with the most pixels [the highest "peaks" in Fig. 8(a) ] can be seen in the lowest corner and are comprised of nontumorous pixels that should be removed. In contrast, tumor pixels, while greater in number, are more widespread and have lower peaks in their bins. In each projection, the highest peak is found and designated as the starting point for a region growing [40] process that will "clear" any neighboring bin whose cardinality (number of pixels in that bin) is greater than a set threshold and . This will result in a new scatterplot similar to that shown in Fig. 8(c) . A pixel is removed from the tumor segmentation if it corresponds to a bin that has been "cleared" in any of the three feature-domain projections. Fig. 8(d) and (e) represents the tumor segmentation before and after the entire density screening process is completed. Note that the resulting image is closer to ground truth.
The thresholds used were determined from training slices by creating a 3-D histogram, including 2-D projections, using only pixels contained in the initial tumor segmentation. Then the ground truth tumor pixels for each slice were overlaid on the respective projections. So, given a 3-D histogram of an initial tumor segmentation, all pixels not in the ground truth image are removed, leaving only tumor behind without changing the dimensions and quantization levels of the histogram. The respective 2-D projections of all training slices were examined. It was found that the smallest bin cardinality bordering a bin occupied by known nontumor pixels made an accurate threshold for the given projection. It should be noted, however, that the thresholds were based on the 256 256 images used in this research and would need to be scaled to accommodate images of different sizes, such as 512 512.
E. Stage Four: Region Analysis and Labeling
In Stages Two and Three, the knowledge extracted up to this point was applied to pixels individually. Stage Four, allows spatial information to be introduced by considering pixels on a region or component level. Applying an eight-wise connected components operation [37] to the refined tumor segmentation generated by stage three, allows each region to be tested separately for the presence of tumor. An example is shown in Fig. 9 . After processing the intracranial mask shown in Fig. 9 (a) in stages two and three, a refined tumor segmentation (b) is produced. The segmentation shows a number of spatially disjoint areas, but ground truth tumor in Fig. 9(c) shows that only one region actually contains tumor. Therefore, decisions must be made regarding which regions contain tumor and which do not.
1) Removing Meningial Regions:
In addition to tumor, meningial tissues immediately surrounding the brain, such as the dura or pia mater, receive gadolinium infused blood. As a result they can have a high signal intensity that may interfere with the knowledge base's assumption in Section III-E that regions with the highest value are most likely tumor. These extracranial tissues can be identified and removed via anatomical knowledge by noting that since they are thin membranes, meningial regions should lie along the periphery of the brain in a relatively narrow margin. Fig. 10 shows that an approximation of the brain periphery can be used to detect meningial tissues. The unusual shape of the intracranial region is due to prior resection surgery. The periphery is created by applying a 7 7 erosion operation to the intracranial mask and subtracting the resultant image from the original mask, as shown in Fig. 10(a)-(c) . Each component or separate region in the refined tumor mask is now intersected with the brain periphery. Any region which has more than 50% of its pixels contained in the periphery is marked as meningial tissue and removed. Fig. 10(d) shows a tumor segmentation which is intersected with the periphery from Fig. 10(c) . In Fig. 10(e) , the pixels that will be removed by this operation are shown and they are indeed meningial pixels.
2) Removing Nontumor Regions: Once any extracranial regions have been removed, the knowledge base is applied to discriminate between regions with and without tumor based on statistical information about the region. A region mean, standard deviation, and skewness in , , and feature space, respectively, are used as features. The concept exploited is that trends and characteristics described at a pixel level in Table II and Section III-C are also applicable on a region level. By sorting regions in feature space based upon their mean values, rules based on their relative order can be created as follows.
1) Large regions that contain tumor will likely contain a significant number of pixels that are of highest intensity in and PD space, while regions without tumor likely contain a significant number of pixels of lowest intensity in and PD space.
2) The means of regions with similar tissue types neighbor one another in feature space.
3) The intracranial region with the highest mean value and a "high" PD and value, is considered first tumor, against which all other regions are compared. 4) Other regions that contain tumor are likely to fall within 1-1.5 standard deviations (depending on region size) of first tumor in and PD space. While most glioblastoma-multiforme tumor cases have only one tumorous spatially compact region that has the highest mean value, in some cases, the tumor has grown such that it has branched into both hemispheres of the brain, causing the tumor to appear disjoint in some slices, or it has fragmented as a result of treatment. Also, different tumor regions do not enhance equally. Thus, cases can range from a single wellenhancing tumor to a fragmented tumor with different levels of enhancement. In comparison, the makeup of nontumor regions is generally more consistent than in tumorous regions. Therefore, the knowledge base is designed to facilitate removal of nontumor regions because their composition can be more reliably modeled and detected.
Regions that comply with the first heuristic listed above are the easiest to locate and their statistics can be used to examine the remaining regions. To apply the first heuristic, three new image masks are created. The first image mask takes the refined tumor segmentation image and keeps only 20% of the highest value pixels (i.e., if there were 100 pixels in the refined tumor image, the 20 pixels with the highest values are kept). The second mask keeps the highest 20% in PD space, while the third mask keeps the 30% lowest in space. Each region is isolated and intersected with each of the three masks created. The number of pixels of the region in a particular mask is recorded and compared with the rules listed in Table III . An example is shown in Fig. 11 .
Regions that do not activate any of the rules in Table III remain unlabeled and are analyzed using the last two heuristics.
According to the third heuristic, given a region that has been positively labeled tumor as a point of reference, a search can be made in feature space for neighboring tumor regions. Normally, the region with the highest mean value can be selected as this point of reference (called first tumor). To guard against the possibility that an extracranial region (usually meningial tissues at the interhemispheric fissure) has been selected instead, the selected region is verified via the heuristic that a tumor region will not only have a very high mean value, but will also occupy the highest half of all regions in sorted PD and mean space. For example, if there were ten regions total, the region being tested must be one of the five highest mean values in both PD and space. If the candidate region passes, it is confirmed as first tumor. Otherwise, it is discarded and the region with the next highest mean value is selected for testing as first tumor. Once first tumor has been confirmed, the search for neighboring tumor regions can begin. Although tumorous regions can have between-slice variance, the third and fourth heuristics hold for the purpose of separating tumor from nontumor regions within a given slice. Furthermore, the standard deviations in and PD space of a known tumor region were found to be a useful and flexible distance measure.
Table IV(a) lists the two rules that used the standard deviation to remove nontumor regions, based on the size (number of pixels) of the region being tested. The rule in Table IV(b) serves as a tie-breaker for some regions that were not labeled before. The term Largest is used to indicate the largest known tumor region. In most cases there was only a single tumor region, so the "first tumor" region was also the Largest region. In cases where tumor was fragmented, however, a larger tumorous region will provide a more robust mean and standard deviation for the distance measure. Therefore, the system would find Largest by searching for the largest region that was within one standard deviation in both and PD space to the first tumor region. After the rules in Table IV are applied, all regions that were not removed are labeled as tumor, and the segmentation process terminates.
IV. RESULTS
A. Knowledge-Based Versus Ground Truth
A total of 120 slices, including the 17 training slices described in Section II-A, were within the slice range of the system and known to contain tumor. After processing by the system, the slices were compared with "ground-truth" tumor segmentations that were created by radiologist hand labeling [41] . Error was found between the two segmentations, both false positives (where the system indicated tumorous pixels where ground truth did not) and false negatives (where ground truth indicated tumorous pixels that the system did not).
To compare how well (on a pixel level) the KB method corresponded with ground truth, two measures were used. The first, "percent match," is simply the number of true positives divided by the total tumor size. The second, is called a "correspondence ratio," and was created to account for the presence of false positives Correspondence Ratio True Pos. False Pos. # where "#GT" is the number of ground truth tumor pixels. For comparing on a per volume basis, the average value for percent match was generated using Average % Match % match # # The average value for the correspondence ratio is similarly generated. Table V lists the results of the KB system on a per-volume basis. The results show that the KB system performs well overall. We note that 89 of the 120 slices had a percent match rating of 90% or higher. Slices that showed significant false negative presence were primarily the result of two situations. Some tumor could be lost during the intracranial extraction stage. One test slice (from patient 4 repeat scan 2) had significant tumor pixels lost during the morphological operations following tumor recovery from the quadrangle test. In four uppermost test slices (all from patient 1), part of the tumor had grown beyond the intracranial region into an area normally occupied by surrounding meningial membranes, which have an increased percentage presence in the uppermost slices. The tumor's location within these membranes, combined with the reduced brain size complicated extraction. Other instances of tumor loss occurred when the system captured the tumor borders, but not its interior, possibly due to more subtle gadolinium enhancement (still detected by the radiologist, but not clear enough in feature space) [42] , or cases where necrosis prevented circulation of the enhancing agent, but the radiologist made a conservative diagnosis and marked the area as tumor.
Overall, the KB approach tended to significantly overestimate the tumor volume. Only one volume in Table V shows underestimation (patient 4 repeat scan 2), and that can be traced to one test slice with significant tumor underestimation (described above). The tendency to over-estimate is consistent with the system's paradigm, since only those pixels positively believed to be nontumor are removed, defaulting areas of uncertainty to be labeled as tumor.
To show the nature of the false positives in the KB system, an additional measurement, "true" false positives, were added to Table V to indicate how many of the false positives were actually not connected spatially to any ground truth tumor. This number is less than 15% of the false positives with two exceptions. An examination of the process of creating groundtruth images revealed a 5% interobserver variability in tumor volume [41] . We also note that all brain tumors have microinfiltration beyond the borders defined with gadolinium enhancement. This is especially true in glioblastoma-multiformes, which are the most aggressive grade of primary glioma brain tumors, and no one can tell the exact tumor borders without invasive histopathological methods [24] , [42] , [43] and these were unavailable. As a result, ground truth images mark the areas of tumor exhibiting the most angiogenesis (formation of blood vessels, resulting in the greatest gadolinium concentration). Therefore, the KB system may capture tumor boundaries that extend into areas showing lower degrees of angiogenesis (which would still be treated during therapy) [43] .
B. Knowledge-Based Versus NN
One of the advantages of this KB approach is that human based training regions of interest (ROI's), currently required for supervised techniques [44] , are not necessary after rule acquisition. Yet, results can be as good, if not better, than those obtained from supervised methods, without the need to for time-consuming ROI selection, which make such methods impractical for clinical use and do not guarantee satisfactory performance. Table VI shows how well the supervisednearest neighbors ( NN) algorithm [45] performed on the same slices processed by the KB system. The NN method finds the labeled pixels from the ROI's closest to a test pixel and classifies the test pixel into the majority class of the associated ROI's. The NN algorithm has been shown to be less sensitive to ROI selection than seed-growing, a commercially available supervised approach (ISG Technologies, Toronto, Canada) [44] , [46] .
It must be noted that the NN results include extracranial pixels in the tumor class because NN is applied to the whole image. No extraction of the actual tumor is done, which would require additional supervisor intervention. The NN numbers shown here were the mean results over multiple trials of ROI selection, meaning that all NN slice segmentations were effectively training slices. Furthermore, NN introduces the question of inter and intraobserver variability, which was rated at approximately 9% and 5% respectively [47] . In contrast, the KB system was built from a small subset of the available slices and processed 103 slices in unsupervised mode with a static rule set allowing for complete repeatability.
C. Evaluation Over Repeat Scans
Examining tumor growth/shrinkage over multiple acquisitions, the total tumor volume for ground truth, the KB method, and NN are compared in Table VII and Fig. 12 . The NN volumes shown are means over one or more trials and include the total inter and intraobserver standard deviation. The KB system is closer to the ground truth volume in eight of the 16 cases, though the difference between the KB and NN methods was less than the NN standard deviation in seven of the cases. More importantly, comparing their respective performances in Tables V and VI, the KB method has a smaller number of false negatives than the NN method in all volumes compared, suggesting the KB method more closely matched ground truth than NN.
Both methods showed an instance where the ground truth volume grew, yet they reported tumor shrinkage. The NN method failed to correctly predict tumor growth in patient 1, from repeat scan 1-2. Since the NN volumes are based on multiple trials, it is difficult to assign a specific cause. The KB method failed to predict tumor growth in patient 2, from the Baseline scan to repeat scan 1. According to pathology reports, the Baseline scan contained a significant amount of fluid, possibly hemorrhage, which artificially brightened regions surrounding the tumor in the PD scan and made the border between nontumor and tumor pixels unusually diffuse. This distorted the histogram from which the initial tumor segmentation was based, resulting in significant overestimation of tumor volume. In repeat scan 1, however, not only had the fluid disappeared, but pathology reports noted a slight decrease in gadolinium enhancement. Thus, the initial overestimation followed by the decreased gadolinium enhancement caused the trend to appear to be tumor shrinkage instead of growth. Patient 2 had received significant treatment (surgery and radiation therapy) prior to scanning, making the tumor boundaries particularly difficult to detect. In fact, a review of the pathology reports showed that radiologist estimations of the tumor volume had to be revised.
Finally, Fig. 13 shows examples of the KB system's correspondence to hand-labeled tumor in slices. Fig. 13(a)-(c) shows a worst-case segmentation, while Fig. 13(d) -(f) and (g)-(i) shows an average and best case segmentation respectively. All three examples are from the test set. V. DISCUSSION
We have described a KB multispectral analysis tool that segments and labels glioblastoma-multiforme tumor. The guidance of the knowledge base gives this system additional power and flexibility by allowing unsupervised segmentation and classification decisions to be made through iterative/successive refinement. This is in contrast to most other multispectral efforts such as [8] , [10] , and [12] , which attempt to segment the entire brain image in one step, based on either statistical or (un)supervised classification methods.
The knowledge base was initially built with a general set of heuristics comparing the effects of different pulse sequences on different types of tissues, as shown in Table II . This process is called "knowledge-engineering" as we had to decide which knowledge was most useful for the goal of tumor segmentation, followed by the process of implementing such information into a rule-based system. More importantly, the training set used was quite small-17 slices over three patients. Yet, the system performed well. A larger training set would most likely allow new and more effective trends and characteristics to be revealed. Thresholds used to handle a certain subset of the training set could be better generalized.
The slices processed had a relatively large thickness of 5 mm. Thinner slices will exhibit a reduced partial-volume effect and allow better tissue contrast. While relying on feature space distributions, the system was developed using general tissue characteristics, such as those listed in Table II , and relative relationships between tissues to avoid dependence upon specific feature-domain values. The particular slices were acquired with the same parameters, but gadoliniumenhancement has been found to be generally very robust in different protocols and thickness [48] , [39] . Should acquisition parameter dependence become an issue, given a large enough training base across multiple parameters, the knowledge base could automatically adjust to a slice's specific parameters since such information is easily included when processing starts. The patient volumes processed had received various degrees of treatment, including surgery, radiation, and chemo therapy both before and between scans. Yet, despite the changes these treatments can cause, such as demyelinization of white matter, no modifications to the KB system were necessary. Other approaches, like neural networks [49] or any sort of supervised method which is based on a specific set of training examples could have difficulties in dealing with slightly different imaging protocols and the effects of treatment. As stated in Section I, no method of quantitating tumor volumes is widely accepted and used in clinical practice [4] . A method by the Eastern Cooperative Oncology group [5] approximates tumor area in the single MR slice with the largest contiguous, well-defined tumor evident. The longest tumor diameter is multiplied by its perpendicular to yield an area. Changes greater than 25% in the area of a tumor over time are used, in conjunction with visual observations, to classify tumor response to treatment into five categories from complete response (no measurable tumor left) to progression. This approach does not address full tumor volume, depends on the exact boundary choices, and the shape of the tumor [2] , [5] . By itself, the approach can lead to inaccurate growth/shrinkage decisions [6] .
The promise of the KB system as a useful tool is demonstrated by the successful performance of the system on the processed slices. The final KB segmentations compare well with radiologist-labeled "ground truth" images. The KB system also compared well with supervised NN method, and was able to segment tumor without the need for (multiple) humanbased ROI's or post-processing, which make NN clinically impractical. Further, we looked at removing extracranial pixels from NN tumor segmentations and found that NN then consistently underestimated the tumor size. Also with the extracranial pixels removed NN makes two mistakes in following the trend shown in Fig. 12(a) .
Future work includes addressing the problems noted in Section IV to improve the system's performance. The high number of false positives, which appear to be a matter of tumor boundaries, can be reduced by applying a final threshold in -space (the feature image used primarily by radiologists in determining final tumor boundaries). Our primary concern was losing as little ground truth tumor as possible. Expanding the training set to include more patients should expand the generalizability of the knowledge base. The next expected development in this system is to expand the processing range to all slices that intersect the brain cerebrum. Introducing new tumor types, such as lower grade gliomas will also be considered, as will complete labeling of all remaining tissues. Also, newer MRI systems may provide additional features, such as diffusion images or edge strength to estimate tumor boundaries, which can be readily included into the knowledge base. The knowledge base also allows straightforward expansion as new tools are found effective (perhaps edge detection on the tumor mask).
In conclusion, the KB system is a multispectral tool that shows promise in effectively segmenting glioblastomamultiforme tumors without the need for human supervision. It has the potential of being a useful tool for segmenting tumor for therapy planning, and tracking tumor response. Finally, the KB paradigm allows easy integration of new domain information and processing tools into the existing system when other types of pathology and MR data are considered.
