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of the publishers concerning the legal status of any country or territory, or of its
authorities, or concerning the frontiers of any country or territory.
The  authors  are  responsible  for the choice  and the presentation  of  the  facts
contained in this  book and for the opinions  expressed therein, which  are not
necessarily those of Unesco and do not commit the Organization.
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Aim of the project
The aim of this book is to give an overall structured and hierarchical presenta-
tion of those areas which are considered generally, at the time of writing, to be
parts of computer science, including the latest developments. The present text
should  therefore  not  be  taken  as  a  curriculum  in  computer  science  but  as  a
resource which can be used to build different curricula, including courses for
further or in-job training.
The modular presentation is partly arbitrary. The intent has been to divide the
subject matter into parts which can be taught either in one or in two semesters
(two or three hours of lectures per week), depending on particular objectives
and on how familiar the existing staff is with the subject. Moreover, the reader
should keep in mind that each module is described in depth and that the advan-
ced parts of most modules can be left out without major diff i c u l t i e s .
F i n a l l y, it should be remembered that hands-on experience is a major require-
ment, and that every effort should be made to give the students access to ade-
quate computer facilities. All the modules related to programming should inclu-
de three to five hours of laboratory work for each hour of lecture.
General approach
It was clear to the authors of this report that any attempt to modify or adapt cur-
ricula which have been found valuable in the more advanced countries to accord
with some preconceived ideas of the needs of developing countries would be
unwise and probably misleading. They prefer to present in as broad and com-
prehensive a way as possible the total content of computer science as it has
developed,  for example,  in  the  United  States  of America and Europe, and  to
o ffer universities and other institutions the background information from which
courses can be constructed to meet local needs. In line with this approach, the
following procedure has been adopted:
The subject-matter of computer science or informatics has been presented as a
framework of  interrelated  modules,  each with  its  own  objectives  and  general
outline and, in most cases, with the content described in some detail. Where
possible the interrelations and prerequisites are indicated. The overall scheme
is presented in the second section of this report.
UNESCO-IFIP modular curriculum in computer science 7Introduction
It is therefore necessary for users of the report to select appropriate modules
and to devise courses with specific objectives, introducing such additional inte-
gration, practical experience and balance as may be necessary in each curricu-
lum.  In  some  modules  it  has  been  recognized  that  the  content  may  depend
considerably  on  local  conditions,  such  as  the  form  of  administration  and  the
nature of the national economy and culture, and in these the treatment of the
subject must be developed accordingly.
Some guidance on the implementation of curricula for specific purposes, e.g.
the training of particular types of computer personnel, is desirable, and some
examples are  described in the next  section. This  also includes criteria which
should be met if recognised standards, either academic or professional, are to
be achieved.
Further  guidance  may  be  required  on  the  resources  necessary  to  implement
various curricula eff e c t i v e l y, and these are discussed in the introduction in rela-
tion to teaching and support staff, computing facilities and library provision.
What types of computer specialists may be produced?
Developing countries, in common with those where the use of computers has
reached a higher level, need people with specific knowledge and skills. It is pos-
sible to make a broad distinction between those who provide and maintain com-
puter  systems  but  are  not  directly  concerned  with  their  use,  and  those  who
actually use computer systems. In the user group, one can also distinguish bet-
ween those  who  specialise  in  data  processing,  which  may  be  in a  scientific,
administrative, industrial or commercial environment, and those working in the
area of information systems, again in differing contexts.
With these practical distinctions in mind, a more detailed classification is the fol-
l o w i n g :
System  programmers,  with  special  knowledge  and  the  ability  to  develop  the
software required to make computer systems effective in relation to operating
systems, compilers, interpreters, communications software and networking.
Applications programmers, with knowledge of specific fields of application and
of data-processing techniques, and the ability to construct substantial programs
and packaged software for users. (Given sufficient skill and experience, both
system programmers and applications programmers may be described as soft-
ware  engineers,  although  the  general  background  of  knowledge  required  for
each type can be substantially diff e r e n t . )
I n f o r m a t i o n-system specialists or system analysts, able to analyze the informa-
tion  requirements  of  organisations,  to  design  appropriate  systems
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within which computers may play a part, and to implement these systems with
the assistance of programmers and computer operations staff .
Computer  operations  personnel  (up  to  the  level  of  computing  service  mana-
gers),  able  to  control  the storage  and  transmission of  data,  the  operation  of
computer hardware and software, and the flow of work through the computer
s y s t e m .
D a t a-processing  managers,  with knowledge and  experience  of  the  computing
needs of an organisation, the ability to manage a computer service, which may
include staff of all the previous categories, for the benefit of all its users.
Computer scientists and researchers, whose main concern is with the further
development of the principles and techniques of computing or informatics.
This classification is clearly not comprehensive; it omits, for example, electro-
n i c-design and maintenance engineers from the area of provision of computer
systems, and data-preparation personnel from the user area. It includes, howe-
v e r, some categories for whom education to the level of a university degree is
not  essential.  Any  institution  intending  to  set  up  courses  and  qualifications
should have precise objectives  and  a  clear  idea  of the  output  expected  from
each course, and should bear in mind the intensely practical aspects of this field
of study.
Technological development
Developing nations have the same need as those in the forefront of the techno-
logical evolution of computing to be aware of the newer developments in hard-
ware, software and applications. In many instances, it may be the more recent
developments which offer the greatest or more immediate benefits to such coun-
tries. In implementing curricula, therefore, every effort must be made to ensure
that the content can be kept up to date and relevant to local needs.
The developments which immediately come to mind are those concerned with
m i c r o-computer  systems,  word  processors, spreadsheets,  distributed systems
and networks. In the area of applications, there is continuing development in
d a t a-base technology, data management, information systems engineering and
in system design increasing emphasis on user participation and decision sup-
port systems.
Course organisation
Many colleges or  universities  have formed separate departments  of infor-
matics: computer science, computer and information science, computer
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education, cybernetics, data processing, or a number of other titles which are
used to indicate some type of information-processing department. Frequently,
the courses associated with information processing started in mathematics or
electrical  engineering  departments,  or  occasionally  some  other  department.
They should be part, today, of every curriculum. Advanced degrees will be gran-
ted  in  computer  science  or engineering department  and also in  the  business
s e c t i o n .
Another variation in organisation is relative to the college or other comparable
unit in which the department may be located. Frequently, it is in the college of
arts and science alongside mathematics, physics and chemistry, or similarly in
a college of science.  T h e-other  common  situation is where  computer science
will  be  taught  in  the  college  of  engineering,  or  engineering  and  technology.
There are usually local circumstances which determine what organization is the
best one. Sometimes courses may be best located in the business school, par-
ticularly if the business components are major ones and these are the primary
needs of the area.
Staff requirements
No  course  should  be  taught  without  adequate  teaching  staff.  Obviously,  one
should seek out the most qualified staff that can be afforded. This may not be
easy in these days when there is such a demand by industry and government
for well-qualified computer scientists. Frequently colleges and universities can-
not compete financially  with industry  and government.  Moreover, schools are
not yet producing enough graduates to meet the current increasing demand .
As soon as possible, a developing department should have a faculty fully com-
mitted to computer science. Many departments will, now, hire only new faculty
members who have Ph.D.'s. in computer science, or the equivalent. Va l u a b l e
contributions can also be made by people from other disciplines, such as mathe-
matics, electrical engineering, physics or economics, who have become experts
in the use of computers in their research or teaching. It must be pointed out,
h o w e v e r, that familiarity with common tools on microcomputers, without further
knowledge of operating systems and programming languages, cannot be consi-
dered as expertise in computing.
Programmes in computer science have been launched with as few as two  or
three people, especially if they start in another department. It is much better if
some three, four or more people can be assembled, representing expertise in
several  areas  of  computer  science.  This  makes  for  a  broader  offering  and
does a better job of educating the student to meet the breadth of activities
that exist in outside work. It is not uncommon now to find departments with
10
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twenty to thirty full-time or equivalent faculty members teaching computer scien-
ce. No school should, however, wait for the ideal situation to arrive. The needs
are too great.
Equipment requirements and use
C l e a r l y, some type of computing equipment should be available for the students
and faculty to use. Just as laboratories are available for physics and chemistry,
for example, some type of computer laboratory should be available for compu-
ter science. Teaching a relatively full computer-science curriculum without com-
puters is just not realistic. One of the major criticisms of departments, even with
a  great  deal  of  computing  equipment,  is  that  their  problems  are  not  large
enough or they are not realistic enough. Every effort should be made to over-
come these problems.
The drop in price for all classes of computers has been spectacular. Currently,
there  are  available  on  the  market  small,  inexpensive  microcomputers  which
could be used to start with, although they still fall short of meeting the needs of
advanced courses in data bases, systems programming, or distributed systems,
just to mention a few.
The above remarks are made partly on the basis of the fact that most schools
with their own department of computer science already have their own equip-
ment, or are moving towards obtaining it. This is over and above the fact that
their school probably has its own computer center to serve the academic needs
of the whole school. It is almost never possible for a department class on sys-
tems programming to use  the  school computer center  to experiment  with the
operating  system.  Computer-science  departments  now  really  need  their  own
computers for themselves and their students.
A reasonably  full  computer-science curriculum  demands  at  least  a  variety  of
computers ranging from PCs to workstations. These, in turn can emulate com-
puter  terminals  for  sharing  resources  through  the  network.  The  experienced
schools often say that they do not have enough resources. Thus a school should
get as many terminals as it can afford and teach their efficient use.
Great care should be taken in choosing the equipment, mainly because low-end,
cheap microcomputers are mushrooming on the market. A number of desirable
features for the equipment should be kept in mind:
A s u fficient amount of resources should be invested in the infrastructure: a net-
worked system, easy to build and maintain, which allows for sharing files and
p r i n t e r s .
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An archiving system preventing the loss of work in progress, especially team-
work;  and  a  software distribution  scheme  to  achieve  availability  of  compilers
and tools both legally and at a reasonable cost.
The low-end microcomputers can be used for an elementary teaching of pro-
gramming, but most of them still have a number of limitations: small addres-
sable memory, small number of available programming languages, an operating
system (MSDOS) too simple compared to professional equipment, elementary
filing  systems,  etc.  When  choosing  microcomputers  for  teaching  computer
science, all of these aspects should be investigated carefully before making a
decision, including the problem of maintenance.
A s y s t e m-programming course normally demands at least a medium sized com-
puter with a time-sharing operating system to allow many students to access the
computer simultaneously. A number of programming languages should be avai-
lable, including a simulation language as well as a data-base management sys-
tem, a text-processing system and graphic capabilities. This can be achieved on
a workstation.
Many computer projects should be assigned to the classes; this demands a sys-
tem large enough to handle many projects
The mere existence of the equipment requires at least one, and more often two,
persons full-time for the maintenance of the system, the hardware and the soft-
w a r e .
Because of the relatively high risk of wasting time on interactive machines, stu-
dents need to  be  taught from the start to use the proper tools for designing,
documenting, and debugging their programs on the machine.
Last but not least, students should be encouraged to seek practical experience
in industry or government. Many students now participate  in what is called a
cooperative programme, in which the school cooperates with industry or govern-
ment and the student goes to school one semester and then out to work the
next, or some variation on this plan. In this way, when the student graduates he
already has realistic experience, and in fact may continue to work at the same
place. Such students are usually in great demand.
L i b r a r y
Most of the modules (all those directly related to computer science) are followed
by short bibliographies which do not pretend to be complete nor necessarily the
best possible in all circumstances. Moreover, teaching staff is warned that most
books  in  computer  science  become  obsolete  rapidly  and  should  be  replaced
every few years by more recent ones.
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It is wise to have a few books by different authors on each subject because they
very often show complementary approaches that may prove of great help in tea-
ching a course. An efficient way of keeping informed is to ask the major scien-
c e-book publishers for their catalogues; these they issue more or less regularly
and are normally sent free of charge.
Scientific journals are an absolute must for a library, despite their cost. It is the
only way to keep in touch with the topics and the results of international resear-
ch.  For  years,  publishers  were  reluctant  to  enter  the  market  because  of  the
small number of potential readers; almost all journals were published by scien-
tific  associations  (ACM  and  IEEE  in  the  United  States,  BCS  in  the  United
Kingdom, A F C E T in France, etch In the last few years, the situation has chan-
ged and scientific journals in computer science are mushrooming, so that it is
financially difficult, if not impossible, to subscribe to all existing journals. Where
limited funds are available, a sensible move is to start with the journals publi-
shed by the main scientific associations (which may be relatively inexpensive,
especially if some individual applies for membership) and to make a selection
from the more specialised ones according to the areas of interest of the institu-
t i o n .
Some  non-profit  organizations  also  distribute  good  price  per  value  software.
The  NAG  (National  Algorithm  Group)  maintains  a  very  complete  library  of
mathematical methods with a full documentation. Its use is recommended in all
the mathematically oriented modules.
C o n c l u s i o n
The contents of the modules have been largely taken from existing documents
published by groups or official bodies in developed countries (the United States,
United  Kingdom,  France,  Federal  Republic  of  Germany)  and  they  reflect  the
general consensus in these countries as to the necessary level of competence
to be achieved in universities.
A number of remarks and documents originating from developing countries have
also been used for the first edition 2). Of particular interest for this revised edi-
tion was work by the IEEE/ACM task force entitled: Computing Curricula, sum-
marized in the Communications of the ACM. Also two IFIP
2)  the Asian Institute of Technology (Thailand), El Colegio de Mexico the Hong Kong Polytechnic, the
Institute ODTU (Turkey), the King Abdulaziz University Saudi Arabia), the Pontificia Universidade do Rio
Grande do Sul (Brazil), the Pontificia Universidad Catolica de Chile, the People's University of China in
Beijing, the Universidad de Buenos Aires (Argentina), the Universidad Catolica Nuestra Senora de la
Ascencion (Paraguay), the Universidad Centroamericana (Nicaragua), the Universidad del Salvador, the
Universidad Iberoamericana (Mexico), the Universidad Metropolitana (Venezuela), the Universidad
Simon Bolivar (Venezuela), the Universidade de Sao Paulo (Brazil), the Universidade Estadual de
Campinas (Brazil), the Université St Joseph (Morocco), the University of the Philippines, and the
University of Science and Technology (Ghana).
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WG 3.2 workshops were held at Brown University and at ETH Zurich, they are
to be found in special issues of Education and Computing "Informatics Curricula
for the 1990s", Vol. 7, Nos 1,2 (1991), and "Teaching advanced subjects in infor-
matics", Vol. 8 No. 4 (1993).
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1.1 INTRODUCTION TO INFORMAT I C S
O b j e c t i v e s
At the end of the module, the students should: (a) have some methodology for
algorithm development and problem-solving; (b) have a working knowledge of a
widely  used  programming  language;  (c)  be  able  to  design,  code,  debug  and
document short programs using a rational programming style.
Module outline
The material on a high-level programming language and on algorithm develop-
ment can be taught best as an integrated whole. Thus the topics should not be
covered sequentially. The emphasis of the course is on: (a) general structures
of computers, (b) algorithm development, (c) programming with style. Neither
esoteric features of programming languages nor specialised aspects of compu-
ter structure should be allowed to interfere with the objectives of the course.
Module content
Computer organisation. Input/Output units. Memory (access, location, address,
contents, writing, reading).
Arithmetic  and  logic  units.  Control  unit  (machine instruction,  instruction
counter).  Machine  cycle  (fetch  and  execute).  Internal  representation  of
data (binary system, bits and bytes, octal and hexadecimal systems). (20
per cent.)
Programming. Representation of integers, reals, characters, instructions. Data
types,  constants,  variables.  Arithmetic  expressions.  Assignment  state-
ment. Logical expressions. Sequencing, alternation and iteration. A r r a y s .
Subprograms and parameters. Simple l/O. Debugging techniques. (40 per
c e n t . )
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Algorithm development. Techniques of problem solving. Flowcharting. Stepwise
refinement.  Simple  numerical  examples.  Algorithms  for  searching  (e.g.
l i n e a r, binary), sorting (e.g. exchange, insertion), merging of ordered lists.
Examples  taken  from  business  applications  (data  manipulation).
Simulation and games. (40 per cent.)
Lab work
Students should be given small problems as homework. The first lab sessions
should be group discussions with an assistant in which the algorithms and pro-
grams of the student should be analyzed by the group for correctness and style.
B i b l i o g r a p h y
DIJKSTRA,  E.W.  Notes  on  Structured  Programming,  in  Structured
Programming, Academic Press, London, 1972.
HOARE,  C.A.R.  Notes  on  Data  Structuring,  in  Structured  Programming,
Academic Press, London, 1972.
IBRAHIM,  B.;  PELLEGRINI,  C.  Structuration  des  données  informatiques,
Dunod, 1989.
KNUTH, D. E. The Art of Computer Programming, Addison We s l e y, vol. 1 -3 .
W I RTH, N. Algorithms + Data Structures = Programs, Prentice-Hall, 1976.
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1.2 DISCRETE STRUCTURES
O b j e c t i v e s
To  give  an  introductory  unifying  theoretical  approach  to  many  concepts  and
methods used in many subsequent modules and ususally not treated in intro-
ductory courses of mathematics.
To make the students able to read current literature.
Module outline
The theoretical  material should  be introduced  in a mathematically  sound and
precise manners All concepts and results should be amply motivated by illus-
tration with examples from informatics.
The material can be broken into two sections: one based on concepts of modern
algebra as applied to the specification of programs and data types, the abstract
modeling of machine structures and the syntax of languages as well as to the
arithmetic and logical operations and the coding of symbols on the computer
hardware level. The other section is based on combinatorics, relations, graphs
as applied to data structures and algorithms as well as to processor networks.
Module content
Algebraic structures: General definition of an algebra. Specific types of alge-
bras:  Monoids,  Groups,  rings,  fields,  lattices  and  boolean  algebras,
m a n y-sorted  algebras.  Working  with  algebras:  Homomorphism,  isomor-
phism, quotient algebra; decomposition, composition (sums, products) of
algebras;  polynomials  and  their  roots;  terms,  equations,  term  rewriting;
elementary number theory. (40 per cent).
Sets, relations, functions: Sets and (partially) ordered sets; subsets, partitions,
coverings;  permutations,  combinations,  elementary  probability,  counting
techniques. Relations and their properties (symmetry, transitivity, functio-
n a l i t y, totality,....), operations on relations - relational algebra. Functions,
function spaces; Scott continuity, fixed points. (30 per cent).
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Graphs: General graphs, particular classes of graphs; graphs and associated
relations; graphs and associated matrices; operations on graphs (homo-
morphisms,  subgraphs....)  algorithms  on  graphs  (reachability,  closure,
spanning  tree....);  flows  in  networks;  graphs  and  combinatorial  games;
operations on trees. (30 per cent).
B i b l i o g r a p h y
EHRIG,H.,  MAHR,  B.  Fundamentals  of  Algebraic  Specification  1,  EAT C S
Monographs on T h e o r. Comp. Sc. Vol. 6, Springer, Berlin, 1985.
GERSTING, J. Mathematical Structures for Computer Science, W. H . F r e e m a n ,
New York, 1987.
GIBBONS,  A.  Algorithmic  Graph  T h e o r y,  Cambridge,  Cambridge  University
Press, 1985.
KNUTH,  D.E.  The  Art  of  Computer  Programming,  Vol.  I:  Fundamental
Algorithms. 2nd ed., Reading, Mass., A d d i s o n-Wesley 1973.
KOLMAN,  B.;  BUSBY,  R  Discrete  Mathematical  Structures  for  Computer
Science, Prentice Hall, Englewood Cliffs, 1987.
SAHNI,  S.  Concepts  in  Discrete  Mathematics.  Fridley,  MN.,Camelot  Publ.
Comp., 1981.
S C H M I D T, G., STRÖHLEIN, T. Relations, Graphs, Program,. EATCS Monograph
on T h e o r. Comp. Sc., Vol. 29, Berlin, Springer, 1993.
WECHLER, W. Universal Algebra for Computer Scientist,. EATCS Monographs
on T h e o r. Comp. Sc., Vol. 25, Springer-Verlag, Berlin 1991.
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1.3     LINEAR A L G E B R A
O b j e c t i v e s
Linear algebra is, after differential equations, a body of knowledge extremely
useful in science. Students in computer science should have a great familiarity
with the subject.
Module outline
The presentation will strike a balance between an algebraic and computational
approach based on the linear spaces of n-tuples and Gaussian elementary row
operations  leading  to  matrix  representation  and  the  more  abstract  approach
where matrices are representations of linear mappings.
Module content
Linear equations and matrices. Systems of linear equations, equivalence under
elementary row operations, Gaussian elimination,  matrix  of  coeff i c i e n t s ,
row  reduced  echelon  matrix,  computations,  solutions,  matrix  multiplica-
tion, invertible matrices, calculation of inverse by elementary row opera-
tion. (20 per cent.)
Determinants. Definition and elementary properties of determinants. Cramer's
rule. Inverse matrix. Determinant of a transposed matrix and of the pro-
duct of two matrices. Criterion for invertibility of a square matrix. (10 per
c e n t . )
Vector spaces. Vector spaces abstractly defined. Examples. Linear dependence
and independence. Bases and subspaces. Dimension of linear space. (10
per cent.)
Linear mapping.  Linear mappings, kernel and image of a map. Rank of map.
Linear  maps  as  a  vector  space.  Choice  of  basis  in  vector  base.
Representation of linear maps by matrices. Similar matrices. Composition
of  mappings  and  multiplication  of  matrices. Algebra  of  linear  mappings
and  matrices.  Relation  between  linear  mappings  and  systems  of  linear
equations. Existence of solution of linear equations in terms of associated
linear mapping. (20 per cent.)
Linear  inequalities  and  convex  sets.  Linear  inequalities  and  halfspaces.
Simplices and convex linear combinations. Convex polyhedra and convex
sets. Separating hyperplanes. The simplex method of linear programming.
(10 per cent.)
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Inner product and norms. Inner product, length, angle, direction cosine, appli-
cation to line and plane geometry norm. Introduction of orthogonal bases
and Gram-Schmidt orthogonalization process. Orthogonal expansion and
Fourier rule. (10 per cent.)
Quadratic forms. Symmetric matrices and quadratic forms. Quadratic surfaces.
E ffect of linear transformations. Rational reduction to diagonal. Invariance
of  index.  Positive  definiteness.  Orthogonal reduction  of 2  x  2  quadratic
forms. Application to plane conies. The general case: orthogonal reduc-
tion,  characteristic  roots  and  vectors.  Cayley-Hamilton  theorem.  Tr a c e .
Discriminant. Application to analytic geometry. (20 per cent.)
B i b l i o g r a p h y
The NAG Fortran Library Introductory Guide, NAG Ltd Wilkinson House, Oxford,
1 9 8 8 .
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1.4 CALCULUS
O b j e c t i v e s
To acquire a working knowledge of the basics of function theory, integrals, and
d i fferential equations for functions of one and multiple variables.
Module outline
This  module  is  fundamental  in  the  sense that  other  modules  in  mathematics
build on this one. A great number of exercises should be given as homework. It
is absolutely essential at the end of this module to test the students' ability to
perform all the usual operations of integration, derivation and differential equa-
tion solving.
Module content
Real  valued  functions  of  several  variables.  Limits  and  continuity  in  Rn.
D i fferential  of  functions  of  several  variables.  Implicit  functions,  Ta y l o r ' s
series, approximations, applications. (10 per cent.)
Limits of sequences. Convergence of monotone sequences. Infinite sequences
of real and complex numbers, absolute convergence. Power series of real
and  complex  numbers,  expansion  of  functions.  Series  solutions  of
y'=f(x,y). Indeterminate forms, l'Hospital's rule. (20 per cent.)
Multiple integration. Definition of the integral _f(x)dm, existence, interpretation
as area, volume, mass, mean. Numerical evaluation. Evaluation by repea-
ted simple integrals. (10 per cent.)
Techniques of differentiation and integration. Integration by substitution, partial
fractions, and use of tables. Improper integrals. Maxima and minima for
functions  of  one  and  several  variables,  Lagrange  multipliers.  (20  per
c e n t . )
Linear differential equations. Equations of the form Mdx+Ndy=0, exact diff e r e n-
tials, integrating factors. Linear differential equations with constant coeff i-
cients, nth order equations, linear differential equations with variable coef-
ficients. (15 per cent.)
D i fferential  equations.  Tangent  fields  given  by  yí=f(x,y).  Picard's  method  for
establishing  existence.  Numerical  step-b y-step  solution.  Systems
yj'=fj(x,yi,...,yn), numerical solution. Special case y'=f(x). (15 per cent.)
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Fourier  series.  The  vector  space  of  square  integrable  functions.  Orthogonal
sets. Approximation by finite sums. Notion of complete orthogonal set. General
Fourier series. Trigonometric functions as a special  case.  Proof of complete-
ness. (10 per cent.)
B i b l i o g r a p h y
The NAG Fortran Library Introductory Guide, NAG Ltd Wilkinson House, Oxford,
1 9 8 8 .
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2.1 INTRODUCTION TO COMPUTER ORGANIZAT I O N
O b j e c t i v e s
To understand the fundamentals of logic design; to understand the mechanics of
data representation, data processing and control within a digital computer; to
understand  computer  architecture  (organisation  and  structures  of  the  major
hardware components of computers).
P r e r e q u i s i t e s : Module 1.1.
Module Outline
The three main parts of the module (logic, data representation and architecture)
should  be  interwoven  throughout  the  module  rather  than  taught  sequentially.
The  logic  design  should  be  taught  from  a  functional  point  of  view. All  topics
should only be treated to a depth which is necessary for a basic understanding.
Technological details should be left out.
Module content
Basic  logic  design.  Binary  representation  of  data  and  control  information.
Logical  properties  of  gates  and  boolean  functions.  Combinational  net-
works. Flip-Flops, registers, memory.(20 percent)
Data representation. Binary codes (ASCII, EBCDIC, etc.). Error detecting and
error  correcting  codes. Multiplexers, encoders, decoders. Arithmetic cir-
cuits, number systems (integer, floating point). (10 percent)
Instruction formats. Instruction format. Methods of addressing. Execution of ins-
tructions. (20 percent)
Computer architecture. Functions of large scale components of a computer sys-
tem. Function of a data bus. Instruction execution. Data flow and control
of a simple processor. Concept of  micro-programming and analogy with
software. Properties of simple l/O devices and their controllers. (30 per-
c e n t )
Example. Study of an actual, simple microprocessor (e.g. Motorola 68000). If
possible, practical lab work with this processor. (20 percent)
UNESCO-IFIP modular curriculum in computer science 232.1 Introduction to computer organization
B i b l i o g r a p h y
TANENBAUM, S. Structured Computer Organization, Prentice-Hall, Englewood
C l i ffs, N .J ., 1990.
DE  BLASI,  M.,  Computer Architecture,  A d d i s o n-Wesley  Publishing  Company,
Reading, Massachusetts, 1990.
ZANELLA,  P.;  LIGIER,  Y. Architecture  et  technologie  des  ordinateurs,  Paris,
Dunod, 1993.
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2.2 BASIC T H E O R E T I C A L C O N C E P T S
O b j e c t i v e s
To introduce elementary notions, concepts and formalisms from logic and theo-
retical  informatics  which  are used  in  many areas  of  informatics  as  the  usual
means  for  formal  description  and  systematic  reasoning,  for  the processes  of
abstraction  and  model  building  and  for  the  purposes  of  valuation  and judge-
m e n t .
Students should get a first training in formal reasoning, learn about simple abs-
tract models of machines, their behavior and the problem of their cooperation in
networks; become acquainted with formalisms to describe the fundamental acti-
vities in text processing and the syntax of languages, and to get a theory-b a s e d
feeling for the value of information and the complexity of algorithms.
P r e r e q u i s i t e s: Modules 1.1, 1.2.
Module outline
All concepts should be deduced from examples from daily life. Some proofs for
important  theorems and some proofs which  are typical  for a method of proof
should be given in great detail. Hints on the later use of concepts, methods and
theorems in the curriculum should be given extensively.
Module content
Methods of thought and reasoning. Formal description of facts and relations bet-
ween facts, of rules for systematic and correct reasoning, for inferences and
deductions,  i.e.  introduction  to  the  elements  of  propositional  logic  and  (first
order) predicate logic. (15 per cent.)
Problems  in  text  processing.  Formal  description  of  the  structure  of  texts,  of
methods  for  altering,  generating,  checking  (with  respect  to  syntactic  correct-
ness) of texts, searching in texts, i.e. introduction to the theory of formal lan-
guages and some part of the theory of algorithms. (20 per cent . )
Simple automata and machines. Formal representation of methods for auto-
matic or interactive text analysis on computers, i.e. introduction to
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finite automata, push-down automata and the corresponding transducers
as well as to universal machines like register machines, random-a c c e s s
machines or  Turing  machines.  Undecidability  of  the  halting  problem  for
Turing machines (or equivalent mechanisms). (15 per cent.)
• Problems of complexity and eff i c i e n c y. Evaluation of procedures (algorithms or
machines with respect to the complexity of their structure and to the diff i-
culty and the amount of work necessary to use them), study of what makes
functions  intrinsically  difficult  to  compute,  gain  of  some  insight  into  the
t i m e-space trade-o ff in computing, acquisition of some knowledge on the
existence  of  principle  (absolute)  and  practical  (determined  by  time  or
space consumption) limits to computing i.e. introduction to the theory of
computation. (20 per cent.)
Problems  in  the  cooperation  of  machines.  Formal  description  of  systems  of
cooperating machines and processes and of concepts  like synchronisa-
tion, mutual exclusion, deadlock, in particular by using graphical means
plus some notions from the second and third items listed above, i.e. intro-
duction  into  some  elementary  aspects  of  the  theory  of  concurrent  pro-
cesses and distributed systems. (15 per cent.)
Problems in information transmission and coding. Formalization of the intuitive
notion  of  information  necessary  to  make  decisions,  of  simple  coding
schemes to make transmission tolerant to noise and errors, or to reduce
transmission  time  and  buffer  storage,  i.e.  introduction  to  the  Shannon-
Weaver  theory  of  information  and  information  transmission  and  to  the
theory of error-detecting and error-correcting codes. (15 per cent.)
B i b l i o g r a p h y
D AVIS,  M.D.;  WEYUKER,  E.J.  Computability,  Complexity,  and  Languages:
Fundamentals  of  Theoretical  Computer  Science.  New  York,  A c a d e m i c
Press, 1983.
G A R E Y, M.; JOHNSON, D. Computers and Intractability: A Guide to the T h e o r y
of NP-Completeness. New York, Freeman, 1979.
H A M I LTON, A. G. Logic for Mathematicians. Cambridge, Cambridge University
Press, 1979.
H O P C R O F T, E.; ULLMAN, D. Introduction to Automata T h e o r y, Languages and
Computation. Reading, Mass., A d d i s o n-We s l e y, 1979.
LEWIS,  H.;  PA PADIMIDROU,  C.  EIements  of  the  Theory  of  Computation.
Englewood Cliffs, N. J., Prentice-Hall, 1978.
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REISIG, W. Petri  Nets.  EATCS  Monographs on Theoretical  Comp. Sc.,  ol.  4,
S p r i n g e r, Berlin, 1985.
SALOMAA, A.  Computation  and  Automata.  Cambridge,  Cambridge  University
Press, 1985.
WOOD, D. Theory of Computation. New York, Harper & Row, 1987.
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2.3 ALGORITHMS AND STRUCTURED PROGRAMMING
O b j e c t i v e s
To  continue  the  development  of  discipline  in  program  design,  in  style  and
expression, in debugging and testing, especially for larger programs; to introdu-
ce algorithmic analysis; to introduce basic aspects of string processing, recur-
sion, internal search/sort methods and simple data structures.
P r e r e q u i s i t e s : Modules 1.1, 1.2.
Module outline
The topics in this module should be introduced as needed in the context of one
or more projects involving larger programs. The emphasis on good programming
style, expression and documentation should be continued. In order to do this
e ff e c t i v e l y, it  may  be  necessary  to  introduce  a  second  language. Analysis  of
algorithms should be introduced, but at this level such analysis should be given
by the instructor to the student.
Consideration should be given to the implementation of programming projects
by organizing students into programming teams. This technique is essential in
a d v a n c e d-level courses and should be attempted as early as possible in the cur-
r i c u l u m .
Module content
R e v i e w. Principles of good programming style, expression, and documentation.
Details of a second language if appropriate.(15 per cent.)
Structured  programming  concepts.  Control  flow.  Invariant  relation  of  a  loop.
Stepwise refinement of both statements and data structures, or topdown pro-
gramming. (35 per cent.)
Object oriented programming. Objects. Methods. Classes. Inheritance. Message
p a s s i n g .
Debugging,  testing,  verifying.  Code  inspection.  Semantic  analysis.  Te s t
construction. Program verification. Test generation and running. (1Q per cent.)
String processing. Concatenation. Substrings. Matching. (5 per cent.)
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Internal searching and sorting. Methods such as binary, radix, shell, quicksort,
merge sort. Hash coding. (10 per cent.) Data structures. Linear allocation
(e.g. stacks, queues) and linked allocation (e.g. simple linked lists). (10
per cent.)
Recursion. (10 per cent.)
E fficiency  of  algorithms.  Wo r s t-case  analysis.  Av e r a g e-case  analysis.  Lower
bounds, upper bounds. NP hard and NP complete problems. (5 per cent.)
B i b l i o g r a p h y
KNUTH, D.E. The Art of Computer Programming, Addison We s l e y, vol 1-3 .
LINGER R., MILLS H. & WITT, B. Structured programming - theory and practi-
ce, Reading MA, Addison We s l e y, 1979.
MEYER,  B.  Object  oriented  software  construction,  Englewood  Cliffs  NJ,
Prentice Hall, 1988.
RUMBAUGH, J. BLABA & al. Object oriented modeling and design, Englewood
C l i ffs NJ, Prentice Hall, 1991.
S T R O U S T R U P, B. The C+ + programming language, A d d i s o n-We s l e y, 1986.
W I RTH, N. Algorithms + Data Structures = Programs, Prentice-Hall, 1976.
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2.4 PROBABILITY AND STAT I S T I C S
O b j e c t i v e s
To give the students a working knowledge of the concepts used in probability
and  statistics. These  play  a  fundamental  role  in  the  theory  as  well  as  in the
practice of computer science (operations research, simulation, modelling, etc.).
P r e r e q u i s i t e s: Modules 1.3, 1.4.
Module outline
The subject is a difficult one  but should be  treated rigorously. This implies a
rather abstract presentation, but practical applications should be presented as
often as possible. Moreover, a great number of exercises should be given on
practical examples with real-data homework.
Module content
Probability as a mathematical system. Sample spaces, events as subsets, pro-
bability axioms, sample theorems, finite sample spaces and equiprobable mea-
sure as special cases, binomial coefficients and counting techniques applied to
probability problems, conditional probability, independent events, Bayes' formu-
la. (20 per cent.)
Random variables and their distribution. Random variables (discrete and conti-
nuous), probability functions, density and distribution functions, special distri-
butions  (binomial, hypergeometric, Poisson,  uniform,  exponential, normal  ...),
mean and variance, Chebychev inequality, independent random variables, func-
tions of random variables and their distributions. (20 per cent.)
Limit theorems. Poisson and normal approximation to the binomial, central limit
theorem, law of large numbers, some statistical applications. (10 per cent. )
Statistical inference. Estimation and sampling, point and interval estimate hypo-
t h e s i s-testing,  power  of  a  test,  regression,  a  few  examples  of  nonparametric
methods. (20 per cent.)
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Markov  chains.  Transition  probabilities  and  matrix.  Classification  of  states.
Ergodic properties. Random-walk problem. Examples from physical, biolo-
gical and behavioral sciences. (20 per cent.)
Stochastic processes. Types of processes. Markov processes. Application to the
theory of queues. (10 per cent.)
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2.5 NUMERICAL METHODS I
O b j e c t i v e s
Students  should  learn  the  basic  algorithms  of  numerical  computations  and
understand the theoretical foundations of the algorithms and various problems
related to the practical implementation of the algorithms.
P r e r e q u i s i t e s: Modules 1.3, 1.4.
Module outline
Each  topic  implies  a discussion  of  the  algorithm,  the  related theory,  and  the
benefits, disadvantages, and pitfalls associated with the method. Programming
assignments  should  be  given  to  illustrate  realistic  problems.  Topics  such  as
convergence  and  error  analysis  for  specific  algorithms  should  be  treated  in
theoretical manner.
Module content
F l o a t i n g-point  arithmetic.  Basic  concepts  of  floating-point  number  systems.
Implications of finite precision. frustrations of errors due to roundoff. (15
per cent.)
Use of mathematical subroutine packages. (10 per cent.)
Interpolation. Finite difference calculus. Polynomial interpolation. Inverse inter-
polation. Spline interpolation. (15 per cent.)
Approximation.  Uniform  approximation.  Discrete  least-squares.  Polynomial
approximation. Fourier approximation. Chebychev economization. (10 per
cent. )
Numerical  integration  and  differentiation.  Interpolatory  numerical  integration.
E u l e r-McLauren  sum  formula.  Gaussian  quadrature. Adaptative  integra-
tion. Fast Fourier transform. Richardson extrapolation and numerical dif-
ferentiation. (15 per cent.)
Solution  of  non-linear  equations.  Bisection.  Fixed  point  iteration.  Newton's
method. Aitken's process.  Rates  of  convergence.  Efficient evaluation  of
polynomials. Bairstow's method. (15 per cent.)
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Solution  of  ordinary  differential  equations.  Taylor  series  methods.  Euler's
method,  with  local  and  global  error  analysis.  Runge  Kutta  methods.
P r e d i c t o r-corrector methods. Automatic error monitoring. Change of step
size and order. Stability. (20 per cent.)
B i b l i o g r a p h y
The NAG Fortran Library Introductory Guide, NAG l td Wilkinson House, Oxford,
1 9 8 8 .
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3.1 LOGIC FOR COMPUTER SCIENCE
O b j e c t i v e s
To introduce the students to the fundamental concepts of logic needed in theo-
retical  informatics,  in  logic  programming  and  reasoning  about  programs,  in
d a t a-base systems description and design, in artificial intelligence systems like
theorem provers, natural language and expert systems.
P r e r e q u i s i t e s: Modules 2.2, 2.4, 2.5.
Module outline
Logic should be taught because it is an important tool to the informatician, as
an  aid  for  formal  description  and  specification,  and  for  formal  reasoning.  It
should be shown that traditional mathematical logic is not sufficient, but that it
can be generalized, modified and augmented to become a better tool for the
informatician.  Many  examples  from informatics  should  be  given,  in  particular
from programming, data base systems, and artificial intelligence.
Module content
Syntax of first order (predicate) logic languages: Symbols, terms, formulae, free
and bound variables, theorems. Proofs by induction about the structure of terms
or formulae. (5 per cent).
Semantics  of  first  order  logic  languages:  Structures,  interpretations,  models.
Semantic  notion  of  inference.  Substitution,  Embedding  of  propositional  logic
into first order logic (10 per cent).
First order calculi: natural deduction, sequent calculus, tableau calculus, tradi-
tional predicate  calculus. Correctness and completeness (following  Henkin  or
Gödel and Lindenbaum). (25 per cent).
Properties of first order logic: Theorems on satisfiability by Löwenheim Skolem,
Tarski;  finiteness  theorem;  applications  to  model  classes  and  equivalence  of
structures. Syntactic extensions which do not change the power of the langua-
ge; normal forms (disjunctive, prenex, Skolem). (15 per cent).
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Higher order logics: Second order logic; infinitary logics Logical systems and
characterizations of first order logic (theorems of Lindström). (5 per cent)
.
Limits  of  the  methods  of  formal  logic:  Undecidability  of  first  order  logic.
Incompleteness of second order logic. Gödel's incompleteness theorems.
(5 per cent).
Logical  basis  of  logic  programming:  Horn  formulae,  free  models,  Herbrand
structures; unification, resolution calculi, linear resolution. (15 per cent).
Basic ideas of automated deduction: resolution calculus, connection calculus,
tableau calculus; structure of a theorem prover; strategies and heuristics.
(5 per cent).
Special logics: Modal logics, temporal logics, non-monotonic logics terminologi-
cal logics, order-sorted logics, feature  logic, many-valued  logic etc. (15
per cent) .
B i b l i o g r a p h y
ABRAMSKI,  S.;  GABBAY,  D.M.;  MAIBAUM,  T.S.E.  Handbook  of  Logic  in
Computer Science. Oxford Science Publications, Oxford, 1992.
G A B B AY, D., GUENTHNER F. (eds.) Handbook of Philosophical Logic. Vol. l-III,
Dordrecht, Reidel, 1985.
KRÖGER, F. Temporal Logics of Programs. Berlin, Springer, 1987.
LEEUWEN van, J. Handbook of Theoretical Computer Science Vol. B.: Formal
Models and Semantics. Cambridge, MA, MIT Press, 1990
LLOYD, J.W. Foundations of Logic Programming. Berlin, Springer, 1984.
MANNA,  Z.,  PNUELI,  A.  The  Temporal  Logic  of  Reactive  and  Concurrent
Systems: Specification. Berlin, Springer, 1991.
MANNA,  Z.,  WALDINGER,  R.  The  Logical  Basis  for  Computer  Programming,
Vol. 1: Deductive Reasoning, Reading, MA, A d d i s o n-We s l e y, 1985.
SPERSCHNEIDER,  V.;  A N TONIOU,  G.  Logic,  A Foundation  for  Computer
Science. Wokingham, A d d i s o n-We s l e y, 1991.
WOS,  L.,  OVERBEEK,  R.,  LUSK,  E.,  BOYLE,  J.  Automated  Reasoning:
Introduction and Application. Englewood Cliffs, N.J., Prentice-Hall, 1984.
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3.2 INTRODUCTION TO COMPUTER SYSTEMS
O b j e c t i v e s
To provide basic concepts of machine and assembly language programming. To
provide basic experience in machine and assembly language programming.
P r e r e q u i s i t e s: Module 2.1.
Module Outline
Language constructs, including macro's, are introduced for machine language
and assembly language. Also Input/Output and program linking and loading are
treated.  If  facilities  for  practical  work  are  available,  the  student  will  develop
experience in the programming of a specific computer. However, concepts and
techniques that apply to a broad range of computers should be emphasised.
Module content
Machine  language.  Instruction  formats,  adressing,  instruction  types,  flow  of
control. Timing, l/O operations. (10 percent)
Assembly language. Mnemonic operations, symbolic addresses, assembler
concepts and instruction formats. The assembly process (30 percent)
Macros. Definition, call, parameters, expansion. Nesting and conditional assem-
b l y. (20 percent)
I/O. Virtual memory and virtual l/O instructions. Memory protection and access
to shared resources. Operating system examples (20 percent)
Program  segmentation,  linking  and  loading.  Linker,  object  module  structure,
dynamic relocation, dynamic linking (20 percent)
Programming of a specific microcomputer. If facilities are available the student
may gain experience in the programming of a specific microcomputer. T h e
microcomputer manuals will supply the necessary information.
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B i b l i o g r a p h y
TANENBAUM, S. Structured Computer Organization, Prentice-Hall, Englewood
C l i ffs, N.J., 1990.
ZANELLA,  P.;  LIGIER,  Y. Architecture  et  technologie  des  ordinateurs,  Paris,
Dunod, 1993.
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3.3 INTRODUCTION TO DIGITA L DESIGN AND MICROPROCESSORS
O b j e c t i v e s
To  give  the students  a  working  knowledge of  computer hardware at  the  gate
level, at the level of logical circuits, at the level of sequential circuits, and at the
functional microprocessor level.
P r e r e q u i s i t e s: Module 2.1.
Module Outline
The module covers three levels of description, which build on one another: the
level of combinatorial logic, the level of sequential logic and the microcomputer
level. The emphasis throughout is on the basic mechanisms much more than on
technological details. Practical work in a logical lab, allowing hands-on expe-
rience, would be valuable, mainly for the microprocessor part.
Module content
Combinatorial  logic.  Boolean  algebra.  Boolean  variables  and  functions.
Implementation of boolean functions and circuit equivalence. Multiplexers.
Decoders. Encoders. (25 percent)
Sequential logic. Need for sequential circuits. Notion of state. Latches, flip-flops
and registers. CPU memory, data and control paths. (25 percent)
Microprocessors  and  microcomputers.  Microcomputer  structure:  microproces-
s o r, memory, busses (synchronous and asynchronous) and l/O). 16/32-b i t
microprocessor  architecture:  Instruction  cycle,  micro-instructions,
m i c r o-programming,  instruction  decoding,  Reduced  Instruction  Set
Computer (RISC) architecture, Complex Instruction Set Computer (CISC)
architecture. Memory (RAM, ROM, memory mapping of l/O). I/O (parallel
and  serial  l/O  interfaces,  system  clock,  clock  phases  and  bit  rates).
Interrupts (types, handling of interrupts). Software aids (text editors and
assemblers, linkers and macro-assemblers). (50 percent)
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B i b l i o g r a p h y
TANENBAUM, S. Structured Computer Organization, Prentice-Hall, Englewood
C l i ffs, N .J ., 1990.
DE  BLASI,  M.,  Computer Architecture,  A d d i s o n-Wesley  Publishing  Company,
Reading, Massachusetts, 1990.
ZANELLA,  P.;  LIGIER,  Y. Architecture  et  technologie  des  ordinateurs,  Paris,
Dunod, 1993.
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3.4 STRUCTURE OF PROGRAMMING LANGUAGES
O b j e c t i v e s
To  develop  an  understanding  of  the  organization  of  programming  languages,
especially the run-time behavior of programs; to introduce the formal study of
programming language specification and analysis; to continue the development
of problem solution and programming skills introduced in the elementary-l e v e l
material .
P r e r e q u i s i t e s : Module 2.3.
Module outline
This is an applied course in programming language constructs emphasizing the
r u n-time  behavior  of  programs.  It  should  provide  appropriate  background  for
a d v a n c e d-level  courses  involving  formal  and  theoretical  aspects  of  program-
ming languages and/or the compilation process.
The material in this outline is not intended to be covered sequentially. Instead,
programming languages could be specified and analyzed one at a time in terms
of their features and limitations based on their run-time environments.
Module content
Language definition structure. Concepts of the formal description of syntax and
semantics, i.e. basic characteristics of grammars of Chomsky types 3 (fini-
te  state)  and  2  (context-free)  and,  in  particular,  of  grammars  allowing
simple parsing methods like LR(k) and LL(k) grammars, as well as intro-
duction  of  methods  for  the  specification  of  the  semantics-like  attribute
grammars. A language like PA S C A L as an example. (20 per cent . )
Data types and structures. Review of basic data type. Constructs for specifying
and manipulating data types. Language features affecting static and dyna-
mic data storage management. (20 per cent.)
Control structures and data flow. Programming language constructs for speci-
fying  program  control  and  data  transfer,  including  LOOP,  FOR  ...  DO,
WHILE ... DO, REPEAT ... UNTIL, subroutines, procedures, block struc-
tures, iteration and recursion. Relationship with good programming style
should be emphasized. (15 per cent.)
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R u n-time  consideration.  The  effects  of  the  run-time  environment and  binding
time on various features of programming languages. (10 per cent.)
Interpretative languages. Compilation versus interpretation. String processing.
Vector processing with language features such as those available in A P L .
(20 per cent.)
Lexical, syntactic and semantic analysis. Introduction to lexical analysis, inclu-
ding  scanning,  regular  expressions,  error  recovery,  symbol  tables.
Introduction to parsing including different types of bottom-up and topdown
parsing, recursive descent methods, table-driven parsers, error recovery,
symbol tables. Introduction to semantics analysis including tree traversal,
attribute propagation, operator identification. (10 per cent.)
Artificial intelligence approach. LISP. PROLOG. Problems of natural language
processing. (5 per cent.)
B i b l i o g r a p h y
ABELSON  &  SUSSMAN.  Structure  and  interpretation  of  computer  program
MacGraw Hill, 1985.
AHO, A. V.; ULLMAN, J. D. The Theory of Parsing, Translation and Compiling. 2
Vols. Englewood Cliffs, N.J., Prentice-Hall, 1972.
CUNIN,  Y.;  GRIFFITH,  M.;  VOIRON,  J.  Comprendre  la  compilation.  Berlin,
S p r i n g e r, 1980.
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3.5 DATA STRUCTURES AND A L G O R I T H M S
O b j e c t i v e s
To  introduce  the  most  common  data  structures;  to  give  alternate  methods  of
data organisation and representation.
P r e r e q u i s i t e s: Modules 2.1, 2.3.
Module outline
The course should be based on a great number of examples, in which space and
time requirements should be emphasised for Module methods.
The students should be given a number of assignments including working with
binary representation of characters and pointers, writing programs for stack pro-
cessing, and some numerical problems related to array and polynomial manipu-
lation .
Module content
Introduction. Bits, bytes, words. Representation of numerical data and charac-
ter  encoding.  Pointers,  data  versus  information.  Data  collections  as
nodes.  Fields within nodes. Base registers. Packing-unpacking. Primary
and  secondary  memories  and  processing.  Sequential  and  indexed
sequential file organisation. B-trees. (25 per cent.)
Linear structures and list structures. Bit and character strings, stacks, queues.
Physical versus logical  data  structures  and file  organisations.  Physical,
sequential  and  linked  structures,  simple  lists,  group  lists,  circular  lists,
tree lists, dictionary lists, threaded lists, plexes, doubly linked lists, inver-
ted lists. Operations on all of these structures, and applications such as
stack and table parsing. (30 per cent.)
Arrays.  Multidimensional  arrays.  Orthogonal  lists.  Sequential  allocation;
address calculation. Sparse arrays. (15 per cent.)
Tree  structures,  sets  and  relations.  Trees,  binary  trees, trees  traversal  algo-
rithms, threaded  trees.  Binary  search  trees,  trees  in  search  algorithms.
(15 per cent.)
H i g h e r-level  language  data  types  and  data-handling  facilities.  Data  types.
Facilities for addressing and operating on arrays, structures. Facilities for
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building complex structures. Complex structures (graphs, recursive lists, rings).
(15 per cent.)
B i b l i o g r a p h y
N I E V E R G E LT,  J.;  HINRICHS,  K.H.  Algorithmics  and  Data  Structures:  with
Applications to Graphics and Geometry. Englewood Cliffs, N.J., Prentice
Hall, 1993.
KNUTH,  D.  The  Art  of  Computer  Programming.  Vols.  1-3.  Reading,  Mass.,
A d d i s o n-We s l e y, 1970-8 0 .
W I RTH, N. Algorithms + Data Structures = Programs, Prentice-Hall, 1976.
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3.6 OPERATIONS RESEARCH
O b j e c t i v e s
To give the students some knowledge of the main methods used in operations
research. Operations research is a systematic and rational approach to the fun-
damental problems involved in making decisions which optimize some parame-
ters in light of all the (incomplete) available information.
P r e r e q u i s i t e s: Modules 2.3, 2.4.
Module outline
Most texts on operations research are devoted to the analysis of mathematical
models  rather  than  the  analysis  of  problems. The  course  should  introduce  a
balance  between  the  two  attitudes  because  the  models,  however  useful,  are
only a simplified representation of the real world where problems present a host
of practical difficulties which should not be underestimated.
Module content
The nature, of operations research. Problem formulation (nature of problem, for-
mulating objectives, system analysis). Types of problems (risk situation,
maximising  effectiveness,  satisficing,  maximising  eff i c i e n c y,  minimax).
Model  construction.  Model approximations.  Sequential  decision  models.
Deriving  solutions  from  models.  Simulation.  Sampling-estimating  proce-
dures. (20 per cent.)
Allocation  problems.  Transportation  problem.  The  assignment  problem.  T h e
simplex  method.  Duality.  Parametric  programming.  Practical  examples.
(20 per cent.)
Inventory problems. The nature, the context and the structure of inventory pro-
blems. Deterministic problem for one item, one level. Multi-item determi-
nistic problem, one level. Probabilistic problems. Practical examples. (20
per cent.)
Replacement,  maintenance  and  reliability  problems.  Capital  equipment.
Discounting costs. Replacement in anticipation of failure. Group replace-
ment. General renewal process. Reliability. (20 per cent.)
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Dynamic programming. The principle of optimality. Decision trees. Deterministic
problems. Probabilistic problems. (10 per cent.)
Sequencing and coordination (PERT and critical-path). (10 per cent.)
B i b l i o g r a p h y
MODER, J.J., ELMAGHRABY, S.E. Handbook of operations research, New Yo r k ,
Van Nostrand Reinholt, 1980.
PA PADIMITRIOU,  C.H.;  STEIGLITZ  K.  Combinatorial  Optimization:  Networks
and Complexity. Englewood Cliffs, N.J., Prentice Hall, 1982.
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3.7 QUEUING T H E O RY
O b j e c t i v e s
To introduce the basic methods and results of queuing theory.
P r e r e q u i s i t e s: Module 2.4.
Module outline
Queuing theory is a part of operations research. Its importance for modelling
and simulation of sophisticated time-sharing, multiple processing, multitasking
d a t a-processing  systems  as  well  as  for  modelling  of  computer  networks
deserves a special module. Applications to real systems should be assigned as
homework  to  students  because  even  simple  queuing  problems  are  usually
rather sophisticated in terms of solution.
Module content
Introduction. Specification and measure of queuing systems. Structures of basic
queuing  systems.  Definition  and  classification  of  stochastic  processes
D i s c r e t e-time Markov chains. Continuous Markov chains. Birth-death pro-
cesses. (10 per cent.)
B i r t h-death queuing systems. The classical queuing system. Discouraged arri-
vals. Infinite number of servers (M/M/infinity). The m server case (M/M/m).
Finite  storage (M/M/1 /K). Finite customer population  with single server
(M/M/1//M).  Finite  customer  population  with  infinite  number  of  servers
(M/M/infinity//M).  Finite  customer  population,  m-s e r v e r,  finite  storage
(M/M/m/K/M). (40 per cent.)
Markovian  queues. The  equilibrium  equations.  The method  of  stages.  Erlang
distribution. The  queue  M/Er/1. The  queue  Er/M/1.  Bulk  arrival  system.
Bulk service system. Network of Markov queues. (30 per cent.)
The queue M/G/1. Transition probabilities. Mean queue length. Distribution of
number in system. Distribution of waiting time. The  busy period and its
duration. The number served in a busy period. (10 per cent.)
Bounds,  inequalities  and  approximations.  The  heavy  traffic  approximation.
Upper and lower bounds for the average wait. Discrete approximations.
The fluid approximation. The rush-hour approximation. (10 per cent.)
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B i b l i o g r a p h y
BRUELL,  S.  C.;  BALBO,  G.  Computational  Algorithms  for  Closed  Queuing
Networks. Amsterdam, North-Holland, 1980.
GELENBE,  E.;  LABETOULLE,  J.  et  al.  Réseaux  de  files  d'attente.  Paris,
Editions Hommes et Techniques, 1980.
KLEINROCK, L. Queuing Systems. 2 Vols. New York, Wi l e y, 1975.
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3.8 NUMERICAL METHODS II
Objectives  and  module  outline  as  for  2.5  (Numerical  methods  1).  Students
should learn more advanced algorithms of numerical computations and unders-
tand the theoretical foundations of the algorithms and various problems related
to the practical implementation of the algorithms.
P r e r e q u i s i t e s : Module 2.5.
Module outline
Each  topic  implies  a  discussion  of the  algorithm,  the  related  theory, and  the
benefits, disadvantages, and pitfalls associated with the method. Programming
assignments  should  be  given  to  illustrate  realistic  problems.  Topics  such  as
convergence  and  error  analysis  for  specific  algorithms  should  be  treated  in
theoretical manner.
Module content
F l o a t i n g-point  arithmetic.  Basic  concepts  of  floating-point  number  systems.
Implications of finite precision. frustrations of errors due to roundoff. (15
per cent.)
Direct  methods  for  linear  systems  of  equations.  Gaussian  elimination.
Operational counts. Implementation, including pivoting and scaling. Direct
factorisation methods. (20 per cent.)
Error analysis and norms. Vector norms and matrix norms. Condition numbers
and error estimates. Iterative improvement. (15 per cent.)
Iterative methods. Jacobi's method. Gauss-Seidel method. Acceleration of ite-
rative methods. Overrelaxation. (20 per cent.)
Computation of eigenvalues and eigenvectors. Basic theorems. Error estimates.
The  power  method.  Jacobi's  method.  Householderís  method.  (20  per
c e n t . )
Related topics. Numerical solution of boundary value problems for ordinary dif-
ferential equations. Solution of non-linear systems of algebraic equations.
L e a s t-squares solution of overdetermined systems. (10 per cent . )
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B i b l i o g r a p h y
The NAG Fortran Library Introductory Guide, NAG Ltd Wilkinson House, Oxford,
1 9 8 8 .
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4.1 MAT H E M AT I C A L LOGIC AND FORMAL S E M A N T I C S
O b j e c t i v e s
To introduce the students to the fundamental concepts of logic needed in theo-
retical informatics, in programming and reasoning about programs in database
systems description and design, in artificial intelligence systems like theorem
proofs  and  expert  systems;  to  introduce  the  students  to  basic  ideas  and
methods of the formal specification of the semantics of programming languages,
data structures, programs, data-base systems, operating systems, etc.
P r e r e q u i s i t e s : Module 3.1.
Module outline
Logic should be taught because it is an important tool to the computer scientist,
as an aid for formal description and specification, and for formal reasoning. It
must be shown that classical logic is not sufficient, but that it can be generali-
zed,  modified  and  augmented  to  become  a  better  tool  for  the  informatician.
Many examples from informatics should be given, in particular from program-
ming, data base, and artificial intelligence.
Module content
Language  and  logic.  Programming  languages  and  elementary  concepts  of
mathematical logic. (5 per cent.)
Syntax  and  semantics  of  predicate  logic.  Syntax:  symbols,  terms,  formulae.
Semantics: models, interpretations, the concept of truth in predicate logic.
(10 per cent.)
Propositional logic as part of predicate logic. (5 per cent.)
Properties of predicate logic. Free and bound variables, substitution, collisions,
renaming, prenex normal form, other normal forms. (10 per cent.)
Logical reasoning. The semantical notion of inference. The syntactical notion of
inference:  an  axiom  system  for  predicate  logic,  rules  of  inference.
Syntactical consistency. (15 per cent.)
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Completeness  and  decidability  questions.  Construction  of  models.  Herbrand
universe.  Lindenbaum's  theorem.  The  completeness  theorem.  Some
consequences:  existence  of  free  interpretation,  the  theorem  of
Lowenheim, Skolem. Predicate logic with equality. The general decidabili-
ty problems for the predicate calculus. Complexity of a decision procedu-
re.  The  undecidability  of  the  predicate  calculus.  Consequences  for  the
problem of termination of programs. (15 per cent.)
Logical  foundation  of  machine-aided  theorem  proving.  The  notion  of  clause.
Herbrand  structures.  Herbrand's  theorem.  Herbrand  procedures.  T h e
resolution principle. Variations of the resolution principle. (15 per cent.)
Special logics for  reasoning about  programs.  Floyd-Hoare logic. Model  logic.
Algorithmic logic. Dynamic logic. (10 per cent.)
Abstract  software  specifications.  Vienna  definition  language.  Denotational
semantics, Vienna definition method. Algebraic semantics. (15 per cent.)
B i b l i o g r a p h y
BJORNER, D.  V. Abstract  Software  Specification. Lecture  Notes  in Computer
Science. Vol. 86. Berlin, Springer, 1980.
DIJKSTRA, E.W. A Discipline of Programming. Englewood Cliffs, N.J., Prentice
Hall, 1976.
DIJKSTRA, E.W.; SCHOLTEN C.S. Predicate Calculus and Program Semantics.
Berlin, Springer, 1990.
GREIBACH,  S. A. Theory  of  Program  Structures.  Lecture  Notes in  Computer
Science. Vol. 36. Berlin, Springer, 1975.
GRIES, D. The Science of Programming. Berlin, Springer, 1981.
HOREBEEK van, I.; LEWI, J. Algebraic Specification in Software Engineering.
Berlin, Springer, 1989.
KLEENE,  S.  C.  Introduction  to  Metamathematics.  New  York,  Van  Nostrand,
Reinhold; Trans., Logique mathématique. Paris, Masson, 1952.
MANNA, Z. Mathematical Theory of Computation. New York, McGrawHill, 1974.
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4.2 INTRODUCTION TO A RT I F I C I A L I N T E L L I G E N C E
O b j e c t i v e s
Artificial Ingelligence as a discipline has expanded enormously in the last deca-
de. The major objective of this module is to provide students with an intro-
duction to various models and tools emerging from Al research which are
basic to the study of Computer Science.
P r e r e q u e s i t e s : Modules 3.1, 3.5.
Module Outline
A critical aspect of this module is providing students with practical experience.
This could be accomplished through the study and use of one of the more
widely available Al  programming  languages  (e.g. Lisp or  Prolog)  and/or
making available expert system shells and other software that assists stu-
dents in learning how to apply Al techniques to solve complex problems.
Module Content
Introduction  to Artificial  Intelligence.  Historical  aspects,  Turing  test,  Physical
symbol system, Hypothesis, Perceptions, Al techniques. (10 per cent).
State  spaces  and  search.  State  space  search,  Heuristic  search  techniques,
D e p t h-first,  Breadth-first,  Best-first,  Generate-a n d-test,  Constraint  satis-
faction, Means-ends analysis, A* algorithm, AO* algorithm. (15 per cent).
Game playing. Minimax search procedure. A l p h a-beta cutoff, Secondary search.
(10 per cent).
Knowledge  representation.  First-order  predicate  logic,  Horn  clauses,
Resolution,  Unification  algorithm,  Logic  programming,  Semantic  nets,
Partitioned  semantic  nets,  Frames,  Conceptual  dependency,  Scripts,
MOPS, CYC. (50 per cent).
Natural language. Parsing techniques, Context-free and transformational gram-
mars,  Augmented  transition  nets,  Case  grammars,  Semantic  analysis,
Discourse and pragmatic processing, Conceptual parsing (15 per cent).
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B i b l i o g r a p h y
CHARNIAK,  E.  and  McDERMOTT,  D.  Introduction  to  Artificial  Intelligence,
A d d i s o n- We s l e y, 1985.
RICH, E. and KNIGHT, K. Artificial Intelligence, Second Edition, McGraw-H i l l ,
1 9 9 1 .
TA N I M O TO, S. L. The Elements of Artificial Intelligence - Using Common Lisp,
Computer Sc., 1990.
W I N S TON, P. H. Artificial Intelligence, Third Edition, A d d i s o n-We s l e y, 1992.
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4.3 OPERATING SYSTEMS AND COMPUTER ARCHITECTURE I
O b j e c t i v e s
To  study  communications  with  peripheral  devices  and  interrupt  handling;  to
design  and  analyze  a  small  multiprogramming  operating  system  in  order  to
study traffic control within the CPU task management, and data management; to
overview the other parts of a multiprogramming operating system; to give stu-
dents practical hands-on experience.
P r e r e q u i s i t e s: Modules 3.2, 3.5.
Module outline
A computer operating system is a collection of system programs whose primary
function is the efficient management of all systems resources. A major task of
an operating system is job-scheduling, determining which of several jobs/tasks
requesting a resource shall be given the next available resource. Job-s c h e d u-
ling  must  be  sensitive  to  mission-defined  policies  of  job-ordering,  such  as
r e a l-time requirements. It must also be immune from system deadlocks. Closely
related to job processing is job-monitoring, that is, keeping track of - each job's
use of resources for accounting, scheduling and performance analysis studies.
One key objective in most modern operating systems is the flexible sharing of
resources.  Examples  include  time-sharing  and  multiprogrammed  systems  of
various types including virtual storage systems. Such sharing requires protec-
tion mechanisms that ensure that no job's execution can affect the information
belonging to another job unless authorized to do so.
The user's interface with an operating system is usually via a job-control lan-
guage (JCL) which may be relatively simple or among the most complex of pro-
gramming languages. Some experts include certain widely used programs and
utilities, such as compilers, sorts, buffering and file-access programs under the
heading of operating system.
Implementing  an  operating  system  requires  both  hardware  and  software  pro-
cesses. Essential  hardware features include an  interrupt  mechanism,  storage
protection, privileged mode and some form of relocation.
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Module content
Introduction to a computer. Review of batch process system program (assem-
blies and compilation, loading, execution, binding time limitations, incre-
mental linkage, sequential processes). Processor organisation, multipro-
gramming and multiprocessor systems. Addressing techniques (indexing
and  indirect  addressing,  relocation  techniques,  segmentation).  (10  per
c e n t . )
Memory  organization  (hierarchy  of  memory  types:  RAM-ROM,  disc,  tape,
others),  page  access,  search  strategies,  associative  memories,  I/O
control,  channels  and  CPU  communication.  Data  structures:  stacks,
queues,  rings  and  lists.  Process and  data  modules  (segments,  process
data bases, intersegment linking, interprocedure communication, process
stacks). (30 per cent.)
Processes. Parallelism in operating systems (motivation of concurrent program-
ming, interrupt processing, semaphores, critical regions, deadlocks, asyn-
chronous processes, abstract description of process interaction). Mutual
exclusion (accessing shared data, critical sections and busy form of wai-
ting, lock and unlock primitives). Synchronization. Switching control and
t r a ffic control. (20 per cent.)
Multiprogramming systems. Basic functions. Techniques (I/O demand, time sli-
cing, others). Communications with peripherals, the l/O supervisor. Queue
management. Memory management. (20 per cent.)
Other concepts. Multiprocessing systems. Virtual memory and virtual machines.
Batch versus time-sharing systems. Protection. Memory management. File
management. Systems accounting. Parallel and pipeline processing. (20
per cent.)
B i b l i o g r a p h y
BEAR, J. L. Computer Systems Architecture. Rockville, Md., Computer Science
Press, 1980.
COFFMAN,  E.  G.; DENNING, P.  Operating System T h e o r y.  Englewood  Cliff s ,
N.J., Prentice-Hall, 1973.
CROCUS. Système d'exploitation des ordinateurs. Paris, Dunod, 1981.
SOLOMON, D.W. Using UNIX. Carmel, Ind.: Que Corp, 1990.
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4.4 FORMAL LANGUAGES AND A U TO M ATA T H E O RY
O b j e c t i v e s
To give the students a knowledge of a number of areas in theoretical computer
science and their hierarchical interconnections. This module gives also a theo-
retical justification of methods used in compilers.
P r e r e q u i s i t e s : Modules 2.2, 3.4.
Module outline
Basic results  relating  to  formal  models of  computation  should  be  introduced.
Stress should be given to developing students' skills in understanding rigourous
definitions and in determining their logical consequences. In this regard, strong
emphasis should be placed on problem assignments.
Module content
Formal grammars and automata. Production systems and languages. Regular,
c o n t e x t-free, context-sensitive, and recursive grammars. Acceptors: finite
automata,  pushdown  store  automata,  linear  bounded  automata,  Tu r i n g
machines. Fundamental problems of language theory: description, reco-
gnition,  decision  problems. Phrase  structure  grammars and natural  lan-
guages. (20 per cent.)
Regular  languages.  Regular  sets  and  regular  expressions.  Deterministic  and
n o n-deterministic  finite  automata,  equivalence  of  deterministic  and
n o n-deterministic finite acceptors. Kleene characterisation theory for sets
accepted by finite automata. Derivatives of regular expressions. Tw o-w a y
finite automata. Finite automata, finite-state machines and their relations
to combinatorial switching circuits, circuit complexity. Regular sets. State
equivalence and state minimisation of finite automata. Algebraic decom-
position and structure theory, Hartmannis-Stearns structure theory, multi-
tape and generalized sequential machines. Theory of codes. (20 per cent.)
C o n t e x t-free  languages. Chomsky and (Greibach normal  form theorems, self-
embedding,  ambiguity.  Equivalence  of  context  free  languages  and  sets
accepted by non-deterministic pushdown store automata. Closure proper-
ties of context-free languages. Cooke-K a s a m i-Younger and Early
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algorithms. Topdown and bottom-up methods. Deterministic pushdown automa-
ta and parsing, deterministic context-free languages. Restrictions of push-
down automata. (20 per cent.)
Deterministic parsing of context-free languages. Shift-reduce parsing, topdown
parsing.  LR(k)  grammars.  LL(k)  grammars.  Precedence  grammars.
B o u n d e d-context  grammars.  Relationships  between  different  types  of
deterministic context-free languages. (20 per cent.)
Extensions of the concept of context-free grammar, forms of regulated rewriting
with  context-free  rules.  Context-sensitive  grammars  and  linear-b o u n d e d
Turing machines. General string rewriting theory (10 per cent.)
Recursive  languages.  Multitape  Turing  machines  and  related  formalisms  for
recognition. Unsolvability of the halting problem, reduction of Port corres-
pondence  problem  to  the  halting  problem.  Undecidable  properties  of
grammars. (10 per cent.)
B i b l i o g r a p h y
BERSTEL, J.; PERRIN, D. Theory of codes. New York, Academic Press, 1985.
D A S S O W,  A.K.  PAUN,  G.  Regulated  Rewriting  in  Formal  language  T h e o r y.
Berlin, Springer, 1989.
HARRISON,  M.  Introduction  to  Formal  Language  T h e o r y.  Reading,  Mass.,
A d d i s o n-We s l e y, 1978.
H O P C R O F T, E.; ULLMAN, D. Introduction to Automata T h e o r y, Languages and
Computation. Reading, Mass., A d d i s o n-We s l e y, 1979.
JANTZEN, M . Confluent String Rewriting. Berlin, Springer, 1988.
LEEUWEN van, J. Handbook of Theoretical Computer Science Vol. B.: Forma/
Models and Semantics. Cambridge, MA, MIT Press, 1990.
ROZENBERG, G.; SALOMAA, A.K. The Mathematical Theory of L Systems. New
York, Academic Press, 1980.
SIPPU, S.; SOISALON-SOININEN, E. Parsing Theory Vol. I, Al. Berlin, Springer,
1989, 1990.
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4.5 DESIGN AND A N A LYSIS OF A L G O R I T H M S
O b j e c t i v e s
To give a thorough introduction to the central problem of computer science: the
design of appropriate data structures and efficient algorithms operating on them
for solving problems in all fields of computer science and its applications. T h e
field has become very large such that specialised course on important subtopics
have to be added, e.g. on computational geometry, parallel algorithms, distribu-
ted algorithms, probabilistic algorithms, VLSI algorithms, graph algorithms, etc.
P r e r e q u i s i t e s: Modules 3.4, 3.5.
Module outline
The  fundamental  mathematical  prerequisites  for  analysing  the  complexity  of
algorithms  will be  presented. The basic  data  structures  and  methods of  data
structure construction and the standard methods for algorithms design should
be introduced with examples from different problem areas. The standard data
structures and the basic algorithms should be treated in detail. Introductions to
the emerging new specialised subfields as mentioned under objectives should
be given.
Module content
Mathematical prerequisites. (5 per cent)
Machine  models and programming language constructs for  the formulation  of
algorithms.  Algebraic  specification  methods  for  the  description  of  data
structures. Basic data structures (sequences, lists, stacks, queues, trees).
(10 per cent)
Sorting methods. (10 per cent)
Data structures for the representation of sets and algorithms for manipulating
sets and ordered sets. (10 per cent)
Graphs and graph algorithms. (10 per cent)
Multidimensional data structures. (5 per cent)
Fundamental geometrical algorithms. (10 per cent)
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E fficient algebraic computations:
matrix multiplication, computing with polynomials,
fast Fourier transform, modular arithmetic. (10 per cent)
Parallel algorithms. (10 per cent)
Distributed algorithms. (10 per cent)
Probabilistic algorithms. (10 per cent)
B i b l i o g r a p h y
AKL,  S.G. The  Design  and Analysis  of  Parallel Algorithms. Englewood Cliff s ,
N.J., Prentice Hall, 1989.
CORMEN, TH.H.; LEISERSON, C.E.; RIVEST, R.L. Introduction to A l g o r i t h m s .
Cambridge, MIT Press, McGraw-Hill, Mass., New York, 1990.
G O N N E T, G.H.; BAEZA-YATES, R. Handbook of Algorithms and Data Structures
- In Pascal and C., 2nd ed. Wokingham, UK, A d d i s o n-We s l e y, 1991.
KOZEN, D.C. The Design and Analysis of Algorithms. Springer, Berlin, 1991.
L E I G H TON, F. T. Introduction to Parallel Algorithmics and Architectures: A r r a y s ,
Trees, Hypercubes. San Mateo, CA, Morgan Kaufmann, 1992.
LEEUWEN  van,  J.  (ed.)  Handbook  of  Theoretical  Computer  Science  Vol.  A .
Amsterdam, North-Holland 1990.
MANBER, U. Introduction to Algorithms. A Creative Approach. Reading, Mass.,
A d d i s o n-We s l e y, 1989.
MEHLHORN,  K.  Data  Structures  and  Algorithms  .  Vol.  1-3,  Berlin,  Springer,
1 9 8 4 .
P R E PA R ATA,  F. P.;  SHAMOS,  M.l.  Computational  Geometry.  An  Introduction.
Berlin, Springer, 1985.
SEDGEWICK, R. Algorithms, 2nd ed. Reading, Mass., A d d i s o n-Wesley 1988.
TEL,  G.  Topic  in  Distributed  Algorithms.  Cambridge,  Cambridge  University
Press, 1991.
WOOD, D. A New and Modern Introduction to Data Structures. Data Structures,
Algorithms and Performance. Reading, Mass., A d d i s o n - We s l e y, 1993.
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4.6 INTRODUCTION TO FILE PROCESSING
O b j e c t i v e s
To introduce concepts and techniques of structuring and accessing data on bulk
storage devices; to provide experience in the use of bulk storage devices; to
provide  the  foundation  for applications  of  data  structures  and  file  processing
techniques .
P r e r e q u i s i t e s: Modules 3.2, 3.5.
Module outline
The emphasis given to topics in this outline will vary depending on the compu-
ter facilities available to students. Programming projects should be assigned to
give students experience in file processing. Characteristics and utilization of a
variety of storage devices should be covered, even though some of the devices
are not part of the computer system that is used.
Module content
An overview of l/O (input/output) system architecture. Types of memory access:
random, sequential, cyclic. Major characteristics of typical components of
memory  hierarchy:  capacity,  transmission  rate,  cost,  access  times.
Memory  accessing:  channels,  channel  program,  I/O  interrupts.  (25  per
c e n t . )
File organisation. File layout (e.g., indexed, contiguous). Directories, contents
and  structure.  Naming,  searching,  access,  backups.  Fundamental  file
concepts; basic file organisations, basic file manipulations, blocking and
b u ffering.  Sequential  files.  Nonsequential  files  (e.g.,  hashed  files,
t r e e-structured files, B-trees, multiple-key files).
Experiment on the effect of file size and transfer latencies, to gain an impres-
sion of how file systems behave. By examining the amount of disk space
used and the number of accesses, students learn to retrieve and evaluate
performance data that occurs out of various possible organisations of files
and directories.
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B i b l i o g r a p h y
BARON, R.J., SHAPIRO, L.G. Data structures and their implementation, New
York, Van Nostrand Reinholt, 1980.
B R A D L E Y,  J.  File  and  data  base  techniques,  New  York,  Holt  Reinhart  &
Winston, 1982.
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4.7 COMPUTER SIMULATION AND MODELLING
O b j e c t i v e s
To give the students a good knowledge of the concepts and techniques used in
computer modelling and simulation; to introduce the simulation methodologies;
to introduce suitable simulation languages.
P r e r e q u i s i t e s : Modules 3.5, 3.6, 3.7.
Module outline
This course introduces the students to the concepts of model building on a com-
puter and use of models in simulation studies. The modelling concepts should
be introduced with many examples. The simulation methodologies should again
be  explained  with  examples.  Students  should  be  encouraged  to  undertake  a
project in which, using the methodology introduced and a simulation language,
a simulation study is conducted.
Module content
Modelling. Various types of models. Properties of linear models. Model building
techniques. The black-box approach. Role of models in a study. Domain of
v a l i d i t y. First-order and second-order parameters. (35 per cent.)
Simulation  methodology.  Methodology  for  simulation  studies,  simulation  lan-
guages, e.g. SIMULA, result interpretation and validation techniques, sta-
bility problems. (35 per cent.)
Symbolic versus numerical simulation.
Generation  of  random  variables.  Pseudo  random  number  generators.
Transformation of random numbers. Test of randomness. Discrete versus
continuous simulation. (10 per cent.)
Parameter  estimation. Maximum likelihood.  Least mean square error. (10 per
c e n t . )
Design of experiment. Factorial design. Optimization. (10 per cent.)
Non linear-systems: chaos and strange attractors, phase space representation.
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B i b l i o g r a p h y
HOOVER, S., PERRY, R. Simulation - A problem solving approach, Reading MA
- Addison We s l e y, 1989.
PHILLIPS, J. The NAG Library - A beginner's guide. Clarendon Press, 1986.
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4.8 STRUCTURED A N A LYSIS AND DESIGN
O b j e c t i v e s
To provide a detailed  knowledge  of the basic skills, techniques  and  methods
required to analyze and design computer-based systems and their human inter-
faces;  to  introduce  the  essential  requirements  of  overall  system  design  and
develop the students' abilities to specify, design and document sound and eff e c-
tive subsystems; to understand the trade-o ffs related to the levels of quality to
be achieved; to develop the communication skills of the student.
P r e r e q u i s i t e s : Modules 2.3, 3.5.
Module outline
This module should emphasize case-studies and combine series of lectures with
group discussions. The module concentrates on the overall requirements of sys-
tem design, the essential features of logical design, and the techniques which
help to provide reliable subsystems. Attention needs to be given to the analyti-
cal  phase  in  system development,  identifying the common  unifying principles
and characteristics of information systems, An analytical approach should also
be made to  the  evaluation  of  alternative systems. Human  factors need to  be
stressed, and the influences which people and their relations within an organi-
sation impose on system requirements.
Opportunities  should  be  provided  for  students  to  acquire  the  necessary
communication skills.
Module content
Introduction to system design. System life cycle. Determination of system aims
and  objectives.  Economic,  technical,  human  and  social  constraints.
Factors stimulating change. Distinction of logical design (of system) from
physical design (of files, programs, procedures). Design criteria: transla-
tion into operational aims. Design documentation. (10 per cent.)
Identification of subsystems: data-capture subsystem; information presentation
subsystem; data  processing  subsystem;  manual  subsystem.  Methods  of
associating  users  to  the  design  process.  Assessment  of  benefits.
Implementation and control. (10 per cent.)
Analysis tools. Feasibility study (techniques and management). Documentation
aids. Documentation methods for analysis and design (e.g. SADT,
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SA/SD). Sampling. Analysis, design and control of forms. Planning tech-
niques  (event-oriented  flowcharts,  decision  tables,  precedence  network
analysis).  Elementary  methods  of  estimating  quantities  and  costs.
Communication  skills:  social  aspects;  language  aspects;  interviewing;
working standards; definition and use of standard procedures; report wri-
ting; presentations. Fast prototyping as an alternate design tool (25 per
c e n t . )
Determining system alternatives. Manual versus automated or partly-automated
systems. Influence of computer interactive requirements (response, per-
formance, language). Output requirements. Centralization or decentralisa-
tion of data and hardware. Selection of elements for common data bases.
Balance of response needs against economic, technical and organisatio-
nal constraints. Decision-making alternatives. (15 per cent.)
Physical  design  of  computer  subsystems.  Subsystem  objectives  (response,
r e l i a b i l i t y, portability, flexibility, security). Choice of a database manage-
ment system according to the requirements of file searching and transac-
tion processing. Design for programming: modular programming design;
plan for implementation, testing and maintenance; testing for concordan-
ce with specification. Design for operations: effect of levels of operation
(normal, degraded, recovery). Concepts of coding systems: types of sys-
tem (e.g. hierarchical, object oriented) . Design of systems for information
management. (15 per cent.)
Physical design of manual subsystems. Subsystem objectives, with reference to
job  satisfaction,  participation.  Communications  system.  Design  of
m a n-machine  interface:  choice.  Presentation  of  information:  document
design; display design; level of interaction. Document handling and stora-
ge. Specification of user manual. (10 per cent.)
B i b l i o g r a p h y
JACKSON, M.A.  System Development. Englewood Cliffs, N. J., Prentice-H a l l ,
1 9 8 3 .
S O M M E RVILLE,  I.  Software  Engineering.  Reading,  Mass.,  A d d i s o n-We s l e y,
1 9 8 7 .
D E N E RT E. Software-Engineering, Berlin, Springer, 1991.
MOREJON,  J.  RAMES,  J.-R.  Conduite  de  projets  informatiques:  principes  et
techniques s’appuyant sur la méthode Merise. Paris, InterEditions, 1993.
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5.1 FORMAL S P E C I F I C ATION AND VERIFICAT I O N
O b j e c t i v e s
To introduce to most important methods and formalisms for formal specification
of data structures, algorithms and computing systems, for correctness proofs,
and for program construction and transformation as an aid to systematic pro-
gram and systems design, implementation and maintenance.
P r e r e q u i s i t e s : Modules 4.1, 4.4.
Module outline
The emphasis should be on the goal of systematic program and computing sys-
tems construction, but the basic mathematical tools like universal algebra, cate-
gory theory, domain theory, logic must also be introduced thoroughly. The consi-
derations should be restricted mainly to (nondeterministic) sequential programs,
but should cover all the important styles like imperative, functional, object-o r i e n-
ted, logic programming.
Module content
Operational semantics: formalization of machine status, programming language
constructs  as  operators,  program  semantics  as  a  function;  the  Vi e n n a
Definition Language. (10 per cent.)
Predicates, pre- and postconditions, weakest preconditions, loop invariants, the
Hoare calculus, predicate transformers, axiomatic semantics of programs,
program development using the Hoare/Dijkstra method. (20 per cent.)
Semantic domains, recursive equations and fixed points; categories, topology.
(5 per cent. )
Denotational semantics of different types of programming languages. (10 per
c e n t . )
Data abstraction, modules, equational specification, algebras. Specification of
abstract data types. (10 per cent.).
Universal  algebra,  initial  semantics,  equational  classes  equational  calculi.  (5
per cent.)
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Term rewriting. (5 per cent.)
Extensions of specifications by hidden functions, parameterized and structured
specifications. (5 per cent.)
Specification languages, constructive specifications. (5 per cent.)
Module specifications; operations on specifications. (10 per cent.)
Generalized specifications using constructs from logic and applicative 
languages. Transformations of specifications, data structures, and 
programs. (10 per cent.)
Logical theories of programs. (5 per cent.)
B i b l i o g r a p h y
B A R E N D R E G T,  H.P.The  Lambda  Calculus,  Its  Syntax  and  Semantics.  North-
Holland, Amsterdam, 1981.
EHRIG, H.; MAHR, B. Fundamentals of Algebraic Specification, vol. 1, 2. Berlin,
S p r i n g e r, 1985, 1990.
GUNTER, C.A. Semantics of Programming Languages. London, The T P r e s s ,
1 9 9 2 .
NIELSON,  H.R.;  NIELSON  F.  Semantics  with  Applications,  A F o r m a l
Introduction. Chichester, Wi l e y, 1992.
PA RTSCH,  H.A.  Specification  and  Transformation  of  Programs,  A F o r m a l
Approach to Software Development Berlin, Springer, 1990.
WAT T, D.A. Programming Language Syntax and Semantics. Englewood Cliffs, N
.J ., Prentice Hall, 1991.
WECHLER, W. Universal Algebra for Computer Scientists. EATCS Monographs
on T h e o r. Comp. Sc., Vol. 25, Springer-Verlag, Berlin 1991.
WINSKEL, G. The Formal Semantics of Programming Languages. London, T h e
M I T Press, 1993.
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5.2 COMPUTERS AND SOCIETY
O b j e c t i v e s
To study how the social, cultural and political background can affect the way
computers are used in a given society and the possible social, cultural and poli-
tical impacts of the generalized use of computers in a given society.
P r e r e q u i s i t e s: Module 4.2.
Module outline
Students should first get a good overall view of computers and their relation to
s o c i e t y, their benefits and potential abuse. The students should be asked to do
research papers on some of the specific aspects of computers and society. T h e y
should be asked to substantiate their claims by facts.
Module content
A survey of major computer applications.
The impact of computers on automation with the concurrent risk of dequalification .
The role of computers in simulation and modelling.
The impact of the rising number of data banks.
Computers in business, management and the decision-making process.
The role of computers in education.
Social obligations of the computer professional.
Computer networks and the potential information utility.
Current status of artificial intelligence, including robotics, pattern recognition, 
picture processing, theorem proving.
Use of computers in the medical area.
Computers in the home.
Special topics such as: privacy, electronic funds transfer, security. 
The role of computers in manufacturing. 
Impact of computers on requirements of skilled and unskilled work.
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B i b l i o g r a p h y
CHAMOUX, J. P. Informatisation et société, Paris, La Documentation française,
1 9 8 0 .
D U N L O P, C.; KLING, R. (eds) Computerization and controversy: value conflicts
and social choices, Boston, Academic Press, 1991.
FEIGENBAUM,  E.A.;  FELDMAN,  J.  Computers  and  thought,  New  Yo r k ,
M c G r a w-Hill, 1963.
HOLOIEN, M. O. Computers and Their Societal Impact, New York, Wi l e y, 1977.
LOGSDON, T. S. Computer and Social Controversy, Rockville, Md., Computer
Science Press, 1980.
WEIZENBAUM, J. Computer power and human reason: from judgment to calcu-
lation, San Francisco, W.H. Freeman, 1976.
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5.3 OPERATING SYSTEMS AND COMPUTER ARCHITECTURE II
O b j e c t i v e s
To understand operating system resource allocation; to understand the opera-
ting system as a virtual machine (operating system shell).
P r e r e q u i s i t e s : Module 4.3.
Module Outline
One of the functions of an operating system is the efficient management of all
s y s t e m- resources, i.e. devices, programs and data. In modern operating sys-
tems resources are shared. Such sharing requires protection mechanisms. T h e
other main function of the operating system is to supply to the user a virtual
machine providing basic functions to control processes.
Both  aspects,  resource  management  and  virtual  machine,  may  be  studied
through analyzing a small multiprogramming operating system.
Module content
Operating systems. Basic concepts and methods. Processes, interprocess com-
munication, process scheduling, monitor. (20 per cent.)
Input/Output.  Process  management  and  deadlock.  Control  of  hardware  pro-
cesses (devices). (40 per cent.)
Resource  management.  Memory  management,  swapping  and  paging.  File
management, security and protection. Allocation and management  algo-
rithms. (40 per cent.)
Example operating system. If facilities are available the student may gain expe-
rience  in  programming  parts  of  a  simple  operating  system,  e.g.  the
M l N I X-system. For the MlNIX-system the programming language C has to
be available.
B i b l i o g r a p h y
TANENBAUM, A. S. Operating Systems Design and Implementation. Englewood
C l i ffs, N.J., Prentice-Hall, 1987.
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5.4 NETWORKING
O b j e c t i v e s
To  understand  the  problems  of  linking  geographically  distributed  computers
through a computer data-communication network. To understand the multilevel
approach to network protocols, and the OSI reference model approach in parti-
cular .
P r e r e q u i s i t e s: Modules 3.3, 4.3, 4.6.
Module Outline
Review of problems of multiprogramming asynchronous processes. Concepts of
computer networks through series of examples. The ISO Reference Model for
Open Systems Interconnection (OSI-RM) is treated in detail.
Module content
Operating  systems.  Processes,  interprocess communication,  process  schedu-
ling, monitor. (10 per cent.)
Introduction to computer networks. Network  architectures. ISDN, X25, To k e n-
ring, Ethernet, FDDI, ATM. The OSI reference model, services, protocols
and interfaces. Examples of networks. (10 per cent.)
Protocols.  The  concept  of  communications  and  software  protocols.  The  ISO
Reference Model for Open Systems Interconnection (OSI-RM). The appli-
cation layer (layer 7), the presentations layer (layer 6), the session layer
(layer 5), transport layer (layer 4), the network layer (layer 3), the data-l i n k
layer (layer 2), the physical layer (layer 1). (70 per cent.)
Network interconnexion. Gates and bridges. LAN and WAN. Hertzian networks.
(5 per cent.)
Economics of information distribution. (5 per cent.)
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B i b l i o g r a p h y
HENSHALL, J. and SHAW, A., OSI Explained, Englewood Cliffs, N. J., Prentice
Hall, 1990.
S TALLINGS,  W.,  Data  and  Computer  Communications,  Maxwell  MacMillan,
1 9 9 1 .
TANENBAUM, A.S. Operating Systems Design and Implementation. Englewood
C l i ffs, N .J ., Prentice-Hall, 1987.
TANENBAUM, A.S. Computer Networks., Prentice Hall, Englewood Cliffs, N. J.,
1 9 8 8 .
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5.5 PARALLELISM, CONCURRENCY, DISTRIBUTEDNESS
O b j e c t i v e s
To  introduce basic notions,  formalisms  and methods  to describe parallel pro-
gramming,  multi-programming,  multi-user systems, distributed systems, open,
reactive systems, embedded systems, real-time systems, concurrent processes
- and also formal tools for program and system design and verification .
P r e r e q u i s i t e s: Modules 4.3, 4.5.
Module outline
The emphasis is on description, semantics, verification, rather than algorithms.
The systems are in general not supposed to dispose of a global clock - c o n c u r-
rency does not mean simultaneity.
Module content
A phenomenology of nonsequential programs and systems  as well as of pro-
blems with respect to concurrency, cooperation, competition, communica-
tion. Examples from operating systems, multiprocessor computers, com-
puter networks, distributed data base systems, and from daily life. (5 per
c e n t . )
Basic properties of nonsequential systems and concurrent processes: Discrete
actions, local states, interaction with environment, synchronous and asyn-
chronous  communication,  concurrency  versus  non-determinism;  safety
and liveness properties, fairness. (5 per cent.)
Three basic models: Petri nets, process algebras, data flow networks - a short
introduction and comparison. (5 per cent.)
Modal and temporal logic for specifications and verification. (10 per cent.)
Petri nets: structure and behaviour; analysis methods; construction by refine-
ment or composition; high level nets; processes and partial order seman-
tics of Petri nets, Mazurkiewicz traces. (20 per cent.)
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Process  algebras:  CCS,  T C S P, ACP;  transition  systems;  simulation,  failures,
testing and other equivalences; relationships to Petri nets. (20 per cent.)
Semantics of Petri nets and process algebras. (10 per cent.)
Milner's p-calculus and action structures (5 per cent.)
Functional modeling based on data flow networks. (5 per cent.)
Verification of concurrent programs and systems. (5 per cent.)
Combinatorial theory of Mazurkiewicz traces and formal language theory. (5 per
c e n t . )
Other  approaches:  COSY;  Concurrent  logic  programming;  CML,  etc.  (5  per
c e n t . )
B i b l i o g r a p h y
A P T,  K.R.;  OLDEROG,  E.-R.  Verification  of  Sequential  and  Concurrent
Programs. Berlin, Springer, 1991.
BAETEN,  J.C.M.;  WEIGLAND,  W. P.  Process Algebra.  Cambridge,  Cambridge
University Press, 1990.
BRAUER, W.; REISIG, W.; ROZENBERG, G. (eds.) Petri Nets. LNCS Vol. 254
and 255, Berlin, Springer, 1987.
C H A N D Y,  K.M.;  MISRA,  J.  Parallel  Program  Design: A Foundation. A d d i s o n -
We s l e y, 1988.
H E N N E S S Y, M.C. Algebraic Theory of Processes. Cambridge, MA, MIT P r e s s ,
1 9 8 8 .
JANICKI,  R.;  LAUER,  P.  Specification  and  Analysis  of  Concurrent  Systems.
S p r i n g e r-Verlag, Berlin 1992.
JENSEN,  K.  Coloured  Petri  Nets,  Vol.  1,  2,  3.  Berlin,  Springer,  1992,  1994,
1 9 9 5 .
MILNER, R. Communication and Concurrency. Englewood Cliffs, N.J., Prentice
Hall, 1985.
OLDEROG,  E.-R.  Nets,  Terms,  and  Formulas:  Three  Views  of  Concurrent
Processes  and  Their  Relationship.  Cambridge,  Cambridge  University
Press, 1991.
74 UNESCO-IFIP modular curriculum in computer science5.6 Database design and management
5.6 DATABASE DESIGN AND MANAGEMENT
O b j e c t i v e s
To emphasise the following topics: overview and applications of database sys-
tems,  conceptual  modeling,  and  the  relational  data  model.  Concept  of  a
n o n-procedural  query  language.  Mapping  a  conceptual  model  to  a  relational
s c h e m a .
P r e r e q u i s i t e s: Modules 4.6, 4.8.
Module outline
Introduction  to  the  basic goals,  functions,  models,  components,  applications,
and social impact of database systems.
The concept of conceptual and formal models will he covered. In examining the
relationship between physical file organisation and data-structuring techniques,
the effects of evolution of systems, trade-o ffs and their consequences should be
examined. Students should design and implement a small database and eva-
luate how the system supports functions introduced in lectures.
Module content
History and motivation for database systems. (5 per cent.)
Components of database systems; data, dictionary, database management sys-
tem, application programs, administration. (10 per cent.)
Conceptual  modelling  (e.g.,  entity-relationship,  object-oriented).  Working  in
small teams on a conceptual modelling problem, students should evalua-
te  the  advantages  and  disadvantages  of  alternative  solutions.  (10  per
c e n t . )
The Relational data model terminology; mapping conceptual schema to a rela-
tional schema. (10 per cent.)
Representing  relationships,  entity  and  referential  integrity.  Overview  of
relational  algebra;  Representing  database  relationships.  Using  a
procedural  language,  students  will  implement  the  join  operation  of
the  relational  algebra. At least two  diverse implementations  will  be
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attempted  in  order  to  demonstrate  the  relative  efficiency  of  the  various
techniques. The goal of this exercise is to introduce students to the com-
putational aspects of relational algebra. (30 per cent.)
Database  query  language.  Data  definition,  query  formulation,  update  sublan-
guage, expressing constraints, referential integrity, embedding in a proce-
dural language. (20 per cent.)
Functions supported by a typical database system; access methods, security,
deadlock  and  concurrency  problems,  fourth  generation  environments.
Students create a small database and evaluate how the system supports
functions introduced in lectures. (20 per cent.)
Recent  developments  and  applications  (e.g.,  hypertext  hypermedia).  (5  per
c e n t . )
B i b l i o g r a p h y
ULLMAN, J. D. Principles of database and knowledge-base Systems, Computer
Science Press, Rockville, Md. 1988
DELOBEL,  C. ADIBA,  M.  Bases  de  données  et  systèmes  relationnels,  Paris,
Dunod, 1988.
DELOBEL, C. LITWIN, W. Distributed data bases. Elsevier, Amsterdam, 1985.
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5.7 INFORMATION SYSTEM A N A LYSIS AND DESIGN
O b j e c t i v e s
To provide knowledge and understanding of system analysis and design; to give
students experience in practical analysis and design of information systems; to
develop the communication skills of the student.
P r e r e q u i s i t e s : Module 4.8.
Module Outline
This module is concerned with the creative aspects of system design activity
which meets the primary objectives. The student learns to logically develop an
information system from defined objectives, without immediate regard to hard-
ware, software, environmental and other pressures. Students are encouraged to
adopt an outward-looking stance towards the system user. One  or more sys-
t e m-development case-projects to be carried out in teams are part of the modu-
l e .
Module content
The  process  of  system  design.  Components  in  the  design  of  Information
Systems are identified. These components are used to compare the sys-
tem  development  methodologies  which  are  treated  in  the  module.
Methodologies may be chosen according to relevance in the local situation
from the list below.
Process oriented system design. Structured Analysis (De Marco) and Structured
Design  (Yourdon  and  Constantine).  Data  Flow  Diagram  (DFD).  Process
description. Data dictionary. Modular system.
Data oriented system design. Relational data model. Entity-Relationship (ER)
model. Entity-A t t r i b u t e-Relationship (EAR) model.
Obect oriented system design. Objects, messages, (meta)classes, inheritance,
p s e u d o- variables, polymorphism, encapsulation, abstraction, reusability,
typing.  Domain  analysis,  identification  of  subsystems,  objects  and
classes. Design of objects and their interaction.
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Human oriented system design. Effective Technical and Human Implementation
of Computer Systems.
S y s t e m-development case-projects. One or more of the design methods men-
tioned above are applied by the students in simple cases, like the design
of an information system for a club, a library, a hospital.
B i b l i o g r a p h y
COAD & YOURDON, Object oriented analysis, Englewood Cliffs, N. J., Prentice
Hall, 1991.
MUMFORD, E. and HENSHALL, D. A., A participative approach to computer sys-
tem design, A B P, London, 1979.
NIJSSEN, G. M. and HALPIN, T. A., Conceptual schema and relational databa-
se design, Prentice-Hall, New York, 1989.
OLLE, T. W. et al., Information Systems Methodologies A framework for unders-
tanding, IFIP, A d d i s o n-We s l e y, Reading, 1988.
PA G E-JONES, M., The practical guide to structured systems design, Prentice
Hall, Englewood Cliffs, 1980.
SENN,  J.A.  Information  systems  in  management  (4th  ed.),  San  Rafael  CA,
Wordsworth, 1990.
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5.8 SOFTWARE PROJECT M A N A G E M E N T
O b j e c t i v e s
To  review  the  techniques  and  methods  used  in  defining  and  managing  large
software projects.
P r e r e q u i s i t e s: Module 4.8.
Module outline
This course presents a formal approach to state-o f-t h e-art techniques in soft-
ware design and development and provides a means for students to apply the
techniques. An integral part of the course is the involvement of students working
in teams in the organisation, management and development of a large software
project. The team-project aspect can be facilitated. either by scheduling sepa-
rate laboratories or by using some of the lecture periods to discuss practical
aspects of the team projects.
Module content
Standards. Structure. Where to start. How to start. The problem of the normal
standards manual. Topdown development of a cohesive package of stan-
dards. (5 per cent.)
Organization. Implementation and control of standards: minimizing mandatory
standards; defining scope and policy of standards. Planning and control-
ling of implementation programme. Relating priority of standards to time
and quality constraints. Adherence enforcement techniques. Function of
projects, office/project support, library/standards coordinator. Review and
updating of standards. Special problems of large, complex, advanced or
international projects. (20 per cent.)
Project control standards. Check-points and milestones controlled by end event.
M i d-stage and end-stage assessment reviews. Project contractual docu-
mentation. (15 per cent.)
P r o j e c t-team  standards.  Team  organisation.  Objectives.  Numbers  and
responsibilities.  Job  descriptions.  Training  requirements.  Project
auxiliary  standards.  Security.  Backup  and  recovery.  Environment
specification.  Hardware.  Software.  External  services.  Audits  and
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reports standards. Definition of the role of project librarian or coordinator
in creating and maintaining documentation. (20 per cent.)
Documentation implementation. Streamlining of project documentation to match
the shape of the project. Merging the creation of the documentation into
the development and implementation activity. Minimizing requirements for
documentation.  Quality  optimisation.  Variation  of  techniques  to  match
available skill levels. (20 per cent.)
P r o j e c t-systems manual. Project standards and convention. Systems specifica-
tions. Systems definitions in detail. Design, user procedures. Installation
and operation guides. Education requirements. Glossary. (20 per cent.)
B i b l i o g r a p h y
BOEHM B. Software Engineering Economics. Englewood Cliffs, N.J., Prentice-
Hall, 1981.
BROOKS,  F.  The  mythical  man-month:  essays  on  software  engineering,
Reading, Mass., A d d i s o n-We s l e y, 1975.
BUCKLE, J. K. Managing Software Projects. London, Macdonald & Evans, 1977.
YOURDON, E. Managing the system life cycle: a software development over-
v i e w, New York, Yourdon Press, 1982.
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6.1 COMPUTA B I L I T Y AND COMPUTAT I O N A L C O M P L E X I T Y
O b j e c t i v e s
To introduce models of computation in order to study the fundamental questions:
What is principally computable, i.e. for which problems can we construct eff e c-
tive  mechanical  procedures  that  solve  each  instance  of  the  problem?  What
amount of time is necessary to compute a solution? How much space for kee-
ping intermediate results during a computation is needed? What does paralleli-
zation of computations help?
P r e r e q u i s i t e s : 4.1, 4.4, 5.1, 5.2, 5.5.
Module outline
Careful motivation of the abstractions from real computers and usual program-
ming languages is necessary. Although very thorough mathematical treatment is
n e c e s s a r y,  intuitive  reasoning,  plausibility  considerations  and  heuristic
concepts should be used before starting the rigorous definitions and proofs. T h e
emphasis  should  not so  much  be  layed  on  the  traditional  recursion  theoretic
approach but more on algorithmic considerations. Care should be taken in inter-
preting the impossibility results; it should be discussed that it is often suff i c i e n t
to obtain a partial or approximate solution.
Module content
Abstract  universal  programming  languages  (WHILE-programs,  functional  pro-
grams,  logic  programs).  Abstract  universal  machine  models  (Tu r i n g
machines, random-access machines (RAM), register machines). General
rewriting systems tsemi-T h u e-systems, grammars Post systems, Markov
algorithms, Lindenmayer systems). Classes of effectively definable func-
tions  (m-recursive  functions,  I-definable  functions,  equational  defined
functions). Equivalence of all these notions with respect to computation/
generation/ recognition. The Church/Turing thesis. (20 per cent . )
E ffective enumerability, decidability, universal Turing machines, Gödel num-
bering,  recursion  theorem.  Undecidable  problems  (halting  problem,
busy beaver problem, Post correspondence problem, word problems in
semigroups,  Hilbert's  tenth  problem).  The  theorems  of  Rice  and
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Greibach. Reducibility notions (Turing, many-one). Undecidability hierar-
chies. (15 per cent.)
Complexity measures (for Turing machines, RAM's switching  circuit families).
Hierarchy theorems for time and space complexities. Memory structures,
memory access complexity. Interplay between time and space complexity.
(20 per cent.)
Sequential complexity classes: Reducibility, completeness, oracles. The classes
L:=DSpace(LOG),  N L: = N S p a c e ( L O G ) , P: = D Time(POL), 
N P: = N T I M E ( P O L ) , P S PA C E:=DSpace(POL),  D E X P: = D T I M E ( E X ) ,
N E X P:=  NTIME(EXP),  E X P S PA C E:=DSpace(EXP)  and  their
interrelationships.  Examples  of  complete  problems  for  N L,  P,  N P,
P S PA C E. (20 per cent.)
Parallel complexity classes: Alternating Turing machines, Hierarchies of com-
plexity classes. Parallel computations in polylogarithmic time. Games and
their complexities (Domino, Pebble, Go, Chess). (10 per cent.)
Parallel register machines (PRAM) and processor networks. Different versions
of  PRAMs  with  respect  to  memory  access;  PRAM  complexity  classes.
D i fferent  types  of  processor  networks,  simulation  of  PRAMs.
Communication  complexity.  Neural  networks,  cellular  automata.  (10  per
cent . )
Applications to public key cryptography, interactive protocols and proofs, zero-
knowledge  proofs.  Probabilistic  algorithms  and  probality  complexity
classes. Kolmogorov complexity. (5 per cent.)
B i b l i o g r a p h y
BALCAZAR, J.L; DIAZ, J.; GABARRO, J. Structural complexity Vol. I, II. Berlin,
S p r i n g e r, 1988, 1990.
G A R E Y, M. R.; JOHNSON, D. S. Computers and Intractability San Francisco,
Freeman, 1979.
GIBBSON, A.; RYTTER, W. Efficient Parallel Algorithms. Cambridge, Cambridge
University Press, 1988.
Ll,  M.;  VITANYI,  P.M.B.  An  Introduction  to  Kolmogorov  Complexity  and  Its
Applications. Berlin, Springer 1993
SALOMAA, A.  Computation  and Automata.  Cambridge,  Cambridge  University
Press, 1985.
WAGNER,  K.;  WECHSUNG,  G.  Computational  Complexity.  VEB  Deutscher
Verlag der Wissenschaften, Berlin, 1986.
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WATANABE, O. Kolmogorov Complexity. Theory and Relation to Computational
C o m p l e x i t y.  EATCS  Monographs  on  Theoretical  Comp.  Science,  Berlin,
Springer 1992.
WEIHRAUCH, K. Computability. Berlin, Springer 1987.
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6.2 A RT I F I C I A L INTELLIGENCE (Al) - KNOWLEDGE BASED SYSTEM
O b j e c t i v e s
Artificial Ingelligence as a discipline has expanded enormously in the last deca-
de. The  major  objective  of  this  module  is  to  provide  students  with  a  view  of
various models and tools emerging from Al research which have become part of
Computer Science.
P r e r e q u i s i t e s: Module 4.2.
Module Outline
A critical aspect of this module is providing students with practical experience.
This could be accomplished through the study and use of one of the more wide-
ly available Al programming languages (e.g. Lisp or Prolog) and/or making avai-
lable expert system shells and other software that assists students in learning
how to apply Al techniques to solve complex problems.
Module Content
Planning. Blocks world, STRIPS, Goalstack planning, Nonlinear planning using
constraints, Hierarchical planning. (20 per cent.)
Symbolic and  Stastistical  Reasoning under  Uncertainty. Nonmonotonic reaso-
ning, Default logic, Justification based truth maintenance systems (JTMS),
Assumption  based  truth  maintenance  systems  (ATMS),  Bayes  theorem,
Certainty  factor  and  rule-based  systems,  Fuzzy  logic,  Dempster-S h a f e r
theory (20 per cent.)
Expert Systems. Knowledge acquisition, Repertory grid, Expert system shells,
Example  of  expert  systems  (Business,  Banking,  Engineering, Medicine,
...) (10 per cent.)
Learning.  Rote  learning,  Problem-solving,  Induction,  Case-based  learning,
E x p l a n a t i o n-based learning, Discovery ID3, A n a l o g y, Neural net learning,
Genetic learning. (20 per cent.)
Parallel  and  Distributed  Al.  Al  Architecture,  Distributed  Reasoning  Systems,
M u l t i-agent planning, Distributed Control and Communication, Blackboard
systems, Message Parsing Systems. (20 per cent.)
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Connectionist Models. Hopfield nets,  Neural networks, Back propagation  net-
works,  Hidelen  layers,  Boltzmann  machines,  Competitive  learning  sys-
tems, Genetic algorithms. (10 per cent.)
Bibliography
CHARNIAK,  E.  and  McDERMOTT,  D.  Introduction  to  Artificial  Intelligence,
A d d i s o n- We s l e y, 1985.
RICH, E. and KNIGHT, K. Artificial Intelligence, Second Edition, McGraw-H i l l ,
1 9 9 1 .
TA N I M O TO, S. L., The Elements of Artificial Intelligence - Using Common Lisp,
Computer Sc., 1990.
W I N S TON, P. H. Artificial Intelligence, Third Edition, A d d i s o n-We s l e y, 1992.
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6.3 COMPUTER SYSTEM SECURITY
O b j e c t i v e s
To make students aware of the problem of data integrity, data protection and
secure communication; to introduce the most important cryptographic methods
and  their  theoretical  background;  to  present  some  applications  of  these
methods and discuss their advantages and disadvantages.
P r e r e q u e s i t e s : Modules 3.8, 4.5.
Module Outline
The main emphasis is  on the description of security and protection issues in
computer systems and data nets, and on the application of methods of crypto-
graphy .
Module content
Computer security. Introduction, data integrity, privacy. (10 per cent.)
Operational security. Organisational aspects, economics. (20 per cent.)
Physical  security.  Identification  and  authentication,  electronic  and electroma-
gnetic tampering. (20 per cent.)
Hardware security. Memory  protection, hardware realisation of software  func-
tions. (5 per cent.)
Encryption. Cryptography, transformation systems. ( 20 per cent.)
Operating system security, database security, network security. ( 25 per cent.)
B i b l i o g r a p h y
ABRAMS, M.D., BRANSTAD, D.K., BROWNE, P. S. and COTTON, I. W., Tu t o r i a l
on Computer Security and Integrity, IEEE Computer Society, Long Beach,
1 9 7 7 .
BRASSARD, G. Modern cryptology, A tutorial, Springer Verlag, New York, 1988.
DENNING Peter J. (ed.) Computers under attack, Intruders, worms and viruses,
ACM Press Books/Addison-We s l e y, 1990.
HSIAO,  D.  K.,  Kerr, D.  S.  and  Madnick, S. E., Computer  Security, A c a d e m i c
Press, New York, 1979.
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6.4 COMPUTING SERVICES MANAGEMENT
O b j e c t i v e s
To acquire the basic fundamentals in managing a computing facility, including
administrative problems, personnel problems, hardware and software selection
and use.
P r e r e q u i s i t e s : Modules 5.3, 5.4, 5.6, 5.7.
Module outline
Many students who graduate in computer science or even go to work with com-
puters find themselves ending up as managers of a center or, at least, as mana-
gers of a project. This course should give them the fundamentals of manage-
ment of a range of facilities and services. Even if the student does not become
a  manager,  this  course  should  give  him  an  appreciation  of  his  prospective
managers' problems.
Module content
Administration of computing services. Overview of the industry and manpower
levels.  Duties  and  responsibilities  of  the  computer  center  director.
Location of the center in the organisational structure. Internal organisation
of the center. Computer security. Priority and pricing policies. Diff e r e n c e s
between business, research and educational computing ventures. (20 per
c e n t . )
Personnel. Profile of the computing services managers. Classification of com-
puting services personnel. Salaries by job classification. Recruiting tech-
niques. Psychology and productivity of programmers. Importance of quali-
ty control. (SO per cent.)
Hardware.  Trends  in  cost-performance.  Optimum  computer  acquisition  cycle.
Arguments  for  centralized  versus  decentralized  facilities.  Lease  versus
purchase decisions. Contractual aspect of equipments acquisition. (15 per
c e n t . )
Computer  selection  and  performance  evaluation.  Computer  selection  tech-
niques. Performance measurement using monitors and simulators.
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Performance  prediction  using  simulators and  analytical models.  (10  per
cent . )
Balancing personnel and hardware. Effect of installation mission on personnel
level  and  personnel  types.  Personnel  level  versus  hardware  expenses.
E ffect of computer availability on total costs. Mathematical model relating
personnel, hardware size, and services. Recruiting implications of hard-
w a r e-personnel balance. (10 per cent.)
Software evaluation and selection. Factors affecting make-o r-buy decisions on
software. Unbundling and its effect on software procurement. Contractual
aspects of purchasing software. Site licences. Selecting appropriate lan-
guages and services. Cost of program conversion. Mathematical model for
the programming conversion decision.(10 per cent.)
Network maintenance and administration. (10 per cent.)
User support. Support of PCs and workstations. (5 per cent.)
B i b l i o g r a p h y
CHANDOR, A. Choosing and Keeping Computer Staff. London, Allen & Unwin,
1 9 7 6 .
FERRARI,  D.  Computer  Systems  Performance  Evaluation.  Englewood  Cliff s ,
N.J., Prentice-Hall, 1978.
HANSEN, P. Job Descriptions in Data Processing. Manchester, United Kingdom,
National Computer Centre, 1977.
JOSLIN, E. O. Computer Selection. Fairfax, Va., Technology Press, 1977.
MIXON,  S.  R.  Handbook  of  Data  Processing  Administration  Operations  and
Procedures. New York, Amacon, 1976.
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6.5 COMPILERS AND T R A N S L ATORS DESIGN
O b j e c t i v e s
To explain the techniques involved in the analysis of source language and the
generation of efficient object code.
P r e r e q u i s i t e s: Modules 4.4, 4.5.
Module outline
Although some theoretical topics must be covered, the course should be orga-
nized to teach the students how compilers may be constructed. Programming
assignments  should  consist  of  implementations  of  components  of  a  compiler
and possibly the design of a simple but complete compiler as a group project.
Module content
There is probably more material listed here than can reasonably be covered, so
some selection will be necessary.
Review of assembly techniques, symbol table techniques and macros. Review
of syntactic analysis and other forms of program recognition. Review of
compilation, loading and execution with emphasis on the representation of
programs in the loader language. (10 per cent.)
O n e-pass  compilation  techniques.  Translation  of  arithmetic  expressions  from
postfix form to machine language. Efficient use of temporary storage. (5
per cent.)
Storage allocation for constants, simple variables, arrays, temporary storage.
Function  and  statement  procedures,  independent  block  structure,  and
dynamic storage allocation. (10 per cent.)
Object code for subscripted variables, storage mapping functions and dope vec-
tors. Compilation of sequencing statements. (5 per cent.)
Detailed  organization  of  a  simple  complete  compiler.  Symbol  tables.  Lexical
scan on input (recognizer), syntax scan (analyser), object code genera-
tors, operator and operand stacks, output subroutines, and error diagnos-
tics. (15 per cent.)
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Data types, transfer functions, mixed mode expression and statements. (5 per
cent . )
Subroutine and function compilation. Parameters passed by address, by name
and by value. Subroutines with side effects. Restrictions required for one
pass execution. Object code for transmission of parameters. Object code
for subroutine body. (15 per cent.)
Bootstrapping techniques. Discussion of a meta-compiler in its own language.
(5 per cent.)
Optimization techniques.  Frequency  analysis  of  use  of program  structures  to
determine most important features for optimization. (5 per cent.)
Expression optimisation. Identities involving minus signs, common subexpres-
sion evaluation and other techniques. Minimization of temporary storage.
(5 per cent.)
Optimization of loops. Typical loops coded several ways. Index register optimi-
zation in the innermost loop. Classification of loops for optimisation pur-
poses. Local optimisation (registers, subscripts, special operations). (15
per cent.)
Problems of global optimisation. Use of hardware features. Analysis of program
graphs.  Rearrangement  of  computation  to  do.  Factoring  of  invariant
subexpressions.  Object  code for  interfaces between  flow blocks. (5  per
c e n t . )
B i b l i o g r a p h y
AHO,  A.  V.;  ULLMAN,  J.  D.  Principles  of  Compiler  Design,  Reading,  Mass.,
A d d i s o n-We s l e y, 1986.
HOLUB, A.l. Compiler Design in C, Englewood Cliffs, NJ, Prentice-Hall, 1990.
W I RTH, N. Pascal-S, A Subset and its Implementation, in Pascal - the language
and its implementation. D. Barron, Ed. J. Wi l e y, 1981.
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6.6 COMPUTER GRAPHICS AND MULT I M E D I A
O b j e c t i v e s
To understand the concepts and techniques of computer graphics and multime-
dia; to develop practical experience in programming graphical and multimedia
a p p l i c a t i o n s .
P r e r e q u i s i t e s: Modules 4.5, 5.3.
Module Outline
This module gives an overview over the subject area of computer graphics. A
selection of topics may be made according to local needs. If facilities allow, a
significant part of the module can be devoted to practical work.
Module content
A selection can be made from the following topics (60 per cent):
Control  of  graphics  devices,  GKS and Phigs output primitives. Straight  lines:
Drawing,  clipping,  relative  moves  and  draws,  polyline.  Curved  lines:
Polygons,  circles,  parametrisation.  Recursion  in  graphics.  Interaction  in
graphics:  Locate  and  stroke,  menu  design.  Vectors  in  graphics:
Operations,  dot  product,  applications.  Ray  tracing.  Modelling  surfaces.
Transformation  of  pictures.  Colors  .  Hidden  surface  elimination.  T h r e e
dimensional viewing. Raster graphics. Computer Assisted Design. Vi r t u a l
r e a l i t y.
Practical work in programming graphical applications. (40 per cent.)
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B i b l i o g r a p h y
ANGEL, E. Computer graphics, A d d i s o n-We s l e y, Reading, Mass., 1990.
BURGER, P. and GILLIES, D. Interactive computer graphics, Functional, proce-
dural  and  device-level  methods,  A d d i s o n-We s l e y,  Reading,
Massachusetts, 1990
F O L E Y,  van  Dam,  FEINER  and  HUGHES  Computer  graphics,  Principles  and
practice, A d d i s o n-We s l e y, Reading, Massachusetts, 1990.
H I L L j r., F. S. Computer Graphics, Macmillan Publishing Company, New Yo r k ,
1 9 9 0 .
MIELKE, B. Integrated computer graphics, West Publishing Company, St. Paul,
MN, 1991.
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6.7 PERFORMANCE EVA L U AT I O N
O b j e c t i v e s
To  learn  how  to  apply  performance  estimation  methods  to  computer  system
models .
P r e r e q u i s i t e s: Modules 4.6, 4.7.
Module Outline
After introducing the concept of a model of a data-processing system, model-
building techniques are introduced. These models are used for optimising and
predicting the behaviour of a computer system in various environments in real
examples .
Module content
General  principles  of  model-building.  Specific  problems  of  computer-s y s t e m s
modelling. (5 per cent.)
Markovian queueing models. Markov processes. (20 per cent.)
Models  based  on  queueing.  Open  networks  of  queues.  Closed  networks  of
queues. (20 per cent.)
Discrete  simulation  models.  Simulation  programmes,  statistical  analysis  of
results, simulation of queueing networks. (20 per cent.)
Parameter measurement and estimation. (5 per cent.)
Case  studies.  Single  computer  versus  cluster  or network  evaluation.  (30  per
c e n t . )
B i b l i o g r a p h y
SAUER,  C.;  CHANDY,  M.  Computer  Systems  Performance  Modeling.
Englewood Cliffs, N.J., Prentice-Hall, 1981.
T R I V E D I , K. S., Probability and statistics with reliability, queueing and com-
puter  science  applications,  Englewood  Cliffs,  N.J.,  Prentice-H a l l ,
1 9 8 2 .
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6.8 DESIGN OF REAL-TIME SYSTEMS
O b j e c t i v e s
To give an understanding of concepts underlying real-time systems; to give an
understanding of design and implementation methods for real-time systems; to
give an understanding of the application of these methods in an example.
P r e r e q u i s i t e s : Modules 4.5, 4.8, 5.3.
Module Outline
The  module  discusses first  the  basics  of  time-critical control. The  interaction
with the physical world comes next with methods of designing and implementing
r e a l-time systems.
Module content
R e a l-Time issues. Time Handling, Objects, Adding time to objects.
Control of physical processes. Sensors, actuators, interfacing.
Design of real-time systems. System life cycle, requirements, design methods:
e v e n t-based, process based (Data Flow Diagrams and process specifica-
tion), Rate Monotonic A n a l y s i s .
Implementation of real-time systems. Hardware aspects: fault tolerance, redun-
dancy; software aspects real-time constructs, communication and paralle-
lism; language support; verification and validation, guaranteed response
t i m e s .
Example. Real-time operating system.
B i b l i o g r a p h y
B R I T TON,  K. H.  Specifying software  requirements  for  complex  systems:  new
techniques  and  their  application.  In:  Glass,  R.  L.,  Real-time  software,
P r e n t i c e-Hall, Englewood Cliffs, New Jersey, 1983.
CARR  J.  J.  Elements  of  microcomputer  interfacing,  Reston  Publishing
C o m p a n y, Reston, Virginia, 1984.
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H AT L E Y,  D.  J.,  PIRBHAI,  I.  A.  Strategies  for  real-time  system  specification,
Dorset House Publishing, New York, 1987.
LEINBAUCH,  D.  W.  Guaranteed  response  times  in  a  hard  real-time  environ-
ment. In: Glass, R. L., Real-time software, Prentice-Hall, Englewood Cliff s
New Jersey, 1983,
LEVI,  S-T.  and  A G R AWAK,  A.  K.  Real  time  systems  design,  McGraw-H i l l
Publishing Company, New York, 1990.
The  handbook  of  real-time  systems  analysis:  Based  on  the  principle of  Rate
Monotonic  Analysis,  Software  Engineering  Institute,  Carnegie-M e l l o n
U n i v e r s i t y, preliminary draft.
VAN TILBORG, A. M. and KOOB, G. M., Foundations of real-time computing,
Formal specification and methods, Kluwer Academic Publishers, Boston,
1 9 9 1 .
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OUTLINES OF CURRICULA
BASIC INFORMATICS CURRICULUM
This curriculum is based on the subject material that is basic for a general foun-
dation  in  informatics.  The  modules  included  here  are  required  for  the  other
sample curricula that are described in this book.
The Basic Informatics Curriculum can be used as a limited general purpose cur-
riculum.  For  example,  it  could  be  used  as  an  initial  program  when  faculty
resources are limited in terms of their formal education in informatics. As addi-
tional faculty expertise is developed, this basic curriculum could be expanded
by incorporating more advanced work.
Students who complete the Basic Informatics Curriculum should have a good
general  preparation  in  informatics,  but  they  might  not  have the  depth that  is
desired or required for entry into the computing profession. In many cases, the
additional  education  that  is  needed  could be  obtained  through experience  or
training provided by an employer.
Modules for the Basic Informatics Curriculum
1.1  Introduction to Informatics
1.2  Discrete Structures
Topics: elementary graphics, boolean algebra, sets, relations, and func-
tions .
2.1  Introduction to Computer Organization
2.2  Basic Theoretical Concepts
Topics: logic, complexity, efficiency and limits of computation.
2.3  Algorithms and Structured Programming
2.5  Numerical Methods I
Topics:  floating-point  arithmetic,  roundoff  error,  approximate  solutions
(with examples).
3.4  Structure of Programming Languages
I
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Topics:  languages  for  computation  paradigms  (procedural,  functional,
logic, object-o r i e n t e d ) .
3.5  Data Structures and A l g o r i t h m s
4.2  Introduction to Artificial Intelligence
4.3  Operating Systems and Computer Architecture I
Topics: memory systems, process coordination and synchronisation, sche-
duling, device management
4.6  Introduction to File Processing
4.8  Structured Analysis and Design
5.2  Computers and Society 5.4 Networking
6.3  Computer System Security
Topics: Basic security problems and countermeasures should be included
in other modules, such as 1.1, 4.3, and 5.4.
In addition, it is highly desirable that students participate in a substantial soft-
ware  implementation  project,  working  in  teams.  The  concepts  of  information
should also be included in one or more of the courses.
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G E N E R A L COMPUTER SCIENCE CURRICULUM
This curriculum, completed by the necessary courses in basic sciences, would
lead to a first university degree which, if it represents the culmination of a full
four  years  of  study,  would  be  equivalent  to  those  awarded  in  a  number  of
Western Countries.
In  addition  to  the  modules  in  the  Basic  Informatics  Curriculum,  the  General
Computer Science Curriculum includes (see illustration on opposite page):
2.2 Basic Theoretical Concepts (entire module)
2.5 Numerical Methods I (entire module)
3.1 Logic for Computer Science
3.2 Introduction to Computer Systems
3.3 Introduction to Digital Design and Microprocessors
3.4 Structure of Programming Languages (entire module)
4.5 Design and Analysis of Algorithms and any three of:
4.1 Mathematical Logic and Formal Semantics
4.4 Formal Languages and Automata T h e o r y
4.7 Computer Simulation and Modelling
5.1 Formal Specification and Ve r i f i c a t i o n
5.3 Operating Systems and Computer Architecture II
5.6 Database Design and Management
6.1 Computability and Computational Complexity
6.2 Artificial Intelligence and Knowledge based system
6.5 Compiler and Translator Design
6.6 Computer Graphics and Multimedia
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COMPUTER SYSTEMS ENGINEERING CURRICULUM
Because of the increasing cost of software compared to hardware, it appears
today that the training of efficient programmers requires much more than just
the teaching of a language. The emphasis is on programming methods (topdown
analysis,  stepwise  refinements  of  algorithms,  modularity  of  programs)  more
than  on  programming  languages.  It  is  now  considered  that  programs  written
hastily by professionals without a proper training in methodology have unbea-
rable add-on costs, owing to insufficient logical structure which makes debug-
ging, corrections, changes, etc., lengthy and difficult processes.
A computer systems engineer should be able to define and evaluate a project in
terms of required hardware, manpower, delays, cost and efficiency and to mana-
ge a project from beginning to end.
For all the modules related to software, extensive lab work in programming has
to be given, either as homework or as team projects under the supervision of
members of the teaching staff .
This curriculum includes the modules of the Basic Informatics Curriculum, plus
the following modules.
1.3 Linear A l g e b r a
1.4 Calculus
2.4 Probability and Statistics
3.2 Introduction to Computer Systems
3.3 Introduction to Digital Design and Microprocessors
5.3 Operating Systems and Computer Architecture II
5.7 Information System Analysis and Design
5.8 Software Project management
6.7 Performance Evaluation
In addition, elective courses should be offered, and a major design and imple-
mentation project is to be included. 
Recommended elective: 4.7 Computer Simulation and Modelling.
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S O F T WARE ENGINEERING CURRICULUM
The Software Engineering Curriculum is intended to prepare students for gene-
ral large-scale software development, including computer systems software and
management  information  systems  software.  In  addition  to  the  modules in the
Basic  Informatics  Curriculum,  the  modules  included  for  the  Software
Engineering Curriculum are:
2.4 Probability and Statistics
4.7 Computer Simulation and Modelling
5.7 Information System Analysis and Design
5.8 Software Project Management
6.3 Computer System Security
6.7 Performance and Evaluation
6.8 Design of Real-time systems
At least one of:
5.3 Operating Systems and Computer Architecture II
5.6 Database Design and Management
6.2 Artificial Intelligence and Knowledge Based Systems
6.5 Compilers and Translator Design
In addition, a major design and implementation project, with the students wor-
king in teams, is included.
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D ATA PROCESSING CURRICULUM
The requirements for the Data Processing Curriculum are a subset of the requi-
rements  for  the  Information  Systems  Engineering  Curriculum.  In  the  Data
Processing Curriculum, the  emphasis is  on producing an entry-level software
developer  for  business  information  systems  using  a  limited  set  of  computing
courses .
Relative to the Basic Informatics Curriculum, the Data Processing Curriculum
does not include:
2.5 Numerical Methods I
4.3 Operating Systems and Computer Architecture I
and the following modules are only partially included as indicated:
2.1 Introduction to Computer Organization
2.3 Algorithms and Structured Programming
3.5 Data Structures and A l g o r i t h m s
5.6 Database Design and Management
5.8 Software Project Management
A complement of management courses  which do  not belong in a modular
curriculum for computer science, should provide basic notions about orga-
nisations, their economics and finances and the use of computers in such
o r g a n i s a t i o n s .
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I N F O R M ATION SYSTEMS ENGINEERING CURRICULUM
In addition to the modules listed below, the curriculum of Information Systems
Engineers should include courses on Organizations, Economics and Finances
and the Use of Computers in Organizations.
For the informatics part, the Basic Informatics Curriculum should be enriched
with the modules listed below and as much linear algebra and calculus as nee-
ded to follow probability and statistics and numerical methods I and 11 .
2.4 Probability and Statistics
3.2 Introduction to Computer Systems
3.8 Numerical Methods II
4.2 Introduction to Artificial Intelligence
4.6 Introduction to File Processing
4.7 Computer Simulation and Modelling
5.6 Database Design and Management
5.7 Information System Analysis and Design
5.8 Software Project Management
Advanced electives:
6.3 Computer System Security
6.4 Computing Services Management
6.7 Performance and Evaluation
6.8 Design of Real-time Systems
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