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Eine der größten Herausforderungen der nahen Zukunft ist eine nachhaltige 
Energieversorgung.[7] Derzeit stellen Kohlenstoff-basierte Energieträger den Hauptanteil der 
Energieversorgung, diese haben aber einige Nachteile. Zum einen sind die Vorräte begrenzt 
und es wird davon ausgegangen, dass die Fördermengen von Erdöl und Erdgas in den nächsten 
Jahrzehnten ihr Maximum erreichen und danach zurückgehen werden.[8] Weiterhin wird bei 
deren Verbrennung Kohlenstoffdioxid erzeugt, das als Hauptverursacher der globalen 
Erwärmung gilt.[7] Zusätzlich ist der Abbau häufig umweltschädlich, insbesondere bei schwer 
zugänglichen Quellen. Auch aus politischer Sicht ist für viele Nationen eine geringere 
Abhängigkeit vom Import dieser Energierohstoffe wünschenswert.[7] Stattdessen sollen in 
Zukunft vermehrt erneuerbare Energien, wie beispielsweise Windkraft und Photovoltaik zum 
Einsatz kommen.[7] Diese Energieträger sind in ausreichender Menge vorhanden. Allein die 
globale Sonneneinstrahlung einer Stunde reicht, um den globalen Energiebedarf eines Jahres 
zu decken.[8] Weiterhin hat diese Energiegewinnung praktisch keine nachteiligen 
Auswirkungen auf Umwelt und Klima. 
Bereits 2010 hat die damalige Bundesregierung beschlossen, die Treibhausgasemissionen bis 
2050 um 80-95% gegenüber dem Wert von 1990 zu senken.[9] Dies soll unter anderem durch 
einen Ausbau der erneuerbaren Energien auf 80% der Stromerzeugung erreicht werden.[9] 
Zusätzlich sollen bis 2030 sechs Millionen Elektrofahrzeuge im Einsatz sein.[9] Auch global 
gibt es einen starken Trend hin zu erneuerbarer Energiegewinnung.[7] Da zwei Drittel der 
globalen Treibhausgasemissionen aus der Energiegewinnung stammen, ist das Pariser 
Klimaschutzabkommen im Wesentlichen ein Energieabkommen.[7] Bis 2040 sollen die 
erneuerbaren Energien 60% des globalen Bedarfs decken.[7] 
Ein wesentliches Problem bei erneuerbaren Energien ist, dass die Gewinnung häufig an anderen 
Orten und zu anderen Zeiten als der Verbrauch erfolgt.[8] Daher muss diese Energie gespeichert 
werden. Insbesondere zum kurz- und mittelfristigen Lastausgleich sind elektrochemische 
Energiespeicher wie Batterien und Superkondensatoren geeignet.[8] Lithium-Ionen-Batterien 




haben seit ihrer kommerziellen Einführung 1991 schon zu riesigen Fortschritten in mobilen 
Elektrogeräten geführt.[10] Neben stationärer Energiespeicherung sollen sie in Zukunft auch 
vermehrt in Elektroautos eingesetzt werden.[10] Um dem zukünftigen Bedarf gerecht zu werden, 
müssen Batterien einige Anforderungen erfüllen. Sie müssen günstig, zuverlässig, sicher und 
langlebig sein. Insbesondere für den Einsatz in Autos müssen sie zusätzlich eine hohe 
Energiedichte sowie schnelle Lade- und Entladezeiten aufweisen. Abbildung 1 zeigt das 
generelle Funktionsprinzip einer Lithium-Ionen-Batterie. 
 
 
Abbildung 1: Schematische Darstellung der Funktionsweise einer Lithium-Ionen-Batterie. 
Abbildung modifiziert aus [11]. 
 
Im geladenen Zustand ist Lithium in der Anode (hier Graphit) interkaliert. Dies ist energetisch 
ungünstiger als wenn das Lithium in der Kathode (hier Lithiumcobaltoxid LiCoO2) eingelagert 
ist. Der Elektrolyt kann die Li+-Ionen, nicht aber die zugehörigen Elektronen von der Anode 
zur Kathode transportieren. Werden Anode und Kathode über ihre Stromabnehmer elektrisch 
miteinander verbunden, können die Elektronen auf diesem Weg transportiert und die Batterie 
entladen werden. Die dabei freiwerdende Energie kann in Form von elektrischem Strom genutzt 
werden. Beim Laden wird von außen eine Spannung an die Stromabnehmer angelegt, die die 
Elektronen zur Anode zwingt. Die Li+-Ionen bewegen sich entsprechend durch den Elektrolyten 
zur Anode. 
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Bei der Entwicklung von Batterien gibt es einige Herausforderungen. Die Elektroden haben im 
geladenen Zustand deutlich unterschiedliche elektrische Potentiale, die der Batteriespannung 
entsprechen. Die eingesetzten Elektrolyte sind gegenüber mindestens einer der Elektroden 
elektrochemisch instabil und werden an deren Oberfläche zersetzt.[10][12] Idealerweise bildet 
sich hierbei eine Grenzschicht aus, die für Li+-Ionen weiterhin durchlässig ist, aber Elektronen 
blockiert und damit eine weitere Zersetzung des Elektrolyten verhindert.[12] Weiterhin muss ein 
schneller Li+-Transport im Elektrolyten und den Elektroden sowie ein schneller 
Elektronentransport in den Elektroden gewährleistet werden.[13] Ein zusätzliches Problem ist, 
dass die Elektroden bei der Interkalation ihr Volumen ändern, was zu mechanischen 
Spannungen führt und die Elektroden beschädigen kann.[12][14] 
Wichtige Fortschritte konnten durch den Einsatz nanostrukturierter Elektrodenmaterialien 
erzielt werden. In kleineren Kristalliten sind die Transportwege kürzer und die mechanischen 
Spannungen durch Volumenänderungen bei der Interkalation können besser aufgefangen 
werden.[13] Um die Eigenschaften dieser Materialien besser verstehen zu können, müssen diese 
mit einer Ortsauflösung im Nanometerbereich gemessen werden.[15] Auch andere Prozesse wie 
die Ausbildung von Grenzschichten, Schäden durch mechanische Spannungen, 
Phasentransformationen und Dendritenwachstum werden von Materialeigenschaften auf der 
Nanoskala gesteuert.[14][16] 
Eine Methode, um Ionentransport und andere elektrochemische Eigenschaften mit 
hervorragender Ortsauflösung messen zu können, ist die elektrochemische 
Verformungsmikroskopie, siehe Abbildung 2. Bei dieser Methode wird eine sehr feine Spitze 
mit einem Radius von ca. 10-100 nm über die Probe bewegt und eine Wechselspannung 
zwischen der Spitze und der Probe angelegt.[15] Dies führt zu periodischen 
Lithiumumverteilungen in der Probe und damit zu einer periodischen Volumenänderung. Diese 
regt den Federbalken, an dem die Spitze hängt, zum Schwingen an und diese Schwingung wird 
gemessen. Die Schwingung wird durch die Resonanz des Federbalkens verstärkt, sodass die 
Bewegung sehr weniger Li+-Ionen verfolgt werden kann.[15] 
 





Abbildung 2: Schematische Darstellung des Messprinzips in der elektrochemischen 
Verformungsmikroskopie. 
 
Die elektrochemische Verformungsmikroskopie wurde 2010 entwickelt und ist damit eine 
relativ neue Methode.[15] Die genaue Signalerzeugung ist sehr komplex und Gegenstand 
aktueller Forschung.[15][17][18][19][20] So können neben der Probenverformung auch 
elektrostatische Kräfte auf die Spitze und den Federbalken zum gemessenen Signal beitragen. 
Diese Dissertation beschäftigt sich mit der Dynamik der Federbalkenschwingung und den sich 
daraus ergebenden Möglichkeiten zur Quantifizierung des Messsignals und zur Unterscheidung 
der verschiedenen Signalbeiträge. 
Die Dynamik der Federbalkenschwingung, insbesondere in der Kontaktresonanz, ist auch für 
andere Methoden relevant. Die Piezoantwort-Rasterkraftmikroskopie ist experimentell 
identisch mit der elektrochemischen Verformungsmikroskopie, allerdings wird die 
Probenverformung hier durch den inversen piezoelektrischen Effekt erzeugt.[21] Mit dieser 
Methode können Ferroelektrika untersucht werden, die beispielsweise in der Datenspeicherung 
und Messtechnik eingesetzt werden.[22][23] Die Datenspeicherkapazitäten von Computern haben 
sich über die letzten Jahrzehnte etwa alle 18 Monate verdoppelt, was im Wesentlichen auf die 
Miniaturisierung in der Halbleitertechnik zurückzuführen ist.[13] Entscheidend hierfür war die 
Entwicklung von Messmethoden zum Verständnis der Prozesse auf der Mikroskala.[14][24] Da 
die Halbleitertechnik inzwischen an ihre physikalischen Grenzen stößt, werden in Zukunft 
andere Materialien wie Ferroelektrika benötigt, die noch kompaktere Datenspeicherung 
erlauben.[23] Genau wie in der Halbleitertechnik und der Batterieforschung wird der 
entscheidende Schritt sein, Messmethoden zu entwickeln, mit denen diese Materialien mit 
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möglichst guter Ortsauflösung quantitativ charakterisiert werden können.[23] Dies gilt auch für 
viele andere Bereiche wie Bioelektronik, Katalyse, Korrosion, Funktionsmaterialien und 
Sensorik.[22][25] Entsprechend werden Rastersondenmikroskopie-Methoden immer mehr 
eingesetzt, wobei beispielsweise die akustische Rasterkraftmikroskopie,[26] die 
piezomagnetische Rasterkraftmikroskopie[27] und die thermo-ionische 
Rasterkraftmikroskopie[28] ebenfalls die Kontaktresonanz ausnutzen und die in dieser 
Dissertation erhaltenen Ergebnisse verwenden können. 
 
 
1.2 Grundlagen der Rastersondenmikroskopie 
 
Unter dem Begriff Rastersondenmikroskopie werden mehrere Methoden zur Abbildung von 
Oberflächen zusammengefasst. Bei diesen Methoden wird eine feine Spitze, die an einem 
Federbalken hängt, in einem Raster über eine Probe bewegt, siehe Abbildung 3. 
 
 
Abbildung 3: Prinzip der topographischen Abbildung in der Rastersondenmikroskopie. 
 
Die erste dieser Methoden war die Rastertunnelmikroskopie, die im Jahre 1981 entwickelt 
wurde.[29] Hierbei wird ein Tunnelstrom zwischen Spitze und Probe gemessen. Dieser 
Tunnelstrom ist extrem kurzreichweitig und stark abstandsabhängig.[29] Die Höhe der Spitze 
wird beim Rastern so geregelt, dass ein konstanter Tunnelstrom gemessen wird, was einem 
konstanten Abstand zwischen Spitze und Probe entspricht. Dadurch folgt die Bewegung der 
Spitze dem Oberflächenprofil und die Topographie der Probe wird abgebildet.[30] Durch die 
extrem kurze Reichweite des Tunnelstroms wurde direkt eine Abbildung mit atomarer 
Auflösung erreicht. Auf diese Weise konnte die 7x7-Rekonstruktion der Si(111)-Oberfläche 




nachgewiesen werden, was zu diesem Zeitpunkt eine viel diskutierte Fragestellung war.[31] Für 
die Entwicklung der Rastertunnelmikroskopie wurde Gerd Binnig und Heinrich Rohrer bereits 
1986 der Nobelpreis in Physik verliehen (gemeinsam mit Ernst Ruska für die 
Elektronenmikroskopie). 
Ein Nachteil der Rastertunnelmikroskopie ist, dass diese nur bei elektrisch leitfähigen Proben 
eingesetzt werden kann. Daher wird häufiger die Rasterkraftmikroskopie (atomic force 
microscopy, AFM) verwendet, die auf atomaren Kräften zwischen Spitze und Probe basiert.[32] 
Diese Kräfte führen zu einer Verbiegung des Federbalkens, was meist über die Ablenkung eines 
Laserstrahls von der Rückseite des Federbalkens detektiert wird.[33] Je nachdem, in welchem 
Winkel der Laserstrahl reflektiert wird, fällt er zu unterschiedlichen Anteilen auf die oberen 
und unteren Bereiche einer 4-teiligen Photodiode. Die Differenz dieser Bereiche ist das 
Messsignal und direkt proportional zur Durchbiegung des Federbalkens. Wie diese 
Durchbiegung vom Abstand zwischen Federbalken und Probe abhängt, ist in Abbildung 4 
anhand einer Kraft-Abstands-Kurve dargestellt. 
 
 
Abbildung 4: Durchbiegung als Funktion des Abstands zwischen Federbalken und Probe 
während einer Kraft-Abstands-Kurve. Rot: Annäherung der Spitze, blau: Zurückziehen der 
Spitze. 
 
Bei großen Abständen (1) wirken praktisch keine Kräfte auf den Federbalken. Wird die Spitze 
nun an die Probe angenähert, wirken zunächst attraktive Van-der-Waals-Kräfte und 
elektrostatische Kräfte.[33] Der Federbalken biegt sich immer mehr durch, wodurch sich die 
Spitze weiter an die Probe annähert, was die attraktiven Kräfte noch verstärkt. Bei einem 
kritischen Abstand (2) führt dies dazu, dass die Spitze schlagartig in Kontakt mit der Probe 
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springt. Im Kontakt wirken in Gegenwart von Wasser zusätzlich attraktive Kapillarkräfte. Da 
die Probe nur begrenzt verformbar ist, führt eine weitere Annäherung zu einer positiven 
Durchbiegung des Federbalkens (linearer Anstieg um Punkt 3). Die Steigung des 
Durchbiegungssignals als Funktion des Abstands ist die statische Sensitivität des Federbalkens, 
die auf diese Weise ermittelt wird. Wird der Federbalken nun wieder zurückgezogen, bleibt die 
Spitze zunächst in Kontakt mit der Probe, da die attraktiven Kräfte im Kontakt sehr stark sind. 
Erst wenn diese nicht mehr ausreichen, um den Federbalken durchzubiegen, reißt der Kontakt 
schlagartig ab (4). Im Bereich zwischen den Punkten (2) und (4) ist das System daher 
bistabil.[33] 
Bei AFM-Messungen im Kontaktmodus wird die Durchbiegung des Federbalkens konstant 
gehalten, beispielsweise bei Punkt (3) in Abbildung 4.  Dies entspricht einer konstanten 
Auflagekraft, daher bildet die Bewegung der Spitze die Topographie der Probe ab. Bei 
dynamischen AFM-Messungen wird der Federbalken leicht oberhalb der Probe in Schwingung 
versetzt. Durch Kräfte zwischen Spitze und Probe, beispielsweise bei wiederholtem Auftippen 
der Spitze, ändern sich die Schwingungsamplitude und Schwingungsfrequenz. Indem eine 
dieser beiden Größen konstant gehalten wird, kann auch hier ein konstanter Abstand zwischen 
Spitze und Probe eingestellt werden.[34] 
Die Rasterkraftmikroskopie hat häufig eine schlechtere Auflösung als die 
Rastertunnelmikroskopie, aber immer noch eine deutlich bessere Auflösung als die optische 
Mikroskopie. Weiterhin sind AFM-basierte Methoden extrem vielseitig, da parallel zur 
Topographie auch mechanische, elektrische, magnetische, chemische und spektroskopische 
Eigenschaften der Probe gemessen werden können. 
 
 
1.3 Rasterkraftmikroskopie in der Elektrochemie 
 
Die direkteste Anwendungsmöglichkeit der Rasterkraftmikroskopie in der Elektrochemie ist 
die topographische Abbildung von Elektroden und anderen Materialien. Durch AFM-
Messungen vor und nach elektrochemischen Prozessen, wie etwa Zyklisierungen, können 
Änderungen in der Morphologie oder die Ausbildung von Grenzschichten sichtbar gemacht 
werden. So ist es beispielsweise auch möglich, die Schichtdicke des Entladeprodukts 




Lithiumperoxid Li2O2 auf der Kathode einer Lithium-Sauerstoff-Batterie zu bestimmen und in 
Kombination mit Impedanzspektroskopie-Messungen den Ladungstransport durch diese 
Schicht aufzuklären.[6] Es können auch drei-dimensionale Grenzstrukturen von ionischen 
Flüssigkeiten an Festkörperelektroden abgebildet werden.[5] In geeigneten Messzellen können 
topographische Änderungen während einer elektrochemischen Umsetzung in-situ gemessen 
werden.[35] 
In vielen Fällen wird auch die AFM-Spitze selbst als Elektrode verwendet. Wird eine Spannung 
zwischen Spitze und Probe angelegt und der Strom gemessen, kann eine lokale Leitfähigkeit 
der Probe bestimmt werden.[36] Hierzu wird normalerweise eine Wechselspannung angelegt, 
um die Probe nicht zu verändern. Es muss aber beachtet werden, dass die gemessene 
Leitfähigkeit nicht nur von der spezifischen Leitfähigkeit der Probe abhängt, sondern auch von 
der Leitfähigkeit der Spitze und insbesondere von der Geometrie des Kontakts zwischen Spitze 
und Probe.[37] Um in solchen Messungen eine definierte Kontaktfläche zu erhalten, können mit 
der AFM-Spitze gezielt Metallpartikel auf Ionenleitern erzeugt werden.[38] Die Erzeugung der 
Metallpartikel selbst hängt von der Probe ab und kann daher auch direkt zur Charakterisierung 
verwendet werden, insbesondere wenn der gemessene Faradaysche Strom mit der Änderung 
der Topographie korreliert wird.[39] Auf Gemischtleitern führt das Anlegen einer Spannung zu 
einer Änderung der lokalen Zusammensetzung, was über eine Änderung des Widerstands 
verfolgt werden kann. So ist es möglich, gezielt Domänen mit bestimmten Widerständen zu 
erzeugen.[40][41] 
Neben einem Strom können auch elektrostatische Kräfte gemessen werden. Die elektrostatische 
Kraft 𝐹𝐸𝑆 auf den Federbalken und die Spitze ist durch den Kapazitätsgradienten 
d𝐶
d𝑧
 und das 







∗ ∆𝑉2 (1) 
Die Potentialdifferenz zwischen Federbalken/Spitze und Probe ist die Summe aus einer 
angelegten Gleichspannung 𝑉𝐷𝐶, einer angelegten Wechselspannung mit Amplitude 𝑉𝐴𝐶 und 
Kreisfrequenz 𝜔 sowie dem Oberflächenpotential der Probe 𝑉𝑠𝑢𝑟𝑓: 
 ∆𝑉 = 𝑉𝐷𝐶 + 𝑉𝐴𝐶 ∗ cos(𝜔𝑡) − 𝑉𝑠𝑢𝑟𝑓 (2) 
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Das Signal ist entsprechend von der Zeit 𝑡 abhängig und hat eine Frequenz 𝑓 von 
𝜔
2𝜋
. Wird die 
Schwingung bei der  Kreisfrequenz 𝜔 gemessen, so ist die Kraft 𝐹𝐸𝑆(𝜔) proportional zum 




∗ (𝑉𝐷𝐶 − 𝑉𝑠𝑢𝑟𝑓) ∗ 𝑉𝐴𝐶 ∗ cos(𝜔𝑡) (3) 
Dieser Zusammenhang wird bei der Rasterkelvinmikroskopie ausgenutzt, um das 
Oberflächenpotential zu bestimmen.[42] Bei dieser Methode wird die Spitze etwa 10-100 nm 
oberhalb der Probe platziert.[43][44][45] An den Federbalken wird eine Wechselspannung bei 
seiner Resonanzfrequenz angelegt, wodurch er durch elektrostatische Kräfte zum Schwingen 
angeregt wird. Nun wird 𝑉𝐷𝐶 so variiert, dass das Signal minimal wird, also 𝑉𝐷𝐶 = 𝑉𝑠𝑢𝑟𝑓 gilt. 
Die angelegte Gleichspannung gibt dann direkt das lokale Oberflächenpotential der Probe. 
Eine weitere Methode ist die elektrostatische Kraftspektroskopie in der Zeitdomäne.[46][47] 
Hierbei wird die Spitze einige nm oberhalb eines Ionenleiters platziert und eine Spannung 
angelegt, wodurch sich in der Probe direkt unterhalb der Spitze eine Doppelschicht ausbildet. 
Die Bildung der Doppelschicht und die dadurch erzeugte Änderung der elektrostatischen Kraft 
werden über die Änderung der Resonanzfrequenz des Federbalkens verfolgt. Über die 
Zeitkonstante dieses Prozesses kann anschließend die lokale Leitfähigkeit bestimmt 
werden.[46][47] 
Neben dem Strom und elektrostatischen Kräften kann auch eine Probenverformung gemessen 
werden. Dies wurde zuerst für piezoelektrische Materialien durchgeführt, die sich bei Anlegen 
einer Spannung aufgrund des inversen piezoelektrischen Effekts verformen.[21] Die Spitze wird 
in Kontakt mit der Probe gebracht und es wird eine Wechselspannung angelegt, wodurch sich 
die Probenoberfläche periodisch verformt. Diese Verformung regt den Federbalken zum 
Schwingen an, was als dynamisches Signal zusätzlich zur statischen Durchbiegung detektiert 
wird. Durch Messung bei der Kontaktresonanzfrequenz des Federbalkens kann das Signal 
zusätzlich verstärkt werden. In der elektrochemischen Verformungsmikroskopie wird die 
Probenverformung durch eine Änderung der lokalen Materialzusammensetzung erzeugt. 
Entsprechend können direkt Informationen über die lokale chemische Diffusion mit 
hervorragender Auflösung erhalten werden. Die entstehende Probenverformung ist nur wenige 
pm groß, kann aber dank der Resonanzverstärkung gemessen werden.[15] Bei einer weiteren 
Methode, der thermo-ionischen Rasterkraftmikroskopie, wird keine Wechselspannung an die 
Spitze angelegt, sondern die Spitze wird periodisch geheizt.[28] Die Temperaturänderung 




erzeugt Spannungen im Material, die zu einer Ionenbewegung führen. Die daraus resultierende 
Probenverformung wird auch hier gemessen. Um die Verformung durch Ionenbewegung von 
der Verformung durch die Temperaturänderung zu unterscheiden, wird die Balkenschwingung 
bei verschiedenen Vielfachen der Anregungsfrequenz gemessen.  
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In der elektrochemischen Verformungsmikroskopie (electrochemical strain microscopy, ESM) 
wird an die AFM-Spitze eine Wechselspannung mit der Kreisfrequenz 𝜔 angelegt. Dies führt 
zu periodischen Konzentrationsänderungen in der Probe unterhalb der Spitze. Damit ändert sich 
auch das molare Volumen der Probe, was zu einer Probenverformung führt.[15] Diese 
Verformung wird als Vegard-Verformung bezeichnet und in der Regel ebenfalls bei der 
Kreisfrequenz 𝜔 gemessen. Der Vegard-Koeffizient 𝛽 beschreibt die Änderung eines 









Allgemein kann 𝛽 als effektive und empirische Größe benutzt werden. Die Änderung der 
Gitterparameter, oder allgemein des molaren Volumens, führt zu Verspannungen und 
Verformungen im Material.[49] Gemessen wird hierbei die Auslenkung der Probe direkt 
unterhalb der Spitze.[15] Entscheidend sind hierfür die Materialeigenschaften und der 
Transportprozess. Zunächst muss zwischen einem Ionen-durchlässigen und einem Ionen-
blockierenden Kontakt unterschieden werden.[48] Die AFM-Spitze selbst ist Ionen-blockierend, 
allerdings bildet sich bei Messungen an Luft ein Wassermeniskus aus, der als Ionenreservoir 
dient, womit der Kontakt bis zu einem gewissen Grad Ionen-durchlässig wird, siehe Abbildung 
5. 
 





Abbildung 5: Darstellung des Kontakts zwischen Spitze und Probe. a) Ionen-blockierender 
Kontakt, b) Ionen-durchlässiger Kontakt durch Ausbildung eines Wassermeniskus. Abbildung 
modifiziert aus [48]. 
 
Ist der Kontakt Ionen-blockierend, fällt die Spannung in der Probe ab und führt dort zu 
Ionentransport durch Migration und Diffusion.[49] Hierbei ist zu beachten, dass ein Teil der 
Spannung auch durch Kontaktwiderstände direkt im Kontakt abfallen kann. In der Literatur 
wird häufiger der Fall diskutiert, dass ein Ionen-durchlässiger Kontakt vorliegt.[15] Die 
angelegte Wechselspannung fällt im Kontakt ab und führt dazu, dass sich die 
Lithiumkonzentration in der Probe direkt unterhalb der Spitze ändert. Die Ionen werden hierbei 
zwischen Probe und Wassermeniskus, die zugehörigen Elektronen zwischen Probe und Spitze 
ausgetauscht. Es muss beachtet werden, dass die chemische Kapazität des Wassermeniskus sehr 
gering ist, weshalb hiermit nur kleine periodische Schwankungen des Lithiumgehalts erklärt 
werden können, nicht jedoch langreichweitige Diffusion. Die veränderte Lithiumkonzentration 
in der Probe unterhalb der Spitze führt zu chemischer Lithiumdiffusion im Material. Ist die 
elektronische Leitfähigkeit der Probe deutlich höher als die ionische, ist diese Diffusion durch 
den Diffusionskoeffizienten 𝐷 der Ionen limitiert. Für diesen diffusionskontrollierten Fall mit 
definierter Konzentration unterhalb der Spitze ergibt sich folgender Ausdruck für die 
Probenverformung 𝑢 unterhalb der Spitze:[15] 
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Hier ist 𝜈 die Poissonzahl der Probe und 𝜂𝑢 ein phänomenologischer Austauschkoeffizient, der 
den linearen Zusammenhang zwischen angelegtem Feld und chemischem Potential 
beschreibt.[15][48] 
Es muss beachtet werden, dass es sich hier um theoretische Betrachtungen handelt, die unter 
anderem auf linearen Näherungen und Kontinuumsmodellen basieren.[48][49] Die linearen 
Näherungen sind allerdings bei den oft recht hohen angelegten Spannungen nicht mehr gültig. 
Zusätzlich können bei der sehr hohen Messfrequenz oft keine Reaktionen mehr stattfinden.[15] 
Auch die Transportwege werden sehr kurz und die Kontinuumsmodelle sind vermutlich nicht 
mehr gültig.[48] In der Literatur wird daher noch diskutiert, wie genau Reaktion, Diffusion und 
Migration zu einer Materialverformung führen.[17]  
 
Neben der beschriebenen Vegard-Verformung gibt es auch noch andere Mechanismen, wie eine 
Spannung eine Materialverformung erzeugt. Analog zur Ionenkonzentration führt auch eine 
Änderung in der Elektronendichte zu einer Änderung der Gitterkonstante. Dieser Effekt wird 
als Deformationspotential bezeichnet und ist normalerweise deutlich schwächer als die Vegard-
Verformung. 
Beim inversen piezoelektrischen Effekt ist die Verformung direkt proportional zur Spannung, 
was sich mit dem Piezo-Koeffizient 𝑝 beschreiben lässt:[18] 
 𝑢 = 𝑝 ∗ Δ𝑉 (6) 
Dieser Effekt tritt in Ferroelektrika und anderen piezoelektrischen Materialien auf und führt oft 
zu starken Materialverformungen. Voraussetzung ist ein permanentes Dipolmoment im 
Material, daher wird dies nie für inversionssymmetrische Materialien beobachtet. 
Beim flexoelektrischen Effekt ist die Spannung proportional zum Verformungsgradienten, 
ausgedrückt über den flexoelektrischen Koeffizienten 𝜇: 
 𝜇 ∗ ∇𝑢 = Δ𝑉 (7) 
Der flexoelektrische Effekt ist normalerweise deutlich schwächer als die Vegard-Verformung. 
Im diffusionslimitierten Fall zeigt er eine Spannungsabhängigkeit analog zur Vegard-
Verformung. Daher ist der flexoelektrische Effekt in experimentell bestimmten effektiven 
Vegard-Koeffizienten vermutlich bereits enthalten.[18] 




Ein letzter Beitrag ist die Elektrostriktion. Hier ist die Verformung proportional zum Quadrat 
der Spannung, beschrieben über einen effektiven Elektrostriktionskoeffizienten 𝛾𝐸𝑆: 
 𝑢 = 𝛾𝐸𝑆 ∗ Δ𝑉
2 (8) 
Dies ist mathematisch analog zur elektrostatischen Kraft. Für eine rein periodische Spannung 
(Δ𝑉 = 𝑉𝐴𝐶 ∗ cos(𝜔𝑡)) wird daher kein Signal bei der Kreisfrequenz 𝜔 erwartet. Durch eine 
Polarisation des Materials bei Anlegen einer Gleichspannung zusätzlich zur Wechselspannung 
kann allerdings auch bei 𝜔 ein Signalbeitrag durch Elektrostriktion entstehen. 
 
Die bisher beschriebenen Mechanismen führen zu einer Materialverformung der Probe, was 
den Federbalken zum Schwingen anregt. Diese Materialverformung ist grundsätzlich 
dreidimensional, bei isotropen Materialien allerdings rotationssymmetrisch und damit unter der 
Spitze nur vertikal. 
Neben diesen elektromechanischen Beiträgen wird der Federbalken allerdings auch durch 
elektrostatische Kräfte zum Schwingen angeregt, was ebenfalls zum gemessenen Signal 
beiträgt. Der allgemeine Ausdruck für die elektrostatische Kraft wurde bereits in Gleichung (2) 






























Der obere Term führt zu einer statischen Kraft, der mittlere Term regt eine Schwingung bei der 
Kreisfrequenz 𝜔 an (siehe auch Gleichung (3)) und der untere Term bei der Kreisfrequenz 2𝜔. 
Der Kapazitätsgradient hängt von der Geometrie der beteiligten Körper ab. Für einen 










Hier ist 𝜀0 die elektrische Feldkonstante, 𝜀𝑟 die relative Permittivität des Mediums, 𝐴𝐶  die 
Fläche und 𝑑 der Abstand. Mit dieser Überlegung kann die elektrostatische Kraft auf 
verschiedene Teile des Federbalkens abgeschätzt werden, wie in Abbildung 6 dargestellt. 





Abbildung 6: Elektrostatische Kräfte auf den Federbalken, den Kegel und die Spitze. 
 
Der Federbalken selbst hat eine sehr große Fläche, allerdings auch einen großen Abstand zur 
Probe. Elektrostatische Kräfte auf den Balken spielen prinzipiell eine wichtige Rolle und 
können aus geometrischen Überlegungen gut abgeschätzt werden. Die Spitze ist wesentlich 
kleiner, dafür ist der Abstand zur Probe deutlich geringer. Für sehr kleine Abstände wird dieser 
Beitrag häufig größer als die Kraft auf den Federbalken. Daher wird beispielsweise in der 
Rasterkelvinmikroskopie die Spitze möglichst nah an die Probe gebracht, um eine gute 
Ortsauflösung zu erhalten. Die elektrochemische Verformungsmikroskopie wird im 
Kontaktmodus durchgeführt. Als effektiver Abstand muss hier die Distanz betrachtet werden, 
über die die Spannung abfällt. Für einen Abstand von 0 wäre die Kraft sonst unendlich. Aus 
Simulationen kann allerdings erhalten werden, dass auch für einen endlichen effektiven 
Abstand im Kontakt nur die vordersten Teile der Spitze einen signifikanten Beitrag leisten.[20] 














Die elektrochemische Verformungsmikroskopie wird bei der Resonanzfrequenz des 
Federbalkens durchgeführt, um das Signal zu verstärken. Um die Anregungsstärke 
quantifizieren zu können, muss deren Beitrag von der Verstärkung unterschieden werden. Das 
Resonanzverhalten wird hierbei mit dem Modell des gedämpften harmonischen Oszillators 
(damped harmonic oscillator, DHO) beschrieben. In diesem Modell ist eine Punktmasse mit 
einem Körper über eine Feder und einen Dämpfer verbunden, siehe Abbildung 7. 
 
 
Abbildung 7: Modell des gedämpften harmonischen Oszillators zur Beschreibung der 
Resonanzverstärkung in der elektrochemischen Verformungsmikroskopie. 
 
Die Punktmasse 𝑚 entspricht der effektiv bewegten Masse des Federbalkens und der Spitze. 
Die Federkonstante 𝑘𝐷𝐻𝑂 beschreibt die Federkraft des Balkens und die Steifigkeit des 
Kontakts zwischen Spitze und Probe. Der Dämpfungskoeffizient 𝛾𝐷𝐻𝑂 entspricht der 
Dämpfung des Systems, welche normalerweise von der Kontaktdämpfung zwischen Spitze und 
Probe dominiert wird. Wird die Probe in eine Schwingung mit der Amplitude 𝐴𝑑𝑟 und Phase 
𝜑𝑑𝑟 versetzt, übt das eine Kraft 𝐹𝑑𝑟 auf die Punktmasse aus: 
 𝐹𝑑𝑟 = 𝑘𝐷𝐻𝑂 ∗ 𝐴𝑑𝑟 ∗ cos(𝜔𝑡 + 𝜑𝑑𝑟) (11) 
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= 𝐹𝑑𝑟 − 𝛾𝐷𝐻𝑂 ∗
d𝑧
d𝑡
− 𝑘𝐷𝐻𝑂 ∗ 𝑧 (12) 
Die Lösung dieser Gleichung kann über die Amplitude 𝐴 und die Phase 𝜑 der Auslenkung als 





















Die Verstärkung wird in diesen Gleichungen über die Resonanzfrequenz 𝑓𝑅𝑒𝑠 und den 












Somit hängt das Signal von den beiden Anregungsparametern 𝐴𝑑𝑟 und 𝜑𝑑𝑟 sowie den beiden 
Verstärkungsparametern 𝑓𝑅𝑒𝑠 und 𝑄 ab. Entsprechend müssen auch mindestens vier Größen 
gemessen werden, um das System vollständig zu charakterisieren. Hierzu wurden zwei 
Methoden entwickelt, die Bandanregung (band excitation, BE) und die Dualfrequenz-
Resonanzverfolgung (dual AC resonance tracking, DART). 
Bei der Bandanregung werden Amplitude und Phase als Funktion der Frequenz in einem 
definierten Frequenzband gemessen, siehe Abbildung 8. Zunächst wird das Frequenzband in 
der Frequenzdomäne definiert und anschließend mittels inverser Fourier-Transformation in 
einen Spannungspuls in der Zeitdomäne umgerechnet. Das Messsignal wird nun in der 
Zeitdomäne gemessen und durch Fourier-Transformation in die Frequenzdomäne überführt. 




Anschließend wird das Signal mit den Gleichungen (13) und (14) gefittet, wodurch die vier 




Abbildung 8: Messschema in der Bandanregung. Abbildung modifiziert aus [50]. 
 
Bei DART werden die Amplitude und die Phase bei jeweils zwei Frequenzen 𝑓1 und 𝑓2 
gemessen. Aus den vier Messgrößen werden dann die vier DHO-Parameter berechnet. Während 
der Messung kann sich die Resonanzfrequenz verschieben, wodurch sich auch die gemessenen 
Amplituden ändern. Die Differenz der gemessenen Amplituden wird genutzt, um die 
Messfrequenzen in Richtung der höheren Amplitude zu verschieben (Resonanzverfolgung), 
siehe Abbildung 9. So sollen die Messfrequenzen möglichst nah an der Resonanzfrequenz 
bleiben, um ein starkes Messsignal zu gewährleisten. 
 




Abbildung 9: Resonanzverfolgung in DART-Messungen. Verschiebt sich die 
Resonanzfrequenz 𝑓𝑅𝑒𝑠, ändern sich die gemessenen Amplituden bei den Messfrequenzen 𝑓1 
und 𝑓2. Die Messfrequenzen werden daraufhin in Richtung der höheren Amplitude 
verschoben. Abbildung modifiziert aus [51]. 
 
DART hat den Vorteil, dass die Anregung nur bei zwei Frequenzen stattfindet, wodurch das 
Signal leicht elektronisch verstärkt werden kann. Dadurch hat die Methode ein besseres Signal-
Rausch-Verhältnis als die Bandanregung. Andererseits werden die vier DHO-Parameter aus nur 
vier Messgrößen berechnet, weswegen die Messunsicherheit nicht abgeschätzt werden kann. 
Ein weiteres praktisches Problem besteht darin, dass sich die Resonanzfrequenz manchmal 
schlagartig ändert und das Messsystem die Anregungsfrequenzen nicht schnell genug 
nachregeln kann. Prinzipiell sind sowohl DART als auch BE geeignet, zwischen der 
tatsächlichen Anregung und der Signalverstärkung zu unterscheiden. Praktische Erwägungen 









2.3 Experimentelle Methoden 
 
Im einfachsten Fall kann eine Wechselspannung an die AFM-Spitze angelegt und die 
Schwingung des Federbalkens gemessen werden. Dies kann sowohl an einzelnen Punkten der 
Probe als auch in Form eines Scans erfolgen. Allerdings ist in vielen Fällen interessant, wie 
sich die Probe unter Anlegen einer Gleichspannung verändert und auf welchen Zeitskalen dies 
passiert. Eine häufig benutzte Spannungssequenz ist die Wechselspektroskopie (switching 
spectroscopy, SS). Hier wechseln sich Gleichspannungspulse, deren Amplitude variiert wird, 
mit Phasen ohne Gleichspannung ab, wie in Abbildung 10 gezeigt. Das gezeigte Pulsschema 
wird mehrmals hintereinander durchlaufen, um reproduzierbare Daten zu erhalten.[15] 
 
 
Abbildung 10: a) Pulsschema in der Wechselspektroskopie. Das gezeigte Pulsschema wird 
mehrfach durchlaufen. b) Realteil des ESM-Signals zwischen den Pulsen als Funktion der 
Gleichspannung während des vorangehenden Pulses. Beispielmessung aus [15] auf LiCoO2. 
 
Die Gleichspannungspulse führen zu chemischer Diffusion von Lithium im Material, wodurch 
sich die lokale Konzentration ändert.[15] Zwischen den Pulsen wird dann die ESM-Messung 
durchgeführt. Da hier keine Gleichspannung anliegt, wird davon ausgegangen, dass auch keine 
elektrostatischen Kräfte zum Signal beitragen.[15] Als Signal wird der Realteil 𝑅𝑒 des ESM-
Signals genutzt:[52] 
 𝑅𝑒 = 𝐴𝑑𝑟 ∗ cos(𝜑𝑑𝑟) (17) 
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Durch die Berücksichtigung der Phase zwischen Wechselspannung und Signal wird auch die 
Richtung der Schwingung mit einbezogen. Entspricht die Periodendauer des in Abbildung 10a 
gezeigten Pulsschemas in etwa der Zeitkonstante des Diffusionsprozesses, wird eine 
Zeitverzögerung zwischen der angelegten Gleichspannung und dem nach den Pulsen 
gemessenen Signal erhalten.[15] Bei einer Auftragung von 𝑅𝑒 als Funktion der vorangehenden 
Pulsamplitude ergibt sich so eine Hysteresekurve, siehe Abbildung 10b. Die Öffnung dieser 
Kurve hängt davon ab, wie sehr sich die Konzentration im Lauf der Pulssequenz ändert und 
wird daher oft als Maß für die lokale Ionenmobilität verwendet.[15] 
Bei einer weiteren viel genutzten Spannungssequenz wird die Gleichspannung linear zwischen 
einem Minimalwert und einem Maximalwert variiert, wobei einer oder beide Extremwerte 
schrittweise erhöht werden, siehe Abbildung 11. Diese Spannungsvariation wird im Englischen 
als first order reversal curve (FORC) bezeichnet. 
 
 
Abbildung 11: Beispiel einer linearen Spannungsvariation mit sich steigerndem Maximalwert 
zur Bestimmung der Spannungsabhängigkeit des ESM-Signals. Am Ende kann ein kurzer 
Puls mit umgekehrtem Vorzeichen angelegt werden, um die Probe nicht irreversibel zu 
verändern. 
 
Ist die Spannung nicht ausreichend, um bestimmte Reaktionen zu initiieren, ist das Signal 
während des Spannungsanstiegs und –abfalls identisch. Sobald diese Prozesse jedoch einsetzen 
und auf einer ähnlichen Zeitskala wie die Variation der Spannung ablaufen, wird auch hier eine 
Hysterese beobachtet, deren Öffnung sich mit der angelegten Spannung verändert. Auf diese 




Weise kann die kritische Spannung für die entsprechenden Prozesse bestimmt werden. Analog 
kann dies erreicht werden, wenn in der Wechselspektroskopie das Spannungsfenster sukzessive 
erhöht wird. Auch in diesem Fall wird erst ab einer kritischen Spannung eine Hysterese 
beobachtet.[53][54] 
Eine direktere Methode zur Untersuchung von Transportprozessen besteht darin, das ESM-
Signal nach Anlegen eines Spannungspulses als Funktion der Zeit zu messen.[55] Das Abklingen 
kann dann direkt mit exponentiellen oder gestreckt exponentiellen Funktionen gefittet werden, 
siehe Abbildung 12.[55] 
 
 
Abbildung 12: Beispiel der Relaxation des ESM-Signals auf Samarium-dotiertem Ceroxid 
nach Anlegen eines Gleichspannungspulses an zwei verschiedenen Stellen (A, B) der Probe. 
Abbildung modifiziert aus [56]. 
 
Mit den genannten Spannungssequenzen können mehrere Prozesse getrennt werden, die in 
verschiedenen Spannungsbereichen oder auf verschiedenen Zeitskalen ablaufen.[53] Diese 
Messungen können auch temperaturabhängig durchgeführt werden, was natürlich ebenso für 
einfache ESM-Scans gilt.[57][58] 
Die Messungen geben jedoch keine direkten Informationen über die Signalerzeugung. So 
können neben der Probenverformung auch elektrostatische Kräfte zum gemessenen Signal 
beitragen. Beispielsweise wurden Hysteresekurven auch in Wechselspektroskopie-Messungen 
auf reinen Ionenleitern gemessen.[54][59][60] Da diese Materialien elektronische Isolatoren sind, 
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würde eine Änderung der Ionenkonzentration die Ladungsneutralität verletzen. Daher kann hier 
auch keine Vegard-Verformung vorliegen. Andererseits relaxiert nach Abschalten eines 
Spannungspulses die Doppelschicht und damit auch das Oberflächenpotential und die 
elektrostatische Kraft.[46][47][54] Findet diese Doppelschichtrelaxation auf der Zeitskala des 
angelegten Pulsschemas statt, wird also auch hier eine rein elektrostatische Hysterese 
beobachtet. Dieser Effekt ist nicht auf reine Ionenleiter beschränkt und kann auch zum 
gemessenen Signal auf Gemischtleitern beitragen. 
In der Literatur wird häufig versucht, elektrostatische Kräfte zu unterdrücken. Ein Ansatz, um 
elektrostatische Kräfte auf den Balken zu minimieren, ist am Rand der Probe zu messen, so 
dass der Balken sich neben der Probe befindet.[61][62] Eine andere Möglichkeit besteht darin, die 
Sensitivität des Balkens gegenüber der elektrostatischen Anregung zu minimieren. Hierzu 
werden bevorzugt kurze, steife Federbalken eingesetzt.[63][64] Diese sollten zusätzlich eine lange 
Spitze haben, um möglichst weit von der Probe entfernt zu sein. Diese Ansätze reduzieren 
allerdings nur die elektrostatischen Kräfte auf den Federbalken und nicht auf die AFM-Spitze. 
Ein generellerer Ansatz wäre die Vermeidung von Potentialdifferenzen, so dass 𝑉𝐷𝐶 − 𝑉𝑠𝑢𝑟𝑓 = 0 
gilt. Hierzu kann das Oberflächenpotential mit der Rasterkelvinmikroskopie gemessen und die 
Gleichspannung auf den entsprechenden Wert eingestellt werden. Allerdings kann sich das 
Oberflächenpotential während der Messung ändern, insbesondere wenn wie oben beschrieben 
Gleichspannungspulse angelegt werden. 
Um den Einfluss elektrostatischer Kräfte besser zu verstehen, können diese in 
Wechselspektroskopie-Messungen gezielt gemessen werden, auch während die 
Spannungspulse anliegen.[52][65][66] Ein weiterer Ansatz zur Messung elektrostatischer Kräfte 
besteht darin, die Schwingung bei der doppelten Anregungsfrequenz (2𝜔) zu messen. Praktisch 
gesehen wird hierbei die Anregungsfrequenz auf die Hälfte reduziert, damit die Schwingung 
bei der Resonanzfrequenz gemessen werden kann. Gemäß dem unteren Term in Gleichung (9) 
sollten elektrostatische Kräfte hier ein Messsignal erzeugen. Es muss allerdings beachtet 
werden, dass auch Elektrostriktion zum Signal bei der doppelten Anregungsfrequenz beitragen 
kann.[67][68] Durch solche Untersuchungen wird meist versucht, den Einfluss elektrostatischer 
Kräfte auf das Messsignal abzuschätzen und so zuverlässigere Informationen über die 
Probenverformung zu erhalten. Der Ansatz, elektrostatische Kräfte gezielt als Messsignal zu 
verwenden, ist bisher selten.[20] 






Das Ziel der elektrochemischen Verformungsmikroskopie ist die quantitative Messung einer 
Probenverformung bei einer angelegten Wechselspannung. Das heißt, es muss sowohl die 
Amplitude der Bewegung als auch ihre Phasenverschiebung gegenüber der angelegten 
Wechselspannung bestimmt werden. Insbesondere für Wechselspektroskopie-Messungen ist 
eine genaue Bestimmung der absoluten Phase wichtig.[52] Die Phase ist zwar im Prinzip leicht 
messbar, allerdings wurden immer wieder Abweichungen vom erwarteten Verhalten 
beobachtet.[52][69] Diese Abweichungen wurden meist mit statischen Hintergrundsignalen 
erklärt.[69] Andererseits wurde auch ein frequenzabhängiger instrumenteller Phasenfehler 
beobachtet.[70] 
Die meiste Aufmerksamkeit wurde jedoch der Quantifizierung der Amplitude gewidmet. Im 
Rahmen der Piezoantwort-Rasterkraftmikroskopie (piezoresponse force microscopy, PFM) 
wurden Messungen zunächst deutlich unterhalb der Resonanzfrequenz durchgeführt. Für diesen 
Fall entspricht die gemäß Abbildung 4 kalibrierte statische Sensitivität genau der dynamischen 
Sensitivität. Es muss dann nur untersucht werden, welcher Signalbeitrag tatsächlich von der 
Probenverformung und welcher von der Elektrostatik stammt. Dies ist nicht immer trivial, 
insbesondere wenn der zu messende Effekt relativ klein ist. Für Messungen bei der 
Resonanzfrequenz, wie sie inzwischen in PFM-Messungen und generell in ESM-Messungen 
durchgeführt werden, ist die Quantifizierung noch komplizierter. Zunächst muss das 
Resonanzverhalten untersucht werden, um die Probenbewegung und die Resonanzverstärkung 
zu trennen. Die aus der DHO-Analyse erhaltene Anregungsamplitude entspricht aber nicht der 
tatsächlichen Probenschwingung, da die Sensitivität des Messsignals gegenüber der 
Probenbewegung nicht mehr der Sensitivität aus der statischen Kalibration (siehe Grundlagen 
der Rastersondenmikroskopie) entspricht. Um die tatsächliche Probenbewegung zu 
quantifizieren, muss hier auch das Schwingungsverhalten des Federbalkens analysiert werden. 
Im Zusammenhang mit PFM wurde ein Modell von Jesse et al. entwickelt.[71] Eine 
schematische Darstellung des Modells befindet sich in Abbildung 13. Das Modell beschreibt 
die Balkenschwingung mit der dynamischen Balkengleichung. Der Balken ist fest an den Halter 
gekoppelt und der mechanische Kontakt zwischen Spitze und Probe wird mit drei Federn 
beschrieben. Der Balken kann im Rahmen des Modells sowohl über dreidimensionale 
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periodische Probenbewegung als auch über periodische elektrostatische Kräfte, die auf die 
Spitze und den Balken wirken, zum Schwingen angeregt werden. 
 
 
Abbildung 13: Federbalkenmodell gemäß Jesse et al. Das Modell berücksichtigt fünf 
periodische Anregungsarten (𝑑1, 𝑑2, 𝑑3, 𝑓0 und 𝑞), allerdings keine Dämpfung. Abbildung 
modifiziert aus [71]. 
 
Die laterale Probenbewegung 𝑑3 führt nur zu einer Verdrehung des Federbalkens und kann 
unabhängig von den anderen Anregungsbeiträgen gemessen werden. Die anderen vier 
Anregungsarten tragen alle zur Durchbiegung des Federbalkens bei. Diese Durchbiegung ist 
auch in der elektrochemischen Verformungsmikroskopie das Messsignal und die betrachteten 
vier Anregungsarten vertikale Probenbewegung (𝑑1), longitudinale Probenbewegung (𝑑2), 
lokale elektrostatische Kraft auf die Spitze (𝑓0) und nicht-lokale elektrostatische Kraft auf den 
Balken (𝑞) fassen die potentiell in PFM und ESM auftretenden Kräfte zusammen. Die Autoren 
vergleichen die Sensitivitäten des Signals gegenüber den vier Anregungsarten bei 
verschiedenen Frequenzen.[71] Sie geben auch Gleichungen an, mit denen die 
Resonanzfrequenzen gefunden werden können. Da das Modell jedoch keine Dämpfung 
berücksichtigt, können diese Resonanzen nicht mit dem Modell des gedämpften harmonischen 
Oszillators beschrieben werden und das Verhalten bei den Resonanzfrequenzen selbst wurde 
daher nicht untersucht. 




Eine Betrachtung der Federbalkendynamik bei der Resonanzfrequenz für ESM-Experimente 
wurde von Balke et al. durchgeführt.[72] Die Autoren benutzten hierfür ein Modell, das 
ursprünglich für die akustische Rasterkraftmikroskopie entwickelt wurde, siehe Abbildung 
14.[73] Im Vergleich zum Modell von Jesse et al. beinhaltet das Modell Kontakt- und 
Luftdämpfung des Balkens, einen Kontaktwinkel zwischen Spitze und Probe sowie 
Balkenlänge über die Spitze hinaus. Als Anregungsart wird hier jedoch nur eine periodische 
vertikale Probenbewegung berücksichtigt. 
 
 
Abbildung 14: Modell für die Federbalkendynamik gemäß Balke et al. Wesentliche 
Unterschiede zum Modell von Jesse et al. sind die Berücksichtigung von Kontaktdämpfung 
(hier 𝛾 und 𝛾𝐿𝑜𝑛), einem Kontaktwinkel (hier 𝜑) und zusätzlicher Balkenlänge (𝐿2). Als 
Anregung wird jedoch nur die periodische vertikale Probenbewegung (hier 𝑢0) betrachtet. 
Abbildung modifiziert aus [72]. 
 
Dadurch, dass das Modell Dämpfungsterme beinhaltet, ergeben sich Resonanzkurven 
entsprechend dem DHO-Modell. Diese können mit Gleichung (13) beschrieben werden, um 
eine Anregungsamplitude zu erhalten, wie sie experimentell bestimmt werden würde. Die 
Sensitivität dieser ermittelten Amplitude gegenüber der periodischen Anregung ist aber nicht 
gleich der Sensitivität des statischen Signals gegenüber einer statischen Durchbiegung, wie sie 
für die Kalibration benutzt wird. Das Verhältnis dieser Sensitivitäten wurde als Formfaktor 
bezeichnet. Die Autoren konnten weiterhin zeigen, dass dieser Formfaktor von der Form der 
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Balkenschwingung abhängt, die im Wesentlichen von der Kontaktsteifigkeit bestimmt wird. 
Basierend auf dem verwendeten Modell konnten sie diese Kontaktsteifigkeit aus experimentell 
gemessenen Werten bestimmen. Sie erreichten eine qualitative Übereinstimmung der 





Die elektrochemische Verformungsmikroskopie wurde als Analysemethode für 
Elektrodenmaterialen in Lithium-Ionen-Batterien entwickelt.[15] Viele Messungen fanden an 
Kathodenmaterialien wie LiFePO4
[17][67] oder solchen mit der generellen Zusammensetzung 
LixMyOz (M=Mn,Co,Ni) statt.
[57][74][75][76][77][78][79][80] Als Anodenmaterialien wurden Silizium 
und Graphit untersucht.[81][82][83] Es können natürlich auch Gemischtleiter mit anderen mobilen 
Ionen analysiert werden. Beispielsweise wurden mehrere Messungen an Sm-dotiertem CeO2, 
einem Sauerstoffionenleiter, durchgeführt.[56][70][84][85][86] Andere Gruppen haben die 
Messtechnik direkt auf reine Ionenleiter übertragen.[54][59][60][68][87][88] Hierbei muss natürlich 
beachtet werden, dass die Signalerzeugung in Ionenleitern und Gemischtleitern sehr 
unterschiedlich ist. Ein weiteres Anwendungsgebiet sind Materialien, deren elektronische 
Leitfähigkeit sich durch Ionenbewegung ändert.[25][53][89][90] Generell lassen sich sämtliche 
Materialien untersuchen, die bewegliche Ionen enthalten. Die Herausforderung besteht darin, 
die Messergebnisse richtig zu interpretieren, da es oft schwierig ist, verschiedene mögliche 











2.6 Eigene Vorarbeiten 
 
Einige Erkenntnisse konnten bereits in der dieser Dissertation vorangehenden Masterarbeit 
erhalten werden.[91] Diese befasste sich mit der Quantifizierung der Phase, dem Einfluss von 
elektrostatischer Anregung auf das Messsignal sowie der Ionendynamik in Gläsern. 
Zunächst wurde das Modell zur Federbalkendynamik in PFM von Jesse et al. leicht modifiziert: 
(i) Die longitudinale Kontaktsteifigkeit und damit auch die longitudinale Probenbewegung 
wurden ignoriert. (ii) Es wurde ein Dämpfungsterm für den vertikalen Kontakt zwischen Spitze 
und Probe eingeführt. Dieser Dämpfungsterm erzeugt eine imaginäre Komponente der 
resultierenden Federbalkenschwingung. Sowohl die Dämpfungsstärke als auch die 
Phasenverschiebung sind proportional zu diesem Imaginärteil. Daraus folgt, dass die 
Phasenverschiebung aufgrund der Dämpfung bei typischen Verstärkungsfaktoren sehr gering 
ist. Die beobachteten Abweichungen der gemessenen Phase vom erwarteten Verhalten müssen 
daher instrumentell bedingt sein und können vom Messwert abgezogen werden, wie in 
Abbildung 15 dargestellt. 
 
 
Abbildung 15: Phasenkorrektur auf Soda-Lime Glas. Bei positiver Gleichspannung wird eine 
Phase von 0 °, bei negativer Gleichspannung von −180 ° erwartet. Abweichungen müssen 
instrumentell bedingt sein und können abgezogen werden. Abbildung modifiziert aus [91]. 
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Als nächstes wurde das elektrostatische Signal in ESM-Messungen auf Ionenleitern untersucht. 
Gemäß Gleichung (3) (siehe auch Einleitung) sollte dieses Signal proportional zum 





∗ (𝑉𝐷𝐶 − 𝑉𝑠𝑢𝑟𝑓) ∗ 𝑉𝐴𝐶 ∗ cos(𝜔𝑡) (3) 
Da das Signal je nach Gleichspannung positiv oder negativ ist, muss der Realteil des Signals 
gemäß Gleichung (17) verwendet werden. Durch Messung des Signals bei verschiedenen 
Gleichspannungen kann anschließend das Oberflächenpotential aus dem Schnittpunkt der 
Geraden mit der x-Achse und der Kapazitätsgradient aus der Steigung der Geraden erhalten 
werden, wie in Abbildung 16 gezeigt. 
 
 
Abbildung 16: ESM-Signal als Funktion der Gleichspannung auf verschiedenen Gläsern: 
Lithiumionen leitende Glaskeramik (lithium ion conducting glass ceramic, LIC-GC), 
Quarzglas (SiO2) und Natriumionen leitendes Soda-Lime Glas. Die Messungen wurden 
teilweise am Rand der Probe durchgeführt, damit sich der Federbalken neben der Probe 
befindet und nicht durch nicht-lokale elektrostatische Kräfte angeregt wird. Abbildung 
modifiziert aus [91]. 
 




Die Messergebnisse entsprechen hier sehr gut den Erwartungen. Alle Kurven zeigen einen 
linearen Verlauf. Die Steigung und damit der Kapazitätsgradient korreliert klar mit der 
ionischen Leitfähigkeit (LIC-GC > Soda-Lime > SiO2). Ebenso ist der Kapazitätsgradient 
reduziert, wenn der Großteil des Balkens sich nicht über der Probe befindet und somit auch 
nicht zur elektrostatischen Anregung beitragen kann. Auf der heterogenen Probe LIC-GC 
konnten weiterhin verschiedene Kristallite mit leicht unterschiedlichem Verhalten identifiziert 
werden. Das Oberflächenpotential liegt bei allen Proben nah an 0 V, was auch durch 
Rasterkelvinmikroskopie-Messungen bestätigt wurde. Weiterhin konnte gezeigt werden, dass 
sich das Oberflächenpotential durch Anlegen einer Gleichspannung ändert und anschließend 
relaxiert, siehe Abbildung 17a. Entsprechend wurde in Wechselspektroskopie-Messungen eine 
Hysterese auf der Zeitskala dieser Relaxation beobachtet, siehe Abbildung 17b. Diese 
Hysterese konnte somit auf rein elektrostatische Anregung zurückgeführt werden, während 
dieses Verhalten in der Literatur in der Regel mit elektromechanischer Anregung erklärt wird. 
 
 
Abbildung 17: a) Relaxation des Oberflächenpotentials von Soda-Lime Glas nach Anlegen 
von Gleichspannungspulsen, b) Hysterese im Signal der Wechselspektroskopie auf Soda-
Lime Glas. Abbildung modifiziert aus [91]. 
 
  





Diese Dissertation beschäftigt sich hauptsächlich mit der Federbalkendynamik in der 
elektrochemischen Verformungsmikroskopie (ESM). Zunächst wurde ein geeignetes Modell 
entwickelt und mathematisch beschrieben. Die sich daraus ergebenden Konsequenzen für die 
Durchführung und Auswertung praktischer Messungen wurden anschließend theoretisch 
analysiert und praktisch demonstriert. Es wurde gezeigt, wie die Phase und die Amplitude des 
Messsignals quantifiziert und wie verschiedene Anregungsarten unterschieden werden können. 
Weiterhin wurde demonstriert, dass unzureichende Resonanzverfolgung in Dualfrequenz-
Resonanzverfolgungs-Messungen zu systematischen Fehlern führt. 
 
Im ersten Teil wurde ein Modell zur Federbalkendynamik in ESM entwickelt. Dieses Modell 
wurde anschließend angewendet, um die absolute Phase zwischen der angelegten 
Wechselspannung und der anregenden Probenverformung oder elektrostatischen Kraft zu 
bestimmen. 
In ESM-Messungen wird eine Wechselspannung an die Spitze angelegt, was zu Ionen- und 
Elektronentransport in der Probe führt. Dadurch kann sich einerseits die Probe periodisch 
verformen und andererseits können periodische elektrostatische Kräfte wirken. Beides regt eine 
Schwingung des Federbalkens an, welche mit Hilfe eines am Balken reflektierten Lasers 
gemessen wird. Um aus dieser gemessenen Schwingung die tatsächliche Probenverformung 
oder elektrostatische Kraft zu ermitteln, muss die Federbalkendynamik untersucht werden. 
Daher wurde in dieser Veröffentlichung ein detailliertes Modell der Federbalkendynamik 
entwickelt und mathematisch beschrieben. Das Modell kombiniert Eigenschaften verschiedener 
früherer Modelle und beinhaltet einige neue Aspekte, wodurch es deutlich detaillierter als seine 
Vorgänger ist. Die wichtigsten Neuerungen sind die Berücksichtigung der Spitzenmasse sowie 
eine nicht-lokale elektrostatische Anregung, die nicht gleichförmig auf den Balken verteilt ist. 
Dieses Modell wurde benutzt, um die Phase zwischen der angelegten Wechselspannung und 
der Probenverformung beziehungsweise elektrostatischen Kraft zu quantifizieren. Die Phase, 
die zwischen der Wechselspannung und dem Messsignal gemessen wird, beinhaltet zusätzlich 
einen durch Dämpfung erzeugten Beitrag zwischen der anregenden Kraft und der tatsächlichen 
Balkenschwingung sowie einen instrumentellen Fehler. Mit Hilfe des Modells konnte gezeigt 




werden, dass der Beitrag der Dämpfung invers proportional zur Dämpfungsstärke ist und für 
typische Messungen vernachlässigt werden kann. Anschließend wurde eine Probe mit 
bekannter Phase zwischen Wechselspannung und Verformung gemessen, um den 
instrumentellen Phasenfehler zu bestimmen. Durch Messungen mit verschiedenen Federbalken 
konnte gezeigt werden, dass dieser Fehler linear von der Frequenz abhängt. Es wurde in 
weiteren Messungen demonstriert, dass dieser instrumentelle Fehler und, falls nötig, der 
Dämpfungsbeitrag von der gemessenen Phase abgezogen werden kann. Dadurch wird die 
gewünschte Phase zwischen Wechselspannung und Probenverformung beziehungsweise 
elektrostatischer Kraft erhalten. 
 
Im zweiten Teil wurden die Resonanzanalysemethoden Dualfrequenz-Resonanzverfolgung 
(DART) und Bandanregung (BE) verglichen. Hierbei wurden Korrelationen zwischen der 
Kontaktresonanzfrequenz und der gemessenen Amplitude beobachtet. Mit dem Modell aus dem 
ersten Teil konnte gezeigt werden, dass sowohl die Kontaktresonanzfrequenz als auch die 
Sensitivität des Messsignals gegenüber der Anregung von der Kontaktsteifigkeit bestimmt 
werden. Die beobachteten Änderungen der gemessenen Amplitude sind somit keine Änderung 
der tatsächlichen Anregungsstärke, sondern lediglich Schwankungen in der Sensitivität. Die 
sich daraus ergebenden Korrelationen sind für verschiedene Anregungsarten unterschiedlich. 
Durch einen Vergleich der experimentellen mit simulierten Korrelationen konnte gezeigt 
werden, dass sowohl auf einem reinen Ionenleiter als auch auf einem Gemischtleiter mit 
niedriger elektronischer Leitfähigkeit die elektrostatische Anregung dominiert. Für den reinen 
Ionenleiter konnte durch eine Abschätzung der Zeitkonstanten für die Doppelschichtbildung 
(die eine elektrostatische Anregung erzeugt) und für die chemische Diffusion (die zu 
Probenverformung führt) gezeigt werden, dass hier nur elektrostatische Anregung erwartet 
wird. 
 
Im dritten Teil wurde die Sensitivität des Messsignals gegenüber der Anregungsstärke genauer 
untersucht. Zunächst wurde ein Vorgehen entwickelt, mit dem aus experimentellen Größen die 
für die Simulation benötigten Parameter ermittelt werden können. Hierbei werden die erste und 
zweite freie Resonanz analysiert und daraus die Balkenmasse und Spitzenmasse bestimmt. Die 
Kontaktparameter werden anschließend aus der Kontaktresonanz erhalten. 
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Anschließend wurde gezeigt, wie sich die Form der Balkenschwingung mit der 
Kontaktsteifigkeit ändert. Im nächsten Schritt wurden die durch Anregung eingebrachte 
Leistung und die durch Dämpfung dissipierte Leistung verglichen. Dadurch konnten für die 
verschiedenen Anregungsarten mathematische Formeln erhalten werden, die die Sensitivität als 
Funktion der Form der Balkenschwingung ausdrücken. So wurde mathematisch begründet, 
warum die Sensitivität des Messsignals gegenüber den verschiedenen Anregungsarten 
unterschiedliche Abhängigkeiten von der Kontaktsteifigkeit zeigt. Entsprechend werden auch 
unterschiedliche Korrelationen zwischen Kontaktresonanzfrequenz und scheinbarer Amplitude 
erhalten. Durch einen Vergleich mit experimentellen Korrelationen kann so die Anregungsart 
ermittelt werden. Dies wurde auf ferroelektrischem LiNbO3 und Natriumionen-leitendem Soda-
Lime Glas demonstriert. 
Diese Analyse wurde auf höhere Biegemoden ausgedehnt. Auch hier zeigte die 
Korrelationsanalyse das erwartete Verhalten. Eine weitere Möglichkeit zur Identifizierung der 
Anregung ist der Vergleich der Sensitivitäten zwischen den verschiedenen Biegemoden. Auch 
hier konnte auf beiden Proben das erwartete Verhalten beobachtet werden, wobei auf dem Soda-
Lime Glas zwischen lokaler und nicht-lokaler elektrostatischer Anregung unterschieden werden 
muss. Weiterhin wurde beobachtet, dass die Sensitivität des Signals gegenüber der nicht-
lokalen elektrostatischen Anregung in höheren Biegemoden sehr gering ist. Dies liegt daran, 
dass die Form der Schwingung in höheren Biegemoden Knotenpunkte aufweist. Entsprechend 
kann immer nur ein Teil der Balkenschwingung in Phase mit der anregenden Kraft sein. Der 
andere Teil bewegt sich genau entgegengesetzt und wirkt der Anregung entgegen. Die nicht-
lokale elektrostatische Kraft ist oft ein unerwünschter Signalbeitrag, da er keine Informationen 
über die Probeneigenschaften unterhalb der Spitze enthält. Durch Messungen in höheren 
Biegemoden kann dieser Beitrag unterdrückt werden. 
 
Im vierten Teil wurde untersucht, welche Fehler durch eine unzureichende Frequenzverfolgung 
in DART-Messungen entstehen. Bei DART-Messungen werden die Amplitude und Phase bei 
je zwei Frequenzen um die Resonanzfrequenz gemessen. Aus diesen vier Messgrößen werden 
dann die vier Parameter des Modells eines gedämpften harmonischen Oszillators (DHO) 
berechnet: Anregungsamplitude, Anregungsphase, Resonanzfrequenz und Verstärkungsfaktor. 
Zusätzlich werden die Anregungsfrequenzen laufend an die Resonanzfrequenz angepasst. Falls 
sich das System wie ein idealer gedämpfter harmonischer Oszillator verhält, sollten die 
ermittelten DHO-Parameter unabhängig von den genauen Anregungsfrequenzen sein. Anhand 




experimenteller Resonanzpeaks konnte jedoch gezeigt werden, dass reale Systeme vom DHO-
Modell abweichen und sich besser mit dem im ersten Teil entwickelten Modell beschreiben 
lassen. 
Mit diesem Modell wurde vorhergesagt, dass die berechnete Anregungsamplitude und der 
berechnete Verstärkungsfaktor fehlerhaft werden, wenn die Anregungsfrequenzen nicht 
symmetrisch um die Resonanzfrequenz liegen (Verfolgungsfehler). Die Fehler für die 
Anregungsamplitude und den Verstärkungsfaktor sind hierbei gleich groß, aber mit 
unterschiedlichem Vorzeichen und jeweils proportional zum Verfolgungsfehler. Diese 
Vorhersage wurde auf ferroelektrischem LiNbO3 bestätigt. Die Abweichungen vom DHO-
Modell und die Größe des entstehenden Fehlers werden durch die sich ändernde Form der 
Federbalkenschwingung bestimmt. Anschließend wurde der Einfluss des Verfolgungsfehlers 
anhand von Messungen auf dem Kathodenmaterial LiCoO2 demonstriert. Die Probe zeigt an 
unterschiedlichen Stellen unterschiedliche Kontaktresonanzfrequenzen. Während einer 
Messung können die Anregungsfrequenzen nicht beliebig schnell an die 
Kontaktresonanzfrequenz angepasst werden, wodurch ein Verfolgungsfehler entsteht. Dieser 
Verfolgungsfehler führt zu Artefakten in der berechneten Anregungsamplitude, die durch einen 
Vergleich mit dem Verfolgungsfehler und dem Verstärkungsfaktor identifiziert werden können. 
Dieser Vergleich sollte generell bei DART-Messungen durchgeführt werden, um reale Effekte 
von Artefakten aus der Resonanzanalyse zu unterscheiden. 
 
  





This thesis mainly analyzes the cantilever dynamics in electrochemical strain microscopy 
(ESM) measurements. First, a comprehensive model was developed and described 
mathematically. Next, its implications for practical measurements and their analysis was 
discussed theoretically and demonstrated practically. It was shown how to quantify the phase 
and amplitude of the signal and how different excitation types can be distinguished. 
Additionally, it was demonstrated that insufficient frequency tracking leads to systematic errors 
in dual AC resonance tracking measurements. 
  
In the first part, a model for the cantilever dynamics in ESM was developed. This model was 
then applied to quantify the phase between the applied AC bias and the resulting strain or 
electrostatic forces. 
In ESM measurements, an AC bias is applied to the cantilever, leading to ionic and electronic 
transport within the sample. This causes a periodical sample strain as well as periodical 
electrostatic forces. Both excite the cantilever oscillation which is measured with an optical 
beam deflection setup. In order to obtain the real strain or electrostatic force, the cantilever 
dynamics have to be analyzed. In this paper, a detailed model of the cantilever dynamics was 
developed and described mathematically. The model combines properties of previous models 
and contains additional aspects, making it much more detailed than previous models. The most 
important novelties are the inclusion of the tip mass as well as a non-uniform electrostatic 
excitation of the lever. 
The model was then used to quantify the phase between the applied AC bias and the resulting 
strain or electrostatic forces. The measured phase between the AC bias and the measured signal 
also includes a phase delay between the excitation and the cantilever motion as well as an 
instrumental phase offset. The model shows that the delay between excitation and cantilever 
motion is inversely proportional to the damping strength and can be neglected for typical 
measurements. In the next step, a sample with a known phase between AC bias and strain was 
used to determine the instrumental phase offset. Using different cantilevers, the instrumental 
phase offset was found to depend linearly on the frequency. In further measurements it was 
demonstrated how the instrumental phase offset and, if necessary, also the phase delay caused 




by damping can be subtracted from the measured phase. The remaining signal is the desired 
phase between AC bias and strain or electrostatic forces. 
 
In the second part, the resonance peak analysis techniques dual AC resonance tracking (DART) 
and band excitation (BE) were compared. During the analysis, correlations between the 
measured contact resonance frequency and drive amplitude were found. Using the model from 
the first part, it was shown that both the contact resonance frequency and the sensitivity of the 
measured signal towards the excitation strength are determined by the contact stiffness. Thus, 
the non-uniform measured amplitude is not caused by a non-uniform excitation strength, but by 
a non-uniform sensitivity. The resulting correlations between contact resonance frequency and 
measured amplitude are different for the different excitation types. When comparing the 
experimental correlation with theoretical predictions, it was found that both on a mixed ionic-
electronic conductor with low electronic conductivity and on a purely ion conducting glass 
ceramic, the electrostatic excitation dominates the signal. For the ion-conducting glass ceramic, 
the time constants for double layer formation (leading to electrostatic excitation) and chemical 
diffusion (leading to sample displacement) were estimated and it was found that only 
electrostatic excitation is expected. 
 
In the third part, the sensitivity of the measured signal towards the excitation strength was 
analyzed in more detail. First, a procedure for obtaining simulation parameters from 
experimental quantities was developed. The lever mass and tip mass are calculated from the 
first and second free resonance. The contact parameters can then be adjusted to match the 
observed contact resonance properties. 
Next, the shape of the cantilever oscillation was analyzed as a function of contact stiffness. We 
then compared the excitation power to the dissipated power. This allowed us to derive formulas 
for the sensitivity as a function of the cantilever oscillation shape. Thus, we could explain 
mathematically, why the sensitivities towards the different excitation types depends on the 
contact stiffness in different ways. Consequently, the four excitation types show different 
correlations between contact resonance frequency and apparent amplitude. A comparison 
between experimental and simulated correlations then allowed us to correctly determine the 
excitation type on both ferroelectric LiNbO3 and ion conducting soda-lime glass. 
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This analysis was extended to higher bending modes, where the expected correlations were 
confirmed. Another way for identifying the excitation type is by comparing the relative 
sensitivities between the different bending modes. Again, both samples showed the expected 
behavior, with the soda-lime glass requiring a proper distinction between local and non-local 
electrostatic excitation. Additionally, the sensitivity of the signal towards non-local electrostatic 
excitation is strongly reduced in higher bending modes. This is caused by the nodes in the 
cantilever oscillation shape. Because of these nodes, only part of the cantilever can oscillate in 
phase with the excitation and the other part counteracts this motion. The non-local electrostatic 
excitation is usually an undesired signal contribution, as it does not contain information about 
the sample beneath the tip. Measuring in higher bending modes suppresses this contribution. 
 
In the fourth part, errors caused by insufficient frequency tracking in DART measurements are 
analyzed. In DART measurements, the amplitude and phase are each measured at two 
frequencies close to the resonance frequency. From the four measured quantities, the four 
parameters of the damped harmonic oscillator (DHO) model are calculated: drive amplitude, 
drive phase, resonance frequency and amplification factor. Additionally, the excitation 
frequencies are adjusted according to the resonance frequency. For a system ideally described 
by the DHO model, the obtained DHO parameters should be independent of the exact excitation 
frequencies. However, experimental resonance peaks deviate from the DHO model, whereas 
the model developed in the first part offers a better description. 
This model predicts errors in the calculated drive amplitude and calculated amplification factor, 
unless the excitation frequencies are symmetric around the resonance frequency (tracking 
error). The errors for drive amplitude and amplification factor are equal in magnitude but with 
opposite sign and are both proportional to the tracking error. This prediction was confirmed on 
ferroelectric LiNbO3. The deviations from the DHO model and the magnitude of the resulting 
error are both determined by changes in the cantilever oscillation shape. Next, the influence of 
tracking errors was demonstrated on the cathode material LiCoO2. The contact resonance 
frequency is inhomogeneous across the sample. During the scan, the excitation frequencies 
could not be adjusted instantaneously, leading to tracking errors. These tracking errors lead to 
artifacts in the calculated drive amplitude, which can be identified by comparing it to the 
tracking error and amplification factor. This comparison is crucial for DART measurements in 
order to distinguish real effects from tracking error artifacts.  




5. Kumulativer Teil 
 
In diesem Kapitel werden die Veröffentlichungen, die Teil dieser Dissertation sind, 
zusammengefasst. Die hier gezeigten Abbildungen sind jeweils übersetzte Versionen der 




5.1 Ein theoretisches Modell für die Federbalkendynamik in der 
Kontaktresonanz-Rasterkraftmikroskopie und dessen Anwendung 
auf die Phasenkalibration in der Piezoantwort-
Rasterkraftmikroskopie und der elektrochemischen 
Verformungsmikroskopie 
 
Stephan Bradler, Stefan Renato Kachel, André Schirmeisen, Bernhard Roling: 
A theoretical model for the cantilever motion in contact-resonance atomic force microscopy 
and its application to phase calibration in piezoresponse force and electrochemical strain 
microscopy 
Journal of Applied Physics 2016, 120, 165107. 
 
In der elektrochemischen Verformungsmikroskopie wird an eine AFM-Spitze, die in Kontakt 
mit einer Probe ist, eine Wechselspannung angelegt. Dies führt zu chemischer Diffusion in der 
Probe und damit zu einer Verformung. Diese Verformung wird allerdings nicht direkt 
gemessen, sondern regt den Federbalken zum Schwingen an. Gemessen wird die Amplitude der 
Balkenschwingung, genauer die Amplitude des Winkels an der Stelle des Lasers. Um aus der 
gemessenen Balkenschwingung die tatsächliche Probenverformung zu erhalten, muss die 
Dynamik des Federbalkens in der Kontaktresonanz mathematisch formuliert und untersucht 
werden. Mit einem geeigneten Modell kann zusätzlich auch die Schwingung des Federbalkens 
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durch elektrostatische Kräfte beschrieben werden. In dieser Veröffentlichung wurde ein 
detailliertes Modell der Federbalkenschwingung entwickelt und mathematisch beschrieben. 
Anschließend wurde dieses Modell angewendet, um die Phase zwischen der angelegten 
Wechselspannung und der resultierenden Verformung und elektrostatischen Anregung zu 
quantifizieren. 
Abbildung 18 zeigt eine schematische Darstellung des entwickelten Modells. Der Federbalken 
ist am hinteren Ende fixiert und am vorderen Ende mit der Spitze verbunden. Der mechanische 
Kontakt der Spitze mit der Probe wird durch eine Feder und einen Dämpfer für den vertikalen 
Kontakt und ebenso für den longitudinalen Kontakt beschrieben. Sowohl der Federbalken als 
auch die Probe unterhalb der Spitze können durch einen Winkel verkippt sein. Weiterhin 
berücksichtigt das Modell neben der Masse des Federbalkens auch die Masse der Spitze und 
zusätzlich zur Kontaktdämpfung auch Luftdämpfung. Im Rahmen des Modells kann die 
Schwingung durch vertikale und longitudinale Probenbewegung, eine lokale elektrostatische 
Kraft auf die Spitze und eine nicht-lokale elektrostatische Kraft auf den Federbalken angeregt 
werden. Eine Neuerung im hier entwickelten Modell ist, dass die nicht-lokale elektrostatische 
Kraft an verschiedenen Stellen des Federbalkens unterschiedlich groß ist, da der Abstand zur 
Probe nicht überall gleich ist. 
 
 
Abbildung 18: Vereinfachte Darstellung des hier entwickelten Federbalkenmodells. Die 
Anregungsarten (in rot) werden im Text erläutert. Der vertikale und longitudinale Kontakt 
werden mechanisch jeweils mit einer Feder und einem Dämpfer beschrieben (nicht 
dargestellt). 




Tabelle 1 vergleicht das Modell mit früheren Modellen zur Federbalkendynamik in der 
Kontaktresonanz. Sowohl der mechanische Aspekt als auch die Anregung des Federbalkens 
werden hier am detailliertesten beschrieben. Die zusätzliche Balkenlänge über die Spitze hinaus 
im Modell von Balke et al. wird im hier entwickelten Modell als Teil einer effektiven 
Spitzenmasse betrachtet. 
 
Tabelle 1: Vergleich der Federbalkenmodelle von Jesse et al.,[71] Balke et al.[72] und dem hier 
entwickelten Modell. Das Modell von Jesse et al. betrachtet die nicht-lokale elektrostatische 
Kraft als konstante Größe, im hier vorgestellten Modell ist sie ortsabhängig. 
Mechanik Jesse et al. Balke et al. Hier 
Vertikale und longitudinale 
Kontaktsteifigkeit 
x x x 
Dämpfung --- x x 
Balkenwinkel --- x x 
Probenwinkel --- --- x 
Spitzenmasse --- --- x 
Balkenlänge über die Spitze hinaus --- x --- 
Anregung    
Vertikale Probenbewegung x x x 
Longitudinale Probenbewegung x --- x 
Lokale elektrostatische Kraft x --- x 
Nicht-lokale elektrostatische Kraft (x) --- x 
 
Mathematisch wird die periodische Federbalkenauslenkung 𝑧 als Funktion der Position 𝑥 









Die Auslenkung 𝑧(𝑥) ist eine komplexe Größe, deren Betrag die Amplitude der Schwingung 
und deren Phase die Phasenverschiebung gegenüber der Anregung beschreibt. Im Folgenden 
sind auch die Anregungsparameter die Amplituden periodischer Größen. 𝐸 ist das 
Elastizitätsmodul des Federbalkens und 𝐼 ist das Flächenträgheitsmoment des 
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Balkenquerschnitts. Die komplexe Wellenzahl 𝛼 hängt vom Luftdämpfungskoeffizienten 𝜂, der 




∗ (𝜔2 − 𝑖𝜂𝜔) (19) 
Die nicht-lokale elektrostatische Kraft 𝑞(𝑥) kann gemäß Gleichung (10) wie für einen 
Plattenkondensator berechnet werden. Genau genommen ist 𝑞(𝑥) eine auf die Länge normierte 
Größe, weshalb statt der Fläche nur die Balkenbreite 𝑤 benutzt wird. Da diese Kraft nicht in 
Richtung der Auslenkung wirkt, muss weiterhin der Balkenwinkel 𝜁 zwischen Balken und 
Probe mit einbezogen werden. Der Abstand 𝑑 wird insbesondere von der Spitzenhöhe 𝐻 
bestimmt und ist im Bereich der Spitze (𝑥 = 𝐿) am kleinsten. 




 𝑑(𝑥) = 𝐻 ∗ cos(𝜁) + (𝐿 − 𝑥) ∗ sin(𝜁) (21) 
Für die Randbedingungen muss zunächst die Kontaktmechanik beschrieben werden. Die 
komplexen vertikalen und longitudinalen Kontaktmechanikterme 𝑘1𝑐 und 𝑘2𝑐 sind durch die 
zugehörigen Kontaktsteifigkeiten 𝑘1 und 𝑘2 sowie durch die entsprechenden 
Kontaktdämpfungskoeffizienten 𝛾1 und 𝛾2 gegeben. Der Kontaktwinkel 𝜃 ist die Summe des 
Balkenwinkels 𝜁 und des lokalen Probenwinkels 𝜓. 
 𝑘1𝑐 = 𝑘1 + 𝑖𝜔𝛾1 (22) 
 𝑘2𝑐 = 𝑘2 + 𝑖𝜔𝛾2 (23) 
 𝜃 = 𝜁 + 𝜓 (24) 
Durch den Kontaktwinkel gehen diese Terme jeweils in beide Randbedingungen an der Spitze 
(Gleichungen (32) und (33)) ein, was mit den Hilfsfunktionen 𝑇, 𝑋 und 𝑈 ausgedrückt werden 
kann. Hier muss auch die Spitzenmasse 𝑚𝑇 berücksichtigt werden, die als Punktmasse im 




∗ (𝑘1𝑐 ∗ (sin 𝜃)









∗ 𝛼4𝐿 (25) 











∗ (𝑘1𝑐 ∗ (cos 𝜃)




∗ 𝛼4𝐿 (27) 
Im Bereich der Spitze findet die Anregung durch die vertikale und longitudinale 
Probenbewegung 𝑑1 und 𝑑2 sowie die lokale elektrostatische Kraft 𝑓0 statt, was sich mit einer 
vertikalen Kraft 𝐹𝑣𝑒𝑟𝑡 und einer longitudinalen Kraft 𝐹𝑙𝑜𝑛 beschreiben lässt: 
 𝐹𝑣𝑒𝑟𝑡 = 𝑘1𝑐𝑑1 + 𝑓0 (28) 
 𝐹𝑙𝑜𝑛 = 𝑘2𝑐𝑑2 (29) 
Die Randbedingungen der Amplitude der Auslenkung 𝑧(𝑥) und ihrer Ableitungen sind an der 
Basis des Balkens (𝑥 = 0) und bei der Spitze (𝑥 = 𝐿) definiert und lauten: 
 𝑧(0) = 0 (30) 
 𝑧′(0) = 0 (31) 
 𝑧′′(𝐿) = −𝑇𝑧′(𝐿) − 𝑋𝑧(𝐿) + 𝐻 ∗ cos(𝜃) ∗ 𝐹𝑙𝑜𝑛 − 𝐻 ∗ sin(𝜃) ∗ 𝐹𝑣𝑒𝑟𝑡 (32) 
 𝑧′′′(𝐿) = 𝑈𝑧(𝐿) + 𝑋𝑧′(𝐿) − cos(𝜃) ∗ 𝐹𝑣𝑒𝑟𝑡 − sin(𝜃) ∗ 𝐹𝑙𝑜𝑛 (33) 
Aus der Differentialgleichung (18) und den vier Randbedingungen (30) - (33) können die 
Funktion 𝑧(𝑥) und ihre Ableitungen berechnet werden. Das Messsignal wird durch die 
Verkippung des Federbalkens, und damit der Ableitung der Auslenkung, oberhalb der Spitze 
beschrieben (𝑧‘(𝐿)). Diese komplexe Größe wird anschließend in ihre Amplitude und Phase 
zerlegt:  
 𝐴 = |𝑧′(𝐿)| (34) 




Mit Hilfe dieser mathematischen Beschreibung kann nun die Phase des Messsignals untersucht 
werden. In ESM wird die Phasenverschiebung 𝜑𝑑𝑟 zwischen der angelegten Wechselspannung 
und dem gemessenen Signal erhalten. Idealerweise entspricht diese 𝜑𝑒𝑥𝑐, der 
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Phasenverschiebung zwischen der angelegten Wechselspannung und der Probenverformung, 
beziehungsweise der elektrostatischen Kraft. Aus 𝜑𝑒𝑥𝑐 können Informationen über die Probe 
erhalten werden. Zusätzlich kann es aber auch eine Phasenverschiebung zwischen der Kraft auf 
den Federbalken und der Federbalkenschwingung geben, die Balkenphase 𝜑𝑙𝑒𝑣𝑒𝑟. Hierbei ist 
nicht die Verschiebung von 90 ° bei der Resonanzfrequenz gemeint, die durch die Analyse des 
Resonanzpeaks schon rausgerechnet wurde, sondern eine Phasenverschiebung durch 
Dämpfung des Systems. Ein letzter Beitrag zur gemessenen Phase kann durch die Elektronik 
des Messgeräts entstehen und zusätzlich das Signal verfälschen, 𝜑𝑖𝑛𝑠𝑡𝑟. Für die gemessene 
Phase 𝜑𝑑𝑟 gilt also: 
 𝜑𝑑𝑟 = 𝜑𝑒𝑥𝑐 + 𝜑𝑙𝑒𝑣𝑒𝑟 + 𝜑𝑖𝑛𝑠𝑡𝑟 (36) 
Um hieraus die gewünschte Phase 𝜑𝑒𝑥𝑐 zu erhalten, müssen 𝜑𝑙𝑒𝑣𝑒𝑟 und 𝜑𝑖𝑛𝑠𝑡𝑟 bekannt sein. 
Mit Hilfe des Modells kann direkt 𝜑𝑙𝑒𝑣𝑒𝑟 berechnet werden. Das wesentliche Resultat ist, dass 
𝜑𝑙𝑒𝑣𝑒𝑟 invers proportional zum Verstärkungsfaktor 𝑄 ist: 




Der Proportionalitätsfaktor 𝑎 hängt von den konkreten Parametern ab, liegt aber typischerweise 
im Bereich von ± 200 °. Das bedeutet, dass für einen typischen Wert von 𝑄 = 100 nur ein 
Balkenbeitrag zur gemessenen Phase von ca. 2 ° erwartet wird, was kleiner ist als die 
Messungenauigkeit. 
Der instrumentelle Phasenbeitrag kann auf Proben bestimmt werden, bei denen 𝜑𝑒𝑥𝑐 bekannt 
ist. Auf der Testprobe, Soda-Lime Glas, wird bei positiver und negativer Gleichspannung ein 
𝜑𝑒𝑥𝑐 von 0 ° bzw. −180 ° erwartet. Da aus den theoretischen Berechnungen auch die 
Balkenphase abgeschätzt werden kann, muss der Rest des Phasensignals instrumentell bedingt 
sein. Dies wurde für mehrere Federbalken mit unterschiedlichen Kontaktresonanzfrequenzen 
durchgeführt. Es zeigt sich, dass dieser instrumentelle Beitrag linear mit der Frequenz steigt, 
siehe Abbildung 19. 
 





Abbildung 19: Gemessene Anregungsphase und daraus abgeschätzter instrumenteller 
Phasenfehler auf Soda-Lime Glas. Die Abschätzung erfolgt durch Abzug der Balkenphase 
von der gemessenen Phase, wonach die Phase nur noch um den instrumentellen Fehler von 0 ° 
bzw. −180 ° abweichen sollte. 
 
Auf diese Weise kann der instrumentelle Phasenfehler für ein bestimmtes Messsystem kalibriert 
werden. Bei der Messung auf einem unbekannten Material wird nun einfach der instrumentelle 
Phasenfehler bei der gemessenen Frequenz vom Messsignal abgezogen. Gegebenenfalls kann 
auch der erwartete Phasenfehler durch die Dämpfung korrigiert werden, was allerdings nur bei 
starker Dämpfung nötig ist. Bei Testmessungen auf ferroelektrischem periodisch gepoltem 
LiNbO3 (periodically poled lithium niobate, PPLN) und Ionen-leitendem Soda-Lime Glas 
konnte so eine korrigierte Phase erhalten werden, die dem erwarteten Verhalten entspricht und 
damit die hier entwickelte Methode bestätigt, siehe Abbildung 20. 
 




Abbildung 20: Phasenkorrektur auf PPLN und Soda-Lime Glas. a) Gemessene 
Anregungsphase, b) Anregungsphase, die um den instrumentellen Phasenfehler (leere Kreise), 
beziehungsweise zusätzlich um die Balkenphase (volle Symbole) korrigiert wurden. Erwartet 
werden je nach Gleichspannung Anregungsphasen von 0 ° bzw. −180 °. 
 
Erklärung des Eigenanteils 
 
Erste Untersuchungen zum Einfluss der Federbalkendynamik auf das Phasensignal habe ich 
bereits in der vorangehenden Masterarbeit durchgeführt. Dort wurde das Modell von Jesse et 
al. leicht modifiziert, indem die longitudinale Kontaktmechanik komplett ignoriert und dafür 
eine vertikale Kontaktdämpfung eingeführt wurde. Gemäß Gleichung (37) konnte ich zeigen, 
dass die Balkenphase für schwache Dämpfung vernachlässigbar sein muss und ein starker 
instrumenteller Phasenfehler vorliegt. Der Proportionalitätsfaktor wurde dort allerdings nicht 
quantifiziert. 
In einem Forschungspraktikum von Stefan Kachel im Rahmen seines Masterstudiengangs unter 
meiner Anleitung arbeiteten wir gemeinsam an der mathematischen Formulierung der 
Differentialgleichung und Randbedingungen im hier vorgestellten detaillierteren Modell. Wir 
entwickelten erfolglose Lösungsansätze zur Berechnung der Federbalkendynamik mittels 
iterativer Näherungsverfahren. Teile des hierfür von Stefan Kachel geschriebenen 
Programmcodes, insbesondere das Einlesen und Ausgeben der Daten, wurden auch für folgende 
automatisierte Berechnungen verwendet. 
Im Folgenden fand ich eine Methode zur direkten Berechnung der Balkenschwingung aus der 
gegebenen Differentialgleichung mit den zugehörigen Randbedingungen. Ich schrieb ein 




entsprechendes Programm zur automatisierten Berechnung, mit dem nun auch die Balkenphase 
quantifiziert werden konnte. Anschließend führte ich die Experimente durch, mit deren Hilfe 
die Frequenzabhängigkeit des instrumentellen Phasenfehlers gezeigt wurde. 
Die Veröffentlichung wurde von mir geschrieben und gemeinsam mit Bernhard Roling 
überarbeitet. Stefan Kachel und André Schirmeisen gaben abschließend einzelne Hinweise, die 
ebenfalls eingearbeitet wurden. Ich übernahm die Korrespondenz mit der Zeitschrift Journal of 
Applied Physics. Die Revision nach Erhalt der Gutachten wurde von mir in enger Absprache 
mit Bernhard Roling und der Zustimmung von André Schirmeisen durchgeführt. 
 
 
5.2 Korrelation zwischen Anregungsamplitude und 
Resonanzfrequenz in der elektrochemischen 
Verformungsmikroskopie: Einfluss elektrostatischer Kräfte 
 
Valon Lushta, Stephan Bradler, Bernhard Roling, André Schirmeisen: 
Correlation between drive amplitude and resonance frequency in electrochemical strain 
microscopy: Influence of electrostatic forces 
Journal of Applied Physics 2017, 121, 224302. 
 
Die extrem hohe Sensitivität von ESM liegt unter anderem an der Signalverstärkung durch die 
Resonanz des Federbalkens. Hierbei muss allerdings unterschieden werden, welcher Anteil des 
Signals die tatsächliche Anregungsstärke ist und wie viel durch die Resonanzverstärkung 
kommt. Hierzu gibt es zwei Methoden, die Bandanregung (BE) und die Dualfrequenz-
Resonanzverfolgung (DART). Beide Methoden beschreiben die Verstärkung mathematisch als 
gedämpften harmonischen Oszillator. Die vier Parameter dieses Systems, 𝐴𝑑𝑟, 𝜑𝑑𝑟, 𝑓𝑅𝑒𝑠 und 𝑄 
werden jedoch unterschiedlich ermittelt. Dieser Artikel vergleicht die beiden Methoden in 
praktischen Messungen. Dabei wurden Korrelationen zwischen der Kontaktresonanzfrequenz 
und der gemessenen Amplitude beobachtet, die mit dem in der vorherigen Veröffentlichung 
vorgestellten Modell der Federbalkendynamik erklärt werden können. 
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Abbildung 21 zeigt das Messprinzip von BE und DART. Bei DART werden Amplitude und 
Phase bei zwei Frequenzen gemessen und aus diesen vier Messgrößen die vier DHO-Parameter 
berechnet (a). Bei BE wird der Federbalken bei allen Frequenzen im Bereich des Peaks angeregt 
und das zugehörige Signal gemessen (b). Die DHO-Parameter werden nun durch einen Fit des 
Signals mit den DHO-Funktionen für Frequenz und Phase erhalten. 
 
 
Abbildung 21: Darstellung des gemessenen Amplitudensignals (schwarz) und des ermittelten 
Resonanzpeaks (rot) in DART- (a) und BE-Messungen (b). Zusätzlich zur Amplitude wird 
jeweils auch das Phasensignal gemessen (nicht gezeigt). 
 
Ein Problem bei DART besteht darin, dass die Resonanzfrequenz von den lokalen 
Eigenschaften der Probe abhängt und sich daher während des Scans ändert. Die 
Anregungsfrequenzen werden zwar ständig nachgeregelt, um möglichst symmetrisch um die 
Resonanzfrequenz zu liegen, diese Regelung ist aber nicht beliebig schnell. Die 
Resonanzverfolgung wurde anhand von ESM-Messungen auf einer Lithiumionen leitenden 
Glaskeramik (LIC-GC) und dem Kathodenmaterial LiMn1,5Ni0,5O4 (LMNO) untersucht, siehe 
Abbildung 22. 
 





Abbildung 22: Resonanzverfolgung in DART-Messungen auf LIC-GC (a-d) und LMNO (e-h) 
bei verschiedenen Scangeschwindigkeiten. a), e) Topographie der Proben; b), c), f), g) 
mittlere Anregungsfrequenz bei einer Scangeschwindigkeit von 2,0 µm/s (b), 0,4 µm/s (c), 
3,6 µm/s (f), 3,6 µm/s (g); d), h) berechnete Resonanzfrequenzen. 
 
Abbildung 22 (d) und (h) zeigen die tatsächlichen Resonanzfrequenzen, die aus der DART-
Auswertung erhalten wurden. Bei Scans mit einer moderaten Scangeschwindigkeit (b, f) kann 
die Anregungsfrequenz nicht schnell genug geregelt werden, um nah an der Resonanzfrequenz 
zu sein. Erst bei sehr langsamen Scans (c, g) funktioniert die Frequenzverfolgung weitestgehend 
zuverlässig. Dies hängt auch von der Probe ab. LIC-GC ist eine sehr flache Probe (a), bei der 
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die Resonanzfrequenz nur in einem Bereich von 10 kHz schwankt (d). LMNO ist deutlich rauer 
(e) und die Resonanzfrequenz schwankt um bis zu 40 kHz (h). Daher funktioniert die 
Resonanzverfolgung auf LIC-GC (c) besser als auf LMNO (g). Die Bandanregung regt immer 
im Bereich der Resonanzfrequenz an, sofern das Frequenzband breit genug gewählt wurde. 
Allerdings ist die Bandanregung langsam, da viele Frequenzen gemessen werden müssen. 
Schnellere Messungen können daher als Vorteil von DART angesehen werden. Es konnte 
allerdings gezeigt werden, dass für eine verlässliche Resonanzverfolgung ähnlich langsam 
gemessen werden muss wie in der Bandanregung. 
Bei der Auswertung der Messdaten fiel weiterhin auf, dass Bereiche mit geringerer 
Resonanzfrequenz häufig eine höhere Amplitude zeigten. Dies kann quantitativ durch eine 
lineare Regression beschrieben werden, siehe Abbildung 23. Hier entspricht jeder Datenpunkt 
einem Pixel im Bild. 
 
 
Abbildung 23: Experimentelle Korrelation zwischen gemessener Amplitude und gemessener 
Resonanzfrequenz auf LIC-GC (a) und LMNO (b). 
 
Der Ursprung dieser Korrelation konnte durch einen Vergleich mit simulierten Daten aufgeklärt 
werden. Die Simulationsparameter wurden so gewählt, dass sie möglichst gut mit den 
experimentellen Größen übereinstimmen. Die verschiedenen Kontaktresonanzfrequenzen 
wurden durch eine Variation der Kontaktsteifigkeit erhalten. Dies führt aber nicht nur zu 
anderen Resonanzfrequenzen, sondern auch zu einer Änderung der Balkenform während der 
Schwingung, wie in Abbildung 24 gezeigt. 





Abbildung 24: Amplitude der Balkenschwingung bei verschiedenen Kontaktsteifigkeiten. 
 
Das bedeutet, dass sich mit der Kontaktsteifigkeit auch die Sensitivität des Signals gegenüber 
der Anregung ändert. Entsprechend ergibt sich bei verschiedenen Resonanzfrequenzen 
(Kontaktsteifigkeiten) auch ein unterschiedliches Messsignal, selbst wenn die eigentliche 
Anregungsstärke gleich bleibt. In den hier betrachteten Messungen haben weichere Bereiche 
der Probe eine scheinbar höhere Amplitude, da hier die Sensitivität größer ist. Dies kann leicht 
zu falschen Interpretationen führen. Ein wichtiger Aspekt ist, dass die Richtung und Stärke der 
Korrelation zwischen Resonanzfrequenz und Amplitude von der Anregungsart abhängt. Durch 
einen Vergleich der experimentellen Korrelation mit den für die verschiedenen Anregungsarten 
erwarteten Korrelationen lässt sich somit abschätzen, welche Anregungsart das Messsignal 
dominiert, siehe Abbildung 25. 
 
 
Abbildung 25: Simulierte Korrelation zwischen gemessener Amplitude und 
Resonanzfrequenz für LIC-GC (a) und LMNO (b). 
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Der Verlauf der Korrelation für die verschiedenen Anregungsarten kann wie folgt verstanden 
werden: Eine höhere Kontaktsteifigkeit behindert die Bewegung der Spitze. Daher sinkt die 
Sensitivität gegenüber der lokalen elektrostatischen Kraft bei höheren Kontaktsteifigkeiten 
(Resonanzfrequenzen). Bei der nicht-lokalen elektrostatischen Kraft ist dies schwächer 
ausgeprägt, da nur ein Teil der Kraft in der Nähe der Spitze wirkt. Die Anregung durch eine 
vertikale Probenverformung, wie sie für Vegard-Verformung erwartet wird, zeigt sogar eine 
leicht positive Steigung. Auch hier wird die Bewegung der Spitze eingeschränkt, andererseits 
ist die anregende Kraft proportional zur Kontaktsteifigkeit, siehe Gleichung (28). Diese beiden 
Effekte heben sich größtenteils auf und führen zur leicht positiven Steigung. 
Ein Vergleich der experimentellen und der simulierten Korrelation zeigt, dass auf beiden 
Proben elektrostatische Kräfte einen signifikanten Signalbeitrag leisten. Auf LIC-GC entspricht 
dies der Erwartung, wie aus Abschätzungen der Zeitskala verschiedener Prozesse folgt: Die 
Doppelschichtbildung, die zur elektrostatischen Kraft beiträgt, hat für den Spitzenradius von 
15 nm eine Zeitkonstante von ca. 75 ns und kann daher bei Frequenzen von mehreren 100 kHz 
gemessen werden. Die chemische Diffusion, die für eine Vegard-Verformung notwendig ist, 
hat im vorliegenden Fall hingegen eine Zeitkonstante von mindestens 1 s und ist damit viel zu 
langsam, um zum ESM-Signal beizutragen. Dies liegt an der extrem niedrigen elektronischen 
Leitfähigkeit des Materials. Auf dem Gemischtleiter LMNO ist eine Vegard-Verformung 
prinzipiell möglich, allerdings ist auch bei diesem Material die elektronische Leitfähigkeit sehr 
niedrig. In der Literatur wird die Vegard-Verformung als wesentlicher Anregungsmechanismus 
für solche Gemischtleiter angesehen. Unsere Messungen und Simulationen zeigen jedoch, dass 
elektrostatische Kräfte auch hier einen großen Anteil am Messsignal haben. 
 
Erklärung des Eigenanteils 
 
Sämtliche Messungen wurden von Valon Lushta geplant und durchgeführt. Ich habe die 
simulierten Daten berechnet, interpretiert und den zugehörigen Text im Manuskript verfasst. 
Die Abschätzung der Zeitskalen für die Doppelschichtbildung und chemische Diffusion in LIC-
GC wurden von mir in Zusammenarbeit mit Bernhard Roling durchgeführt und ins Manuskript 
eingearbeitet. Der Rest des Manuskripts wurde zunächst von Valon Lushta verfasst. Alle vier 
Autoren, insbesondere André Schirmeisen und Bernhard Roling, haben Teile des Manuskripts 








5.3 Amplitudenquantifizierung in Kontaktresonanz-basierter 
spannungsmodulierter Kraftspektroskopie 
 
Stephan Bradler, André Schirmeisen, Bernhard Roling: 
Amplitude quantification in contact-resonance-based voltage-modulated force spectroscopy 
Journal of Applied Physics 2017, 122, 65106. 
 
In der elektrochemischen Verformungsmikroskopie soll eine periodische vertikale 
Probenverformung ermittelt werden, gemessen wird jedoch das Signal des Photodetektors. Um 
aus dem Detektorsignal die Probenverformung zu erhalten, muss die Federbalkendynamik 
betrachtet werden. Balke et al. konnten anhand eines einfacheren Modells der 
Federbalkendynamik bereits zeigen, dass der benötigte Umrechnungsfaktor von der Form der 
Federbalkenschwingung abhängt, die für jeden Einzelfall ermittelt werden muss.[15] In dieser 
Veröffentlichung wird dies anhand des Modells aus der ersten Veröffentlichung genauer 
analysiert. 
Zunächst müssen die Parameter für die Simulationen bestimmt werden. Die meisten Größen 
sind generell bekannt oder können leicht bestimmt werden. In der Regel nicht bekannt sind die 
Balkenmasse, die effektive Spitzenmasse, die Kontaktsteifigkeit und die 
Dämpfungskoeffizienten. Diese Größen werden aus den Resonanzfrequenzen und 
Verstärkungsfaktoren der ersten beiden freien Resonanzen und der Kontaktresonanz erhalten. 
Hierbei werden die Modellparameter iterativ optimiert, bis die Simulation mit den 
experimentellen Resonanzparametern übereinstimmt. Es ist wichtig, hierbei die Spitzenmasse 
zu berücksichtigen, da sonst eine falsche Kontaktsteifigkeit erhalten wird, siehe Abbildung 26. 
 




Abbildung 26: Bestimmung der Simulationsparameter aus experimentellen Größen. a) Das 
Verhältnis der Spitzenmasse zur Balkenmasse wird aus dem Verhältnis der ersten beiden 
freien Resonanzfrequenzen erhalten. b) Die Kontaktsteifigkeit wird anschließend aus der 
Kontaktresonanz berechnet. Hierbei ist es wichtig, das Verhältnis von Spitzenmasse und 
Balkenmasse vorher bestimmt zu haben. 
 
Die Kontaktsteifigkeit 𝑘1, genauer ihr Verhältnis zur Federkonstante des Balkens 𝑘, ist der 
wichtigste Parameter für die Form der Balkenschwingung in der Kontaktresonanz, siehe 
Abbildung 27a. Das gemessene Detektorsignal ist proportional zur Steigung oberhalb der 
Spitze, wo der Laser reflektiert wird. Dies bedeutet, dass bei unterschiedlichen 
Kontaktsteifigkeiten ein unterschiedliches Signal gemessen wird, trotz gleicher 
Anregungsstärke. Dieses Signal kann ins Verhältnis zum Signal bei einer statischen 
Probenverformung gesetzt werden, wie sie zur Kalibration des Detektorsignals genutzt wird. 






Abbildung 27b zeigt den Formfaktor als Funktion der Kontaktsteifigkeit. Die markierten 
Punkte entsprechen den gleich gefärbten Kurven in Abbildung 27a. Dieses prinzipielle 
Verhalten wurde auch von Balke et al. erhalten.[72] Für praktische Messungen muss nun die mit 
der statischen Kalibration ermittelte scheinbare Verformung durch 𝜆 geteilt werden, um die 
tatsächliche periodische Verformung zu erhalten. 
 





Abbildung 27: a) Form der Balkenschwingung bei verschiedenen Verhältnissen zwischen 
Kontaktsteifigkeit und Federkonstante des Balkens. b) Formfaktor als Funktion der 
Kontaktsteifigkeit. Die Punkte in b) entsprechen den gleichfarbigen Kurven in a). 
 
Als nächstes wurde betrachtet, warum eine bestimmte Schwingungsform einem bestimmten 
Formfaktor entspricht. Die entscheidende Überlegung hierbei ist, dass die durch Anregung 
eingebrachte Leistung der durch Dämpfung dissipierten Leistung entsprechen muss. Es konnte 
gezeigt werden, dass für einen vereinfachten Fall ohne Kontaktwinkel und Spitzenmasse für 











Der erste Bruch beschreibt die inverse statische Sensitivität. Der zweite Bruch gibt das 
Verhältnis von Kontaktsteifigkeit zu Balkensteifigkeit an, da 𝑚𝐿𝜔
2 proportional zu 𝑘 ist. Der 
letzte Bruch hängt von der Federbalkenform ab. Er ist proportional zur absoluten 
Balkenauslenkung an der Spitze 𝑧(𝐿), zur Steigung an dieser Stelle 𝑧′(𝐿) und invers 
proportional zur mittleren quadratischen Auslenkung über den gesamten Balken 〈|𝑧(𝑥)|2〉. 
Tendenziell steigt der Formfaktor zunächst mit der Kontaktsteifigkeit, da er zu dieser 
proportional ist. Andererseits behindert eine hohe Kontaktsteifigkeit die Bewegung der Spitze, 
wodurch 𝑧(𝐿) und 𝑧′(𝐿) klein gegenüber 〈|𝑧(𝑥)|2〉 werden. 
Ähnliche Ausdrücke lassen sich auch für die anderen Anregungsarten finden. Im Gegensatz zur 
vertikalen Probenverformung können diese jedoch nicht sinnvoll mit der statischen Kalibration 
verglichen werden. Stattdessen wird die gemessene Amplitude auf 𝑠, die Sensitivität des 
Detektorsignals gegenüber 𝑧′(𝐿), normiert: 






































Die Abhängigkeit der Sensitivität gegenüber der lokalen elektrostatischen Kraft 𝑓0 von der 
Balkenform ist identisch zur vertikalen Probenverformung, da die Kraft in die gleiche Richtung 
wirkt. Allerdings ist das Signal hier nicht proportional zur Kontaktsteifigkeit, so dass die 
Sensitivität mit steigender Kontaktsteifigkeit tendenziell abnimmt. Die longitudinale 
Probenverformung 𝑑2 wirkt in eine andere Richtung, daher muss hier der Faktor 𝑧(𝐿) durch 
𝑧′(𝐿) ersetzt werden. Die nicht-lokale elektrostatische Kraft 𝑞(𝑥) wirkt auf den gesamten 
Balken. Entsprechend muss in diesem Fall das Produkt aus 𝑞(𝑥) und 𝑧(𝑥) über den gesamten 
Balken integriert werden. In praktischen Fällen müssen auch der Kontaktwinkel und die 
Spitzenmasse mit einbezogen werden, was für eine numerische Berechnung kein Problem ist. 
Allerdings werden die Gleichungen (39) - (42) dadurch deutlich weniger anschaulich. 
Diese Abhängigkeiten der jeweiligen Sensitivitäten von der Kontaktsteifigkeit und Balkenform 
führen auch zu Korrelationen zwischen der gemessenen Resonanzfrequenz und der scheinbaren 
Amplitude. Schwankungen in der Kontaktsteifigkeit ändern nämlich nicht nur die Sensitivität 
des Signals gegenüber der Anregungsstärke, sondern wie in Abbildung 26 gezeigt auch die 
Kontaktresonanzfrequenz. Dadurch, dass die Sensitivität für die verschiedenen Anregungsarten 
auf unterschiedliche Weise von der Kontaktsteifigkeit und Balkenform abhängt, ergeben sich 
auch unterschiedliche Steigungen in der Korrelation zwischen scheinbarer Amplitude und 
Resonanzfrequenz. Die experimentell gemessene Korrelation kann nun mit den simulierten 
Korrelationen verglichen werden, um zu ermitteln, welche Anregungsart vorliegt, siehe 
Abbildung 28. Beide untersuchten Proben zeigen das erwartete Verhalten: vertikale 
Probenbewegung 𝑑1 auf ferroelektrischem LiNbO3, elektrostatische Kräfte 𝑓0 und 𝑞 auf dem 
reinen Ionenleiter Soda-Lime Glas. 





Abbildung 28: Korrelationen zwischen gemessener Amplitude und Resonanzfrequenz auf a) 
ferroelektrischem LiNbO3 (PPLN) und b) Soda-Lime Glas, jeweils verglichen mit simulierten 
Korrelationen für die verschiedenen Anregungsarten. 
 
Die bisherigen Überlegungen können auch auf höhere Biegemoden angewendet werden. Die 
Gleichungen des Modells sind auch hier gültig. Allerdings ist die effektive Balkensteifigkeit 
hier höher als in der ersten Biegemode, so dass sich die Formfaktorkurve verschiebt. Da das 
Verhältnis 𝑘1/𝑘 zwischen Kontaktsteifigkeit und Federkonstante 𝑘 des Balkens nicht direkt 
gewählt werden kann, eröffnet dies mehr Möglichkeiten, nah an einem Extremum der 
Formfaktorkurve zu messen. In diesen Bereichen ist die Sensitivität maximal und ändert sich 
wenig mit der Kontaktsteifigkeit. Auch für höhere Biegemoden wurde die Korrelation zwischen 
Amplitude und Frequenz analysiert. Insgesamt zeigte sich hierbei eine gute Übereinstimmung 
zwischen dem erwarteten und dem experimentell beobachteten Verhalten. Diese 
Übereinstimmung war allerdings nicht immer perfekt und für eine klare Zuordnung ist es 
sinnvoll, die Korrelation in möglichst vielen Biegemoden zu vergleichen. 
Eine weitere Möglichkeit besteht darin, die jeweiligen Amplituden zwischen den verschiedenen 
Biegemoden zu vergleichen, siehe Abbildung 29. Auch hier wird für die verschiedenen 
Anregungsarten ein unterschiedliches Verhalten erwartet. Auf LiNbO3 wird eine gute 
Übereinstimmung zwischen dem Experiment und dem erwarteten Verhalten für 𝑑1 beobachtet. 
Allerdings kann allein aus diesem Vergleich nicht ausgeschlossen werden, dass die Anregung 
über 𝑓0 erfolgt. Daher sollte hier auch die Korrelation zwischen Amplitude und Frequenz in den 
einzelnen Biegemoden betrachtet werden. Auf Soda-Lime Glas scheinen die experimentellen 
Ergebnisse zunächst nicht zu den erwarteten Anregungsarten 𝑓0 und 𝑞(𝑥) zu passen. Allerdings 
liegt hier eine Kombination der beiden Anregungsarten vor. Der Beitrag von 𝑞(𝑥) kann mit 
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Hilfe des Modells abgeschätzt und von der beobachteten Schwingung abgezogen werden, bevor 
das Signal normiert wird. Das Restsignal passt sehr gut zum erwarteten Verhalten von 𝑓0. 
 
 
Abbildung 29: Relative Sensitivität in verschiedenen Biegemoden, gemessen auf a) 
ferroelektrischem LiNbO3 (PPLN) und b) Soda-Lime Glas, jeweils verglichen mit simulierten 
Sensitivitäten für die verschiedenen Anregungsarten. 
 
Weiterhin fällt auf, dass die Sensitivität gegenüber der nicht-lokalen elektrostatischen Kraft in 
höheren Biegemoden stark absinkt. Dies liegt an den Knoten in der Balkenform, siehe 
Abbildung 30. Während der Schwingung ist daher nur ein Teil des Balkens in Phase mit der 
anregenden Kraft, der andere Teil ist genau außer Phase und wirkt der Anregung entgegen. 
Mathematisch kann dies auch mit Gleichung (42) beschrieben werden. Die Anregung 𝑞(𝑥) ist 
immer negativ, die Auslenkung 𝑧(𝑥) ändert das Vorzeichen und die beiden Bereiche heben sich 
im Integral teilweise auf. Für praktische Messungen ist dies von Vorteil, da die nicht-lokale 
elektrostatische Kraft keine lokalen Informationen im Bereich der Spitze beinhaltet und nur die 
Interpretation des Messsignals erschwert. 
 





Abbildung 30: Beispiel für die Form der Balkenschwingung in der zweiten Biegemode. 
 
Abschließend wurden diese Erkenntnisse in Richtlinien für praktische ESM-Messungen 
zusammengefasst: 
(i) Messungen in höheren Biegemoden reduzieren den Beitrag der nicht-lokalen 
elektrostatischen Anregung. 
(ii) Es sollte ein Federbalken gewählt werden, für den sich auf der untersuchten Probe ein 
günstiges Verhältnis von Kontaktsteifigkeit zur Federkonstante des Balkens ergibt. 
(iii) Aus den experimentell bestimmten Parametern muss mit dem in der ersten 
Veröffentlichung entwickelten Modell der Formfaktor ermittelt werden, mit dessen Hilfe sich 
die tatsächliche Verformung bestimmen lässt. 
(iv) Schwankungen in der Kontaktsteifigkeit führen zu Schwankungen in der Sensitivität. Dies 
kann zu Bereichen mit scheinbar anderer Anregungsstärke führen. Andererseits können die sich 
ergebenden Korrelationen zwischen scheinbarer Amplitude und Resonanzfrequenz genutzt 
werden, um die Anregungsart zu ermitteln. 
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Erklärung des Eigenanteils 
 
Sämtliche theoretische Betrachtungen und Experimente wurden von mir geplant, durchgeführt 
und ausgewertet. Das Manuskript wurde von mir verfasst und gemeinsam mit Bernhard Roling 
überarbeitet. André Schirmeisen hat das Manuskript überprüft und einzelne Korrekturen 




5.4 Piezoantwort-Rasterkraftmikroskopie und elektrochemische 
Verformungsmikroskopie im Dualfrequenz-Resonanzverfolgungs-
Modus: Analyse von Verfolgungsfehlern 
 
Stephan Bradler, André Schirmeisen, Bernhard Roling: 
Piezoresponse force and electrochemical strain microscopy in dual AC resonance tracking 
mode: Analysis of tracking errors 
Journal of Applied Physics 2018, 123, 035106. 
 
Die Dualfrequenz-Resonanzverfolgung (DART) ist eine wichtige Methode zur Analyse von 
Resonanzpeaks in der elektrochemischen Verformungsmikroskopie (ESM). Bei der Methode 
wird davon ausgegangen, dass sich der Resonanzpeak mit dem Modell des gedämpften 
harmonischen Oszillators (DHO-Modell) beschreiben lässt. Im Gegensatz zur Bandanregung 
wird das Signal bei DART nicht über den gesamten Frequenzbereich des Peaks gemessen, 
sondern nur bei zwei Frequenzen in der Nähe der Resonanzfrequenz. Verhält sich das System 
exakt wie ein gedämpfter harmonischer Oszillator, sind die ermittelten DHO-Parameter 
unabhängig von den Anregungsfrequenzen. In dieser Veröffentlichung wurde gezeigt, dass 
reale Systeme vom DHO-Modell abweichen. Es wurde theoretisch und praktisch demonstriert, 
wie dies zu Fehlern in den berechneten DHO-Parametern führt, sofern die 
Anregungsfrequenzen nicht symmetrisch um die Resonanzfrequenz liegen. 




Abbildung 31 vergleicht einen gemessenen Resonanzpeak mit einem Fit nach dem DHO-
Modell und mit einem Resonanzpeak, der gemäß dem Modell aus der ersten Veröffentlichung 
berechnet wurde. Hierbei fiel Folgendes auf: 
1. Das DHO-Modell ermöglicht eine gute Beschreibung des Resonanzpeaks. 
2. Am Rand des Peaks gibt es kleine, reproduzierbare Abweichungen zwischen DHO-Modell 
und Experiment. 
3. Das in der ersten Veröffentlichung entwickelte Modell zur Federbalkendynamik stellt eine 
bessere Beschreibung des Resonanzpeaks dar. 
 
 
Abbildung 31: Vergleich eines experimentellen Resonanzpeaks mit einem Fit nach dem 
DHO-Modell und einem Peak, der mit dem zuvor entwickelten Modell simuliert wurde. 
 
Die wesentliche Frage ist, ob die Abweichungen zwischen DHO-Modell und Experiment dazu 
führen, dass die ermittelten DHO-Parameter von der Lage der Anregungsfrequenzen abhängen. 
Dies wurde an Resonanzkurven getestet, die mit dem zuvor entwickelten Modell berechnet 
wurden. Bei diesen Kurven wurde nun sowohl der Abstand der Messfrequenzen ∆𝑓, als auch 
die mittlere Anregungsfrequenz 𝑓𝐸𝑥𝑐, variiert, wie in Abbildung 32 dargestellt. 




Abbildung 32: Schematische Darstellung der Anregungsfrequenzen und gemessenen Signale 
bei DART-Messungen. 
 
Der Abstand der Messfrequenzen hat nur einen geringen Einfluss auf die ermittelten Parameter, 
wie in Abbildung 33a gezeigt. Der Abstand der mittleren Messfrequenz zur Resonanzfrequenz, 
im Folgenden Verfolgungsfehler 𝑇𝐸 genannt, hat hingegen einen signifikanten Einfluss auf die 
ermittelte Anregungsamplitude und den ermittelten Verstärkungsfaktor, siehe Abbildung 33b. 
Der relative Fehler in diesen Parametern ist jeweils proportional zum Verfolgungsfehler, gleich 
groß, aber mit unterschiedlichem Vorzeichen. 
 
 
Abbildung 33: Ermittelte DHO-Parameter als Funktion des Abstands der Messfrequenzen ∆𝑓 
(a) und des Verfolgungsfehlers 𝑇𝐸 (b). 




Diese theoretisch berechneten Zusammenhänge wurden anschließend auf dem 
ferroelektrischen Material LiNbO3 bestätigt, wie in Abbildung 34 gezeigt. Der Trend, dass die 
berechnete Anregungsamplitude und der berechnete Verstärkungsfaktor sich gegenläufig mit 
dem Verfolgungsfehler ändern, wurde reproduzierbar bestätigt. Die genauen Steigungen 
weichen allerdings etwas von den simulierten Werten (±4,40) ab. Diese Analyse ist möglich, 
weil die berechnete Resonanzfrequenz praktisch unabhängig von den Testfrequenzen ist. Nur 
dadurch kann der Verfolgungsfehler zuverlässig ermittelt werden. 
 
 
Abbildung 34: Experimentelle Korrelation zwischen ermittelten DHO-Parametern und dem 
Verfolgungsfehler auf ferroelektrischem LiNbO3. Theoretisch erwartet wurden Steigungen 
von 4,40 und −4,40. 
 
Bei weiteren Peaks, die mit dem Modell zur Federbalkendynamik berechnet wurden, konnte 
gezeigt werden, dass die entstehenden Fehler dann besonders groß werden, wenn sich die 
Sensitivität des Messsignals stark mit der Balkenform ändert. Dies legt nahe, dass die 
Abweichungen zwischen der Realität und dem DHO-Modell im Wesentlichen mit Änderungen 
in der Balkenform zusammenhängen, was allerdings nicht im Detail untersucht wurde. 
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Die praktische Relevanz dieser Fehler wurde anschließend mit einer DART-Messung auf dem 
Kathodenmaterial Lithiumcobaltoxid (LiCoO2) demonstriert, siehe Abbildung 35. In DART-
Messungen wird versucht, die Messfrequenzen so zu regeln, dass die gemessenen Amplituden 
gleich groß sind, was einem Verfolgungsfehler von 0 entspricht. Dies wird in praktischen 
Messungen aber oft nicht erreicht, wie auch schon in der zweiten Veröffentlichung gezeigt 




Abbildung 35: Illustration der Auswirkung von Verfolgungsfehlern anhand eines DART-
ESM-Scans auf LiCoO2. Links: mittlere Anregungsfrequenz, gemessene Resonanzfrequenz 
und daraus berechneter Verfolgungsfehler. Rechts: Anregungsamplitude, Verstärkungsfaktor 
und deren Produkt. 




Bereiche mit einer geringen Resonanzfrequenz haben häufig einen positiven 
Verfolgungsfehler, da die Anregungsfrequenz nicht schnell genug gesenkt werden kann. Hier 
scheint dann die Amplitude größer und der Verstärkungsfaktor kleiner zu sein, siehe zum 
Beispiel den rechten Teil des rot markierten Partikels in Abbildung 35. Im linken Teil dieses 
Partikels ist der Verfolgungsfehler negativ und es tritt das Gegenteil ein. Falls die scheinbare 
Inhomogenität auf diesem Partikel nur ein Effekt des Verfolgungsfehlers ist, sollte das Produkt 
aus 𝐴𝑑𝑟 und 𝑄 homogen sein. Dies ist der Fall, woraus folgt, dass es sich hier tatsächlich um 
ein reines Verfolgungsfehler-Artefakt handelt. Andere Bereiche der Probe können tatsächlich 
eine erhöhte Anregungsamplitude zeigen, die keine Verfolgungsfehler-Artefakte sind, siehe die 
grün markierten Bereiche in Abbildung 35. Für praktische DART-Messungen sollte daher 
immer ein Verfolgungsfehlerbild berechnet werden, um Artefakte aus Verfolgungsfehlern 
identifizieren zu können. 
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Das hier entwickelte Modell und die daraus entwickelten Analysemethoden können direkt für 
ESM-Messungen verwendet werden. Für die Anwendung besonders interessante Proben sind 
Elektrodenmaterialien für Lithium-Ionen-Batterien. Diese sollten in unterschiedlichen 
Ladezuständen untersucht werden, wie sie auch in Batterien auftreten. Um keine 
Oberflächeneffekte, sondern die wirklichen Volumeneigenschaften des Materials zu 
untersuchen, können die obersten Schichten der Probe durch Ionenbeschuss abgetragen werden. 
Die ESM-Messungen sollten anschließend bei verschiedenen Temperaturen, Spannungen und 
Zeitskalen erfolgen, um ein besseres Verständnis der beobachteten Prozesse zu erreichen. 
Zusätzlich sollten Vergleichsmessungen mit anderen Methoden wie beispielsweise lokale 
Leitfähigkeitsmessungen, Rasterkelvinmikroskopie oder elektrostatische Kraftspektroskopie 
durchgeführt werden. Die Ergebnisse können anschließend mit makroskopischen Messungen 
korreliert werden. 
Für die Berechnung der Federbalkendynamik mit dem Modell wurde ein Programm in C++ 
geschrieben, dass die vorgestellten Rechnungen automatisiert durchführt. Insbesondere kann 
das Programm die Modellparameter automatisch anpassen, um bestimmte experimentelle 
Ergebnisse zu reproduzieren. Weiterhin wurde als fünfte Anregungsart eine periodische 
Auslenkung der Basis des Federbalkens integriert. 
Das Modell und die daraus entwickelte Software können auch auf andere AFM-Methoden 
angewendet werden, die die Kontaktresonanz nutzen. So können insbesondere auch 
elektrostatische und elektromagnetische Kräfte, piezoelektrische Eigenschaften und 
mechanische Eigenschaften untersucht werden. Entsprechend ist das Modell nicht nur für die 
Entwicklung besserer Batterien, sondern auch für andere Funktionsmaterialien relevant.  
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