A new family of skew-symmetric solutions of the Jacobi partial differential equations for finite-dimensional Poisson systems is characterized and analyzed. Such family has some remarkable properties. In first place, it is defined for arbitrary values of the dimension and the rank. Secondly, it is described in terms of arbitrary differentiable functions, namely it is not limited to a given degree of nonlinearity. Additionally, it is possible to determine explicitly the fundamental properties of those solutions, such as their Casimir invariants and the algorithm for the reduction to the Darboux canonical form, which have been reported only for a very limited sample of finite-dimensional Poisson structures.
In terms of a system of local coordinates on an n-dimensional manifold, Poisson systems of finite dimension have the form:
what is to follow):
In equations (2) and (3) indices i, j, k run from 1 to n.
There are different reasons justifying the importance of the Poisson representation.
One is that it provides a wide generalization of classical Hamiltonian systems, allowing not only for odd-dimensional vector fields, but also because a structure matrix verifying (2-3) admits a great diversity of forms apart from the classical constant symplectic matrix.
Actually, Poisson systems are a generalization of the classical Hamiltonian systems on which a noncanonical bracket is defined, namely:
{f (x), g(x)} = n i,j=1
for every pair of differentiable functions f (x) and g(x). The possible rank degeneracy of the structure matrix J implies that a certain class of first integrals (C(x) in what follows) termed Casimir invariants exist. There is no analog in the framework of classical
Hamiltonian systems for such constants of motion, which have the property of commuting in the sense of (4) with all differentiable functions. It can be seen that this implies that Casimir invariants are the solution set of the system of coupled PDEs J · ∇C = 0. (2) (3) . This, together with the intrinsic mathematical interest of the problem, explains also the attention deserved in the literature by the obtainment and classification of skew-symmetric solutions of the Jacobi equations.
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Due to the reason that equations (3) constitute a set of coupled nonlinear PDEs, the characterization of solutions of (2-3) has proceeded by means of either suitable ansatzs [7] [8] [9] [10] [11] 32, 33 or through a diversity of other approaches. [12] [13] [14] [15] [16] [20] [21] [22] 31, 34 In particular, there is a clear lack of knowledge of solutions verifying the following six properties:
(i) to have arbitrary dimension n; (ii) for every n, to allow arbitrary (even) values of the rank; (iii) to be defined in terms of arbitrary differentiable functions, namely functions of arbitrary nonlinearity; (iv) a complete set of independent Casimir invariants can be determined; (v) it is also possible to construct the Darboux canonical form; (vi) items iv and v can be carried out globally in phase space. In this work, a new family of skew- The article has the following structure. In Section II the new solutions are characterized. Their symplectic structure and the reduction to the Darboux canonical form are determined in Section III. Examples are provided in Section IV. Section V concludes with some final remarks.
II. CHARACTERIZATION OF THE SOLUTION FAMILY
We begin with a preliminary definition:
Definition 2.1: Let A = (a ij ) and B = (b ij ) be two n × n real and regular matrices (n ≥ 2) such that A = B −1 . Let also B i ≡ (b i1 , . . . , b in ) denote the i-th row of B, for i = 1, . . . , n. In addition, let Ω ⊂ IR n be a domain in which a system of local coordinates
If r is an even integer, 2 ≤ r ≤ n, we shall denote by Ω * i ⊂ IR the subsets Ω i = 1, . . . , r, denote r functions which are C 1 (Ω) and do not vanish at any point of Ω, and such that they can be expressed in the form ψ i (x) = ϕ i (B i · x), where every function
) and does not vanish in any point of Ω * i . Finally let
where the vertical lines denote hereafter a matrix determinant. Then a n × n matrix
in Ω is termed multiseparable if it has the form:
Moreover, for every n ≥ 2, multiseparable matrices will be also defined in Ω for the additional even value r = 0 as J
ij (x) = 0 for i, j = 1, . . . , n and for every x ∈ Ω.
This definition provides the basis for the following result:
Theorem 2.2: Let n ≥ 2 be an integer, and let Ω ⊂ IR n be a domain in which a multiseparable matrix J is defined. Then J is a structure matrix globally defined in Ω.
Proof: Since the case r = 0 is clear, we shall focus on the case r ≥ 2. Skew-symmetry of J is a consequence of the fact that Λ
for i, j = 1, . . . , n and for k = 1, . . . , r/2 in (5-6). Let us now turn to the Jacobi identities (3). Substitution of (6) into (3) produces after some rearrangements:
where T 1 and T 2 are terms to be examined separately. Let us first look at T 1 . Using the definition of the constants Λ kl ij given in (5), after some algebra it is found that:
where the symbol δ ij stands for Kronecker's delta. Notice that in T 1 it is always δ 2q−1,2p = 0 since p and q are integers. Now consider two complementary cases for T 1 :
. Then δ 2q−1,2p−1 = 1 and T 1 becomes:
Consequently it is T 1 = 0 in all cases. Similarly, let us now examine T 2 . Following an analogous procedure it can be found that:
a j,2q−1 a j,2q
As before, note that δ 2q,2p−1 = 0 in T 2 since p and q are integers. Two complementary cases appear now for T 2 :
Case 2.1. It is p = q in T 2 . Thus δ 2q,2p = 1 and T 2 reduces to:
Case 2.2. Assume p = q in T 2 . Then δ 2q,2p = 0 and it is immediate that T 2 vanishes.
Therefore we also have T 2 = 0 in all cases. Together with the previous result T 1 = 0, this implies in (7) that multiseparable matrices verify the Jacobi equations (3) for r ≥ 2.
This completes the proof of Theorem 2.2.
One of the most significant features of the multiseparable family of Poisson structures is that it can be explicitly and globally analyzed both for the determination of its Casimir invariants and for the construction of the Darboux canonical form. The development of such issues is the purpose of the next section.
III. SYMPLECTIC STRUCTURE AND DARBOUX CANONICAL FORM
In what follows, a theorem summarizing the main features of the multiseparable solutions is provided. The proof of such theorem is constructive:
ij ) is a multiseparable structure matrix, we have that:
(a) Rank(J )= r everywhere in Ω.
(b) The functions
constitute a complete set of functionally independent Casimir invariants of J in Ω.
(c) It is possible to perform globally in Ω the reduction of system (1) to the Darboux canonical form by means of a transformation which is a diffeomorphism in Ω.
Proof: The proof of the theorem begins with an auxiliary result:
ij ) is a multiseparable structure matrix defined in the domain Ω ⊂ IR n , then functions (8) form a set of functionally independent Casimir invariants for
Proof of Lemma 3.2: Functional independence can be seen by direct evaluation of the Jacobian matrix of functions (8):
Thus the Jacobian (9) has constant rank (equal to n − r) in IR n as a consequence that matrix B is invertible, and accordingly functions (8) are functionally independent in Ω.
In addition, let us demonstrate that such functions are Casimir invariants. If r = 0 the result is direct. For r ≥ 2, we evaluate the i-th component of the matrix product J · ∇C p for every p = r + 1, . . . , n:
After some algebra, (10) amounts to:
But note that p = r + 1, . . . , n, while 1 ≤ k ≤ (r/2). This implies that in all cases it is δ p,2k−1 = δ p,2k = 0, and the expression in (11) vanishes. Consequently, it is J · ∇C p = 0 for all p = r + 1, . . . , n and the proof of Lemma 3.2 is complete. Q.E.D.
A direct outcome of Lemma 3.2 is that Rank(J )≤ r everywhere in Ω. Let us now demonstrate that, in fact, r is the actual value of the rank:
ij ) is a multiseparable structure matrix defined in the domain Ω ⊂ IR n , then Rank(J )= r everywhere in Ω.
Proof of Lemma 3.3: According to Definition 2.1, the result is verified if r = 0.
For r ≥ 2, in order to prove this lemma recall first that under a differentiable change of variables y = y(x), every structure matrix J (x) is transformed into a new structure matrix J * (y) according to the rule:
In our case, we shall perform the following change of variables:
In (13) we obviously have ∂y i /∂x j = b ij for all i, j = 1, . . . , n. Taking this into account, substitution of (6) in (12) implies that:
Using the definition (5) in (14) leads after some calculations to:
In (15) three cases can be distinguished:
. This is thus the case for (i, j) = { (1, 2) , . . . , (r − 1, r)}.
Case 3. In any other situation, it is J * ij (y) = 0.
Consequently, we have just arrived to the following structure matrix:
where O 1×1 denotes the 1 × 1 null submatrix. Let us define the set Ω * ⊂ IR n according
to Ω * ≡ {B · x : x ∈ Ω}. It is clear that J * (y) in (16) is defined on Ω * . Now let y * = (y * 1 , . . . , y * n ) ∈ Ω * be a point in which J * (y) is evaluated. We then have y * = B · x * for some x * ∈ Ω. But this means that y * i = B i · x * for i = 1, . . . , r, which implies that 
Transformation (17) is globally defined in Ω * , and actually it is not difficult to verify that it is also diffeomorphic: since functions ϕ i (y i ) are C 1 and nonvanishing, both z i (y i ) and its inverse are always differentiable and strictly monotonic for every i = 1, . . . , n. The outcome after transformation (17) is a new structure matrix J * * (z) which is obtained from (12) and (17) as:
Now two different cases are to be recognized: (18) we have:
, i, j = 1, . . . , r Case 2. In any other case different to the previous one, we obtain J * * ij (z) = 0 because for all those values of i and j it is J * ij (y) = 0 in expression (18) .
Accordingly, a comparison with (16) shows that:
Therefore the Darboux canonical form (19) to illustrate by means of some examples the generality of the family just analyzed as well as the different procedures described. This is the purpose of the next section.
IV. EXAMPLES
We shall consider two different examples, well-known in the literature: the first one arises in population dynamics, while the second instance comes from mechanics.
Example 1. Kermack-McKendrick system
The following structure matrix is of interest 10, 33 for the analysis of the KermackMcKendrick model for epidemics:
where R > 0 is a real constant. Since x i > 0 for all i = 1, 2, 3, it is Rank(J )= 2, a
Casimir invariant being C(x) = x 1 + x 2 + x 3 . In terms of the elements described in Definition 2.1, matrix (20) is multiseparable with:
and functions ϕ i (y i ) = κ i y i for i = 1, 2, where κ 1 and κ 2 are arbitrary real constants verifying the condition κ 1 κ 2 = R. We can check how J in (20) is generated according to Definition 2.1:
The calculations for the remaining nonzero entries are entirely similar as far as Λ
for all i, j, k, l. Let us now consider the Darboux canonical form for J . If we apply (12) for the coordinate change (13), namely y = B · x, we arrive after some calculations at:
To complete the reduction to the Darboux canonical form according to the procedure given in the previous section, an additional transformation (17) is to be applied to matrix J * (y) in (21) . Now such transformation amounts to:
Then, the result after the change of coordinates (22) is the Darboux canonical form:
Consequently, the reduction is globally and constructively completed. The diffeomorphic character of all the transformations involved is also evident.
Example 2. Poisson bracket for the Toda lattice
As a second example, a Poisson structure which is frequently employed for the study of the Toda system shall be considered 15 . Toda lattice, when expressed in Flaschka's
is a Poisson system with brackets
while the rest of elementary brackets vanish. Therefore, this is a Poisson structure of dimension n = 2N − 1 and having the following structure matrix:
where O denotes the null submatrix of size given by the subindex. It is immediate that the rank of J is r = n−1 = 2N −2. Consequently, there is only one independent Casimir invariant, namely
Let us first show that the structure matrix (23) is multiseparable for every n ≥ 3. In terms of Definition 2.1, we now have the functions:
And the matrices A and B are given in what follows. In first place, we have for A: 
Notice that for the sake of clarity, every row of A is symbolically split in two parts of sizes 2N − 2 (left) and 1 (right), while vertically every column is also divided schematically in two pieces of sizes N − 1 (up) and N (down). For B we have: 
Again, for clarity every row of B has been divided in two parts of sizes N − 1 (left) and N (right), while vertically every column is also separated in two pieces of sizes 2N − 2 (up) and 1 (down). It is simple to check that A in (25) and B in (26) are invertible and 
Therefore using (6) together with (27) we arrive at:
If we examine matrix A in (25) we see that four cases appear in (28):
. In this case, every determinant Λ 2k−1,2k ij contains at least three zeroes, and thus vanishes. 
. This case is skew-symmetrical of Case 3, therefore it is not necessary to repeat the calculations since the argument is entirely similar.
The outcome of the previous classification is precisely matrix J in (23), as expected.
To conclude the example, let us now turn to the construction of the Darboux canonical form, developed in the last section. As we know, the first step is the coordinate transformation (13) of the form y = B · x, where y = (y 1 , . . . , y n ). From the definition of B in (26) note in particular that we now have:
Making use of (28), (29) and (30) , the application to J in (23) of the transformation rule (12) for the change (13) leads after some algebra to:
Taking (18) into account, the application of transformation (32) to the structure matrix (31) finally leads to the Darboux canonical form:
Recall also how the diffeomorphic character of both coordinate transformations (13) and (32) is clear in practice.
V. FINAL REMARKS
Investigation of skew-symmetric solutions of the Jacobi equations provides an increasingly rich perspective of finite-dimensional Poisson structures. In spite that a complete knowledge of such solutions is still far, the investigation of the problem seems to be not only a mathematically appealing subject, but also a unavoidable issue for a better under- 
