Abstract. In this paper, the complexity algorithm is used to locate the human eyes, and then the best threshold method is used to locate the human eyes accurately. This method is more accurate than the gray projection method, and it is faster and less affected by the light and noise. Spiking neural networks, which inherit the parallel mechanism from biological system, are used to extract the face features. The spiking neural networks can remember key features of a visual image through synapse strength distribution and recall the visual image by triggering a specific neuron. Based on the key features, the nearest neighbor classifier is used for matching faces. Experimental results show that the proposed algorithm of eye location works well and has advantages about eye location in multi-position and complex background, and the face features extraction based on spiking neural networks can achieve high recognition rate and reduce the time. Furthermore, the algorithm can be transformed to GPU platform and can be speed up dramatically.
Introduction
In this paper face recognition is divided into three steps: face localization, face feature extraction, the face recognition. The face location algorithm is the foundation of the whole face recognition technology, this article uses the method based on the complexity and the best threshold value [1] for human eye localization, it can position face quickly and accurately .
A spiking neural network [2] is introduced to perform the discrete cosine transform for visual images in this paper. Simulation results show that the spiking neural network is able to perform the discrete cosine transform for visual images, and show that with a small number of neural networks' coefficients can reconstruct the original image. Compared to single thread serial computation, spiking neural networks, which inherit the parallel mechanism from biological system, is more effective for image processing.
The rest of the paper is organized as follows. Face alignment method is first described in section II and feature extraction using spiking neural networks is introduced in section III. In section IV, face recognition using the nearest neighbor classifier is presented. Experimental results are described in section V. Finally in section VI we conclude the paper.
Face Alignment and Normalization
Face alignment contains spatial face normalize as scaling and rotating in order to compare with face samples in the databases. Usually, face alignment system firstly operates eye location because attributes of eye is good for locating. So the accuracy of eye location determines the recognition rate of the system. At present, there are about three kinds of eye location method: one is based on template matching, such as gray projection algorithm [3] , this algorithm with low time cost. However, gray projection curves are irregular when the image with noise or uneven illumination. It is hard to find characteristic points on the basis of the curves [4] . The second one is based on statistics. Wu An used gray level information and BP neural networks to build the pupil filter for locating eye. This method can improve the accuracy, but it needs to collect a lot samples to train the classifier. The third one is based on some rules, such as those in literature [5] . The generality of the method is restricted due to amount of prior knowledge.
Feature Extraction Based on Spiking Neural Networks

Architecture of the Neural Networks
Since the 1990s, scientists putted forward a set of spiking neural network theory based on the neuron model of the Nobel Prize winner Hodgkin [6] which were more close to the biological neural network. Combining biological visual information processing mechanism and spiking neural networks to study image information processing becomes the interdisciplinary of computer vision, neuroscience and intelligent science [7] .
The human brain can remember key features of a visual image by a glance. The brain's visual information processing capacity far exceeds any other synthetic information processing systems'. The human visual system contains complex circuits of neurons that extract salient information from visual inputs. Signals from photoreceptors are processed by retinal interneurons, integrated by retinal ganglion cells and sent to the brain by axons of the retinal ganglion cell through different pathways [8] .
In digital image processing, different pixel can be regarded as different strength incentive to neurons, different incentives induce neuron membrane potential up to a threshold value, if the potential gets to the threshold value the spiking neuron will release a spike sequence [9] . Thus it can be seen that the frequency of spike sequence reflects the change of the strength of input signal. The response to strength of input visual signal by spiking neurons [10] is shown in Figure 1 . Inspired by biological information processing mechanism above, a spiking neuron network model is proposed to remember key features of the visual image by inference. The spiking neural network for feature extraction and image reconstruction is shown in Figure 2 . The model of spiking neural network can be used to explain how a spiking neuron-based system can store the key features of visual image. The visual image can be recalled by injecting a stimulus current to the specific neurons in this model.
The network is composed of three layers: The first layer is light receptors, each pixel correspond to a receiver so the pixel values can be transform into the spiking signal.
The intermediate layer composed of two different types of neuron arrays which are connected to receptive fields in first layer. This layer is composed of two neuron arrays, one is the ON neuron array and the other is the OFF neuron array. The ON/OFF neuron arrays have the same dimensions, which are smaller than the dimension of the first array, it also can be equal to the first layer array. When a image presents to the first layer neuron array, each neuron in the ON/OFF array receive spikes from all neurons in the input array through excitatory synapses and from a specific neuron KFi in the key feature neuron layer through a synapse.Their synapse strength distributions are 
Extraction Based On Spiking Neural Networks
Feature extraction is a very important issue for face recognition. In extraction we try to find the most discriminatory and robust feature representation so as to recognize faces accurately and rapidly when face images are under different illumination, expression or point of view [11] .
The Discrete Cosine Transform (DCT) is an efficient approach for key feature extraction in the image processing domain. Like other transforms, the Discrete Cosine Transform attempts to decorate the image data. After decoloration each transform coefficient can be encoded independently without losing compressions efficiency. DCT has been used as a feature extraction step in various studies on face recognition. This results in a significant reduction of computational complexity and better recognition rates. The spiking neural network proposed last section is based on the principle of DCT for visual image.
The 2-D DCT is a direct extension of the 1-D case and is represented as follows:
The inverse transform is set as follows
Where . The number of DCT coefficients is equal to the amount of the pixels of the image. The key issue is how to choose the number of DCT coefficients, thus expressing face effectively.
A face image which has 128×128 dimensions is shown in Figure 3 .b. The 8×8 subset of the distribution, which represents the low and medium frequency of the face image, is shown in Figure 3 .a. It is obvious that a lot of information of the original image just focus on very few coefficients of the transform domain. The maximal coefficients can reach 22000, the minimum coefficients are less than
1. The multiple of the reduction can reach 1000 in the first 64 coefficients. The majority of the coefficients are less than 1, and these coefficients contain less information of the image.
So we abandon a large numbers of coefficients and remain some coefficients which contain a lot of information of the image. And this paper choose the top left corner's DCT coefficients according the path which is shown in Figure 3 .c.
Presented a face image to the spiking neural networks, a set of stable synapse strength distributions is obtained after a period of training. Then these strength distributions are transformed to the key features of the face image according to the method proposed above.
Image Reconstruction of Spiking Neural Networks
Compared results of spiking neural network with that from traditional DCT, spiking neural network inherit the advantages of the traditional DCT, the result is shown in Figure 4 When the input is a square of smooth gray value in the receptive field, the spiking neural network produce a low frequency spike sequence; when inputs a square of gradient gray value, such as the edges in an image, the spiking neuron responds with a high frequency spikes [9] . So the spiking neural network retains more information of image edge information than the traditional DCT method. 
Face Recognition by NN
Assume the dimension of the image's feature is M. Set the features as x, and set the features of images in face databases as xi. Classifying these features by the principle of Nearest Neighbor based on Euclidean distance, the algorithm is represented as follows:
The issue of recognizing face becomes a calculation of the maximum value of l. Then recognition rates are calculated by statistics methods.
Simulation and Analysis of Result
To evaluate the proposed face features extraction based on the spiking neural network algorithm, we systematically compare it with the tradition DCT algorithm on ORL and CMU face databases. ORL database contains 400 frontal images with different facial expressions, illumination conditions, hairstyles with or without glasses for 40 subjects, 10 images for each subject. Each sample is a 92×112 gray image, with tolerance for some tilting and rotation of up to 20.CMU database contains 123 individuals, with several facial expressions for each subject. Some of the samples are shown in Figure 6 . The nearest neighbor classifier is used for matching faces.
To avoid the bias caused by some special training and testing sets, all the experiments are repeated 50 times, and the average recognition rate is computed. The experiment is done on PC which has the main frequency for 2 GHZ of dual-core CPU, memory for 2G. The simulation environment is MatlabR2010b.
a. Some samples in ORL database b. Some samples in CMU database Figure 6 . Some samples in ORL and CMU face databases.
For both ORL and CMU databases, half samples are randomly selected as the training set and the remaining samples as the testing set. The results of 3 algorithms (i.e. spiking neural networks, DCT, PCA [12] )on ORL and CMU databases are shown in Table 1 ,which indicates that the spiking neural networks is significantly better than other two algorithms. To verify the relationship of various sampling rates with recognition rate, tests have been conducted for three different sampling rates of 0.8, 0.5, and 0.3. Table 2 shows the average recognition rates. It is obvious that the sampling rate should neither be quite high nor extremely low. The results of recognition rates on different number of features on ORL face databases are shown in Figure 7 . The recognition rate of spiking neural networks and traditional DCT method are shown respectively in Figure 7 . From Figure 7 , spiking neural networks and the DCT have similar performance. The best recognition achieved by spiking neural networks was 89.7% when the number of feature dimensions is 68. In this paper we use the spiking neural networks which inherit the parallel mechanism from biological system to extract the facial features. The algorithm has been implemented using GPU platform. Experiments show that the speed of face feature extraction will increase by about 30 times on GPU, about 0.5s.
Conclusion
In this paper an algorithm based on complexity and best threshold is used to locate eyes. The spiking neural networks, which inherit the parallel mechanism from biological system, are introduced to extract the features of the face images. The network can perform the facial feature extraction similar to the discrete cosine transform. The experimental results show that the method works well and has advantages about eye location in muti-position and complex background, and the feature extraction algorithm achieves high recognition rate and reducing the run time. The speed of the algorithm can be largely increased by transplanting it to GPU platform. If the hardware implementation of the network can reach the speed as same as biological neuron network, the key feature extraction can be completed in 400ms, and the network can be applied to spiking neuron based artificial intelligent systems to support the processing visual images.
