This paper introduces a new methodology to analyse bipartite and unipartite networks with nonnegative edge values. The proposed approach combines and adapts a number of ideas from the literature on latent variable network models. The resulting framework is a new type of latent position model which exhibits great flexibility, and is able to capture important features that are generally exhibited by observed networks, such as sparsity and heavy tailed degree distributions. A crucial advantage of the proposed method is that the number of latent dimensions is automatically deduced from the data in one single algorithmic framework. In addition, the model attaches a weight to each of the latent dimensions, hence providing a measure of their relative importance. A fast variational Bayesian algorithm is proposed to estimate the parameters of the model. Finally, applications of the proposed methodology are illustrated on both artificial and real datasets, and comparisons with other existing procedures are provided.
Introduction
Statistical models for networks are most often designed for binary interactions between entities. However, in many cases, the edges carry additional information that may provide crucial insights in the analyses. One common situation is that of nonnegative interaction values, where each edge carries a positive real number representing, for example, the intensity or the length of the interaction. This type of scenario is extremely common and it tends to arise in a variety of fields: in biology, microarray data measure the expression level of genes among a set of samples (Brunet et al. 2004) ; gene co-expression networks characterise the similarities between genes based on their expression level (Zhang and Horvath 2005) ; and mutualistic networks describe how often a pollinator visits certain plants (Dormann et al. 2008) . In neuroscience, nonnegative networks may be used to represent functional connectivity levels between different areas of the brain (Bullmore and Sporns 2009) . In finance, the nonnegative values may refer to the liabilities of one financial institution towards others (Gandy and Veraart 2016) .
The available literature on the analysis of weighted networks, and, in particular, of nonnegative weighted networks, is limited. This is especially true for the family of Latent Position Models (LPM), which have been widely used in statistical network analyses since the seminal work of Hoff et al. (2002) . In these network models, one postulates that the nodes are points embedded in a latent space, and that the propensity to create edges is determined by the Euclidean distance between the two nodes involved. To the best of my knowledge, in the stream of literature that originated from Hoff et al. (2002) , the only extension of the original LPM to the analysis of weighted interactions is due to Sewell and Chen (2016) .
Another fundamental model used in the statistical analyses of networks is the Stochastic Blockmodel (SBM) of Wang and Wong (1987) , or its equivalent bipartite variant, called Latent Blockmodel (LBM, Govaert and Nadif 2003) . These two models assume a partition on the set of nodes of the graph, and postulate that edge probabilities are determined by the cluster memberships of the nodes at its extremities. Extensions of the SBM and LBM to the analysis of weighted networks are also few. In this context, two relevant papers are those of Mariadassou et al. (2010) and Aicher et al. (2014) . Recent reviews of the LPM, SBM and their extensions may be found in Salter-Townshend et al. (2012) , Matias and Robin (2014) , and Raftery (2017) . This paper introduces a new modelling approach for the analysis of nonnegative interaction data. The model proposed, called the Sparse Latent Position Model (SLPM), modifies the original LPM to account for nonnegative weighted edges. The model adapts a number of ideas from the literature on blockmodels and finite mixture models: this results in a hybrid framework that exhibits great flexibility, and that it is able to elegantly address some of the crucial issues and research questions encountered in LPMs and SBMs.
Similarly to the LPM, the SLPM asserts that nodes are characterised by a K-dimensional vector of coordinates. However, while in the LPM the edge values are determined by the latent Euclidean distances, the SLPM postulates that each dimension gives a separate contribution to the edge values, and that each of these contributions is, in fact, determined by the distance between the two nodes in the corresponding dimension. Essentially, the SLPM may be interpreted as a finite mixture of K unidimensional LPMs in a weighted network context. This paper illustrates that the structure of the SLPM allows great flexibility, and that it can naturally capture relevant features of the the topologies of observed networks, such as sparsity of edges and heavy tailed degree distributions.
In addition, one important facet of the SLPM is the sparsity with respect to the mixture components, inherited from recent works on Gaussian finite mixtures (MalsinerWalli et al. 2016; Malsiner-Walli et al. 2017 ) and other types of latent variable models.
In a sparse mixture model, one deliberately creates overfitting by considering a relatively large number of latent groups, however, once an appropriate shrinkage prior is defined on the mixing proportions, the superfluous groups are emptied during the estimation. This approach is strongly motivated by the theoretical results of Rousseau and Mengersen (2011) , where the authors establish the necessary conditions for the posterior distribution to concentrate around the correct number of groups.
In the SLPM, the sparse representation ensures that the number of mixture components is deduced from the data. Since these groups correspond to the latent dimensions, the dimensionality of the latent space is automatically estimated from the data. Furthermore, the mixing proportions of the mixture acquire a rather interesting interpretation, since they measure how useful each latent dimension is in explaining the observed data.
Regarding the estimation of the SLPM, a variational Bayesian method (Attias 1999) is proposed. Variational approximations have been largely used in the last two decades in a variety of latent variable models (a recent review may be found in Blei et al. 2017) .
Although, from a theoretical perspective, the implications of the approximation are not yet completely understood, a variety of applications (Blei et al. 2017) have proved that these methods can offer a number of appealing advantages during the estimation process.
Variational approximations have been proposed both for LPM frameworks (SalterTownshend and Murphy 2013; Gollini and Murphy 2016) and for the SBM and its extensions (Daudin et al. 2008; Airoldi et al. 2008; Latouche 2010; Matias and Miele 2017; Bouveyron et al. 2018 ). In the SLPM context, the variational Bayesian method is rather convenient, since, differently from sampling-based approaches, it relies on a fast optimisation framework. Hence, it allows one to bypass the non-identifiability issues associated with the cluster membership variables and with the latent positions, while, at the same time, providing a rough approximation of the posterior uncertainty. The variational algorithm described in this paper has been implemented in the R package SparseLPM, which is publicly available from CRAN (R Core Team 2017).
The paper is organised as follows: in Section 2 the SLPM is formally introduced and studied. The section contains a detailed description of its main properties, and a number of comparisons with other well known models and with the existing literature. Section 3 describes the variational algorithm, and the details regarding the optimisation procedure, including a useful initialisation strategy. Finally Sections 4 and 5 illustrate applications of the methodology to artificial and real datasets, respectively.
The Sparse Latent Position Model

The model
The observed data matrix X has M rows and N columns, and its entries are nonnegative.
In a network context, X defines the nonnegative adjacency matrix of a bipartite graph, whereby the nodes are separated into two sets (of cardinalities M and N , respectively), and only the interactions between nodes of different types are allowed. It is important to note that, as a special case, the unipartite weighted graph structure is recovered if X is a square matrix and its rows and columns are indexed with labels from the same set.
The observations X = {x ij : i = 1, . . . , M ; j = 1, . . . , N } are assumed to be independent realisations from a finite mixture of K exponential densities:
where f E (·; θ) denotes an exponential density with rate θ, and the vector θ ij = {θ ij1 , . . . , θ ijK } indicates the component-specific rates, for every edge (i, j).
In the SLPM, the K groups of the mixture distribution are re-interpreted as the K latent dimensions of a LPM, where each dimension gives a separate contribution in determining the probabilities of the edges. In particular, the latent variable θ ijk corresponds to the squared Euclidean distance between i and j in the k-th dimension, i.e.:
where U ik (resp. V jk ) indicates the k-th coordinate of i (resp. j) in the latent space R K .
Since the expectation of an exponential random variable is equal to its inverse rate, (2) guarantees that the generated edge weight is expected to be large (resp. small) if the two nodes are close (resp. far apart) in every latent dimension.
As is common in mixture modelling, an equivalent representation of the same model can be obtained using data augmentation. An allocation variable Z ij is attached to the edge (i, j), for all 1 ≤ i ≤ M and 1 ≤ j ≤ N , such that:
K with probability λ K
Now, the conditional log-likelihood reads as follows:
where
Finally, additional hierarchical levels are considered for the mixing proportions and for the latent positions:
for all 1 ≤ i ≤ M , 1 ≤ j ≤ N and 1 ≤ k ≤ K. Here, Gaussian refers to the univariate normal density.
The dependencies between the model parameters are summarised in the graphical representation of Figure 
Interpretation and properties
A flexible mixture model. Mixtures of exponential distributions satisfy a number of interesting properties, and have been well studied and widely applied in a variety of fields. The reader may find an overview of these properties in Frühwirth-Schnatter (2006) and references therein. In particular, one key property of these models is their flexibility:
Bernstein's theorem states that any completely monotone probability density function may be written as a continuous mixture of exponentials (Feldmann and Whitt 1998, Theorem 3.1) . In the present paper, this argument motivates the structure proposed in (1), asserting that the SLPM may be particularly appropriate to represent extremely complex network structures, when K is large enough.
Weight and degree distributions. The SLPM is able to capture relevant features that are usually exhibited by observed networks. Figure 2 uses simulated data to demonstrate that the SLPM can naturally represent highly skewed and extremely heavy tailed weight and degree distributions. In fact, both panels show that the tails of the weight and degree distributions decay to zero slower than a power-law with exponent 1. This is a desirable feature in many types of applications: for example, the topologies of social networks and financial networks are known to be characterised by the presence of hubs and by core-periphery structures (Barabási and Albert 1999; Newman 2001; Boss et al. 2004 Richardson and Green (1997) . This generally leads to substantial gains in terms of computational efficiency.
A sparse finite mixture is a deliberately overfitted clustering model where one specifies a shrinkage prior on the mixture weights and on the component-specific parameters to ensure that superfluous groups are emptied (Malsiner-Walli et al. 2016; Malsiner-Walli et al. 2017) . The SLPM adapts this idea in a weighted latent position network model context: overfitting is achieved by considering a large number of mixture components, while imposing a sparse Dirichlet prior distribution on the mixing proportions to ensure that superfluous groups become empty. In practice, such sparse Dirichlet prior is attained through δ 1 = · · · = δ K = δ < 1/K, as illustrated by Rousseau and Mengersen (2011) .
As a consequence, the SLPM is a type of LPM where a large number of latent dimensions can be considered, hence guaranteeing the theoretical flexibility argued earlier in this section. At the same time, parsimony is attained using the shrinkage prior on the mixing proportions, making sure that only the relevant latent dimensions are actually used. The final product is a LPM where not only the number of latent dimensions is estimated from the data, but also where the dimensions are automatically ranked according to their importance, as indicated by the mixing proportions. This feature becomes very convenient when plotting the latent space: for example, one can select and show only the two most relevant latent dimensions, or the two latent dimensions that characterise the large edge values.
Another aspect of the sparsity regards the edge-values: most observed weighted networks exhibit zero-inflated empirical distributions, where the majority of edges are absent or carry a null weight. The SLPM can account for this type of sparsity in a very natural way, as edge weights are shrunk towards zero when generated by latent dimensions which are characterised by a small precision γ k , for 1 ≤ k ≤ K. In practice, in a fitted SLPM, one or more latent dimensions may be exploited to separate the null weights from the rest, hence obtaining a spike-and-slab type of sparsity.
Outliers. In the data augmented representation of the SLPM, each edge is assigned to and characterised by one dimension of the latent space. It is possible that only one edge is assigned to a certain latent dimension. Since the shrinkage Dirichlet prior heavily penalises this type of behaviour, the only circumstance where a fitted SLPM may exhibit this feature is when the value carried by such edge is an outlier that cannot be explained through the other relevant dimensions. That is, the SLPM may exploit the empty components to separate those edges that cannot be represented by the dimensions that are being used. This mechanism naturally highlights outliers in the data, or, equivalently, it may signal that, to some extent, the latent space representation is not particularly appropriate for the dataset considered.
Identifiability. The likelihood of a latent position network model is known to be invariant under rotations, translations and reflections of the latent positions (Hoff et al. 2002) . Markov chain Monte Carlo techniques may be used to obtain a sample from the posterior distribution of these models, however, post-processing becomes then necessary to deal with the identifiability issues and, thus, to attain meaningful interpretations.
The SLPM is no exception in this regard, as its likelihood is invariant under translations and reflections. In addition, the likelihood is also unaffected by any relabeling of the latent dimensions, which, in turn, leads to the same label switching issues studied by (Stephens 2000) . The combination of these two sources of non-identifiability makes the available post-processing methods inadequate, and discourage the use of samplingbased methods, as their output cannot be efficiently interpreted. This paper considers an optimisation framework which bypasses all identifiability problems and makes the label switching and the translation invariance irrelevant.
Univariate networks. Section 2.1 introduces the SLPM as a statistical model for bipartite networks. The canonical directed unipartite framework is obtained as a special case, when M = N and the nodes' labels vary in the same set. The SLPM can be easily modified to neglect self-edges, if these are not of interest.
If a directed unipartite scenario is considered, the SLPM separates the latent positions of nodes based on whether they are sending or receiving an edge. For example, the latent position of node i is given by U i = {U i1 , . . . , U iK } when sending edges and by
. . , V iK } when receiving them. Although unusual, such a distinction may give interesting advantages when disassortative patterns 1 are observed.
Finally, with some additional work, it may also be possible to extend the SLPM framework to handle undirected unipartite networks, where the latent positions U and V coincide. However, this scenario is not explored in the present paper and it is left to future work.
Comparisons with other models
Latent position models. Rastelli et al. (2016) illustrate the properties exhibited by the basic LPM, and show that this model can become very flexible when additional nodal random effects are added. In particular, they show that the basic LPM and its extensions are naturally designed to capture transitivity, homophily and heavy tailed degree distributions. In the SLPM there are no nodal random effects, and, similarly to the LPM, each of the nodes in the graph is characterised by a number of latent coordinates. However, the generative mechanism behind the SLPM makes use of these quantities in a different way, as each edge is determined by the coordinates in only one of the latent dimensions.
On the one hand, this modification makes the model much more flexible: for example, differently from the canonical LPM, two nodes located in the same position may not be stochastically equivalent conditionally on the allocation variables, in that the distributions generating their edges may be completely different. Lack of transitivity, which is common in unipartite networks with strong core-periphery structures, may also be represented by the SLPM: conditionally on Z, the variables X ij and X i j are dependent only if they are allocated to the same latent group, for any i, i , j. In addition, the SLPM can capture homophily and, to some extent, the lack of it. In fact, two nodes that are close in the latent space are expected to be strongly connected, regardless of which dimension determines the edge weight. Nevertheless, if two nodes are close in at least one dimension and far apart in at least another, a wide range of scenarios become possible.
On the other hand, the SLPM is less interpretable than the LPM and its extensions. In fact, in the SLPM, the Euclidean distance between two K dimensional coordinates vectors simply has no relevant meaning, as one should rather study the distances between nodes for each latent dimension separately. In addition, a fitted SLPM may be characterised by a large number of latent dimensions, making graphical representations impractical.
So, generally speaking, extracting meaningful interpretations from a two-dimensional representation of the latent space of a SLPM may not be as straightforward as in other LPM frameworks.
One significant novelty introduced by the SLPM is that the number of latent dimensions is estimated from the data, and, in addition, a weight is assigned to each dimension to represent its importance. The estimation of K is a long standing problem that very few times has been directly addressed in the LPM literature; the main reason being that the arbitrary choice K = 2 provides a convenient framework to clearly show the results.
One relevant work in this context is Handcock et al. (2007) , where the authors introduce a variant of the well-known Bayesian Information Criterion (BIC) to perform model choice. However, in the discussion they also point out that this method may not be formally correct and appropriate when choosing the number of latent dimensions. Another work is that of Friel et al. (2016) , where the authors use instead the Deviance Information Criterion (DIC). One drawback of this approach is that it requires the Markov chain
Monte Carlo sampler to be run for every value of K considered. By contrast, in the SLPM, the model-choice problem is addressed in one single algorithmic framework, since the superfluous groups are automatically emptied during the estimation.
Another crucial difference with the existing literature relates to the presence of weights on the edges: the aforementioned LPMs can only deal with binary edges. The only paper that proposes an adaptation of the LPM framework to a weighted network context is Sewell and Chen (2016) . The authors consider a dynamic weighted network scenario, and propose several types of models based on the type of weights carried by the edges.
For the nonnegative case, they propose a Tobit model (Tobin 1958 Weighted blockmodels. The stochastic blockmodel (SBM) of Wang and Wong (1987) has been extended to account for weighted interactions by Mariadassou et al. (2010) and by Aicher et al. (2014) . In the SBM, the nodes are characterised by a latent cluster membership, and any two nodes assigned to the same group are said stochastically equivalent, as their connections are generated from the same parametric distribution. Equivalently, one may say that each edge of the network is characterised by a latent cluster membership, which is itself determined by the allocations of the nodes at its extremities: the edges assigned to the same group are generated from the same parametric distribution. This mechanism also characterises the well-known mixed-membership stochastic blockmodel (MMSBM) of Airoldi et al. (2008) , where, again, the cluster membership characterising each edge is determined by node-specific attributes. One crucial advantage of the MMSBM with respect to the SBM is that it allows heterogeneity to be present within any subset of nodes.
The SLPM may be seen as a variant of the SBM and the MMSBM, where the cluster membership assigned to an edge is not determined by nodal information, but rather by some global parameters (the mixing proportions λ). In addition, once these cluster memberships are set, the distributions generating the edge weights are chosen not only according to such clustering variables, but also using cluster-specific nodal information, i.e. the latent coordinates. Hence, the SLPM relates to the literature originated from Airoldi et al. (2008) and it extends the classic blockmodels by introducing an additional ingredient, the latent distance representation, to explain the observed heterogeneity and to increase the flexibility of the mixture.
Tensor factorisation models. Tensors are array objects that generalise adjacency matrices to more than two dimensions, and are generally used to represent multiview networks, dynamic networks, and other types of multivariate interaction data. One common approach used to model these objects is inspired by factor models (Bartholomew et al. 2011) , where the tensor (or, in our context, the adjacency matrix X) is decomposed using a low-rank factorisation:
Here, U has size M × K, V has size N × K, E has size M × N , and the dash denotes matrix transposition. A very rich machine learning literature is available on this topic (see, for example, Lim and Teh 2007; Mnih and Salakhutdinov 2008; Salakhutdinov and Mnih 2008) , however, since this paper deals with nonnegative matrices, our interest mainly focuses on the nonnegative matrix factorisation (NMF) approach of Lee and Seung (1999) and Lee and Seung (2001) .
In statistics, similar models have been considered for the analysis of binary networks by Hoff et al. (2002) , under the name of projection models. Since each edge is assumed to be generated through a transformation of the scalar product of K-dimensional latent vectors, the latent space may be interpreted as a K-dimensional sphere, where a small angle between two nodes implies a higher probability of connection. While this generative mechanism shares similarities with LPMs and other distance based models, it provides a vastly different geometrical representation of the network, hence, it may lead to qualitatively different statistical analyses and interpretations.
Projection models have been intensely studied and extended in a number of ways (Hoff 2005; Durante and Dunson 2014) , and have also been considered as models for weighted interactions (Hoff 2018) . The work of Durante et al. (2017) has several similarities with the approach proposed in this paper. The authors consider a multiview network and propose a mixture of projection models to explain its binary edges. They exploit the sparse Dirichlet prior on the mixture weights to ensure that non-relevant mixture components are emptied. They propose a Markov chain Monte Carlo sampler and focus their analysis only on the characterisation of the edge probabilities, hence bypassing the noted identifiability issues.
The SLPM relies instead on a sparse finite mixture representation of the latent space within a distance-based framework, which also leads to an estimation of K. The new model proposed in this paper is specifically designed for nonnegative weighted bipartite networks, and, hence, it could be seen as a competitor of the NMF algorithms. Here, the main novelty introduced by the SLPM with respect to NMF and the other tensor factorisation models is the latent distance framework, where interaction values are determined by how close (in the Euclidean sense) the two entities are in the latent space.
Inference
According to Section 2.1 and Figure 1 , the posterior density of a SLPM factorises as follows:
However , is proposed. This means that sampling techniques are replaced by optimisation, which allows much faster computations while still providing a reasonable characterisation of the posterior uncertainty.
Variational Bayes
In this paper, the theory behind VB is not discussed in detail: the interested reader may find more complete illustrations of these methods for example in Latouche (2010) and Blei et al. (2017) and references therein.
Denote the collection of model parameters {Z, U, V, λ, γ} = φ ∈ Φ: the goal of VB is to perform a search in a family Q of densities over Φ, to find the density q * (·) ∈ Q that is closest, in the sense of Kullback-Leibler (KL) divergence 2 , to the posterior density π (φ|X) defined by (7).
Generally, the densities in the family Q are, by construction, smoother, more tractable, and easier to interpret than π (·|X). As is common practice, the variational densities in Q are assumed to satisfy a mean-field assumption:
2 The KL divergence measures the discrepancy between two densities and it is defined as
Note that the KL is not a distance since it is not symmetric, i.e. KL (q||p) = KL (p||q), however, it is nonnegative and it becomes zero when q and p coincide.
In (8) and from here onwards:
otherwise specified. Similarly to most other LPMs, the SLPM does not have all of its full-conditional distributions in standard form, mainly due to the likelihood specification.
In a MCMC context, this means that non-standard parameter updates must be performed using Metropolis-within-Gibbs (Hoff et al. 2002) . In a VB context, this implies that the parametric forms of the variational densities in Q cannot be automatically derived, and that closed forms updates will not be available for the variational parameters.
Hence, the following variational densities are assumed:
Here, Gaussian refers to the univariate normal density. It should be noted that all the variational parameters are indicated with a tilde:
Proposition 1. Minimising the KL divergence between q (·) ∈ Q and the SLPM posterior π (·|X) is (approximately) equivalent to maximising the following functional with respect to the variational parametersφ:
where:η
and ψ (·) indicates the first derivative of the log-gamma function.
The functional F is often called the variational free energy. The proof of Proposition 1, and a description of the approximations introduced to obtain this result are provided in Appendix A.1.
Maximisation of F
The maximisation of (10) is performed using a coordinate ascent algorithm (CAVI, Bishop 2006; Blei et al. 2017) , where each of the variational densities composing q (·) are updated in turn in a greedy fashion. This section shows that some of these updates are available in closed form, whereas iterative procedures must be used for the remaining densities.
The proofs are all shown in the appendix.
Proposition 2. For any given configuration of variational parametersφ and indexes
. . ,λ ijK that maximise F are given by:
Proposition 3. For any given configuration of variational parametersφ, the values of δ that maximise F are given by:δ *
Proposition 4. For any given configuration of variational parametersφ, the values of a andb that maximise F are given by:
Similar closed form updates are not available for the remaining variational densities q U and q V . Hence, the updates for the corresponding parameters aim at improving the value of F using a greedy rule in the direction of the natural gradient (Amari 1998 ).
Proposition 5. The update defined by:
is in the direction of the natural gradient of F with respect toα U ik andβ U ik , and, for a small enough ε > 0, it does not decrease the value of F.
A result equivalent to Proposition 5 is also provable for the variational density associated to the latent position V jk , for every 1 ≤ j ≤ N and 1 ≤ k ≤ K.
In practice, the algorithm keeps track of the learning rate ε associated to the variational densities of each latent position. To update one of these densities, an initial learning rate equal to 2ε is considered, and new proposed parameter values are calculated according to (15) . If the new value of F is not smaller, the new values are retained and the algorithm proceeds to the following update. Otherwise, the learning rate is repeatedly halved until it is sufficiently small to guarantee a non-decrease of F. The pseudocode for the optimisation routine is shown in Algorithm 1.
Algorithm 1 CAVI algorithm for the SLPM
INPUT: tol and starting valuesφ set F * = F φ set stop = false while !stop do for every i and j: updateλ ij using (12) updateδ using (13) updateã andb using (14) for every i and k: updateα U ik andβ U ik using (15) for every j and k:
It should be noted that, since each of the updates cannot decrease the value of the objective function, the algorithm is greedy; hence, due to the nonlinearity of the objective function, the procedure is guaranteed to converge only to a local optimum. The iterative routine is stopped when a full iteration yields an increase smaller than a prefixed positive quantity denoted tol.
Regarding the hyperparameters, these may be used to introduce prior knowledge in the framework, when this is available. More in general, as a default, the following values are used: the entries of δ are all set to 0.001, while the entries of a and b are all set to 1. With these choices, the Dirichlet distribution on the mixing proportions becomes a shrinkage prior, as already discussed. The Gamma(1, 1) prior on the precisions yields, instead, a rather flexible structure, which supports a wide range of scenarios. In this paper, the hyperparameters are set to the default values in every application considered.
Initialisation
Due to its iterative nature, the greedy algorithm proposed requires the variational parameters to be initialised. As is the case for other similar algorithms, such as the expectationmaximisation of Dempster et al. (1977) or the iterated conditional modes of Besag (1986) , parameter initialisation plays a fundamental role in avoiding convergence to irrelevant local optima. Here, a Euclidean-distance-based heuristic method is proposed to initialise the latent positions of the nodes. Once the value of K is set, the goal is to locate the nodes in R K in a way such that the nodes that are close to each other have larger observed interaction values.
First, recall that, given a binary adjacency matrix A, the generic element indexed by (i, j) of the matrix AA identifies the number of paths that allow one to move from i to j in 2 steps. Similarly, in a weighted bipartite network context, the matrix XX has size M × M , and the value of its generic entry (i, i ) increases if both senders i and i are strongly interacting with the same nodes. Hence, a measure of similarity between sender nodes and, respectively, between receiver nodes is introduced using the following matrices:
As a consequence, the matrix D U (resp. D V ), obtained inverting the elements of S U (resp. S V ), gauge the dissimilarity between any two sender nodes (resp. receiver nodes).
Gathering together all the available information, a dissimilarity matrix for all the nodes of the network is defined as follows:
and nonmetric multidimensional scaling is used on D to initialise the latent positions for all of the senders and receivers. Since some of the elements of X, S U and S V may be zero, the initialisation procedure is performed on X + E, where the matrix E has all its elements equal to an arbitrary small positive constant > 0. The variational variances β U (resp.β V ) are all set to 20 times the empirical variance ofα U (resp.α V ).
The remaining variational parameters are all set to 1 with the exception of theλs, which are initialised during the first step of the optimisation conditionally on all the other parameters.
Simulations
In this section, the proposed methodology is tested on artificial data, demonstrating that it can serve as a computationally efficient tool to summarise the information provided by nonnegative matrices.
Model fit
The goal of these experiments is to demonstrate that the SLPM leads to meaningful results and that it can achieve a good fit to the data. The NMF method is also used on the same generated datasets for comparison purposes.
Experiment 1: SLPM data. In the first experiment, the algorithms are tested on simulated SLPMs in two scenarios: one corresponding to a small network with M = N = 25, and the other on a larger network with M = N = 100. Here, the SLPM modelling assumption is correct; hence, the corresponding method is expected to perform generally well, and to achieve better results than NMF. The true number of dimensions is fixed to K true = 3 and the mixing proportions are all set to 1/3. The latent positions are all sampled from a standard Gaussian distribution, and, finally, the average weighted network X is generated according to:
This generating process is independently repeated 100 times, hence obtaining 100 simulated SLPMs for each scenario.
The NMF model is estimated using the method of Brunet et al. (2004) , as implemented in the R package NMF (Gaujoux and Seoighe 2010) , while the variational method of Section 3 is used for the SLPM. Both methods consider K = 8 latent dimensions, and are run once on each dataset. Additionally, the SLPM hyperparameters are fixed to δ = 0.001
and a = b = 1, and the variational parameters are initialised using the distance-based approach described in Section 3.3. The tolerance threshold for the SLPM is set to tol = 0.01.
Once the parameters of the SLPM and NMF are estimated for all of the generated networks, they are used to reconstruct the weighted adjacency matrices X (SLP M ) and
. Then, to assess the performance of the two models, the following loss function is considered:
for any two M × N matrices X and X (·) . The presence of the log is necessary to counterbalance the extremely heavy tailed shape of the weights documented in Figure 2 . In fact, without the log transformation, the value of the loss would be almost exclusively determined by the prediction error on the heaviest weight. By contrast, it should be noted that a drawback of this transformation is that the magnitude of the errors on the small edge values are inflated.
The two plots in Figure 3 compare the losses for SLPM and NMF on the small and large networks, respectively. Clearly, the estimated SLPM yields smaller prediction logerrors in the vast majority of cases. This is especially true in the scenario with larger networks (right panel of Figure 3 ), as the additional available information guarantees a reasonably good recovery of the true latent structure.
To estimate the value of K, one may consider:
that is, the number of groups with a size which is strictly greater than zero. However, due to the presence of extreme edge values, nearly empty groups most often appear. These naturally inflateK without adding any substantial changes in the results obtained. For this reason, studying more directly the mixing proportions may, in general, be advisable.
Regarding the estimation of K in this experiment, Figure 4 shows the estimated mixing proportions in decreasing order. In both scenarios, and for the vast majority of generated datasets, two latent dimensions stand out, since most edges are assigned to either of these two. The third most relevant dimension generally contains only few edges which correspond to outliers. Figure 4: Model fit, experiment 1. In both panels, the k-th boxplot describes the k-th mixing weight (in decreasing order) across 100 datasets. In both small networks (left panel) and large networks (right panel), two latent dimensions stand out.
Experiment 2: homogeneous data. In this second experiment, the data is generated from a homogeneous process: each edge weight is assumed to be an exponential random variable, whose rate is distributed according to a Gamma(1, 1). This leads to a homogeneous network model whose empirical degree distribution is characterised by a heavy tail ( Figure 5 ). Similarly to the previous experiment, the SLPM and NMF are estimated on 100 dataset with sizes M = N = 25 or M = N = 100. The hyperparameters, number of latent dimensions, and optimisation parameters are also set exactly to the same values used in the previous experiment.
The predictive log-errors are shown in Figure 6 . While the NMF model seems to achieve slightly better results on the small datasets, the SLPM again outperforms NMF on the larger datasets. This suggests that the distance-based generative process behind the SLPM may be more flexible than that of the NMF, and that it may be better suited to represent the topologies exhibited by many types of observed networks.
As concerns the estimation of K, Figure 7 shows the estimated mixing proportions in decreasing order. The number of relevant components corresponds to the correct number of dimensions in the small datasets, since we see from the left panel that the third largest group contains approximately five to 30% of the edges in more than half of the datasets.
However, an overestimation of K is observed on the larger dataset. Here, it seems that, Figure 7: Model fit, experiment 2. In both panels, the k-th boxplot describes the k-th mixing weight (in decreasing order) across 100 datasets. In the small networks (left panel) the estimated models are characterised by three latent dimensions, whereas in the large networks (right panel) more dimensions are required to fit the data.
for most datasets, the edges are allocated in approximately similar numbers to any of five or six groups. This type of behaviour may be justified by the model misspecification, in that the latent positions are not as effective in explaining the variance in the data, and more latent dimensions become necessary to achieve a good fit.
Model choice
The goal of this section is to further assess the performance of the SLPM in recovering the correct number of latent dimensions. are all fixed to 1, and 100 artificial networks are generated independently. The mixing proportions, the precisions, and the latent positions are all generated according to the hierarchical structure described in Section 2.1. Then, the average weighted network X is generated according to (18).
Similarly to the previous section, the SLPM is estimated on all of the datasets using VB with the same set-up for hyperparameters, number of latent dimensions, and optimisation parameters. In addition, in order to assess the sensitivity of the SLPM to its hyperparameters, the variational algorithm is run once with δ = 0.1 and once with δ = 0.001.
As in the previous simulation studies, the number of revelant groups is deduced by the mixing proportions once they are sorted in decreasing order. Figures 8, 9 , 10, and 11 refer to scenarios one to four, respectively. It appears that, overall, the value of the hyperparameter δ does not have any relevant effect on the estimate of K. While in the first scenario (M = N = 40, K = 2, Figure 8 ) the number of relevant latent dimensions is generally overestimated to 3, in the second scenario (M = N = 40, K = 4, Figure 9) K is well-recovered. In fact, in more than half of the datasets, the fourth group contains more than 5% of the edges, whereas the fifth group has negligible size.
Similarly to the previous experiment, K is overestimated in the larger datasets (M = N = 80, scenarios 3 and 4 in Figures 10 and 11 , respectively), in that in more than half of the datasets the sixth group has a non-negligible size.
These simulations illustrate that, while shrinkage and parsimony are generally achieved, the estimated number of relevant groups does not always coincide exactly with the true In both panels, the k-th boxplot describes the k-th mixing weight (in decreasing order) across 100 datasets. The hyperparameter δ seems to have no effect on the results. Three latent dimensions stand out with a weight approximately equal to 0.2 in at least half of the datasets. The fourth dimension has a small weight in all of the datasets. Figure 9: Model choice, scenario 2. In both panels, the k-th boxplot describes the k-th mixing weight (in decreasing order) across 100 datasets. The hyperparameter δ seems to have no effect on the results. In this scenario, the number of relevant latent dimensions is generally equal to the true value of K. Figure 10: Model choice, scenario 3. In both panels, the k-th boxplot describes the k-th mixing weight (in decreasing order) across 100 datasets. The hyperparameter δ seems to have no effect on the results. Although the true value of K is two, five latent dimensions stand out. In this scenario, the VB algorithm struggles to reduce the dimensionality and to recover the correct number of latent dimensions. Figure 11: Model choice, scenario 4. In both panels, the k-th boxplot describes the k-th mixing weight (in decreasing order) across 100 datasets. The hyperparameter δ seems to have no effect on the results. Similarly to the third scenario, the VB algorithm struggles to reduce the dimensionality and it tends to overestimate the number of relevant latent dimensions.
K, but rather lives in a neighourhood of this value. In particular, the number of relevant groups tends to be overestimated when the dataset is large and, hence, more heterogeneous.
Computational efficiency
Similarly to the other available estimation methods for LPMs, the computational complexity of the variational algorithm is determined by the updates of the latent positions.
One such update requires a summation over all possible neighbours, hence it implies either N or M operations, depending on whether the updated node is a sender or receiver,
respectively. In addition, since the step size must be tuned at every update attempt, the N (or M ) evaluations are actually performed an unspecified number of times, depending on the rule determining the learning rates. However, since the step sizes remain approximately constant as the algorithm progresses, these re-evaluations are generally performed very few times.
The number of iterations required by the algorithm to converge impacts the overall computing time by a much greater extent. In general, although the algorithm is greedy, there are no guarantees regarding the number of iterations required for convergence, and, most likely, such number depends on the number of nodes and on the topology of the network. In practice, a few hundreds iterations are often sufficient to achieve the threshold tol = 0.01. These results suggest that, while SLPM generally achieves a very good fit to the data, it may also struggle in dealing with very large datasets, hence forcing one to increase the tolerance threshold or to reduce the maximum number of iterations, in order to get usable results in a reasonable time.
Real data applications
The goal of the two studies shown in this section is to propose an application of the methodology proposed on real datasets, and to illustrate how the SLPM represents and summarises the observed data. Figure 12: Computational efficiency. Number of seconds required to perform the first 10 iterations of the VB algorithm (black and red lines), and one run of the NMF algorithm (green and blue lines). The two algorithms appear to scale similarly with respect to the size of the networks, especially when the number of latent dimensions is small. For a larger number of latent dimensions, the NMF algorithm scales much better than the VB algorithm used to estimate the SLPM.
Hospital encounter data
The dataset used in this example has been first studied by Vanhems et al. (2013) , and it is available from the R package igraphdata. The data record proximity interactions between 29 patients, 27 nurses, 11 doctors and 8 administrative staff at a university Hospital in In this analysis, the interaction matrix X denotes the cumulated proximity time, i.e. the generic entry x ij indicates the number of seconds the staff member i has spent in proximity of patient j. The length of stay of the patients can be deduced from the proximity information, and, clearly, those who stayed longer have a higher degree (not shown).
The latent number of dimensions was set to K = 10, and the VB algorithm was run once using the initialisation of Section 3.3. The algorithm reached convergence after 245 iterations and 5.7 seconds.
The rounded mixing proportions areλ 1 = 0.571,λ 3 = 0.420, andλ k < 0.003 for i = 2, 5, 6, 7, 8, 9, 10; two latent groups stand out with a large mixing weight. As illustrated by the two plots in Figure 13 , the two relevant latent dimensions fulfil two very different roles. In fact, the larger one has a very high empirical variance, meaning that it is used to represent all of the zero or nearly-zero weights. By contrast, dimension number three is instead used for almost all of the remaining edges. The same conclusion is also apparent from Figure 14 , where dimension number three, plotted on the vertical axis, clearly exhibits more heterogeneity than dimension number one, which is plotted on the horizontal axis.
The results show that there are no substantial differences between the nurses, doctors, and administrative staff in how they interact with the patients. It should be noted that, since dimension three is able to capture almost all the heterogeneity in the data, the unidimensional projection of this SLPM has features very similar to those of the original LPM of Hoff et al. (2002) . For example, for both patients and staff, nodes with higher degree tend to be positioned closer to the centre of the space. 
Microarray data
The second example is an analysis of the dataset first studied by Khan et al. (2001) . Here, the matrix X, of size 2308 × 64, represents the measured expression level of M = 2308 genes in N = 64 samples, for patients who tested positive on the presence of small round blue cell tumours of childhood. The goal is to characterise the connectivity profiles of genes and samples, and to provide a latent space representation of these data. There are no zero-weighted edges, the lowest value recorded is 0.0025, the highest is 32.66, and the median is 0.5666.
The VB algorithm was initialised and run with K = 20, and converged after 496 iterations and approximately one hour. The rounded mixing proportions for the nonempty groups are equal toλ 6 = 0.4101,λ 15 = 0.3469,λ 13 = 0.2425 andλ 12 = 0.0005. As illustrated in Figure 15 , the three most relevant groups all have a relatively small empirical variance, and they are used to characterise the edges with both large and small weights.
Group 12 is instead used only for large weights, yet it has a much smaller size and may be considered a group of outliers. The two largest groups, corresponding to dimensions the genes are scattered around the origin of the space, whereas the samples are split on both sides of the cloud of genes. This naturally forms 4 groups of samples, which do not correspond to the 4 tumour types included in the metadata. This is not unexpected, since the separation of the tumour types is known to be a challenging problem, and the SLPM does not involve the optimisation of a clustering criterion on the nodes of the graph. The results of Khan et al. (2001) are of a different nature, since the authors use the known tumour classes to train a neural network classifier, and then use this tool to predict the classes on additional test data.
Differently from the hospital data, the genes located close to the origin of the space are those farthest from the samples, hence they have the smallest degrees. The high degree genes are instead located at the periphery of the cloud, where they are at close distance with at least three of the samples' point clouds.
Conclusions
The SLPM introduced in this paper represents a new research direction for the statistical modelling of networks. This new framework modifies and extends the LPM approach, introducing elements from the literature on blockmodels to enhance the overall flexibility of the proposed model.
Differently from blockmodels and tensor factorisation models, the SLPM projects the nodes into a latent space where a weighted transformed Euclidean distance determines the edge values. This leads to a tool that provides a distance-based representation of the rows and columns of nonnegative interaction matrices, where the number of latent dimensions is automatically deduced from the data.
The approach proposed prompts a number of new interesting extensions and research possibilities. Matrix completion and matrix reconstruction frameworks stand out as potential useful applications, in that the SLPM may represent an effective alternative to NMF methods. These extensions and the related software are currently being developed. Furthermore, modifications of the SLPM may also be considered to account for other types of network data, such as binary networks, dynamic networks, or multiview networks.
In this paper, a VB framework is proposed to perform inference. This method is faster than sampling-based approaches, and it allows one to bypass identifiability issues.
However, the true impact of the approximations introduced and used is not assessed and remains unknown. Future work may consider more effective strategies that lead to better results in shorter time, either using sampling approaches or approximations of a different nature.
Software
The R package SparseLPM accompanies this paper and it provides an implementation of the variational algorithm described. Parts of the code have been written in C++ to reduce overall computing times. The package is publicly available from CRAN (R Core Team 2017). All of the computations described in this paper have been performed on a 8-cores (2.2 GHz) Debian machine.
Expectation of the log-likelihood.
The approximation of the expectation in the last line of (28) comes from the fact that we have replaced the density of θ ijk with a gamma density calibrated to have the same mean and variance. In fact, neither the true density has an explicit form, nor we can evaluate the expectation of log (θ ijk ) exactly. Once the replacement is made, the expectation of the log of a gamma variable is readily available. Other types of approximations may be considered to evaluate this expectation, such as Monte Carlo estimators or quadrature methods, however these require a much larger computational cost. Taylor approximations are more often used (see for example Murphy 2013 and Murphy 2016) . The choice of this gamma calibration is purely pragmatic: we find that, in this particular framework, the approximation proposed leads to much smaller errors than a second order Taylor approximation (not shown).
Expectation of the log prior on Z.
Expectation of the log prior on λ.
Expectation of the log prior on U.
An equivalent result holds for the expectation of the prior on V.
Expectation of the log prior on γ.
Entropy terms. The remaining expectations correspond to the negative entropies of common distributions, whose formulas are well-known.
E q log q Z λ = i,j,kλ ijk logλ ijk E q log q λ δ = log Γ
The variational free energy in (10) is obtained by combining all the formulas and rearranging the terms.
A.2 Proof of Proposition 2
Proof. The maximisation of F with respect to λ ij1 , . . . ,λ ijK , and under the constraint kλ ijk = 1, is performed using the method of Lagrange multipliers. Define the following Lagrangian: 
The derivatives of H ij are equal to the following:
Posing the derivative equal to zero and exponentiating gives the following solution:
Now, we do the same with the derivative with respect to ξ ij :
and obtain:
which leads to (12). A study of the sign of the partial derivatives confirms that this point is a maximum.
Hence, the Fisher information and its inverse are equal to the following: 
Using these results, we can state the natural gradient ascent update for (α, ξ), which reads as follows: 
Note that the auxiliary variable ξ does not appear in (15). Finally, we shall prove that a small enough ε leads to a non-decrease of F. Let us consider again (47), and let us define: 
or, equivalently: F (α t+1 , β t+1 ) ≥ F (α t , β t ).
