Abstract. Downarowicz and Maass (2008) proposed topological ranks for all homeomorphic Cantor minimal dynamical systems using properly ordered Bratteli diagrams. In this study, we adopt this definition to the case of all essentially minimal zero-dimensional systems. We consider the cases in which topological ranks are 2 and unique minimal sets are fixed points. Akin and Kolyada (2003) , in their study of Li-Yorke sensitivity, showed that if the unique minimal set of an essentially minimal system is a fixed point, then the system must be proximal. However, a finite topological rank implies expansiveness; furthermore, in the case of proximal Cantor systems with topological rank 2, the expansiveness is always from the lowest degree.
Introduction
In this paper, a pair pX, f q of a compact metric space X and a homeomorphism f : X Ñ X is called a (homeomorphic) topological dynamical system. If X is totally disconnected, then pX, f q is called a (homeomorphic) zero-dimensional system; further, if X is homeomorphic to the Cantor set, then pX, f q is called a (homeomorphic) Cantor system. If f is a continuous surjective map, then we explicitly state that pX, f q is a continuous surjective topological dynamical system, continuous surjective zero-dimensional system, and so on. The minimal zero-dimensional systems are thoroughly investigated in the connection with the theory of C˚-algebras. In a preparatory study, Herman, Putnam, and Skau [HPS92] showed [HPS92, Theorem 4.7] states in which a bijective correspondence exists between equivalence classes of essentially simple ordered Bratteli diagrams and pointed topological conjugacy classes of essentially minimal zero-dimensional systems. By the word essentially minimal zero-dimensional systems, they meant zero-dimensional systems with unique minimal sets. In their Bratteli-Vershik model, the maximal and Gedeon found that there is no residually scrambled system in the maps of the closed interval. On the other hand, various completely scrambled systems (see Definition 2.5) have been found in zero-dimensional spaces and in spaces of dimension 1 ĺ n ĺ 8 ([HY01, MFO16, BKO17, S16b]). Nevertheless, being completely scrambled is a very tight restriction on the system. In [BHS08] , Blanchard, Huang, and Snoha presented various examples of residually scrambled systems in addition to the example mentioned at the beginning of this paper. In particular, they constructed a residually scrambled system with positive topological entropy from any proximal residually scrambled system having an invariant measure that has positive measure on every non-empty open set (see [BHS08,  Proposition 56]). Therefore, in this paper, we try to extend the above-mentioned example [BHS08, Proposition 55] , which is a non-primitive substitution dynamical system of two symbols to a larger class of proximal Cantor systems with topological rank 2. In fact, we show that every proximal Cantor system with topological rank 2 is topologically conjugate to a residually scrambled symbolic system of two symbols (Theorem 6.15). There exist at most two ergodic measures; if two exist, exactly one of them has positive measure on every non-empty open set. Further, using the graph covering method, we show that the number of ergodic measures of systems that are topologically mixing can be both 1 and 2. Moreover, we present examples that are topologically weakly mixing, not topologically mixing, and uniquely ergodic. Finally, we show that the number of ergodic measures of systems that are not weakly mixing can be both 1 and 2.
The remainder of this paper is organized as follows. First, some preliminaries are introduced in § 2. We investigate only finite invariant measures. Next, the Bratteli-Vershik representation of zero-dimensional essentially minimal homeomorphisms is presented in § 3, and a link is established between the Bratteli-Vershik representation approach and the graph covering approach in the case of zero-dimensional essentially minimal systems. In § 4, we state Theorem 4.5, which characterizes zero-dimensional proximal systems by means of Bratteli-Vershik systems and graph coverings. In § 5, we present the array system approach developed by Downarowicz and Maass [DM08] . Finally, in § 6, we present the results of our survey on proximal Cantor systems with topological rank 2 as well as some examples.
Preliminaries
Let Z be the set of all integers and N be the set of all non-negative integers. For integers a ă b, the intervals are denoted by ra, bs :" t a, a`1, . . . , b u. A continuous surjective topological dynamical system pX, f q is topologically transitive if there exists an x P X such that t f n pxq | n ľ 0 u is dense in X. If pX, f q is topologically transitive and |X| is not finite, then X does not have isolated points. When f is a homeomorphism, a point x P X is a forward transitive point if t f n pxq | n ľ 0 u is dense in X. The notion of backward transitive points is also defined in the natural sense. A topological dynamical system pX, f q is topologically mixing if for any opene U, V , there exists N ą 0 such that f n pU q X V ‰ H for all n ľ N . A topological dynamical system pX, f q is weakly mixing if pXˆX, fˆf q is transitive. A zero-dimensional system pX, f q is called a Cantor system if X is homeomorphic to the Cantor set, i.e., X does not have isolated points. We say that pX, f q is expansive with an expansive constant ε ą 0 if for every pair px, yq P X 2 z∆ X , there exists an n P Z such that dpf n pxq, f n pyqq ľ ε. Let A be a finite set. An element x P A Z is written as px i q iPZ , and the shift map σ : A Z Ñ A Z is defined as pσpxqq i " x i`1 for all i P Z. Suppose that a closed subset Σ Ă A Z satisfies σpΣq " Σ. Then, pΣ, σq is called a (two-sided) subshift. A homeomorphic zero-dimensional system is expansive if and only if it is topologically conjugate to a two-sided subshift.
2.1. Some notions of chaos. Let pX, f q be a continuous surjective topological dynamical system. Definition 2.1. A pair px, yq P X 2 is (forward) proximal if lim inf nÑ`8 dpf n pxq, f n pyqq " 0.
Definition 2.2. A pair px, yq P X 2 is a (forward) Li-Yorke pair if px, yq is proximal and satisfies lim sup nÑ`8 dpf n pxq, f n pyqq ą 0.
Definition 2.3. A subset S Ă X is (forward) scrambled if every px, yq P S 2 z∆ S is a Li-Yorke pair.
Definition 2.4. A topological dynamical system pX, f q is residually scrambled if there exists a scrambled set S Ď X that is a dense G δ subset.
Definition 2.5. A topological dynamical system pX, f q is said to be completely scrambled if X itself is a (forward) scrambled set.
Because we are mainly dealing with the case in which f is a homeomorphism, we also consider systems that are backward proximal, Li-Yorke, scrambled, etc., in the usual sense. Definition 2.6. A continuous surjective topological dynamical system pX, f q is said to be proximal if every pair px, yq P X 2 is (forward) proximal.
Akin and Kolyada [AK03] gave a characterization of proximal systems as follows:
Theorem 2.7 ([AK03, Proposition 2.2]). A continuous surjective topological dynamical system pX, f q is proximal if and only if it has a fixed point that is the unique minimal subset of X.
A continuous surjective topological dynamical system pX, f q is sensitive if there exists ε ą 0 such that for all x P X and all δ ą 0, there exists y with dpx, yq ă δ and n ą 0 such that dpf n pxq, f n pyqq ľ ε. Akin and Kolyada [AK03] presented the notion of Li-Yorke sensitivity:
Definition 2.8. We say that a continuous surjective topological dynamical system is LiYorke sensitive if there exists an ε ą 0 such that every x P X is a limit of points y P X such that the pair px, yq is proximal and satisfies lim sup nÑ`8 dpf n pxq, f n pyqq ľ ε.
Remark 2.9. Let pX, f q be a two-sided subshift that is proximal. Suppose that X does not have isolated points and there exists a dense scrambled set S. Then, pX, f q is Li-Yorke sensitive. To show this, because pX, f q is symbolic, there exists an ε ą 0 such that for all x, y P X, lim sup nÑ`8 dpf n pxq, f n pyqq ą 0 implies that lim sup nÑ`8 dpf n pxq, f n pyqq ľ ε.
Take ε ą 0 to satisfy the above condition. Let x P X and δ ą 0 be small. Because S is dense and X does not have isolated points, there exist y 1 , y 2 P S with y 1 ‰ y 2 such that dpx, y a q ă δ pa " 1, 2q. Because lim sup nÑ`8 dpf n py 1 q, f n py 2ľ ε, for one of a " 1, 2, the inequality lim sup nÑ`8 dpf n pxq, f n py aľ ε{2 follows.
2.2. Uniformly chaotic set. In this subsection, we introduce the notion presented by Akin et al. in [AGH`09] . Let pX, f q be a continuous surjective topological dynamical system. A subset A Ă X is uniformly recurrent if for every ε ą 0, there exists an arbitrarily large k ą 0 such that dpf k pxq, xq ă ε for all x P A. A subset A Ă X is uniformly proximal if lim inf nÑ`8 diampAq " 0.
Definition 2.10 (Akin et al.
[AGH`09]). Let pX, f q be a continuous surjective topological dynamical system. A subset K Ă X is called a uniformly chaotic set if there exist Cantor sets
is uniformly recurrent, and (c) for each N ľ 1, C N is uniformly proximal.
Here, pX, f q is (densely) uniformly chaotic if pX, f q has a (dense) uniformly chaotic subset.
Every uniformly chaotic set is a scrambled set in the sense of Li-Yorke. For a complete metric space without isolated points, a subset is called a Mycielski set if it is a countable union of Cantor sets. In [AGH`09], for various cases of transitive continuous surjective topological dynamical systems, Akin et al. constructed uniformly scrambled sets as Mycielski sets both concretely and by using an instance of Mycielski's theorem. For further discussion, see [AGH`09] . We only cite the next result:
Theorem 2.11 ([AGH`09, Corollary 3.2. (1)]). Suppose that pX, f q, a continuous surjective topological dynamical system without isolated points, is transitive and has a fixed point. Then, it is densely uniformly chaotic.
This implies that the topologically transitive proximal Cantor continuous surjective systems are densely uniformly chaotic. Because proximal Cantor systems with topological rank 2 are always transitive (see Remark 6.16), they are densely uniformly chaotic.
2.3. Graph covering. In many works, combinatorial studies on zero-dimensional systems are based on the Bratteli-Vershik representation. Howerver, the graph covering approach of representing zero-dimensional systems is very natural in some cases, and makes it easy to describe the phenomena. In this subsection, we recall the method in [S14] . We also need some results in [S16a] to study the ergodicity of proximal Cantor systems with topological rank 2. We note that, long before our construction of general graph coverings, Gambaudo and Martens [GM06] had already introduced a combinatorial representation for all continuous surjective zero-dimensional minimal systems and made essential study on the ergodicity, which has been rather formally generalized to all zero-dimensional systems in [S16a] .
A pair G " pV, Eq consisting of a finite set V and a relation E Ď VˆV on V can be considered as a directed graph with the set of vertices V and the set of edges E, i.e., there exists an edge from u to v when pu, vq P E. For a finite directed graph G " pV, Eq, we write V " V pGq and E " EpGq.
Notation 2.12. In this paper, we assume that a finite directed graph G " pV, Eq is a surjective relation, i.e., for every vertex v P V , there exist edges pu 1 , vq, pv, u 2 q P E.
For finite directed graphs G i " pV i , E i q with i " 1, 2, a map ϕ : V 1 Ñ V 2 is said to be a graph homomorphism if for every edge pu, vq P E 1 , it follows that pϕpuq, ϕpvqq P E 2 . In this case, we write ϕ : G 1 Ñ G 2 . For a graph homomorphism ϕ : G 1 Ñ G 2 , we say that ϕ is edge-surjective if ϕpE 1 q " E 2 . Suppose that a graph homomorphism ϕ : G 1 Ñ G 2 satisfies the following condition: pu, vq, pu, v 1 q P E 1 implies that ϕpvq " ϕpv 1 q.
In this case, ϕ is said to be`directional. Suppose that a graph homomorphism ϕ satisfies both of the following conditions:
pu, vq, pu, v 1 q P E 1 implies that ϕpvq " ϕpv 1 q and pu, vq, pu 1 , vq P E 1 implies that ϕpuq " ϕpu 1 q.
Then, ϕ is said to be bidirectional.
Definition 2.13. For finite directed graphs G 1 and G 2 , a graph homomorphism ϕ : G 1 Ñ G 2 is called a cover if it is a`directional edge-surjective graph homomorphism.
For a sequence G 1
ÐÝ¨¨¨of graph homomorphisms and m ą n, we write ϕ m,n :" ϕ n`1˝ϕn`2˝¨¨¨˝ϕm . Then, ϕ m,n is a graph homomorphism. If all ϕ i pi P N`q are edge surjective, then every ϕ m,n is edge surjective. If all ϕ i pi P N`q are covers, every ϕ m,n is a cover. Let G 0 :" pt v 0 u, t pv 0 , v 0 q uq be a singleton graph. For a sequence of graph covers G 1
ÐÝ¨¨¨, we attach the singleton graph G 0 at the head. We refer to a sequence of graph covers G 0
ÐÝ¨¨¨as a graph covering or just a covering. In the original paper, we used the numbering G n ϕn Ð Ý Ý G n`1 ; however, in this paper, considering the numbering of Bratteli diagrams, we use this numbering. Let us denote the directed graphs as G i " pV i , E i q for i P N. We define the inverse limit of G as follows:
is equipped with the product topology.
Definition 2.14. Let X " V G , and let us define a map f : X Ñ X by f pxq " y if and only if px, yq P EpGq. Then, a pair pX, f q is called the inverse limit of G.
Notation 2.15. For each n P N, the projection from X to V n is denoted by ϕ 8,n . For v P V n , we denote a closed and open set as U pvq :" ϕ´1 8,n pvq. For a subset A Ă V n , we denote a closed and open set as U pAq :" Ť vPA U pvq. Let t n k u kľ1 be a strictly increasing sequence. Suppose that there exists a sequence t u n k | u n k P V n k , k ľ 1 u of vertices such that ϕ n k`1 ,n k pu n k`1 q " u n k for all k ľ 1. Then, there exists a unique element x P V G such that x P U pu n k q for all k ľ 1. This element is denoted as x " lim kÑ8 u n k .
The next theorem follows:
Theorem 2.16 (Theorem 3.9 and Lemma 3.5 of [S16a] ). Let G : G 0
ÐÝ¨¨b e a covering. Let pX, f q be the inverse limit of G. Then, pX, f q is a continuous surjective zero-dimensional system. Conversely, every continuous surjective zero-dimensional system can be written in this manner. Furthermore, if G is a bidirectional covering, then pX, f q is a homeomorphic zero-dimensional system. Conversely, every homeomorphic zerodimensional system can be written in this manner.
Remark 2.17. Let G 0
ÐÝ¨¨¨be a graph covering. Let pX, f q be the inverse limit. For each n ľ 0, the set U pG n q :" t U pvq | v P V pG n q u is a closed and open partition such that U pvq X f pU puqq ‰ H if and only if pu, vq P EpG n q. Furthermore, Ť nľ0 U n generates the topology of X. Conversely, suppose that U n pn ľ 0q is a refining sequence of finite closed and open partitions of a compact metrizable zero-dimensional space X, Ť nľ0 U n generates the topology of X, and f : X Ñ X is a continuous surjective map such that for any U P U n`1 , there exists U 1 P U n such that f pU q Ă U 1 . We assume that U 0 " t X u. Then, we can define a graph covering such that for each n ľ 0, V pG n q " U n , and for every pu, vq P V pG n qˆV pG n q, pu, vq P EpG n q, if and only if f puq X v ‰ H. It is evident that the inverse limit of this graph covering is topologically conjugate to the original.
ÐÝ¨¨¨be a graph covering. Let pX, f q be the inverse limit. We present a notation that is used in this paper:
(N-1) We write G 8 " pX, f q; (N-2) We fix a metric on X; (N-3) For each i ľ 0, we write G i " pV i , E i q (N-4) For each i ľ 0, we define U pvq :" ϕ´1 8,i pvq for v P V i and U pG i q :" t U pvq | v P V i u; and (N-5) for each i ľ 0, there exists a bijective map V i Q v Ø U pvq P U pG i q. We note that for each i ľ 0 and u, v P V i , it follows that pu, vq P E i if and only if f pU puqq X U pvq ‰ H.
Notation 2.19. Let G " pV, Eq be a surjective directed graph. A sequence of vertices pv 0 , v 1 , . . . , v l q of G is said to be a walk of length l if pv i , v i`1 q P E for all 0 ĺ i ă l. We denote wpiq :" v i for each i with 0 ĺ i ĺ l. We denote lpwq :" l. We say that a walk w " pv 0 , v 1 , . . . , v l q is a path if v i p0 ĺ i ĺ lq are mutually distinct. A walk c " pv 0 , v 1 , . . . , v l q is said to be a cycle of period l if v 0 " v l , and a cycle c " pv 0 , v 1 , . . . , v l q is a circuit of period l if v i p0 ĺ i ă lq are mutually distinct. A circuit c and a path p are considered to be subgraphs of G with period lpcq and length lppq, respectively. For a walk
For a subgraph G 1 of G, we also define V pG 1 q and EpG 1 q in the same manner. For a walk w and a subgraph G 1 , we also denote a closed and open set as U pwq :" Ť vPV pwq U pvq and U pG 1 q :"
Notation 2.20. Let G 1 " pV 1 , E 1 q and G 2 " pV 2 , E 2 q be finite directed graphs. Let ϕ : G 1 Ñ G 2 be a graph homomorphism. Let w " pv 0 , v 1 , . . . , v l q be a walk in G 1 . Then, the walk ϕpwq :" pϕpv 0 q, ϕpv 1 q, . . . , ϕpv lis defined.
Notation 2.21. Let w 1 " pu 0 , u 1 , . . . , u l q and w 2 " pv 0 , v 1 , . . . , v l 1 q be walks such that u l " v 0 . Then, we denote w 1 w 2 :" pu 0 , u 1 , . . . , u l , v 1 , v 2 , . . . , v l 1 q. Evidently, we get lpw 1 w 2 q " l`l 1 . If c is a cycle of length l, then for any positive integer n, a cycle c n of length ln is well defined. When a walk wcw 1 can be constructed, a walk wc 0 w 1 implies that ww 1 .
Invariant measures.
In [BKMS12] , in the context of the finite-rank Bratteli-Vershik representations, Bezuglyi et al. investigated the theory of invariant measures. In [S16a], we studied some relations between the invariant probability measures of continuous surjective zero-dimensional systems and the circuits of the graphs. In this study, in addition to [BKMS12] , we followed the first half of [GM06, §3] , in which Gambaudo and Martens had described the combinatorial construction of invariant measures. For the calculation of ergodicity, we would like to use some graph covering methods rather than the Bratteli diagrams. Therefore, let us summarize some results of [S16a] . To avoid redundancy, we cite only some results and necessary tools from the above paper, i.e. general theories are sometimes omitted.
ÐÝ¨¨¨be a graph covering. We write G 8 " pX, f q as Notation 2.18. The details of our approach can be found in [S16a, § §4-6]; hence, we omit the proofs throughout this section. Basic notions that are not used in this manuscript are also omitted. We refer the interested readers to the above paper.
Let us denote the set of all invariant Borel finite measures in pX, f q as M f " M f pXq, and the invariant Borel probability measures as P f " P f pXq. Both M f and P f are endowed with a weak topology.
For each e " pu, vq P E n , we denote a closed and open set as U peq :" U puq X f´1pU pvqq. Note that for e ‰ e 1 pe, e 1 P E n q, it follows that U peq X U pe 1 q " H. We note that if we consider the sets t U pvq | v P V n , n ľ 0 u " Ť nľ0 U pG n q and t U peq | e P E n , n ľ 0 u, then they are open bases of the topology of X. Suppose that non-negative real values µpU q are assigned for all U P O V and U P O E satisfying the condition in [S16a, Lemma 4.1]. Then, µ is a countably additive measure on the set of all open sets of X. Therefore, as is well known, µ can be extended to the unique Borel measure on X. A Borel measure µ on X, constructed in this manner, is a probability measure if and only if 1 " ř vPVn µpU pvqq for all n ľ 0. Thus, we obtain the following: Proposition 2.22. Suppose that non-negative real values µpU q are assigned for all U P O E such that the conditions in [S16a, Lemma 4.1] are satisfied. Then, the resulting µ is an invariant measure.
Let G " pV, Eq be a graph. We denote the set of all circuits (subgraphs) as C pGq. Let c P C pGq and s P R. Then, we denote sc :" ř ePEpcq se. For c P C pGq, we denotẽ c " p1{lpcqq¨c. . The set of linear combinations is denoted PpGq :" t ř cPC pGq s cc | ř cPC pGq s c " 1 u. Because ϕ m,n : G m Ñ G n is a graph cover for each m ą n, there exists a natual linear map pϕ m,n q˚: PpG m q Ñ PpG n q.
Notation 2.23. For each n ľ 0, we denote C n :" C pG n q and ∆ n :" PpG n q. For each m ą n, we define an affine map as ξ m,n :" pϕ m,n q˚| ∆m : ∆ m Ñ ∆ n . For each n ľ 0 and c P C n , it follows thatc P ∆ n . Notation 2.24. We denote an inverse limit as follows:
, and for all m ą n, ξ m,n px m q " x n u.
Further, ∆ 8 is endowed with product topology. For each n ľ 0, we denote the projection as ξ 8,n : ∆ 8 Ñ ∆ n . It is evident that ξ 8,n is continuous. For 8 ľ k ą j ą i, it follows that ξ j,i˝ξk,j " ξ k,i .
It is well known that P f is a compact, metrizable space. By definition, ∆ 8 is also a compact, metrizable space.
Notation 2.25. Let µ P P f . We writeμ :" pµ 0 , µ 1 , µ 2 , . . . q, where µ n " ř ePEn µpU peqqe for all n ľ 0. Then, it follows thatμ P ∆ 8 and µ n P ∆ n for each n ľ 0. Following [GM06] , we denote the map µ Þ Ñμ as p˚. Thus, we have the map p˚: P f Ñ ∆ 8 . Note that we can writeμ " pµ 0 , µ 1 , µ 2 , . . . q, where µ n " ř cPCn s cc .
We have checked Proposition 3.2 of [GM06] for our case.
Proposition 2.26. The map p˚:
Notation 2.27. Let t x n i u iľ1 be a sequence such that n 1 ă n 2 ă¨¨¨, and
Hereafter, we consider restrictions of the entire set N on infinite subsets of N. Let N Ď N be an infinite subset. Because the restricted sequence t G n u nPN of G produces the same inverse limit G 8 , it is convenient to consider such restrictions. This change can be done for some calculations of the invariant measures without telescoping G itself. In [S16a], we made a general theory taking sufficietly many circuits t C n Ď C n u nPN for sufficiently many N Ď N to express particular measures for certain aim. However, in this paper, we need not this general argument. Thus, we consider N " N and C n " C n (n ľ 0). In the same way, we define
For each x " t c n u nľ0 P C 8 , we denotex " lim nÑ8cn P ∆ 8 . Further, we writeC 8 :" tx | x P C 8 u. Note that because every ∆ n (n ľ 0) is compact, it is obvious that, for each sequence of circuits t c n u nľ0 with c n P C n for all n ľ 0, there exists a subsequence t n i u iľ1 such that there exists a lim iÑ8cn i . Note that this does not directly imply C 8 ‰ H.
As shown by the next theorem, each ergodic measure is expressed as a limit of a sequence of circuits.
Theorem 2.28. Let µ P P f be an ergodic measure. Let N Ď N be an infinite subset. Suppose that C is a system of circuits that expresses µ. Then, it follows thatμ P C 8 .
We note that, by this theorem, we need not take further subsequences of N to get the convergent sequences. In [GM06, Proposition 3.3], Gambaudo and Martens showed that if the number of loops in X n is uniformly bounded by k, then f has at most k ergodic invariant probability measures. They reported their findings in the context of Cantor minimal continuous surjection. Nevertheless, the proof is still valid in our case of zero-dimensional proximal systems. We have checked this fact in the context of this section:
Theorem 2.29 ([S16a, Theorem 6.2]). Let N be an infinite subset of N. Suppose that |C n | ĺ k for all n P N . Then, P f has at most k ergodic measures.
Bratteli-Vershik representations
In the previous section, we presented a combinatorial approach for representing every continuous surjective zero-dimensional system by our graph covering.
Notation 3.1. By pV, Eq, we refer to not only a finite directed graph but also a Bratteli diagram. To avoid ambiguity, for a finite directed graph G " pV, Eq, we write V " V pGq and E " EpGq, and the Bratteli diagram is simply expressed as pV, Eq.
From this section, we return to homeomorphic zero-dimensional systems. Long before our construction of graph coverings, Herman, Putnam, and Skau [HPS92] had shown that every Cantor essentially minimal homeomorphism is represented by an essentially simple ordered Bratteli-Vershik model. In [GJ00, §1], Gjerde and Johansen described how Bratteli diagrams are employed to obtain models for Cantor minimal homeomorphisms. Nevertheless, because we treat proximal systems that are not minimal, we also have to return to the original [HPS92] . We follow Gjerde and Johansen [GJ00, §1] to describe the Bratteli-Vershik models for zero-dimensional essentially minimal systems.
Definition 3.2. A Bratteli diagram is an infinite directed graph pV, Eq, where V is the vertex set and E is the edge set. These sets are partitioned into non-empty disjoint finite sets
Each E n is a set of edges from V n´1 to V n . Therefore, there exist two maps r, s : E Ñ V , such that r : E n Ñ V n and s : E n Ñ V n´1 for n ľ 1, i.e., the range map and the source map respectively. Moreover, the conditions s´1pvq ‰ H for all v P V and r´1pvq ‰ H for all v P V zV 0 are assumed. We say that u P V n´1 is connected to v P V n if there exists an edge e P E n such that speq " u and rpeq " v. Unlike the case of graph coverings, multiple edges between u and v are permitted. The rank K of a Bratteli diagram is defined as K :" lim inf nÑ8 |V n |, where |V n | is the number of elements in V n . Notation 3.3. In this section, we also consider a type of directed graph and its covering maps. Directed graphs are denoted as G n pn ľ 0q, while the sets of vertices are denoted as V pG n q and the sets of edges are denoted as EpG n q. In this section, we use the notation V n and E n only for Bratteli diagrams.
Let pV, Eq be a Bratteli diagram and m ă n be non-negative integers. We define E m,n :" t p | p is a path from a u P V m to a v P V n u.
Then, we can construct a new Bratteli diagram pV 1 , E 1 q as follows:
The source map and the range map are also defined naturally. This procedure is called telescoping.
Y¨¨¨are the partitions, where V 0 " t v 0 u is a one-point set. Let r, s : E Ñ V be the range map and the source map, respectively. We say that pV, E, ĺq is an ordered Bratteli diagram if a partial order ĺ is defined on E such that e, e 1 P E is comparable if and only if rpeq " rpe 1 q. Thus, we have a linear order on each set r´1pvq with v P V zV 0 . The edges r´1pvq are numbered from 1 to |r´1pvq|.
Let n ą 0 and e " pe n , e n`1 , e n`2 , . . . q, e 1 " pe 1 n , e 1 n`1 , e 1 n`2 , . . . q be cofinal paths from the vertices of V n´1 , which might be different. We get the lexicographic order e ă e 1 as follows:
if k ľ n is the largest number such that e k ‰ e 1 k , then e k ă e 1 k .
Definition 3.5. Let pV, E, ĺq be an ordered Bratteli diagram. Let E max and E min denote the sets of maximal and minimal edges, respectively. An infinite path is maximal (minimal) if all the edges constituting the path are elements of E max (E min ).
We provide the following notation that does not appear in [GJ00] .
Notation 3.6. Let v P V zV 0 . Because r´1pvq is linearly ordered, we denote the maximal edge epv, maxq P r´1pvq and the minimal edge epv, minq P r´1pvq.
Definition 3.7. As in [HPS92] , an ordered Bratteli diagram pV, Eq is said to be essentially simple if there exists a unique infinite path p max " pe 1,max , e 2,max , . . . q with e i,max P E max X E i for all i ľ 1, and there exists a unique infinite path p min " pe 1,min , e 2,min , . . . q with e i,min P E min X E i for all i ľ 1.
Definition 3.8 (Vershik map). Let pV, E, ĺq be an essentially simple ordered Bratteli diagram with the unique maximal path p max and the unique minimal path p min . Let
with the subspace topology of the product space ś 8 i"1 E i . We can define the Vershik map φ : E 0,8 Ñ E 0,8 as follows: If e " pe 1 , e 2 , . . . q ‰ p max , then there exists the least n ľ 1 such that e n is not maximal in r´1prpe n qq. Then, we can select the least f n ą e n in r´1prpe n qq. Let v n´1 " spf n q. Then, it is easy to get the unique least path pf 1 , f 2 , . . . , f n´1 q from v 0 to v n´1 . Now, we can define φpeq :" pf 1 , f 2 , . . . , f n´1 , f n , e n`1 , e n`2 , . . . q , and separately, we define φpp max q " p min . The map φ : E 0,8 Ñ E 0,8 is called the Vershik map. The system pE 0,8 , φq is a homeomorphic zero-dimensional topological dynamical system (see [HPS92] ). The system pE 0,8 , φq is called the essentially simple BratteliVershik model determined by pV, E, ĺq, and pX, f q has essentially simple Bratteli-Vershik model if pX, f q is topologically conjugate to pE 0,8 , φq.
The next theorem is a part of [HPS92, Theorem 4.6].
Theorem 3.9 ([HPS92, Theorem 4.6]). The essentially simple Bratteli-Vershik model is a homeomorphic essentially minimal zero-dimensional system. Conversely, a homeomorphic essentially minimal zero-dimensional system has an essentially simple Bratteli-Vershik model. In the Bratteli-Vershik model, both p max and p min are points in the unique minimal set.
In [DM08] , Downarowicz and Maass introduced the topological rank for a homeomorphic Cantor minimal system. We define the same for (homeomorphic) zero-dimensional essentially minimal systems as follows: Definition 3.10 (Topological Rank). Let pX, f q be a homeomorphic essentially minimal zero-dimensional system. Then, the topological rank of pX, f q is 1 ĺ K ĺ 8 if it has an essentially simple Bratteli-Vershik model determined by an essentially simple ordered Bratteli diagram with rank K, and K is the minimum of such numbers.
3.1. Graph coverings of Kakutani-Rohlin type. We now characterize the homeomorphic zero-dimensional essentially minimal systems by means of graph coverings.
Definition 3.11. A finite directed graph G is called a generalized figure 8 if there exist center v 0 P V pGq and distinct circuits c 1 , c 2 , . . . , c r with periods pptq p1 ĺ t ĺ rq. The circuits are denoted as c t " pv t,0 " v 0 , v t,1 , v t,2 , . . . , v t,pptq " v 0 q for 1 ĺ t ĺ r, and they satisfy the following requirements:
The term "generalized figure 8" is abbreviated as GF8. In the case of GF8, every c P C pGq is considered as a walk from the center. Further, r denotes the rank of G. Note that the number of vertices of G is counted as 1`ř 1ĺtĺr ppptq´1q.
Let G 0 be the singleton graph that corresponds to the top vertex of the Bratteli diagram. We shall construct each G n pn ľ 1q as GF8 with the center v n,0 and distinct circuits c n,1 , c n,2 , . . . , c n,rn . We express the period of each circuit c n,t with 1 ĺ t ĺ r n as ppn, tq ľ 1. Thus, we write c n,t " pv n,t,0 " v n,0 , v n,t,1 , v n,t,2 , . . . , v n,t,ppn,tq " v n,0 q for n ľ 1 and 1 ĺ t ĺ r n .
Definition 3.12. We say that a covering G 0
ÐÝ¨¨¨is of Kakutani-Rohlin type if G n is a GF8 and ϕ n`1 pv n`1,0 q " v n,0 for every n ľ 0. We abbreviate a covering of Kakutani-Rohlin type as a KR-covering. A KR-covering has rank 1 ĺ K ĺ 8 if lim inf nÑ8 r n " K. Note that for each n ľ 0 and t with 1 ĺ t ĺ r n`1 , we can write ϕ n`1 pc n`1,t q " c n,t,1 c n,t,2¨¨¨cn,t,wpn,tq , where c n,t,j 's are circuits of G n , i.e., c n,t,j " c n,ipn,t,jq for some 1 ĺ ipn, t, jq ĺ r n . Furthermore, because of the`directionality of a covering, it follows that c n,t,1 's are independent of t.
Notation 3.13. Hereafter, we assume that c n,t,1 " c n,1 for all n, t, i.e., every upper circuit winds the lower circuits with c n,1 first.
We note that for an n ľ 0, ϕ n is bidirectional if and only if c n,t,wpn,tq 's are independent of t.
Definition 3.14.
ÐÝ¨¨¨be a KR-covering, then the inverse limit G 8 " pX, f q is called a KR-covering model determined by the KR-covering. If a continuous surjective zero-dimensional system pX, f q is topologicallly conjugate to G 8 for some KR-covering G 0
ÐÝ¨¨¨, then we say that pX, f q has a KR-covering model. Remark 3.15. As in the case of essentially simple Bratteli-Vershik models, some topological rank can be defined by the usage of ranks in KR-covering models. Later, in Theorem 3.25, we find that the two topological ranks coincide if we consider homeomorphic essentially minimal zero-dimensional systems.
Remark
ÐÝ¨¨¨be a bidirectional KR-covering. An essentially simple ordered Bratteli diagram pV, Eq is constructed as follows: V n " C pG n q pn ľ 0q; if for n ľ 0, ϕ n`1 pc n`1,t q " c n,t,1 c n,t,2¨¨¨cn,t,wpn,tq for each 1 ĺ t ĺ r n`1 , an edge that belongs to E n`1 Ă E is made from each c n,t,j to c n`1,t for 1 ĺ j ĺ wpn, tq that is numbered by j. In particular, the ranks do not differ. The Bratteli-Vershik system is topologically conjugate to G 8 . Moreover, it follows that the ranks coincide.
Proof. To check that pV, Eq is an essentially simple ordered Bratteli diagram, we have to show that the maximal infinite path from V 0 is unique and the minimal infinite path from V 0 is unique. Let n ľ 1. For each v P V n of the Bratteli diagram, there is a corresponding circuit c n,t of G n . Then, c n´1,t,1 is independent of t. Let v n´1,1 be the corresponding vertex of V n´1 Ă V of the Bratteli diagram, i.e., there exists a minimal edge e P E n from v n´1,1 to v. Let e n be the minimal edge from v n´1,1 to v n,1 . Then, pe 1 , e 2 , . . . q is the unique infinite minimal path from V 0 . Because of the bidirectionality condition, the existence and uniqueness of the infinite maximal path from V 0 also follow by the same argument. It is straightforward to check the remaining conditions of the ordered Bratteli diagrams. To check the last statement, let pX, f q " G 8 . Let x 0 :" pv 0,0 , v 1,0 , v 2,0 , . . . q P X, where v n,0 is the center of G n . Let x " pv 0 , v 1 , v 2 , . . . q P Xzt x 0 u. Let N be the least positive integer such that for all n ľ N , v n ‰ v n,0 . Let n ľ N . Let c n P C pG n q be a unique circuit such that v n P V pc n q. We have considered that c n P V n Ă V , a vertex of the Bratteli diagram. Observe that, because v n`1 P V pc n`1 q is already determined, by the cover ϕ n`1 : G n`1 Ñ G n , one can identify the unique edge e n`1 from c n to c n`1 . Because v N P V pc N q is determined, by the cover ϕ N : G N Ñ G N´1 , the unique c N´1 P V N´1 and the unique edge e N P E N from c N´1 to c N that may not be minimal is determined. For all 0 ĺ i ă N´1, we choose c i :" c i,1 and the edge e i`1 from c i to c i`1 is the minimal edge. Thus, we have constructed hpxq :" pe 1 , e 2 , . . . q P E 0,8 . We denote hpx 0 q :" p min P E 0,8 . Recall that we have denoted for all n ľ 0 and 1 ĺ t ĺ r n`1 , ϕ n`1 pc n`1,t q " c n,t,1 c n,t,2¨¨¨cn,t,wpn,tq .
By the bidirectionality condition, c n,t,wpn,tq is independent of t. We denote this as c n,max . There exists a maximal edge e n,max from c n´1,max to c n,max for all n ľ 1. Let v n,max :" c n,max plpc n,max q´1q P V pG n q for all n ľ 1. Then, it follows that we can define x 1 :" pv 0 , v 1,max , v 2,max , . . . q P X. It is obvious that hpx 1 q " p max . We leave it to the readers to check that h : X Ñ E 0,8 is a homeomorphism and h˝f " φ˝h.
We now show that the converse is true, i.e., we construct a bidirectional KR-covering from an essentially simple ordered Bratteli diagram. For this purpose, we need a few lemmas and a definition. The readers might skip the following detailed arguments.
Lemma
Proof. Suppose that the claim fails. Then, there exists an infinite sequence n ă mp1q ă mp2q ă¨¨¨of integers and corresponding sequence p k " pe n`1,k , e n`2,k , . . . , e mpkq,k q pk ľ 1q of maximal paths such that spe n`1,k q ‰ v n,max . Taking a subsequence if necessary, we can assume that e n`1,k is independent of k. Thus, we get an infinite maximal path pe 1 n`1 , e 1 n`2 , . . . q such that spe 1 n`1 q ‰ v n,max . It is easy to get a maximal path from V 0 to v n,0 . Connecting these paths, we get an infinite maximal path from V 0 that is not p max , which is a contradiction.
An identical argument shows the following:
Lemma 3.19. Suppose that pV, Eq is an essentially simple ordered Bratteli diagram. Let p min " pe 1,min , e 2,min , . . . q be the infinite minimal path from V 0 . Let v i,min " rpe i,min q pi ľ 1q. Let n ľ 1. Then, there exists an n 0 ą n such that if pe n`1 , e n`2 , . . . , e m q with m ľ n 0 is minimal, then spe n`1 q " v n,min .
Definition 3.20. Let pV, Eq be an essentially simple ordered Bratteli diagram. We have written the maximal path as p max " pe 1,max , e 2,max , . . . q with e i,max P E max X E i for all i ľ 1, and the minimal path as p min " pe 1,min , e 2,min , . . . q with e i,min P E min X E i for all i ľ 1. Let v n,max :" rpe n,max q for all n ľ 0, and v n,min :" rpe n,min q for all n ľ 0. Applying Lemmas 3.18 and 3.19, and telescoping, we get an essentially simple ordered Bratteli diagram with the additional property such that ‚ for all m ľ 1 and v P V m , it follows that v m´1,max " spepv, maxqq and ‚ for all m ľ 1 and v P V m , it follows that v m´1,min " spepv, minqq.
We say that an essentially minimal ordered Bratteli diagram has reduced form if it satisfies the above condition.
Hereafter, we assume that an essentially simple ordered Bratteli diagram pV, Eq has reduced form.
Notation 3.21. For each n ľ 1 and v P V n , we denote P pvq :" t p " pe 1 , e 2 , . . . , e n q | p is a path from V 0 to v u. Then, by the lexicographic order, P pvq is linearly ordered. We order P pvq " t p v,1 , p v,2 , . . . p v,wpvq u with p v,i ă p v,j if and only if i ă j. We define for each p P P pvq, rps :" t q P E 0,8 | the first n edges of q coincide with p u. We denote P n :" Ť vPVn P pvq. For each n ľ 1, we denote by p n,min (p n,max ) the finite path that consists of the first n edges of p min (p max ). For each n ľ 1, we denote D n,0 :" Ť vPVn rp v,1 s. For each n ľ 1, each v P V n , and 0 ă i ă wpvq, we denote D n,v,i :" rp v,i`1 s. For n ľ 1, we get a partition by closed and open sets
We denote D 0 :" t E 0,8 u.
Lemma 3.22. Let n ľ 1 and v P V n`1 . The path that consists of the first n edges of p v,1 coincides with p n,min (p n,max ).
Proof. Because we have assumed the reduced form, the proof is straightforward.
Lemma 3.23. We get the following:
(a) for n ľ 1 and v P V n , φprp v,i sq " rp v,i`1 s for all 1 ĺ i ă wpvq, (b) for n ľ 1, Ť vPVn φprp v,wpvq sq " Ť vPVn rp v,1 s, and (c) for n ľ 1, D n`1,0 Ă rp n,min s, and (d) Ť nľ0 D n generates the topology of E 0,8 .
Proof. For a fixed n ľ 1, t rps | p P P n u is a partition by the closed and open sets of E 0,8 . By the definition of the Vershik map, (a) follows. We recall that φ is a homeomorphism.
Thus, (b) follows. Further, (c) follows from Lemma 3.22. Evidently, (c) implies (d).
For each n ľ 0, we construct a finite directed graph G n such that V pG n q :" D n , and pu, vq P EpG n q if and only if φpuq X v ‰ H. Thus, in G n , we get circuits
In particular, the rank of G n is equal to |V n |. We remark that all vertices v P V n with wpvq " 1 are merged into the circuit pD n,0 , D n,0 q. Other circuits are disjoint except at D n,0 . For each p " pe 1 , e 2 , . . . , e n`1 q P P n`1 , evidently, rps Ď rpe 1 , e 2 , . . . , e n qs. We also note that, by (c) of Lemma 3.23,
Thus, D n`1,0 refines D n,0 . We define a covering map ϕ n`1 : G n`1 Ñ G n by ϕpuq " v (u P V pG n`1 q, v P V pG n q) if and only if u Ď v. To check the bidirectionality condition, we only have to check at D n`1,0 . The calculation φpD n`1,0 q Ď φprp n,min sq P D n shows the`directionality at D n`1,0 . The`directionality and the calculation φ´1pD n`1,0 q " ď vPV n`1 rp v,wpvq s Ď rp n,max s
show the bidirectionality at D n`1,0 . From the refining sequence D 0 ă D 1 ă D 2 ă¨¨¨, we have defined a KR-covering G 0
ÐÝ¨¨¨, the rank of which is equal to the rank of the Bratteli diagram. We also note (d). Thus, by the argument in Remark 2.17, we get the next lemma:
Lemma 3.24. Let pV, Eq be an essentially simple ordered Bratteli diagram. Let G 0
ÐÝ¨¨¨be the bidirectional KR-covering defined above. Then, G 8 is topologically conjugate to pE 0,8 , φq. Moreover, it follows that the ranks coincide.
Theorem 3.25. Let pX, f q be a (homeomorphic) essentially minimal zero-dimensional system. Then, the topological rank by essentially simple Bratteli-Vershik models and that by KR-covering models coincide.
Proof. By Lemma 3.17, we get topological rank (Bratteli-Vershik model) ĺ topological rank (KR-covering model).
The converse is obtained by Lemma 3.24.
Owing to Theorem 3.9, the next proposition is no more than a remark: Proposition 3.26. For a homeomorphic zero-dimensional topological dynamical system pX, f q, the following are equivalent:
(a) pX, f q is essentially minimal, (b) pX, f q has a Bratteli-Vershik representation of an essentially simple ordered Bratteli diagram, and (c) there exists a bidirectional KR-covering G 0
ÐÝ¨¨¨such that G 8 is topologically conjugate to pX, f q.
Proof. By Theorem 3.9 and Lemmas 3.17 and 3.24, the proof is obvious.
Homeomorphic proximal Cantor systems
We now focus our attention on proximal cases. Definition 4.1. We say that an ordered Bratteli diagram is proximal if there exist vertices v n,1 P V n pn ľ 0q and edges e n P E n pn ľ 1q such that ‚ spe n`1 q " v n,1 and rpe n`1 q " v n`1,1 (n ľ 0), ‚ the infinite path p 0 :" pe 1 , e 2 , . . . q is both maximal and minimal, and ‚ p 0 is the unique maximal infinite path from V 0 and p 0 is the unique minimal infinite path from V 0 .
It is evident that an essentially simple ordered Bratteli diagram is proximal if and only if p max " p min .
Definition 4.2. We say that a KR-covering G 0
ÐÝ¨¨¨is proximal if for each n ľ 1, where t c n,t | 1 ĺ t ĺ r n u is the set of circuits of G n , there exists unique c n,t such that ppn, tq " 1. Notation 4.3. Hereafter, without loss of generality, we assume that ppn, 1q " 1 for each n ľ 1. We rewrite e n :" c n,1 and c n,t´1 :" c n,t for 1 ă t ĺ r n . We writer n :" r n´1 . Thus, we getr n`1 circuits e n and c n,t (1 ĺ t ĺr n ).
We remark that the definition of`directionality and bidirectionality implies the following:
ÐÝ¨¨¨be a proximal KR-covering. It is evident that for each n ľ 1, ϕ n`1 pe n`1 q " e n . Let n ľ 1 and 1 ĺ t ĺr n`1 . For each 1 ĺ t ĺr n`1 , we have ϕ n`1 pc n`1,t q " c n,t,1 c n,t,2¨¨¨cn,t,wpn,tq for somewpn, tq ą 1 and c n,t,i P C n (1 ĺ i ĺwpn, tq). Then, c n,t,1 " e n . If the covering is bidirectional, then we also get c n,t,wpn,tq " e n .
We shall show the following:
Theorem 4.5. Let pX, f q be a zero-dimensional homeomorphic topological dynamical system. Then, the following are equivalent:
(a) pX, f q is proximal, (b) pX, f q has a Bratteli-Vershik representation by a proximal ordered Bratteli diagram, and (c) pX, f q is topologically conjugate to the inverse limit of a bidirectional proximal KR-covering.
Proof. (a) implies (b):
Let pX, f q be a zero-dimensional homeomorphic proximal system. Because this is essentially minimal, by Theorem 3.9, pX, f q has a Bratteli-Vershik representation by an essentially simple ordered Bratteli diagram. Furthermore, by the last statement of Theorem 3.9, both p max and p min are points in the unique minimal set that is a fixed point. Thus, p max " p min . This concludes the proof.
(b) implies (a): Let pV, Eq be a proximal ordered Bratteli diagram. Then, it follows that p max " p min . Because pV, Eq is essentially simple by definition, it follows that this fixed point is the unique minimal set. From Theorem 2.7, we get that the Bratteli-Vershik system is proximal.
(b) implies (c): Let pV, Eq be a proximal ordered Bratteli diagram. Because we have already shown that (b) implies (a), the Bratteli-Vershik system pE 0,8 , φq is proximal. On the other hand, because pV, Eq is an essentially simple ordered Bratteli diagram, the argument of Lemma 3.24 can be applied, and we get a KR-covering G 0
ÐÝ¨¨s uch that G 8 and pE 0,8 , φq are topologically conjugate. Thus, G 8 is proximal, i.e., it has a fixed point that is the unique minimal set. It follows that each G n has a circuit of period 1. This concludes the proof.
(c) implies (a):
ÐÝ¨¨¨be a bidirectional proximal KRcovering. Let v n,0 be the center of G n for all n ľ 1. Then, by the definition of proximality for KR-covering, pv n,0 , v n,0 q P EpG n q for all n ľ 1. This implies the existence of a fixed point. By Proposition 3.26, this is the unique minimal set. This completes the proof.
Array Systems
In this section, following [DM08] , we introduce the array system. Let G 0
ÐÝ¨¨¨be a bidirectional KR-covering. For each n ľ 0, we have expressed the center of G n as v n,0 P V pG n q. Further, we have denoted G 8 " pX, f q. For each x P X, n ľ 0, and i P Z, there exists a unique v P V pG n q such that f i pxq P U pvq. We express this v as u n,i . We define a sequence :
x :" pu n,i q nľ0,iPZ . We define : X :" t :
x | x P X u and : xpn, iq :" u n,i for n ľ 0 and i P Z. Further, we denote :
xrns :" pu n,i q iPZ . Because every : xrns is an infinite path of G n , every segment p: xrnsqra, bs " pu n,a , u n,a`1 , . . . , u n,b q is a finite path of G n . We define a shift map σ : :
X Ñ : X that shifts left. Let x P X, n ľ 0 and i P Z. Then, there exists a unique circuit c P C n " C pG n q such that p: xpn, iq, :
xpn, i`1qq P Epcq. We denotē xpn, iq " c. Thus, once a c P C n appears, then the c continues at least lpcq times. If it is necessary to distinguish the beginning of the circuits, then it can be done by changinḡ xpn, iq " c intoxpn, iq "č for all the i's with : xpn, iq " v n,0 . Remark 5.1. In the case of proximal systems, we shall show, in Remark 6.2, that for each n ľ 1, the number of continuations of the same c P C n zt e n u has an upper bound. Therefore, in the case of proximal systems, we do not need this change.
Following [DM08] , we make an n-cut in eachxrns just before each i with : xpn, iq " v n,0 (see Figure 1) . The pair pX, σq of a setX :" tx | x P X u and the shift map σ :X ÑX that shifts left is called an array system. To abbreviate the notation, we write e 0 :" pv 0,0 , v 0,0 q P EpG 0 q. Therefore, for each x P X and n ľ 0, there exists a unique sequencē xrns :" p. . . ,xpn,´2q,xpn,´1q,xpn, 0q,xpn, 1q, . . . q of circuits of G n that is separated by the cuts. For integers s ă t, we denote pxrnsqrs, ts :" pxpn, sq,xpn, s`1q,xpn, s2 q, . . . ,xpn, tqq. We have abbreviatedxr0s " p. . . , e 0 , e 0 , e 0 , . . . q that is cut everywhere. For an interval rn, ms with m ą n, the combination of rowsxrn 1 s with n ĺ n 1 ĺ m is denoted asxrn, ms. The array system of x is the infinite combinationxr0, 8q of rowsxrns for all 0 ĺ n ă 8 (see Figure 2) . Note that for m ą n, if there exists an m-cut at position i (just before position i), then there exists an n-cut at position i (just before position i).
Notation 5.2. For each circuit c " c n,i P C n , if we write ϕ n pcq " c n´1,i,1 c n´1,i,2¨¨¨cn´1,i,wpn,iq as a series of circuits, then each c n´1,i,j determines a series of circuits of G n´2 similarly. Thus, we can determine a set of circuits arranged in a square form as in Figure 3 . This form is said to be the n-symbol and denoted by c. For m ă n, the projection crms that is a finite sequence of circuits of G m is also defined.
It is clear thatxrns "x 1 rns implies thatxr0, ns "x 1 r0, ns. If x ‰ x 1 px, x 1 P Xq, then there exists an n ą 0 with xrns ‰ x 1 rns. For x, x 1 P X, we say that the pair px, x 1 q is n-compatible if xrns " x 1 rns. If xrns ‰ x 1 rns, then we say that x and x 1 are n-separated. We recall that if there exists an n-cut at position k, then there exists an m-cut at position k for all 0 ĺ m ĺ n. Let x ‰ x 1 . The setX n :" txrns | x P X u is a two-sided subshift of a finite set C n . The factoring map is denoted by π n :X ÑX n , and the shift map is denoted by σ n :X n ÑX n . We simply write σ " σ n for all n if there is no confusion. For m ą n ľ 0, the factoring map π m,n :X m ÑX n is defined by π m,n pxrmsq "xrns for all x P X.
6. Proximal systems of rank 2.
6.1. General finite-rank proximal systems. First, we recall general notations for homeomorphic proximal zero-dimensional systems. Let G 0
ÐÝ¨¨¨be a bidirectional proximal KR-covering and let pX, f q be the inverse limit. We exclude the trivial case in which X consists of a single point.
In Notation 4.3, we have stated that for all n ľ 1, C n " t e n , c n,1 , . . . , c n,rn u. In Remark 4.4, for all n ľ 1 and 1 ĺ t ĺr n`1 , we have written that ϕ n`1 pc n`1,t q " c n,t,1 c n,t,2¨¨¨cn,t,wpn,tq , for somewpn, tq ą 1 and c n,t,i P C n (1 ĺ i ĺwpn, tq). Further, by the bidirectionality condition, it follows that c n,t,1 " c n,t,wpn,tq " e n . In this section, each circuit c n,i p1 ĺ i ĺr n q is represented as c n,i " pu n,i,0 " v n,0 , u n,i,1 , u n,i,2 , . . . , u n,i,ppn,iq " v n,0 q pi " 1, 2, . . . ,r n q. Evidently, the vertices u n,i,j p1 ĺ i ĺr n , 1 ĺ j ĺppn, iqq are mutually distinct, except u n,i,0 " u n,i,ppn,iq " v n,0 , for all i p1 ĺ i ĺr n q. The unique fixed point is denoted as p :" pv 0,0 , v 1,0 , v 2,0 , . . . q P X. We also write c n,i pjq " u n,i,j for all 0 ĺ j ĺ ppn, iq. Thus, we get the following notation:
Notation 6.1. Let c P C n . Then, for each 0 ĺ j ĺ lpcq, we get a vertex cpjq P V pcq.
By telescoping, for n " 1, we can assume thatr 1 ľ 1 andpp1, iq ľ 2 p1 ĺ i ĺr 1 q. Suppose that G n is defined. Then, ϕ n`1 is defined in the following manner: ‚ ϕ n`1 pv n`1,0 q " v n,0 and ‚ for each 1 ĺ k ĺr n`1 , there exists a positive integer hpn, kq such that ϕ n`1 pc n`1,k q " c 1 c 2¨¨¨chpn,kq for all k p1 ĺ k ĺ r n`1 q, where c j P C n for all 1 ĺ j ĺ hpn, kq and c 1 " c hpn,kq " e n .
Remark 6.2. Note that by the above argument, for each n ľ 1, the number of continuations of the same c P C n zt e n u such as ccc¨¨¨c has an upper bound.
It follows that hpn, kq ľ 2 (1 ĺ k ĺr n`1 ). Because the center is mapped to the center, it follows that ϕ n`1 pe n`1 q " e n . For all 1 ĺ k ĺr n`1 , the periodppn`1, kq p1 ĺ k ĺr n`1 q satisfiesppn`1, kq " ř 1ĺjĺhpn,kq lpc j q. Let N ą 0 be a positive integer. For cycles w k p1 ĺ k ĺ N q of G n that start from and end at the central vertex v n,0 , we abbreviate ś N k"1 w k :" w 1 w 2¨¨¨wN . The main examples we present in this paper are proximal systems of rank 2. Nevertheless, in this subsection, we confirm some general properties of finite-rank proximal systems. Let G : G 0
ÐÝ¨¨¨be a bidirectional KR-covering such that pX, f q is (topologically conjugate to) the inverse limit. Let r ą 1 be the topological rank of pX, f q. Then, we can take G such that the rank of G is r. By telescoping, we can assume that |C n | " r for all n ľ 1. By Theorem 2.29, there exist at most r ergodic measures in pX, f q. For finite-rank Bratteli-Vershik systems, in [S17] , we have shown the following: Theorem 6.3 ([S17]). Let pX, f q be a finite-rank homeomorphic zero-dimensional system such that no minimal set is an infinite odometer. Then, pX, f q is expansive.
As a corollary, we have obtained the following:
Theorem 6.4 ([S17]). A finite-rank homeomorphic zero-dimensional proximal system is expansive.
We show that finite-rank homeomorphic proximal systems have topological entropy 0.
Proposition 6.5. Let pX, f q be a finite-rank homeomorphic proximal system. Then, it follows that the topological entropy hpf q " 0.
Proof. Let r ą 1 be the rank of G. For n ľ 1 and l ą 0, let N n,l :" |t w | w is a walk in G n with lpwq " l u|.
Then, hpf q ĺ lim sup nÑ8 lim sup lÑ8 p1{lq logpN n,l q. Because lpc n,i q Ñ 8 (1 ĺ i ĺ r) uniformly as n Ñ 8, we get lim sup nÑ8 lim sup lÑ8 p1{lq logpN n,l q " 0.
6.2. Rank 2 implies residually scrambled. Let G : G 0
ÐÝ¨¨¨be a bidirectional proximal KR-covering of rank 2. We recall that p P X is the unique fixed point. By telescoping, we can write C n " t e n , c n u for all n ľ 1. Further, for all n ľ 1, we can write ϕ n`1 pc n`1 q " e apn,0q n bpnq ź j"1´c n e apn,jq nw here apn, 0q ą 0, apn, jq ľ 0 for each 0 ă j ă bpnq, apn, bpnqq ą 0, and bpnq ľ 1. The next lemma is obvious: Lemma 6.6. For all m ą n, it follows that ϕ m,n pc m q " e m´n n¨¨¨e m´n n .
Proof. We omit the proof.
By Theorem 6.4, it is clear that pX, f q is expansive. In the case of topological rank 2, we show that the level of expansiveness is from Xr1s as follows:
ÐÝ¨¨¨be a bidirectional proximal KRcovering of rank 2. We assume that every G n (n ľ 1) has rank 2. Let pX, f q be the inverse limit. Then, pX, f q is topologically conjugate to pX 1 , σq.
Proof. It follows that pX, f q is topologically conjugate to the array system pX, σq. Let x, y P X be distinct elements. Then, there exists an n ľ 1 such thatxrns ‰ȳrns. First, exchange any continuous occurrence of e n of length ľ lpc n q by continuous occurrence of a symbol a of the same length. Other positions should be changed to the symbol b. This transformation is denoted as α :X n Ñ t a, b u Z . By Lemma 6.6, for eachzrns PX n , there exists an arbitrarily large continuation of a in αpzrnsq. Further, there exists no infinite continuation of the symbol b in αpzrnsq. Suppose that αpxrnsq ‰ αpȳrnsq. Then, some continuation of a of one ofxrns,ȳrns must encounter an occurrence of b of the other at the same position. Without loss of generality, pxrnsqrs, ts is a continuation of e n of length ľ lpc n q, and there exists s ĺ u ĺ t such that pȳrnsqpuq " c n . If pȳrnsqrs, ts is a continuation of c n , then pȳrnsqrs, ts has to contain the whole of c n . Thus, pπ n,1 pȳrnsqqrs, ts " pȳr1sqrs, ts has to contain c 1 . Thus, we getxr1s ‰ȳr1s. If pȳrnsqrs, ts is not a continuation of c n , then a continuation of c n ends at some u 1 with s ĺ u 1 ă t and pȳrnsqpu 1`1 q " e n , or a continuation of c n begins from some u 1 with s ă u 1 ĺ t and pȳrnsqpu 1´1 q " e n . In both cases, we getxr1s ‰ȳr1s. Thus, we only need to consider the case in which αpxrnsq " αpȳrnsq. Becausexrns ‰ȳrns, there exists an i 0 P Z such that αpxrnsqpi 0 q " αpȳrnsqpi 0 q " b and pxrnsqpi 0 q ‰ pȳrnsqpi 0 q. Take the maximal interval i 0 P rs, ts such that αpxrnsqpiq " b for all i P rs, ts. Then, αpȳrnsqpiq " b for all i P rs, ts. It follows that in bothxrns andȳrns, s is the initial position of the whole circuit c n . Nevertheless, there exists the least j ľ s such that pxrnsqpjq ‰ pȳrnsqpjq. Now, it is easy to see that pxr1sqrs, ts ‰ pȳr1sqrs, ts.
Suppose that bpnq ą 1 only for finitely many times. Then, by telescoping, we have a representation by bidirectional KR-covering with bpnq " 1 for all n ľ 1. In this case, it is easy to see that the inverse limit pX, f q consists of only one orbit except the unique fixed point p. In this paper, we avoid this case:
Notation 6.8. Hereafter, we consider rank 2 proximal systems that are Cantor systems.
By Theorem 2.29, there exist at most 2 ergodic measures in pX, f q. By Proposition 6.7, the inverse limit pX, f q of G is isomorphic to pX 1 , σq. Thus, pX, f q is isomorphic to a subshift of two symbols t e 1 , c 1 u. By Proposition 6.5, they have topological entropy 0.
We would like to show that the substitution subshift that is mentioned in [BHS08, Proposition 55] has topological rank 2. For l ľ 1, we define W l :" t a 1 a 2¨¨¨al | a i P t 0, 1 u for all 1 ĺ i ĺ l u. Further, we define W˚:" Ť lľ1 W l . The substitution dynamical system given in [BHS08, Proposition 55] is defined by the non-primitive substitution τ : t 0, 1 u Ñ W as τ p0q " 001 and τ p1q " 1. If we define α : t 0, 1 u Ñ W˚by setting α :" τ 2 , then we get αp1q " 1 and αp0q " 0010011. By Λ α , we denote the set of all x P t 0, 1 u Z such that every finite sub-block of x is contained in α k p0q for some k ą 0. Then, the subshift pΛ α , σq coincides with the substitution subshift defined in [BHS08, Proposition 55] . We show the following: Proposition 6.9. The substitution dynamical system pΛ α , σq has topological rank 2.
Proof. We define a substitution as βp1q " 1 and βp0q " 1001001. If we use β in place of α, we get the set Λ β . First, we show that Λ α " Λ β . As usual, we can extend the map α to the map α : W˚Ñ W˚such that for all l ľ 1, αpa 1 a 2¨¨¨al q " αpa 1 qαpa 2 q¨¨¨αpa l q. We also extend the map β to the map β : W˚Ñ W˚. It is evident that α k p1q " 1 and β k p1q " 1 for all k ą 0. It is easy to check the calculation βpαp0qq " αpβp0qq. Thus, it is evident that β˝α " α˝β. For k ľ 1, we denote 1 k :" 11¨¨¨1 loomoon k . It is easy to see that for all l ľ 1, there exists k ą 0 such that the block 1 l 0 appears in α k p0q. For l ą k ľ 1, we show that α k p1 l 0q " β k p1 l´k 01 k q. For k " 1, we calculate
Thus, the claim is satisfied. Assume that the claim is satisfied for some k ľ 1. For l ą k`1, we calculate
This shows that the claim is satisfied for k`1. Now, it is easy to see that Λ α " Λ β . Hereafter, we construct a graph covering such that the inverse limit is topologically conjugate to Λ β . Let lpc 1 q " 2, ϕ 2 pc 2 q " e 1 c 1 e 1 c 1 e 1 , and ϕ n`1 pc n`1 q " e n c 2 n e n c 2 n e n for n ľ 2. Let pX, f q be the inverse limit of this graph covering. By exchanging e 1 with 1 and c 1 with 0 inX 1 , we get a subshift Λ. It is not difficult to see that Λ " Λ β .
Notation 6.10. We denote W s ppq :" t x P X | lim iÑ`8 f i pxq " p u, and W u ppq :" t x P X | lim iÑ`8 f´ipxq " p u.
Lemma 6.11. If x, y P XzW s ppq with x ‰ y, then lim sup iÑ`8 dpf i pxq, f i pyqq ą 0. If x, y P XzW u ppq with x ‰ y, then lim sup iÑ`8 dpf´ipxq, f´ipyqq ą 0.
Proof. We show the first statement. The last statement follows in the same manner. Take x, y P XzW s ppq such that x ‰ y. We show that lim sup iÑ`8 dpf i pxq, f i pyqq ą 0. Suppose that, in contrast, lim sup iÑ`8 dpf i pxq, f i pyqq " 0. Then, there exists the least i 0 P Z such that pxr1sqpiq " pȳr1sqpiq for all i ľ i 0 . It follows that pxr1sqpi 0´1 q ‰ pȳr1sqpi 0´1 q. Without loss of generality, we assume that pxr1sqpi 0´1 q " c 1 and pȳr1sqpi 0´1 q " e 1 . Take an n ą 1 arbitrarily. Then, the least n-cut ofxrns in the region ri 0 , 8q is strictly larger than i 0 . Obviously, pxrnsqpiq " pȳrnsqpiq for all sufficiently large i. Therefore, there exists the least i 1 ą i 0 such that for all i ľ i 1 , the n-cuts are the same. Obviously, i 1 itself is the position of a common n-cut ofxrns andȳrns. It follows that pxrnsqpi 1´1 q ‰ pȳrnsqpi 1´1 q. We get the next two cases:
(a) pxrnsqpi 1´1 q " c n and pȳrnsqpi 1´1 q " e n , and (b) pxrnsqpi 1´1 q " e n and pȳrnsqpi 1´1 q " c n .
Suppose that (a) holds. Take the largest i 2 ĺ i 1 with pxr1sqpi 2 q " c 1 . We consider the next two cases:
Suppose that (c) holds. Then, pxr1sqpiq " e 1 for i 0 ĺ i ĺ i 1 . Because i 1 is the position of an n-cut, by Lemma 6.6, we get i 1´i0 ľ n´1. Thus, we get pxr1sqpiq " e 1 for i 0 ĺ i ă i 0`n´1 . Suppose that (d) holds. Because the largest i ă i 1 with pȳrnsqpiq " c n is strictly less than i 1´1 , the largest i ă i 1 with pȳr1sqpiq " c 1 is strictly less than i 2 . This implies that pxr1sqpi 2 q ‰ pȳr1sqpi 2 q and i 2 ľ i 0 , which is a contradiction. Thus, in the case of (a), we get pxr1sqpiq " e 1 for i 0 ĺ i ă i 0`n´1 . Next, we suppose that (b) holds. Because pxr1sqpi 0´1 q " c 1 and pxrnsqpi 1´1 q " e n , by Lemma 6.6, we get i 1´1´p i 0´1 q ą n´1, i.e., i 1´i0 ľ n. Take the largest i 3 ă i 1´1 with pȳr1sqpi 3 q " c 1 . Then, because i 1 is a position of a common n-cut, we get pxr1sqpi 3 q " e 1 . Because pxr1sqpiq " pȳr1sqpiq for all i ľ i 0 , it follows that i 3 ă i 0 . In particular, pȳr1sqpiq " e 1 for all i 0 ĺ i ĺ i 1´1 . Because pxr1sqpiq " pȳr1sqpiq for all i ľ i 0 , we get pxr1sqpiq " e 1 for all i 0 ĺ i ĺ i 1´1 . Thus, we get pxr1sqpiq " e 1 for all i 0 ĺ i ĺ i 0`n´1 . Thus, in both cases of (a) and (b), we get pxr1sqpiq " e 1 for all i 0 ĺ i ă i 0`n´1 . Because n ą 1 is arbitrary, we can conclude that lim iÑ`8 f i pxq " p, which is a contradiction.
Lemma 6.12. Let x P X and a ă b be integers. Then, there exists an N ą 0 such that for all n ľ N , the sequence pxr1sqra, bs appears in c n r1s for the n-symbol c n .
Proof. The ranges of the n-cuts of c n are extended, by at least one, to the left and to the right, as n increases. Thus, the proof is obvious.
We recall that pX, f q is a Cantor system. Lemma 6.13. Both W s ppqzt p u and W u ppqzt p u consist of single orbits.
Proof. We show that W s ppqzt p u consists of a single orbit. Let x P W s ppq with x ‰ p. Because X is the inverse limit of G 0
ÐÝ¨¨¨, x " pv 0 , v 1 , v 2 , . . . q with v n P G n for all n ľ 0. Without loss of generality, we assume that pxr1sqp0q " c 1 and pxr1sqpiq " e 1 for all i ľ 1. We show that such an x is unique. Let n ą 1. It is obvious that pxrnsqp0q " c n . Furthermore, there exists an i n ą 0 such that pxrnsqpiq " c n for all 0 ĺ i ĺ i n and pxrnsqpiq " e n for all i ą i n . Thus, there exists a unique j (0 ă j ă lpc n q) such that v n " c n pjq. Because n ą 1 is arbitrary, we get a unique x P X.
Lemma 6.14. It follows that W s ppq X W u ppq " t p u.
Proof. Let x P W s ppq X W u ppq such that x ‰ p. Because x ‰ p, there exist integers a ă b such that the sequence pxr1sqra, bs :" ppxr1sqpaq, pxr1sqpa`1q, pxr1sqpa`2q, . . . , pxr1sqpbqq, covers all the appearances of c 1 in all thexr1s. By Lemma 6.12, there exists an n ą 1 such that pxr1sqra, bs is a part of c n r1s. Nevertheless, for some m ą n, there exist at least two appearances of c n in ϕ m,n pc m q. This implies that there exists an extra c 1 inxr1s, which is a contradiction.
Theorem 6.15. Let pX, f q be a (homeomorphic) proximal Cantor system with topological rank 2. Let K :" XzpW s ppq Y W u ppqq. Then, K is scrambled in both ways. In particular, pX, f q is residually scrambled. Furthermore, pX, f q is expansive and isomorphic to pX 1 , σq, which is a subshift of two-symbols.
Proof. Let K s :" XzW s ppq and x, y P K s with x ‰ y. Because X is homeomorphic to the Cantor set, by Lemma 6.13, K s is a dense G δ subset. We show that K s is positively scrambled. Because pX, f q is proximal, we get lim inf iÑ`8 dpf i pxq, f i pyqq " 0. By Lemma 6.11, we get lim sup iÑ`8 dpf i pxq, f i pyqq ą 0. Similarly, K u :" XzW u ppq is dense G δ and negatively scrambled. Thus, K " K s X K u is dense G δ and scrambled in both ways. By Proposition 6.7, pX, f q is expansive and isomorphic to pX 1 , σq, which is a subshift of two symbols.
Remark 6.16. Every orbit, except the fixed point p, of pX, f q is dense. To see this, let x R W s ppq. Then, it is obvious that for all n ľ 1, pxrnsqr0, 8q contains infinite c n . Thus, x is positively transitive. Next, let x P W s ppq with x ‰ p. Then, by Lemma 6.14, it follows that x R W u ppq. Thus, the same argument in the negative direction shows that the orbit of x is dense. By Theorem 2.11, every transitive proximal system is densely uniformly chaotic. By the above remark, every proximal Cantor system with topological rank 2 is densely uniformly chaotic.
Remark 6.17. By Remark 2.9, a homeomorphic transitive proximal Cantor system pX, f q with finite topological rank is Li-Yorke sensitive. In particular, Cantor homeomorphic proximal systems with topological rank 2 are Li-Yorke sensitive.
Remark 6.18. Let S be a scrambled set of pX, f q. Obviously, we get |S X W s ppq| ĺ 1. Because W s ppq is dense, S does not have a non-empty interior.
6.3. Some examples. In this subsection, we consider examples of proximal Cantor systems of rank 2. We would like to manage the topological (weakly) mixing property together with the number of ergodic measures. We failed to construct an example that is not topologically mixing, yet weakly mixing, and has two ergodic measures. We restrict our attention to the systems in which sequences spnq, s 1 pnq, tpnq, and t 1 pnq of positive integers exist, with both tpnq ľ 2 and t 1 pnq ľ 2, and the representing proximal KR-covering
ÐÝ¨¨¨satisfies the following requirements:
‚ for all n ľ 1, ϕ n`1 pc n`1 q " e spnq n c tpnq n a n c t 1 pnq n e s 1 pnq n .
Here, a n is a cycle that consists of e n 's and c n 's. The number of e n that appears in a n is denoted as s 2 pnq, and the number of c n that appears in a n is denoted as t 2 pnq. Because every vertex is covered at least twice, the resulting zero-dimensional system is a Cantor system. Because we are considering systems of rank 2, we denote l n :" lpc n q (n ľ 1) and c n " pv n,0 :" v n,0 , v n,1 , v n,2 , . . . , v n,ln :" v n,0 q. Notation 6.19. The class of zero-dimensional systems with topological rank 2 having proximal KR-covering G as above is denoted by S.
Because each ϕ n is bidirectional, f is a homeomorphism. Let pX, f q P S and G : G 0
ÐÝ¨¨¨be its graph covering. Let x P X be represented as x " pv 0 , v 1 , v 2 , . . . q P X. For each n ľ 1, we write v n " v n,jpnq for some jpnq P r0, l n q. There exists a point measure µ p on the fixed point. It is easy to see that µ p " lim nÑ8ẽn . Suppose that there exist exactly two ergodic measures. Let µ c be the ergodic measure with µ c ‰ µ p . Then, by Theorem 2.28, there exists a sequence pc 1 n q nľ1 with c 1 n " e n or c 1 n " c n such that lim n pc 1 n q " µ c . If there is an infinite number of n ľ 1 such that c 1 n " e n , then we get µ c " µ p , which is a contradiction. Therefore, we get lim nÑ8cn " µ c . For m ą n, without the assumption that µ c ‰ µ p , we compute ξ m,n pc m q. Let us denotespnq :" spnq`s 1 pnq`s 2 pnq andtpnq :" tpnq`t 1 pnq`t 2 pnq. Further, let us denote rpnq :" pl n`1´s pnqq{l n`1 " ptpnql n q{pspnq`tpnql n q. Then, it follows that 1´rpnq "spnq{pspnq`tpnql n q. By using the notation in § 2.4, we can calculate ξ n`1,n pc n`1 q " p1´rpnqqẽ n`r pnqc n . Thus, we get (6.2) ξ m,n pc m q " p1´rpm, nqqẽ n`r pm, nqc n , where rpm, nq :"
Therefore, lim nÑ8cn " µ p is equivalent to rpm, nq Ñ 0 as m Ñ 8 for all n ľ 1. By elementary analysis, this is equivalent to (6.3)
The argument above still holds for arbitrary proximal Cantor systems with topological rank 2. For general proximal Cantor systems with topological rank 2, we denote ϕ n`1 pc n`1 q " e apn,0q n bpnq ź j"1´c n e apn,jq n¯, for all n ľ 1, where apn, 0q ą 0, apn, jq ľ 0 for each 0 ă j ă bpnq, apn, bpnqq ą 0, and bpnq ľ 1. In this case, we denote rpnq :"´l n`1´ř bpnq j"0 apn, jql
, for all n ľ 1. Thus, we get the following:
Theorem 6.20. A proximal Cantor system pX, f q with topological rank 2 is uniquely ergodic if and only if ř 8 i"1 p1´rpiqq " 8.
Now, we return to the restricted systems S. We denote the subclass of S that consists of uniquely ergodic systems as S ue and denote S na " SzS ue . The fact that every system in S na has a non-atomic measure is shown in Lemma 6.22.
Lemma 6.21. Both S ue and S na are not empty.
Proof. The proof is obvious from Theorem 6.20: if we want to construct the systems in S ue , we only need to setspnq pn ľ 1q to be very large compared withtpnq. For the same reason, it is obvious that S na is not empty.
Lemma 6.22. Suppose that µ c ‰ µ p . It follows that µ c pKq " 1 and µ c pU q ą 0 for all opene U .
Proof. Becausec n attaches a weight 1{l n to v n,0 , it follows that µ c pt p uq " 0. Because W s ppq consists of t p u and another orbit, we get µ c pW s ppqq " 0. Similarly, we conclude that µ c pW u ppqq " 0. Therefore, we get µ c pKq " 1. Let U be opene. Then, there exist n and v P V pG n q such that U pvq Ă U . As in Notation 2.25, we can obtain an expression µ c " pµ c,0 , µ c,1 , µ c,2 , . . . q, where µ c,n " a nẽn`bncn for some a n , b n ľ 0 with a n`bn " 1. Because µ c ‰ µ p , for all n ľ 1, we get b n ą 0. Therefore, we get µ c pU pvqq ą 0 for all v P V pc n q and n ľ 1, which concludes the proof.
Note that, because spn, nq ă spn`1, nq ă spn`2, nq ă¨¨¨and s 1 pn, nq ă s 1 pn`1, nq ă s 1 pn`2, nq ă¨¨¨, it follows that τ pn, nq ă τ pn`1, nq ă τ pn`2, nq ă¨¨¨. For m ą n, a walk w of G m , and 0 ĺ i ă lpwq, we denote the following: ‚wpn, iq " e n , when ϕ m,n pwpiq, wpi`1qq is pv n,0 , v n,0 q, ‚wpn, iq " c n , otherwise.
We denotewrns " pwpn, 0q,wpn, 1q,wpn, 2q, . . . ,wpn, lpwq´1qq. It is obvious thatxpn, iq " c n implies thatxpn`1, iq " c n`1 .
Lemma 6.27. Let m ą n ą 0. In the expression d m,n , there exists a walk in the form c n e τ pk,nq n c n with n ĺ k ĺ m´2. There exists a walk in the form c n c n .
Proof. The proof is clear from (6.10) and the fact that tpnq ľ 2 (or t 1 pnq ľ 2) for all n ľ 2.
Notation 6.28. For n ą 0 and vertices u, v P V pc n q, there exist unique 0 ĺ i, j ă lpc n q such that u " v n,i , v " v n,j . We denote gappu, vq :" j´i. For each x P X and n ą 0, there exists a unique 0 ĺ j ă lpc n q such that xpn, 0q " c n pjq. This j is denoted as jpx, nq. Thus, xpn, 0q " c n pjpx, nqq " v n,jpx,nq . Once jpx, nq ‰ 0, then jpx, mq ‰ 0 for all m ľ n. Furthermore, because spnq, s 1 pnq pn ľ 1q are positive, it follows that lim mÑ8 jpx, mq "`8 and lim mÑ8 plpc m q´jpx, mqq "`8. For each px, yq P pXzt p uq 2 with x ‰ y, we denote gap n px, yq :" gappxpn, 0q, ypn, 0qq only for sufficiently large n. Further, gap n px, yq is strictly positive for infinitely many n and/or strictly negative for infinitely many n.
The next lemma is evident:
Lemma 6.29. Let n ą 0 be an arbitrary integer. For arbitrary sequences spkq, s 1 pkq, tpkq, t 1 pkq (k ľ n), we can adjust the length of a k (k ľ n) such that for all k ą n, l k 's are odd integers.
Let n ľ 1, u, v P V pc n q. Let m ą n. We recall that for a walk w " pu 0 , u 1 , . . . , u l q and 0 ĺ a ă b ĺ l, it follows that wra, bs " pu a , u a`1 , . . . , u b q. We denote N m,n pu, vq :" t l | Da ľ 0, pϕ m,n pc m qqra, a`ls " pu, . . . , vq u.
Lemma 6.30. Let m ą n ľ 1. Suppose that for all m ą k ľ n, l k 's are odd integers, and spkq " s 1 pkq " 1 for all m ą k ľ n. We also assume that 2pm´nq ą 3l n . Then, for all u, v P V pc n q, r3l n , 2pm´nqs Ă N m,n pu, vq.
Proof. By the above lemma, we can assume that for all m ą k ľ n, l k 's are odd. We recall that for m ą k ľ n, spk, nq " s 1 pk, nq " ř k i"n 1 " k´n`1 and τ pk, nq " spk, nq`s 1 pk, nq " 2pk´n`1q. We also recall that for each n 1 ą n, c n 1 ,n " e spn 1´1 ,nq n´dn 1´1 ,n e τ pn 1´2 ,nq n¯t pn 1´1 q´1 d n 1´1 ,n a n 1´1 ,ń In c n 1`1 ,n , there exists a sub-walk d n 1 ,n e τ pn 1´1 ,nq n d n 1 ,n . Each d n 1 ,n starts with d n 1´1 ,n , which starts with d n 1´2 ,n¨¨¨. Consequently, each d n 1 ,n starts with c tpnq n . Similarly, each Thus, lpd m`1,n q is determined by lpd m,n q, spiq " s 1 piq with i ă m, andtpmq. We take spmq " s 1 pmq to be sufficiently large such that spmq`s 1 pmq ą 1.5¨lpd m`1,np1q q. We recall that d m`2,n "´d m`1,n e τ pm,nq n¯t pm`1q´1 d m`1,n .
Roughly, the length of separation of each vertex of c n is within d m`1,n or within d m`1,n e τ pm,nq n d m`1,n , or it is much greater. Then, for arbitrary spkq, s 1 pkq,tpkq pk ą mq, there exists a constant K 1 ą 1 such that for every m 1 ą m and for all u, v P V pc np1q q, rlpd m`1,np1q q1
, lpd m`1,np1q q`K 1 sXN m 1 ,np1q pu, vq " H. Therefore, l P rlpd m`1,np1q q`1, lpd m`1,np1q q`K 1 s implies that f l pU puqq X U pvq " H. Let np2q " m`1, and proceed in the same manner. We get system pX, f q, which is not topologically mixing but weakly mixing. We show that this construction brings about uniquely ergodic systems. In the construction, it is obvious that l n`1 ą 3l n for all n ľ np1q. To find the number of ergodic measures, let us compute 1´rpiq. We recall that spiq " s 1 piq " 1 except when i " npkq´1 for some k ľ 1. Let n 1 pkq " npkq´1 for all k ľ 1. Suppose that npkq ĺ i ă n 1 pk`1q for some k. Then, we get 1´rpiq " pspiq`s 1 piqq{pspiq`s 1 piq`tpiql i q ă 2{p2`3l i q ă 2{3l i ă 2{3 i . Thus, by Theorem 6.20, the number of ergodic measures is determined only by the divergence of (6.12) Fix k and let m " n 1 pkq. We compute 1´rpmq " pspmq`s 1 pmqq{pspmq`s 1 pmq`tpmql m q.
If we take spmq " s 1 pmq to be large, then 1´rpmq can be taken arbitrarily close to 1. Thus, we can make (6.12) diverge, i.e., pX, f q can be made uniquely ergodic. This concludes the proof. We would like to show that, by our construction, (6.12) always diverges. We have assumed that spmq`s 1 pmq ą 1.5¨lpd m`1,npk´1q q. We let n " npk´1q. Thus, we get 1´rpmq ą p1.5¨lpd m`1,n q{p1.5¨lpd m`1,n q`tpmql m q " p1.5¨lpd m`1,n q{p1.5¨lpd m`1,n q`lpd m`1,n q`τ pm´1, nqq " p1.5¨lpd m`1,n q{p1.5¨lpd m`1,n q`lpd m`1,n q`2pm´nqq ą p1.5¨lpd m`1,n q{p1.5¨lpd m`1,n q`2¨lpd m`1,n" 3{7.
Thus, (6.12) diverges.
Proposition 6.33. There exist sequences spnq, s 1 pnq, andtpnq such that pX, f q is not weakly mixing. Both uniquely ergodic systems and systems with two ergodic measures are possible. We can take sequences such that spnq " s 1 pnq for all n ľ 1.
Proof. Let p ľ 3 be a positive integer. Let l 1 ľ 3 be a multiple of p. Take sequences spiq, s 1 piq pi ľ 1q such that all spiq and s 1 piq are multiples of p. Note that spiq " s 1 piq pi ľ 1q is possible. This guarantees the last statement. Then, every l n is a multiple of p for all n ľ 1. Fix n ą 1. We recall that c n " pv n,0 , v n,1 , v n,2 , . . . , v n,ln q. Then, it is easy to see that every two occurrences of v n,1 have a gap that is a multiple of p. It is the same for v n,2 . Therefore, pfˆf q l pU pv n,1 qˆU pv n,1X pU pv n,1 qˆU pv n,2" H for all l ľ 0. Thus, the first statement is proved. This construction does not restrict the size of spnq`s 1 pnq andtpnql n . Thus, it is easy to see that the second statement is valid.
This brief survey on some properties of proximal Cantor systems with topological rank 2 is no more than just a starting point. We presented only one concrete example that is mentioned in [BHS08, Proposition 55]. There remain numerous cases of non-primitive substitutions of 2 symbols; some of them must have topological rank 2. Although proximal Cantor systems with topological rank 2 have some similarities with rank 1 transformations that are considered in the vast field of ergodic theory (cf., for example, [Kal84] ), we could not find any link nor identify overlapping systems.
