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Rkoudre le probkme de la dkconvolution cons&e, &ant donntes m distributions 
p, ,...,.u,,, dans a’(Ri”) dont les transformkes de Fourier n’ont aucun z&o commun 
dans C”, i dkterminer en fonction des distributions ,u~, sous forme de formules oti 
n’interviennent que les opkrations de dtrivation, d’intCgration, de convolution et de 
sommation, une famille de distributions (v,)~=,,.,,,,, telle que 6 =,u, * 
v, + ... f/l, * It,. Tout en donnant certaines idies gtntrales pour aborder ce 
problirme, nous illustrons notre &de par des questions likes A I’optique; nous 
envisageons en particulier le probltme de la prise de moyenne d’un signal i wavers 
des plaques circulaires ou carr6es en donnant ici des formules explicites nous 
permettant de le reconstituer. 
Dans de nombreux problkmes de mathkmatiques appliqukes (en particulier 
en optique ou en thkorie du contrale), on a besoin d’une g&kralisation au 
cadre non algkbrique du thkorime de Bezout; il s’agit du probEme suivant, 
dit problkme de la d&convolution: &ant don&es m distributions B support 
compact dans R”, on cherche i dkterminer de manike explicite des 
distributions v , ,..., v, i support compact dans R”, de man&e g ce que: 
6=/t* *VI + *** +,u, * v,. 
Les distributions v 1 ,..., v, correspondent done i des appareils qui, une fois 
mis au point, nous permettent de retrouver un signal original cp mesurt grice 
aux m appareils correspondant aux distributions ,u 1 ,..., p,,, (c’est-h-dire qu’on 
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ne dispose pas-c’est ce qui se produit couramment-de la connaissance de 
o, mais settlement de celle des observations de ce signal a travers les m 
appareils, ou encore, pour etre plus prtcis, de ,D, * P,...,,u~ * o). Le cas 
typique est celui de la prise de moyenne, en optique, d’un signal sur des 
disques plans. 
Remarquons que, pour notre solution, nous voulons trouver des 
distributions a support compact, ce qui nous impose, contrairement a ce qui 
est fait le plus couramment (theorie du tiltrage de Wiener par exemple), 
l’usage non pas d’un, mais de plusieurs appareils non identiques. Nous avons 
Cgalement mentionni le terme “explicite;” par la, nous entendons que les 
distributions v I ,..., v, doivent 2tre donnees a partir des distributions ,u, ,..., ,um 
par des formules oti n’interviennent que les operations de derivation, d’in- 
tegration, de convolution, et de sommation; on exige egalement de ces 
formules une certaine stabilite qui nous permette de tolerer une marge 
d’erreur, y compris dans la mise au point des appareils associes a ,u, ,..., ,D,,, .
On verra a ce propos que dans tous les exemples etudies (sections 2,6, 7) 
figurent des conditions de nature arithmttique; Comme nous le verrons en tin 
de section 2, les problbmes souleves ici ne sont pas trop genants du fait de la 
stabilite (en un sens que nous preciserons) des formules intervenant dans 
l’ecriture des deconvoluteurs vr ,..., v,. 
La solution theorique au probleme de la deconvolution est connue depuis 
les travaux de Hormander [ 131, Kelleher-Taylor [ 141; des formules 
explicites en termes de transformees de Fourier (nous en dirons un mot en fin 
de section 3) ont ete don&es recemment par Andersson-Berndtsson [ 1 ] mais 
elles ne fournissent pas-du moins immediatement-la solution au probleme 
que nous posons (le calcul et l’inversion par Fourier des objets construits 
grace i ces formules ne semblent pas du tout immediats; de plus ils n’ont pas 
la stabilite requise, i moins que p, ,..., ,um ne soient des distributions a support 
ponctuel, auquel cas nous retrouvons une solution du probleme classique de 
Bezout). 
Nous avons etudie en detail le probldme de la deconvolution dans trois 
exemples; a notre avis, les methodes que nous y proposons donnent une idee 
de ce qu’il faudrait faire lorsque l’on se trouve confronte i un exemple 
concret qui n’entre pas dans le cadre etudie pour pouvoir se ramener aux 
conditions d’application du theoreme 1 et 2 des sections 2 et 3 (ces 
theoremes concernent la d&convolution dans le cadre unidimensionnel) ou du 
thtoreme 3 de la section 4 (qui lui constitue une approche du problime en 
dimension strictement superieure a I). 
Le premier exemple est un probleme plan se ramenant en fait a un 
probleme a une seule variable, puisque radial; il s’agit du probleme de la 
prise de moyenne d’un signal a travers deux disques plans de rayon RI et RX. 
Les deux autres exemples sont bgalement des problemes plans que l’on ne 
peut cette fois reduire a des problemes unidimensionnels; on peut tgalement 
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les interpreter en termes d’optique: il s’agit du probleme de la prise de 
moyenne d’un signal sur trois plaques carrtes; dans un cas (section 6) ces 
plaques sont identiques mais tourntes les unes par rapport aux autres; dans 
l’autre cas (section 7), elles sont homothetiques les unes des autres. 
Nous laissons pour la premiere section tous les rappels mathematiques 
necessaires i la comprehension de cet article. 
Les auteurs tiennent a remercier le Centre de Mathematiques de l’kole 
Polytechnique ou a pu voir le jour ce travail; le Professeur Berenstein tient 
egalement i remercier la National Science Foundation pour son appui. 
1. RAPPELS ET PR~LIMINAIRES 
On rappelle que, si ,u est une distribution a support compact dans I?” (ce 
que l’on notera ,U E &?‘(I?“)), sa transformte de Fourier est la fonction 
holomorphe de n variables definie par: 
p(c) = j e-its*t) s&(t), 
Oli 
(C, t) = + rjtj. 
,r, 
On rappelle qu’une telle transformte de Fourier est caracterisee par la 
condition de croissance suivante: 
IP( < CU + I161)NeA”‘ms” 
condition que l’on Ccrira encore [4] sous la forme simplitiee: 
P E A,(C”), 
p designant le poids dtfini sur G” par: 
~(0 = Ml + II CID + II Im [II 
dans ce cas l’espace A,(C”) est defini comme suit: 
AJC”) = {F, F entiere dans C”, 3c > 0, V[ E C”, I F(c)1 < CeCp’s’}. 
L’algebre de convolution a’(Rn) est isomorphe, via la transformation de 
Fourier, a l’algebre multiplicative A,(C”). Par cet isomorphisme, le probleme 
de la d&convolution se ram&e a un probleme du type probleme de Bezout, a 
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savoir qu’etant donnees F, ,..., F, dans A,(C”), saris zeros communs, on 
cherche a trouver G1,..., G, dans A,(C”) telles que: 
1 = F,G, + .a. + F,G,. (1.1) 
D’apres les travaux de Hormander [ 131, Kelleher-Taylor [ 141, Skoda 
[21], une condition necessaire et sufftsante pour, qu’etant donnees F, ,..., F,, 
il existe un m-uplet (G, ,..., G,) dans (AJC”))“’ satisfaisant (1.1) est la 
suivante: 
3K>O, 3K>O, V[EC”, + 1 F,(c)1 > Ke-KP(o. 
/=I 
(I.21 
Le probleme pose dans l’introduction est celui de la recherche, sous 
l’hypothbe (1.2) d’un m-uplet (G, ,..., G,) d’tlements de Ap(C”) solution de 
(1.1) et tel que l’inversion par la transformation de Fourier des fonctions G, 
soit immediate. 
On verra dans tous les exemples que nous envisagerons qu’il existe un lien 
entre la condition (1.2) et des questions de nature arithmetique; regardons 
par exemple dans le cas oi n = 1, les mesures p1 et ,u, definies par: 
ou a est un reel strictement positif; la condition (1.2) equivaut alors, dans ce 
cas, au fait que a soit non-Liouville, c’est-a-dire i ce qu’il existe un entier M, 
positif, une constante strictement positive c tels que: 
I I a-$ >& pour tout rationnel i ; (1.3) 
cela resulte simplement du fait qu’ici: 
pour cet exemple, signalons que le probleme de la d&convolution explicite 
sous la condition (1.3) a CtC resolu par Meirsters-Richtmyer [ 18, 191 par 
une methode ad hoc utilisant le fait que les distributions p, et pu, sont likes 
respectivement aux piriodicites de periode 2 et 2a. 
Un second probleme d’analyse harmonique lie au probleme de la dtcon- 
volution est celui de Pompeiu [24]; par exemple, dans le cas ou n = 2, 
lorsque ,u, et p2 correspondent aux fonctions caractiristiques des boules de 
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centre 0 et de rayons respectifs R 1 et R,, on sait que la seule solution du 
systime d’equations de convolution 
est la fonction nulle des que p, et ,u, n’ont aucun zero commun dans C*; 
cette derniere condition correspond au fait que le quotient R ,/R 2 ne soit pas 
un quotient de zeros non nuls de la fonction de Bessel de premiere espece J, . 
Le probleme de la deconvolution est celui de la recherche de l’inverse de l’ap- 
plication injective: 
ce probleme a ete pose par Zalcman dans [25] et la condition (1.2) se lit 
pour cet exemple de la maniere suivante: 
3c > 0, 3M>O, 
>c Isl” pour tout couple (p, q), 
avec q # 0, de zeros de J, ; (1.4) 
nous donnerons la solution de ce problime comme application du thioreme 1 
(section 2). Un autre exemple-non radial cette fois-de probleme de type 
Pompeiu dans R* est le suivant [8]: Q designant un carre donne du plan, la 
seule fonction continue rp telle que, pour tout deplacement p du plan afftne, 
on ait 
(D dx dy = 0 
est la fonction nulle; si l’on considere la famille Y de toutes les fonctions 
caracteristiques des car& transform& de Q par rotation, cette condition 
exprime que le systeme infini d’lquations de convolution: 
n’admet que la solution triviale. 11 resulte de [2] que pour conserver ce 
resultat, on peut se contenter de prendre une sous famille tinie de ST?, 
Pl ,-,Pu,, de maniere a ce que les transformtes de Fourier 1;, ,..., ,i?,,,, n’aient 
pas de zeros communs; on peut mZme faire en sorte que m soit egal a 3, en 
considerant par exemple les transform&es du carre original par les rotations 
d’angles 0, 45, 743. Plus generalement, une condition de Gindipendance 
des lignes trigonometriques des angles des diverses rotations envisagtes 
sufftt. On reviendra dans la section 6 sur ce type d’exemple. 
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2 
On s’interesse dans cette section au probleme de la deconvolution dans le 
cas oti n = 1 et lorsque m = 2; nous donnons ici les details d’une analyse 
faite en collaboration avec Taylor [6]. 
Dans ce cas, l’equation (1.1) devient, F, et F, disignant deux elements 
A,(C): 
F,G, + F,G,= 1. (2.1) 
Supposons que l’on sache interpoler les valeurs de l/F, sur l’ensemble des 
zeros de F, par un element Z-I, de A,(C), et que l’on sache interpoler les 
valeurs de l/F, sur l’ensemble des zeros de F, par un element H, de A,(C); 
nous connaissons bien des conditions necessaires et sufftsantes portant sur 
les fonctions F, et F, pour qu’une telle chose soit realisable (sous la 
condition (1.2) par exemple) [3]. N ous avons envie de choisir comme 
candidat a la solution du probleme (2.1) le couple (H,, H,); en effet, si a est 
un zero simple de F,, par exemple, la fonction: 
(2.2) 
prend la valeur 1 en a, la valeur 0 en tout autre zero de F,; on peut imaginer 
les fonctions H, et H, comme exprimees dans une “base” de fonctions de ce 
type; la transformte de Fourier inverse de la fonction (2.2) est completement 
explicite: si F, =,&, il s’agit de la distribution I = I(,u~, a) definie par: 
(2.3) 
Mais il faut d’une part s’assurer que le developpement de H, et H, suivant 
des fonctions du type (2.2) est possible, d’autre part que le couple (H,, H,) 
est bien une solution de l’equation (2.1); tout ce que l’on sait sur la fonction 
F, H, + F, H, - 1 est qu’elle s’annule sur l’union des ensembles de zeros de 
F, etF,. 
Nous ferons done ici des hypotheses additionnelles a l’hypothese (1.2) 
pour qu’aucune des &apes d&rites ci-dessus ne pose de probleme. Pour 
simplifier les chases, on supposera-et ce sera le cas dans l’exemple que 
nous donneronsyue les zeros de F, ainsi que ceux de F, sont tous des 
zeros simples. On suppose deplus que les zeros de F, F, sont inclus dans une 
bande 
/Im Cl < T(l + Wl + ICI)) (2.4 ) 
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oti T est une constante positive, et que F,F,(O) # 0. Puisque l’on a suppost 
que F, et F, n’avaient aucun z&o multiple, dire que les ensembles {F, = 0) 
et (F, = 0) sont d’interpolation, s’exprime pratiquement par la condition: 
(2.5) 
oti E et I sont des constantes positives, condition que nous supposerons ici 
remplie. On suppose d’autre part-cette condition semble plus faible que la 
condition (1.2)--qu’il existe deux constantes positives E’ et I’ telles que: 
On suppose enfin qu’il existe une suite de nombres rtels positifs (r,,)nEN 
avec lim, ~+ a, (r,) = + co, une suite de courbes de Jordan (Tn)neN, telle que 
pour tout n, r,, soit incluse dans l’intkrieur de r,+ , , une constante positive A. 
et un entier positif M avec: 
sur I-, , 
sur r, , 
1 Cl - r, et longueur (I-,) = O(r,), 
IK%(w*(~)l >A(1 + ICI)* 
(2.7) 
THBOR~ME 1. Sous les conditions (2.4) d (2.7), il existe un entier q 
suptfrieur ou kgal ci A4 et un polyn&ne P de degre’ q - 1 tels que si: 
on ait, pour tout z dans C: 
1 = z*F,(z) G,(z) + zQF,(z) G2(z) + F,(z) F,(z) P(z) (2.9) 
avec: 
P(z) = y-5: 
z9-1 +/y-z + . . . + [9-l 
CqF, (63 F&l ’ 
(2.10) 
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Preuve du thborgme 1. On choisit pour l’instant q >, M et l’on considere 
la fonction holomorphe definie par: 
Appelons D, l’ouvert borne limite par r, ; z &ant un point de D,, nous 
avons, par la formule de Cauchy: 
l= 1 .I 4z) - 40 dc e> I 4 
2in 
- 
w(C)(z - [) 2i7r u(C)(z 0 * 
(2.12) 
- 
Pour z lixe dans C, (2.12) est vraie d&s que n est suffisamment grand; 
grace a (2.7) le second terme du membre de droite de cette derniere formule 
tend vers 0 lorsque n tend vers l’infini. On peut d’autre part transformer par 
le theoreme des residus le premier terme de ce m&me membre de droite; on 
obtient, puisque F,F,(O) # 0, du moins lorsque z n’est pas 
formule restant vraie dans le cas contraire par continuite): 
F&l , = F,(z) F*(z) P(z) + Z4F,(Z) K\‘ 
1 
F*(T= 0 P4F, v> F;(P) z-p + . * * 
BED” 
un zero de w  (la 
On a, pour les fonctions F,(z)/(z - a) et F,(z)/(z -/I), les estimations du 
type suivant: 
ou par (2.4): 
c, = C,(l + T) 
(cela resulte du fait que la fonction F, est dans l’espace A,); on a le m&me 
type d’estimation pour F,(z)/(z - /3). 11 est alors clair que, grace aux 
conditions (2.5) et (2.6), on peut choisir q de maniire a ce que les series 
intervenant dans les formules (2.8) soient normalement convergentes darts 
A,(C); on utilise ici le fait que, grace a (2.7) les series CFj(aj=O l/( 1 + Ia I)*, 
j = 1,2, sont convergentes en vertu du theoreme de Rouche. Ceci achke la 
preuve du thtoreme 1. 1 
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Remarque 1. 11 est clair que l’hypothese faite sur la simplicite des zeros 
(ou plutot (2.5) qui en fait l’implique) n’est pas indispensable, pourvu que 
l’on substitue a (2.5) la condition: 
F,!"'(a) 
Fj(a)=o* m, /  
1 . I  
> Ee - /p(a) 
3 j= 1,2 
lorsque m designe la multiplicite du zero; cette condition correspond a la 
condition d’interpolation [3]. Quant a la condition (2.4), on peut aussi la 
supprimer mais l’on doit a ce moment multiplier w  par une fonction du type 
sin AC, ou A est correctement choisi; dans ce cas, (2.6) peut 2tre remplace 
par la condition d’Hormander (1.2). Les formules deviennent, dans l’un ou 
I’autre de ces cas d’extension envisageables, beaucoup plus compliquees, 
mais toujours explicites du point de vue de l’inversion de la transformation 
de Fourier. 
Nous voulons appliquer ce theoreme au cas oti ,u~ et ,uu, sont les deux 
distributions planes correspondant aux prises de moyenne sur les disques de 
centre (0,O) et de rayons respectifs R , et R, (oli R , et R, sont deux reels 
positifs distincts), ce qui signifie: 
(o dx dy, j= 1, 2, (0 E B(lR’). (2.14) 
On a alors, pour tout Z dans C2 [ 121: 
bjCz> = 
J,(Rj dm> 
Rjdm ’ 
j= 1, 2. (2.15) 
Introduisons ici les fonctions d’une variable complexe definies par: 
J, (Rj Z) 
F](Z)= 71R,z 7 j= 1, 2, 
J 
fonctions paires de l’espace A,(C). On utilisera le theoreme 1 en veillant 
toutefois a ce que les fonctions zqG1, zqG2 et P intervenant dans la formule 
(2.9) soient aussi des fonctions paires, ce que nous realiserons en prenant en 
fait pour q un entier pair. 
La condition (2.4) est satisfaite car les zeros de J, sont reels [22] et l’on a 
egalement F,(O) F,(O) # 0. La condition qu’il n’y ait pas de zeros communs 
a p, et ,& devient: 
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oti p et q dtcrivent l’ensemble des zeros non nuls de J, ; comme now l’avons 
deja mentionne, la condition (1.2) devient ici (1.4) et l’on peut montrer-ce 
que nous ferons un peu plus loin-que cette dernitre condition implique les 
conditions (2.5) i (2.7) necessaires i l’application du theoreme 1. 
Nous ferons ici la verification dans le cas optimal: 
(2.16) 
lorsque p et q decrivent l’ensemble des zeros non nuls de J,. 
11 est bien connu que les zeros de J, sont transcendants, mais on ne sait 
rien des nombres de la forme p/q ou p et q sont des zeros non nuls de J, ; 
pour voir qu’il existe sullisamment de nombres se comportant comme R ,/Rz 
dans (2.16), Cnoncons le lemme suivant: 
LEMME 2.1. Soit R un entier nature1 strictement supe’rieur ci 1, non 
quotient de deux ze’ros non nuls de la fonction J, ; il existe une constante 
positive c telle que (2.16) soit satisfaite. 
Preuve du lemme 2.1. D’apres la formule de MacMahon [22], il existe 
une constante C, telle que, si l’on disigne par r, le neme zero positif (dans 
l’ordre croissant) de J, , on ait: 
(2.17) 
Un calcul d’erreur effectue par exemple par Gatteschi dans ] lo] nous 
montre que C(n) est inferieur a lorsque n > 2. 
Examinons la quantite ]&R - <,I lorsque &, et {,,, sont tels que 
(2.18) 
On ecrit: 
V-L=#+a)R- (m+~)]+&[$&-~] 
RW C(m) 
+ (n + a)" - (m + 4)" ' 
(2.19) 
Envisageons alors deux cas: 
ler cas. On suppose que (n + a)R - (m + a) = 0. 
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On a alors: 
LlR - cn = - *n(n3+ $) (R - $) + 
RW C(m) 
(n + 93 - (m + a>3 * (2*20) 
On essaie dans ce cas de rkaliser les deux inkgalitks suivantes: 
R I W>l 1 
(n + +y G 8?T(n + a> 
lW>l 1 
(m + a)” G 87L(n + f) 
du fait de l’estimation de C,, ces deux conditions sont automatiquement 
remplies dks n > 2; si cette condition est remplie, on aura bien pour R une 
estimation du type (2.16). 
2Pme cas. On suppose i(n t a)R - (m t a)1 > $. 
Dans ce cas, si l’on suppose de plus n/R > $, on a: 
3R 377 
--<p5. 
8n ntf 
11 est d’autre part immldiat que lorsque n > 2, on a 
L comme d’autre part R - - < 1, 
! I &I 
on a nkessairement, si n >, 2, m > n > 2, et done: 
I W>l 
(m+a)3 ‘GT’ 
on a d’autre part dans ce cas 3/8n(m t $) < n/50. 
Sous les conditions imposkes dans ce cas (n > Max(R/4,2)), on a done 
I&,$-L,/>c 
oti c est une constante positive (c > n/5 - 312~). 
Remarque 2. R ttant donnk, la dtmonstration ci-dessus montre que les 
seuls cas exceptionnels A envisager sont ceux oti 
n<Max 
on peut se rtfker A une table de zkros de la fonction J, (voir par exemple 
122, p. 7481, pour les petites valeurs de R), pour d&cider si ces valeurs excep- 
tionnelles posent ou non problime. 
Nous remercions ici Mr. G. Bengel et Mr. U. Hornung de 1’Universiti de 
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Miinster qui ont effect& numeriquement la verification de ce que les valeurs 
entieres de R, comprises entre 2 et 200, conviennent. 
Remarque 3. On peut, en utilisant le meme type de demonstration, 
remplacer dans le lemme 2.1, la condition “R entier” par “R rationnel” ou 
“R irrationnel quadratique”; on peut egalement voir qu’il y a une infinite non 
dinombrable de nombres a satisfaisant la conclusion (2.16) (avec R ,/R, 
remplace par a), en considerant des nombres transcendants, de type constant, 
suffrsamment proches de 1. C’est la demonstration originelle dans ce cas qui 
nous donne en fait, comme nous I’a fait remarquer D. W. Masser, la preuve 
du lemme 2.1 pour les entiers. 
Nous reprenons ici la construction des fonctions G, et G, et du polynome 
P de maniere a ce que leurs cotransformees de Fourier, comme fonctions de 
deux variables, soient explicites; nous supposerons ici le quotient R,/R, 
entier. 
Remarquons que si y est un zero de F,, il en est de meme pour -y et l’on 
a: 
Fl (z> + F,(z) 2 J,(R,z) -=- 
Z-Y z+y xR, z2-y2 ’ 
F,(z) F,(z) 2~ J,(R,z) ---= 
Z-Y z+Y xR,z z’-y2 * 
Nous avons d’autre part le lemme suivant: 
LEMME 2.2. Si R est un nombre Gel posit& y un z&-o non nul de la 
fonction z 4 J,(Rz), la fonction de deux variables: 
(ZlT 4 c-, 
J,(R -1 
rrR dm(z; + z; - y’) 
est la transformbe de Fourier, au sens des distributions, de la fonction I(R, y) 
ri support dans le disque de rayon R, de?nie ci l’inte’rieur de ce disque par: 
W Y>(x, Y> = &I, v m J1(Rt) Jo(t dm) dt (2.21) 
ozi J, dksigne la fonction de Bessel d’ordre 0, ou encore par: 
Z(R Y)(x, Y> 
(cos(y(t - v)) dm dv) 
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Preuve du Zemme 2.2. On utilise pour obtenir (2.21) le fait que toutes les 
distributions intervenant ici soient radiales; la transformation de Fourier 
devient la transformation de Fourier-Bessel; on transforme (2.21) en (2.22) 
grace aux formules de Weber [22]. 1 
Determinons les valeurs des reels 1 et I’ tels que (2.5) et (2.6) soient 
satisfaites. Pour obtenir (2.5) rappelons que: 
d J,(C) [ 1 JAI dr -t- =--* 5 (2.23) 
Compte tenu du developpement asymptotique de J, [22] et du develop- 
pement de MacMahon (2.17), nous pouvons prendre, dans (2.5), I = t (avec 
E convenable). Le choix de 1’ dans (2.6) est un peu plus delicat. Ramenons 
nous au cas ou R, = 1, et oi R, est un nombre reel positif R satisfaisant 
(2.16); soit [,, un zero non nul de J, ; on ecrit R&, sous la forme: 
ou {,,, disigne le zero de J, le plus proche R&,. D’apres (2.23), on a: 
D’autre part, I’expression integrale de J, et sa deride nous donne: 
On en deduit l’existence d’une constante q0 telle que: 
(2.24) 
D’apres la condition (2.16), on a 
(2.25) 
ou 1 est une constante positive. 
II y a alors deux cas a considerer; si ( VI> ‘lo, on peut minorer F, en 
utilisant le developpement asymptotique de J, par: 
I 
l‘2G)l~ (1 + ;(&3,2 ; 
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Si 1 r 1 < ?,rO on peut minorer F2(&) grace (2.24) et a (2.25) par: 
on voit en tout cas que, pour que (2.6) soit remplie, il sufftt de prendre 1’ = $ 
(et E’ convenable). 
Pour realiser la condition (2.7), nous prendrons la suite des cercles de 
rayon m/R, (n E N *); grace au developpement asymptotique de J, et au fait 
que RJR, est entier, on a sur ces cercles r,, la minoration: 
on peur done choisir M = 4 dans (2.7); la condition (2.16) sufftt en fait a 
assurer l’existence dune suite de courbes satisfaisant (2.7): il sufftt pour cela 
de modifier les cercles introduits ci-dessus au voisinage de leur intersection 
avec l’axe reel. 
Du fait que I= $, 1’ = $, on s’apercoit que q = 6 convient pour I’ap- 
plication du theoreme 1. Tous calculs faits, il vient que l’on peut choisir par 
exemple v1 et v2 de man&e i ce que ~1~ * v, + ,u2 * v2 = 6, avec: 
v, = -2n2R,a2A3p, - 2n2R,A4 D>. J;2D)zo u2(P) w2, PI 3 
3 1 I 
v2 = -2r~~R,c~,A’p, - n2R,A4 ,,oJ; B)=. u2WW13P) + ~3 
*I I 1 
oti, lorsque b est un zero de J,(R,[), on a: 
1 
“(‘) = p’J,(R, /3) J,(R 1 /3) ’ 
‘3, = \’ 
!3>O,J;ij;i,B)=O 
u,(P), 
les expressions permettant de difinir, si /3 est un zero de J,(R,lJ, u2(/l) et u2 
Ctant tout a fait similaires. 
Dans ces formules, les termes u,(p) et u2(/3) ont une decroissance en 
l/(1 + lpi)‘; on peut utiliser a la fois cette remarque et les formules (2.21) et 
(2.22) pour voir que les distributions V, et vZ ci-dessus sont en fait d’ordre 6. 
Une estimation a priori d’une fonction de classe Cc6), cp, et de ses laplaciens 
it&es jusqu’a l’ordre 3, nous permet de decider a quel niveau tronquer les 
series figurant dans l’ecriture de v1 et v2 de manike a reconstituer avec une 
marge d’erreur imposee la fonction rp a partir des fonctions 1~) * cp, p2 * cp. 
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Une fois les series tronquees, on voit que l’on peut tollrer une certaine erreur 
sur la mesure de p, * ~1 et ,u, * a, et par voie de consequence, sur le nombre 
RJR, lorsque now avons, comme nous y invitait la remarque 3, choisi pour 
ce nombre un irrationnel satisfaisant (2.16) et que nous approchons cet 
irrationnel par des rationnels suftisamment voisins. 
3 
Pour gtneraliser a plusieurs variables le thtoreme 1 de la section 
anterieure, nous aurons besoin d’une formule nous permettant de remplacer 
la formule de Cauchy. Cette formule est, dans le cas de plusieurs variables, 
la formule de Koppelman [ 1, 151; c’est-i-dire que pour un domaine borne D, 
a frontiire C’, dans G”, il s’agit de contruire deux noyaux K et P tels que 
l’on ait, pour toute fonction C’ de 0, la formule de representation suivante, 
pour Z interieur i D, 
Les noyaux K et P sent, en les variables c, des formes differentielles de 
types respectifs (n, TZ - 1) et (n, n); nous utiliserons constamment la methode 
de construction de noyaux K et P developpee par Andersson-Berndtsson [I]. 
Donnons-nous m fonctions f, ,..., f,, h o omorphes 1 dans 0, ainsi que mn 
fonctions holomorphes dans fix I? en les 2n variables c et Z, que nous 
noterons g$, j = l,..., m, k = l,..., n, et telles que 
.tp> -f,(r) = z1 g’,(Z Wk - Ckh j = I,..., m. (3.2) 
Associons aux fonctions gjk les m formes differentielles en les variables 6, i 
coefficients holomorphes en les 2n variables c et Z, definies par: 
Pour construire, selon le procede de [ 11, des noyaux jouant le role de K et 
de P dans (3.1), nous nous contenterons d’envisager deux cas. 
Dans le premier d’entre eux, on suppose que f, ,..., f, n’ont aucun zero 
commun dans fi et l’on dlfmit la forme Cm en les 2n variables c et Z 
(3.4) 
notons que la forme Q ainsi construite est holomorphe en les variables Z. 
580/54/2-2 
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Dans le second cas, on take que f, ,..., f,,, aient des ztros communs dans 
0, mais I’on suppose que m = n et que la variitk 
v= {cED,f,(g= .-.=f&)=O) 
satisfait les conditions suivantes: 
vnm=0 
J(C) = det $$- # 0, [ 1 CE v;k 
dans ce cas, on considire, ktant donnt un rkel positif E, 
CJ= I &(t;> gj 
Q(E) = Cj”=l l&(C)(’ + E . 
(3.5 1 
(3.6) 
(3.7) 
La forme Q(‘) a les mimes propri&Cs que Q dans le cas prkctdent; un 
calcul immkdiat (d’ailleurs effectuk dans [7]) nous montre que, si l’on note 
multiplicativement le produit extkrieur des formes diffkrentielles, 
Oi 
sous les conditions (3.5) et (3.6), on peut considkrer la limite au sens des 
courants de (c?Q(~))~ lorsque E tend vers 0 et montrer-nous y reviendrons 
dans la section suivante (lemme 4.1, corollaire 2): 
(3.9) 
od le second membre de cette formule correspond au noyau d’interpolation 
de Jacobi, dkjti introduit dans [4], et utilisk dans la section 2 dans le cas od 
n = 1 (par exemple (2.2)). 
Avant de donner les formules nous permettant de construire les noyaux K 
et P Q partir de telles formes Q, introduisons la notation suivante: 
@(z, c) = $ Q&k - tk) + 1; 
k=l 
(3.10) 
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dans le premier cas qui nous interesse, nous avons done: 
4(z 
3 
[) = cy= 1 lx) fj(Z) ; 
Ilf(~)ll’ 
dans le second cas: 
$(yZ 
3 
()= C.Ll.m.w) + E 
Ilf(~ll’ -t E . 
(3.11) 
De plus, &ant donnee une fonction G holomorphe d’une seule variable t, 
telle que G(1) = 1, et que G soit definie au voisinage de l’image de D X D 
par 4 ou #(E), nous poserons: 
(3.13) 
krivons ici les noyaux K et P correspondant a plusieurs formes Q, ,..., QN 
(auxquelles sont attachees 4 , ,..., $N), apres avoir associe a chaque forme Qj 
une fonction holomorphe d’une variable Gj du type mentionne ci-dessus; on 
peut ecrire, comme [ 11: 
n! 
1 
G1”” . . . Gp)(aQ)a (3.14) 
a = (a I,. . , a,d c-xl. *a. a,! 
a,+. . . +aw=n 
OLi 
(8Q)a = (8Ql)a1 A '.- A (c?Q,)~~. 
Pour definit K, nous aurons besoin d’une autre forme differentielle s 
definie par: 
on pose alors: 
K=- - r
n! s A @s)~” A (c?Q)~ 
a=(ao,...,a.d al. *a* a,! I 
G(‘21) . . . G(W) 1 N 
ao+a,+. . . +a#=n-1 
lli-zl12(““+‘)(3 15> 
oti, si 
a = (a,, aI ,..., a,), on note a’ = (a, ,..., aN). 
Atin de rendre comprehensible le maniement de ces formules, nous 
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donnerons ici, d’une autre maniere, la preuve du theoreme 1, ainsi qu’un 
pro&de nous permettant, toujours dans le cas oti n = 1, de resoudre la 
probleme de la deconvolution explicite dans le cas ou m > 2. 
Deuxit?me dkmonstration du thkordme 2.1. On rappelle que l’on 
considire ici deux fonctions F, et F, satisfaisant les conditions (2.4) a (2.7). 
On introduit deux fonctions auxiliairesf, et fi definies par: 
fi(O=(C-&)a.. (r-r,)F,(r)=A,(r)F,(i), 
UC) = (C - iI) . e. (C - C;> F*(C) = A 2(C) F,(C), 
oti q est un entier choisi pour l’instant superieur ou egal a A4 (2.7) et ou les 
nombres complexes [, ,..., t;,, 4: ,..., 1;; sont pris de telle man&e que f, et f2 
n’aient aucun zero multiple et de plus aucun zero commun. On pose ici: 
G,(t) = G2(t) = t, t E 6. 
Dans ce cas, (3.14) devient: 
Oil 
d’autre part: 
(3.16) 
Regardons la suite de courbes de Jordan (Ta)nEN donnee par (2.7); pour n 
suffrsamment grand, on a: 
I.f,(~)f*(O a A’(’ + lm CEr,. (3.18) 
Dans ce cas, le formule (3.1), &rite pour la fonction u = 1, pour z a l’in- 
terieur du domaine D,, devient: 
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Si l’on fait tendre E vers 0 dans (3.19), la derniere inttgrale tend vers une 
fonction de z qui, grace a (3.18), tend, a z fix&, vers 0 lorsque n tend vers 
l’infini; on oubliera done par la suite ce dernier terme. Les deux autres 
termes se comportent entre eux de maniere analogue; examinons, it &ant tixe, 
la limite, lorsque E -+ 0, de 
Grace a (3.9), ce terme tend vers 
On a retrouve ici une expression du type de celles apparaissant dans (2.8) 
et (2.9); un choix correct de q assure la convergence de ces series lorsque n 
tend vers l’intini. 
D&convolution explicite dans le cas n = 1, m > 2 
Pour comprendre le mecanisme de deconvolution que nous utiliserons en 
dimension suptrieure ou &gale a 2, examinons le cas oti n = 1, mais ou cette 
fois m > 2. Les hypotheses deviennent cette fois dissymetriques; nous 
cdnsidirerons m elements F,,..., F,,,, de &?‘(I?) pour lesquelles nous 
supposerons remplie la condition (1.2) de Hormander: 
3K>O, 3K>O, VCEC, I( F(c)11 = ( g 1 F,(i)l’) “* > KeeKPC6). (3.20) 
I=1 
Toutes les autres hypotheses que nous ferons ici ne porteront que sur l’une 
des fonctions F,, par exemple F,. Nous supposerons: 
3T> 0, F,(C) = 0 * I Im Cl < T(l + ICI) (3.21) 
(3.22) 
ou E et 1 sont des constantes positives. 
On suppose d’autre part qu’il existe une suite de reels positifs (T”)“=~, 
avec lim n+oo rn = +co, une suite de courbes de Jordan (r,,)neN, telle que, 
pour tout n, r, soit incluse dans l’interieur de I-,, + , , une constante positive A 
et un entier positif M avec: 
sur I-, , ICI-r, et longueur (r,) = O(r,) 
sur r, , I C”F,(OI > 41 + ICI). 
(3.23) 
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Nous introduisons ici un polynome A([) = ([ - c,) . . . ([ - c,) ou [, ,..., [, 
sont distincts, non racines de F, , non zeros communs i F, ,..., F, ; q est un 
entier choisi convenablement (ce choix sera precise ulterieurement), en tout 
cas suptrieur ou igal a M; q et cl,..., & ayant ete choisis, nous poserons: 
f,Gl = A (0 F,KJ* (3.24) 
THBOR~ME 2. Sous les hypothbes (3.20) d (3.23), il existe une manit+e 
convenable de choisir l’entier q de mani&e ci ce que l’on puisse construire m 
klkments G, ,..., G, de g’(R) s’krivant comme des skies de Jacobi sur Pen- 
semble des ze’ros de f, et ve’rifiant: 
1 = F,G, + .a. + F,G,. 
Preuve du thkordme 2. Considerons les 3m elements de g:‘(iR), 
H Hjrn, 1 ,***, obtenus en adjoignant a F, ,..., I;,,,, les fonctions [‘F ,,..., [‘F,, 
(sin B[) F, ,..., (sin SC) F, oti l’entier r et la constante positive B sont 
choisis-nous verrons plus loin comment-en fonction de la valeur de la 
constante K intervenant dans (3.20). 
On designe par Q I” la forme associte afi par (3.7) et par Q, la forme 
associle a H i,..., H,, par (3.4). Dans la mtthode que nous allons utiliser 
ici-ces difftcultes se retrouveront dans le cas de plusieurs variables-nous 
avons besoin, z et < &ant des points de o,, de majorer IIQ2(z, <)I1 (ou /I I/ 
designe, dans ce cas, le module du coefficient de d[ dans Q2); il nous faut 
pour cela majorer trois types de termes, z &ant constamment fix& 
Ceux du premier type sont de la forme: 
IF+iC>l I(Fj(Z> - f’j(O>/(Z - OI 
(1 + ICI*’ + I~W~)l*) IIFIl* ’ 
grace a (3.20), il est possible de choisir r et B de man&e a ce que ces termes 
soient born&s en CeCP”‘/I z - (1; ces termes du second type sont, eux, de la 
forme: 
I C”F,(Ol I(Z”Fj(Z) - CrFj(0)/(Z - 0 
(1 + ICI*’ + Isin Xl*) IIF(C)ll’ ’ 
11 nous faut done, pour les controler, majorer a la fois 
I C’l;,(C>I I C’Fj(O12 
(1 + lC12* + IsinBCl*) IIF(Ol” et (1 + lClzr + Isin BCl*) IIF(C)(l* ’
le second de ces termes est majori par 1; quant au premier, c’est igalement 
un O(1) d&s que r et B sont correctement choisis (toujours en fonction de 
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(3.20)); les termes du second type sont aussi born&s en 
reste a etudier les termes de la forme: 
- 0 . I SW0 Fj(C)l I(sin(Bz> Fj(z) - sin(B<) Fi(c))/(z 
(1 + lClzr + Isin BCl*) lI~(C>ll’ ’ 
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Cecp”‘/I z - cl. 11 
ces termes ont, avec un choix correct de r et B, le meme type d’estimation 
(on utilise l’inegalitl: I(sin(Bz) - sin(B{))/(z - [)I < CeE”““~““’ s’). 
On a done, z et { Ctant deux points de fin, 
II Q2@9 011 G C ,z _ (, (3.25) 
ou C est une constante positive. 
Si l’on designe par $2 la fonction associee par (3.11) a cette forme Q,, on 
a: 
CleC’P(Z) 
‘92(z’ ‘)I’ (1 + [[I*‘+ jsin B~l*)'/* IIF(~)ll ' 
(3.26) 
inegalite que l’on controlera grace i (3.20). 
Nous associerons aux formes differentielles Qi”’ et Q, les fonctions G, et 
G, definies par G,(t) = t, G*(t) = t. 
l?tant don& un point z fixe dans D,, on peut tcrire la formule (3.19) avec 
les formes Qi”’ et Q,; grace a (3.23), (3.24), et au fait que l’on peut, grace a 
(3.26), supposer Qz(z, [) borne independamment de [, on trouve que l’in- 
tegrale: 
4 < C’(z) __ - 
41”42 c-Z -. r; (longueur (T,)) 
oti C’ est une constante indkpendante de E; ce terme tend vers 0 unifor- 
mkment par rapport i E lorsqe ‘n tend vers l’infini, nous l’oublierons par la 
suite. 
Si nous faisons tendre E vers 0 dans (3.19), le terme: 
& $,gQ',"' 
D" 
converge d’aprks (3.8) vers: 
a ED, f1(n)=O 
(3.27) 
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11 s’agit bien ici d’un terme de la forme exigte dans l’enonce du 
theoreme 2. 
II nous reste a transformer le premier terme Iigurant dans le second 
membre de (3.19) c’est-i-dire le terme: 
Pour cela, utilisons la formule de Stokes; comme #i”Q, est une (1,0) 
forme, nous avons: 
I1 en resulte: 
or: 
Comme prectdemment, nous oublierons l’integrale sur r,, ligurant dans 
(3.28) (nous utiliserons (3.23) et (3.25) pour voir que cette integrale tend 
vers 0 uniformement par rapport a s). 
D’autre part, on sait (cela sera demontri de maniere plus genbrale dans la 
section 4) que la famille de mesures de densite s/n(\f, 1’ + s)’ par rapport a 
la mesure de Lebesgue dans le plan converge, lorsque E tend vers 0, vers la 
mesure dV/lf’(&Jj2 oti dV designe la mesure de masse 1 en tous les points de 
la varite (fi = 0). On obtient done: 
Ce terme nous fournit a nouveau un terme du type de ceux intervenant 
dans la conclusion du theoreme 2. 
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11 nous reste a Ctudier le probleme de la convergence des series ligurant 
dabs (3.27) et (3.29); dans (3.27), nous utilisons le fait que, grace a (3.20) et 
a un choix convenable r et B, la serie converge d’apres (3.20) et (3.21) saris 
dificultes. Par contre, pour faire converger la serie intervenant dans (3.29), 
nous avons besoin des deux hypotheses (3.21) et (3.22); nous avons tout 
d’abord la majoration suivante: 
lLfi’ca,l JFI 
3m IHi IHj(Z) - Hj(Cf)l < CeCp”’ 
IIH(~>l12 Iz - a ’ lz - aI Ifl(a)l 
ou C est une constante positive. Les zeros de A &ant en nombre lini, nous 
utilisons I’estimation ci-dessus lorsque a est un zero de F, ; quitte a choisir 
q > I + 1, la serie ligurant dans (3.29) d&it bien un Clement de A,(C); ceci 
achke la preuve du theoreme 2. I 
Remarque 4. 11 existe des moyens d’alltger les expressions figurant 
dans la serie intervenant dans (3.29); on peut par exemple considerer i la 
place de H, ,..., H,, les fonctions fi7, ,..., fi3,,,, obtenues en adjoignant a 
F , ,..., F, les fonctions A”([) F,(c) ,..., A”([) F,(c), sin B’([ - <,) F,(i) ,..., 
sin B’K - C,> F,(G; od r’ et B’ sont choisis de maniire a ce que le poids 0, 
construit i partir de g , ,..., HI,,, satisfasse des estimations analogues i (3.25). 
Dans ce cas, si a est un zero de A, on a: 
z Hj(a)(Hj(z) - Hj(a>> = + c(a)(Fj(z> - Fj(a)) 
j=I IIF(a>ll*(z -a> S IIFWll’(z - a) ’ 
G Hj(Z) Hj(a) = -f F~(z) &(a) 
,% IIfWl* j5 IIW>l12 ’ 
ce qui fournit une simplification des series figurant dans (3.27) et (3.29). 
Remarque 5. Supposons que l’on dispose de m fonctions f, ,..., f, de 
A,(G”), satisfaisant la condition (1.2) de Hormander. 
Disignons par u, la fonction C” et convexe sur C” detinie par 
445) = /I + J$l I Im tjl*) li2. 
Nous pouvons (nous le verrons dans la section 4) faire en sorte que les 
fonctions gjk introduites dans (3.2) satisfassent des estimations de la forme: 
1 g$(Z, [)I < CeC’P’Z’+P(o), z, [E C”. 
Considbons les trois formes differentielles suivantes: Q, est la forme 
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definie par (3.7) (avec E = 0, ce qui a un sens du fait de (1.2)); Q2 et QJ sont 
definies par: 
Q,(z, 0 = A arp, Q&C 0 = allog(l + 111;11'>1 
ou A est une constante positive. 
On choisit les trois fonctions holomorphes d’une variable suivantes: 
G,(a) = ainf(m,n+l), G,(a) = en, G,(a) = a’, 
od B est une constante entiere positive. 
Designons par P et K les noyaux construits a partjr des objets ainsi detinis 
(on est dans le cas ou N = 3) selon les formules (3.14) et (3.15). En appli- 
quant la demonstration du theoreme 5 de [7], on voit que lorsque A et B sont 
choisis suffsamment grands, on a alors, d’apres (3.1) et la demonstration 
citee 
Grace a la forme (3.14) de P et a (3.1 l), on voit que (3.30) nous fournit 
une formule de deconvolution; essentiellement A et B ont Cte choisis de 
maniere a ce que toutes les intigrales figurant au second membre de (3.30) 
soient convergentes. Malheureusement, comme nous l’avons signale dans l’in- 
troduction, le calcul des coefficients desfj dans le second membre de (3.30) 
et leur inversion par Fourier ne sont pas du tout immediats. Nous devons 
done, en nous guidant sur ce que nous venons de faire dans le cas ou n = 1, 
reprendre en detail le processus d’Andersson-Berndtsson et y apporter 
certaines modifications, ce que nous ferons dans la section 4. 
4 
Rappelons en premier lieu ici quelques lemmes connus mais dans l’enonce 
desquels nous aurons besoin de constantes donnees explicitement; le lemme 
que nous inoncons ici a pour consequence la formule (3.9) deja citee. 
LEMME 4.1. Soient F ,,..., F, n fonctions holomorphes dans un ouvert de 
C”, telles que la vari& V des ze’ros communs de Fj soit disc&e et constituke 
de ze’ros simples; alors la famille de courants: 
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converge, au sew des cow-ants, vers (-1) ‘(“+ ““((2in)“/n!) fois le cow-ant 
d’intt!gration 8, sur la varit% V (de mesure associke dV). 
Preuve du lemme 4.1. Le courant d’intbgration 8, est donni par: 
11 est tvident que si q est i support compact dans Q\V, alors: 
Nous nous placerons done au voisinage d’un point a, nkcessairement isolir, 
de V; nous supposerons, la variktk &ant rtgulikre, que F, ,..., F, jouent le rdle 
de coordonnles; tout revient done B ktudier, au voisinage de l’origine, la 
limite de la famille de courants 
r,= 
d[, A ... A d[, A dr; A . . . A dr;, 
(Ilrll” +&I”+’ . 
On a: 
oti dA dksigne la mesure de Lebesgue sur 8; par un changement de variable 
tvident, on en dkduit: 
l&it;: (ra, $I) = (2i)“(-lyt1”* P(O) A(S;-1) Jo+” ,;,$ 
oti A(S,,-,) dkigne la surface de la sphke unit6 dans R2”; on a done, 
comme A(S,,- J = 2n”/(n - l)! et que J”zco (P-‘/(1 + t)‘+‘)= I/n, le 
rlsultat voulu. I 
Corollaire 41.1. Sous les hypothPses du lemme 4.1, la famille de 
mesures ,a, de densit &/(I/ Fj(’ + E)” ‘I converge, au sens des mesures, vers la 
mesure (?‘/n!)(dV/I JI’), oti J dksigne le dkterminant Jacobien des functions 
F F,,. * ,.**, 
Cela rtsulte simplement du fait que: 
e,= (-1)~‘“+“‘2(2i)” jJ(l;)l’p,. 
COROLLAIRE 41.2. Soient F, ,..., F, comme duns les hypothbes du 
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lemme 4.1; si nous associons suivant (3.7) la forme Q(” a F, ,..., F,, on a, au 
sens des courants (en les variables <): 
lim - ’ (2Q(E))n = \‘ 
6-0 (2i71)” 
det(d(Z, 4) 6 
f?EV J(a) Ia’. 
(4.1) 
On utilise (3.8) et la corollaire 4.1.1. 
Atin de justifier le but que nous nous sommes fixes (rendre explicites au 
sens des distributions les formules de division du type Andersson- 
Berndtsson), nous enoncons le lemme suivant: 
LEMME 4.2. Soit p une distribution a support compact dans IR”, k un 
element de { l,..., n); soit a = (a, ,..., a,,) un element de C”; la fonction 
holomorphe g,,, dej7nie par: 
gk.dZ) = 
lr”‘,Zk,ak+I,...,a”)--(z, ,..., zkp,,ak ,..., a,) 
‘k - ak 
est la transformee de Fourier, au sens des distributions, de la distribution, a 
support compact dans iR”, I@, a, k) definie par: 
(I@, a, k), q~) = - i [ (i’” cp(tl ,..., t,, u, 0 ,..., 0) eiak(u-Lk) du) 
. 0 
xe- i(fk+lak+li”‘+f”a”)d~(t). (4.2) 
La verification est immediate; on s’assure que la distribution definie par 
(4.2) est bien a support compact et on calcule (I@, a, k), eet”“‘). 
Du fait de ce lemme, on prendra par la suite dans les formules (3.2) pour 
les fonctions gjk les fonctions definies par: 
Comme consequence du lemme precedent, toutes les fonctions 
holomorphes du type det( gjk(Z, a)), ou a est un element de C”, sont de 
man&e explicite, donnees comme sommes de transformees de Fourier de 
convokes de distributions du type I@,, a, k), oti ,Zj = fj. 
Nous aurons besoin, &ant donnes n elements F, . aa F, de AJC”), 
definissant une variete discrete et reguliere V, de renseignements concernant 
la croissance de la fonction n(R), oti n(R) designe le nombre de points de V 
dans la boule de rayon R; nous rappelons, dans le cas d’une variable, le 
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resultat classique nous assurant que n(R) = O(R) et par consequent que I’on 
peut ecrire: 
E > 0 [17,p. 161. 
A plusieurs variables, aucune estimation nest en general possible [9] et 
l’on doit utiliser certaines conditions supplementaires (il en est de plusieurs 
types) impliquant: 
Nous pouvons enoncer le lemme suivant: 
LEMME 4.3. Soient F , ,..., F,, n fonctions de type exponentiel dans C”; on 
suppose qu’il existe des constantes 6, C, C, , C,, toutes positives, avec C, > 1, 
telles que les composantes connexes de Pensemble S = { < E C”, 
I/F/( < 8e-c11s1~} soient born&es et que si [ et [’ sont deux points d’une mt?me 
composante de S, on ait ll[‘II < C, llcjl + C,. On a alors (4.5) avec K = n + E 
pour tout E > 0. 
Preuve du lemme 4.3. 11 s&it en fait de verifier, que sous ces 
hypotheses: 
n(R) = O(R”). 
On reprend ici la demonstration de la proposition (0.1) de [5] que nous 
donnerons atin d’etre complet. 
On considere les composantes connexes de l’ensemble S rencontrant l’in- 
tersection de V et de la boule de rayon R. Ces composantes sont toutes 
incluses dans une boule de rayon C, R + C,; en considerant r = rR = 
36e- C(CIR t Cd , on voit que, pour tout dans [0,2n]“, les fonctions: 
p!e) = F, - 
J J 
@j 3 j = l,..., n, 
ont au moins, dans la bottle de rayon C, R + C,, le mCme nombre de zeros 
que F, ,..., F,, dans la boule de rayon R; cela resulte de la formule integrale 
de Kronecker. On utilise entin les estimations de Bezout en moyenne [ 11, 
theorime 2.91, ce qui donne: 
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ou Mj(r) designe le maximum de lFjl dans la boule de rayon r. 
Remarque 6. Si l’on suppose, dans l’enond du lemme 4.3, la fonction 
I( 11 remplacee partout par p (ce qui signifie que F1,..., F, sont “slowly 
decreasing”-en abrege “s.d.” relativement au poids p) et si l’on ajoute 
l’hypothbe selon laquelle: 
la meme demonstration now fournit une conclusion identique avec une 
certaine constante positive K eventuellement supirieure a n + E. Sans cette 
condition supplementaire sur la variete V, on aura la condition: 
3K > 0, y ewKpta) < +co. (4.5’) 
UCV 
Remarque 7. Si l’on suppose qu’il existe une suite de domaines (D,J 
emboitis les uns dans les autres et une suite de constantes positives (rk) 
croissant vers fco, avec: 
0) rk+ r < (constante) x rk, k E N, 
(ii) sur aD,, ICI - rk, 
(iii) sur i3D,, I(FII > BePKrk, 
les conditions d’application du lemme precedent sont remplies. 
Pour alleger les enonces des resultats, nous donnerons ici un theoreme de 
deconvolution dans le cas ou n = 2; son enonce (et sa demonstration) 
pourraient aistment se generaliser au cas de n variables. 
On se donne m fonctions F,,..., F, dans &‘(I? *), satisfaisant la condition 
de Hormander 
(4.6) 
ou K et K designent deux constantes positives. 
Toutes les autres hypotheses porteront, comme dans la situation 
dissymetrique envisagee dans la section 3, sur les deux premieres fonctions 
F, et F, ; nous noterons F’ le couple (F,, F2). Nous supposerons que la 
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varitti V = (F, = F, = 0) est discrete et satisfait (4.5’), et egalement 
rtguliire avec de plus: 
3c > 0, 3L > 0, ( E I’* IJ(F, , F2)([)l > ce -Lp(b). (4.7) 
Rappelons que ies formes g’ et g2 qui interviendront dans l’enonce du 
theoreme 3 ont Ite construites i l’aide de (4.3) et de (3.3). 
Nous pouvons alors enoncer: 
THBORI~ME 3. Soient F , ,..., F,,, les fonctions de A,(C’) introduites 
cidessus et satisfaisant (4.5) a (4.7); soit u un Pltkent de A,@‘); on suppose 
qu’il existe une suite exhaustive (D,),, N de domaines emboftb a frontier-e C’ 
telle que: 
3C’ > 0, 3L’ > 0, CE 30, 3 IIF’ > C’e-L’p(S); (4.8) 
1% (1 
I u(Ol 
a~,, IIF’(C)l13 
IlaF’ IKII g’(Z C>ll + II gZ(Z, Ol,) = 0; (4.9) 
rk!% 
(l+#)) =o; (4.10) 
On suppose de plus que la serie definie par: 
c , u(a), II g’(Z3 aIl+ II g2(Z, a>ll 
CTEV IJP, 3 F,)(a)1 
(4.11) 
est normalement convergente sur tout compact de 6’ et que sa somme est 
majoree en CeDptZ’, oti C et D designent deux constantes positives. 
Alors ii existe des fonctions G, ,..., G, dans A,(C’), s’ecrivant comme des 
series dinterpolation du type Jacobi, telles que: 
u(Z) = c G,(Z) F,(Z). 
/Z 
Remarque 8. Dans les exemples qui nous intlresseront, la fonction u 
sera pratiquement la fonction u = 1 et les conditions (4.9) i (4.11) ne 
devraient porter uniquement que sur les fonctions F, ,..., F, ; nous verrons 
comment, cependant, le recours a une suite (QREN de fonctions convergeant 
vers 1 permettra de les rendre plus maniables et d’alllger l’ecriture des series 
tigurant dans le dbveloppement de G, ,..., G,. 
Remarque 9. Les transformees de Fourier inverses des fonctions 
G ,9*.-v G, sont explicites grace au lemme 4.2. 
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Nous allons donner ici la demonstration du Theorime 3. Rappelons que 
nous avons, &ant donne un reel positif E, et deux fonctions holomorphes F, 
et F, , defini une forme differentielle Q\” par: 
sous les hypotheses faites ici sur F, et F, (la variete V = {F, = F, = O} est 
discrete et reguliere), nous avons: 
ou J disigne le determinant jacobien de F, et de F,. 
Nous avons egalement besoin de construire une seconde forme differen- 
tielle Q2, analogue a celle que nous avons utilisee lors de la preuve du 
theoreme 2. A partir des fonctions F1,..., F, satisfaisant (4.6), nous 
construirons 5m fonctions H, ,..., H,, ainsi que les formes differentielles 
gH, r--*3 gHsm de la maniere suivante: chaque fonction Hj est le produit de l’une 
des fonctions F, par l’une des 5 fonctions 1, ii, [;, sin(B[,), sin(&), avec r 
entier positif et B constante positive convenablement choisis (ce choix sera 
precise ulterieurement). Dans (4.3), nous avons defini les fonctions gjk et 
done leurs formies associees par (3.3); pour dttinir les formes gHj, faisons la 
chose suivante: si H est de la forme pFj, ou p est l’une des cinq fonctions deja 
mentionnees on choisit: 
g,(Z, t;> = F,(6) &AZ 6) + P(Z) gj(Z t;) (5.3) 
ou g, a et6 associee a p suivant le processus (4.3); par exemple, pour p = 1, 
g, = 0, pour p = [i, g, = (zi - &)/(z, - <,) d[, ,.... . La forme differentielle 
Q2 est alors definie par: 
cjs:l 'j(c) gHi(zT c) 
Q2(z’ ‘I= lIF(~)ll*(l + lC,l*’ + lC,l*’ + Isin(BC,)l’ + Isin(BC2)\‘) 
(5.4) 
(pour alleger l’ecriture des formules, nous omettons en general les variables [ 
et egalement les variables (Z, c) lorsqu’aucune confusion n’est possible). 
Nous utiliserons la formule de Koppelman (3.1) avec les noyaux K et P 
associes au couple de formes differentielles Q 1” et Q, lorsque les fonctions 
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holomorphes d’une variable G, et G, correspondantes sont respectivement 
G,(t) = t*, G*(t) = t. Rappelons que l’on a: 
et que I’on a, avec toujours le m2me choix de s (s = (cI - Zr) d[, + 
cc;, - 52) 42): 
P = 4$;“’ JQ;“’ A aQ, + 2#,(aQ3’. (5.6) 
Donnons-nous un point Z dam D,; nous appliquons la formule (3.1) a la 
fonction u au point Z; on obtient dans ce cas: 
u(C) K(Z C) - \ 44) P(Z 0 - 1 -D” (5.7) 
Nous allons itudier dans un premier temps le second terme du membre de 
droite de (5.7). Grace a (5.6) et a (5.2), on voit que la seconde partie de P 
contribue, lorsque, a Z tixe dans D,, on fait tendre E vers 0, a nous donner 
dans le developpement de u(Z) le terme: 
oti les index i et k dans le determinant mentionne ci-dessus decrivent l’en- 
semble { 1,2); on peut encore ecrire cette expression sous la forme: 
F Hi(Z) ( \’ jr1 siin 
( det’g’(Z’ “I/) u(a) Hj(a)) ; 
J(a) I/ ff (@II 
(5.8) 
on verra plus tard qu’un choix correct de r et B dans la construction des Hj 
nous assure la convergence de la serie tigurant dans (5.8) lorsque n tend 
cette fois vers +co; on voit que (5.8) nous donne les termes du type exige 
par la conclusion du thioreme 3; il s’agit en fait ici d’une fonction 
holomorphe appartenant i l’ideal de A,(C*) engendre par F, ,..., F,. 
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Examinons maintenant la contribution du premier terme figurant dans 
I’ecriture de P; il s’agit de: 
Comme nous l’avons remarque a la Iin de la section 3, la limite, lorsque E 
tend vers 0, de ce terme, fournit une fonction holomorphe dans D,, appar- 
tenant a l’ideal engendre par F, ,..., F,, mais dont nous ne pouvons ecrire les 
coefficients de maniire a pouvoir les inverser de facon immediate par la 
transformation de Fourier. Nous allons done, pour pallier a cette difficult& 
comme dans le cas n = 1, avoir recours ici au theoreme de Stokes. Pour 
raisons de bidegre: 
Le terme tigurant dans (5.9) s’ecrit done: 
Interessons-nous pour l’instant a l’integrale D, figurant dans (5.10); nous 
avons besoin ici des calculs preliminaires de aQ’i&’ et de r@\“; on a: 
- 
~Q(E) = QF, A d + @, A g’) + (F, 8F, - F, aF,> A (F, g* - F, g’) ; 
1 
(IIF’ /I* + 6)’ 
&IV’,(Z) -F,) aF, + (F,(Z) - F,) =,I 
&$E’ = + (F,(Z) F, - F,(Z) F,)(F, r3F, - F, r3F, ) 
(IIF’II’ + 4’ 
Le calcul du coefficient de E dans le produit 8$\“’ A c?Ql”’ donne: 
\lF’\l* - - 
(II F’ II2 + El4 
aF,AdF,A((F,(Z)-F,)g’-(F,(Z)-F,)g’); (5.11) 
Si nous ecrivons d’autre part le coefficient du terme en E* dans ce meme 
produit, on voit qu’au facteur multiplicatif (IF’ll* pres, c’est exactement le 
terme donne par (5.11); remarquons enfin que le terme du diveloppement de 
ce m&me produit oti E est absent est nul car il y figure le produit exterieur de 
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la 1-forme F, t3F, -F, t3F, par elle-mcme. On peut done en conclusion 
icrire: 
A [(F,(Z) - F,k* - 
Or, grace au corollaire 1 de la section 4, on a: 
(F,(Z) -F,k’l. 
(5.12) 
(5.13) 
oii A, et A, sont d&finis par: 
gj A Q2 = Aj(Z, () d<, A dC2 3 j= 1,2. 
De fait, on peut tcrire ce terme sous la forme d’une combinaison de F, et 
de F, car F,(a) et F,(a) sont nuls lorsque a E V. Les fonctions A, et A, sont 
encore des fonctions faciles 1 inverser par la transformation de Fourier g&e 
au lemme 4.2. 
Nous venons done d’krire u dans D, sous la forme: 
u=F,G\“‘+ . . . +I;,G$‘+ \ ... 
’ aD, 
oti tous les coeffkients Gin),..., Gc’ sont don& par des expressions figurant 
dans (5.8) et (5.13) et oti le dernier terme dtsigne, aprks que l’on ait fait 
tendre E vers 0 (ce qui est possible d’aprk (4.6) et (4.8)): 
1 
-z [jaD WW.Wj 2(21’7r) ” 40th aQ, * a,] (5. dD” 
14) 
avec les notations kvidentes pour 4, et JQ,. 
11 nous reste i ltudier lorsque n tend vers l’inhi, le comportement 
G(“) 1 ,..., GE’ ainsi que celui du terme donnl par (5.14). 
de 
La condition (4.11) assure la convergence uniforme sur tout compact des 
shies figurant dans (5.13) vers un Ckment de A,(C ‘); pour Ctudier les shies 
figurant dans (5.8), rappelons que l’on a: 
llfG)11* = llW3112[1 + lL12r+ lC2/*’ + IW~C,)12 + IW~~2121~ 
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D’autre part, les fonctions g:, avec i et k darts ( 1, 2) satisfont des 
estimations de la forme: 
enfin la fonction u est un element de A,(C*); par consequent, grace aux 
estimations (4.6) et (4.7), nous voyons qu’il est possible de choisir r et B de 
maniere a ce que le terme general de la sbrie tigurant dans (5.8) soit majore 
par: 
ou toutes les constantes sont positives et ou R, peut etre choisi 
arbitrairement grand (on prendra R, de maniere a ce que, sous la condition 
(4.5’), la famille des A,(Z) soit uniformement sommable sur tout compact en 
un element de A,(C*)). 
Pour etudier maintenant les termes figurant dans (5.14), now avons 
besoin d’estimations pour Q,, &J,, c?Q, sur aD, ; les calculs etant dans les 
deux cas similaires, commencons par Ctudier le cas le plus complexe, celui 
de Q2- 
D’apris (5.3), les termes intervenant dans l’expression de Q, sont de la 
forme 
Fj(C) P(i) lFj(i> gpCz3 0 + PCz) dCz3 i>l 
II~ll*I1 + 15,1*‘+ lC212’ + lWN,)l* + lWK,>l’l 
ou p est l’une des cinq fonctions auxiliaires figurant explicitement au 
dbnominateur de cette expression, dinominateur que nous noterons 
JjFJI* ))6/)2. On peut majorer ce terme par: 
llPmT,(Z i)ll 
II w)ii* 
+ / p(z)l II gj(Z, Oil 
IIFII IIf4 * 
(5.15) 
Grace aux conditions portant sur F, ,..., F,, et a la maniere dont ont ete 
construites les formes g’ et g, (voir (4.3)), on a pour Q2 une estimation de la 
forme: 
II Q,<Z i)ll < CeCP’“’ (5.16) 
pourvu que r et B aient ete choisis correctement; on utilise en effet ici le 
choix des fonctions p; lorsque p est de la forme <;, on a: 
II g,(Z 1111 < C[(l + lr,l>(l + lzl>l’-‘; 
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lorsque p est par exemple la fonction sin(BC,), on a: 
Du fait du premier terme de (5.15), on ne peut ameliorer par ce type de 
construction la majoration obtenue pour Q, dans (5.16). 
Rappelons que l’on a, avec les notations evidentes: 
$Q 
2 
= CaHAgH -CHaHAC&, 
lM2 IIH/14 ’ 
ce qui fournit done pour gQ, l’estimation: 
II gQ,(Z Cll GC “j”kp 1 c IIaHjll II g*Jl 1 IIH/12 * 
Pour les termes IIi3HjII 1) gHk)I, on a la forme: 
ou p et u sont les fonctions auxiliaires telles que Hj = pFj, H, = uF,, ; on a 
done pour ,?Q, I’estimation: 
II JQ,<Z, l)ll < Cecp’“’ [l+# 
pour que r et B soient choisis suffkamment grands. 
Nous avons enfin pour c?Q, l’expression: 
aQ 
1 
= (F, aF2 - F, aF, > A (F, g  * - F2 g ’ 1 
IIF’ /I4 
5 
ce qui now fournit immediatement l’estimation: 
II aQ,(Z Oil G 
IIF’ IKII g’(-C 011 + /I g2(Z Gil 
lIF’l12 ’ 
(5.17) 
(5.17’) 
Dans les integrales provenant de jdo, u(c) K(Z, [) et oti figure 
explicitement &, nous utiliserons pour cette dernihe fonction, l’estimation: 
ecPw) 
“2(z’ ‘)I ’ ’ II F(C)11 II W)ll 
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et I’on a, grace a (4.6) et a (4.8), 
lim -4 
n+cc I j 
aD 41th sAaQ12 -21,, a, ,,;$] =o. 
II IIC-Zll ” 
11 nous reste done a etudier deux termes; le plus simple est celui provenant 
de l’application supplementaire du theoreme de Stokes et ligurant en seconde 
position dans (5.14); on utilise ici la majoration de Q, don&e par (5.16) 
celle de aQ, donnee par (5.17), ce qui nous permet de majorer ce terme par: 
et l’on voit apparaitre ici la condition (4.9). Quant au dernier terme a 
etudier, on le majore de la manike suivante grace a (5.17): 
et l’on voit apparaitre la condition (4.10). 
Toutes les integrales tigurant dans (5.14) tendent done, lorsque Z est lixe 
et lorsque IZ tend vers l’intini, vers 0; les series ligurant dans (5.8) et (5.13) 
sont normalement convergentes sur tout compact de C2; ceci acheve done la 
preuve du theoreme 3 et la presente section. 
6 
Nous examinons ici l’un des exemples cites dans l’introduction, celui ou, 
dans le plan, les mesures ,u, , ,u,, ,L, correspondent aux prises de moyenne sur 
des car& C,, C,, C, obtenus a partir de C, par les rotations d’angles 
respectifs (0, B, 19’). On suppose ici que C, est le carre [ -1, 1 1 x I--_ 1, 11; 
dans ce cas, les transformees de Fourier de ,~r, ,u2, pu, sont les fonctions 
holomorphes: 
OLi 
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Nous ferons sur 0 et 8’ les trois hypotheses suivantes: 
sin 0, sin 8’ sont algkbriques sur Q; (6.1) 
les 8 triplets (f(e), f(P), f(B - 0’)) (oti, pour un Gel a, f(a) 
dksigne ind@E+emment cos a ou sin a) sont constituks de 
nombres Cl!-linkairement indkpendants; (6.2) 
les nombres (1, sin 0, cos 0) sont Q-linkairement indkpendants. (6.3) 
Par exemple, si l’on prend t9 = ~15, la condition (6.3) est verifiee car dans 
ce cas: 
case= l+fi 
4 ’ 
sin e = J 
dans ce cas toujours, les conditions (6.1) et (6.2) sont remplies pour 
8’ = n/4; cela resulte simplement du fait que ((5 - \/3)/2)“* n’appartient 
pas a Q(6). 
Rappelons ici le resultat suivant, dii a Schmidt [20]. 
THBOR~ME 4. Soit E > 0; soient a,,..., a, n nombres algibriques Q- 
lint!airement indkpendants duns leur ensemble avec 1; il existe une constante 
positive c telle que: 
(6.4 ) 
06 )(q’11 = (1qJ -I- *** + lq,12)1’2. 
Les zeros communs de f, et f, sont reels et isoles; leur nombre dans la 
boule de rayon R est controle en (constante) x R2; cette variete V’ est 
reguliere et l’on trouve immediatement en appliquent (6.1), (6.3) et le 
thloreme 4 au couple (sin 8, cos 0): 
v/E > 0, 3K > 0, fi(M = f&o) = 0 * lJ(f~ 2 f&LJl 
En utilisant le m&me resultat, mais cette fois l’hypothese (6.2), nous 
voyons que la condition de Hormander est remplie pour le triplet (f, , f2, f,) 
et que l’on a meme: 
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D’autre part, il existe deux constantes K” et T strictement positives telles 
que: 
(on rappelle que ]/ ]] denote toujours la norme euclidienne); on minore en fait 
pour obtenir (6.7) soit 1 cl &f,(i)] par ((constante) x elrm (1’ + ‘lrn [2’), soit 
I <I [if,([)] par ((constante) x elrm 3;‘+1’m s;‘) et l’on utilise l’argument de 
compacite deja cite dans [23] (qui cons&e i recouvrir le plan des 
(Im cl, Im &) par un nombre lini de cones dans lesquels une des deux 
estimations ci-dessus est possible sufftsamment loin de I’origine). 
Une consequence de (6.5) et de la forme de f, et f2 est, &ant donne E 
strictement positif, l’existence de deux constantes positives q, et v2 telles que: 
(6.8) 
nB i cl, (1 + ;;i;ll*+‘: =a 1 (6.8’) 
Comme nous l’avons deja mentionne dans la remarque 8 (section 4), nous 
aurons besoin de conditions plus fortes que celles que l’on vient de trouver 
pour que se trouvent realisees les conditions (4.8) a (4.10). Calquant ce que 
nous avons fait dans le cas oi n = 1, nous introduisons un entier positif N 
(dont le choix delinitif sera donne ulterieurement) et deux polynomes P et Q 
d’une seule variable, delinis par: 
P(Z) = (Z + i) . . . (Z + Ni), Q(Z) = (Z + ii) . . . (Z + (N - $)i)(6.9) 
ainsi que les trois fonctions auxiliaires F, , F,, F, , definies par: 
F,(r)=P(r,)P(1;2)f,(i), 
F,(C) = Q(L) Q(L) f&3 (6.10) 
FdO = f&)- 
Designons par V la variete (FI = F, = 0); il existe une constante positive 
q3 telle que tout point de V/V’ soit a une distance suptrieure ou &gale a r3 
de tout autre point de V. 
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Nous allons verifier que les conditions d’application des theorime 3 sont 
satisfaites pour F,, F,, F,. 
Nous allons tout d’abord montrer que l’on peut construire une suite (D,) 
de domaines reguliers de c2 telle qu’il existe une constante A strictement 
positive de man&e i avoir: 
sur do,,, II [II - n; 
Aire(aD,) < (constante) x n3; 
lFl(C)l + IF&)1 >A[(1 + lCJ)(l + Ii21)1N-2’8+E), 
(6.11) 
[E dD,. 
fitudions pour cela, p &ant un nombre positif pour l’instant arbitraire, I’en- 
semble 
ED= {CE c2, IF,(C)1 + IF‘,(C)1 ,<p[(l + l<,l)(l + l~21)]“-2’8+y; 
En un point [ de E,, deux types de situation sont envisageables, pourvu 
que p soit suffisamment petit: 
(i) soit c est a une distance strictement inferieure a ~,/2 de l’un des 
points de v\V’; 
(ii) soit on a: 
IFl(Gl + IF2(Ql GCQQ [(l + I[ 1)(1; I[ 
1 2 
/)]2(8fd 
ou C(N) est une constante positive ne dependant que de N; quitte a ameliorer 
le choix de p, on peut faire en sorte que C(N)p soit strictement inferieure a q, 
(voir (6.8)). 
Le choix de p ayant ete fait, on prend ,I = p et l’on construit D, en 
moditiant la sphere de rayon n au voisinage des points &, de V (il y en a au 
plus (constante) x n2 dans la boule de rayon 2n) par la front&e de petites 
“verrues” de rayon q2/( 1 + I( <ol()8fe; toutes les conditions (6.11) sont alors 
remplies. Remarquons tgalement que cette construction implique que la 
condition (4.6) de Hormander est satisfaite pour (F, , F,, F3). Plus 
prtcisement, si l’on pose M = sup(6 + E, 4(8 + E) - 2N), il existe, grace a 
(6.6), une constante positive p telle que: 
PI(C)1 + 1~2(5)1 + P3(C)l > (1 +;;il,)“’ . 
fitudions tout d’abord les conditions correspondant a la convergence des 
series d’interpolation (4.7) et (4.11). Examinons tout d’abord comment l’on 
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peut minorer le jacobien de F, et de F, en un point de V. Si le point c est un 
point de V’, on a: 
cet terme est minor6 en module par: 
lJ(4J%)(r”), 2 W) (1 + ,l;oll,~+c [Cl + l1;,1)(1 + 11;,1>1’“. (6.12) 
Prenons maintenant un point de UP”; tous les cas ttant similaires, nous 
considkrerons par exemple les points e = ([F, c,“) tels que: 
iy = -i, cos l3(7 + sin O<; = kq kEL”; 
en ces points: 
comme &” et [I” sont donnks par: 
i;” = cos Or: + sin e[;, = kn, 
l;” = -sin ecp + cos O[; = ’ - + kn tg 8, 
sin 13 
on a pour lJ(F,, F,)(c)/ la minoration: 
lJP’,~F,W)l> ‘W)(l + lW2”-3 (6.13) 
(rappelons que Ikl est de l’ordre de grandeur de Ilr”ll). 
Les formes diffkrentielles g’ et g2 associkes 1 F, et F, sont construites par 
le mZme procCdC que celui que nous avons utilist dans (5.3) et nous avons 
par exemple: 
II g’(Z, t;)ll < w-l(~)ll(l + It;*l)U + 12;21)3”(1 + llw2N 
+ (1 + llZll> *N,IlmS,l+l~mS,I~l(Im~li 1 
< Cecp(z)(I + [[,[)“(I + /~2~)NeiJms~‘+“ms2’ 
< CeCP’Z’(l + l[li)N(l + ~~2~)“e~~~‘mri~; 
on dispose d’une estimation analogue pour 11 g’(Z, [)I[. 
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On a done, si a est un point de V’, grace i (6.12): 
II g’(Z all + II gv, all < CeCP’Z’ (1 + il~ll)8+a 
IV1 3 ~*>@>I (1 + la,l)N(l + kaN ; 
si a est un point de v\V’ (on prendra par exemple les points a, = -i, 
ai = kn), on a d’autre part, grace a (6.13): 
II dK a>ll+ II k?(Z a)ll < CeCjJ’Z’ (1 + IW” 
I WI 3 ~:z)@>l (1 + I#-3 . 
Tenant compte du lemme 4.3, on voit que lorsque N est superieur ou egal 
a 11, la condition (4.11) est remplie pour toute fonction u de A$*) bornee 
sur iR* (en fait, dans cet exemple, nous pouvons nous contenter de prendre 
N= 10). 
Pour voir que les conditions (4.9) et (4.10) sont remplies, nous 
introduisons precisement une fonction auxiliaire U, transformee de Fourier 
d’une fonction C” a support compact, inclus dans la boule de centre (0,O) et 
de rayon 6 > 0. On rappelle qu’etant donne un entier m, il existe une 
constante ym telle que: 
(6.14) 
Nous considererons n suffisamment grand et nous couperons chaque fois 
en deux parties les integrales sur 80, tigurant dans (4.9) et (4.10). 
Fixons pour l’instant T suffkamment grand, de maniere i ce que (6.7) soit 
satisfaite pour un point [ de c?D, tel que IIIm [II > T. Pour un tel point 6, 
nous allons minorer IIF’(<)lJ ( nous suivons ici les notations du theoreme 3); 
rappelons que l’on a: 
Considerons un point c tel que II Im <iI > T, en ce point, nous pouvons par 
exemple supposer (d’apres (6.7)): 
I, Jim sil 
Lf-l(~)l~ + (1 + IIql)” *  
Nous envisageons alors deux cas; dans le premier, nous supposerons que 
c, et & sont tous les deux suffisamment loin des zeros de P; dans ce cas, on 
minore /lF’(c)l( par IF,([)1 ou encore par: 
II~‘(C)II 2 P,(Ol 2 41 + llCll)“-’ ellrmJt! (6.15) 
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dans le second cas, quitte a choisir T suffkamment grand (le choix de T 
dependra alors de N), on peut supposer que /Im [I 1 et / Im [iI sont tous les 
deux minor& par 1; d’autre part, n etant suffisamment grand, on peut 
supposer que [i et & sont tous les deux, dans ce cas, suffkamment loin des 
zeros de Q; on peut alors minorer IlF’(<)ll par lF,([)l, c’est-i-dire par: 
IIF’(lJ(l > IF,(<)1 > c(1 + 11[11)“-’ eIrms;’ +“mG 
> c(1 + ~~~~~)“~’ GrnC”. (6.15’) 
Examinons l’integrale ligurant dans (4.9) en l’ecrivant sous la forme: 
I 
/4C>l 
3 Il~~‘ll~Il~‘ll+ll~~ll~=jc,,,+ ... t1‘ ... m, IIF’K)ll 
(6.16) 
II ,y’” ,I 
oli: 
Sy) = aD, n (11 Im <[I < T}, Sp) = aD, n (11 Im (11 > T}. 
Nous avons la majoration suivante pour (I 8F’ I/: 
Ili3F’([)l\ < C(l t i[,l)“(l t lizI)” e~“I”“““. (6.17) 
Pour la premiere integrale ligurant au second membre de (6.16), on utilise 
les estimations obtenues pour 11 g’(Z, <)ll, II g’(Z, <)/I ainsi que (6.11), (6.17) 
et (6.14) (avec m strictement superieur a 5 1) et l’on constate que cette 
integrale tend vers 0 lorsque n tend vers l’inlini. 
Pour la seconde integrale ligurant dans ce meme second membre, on 
majore, tenant compte de (6.15) ou de (6.15’) la quantite a integrer par: 
C/HZ) 
(3, 
eblllm dll 
(1 + ((c(l)m+3(N-2) 
(1 + l[,l)‘“(l f ~~2~)2’1e’*~~~i~llImill; 
si 6 < 3 - 2 \/2, on voit, grace a l’estimation ci-dessus avec m correctement 
choisi, que cette dernibre integrale converge egalement vers 0. Ceci achke 
done la verification de (4.9). 
La seule integrale qu’il nous reste a etudier est done 
que nous couperons a nouveau en deux parties; l’integrale sur S)1” tend vers 
0 pour les memes raisons que prectdemment (on utilise (6.1 l), la conditions 
de Hormander portant sur F, , F,, F,, et la majoration de lldF/l analogue a 
(6.17); on conclut de man&e similaire a la convergence vers 0 de l’integrale 
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sur Sk’) en utilisant les mdmes estimations avec toutefois (6.15) ou (6.15’) a 
la place de (6.11). 
Ceci achke, pour la fonction U, la verification de ce que les conditions 
d’application du theoreme 3 sont satisfaites; pour aboutir a une formule 
explicite de d&convolution, il nous suffit d’utiliser une suite (u,) convergeant 
vers 1 uniformement sur tout compact en restant uniformement bornee sur 
toute bande IIIrn [II <K (ce qui est realise en considerant une approximation 
de la masse de Dirac 6(0,0)). Ce choix de N = 10. on l’a vu, convient dans 
l’explicitation des formules. 
Remarque 10. Du point de vue pratique, nous pouvons remplacer les 15 
fonctions H i ,..., H,, introduites dans la demonstration du theoreme 3 par les 
36 fonctions h,: 
ou j, k, ,U parcourent respectivement les ensembles { 1, 2, 3}, { 1, 2}, {0, 1 }. 
Ce choix nous permet d’ameliorer a la fois le diametre du support des 
convoluteurs et le nombre de termes ligurant dans les series d’interpolation 
(5.8) et (5.13); le role de r est joui par 2N, celui de B est alors joue par 1. 11 
est aise de verifier que pour N = 10, la serie (5.8) (oti les fonctions Hj ont ete 
remplacees par les 36 fonctions H,) et la serie (5.13) sont toutes les deux 
normalement convergentes sur tout compact vers des elements 
v, E f,A,(C*) pour la premiere, I+V* E f,A,(C*) + f,A,(@*) pour la seconde 
et que: 
1 = WI + w2 
fournit une formule de d&convolution explicite pour cet exemple. 
Nous examinons ici le second exemple typique mentionne dans l’in- 
troduction; nous verrons ici qu’un autre biais nous sera necessaire pour nous 
ramener aux conditions d’application du theoreme 3. 
Nous considererons ici deux reels a et a’ de [0, 11, irrationnels, 
algebriques, tels que: 
1, a, a’ sent lint!airement inde’pendants sur Q. 
Nous considtrerons done dans C* les 3 fonctions holomorphes: 
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ces trois fonctions sont des elements de A,(G’) correspondant, via la 
transformation de Fourier, aux mesures ,~i, ,u,, ,D~ associees aux prises de 
moyenne sur les trois car& de cot& paralleles aux axes [- 1, 1 ] *, [--a, a] *, 
[-a’, a’]? 
Grace aux conditions portant sur a et a’ (7.1) et au thiorime de Roth 
([ 161, [20]), les conditions (4.6) de Hormander sont satisfaites pourf, , f2 ,f, 
et l’on a en fait: Vc > 0, 3~’ > 0, telle que: 
lf,K)l + If203 + lf3(i>l~ (I + ,< /)?+$ + ,[ I)"" . (7.3) 
1 2 
Ici encore, nous allons introduire des fonctions auxiliaires, mais cette fois 
en deux &ages; nous poserons tout d’abord, E, &ant un nombre positif stric- 
tement infhieur i f : 
A 2(C) = fiGI 
sin((l - a)((, + soi)) sin((1 - a)([, + soi)) (7.4) 
i, + &oi &+eoi ’ 
Grace au fait que a est irrationnel algebrique, il existe pour tout E > 0, 
d’apres le theoreme de Roth [ 16, 201, une constante K telle que: 
A,(r)=A*(r)=O~/J(~,,A*)(r)l~ (I +,( ,)j+;I +,[ ()‘l+r. (7.5) 
I 2 
I1 existe enfin une constante K” > 0 telle que: 
sin 5 l-l I 5 + sin(aC) sin((1 - a)([ + iso)) > ‘I 5 C+ is, ’ (1 + ;[,,)3+e . (7.6) 
On a pour les fonctions A, et A 2 une propriCk analogue i (6.8) dans l’ex- 
emple antkieur: on voit qu’il existe deux constantes )?, et v2 telles que I’en- 
semble {[, (A I(LJ + IA2([)I < I?/( 1 + I( <1j)4@+E)} soit inclus dans l’union- 
constitute d’ensembles disjoints-des boules B(&,, r2/( 1 + ]/ &]])“’ “) ou 4, 
dtcrit l’ensemble des zeros communs de A i et A *. 
On peut, comme prtckdemment, &ant donni: un entier N, construire les 
fonctions F, , F,, F, en posant: 
F, (62 = P(i, > fYC2) A I(03 
F,(C) = Q(C,> Q(C2) A,(i), (7.7) 
F&-1 = f&l 
oti P et Q ont Cltk d&finis dans (6.9). 
LE PROBLkME DE LA DkONVOLUTION 157 
On construit, exactement comme dans I’exemple prtctdent, une suite de 
domaines rkguliers D, pour lesquels sont satisfaites les conditions suivantes: 
sur aD,, II Cll - n; 
Aire(aD,) < (constante) X n3; (7.8) 
lF,(~l + IF2(r)l >nl(l + 16,1)(1 + lLlY4(8+~)~ CEBD,. 
La dkmonstration de (7.7) et de (7.8) implique que la condition (4.6) de 
Hiirmander est satisfaite pour F, , F,, F, ; on a en fait: 
(7.9) 
oli M = sup(3 + E, 4(8 t E) - N). 
Cette fois, nous ne disposons plus de la condition (6.7) mais nous allons 
tout de mgme minorer IIF’(C)ll lorsque c est un Gment de aD,, tel que 
IJIm <I/ > T (T sera d&i en fonction de N ultkrieurement). 
Considkrons un tel point [; nous pouvons supposer par exemple que 
1 Im c, I est supkrieur ou kgal i T/2; g&e g (7.6), nous pouvons par exemple 
kgalement supposer: 
sin c2 I i 
I, 
r2 a 2(1 t;121)3t6 
(7.10) 
(tout serait identique si l’on remplaqait (sin c2)/c2 par 
(sin(U - a>G2 + hi)) W4i)Y(~2 t G)(C2)). 
Nous envisageons alors deux types de cas: 
(i) c2 est i une distance strictement infkrieure i $ d’un z&o de P; 
(ii) & est i une distance supirieure i d des zkros de P. 
Dans le premier cas, on peut minorer IF2(Q par: 
que l’on peut aussi tkrire dans ce cas: 
lF2(C)j > c[(l + jc,l)(l t l(;21)]“-2 e”m11’t”mi2’ 
car dans ce cas I & 1 est born6 par N + 1. 
Dans le second cas, nous distinguerons g nouveau deux possibilith: 
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(*) si 1 Im & 1 est inferieur ou egal a 1, on minore IF,({)\ par: 
car nous utilisons alors (7.10); 
(* *) si (Im & est superieur ou egal a 1, on minore IF,([)1 comme 
precedemment en remplacant cette fois N - 3 - E par N - 1. 
Resumons-nous: dans tous les cas, on trouve, pour IIIrn ill > T, 
I’estimation: 
ou c est une constante ne dependant que de N, E, et des fonctions F, , F,, F, . 
Comme dans l’exemple precedent, on introduit une fonction U, transformee 
de Fourier d’une fonction C”’ a support compact, inclus dans le cart+ 
I-1, +q*. 
Pour les formes g’ et gz liies a F, et F,, on a les estimations: 
/Ig1(z,~)l/+/~g2(Z,i)ll,<Ce’P’“‘[(1 +11,1)(1 +/i21)l~Ve”m~“+i”“b?‘~ 
(7.12) 
Les estimations (7.8) et (7.11) permettent de conclure, exactement comme 
dans l’exemple precedent, a la convergence vers 0 des integrales ligurant 
dans (4.9) et (4.10). 
I1 nous reste a etudier la convergence de la serie figurant dans (4.11) et 
pour cela, a minorer le Jacobien de F, et de F, aux points de la variiti V = 
(F, = F, = O}; cela nous imposera, comme prtcedemment, le choix de N. 
Nous rappelons ici que le nombre de points de V dans la boule de rayon R 
est un O(R*). 
Comme precedemment, on distingue les points oti A, et AZ sont nuls et les 
autres points; dans le premier cas, on a, d’apres (7.5): 
IJ(F,,F,)(a)(>c((l +\a,/)(1 +(a&12’v-~J- “: (7.13) 
quant aux autres points, il suffit par exemple d’examiner les points ack’ tels 
que: 
a1 - 
(k) - -i, a;k’ - k7i 
a 
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on voit alors que pour ces points: 
WI 3 F*Wk9 > c sin-$ (1 + )k))*“-’ 
I I 
> c(1 + lkl)2N--4--E; 
par consequent, I’inegalite (7.13) est valable en tous les points de I’. 
Grace a (7.12) et a (7.13) on voit que, pour la fonction u = 1, la condition 
(4.11) est satisfaite avec P, et F, db que N est choisi superieur ou egal i 7. 
On peut done, en utilisant une suite de fonctions (u,) convergent vers 1 et 
uniformement bornees dans toute bande { (1 Im [/I < K} risoudre le probleme 
de la d&convolution. 
Le mCme type de remarque que dans le premier exemple s’applique 
Cgalement ici. Les 36 fonctions h, introduites, comme dans la remarque 10, a 
partir de f, , f2, f, peuvent etre reutilisees ici a la place des 15 fonctions 
H 1 ,..., H,, construites a partir de F,, F,, F, dans la demonstration du 
theoreme 3; le choix de N = 7 convient pour I’icriture d’une formule explicite 
de deconvolution. 
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