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Abstract
Resonant and nonresonant Hopf bifurcations from relative equilibria posed in two spatial dimen-
sions, in systems with Euclidean SE(2) symmetry, have been extensively studied in the context of
spiral waves in a plane and are now well understood. We investigate Hopf bifurcations from relative
equilibria posed in systems with compact SO(3) symmetry where SO(3) is the group of rotations in
three dimensions/on a sphere. Unlike the SE(2) case the skew product equations cannot be solved
directly and we use the normal form theory due to Fiedler and Turaev to simplify these systems.
We show that the normal form theory resolves the nonresonant case, but not the resonant case. New
methods developed in this paper combined with the normal form theory resolves the resonant case.
© 2005 Elsevier Inc. All rights reserved.
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1. Introduction
Rotating waves have been observed in many experiments both physical and numerical.
They are examples of relative equilibria and are characterised by the fact that in a suitable
rotating frame they appear to be stationary. Mathematically speaking we consider a rela-
tive equilibria as a group orbit which is invariant under the flow of an equivariant vector
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continuous symmetries.
Spiral waves are examples of rotating waves in a physical planar domain. They have
been observed in many physical experiments, for example, the Belousov–Zhabintski reac-
tion [14]. These experiments can be modelled by systems of partial differential equations
with SE(2) symmetry, where SE(2) is the group of rigid rotations and translations in the
plane. Hopf bifurcations from spiral waves have been extensively investigated and are now
well understood. At a nonresonant bifurcation the rigidly rotating spiral bifurcates to a qua-
siperiodic meandering motion, whereas at a resonant bifurcation the motion of the spiral is
no longer bounded and begins to drift linearly across the plane. It has been shown that it is
the presence of Euclidean symmetry which explains such transitions [2,9,10,13,15,16].
Rotating waves have also been observed in experiments where the medium is a three-
dimensional domain, for example, on a spherical shell. Numerical integration of reaction
diffusion equations have been performed to illustrate the evolution of spiral waves on a
sphere [17]. In this paper we investigate Hopf bifurcations from relative equilibria in sys-
tems with spherical SO(3) symmetry.
The starting point of our work is the skew product equations of Krupa [12] and Fiedler
et al. [6]. These equations describe the flow of a relative equilibrium in a Γ equivariant
system, where Γ is a Lie group. When Γ = SE(2) these equations can be solved directly.
This is not the case when Γ = SO(3) and we appeal to the normal form theory of Fiedler
and Turaev [7] to simplify the systems and Floquet theory to describe the motion of the
bifurcated state. Even in normal form we find that the resonant case cannot be solved
directly and we have to develop new methods.
Despite the additional complexity of the calculations for SO(3), our findings are similar
to those for SE(2)—with resonance leading (instead of linear drift) to rotation around an
axis that is almost orthogonal to the axis of rotation of the underlying rotating wave.
Throughout this paper we make the assumption that the relative equilibrium has trivial
isotropy (no spatial symmetry). The case of nontrivial isotropy is currently under investi-
gation.
Remark. Whilst preparing this paper, we learned of independent work of Comanici [4]
who has obtained similar results to those presented in this paper. The work of Comanici
also alerted us to an error in an earlier draft which has now been fixed. However, there are
significant differences between the techniques in the two papers. The method of Comanici
relies heavily on explicit (and rather complicated) formulas specific to the group SO(3).
The method in this paper, built around the normal form theory of Fiedler and Turaev [7]
avoids these complications. As a result, the calculations in this paper are much simpler than
the ones in [4]. Moreover, work in progress shows that our techniques apply to arbitrary
compact Lie groups (and certain classes of noncompact Lie groups) without significant
increase in complexity of the calculations.
Skew product flows
Let Γ be a Lie group acting on some domain Ω ⊂ Rn and suppose we have a system
of partial differential equations posed on Ω . Let u(x, t) = g(t)u(x,0) be a rotating wave
solution where x ∈ Ω and g(t) = exp(η0t) ∈ Γ is a one-parameter family generated by
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parameter λ is varied. Then, under certain technical hypotheses, it was shown in [13] that
in a neighbourhood of the rotating wave an equivariant center manifold reduction can be
performed and the system then reduces to the form
z˙ = f (z,λ), (1)
g˙ = gξ(z,λ). (2)
Here z ∈ V , g ∈ Γ , and ξ :V × R → LΓ , f :V × R → V are smooth (C∞) maps, where
V is a finite-dimensional vector space and LΓ is the Lie algebra of Γ ; also f (0,0) = 0
and ξ(0,0) = η0. These are the skew product equations as derived by Krupa in [12] for
compact Lie groups and generalised by Fiedler et al. [6] to noncompact Lie groups.
A consequence of this reduction is that Hopf bifurcation from a relative equilibrium is
described by Hopf bifurcation from an equilibrium in (1) coupled with drift along the group
directions given by the solution to (2). From standard theory, see, for example, [8,11], the
Hopf bifurcation in (1) reduces to a two-dimensional center manifold V ∼= C and yields a
T (λ) = 2π/ωb(λ) periodic solution z(t, λ), where ωb(λ) is the Hopf frequency. It remains
to determine what occurs in the group direction as it is this which will determine the rigid
motion of the state. We subsequently refer to the bifurcated state as a modulated rotating
wave (MRW).
The solution z(t, λ) to Eq. (1) can be written as a Fourier series
z(t, λ) =
∑
n∈Z
zn(λ) exp
(
inωb(λ)t
)
, (3)
where the Fourier coefficients satisfy
z0 ∼ λ, zn ∼ λ|n|/2, n = 0,
see, for example, [10]. Substituting into (2), we obtain the equation
g˙ = gξ(z(t, λ), λ), (4)
where ξ(z(t, λ), λ) is T (λ)-periodic.
In Section 2 we describe how Floquet theory aids us in describing the group motion
g(t, λ). To demonstrate the method, we revisit the results on meandering and drifting spi-
rals in the case of SE(2) symmetry.
In Section 3 we analyse Hopf bifurcations from systems with SO(3) symmetry, appeal-
ing to the normal form reduction of Fiedler and Turaev [7] to simplify the skew product
equations. It turns out that the nonresonant normal form can be solved exactly. However
the resonant case raises extra difficulties and we have to develop new methods in order to
construct solutions.
We then use the Floquet theory from Section 2 to describe the motion of the modulated
rotating wave.
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close to the original path. In the resonant case, the long term motion of the modulated
rotating wave is in a direction almost orthogonal to the original path.
2. Floquet theory and Γ = SE(2) revisited
Following the set up described in Section 1, let Γ be a Lie group and consider a system
of differential equations which admits a relative equilibrium solution. Now suppose this
solution undergoes a Hopf bifurcation. Then the rigid motion of the bifurcated state is
described by the solution to the ODE (4). Since (4) has periodic coefficients, it is natural
to use Floquet theory.
It can be shown [3] that a solution to (4) has the form
g(t, λ) = exp(η(λ)t)γ (t, λ). (5)
Here η(λ) lies in the Lie algebra of Γ and is constant in time, whereas γ (t, λ) is in the Lie
group Γ and is periodic with period T (λ) = 2π/ωb(λ).
As noted by Field [5], if Γ is compact the flow corresponding to exp(η(λ)t) will be
along a torus, and since γ (t, λ) is periodic the flow corresponding to g(t, λ) will be
bounded and at most quasiperiodic. These results were extended by Ashwin and Mel-
bourne [1] to the case when Γ is noncompact. However, irrespective of whether the group
is compact or noncompact, we can infer further properties of (5) which gives a clearer
picture of the flow.
At times t + T (λ),
g
(
t + T (λ),λ)= exp(η(λ)T (λ))g(t). (6)
Hence modulo the action of exp(η(λ)T (λ)) the motion described by g(t, λ) is T (λ)-pe-
riodic.
According to (6), once the path in the first time period after the bifurcation is known,
the path in the next period is given by the action of exp(η(λ)T (λ)) on the previous path.
Over finite time intervals, a small variation in a parameter leads to a small change in the
behaviour of the solution. Therefore in the time period immediately after the bifurcation the
path of the solution will shadow the original path. The action of exp(η(λ)T (λ)) determines
the long term/average direction of the motion.
In the remainder of this section, we revisit Hopf bifurcation with planar Euclidean SE(2)
symmetry, from the perspective of Floquet theory. Since closed form solutions are not
available when we turn to SO(3), our emphasis is on avoiding explicit formulas as far as
possible.
The Special Euclidean group Γ = SE(2) consists of rotations and translations in the
plane. An element g ∈ SE(2) acts on points z ∈ R2 ∼= C by g · z = eibz + p where b ∈ R
and p ∈ C. When b = 0, the element g = (eib,p) ∈ SE(2) is a rotation, with center of
rotation p/(1 − eib).
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exponential map exp : LSE(2) → SE(2) is given by exp(b,w) = (eib,p), where p =
1
ib
(eib − 1)w if b = 0 and p = w if b = 0.
Without loss of generality we can assume that before the bifurcation the rotating wave
is rotating around the origin with speed ωr , say.
Therefore at λ = 0, g(t,0) = (exp(iωr t),0). The motion of the modulated rotating
wave is described by g(t, λ) = exp(η(λ)t)γ (t, λ) (cf. Eq. (5)). We can write exp(η(λ)t) =
(exp(iωr(λ)t),p(t, λ)), where ωr(0) = ωr and p(t, λ) ∈ C with p(t,0) = 0. Hence at
t = T (λ),
g
(
T (λ),λ
)= exp(η(λ)T (λ))= (exp(iωr(λ)T (λ)),p(T (λ),λ)).
Due to continuity of solutions, in the first period after the bifurcation the modulated
rotating wave will initially follow the original path; at the end of the period the modu-
lated rotating wave will lie on the orbit described by exp(η(λ)t), see Fig. 1(a). We shall
refer to this as the first path. The path in the second period is then given by the action
of exp(η(λ)T (λ)) on the first path. In the nonresonant case, exp(η(λ)T (λ)) is nonidentity
(i.e. ωb(λ)/ωr(λ) /∈ Z) and so represents a rotation around a point q(λ) close to the origin.
(a) (b)
(c)
Fig. 1. (a) Solid line: path of underlying rotating wave. Dashed line: path of exp(η(λ)t). Thick line: path of MRW
after one period. (b) Thick line: path of MRW after two periods. (c) Path of MRW after 18 periods.
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q(λ), see Fig. 1(b). The paths in the next periods follow in a similar fashion. The long term
motion is a quasiperiodic meander around q(λ), see Fig. 1(c).
At an mth order resonance ωr(λ)±mωb(λ) = 0, in the first period the modulated rotat-
ing wave traces out a path that is close to m full circles, see Fig. 2.
Furthermore
exp
(
η(λ)T (λ)
)= (1,p(T (λ),λ))
and so is a pure translation. Therefore the modulated rotating wave evolves by drifting
linearly in a direction governed by p(T (λ),λ) as can be seen in Fig. 3.
These conclusions can be supported by examining the exact solutions as in [9]. Further-
more the exact solutions provide us with, for example, how the translations and speed of
Fig. 2. At a resonance with m = 2. Solid line: original path. Dotted line: path of resonant MRW after one period.
Fig. 3. At a resonance with m = 1. Dashed line: path of exp(η(λ)t). Solid line: path of resonant MRW after
5 periods.
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consider the nonresonant case.
2.1. Nonresonant Hopf bifurcation
Suppose that ωr(λ) is not an integer multiple of ωb(λ). Following [9], the solution to (4)
is given by g(t, λ) = (exp(iφ(t, λ)),p(t, λ)), where to leading order in λ
φ(t, λ) = ωr(λ)t +
√
λβ(t, λ), p(t, λ) = √λψ(t, λ).
Here β(t, λ) is T (λ)-periodic and ψ(t, λ) is quasiperiodic with independent frequencies
ωb(λ) and ωr(λ).
Hence
exp
(
η(λ)T (λ)
)= (exp(iωr(λ)T (λ)),√λψ(T (λ),λ)),
with center of rotation
√
λψ(T (λ),λ)/(1− exp(iωr(λ)T (λ))) which is approximately dis-
tance
√
λ from the origin. The angle of rotation depends upon the ratio ωr(λ)/ωb(λ).
2.2. Resonant Hopf bifurcation
At a resonance ωr(λ) ± mωb(λ) = 0, the solution to (2) takes the form g(t, λ) =
(exp(iφ(t, λ)),p(t, λ)), where
φ(t, λ) = ωr(λ)t +
√
λβ(t, λ), p(t, λ) = λm/2ψ0(λ)t +
√
λψ1(t, λ).
Here β(t, λ) and ψ1(t, λ) are T (λ)-periodic. Hence to lowest order in λ we have
exp
(
η(λ)T (λ)
)= (exp(im2π),λm/2ψ0(λ)T (λ))= (1, λm/2ψ0(λ)T (λ)). (7)
So exp(η(λ)T (λ)) is a pure translation.
The linear drift is scaled by λm/2, so if m is large then it will take a long time for the
effects of the linear drift to manifest themselves.
3. Γ = SO(3)
In this section we investigate Hopf bifurcation from a relative equilibrium in a system
with spherical SO(3) symmetry. We assume that the initial state is rotating around the
vertical axis with speed ωr . As usual the skew product equations take the form
z˙ = f (z,λ), R˙ = Rξ(z,λ), (8)
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η0 =
( 0 ωr 0
−ωr 0 0
0 0 0
)
.
The bifurcating solutions have the form g(t, λ) = exp(η(λ)t)γ (t, λ), where η(λ) ∈ LSO(3)
and γ (t, λ) ∈ SO(3) is T (λ)-periodic.
The long term motion is determined by exp(η(λ)T (λ)) ∈ SO(3). By Euler’s theorem,
nonidentity elements of SO(3) are rotations, and the axis of rotation v for exp(η(λ)T (λ))
is given by
η(λ)v = 0. (9)
In this section we show how to use the normal form theory of Fiedler and Turaev [7] to
compute the axis and angle of rotation for exp(η(λ)T (λ)).
3.1. Normal form reduction
We reduce (8) to normal form by appealing to the methods of Fiedler and Turaev [7].
This process works by making the change of coordinates
g 	→ g exp(Pk(z,λ))= g(Id+Pk(z,λ)+ · · ·), (10)
where Pk :V → LSO(3) is a homogeneous polynomial of degree k.
Upon expanding ξ(z, λ) in a Taylor series and with the above change of coordinates, (8)
becomes
g˙ = g(ξ(0,0)+ ξ1(z, λ)+ · · · + ξk(z, λ)+ Pk(z,λ)ξ(0,0)− ξ(0,0)Pk(z, λ)
− (dPk)zLz + · · ·
)
.
Here L = (df )0,0 and ξk(z, λ) contains terms of degree k.
Let Pk be the space of homogeneous polynomials of degree k. Define a linear operator
Φ :Pk →Pk by
ΦPk(z) = Pk(z)ξ(0,0)− ξ(0,0)Pk(z)− (dPk)zLz.
For each k we choose a complementary space Hk ⊂ Pk such that Pk = Hk ⊕ Im(Φ).
Then the truncated normal form of (8) is
g˙ = g{ξ(0,0)+ ξ1(z, λ)+ ξ2(z, λ)+ · · · + ξk(z, λ)},
where ξi ∈ Hi .
In principle, once the normal form has been found we can solve for the new coordinates.
For a true interpretation we return to the original coordinates by inverting (10). Let gn(t, λ)
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multiplying by exp(P (0, λ)) gives
g(t, λ) = exp(P(0, λ))gn(t, λ) exp(−P(t, λ)), (11)
where P(t, λ) is shorthand for P(z(t, λ), λ).
Remark. We have included a factor of exp(P (0, λ)) in order to satisfy the initial condition
g(0, λ) = e. This factor does not affect the validity of the solution by equivariance, since
exp(P (0, λ)) is a constant and lies in the group.
Let Ad :Γ → GL(LΓ ), g 	→ Ad(g) be the adjoint representation defined by
Ad(g)ξ = gξg−1.
Here ξ ∈ LΓ and g ∈ Γ . In the ensuing a subscript n will refer to the normal form solution.
Proposition 3.1.
exp
(
η(λ)T (λ)
)= exp[Adexp(P (0,λ))ηn(λ)T (λ)]. (12)
Proof. We suppress the dependence on λ. From (5) and (11) we have
exp(ηt)γ (t) = exp(P(0)) exp(ηnt)γn(t) exp(−P(t)).
Then remembering that P(t), γ (t), γn(t) are T (λ)-periodic and γ (0) = γn(0) = e, we have
our result upon setting t = T (λ). 
As in the SE(2) case there are two situations to consider: nonresonant and resonant. We
consider the nonresonant case first.
3.2. Nonresonance
Assume that ωr is not an integer multiple of ωb . Then following the normal form reduc-
tion outlined in Section 3.1 a straightforward calculation shows that the normal form of (8)
up to any required order is
R˙n = Rn
(
ξ1(λ)+M(zz¯)
)
, (13)
where
ξ1(λ) =
( 0 ωr(λ) 0
−ωr(λ) 0 0
0 0 0
)
and M(zz¯) =
( 0 a(zz¯) 0
−a(zz¯) 0 0
0 0 0
)
.
We subsume the constant terms of M(zz¯) into ξ1(λ), so that a(zz¯) contains purely peri-
odic terms. Note that ωr(0) = ωr .
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Rn(t, λ) =
(
cos(α(t, λ)) sin(α(t, λ)) 0
− sin(α(t, λ)) cos(α(t, λ)) 0
0 0 1
)
,
where the angle α satisfies
α˙ = ωr(λ)+ a(zz¯). (14)
Equation (14) describes the speed of rotation. We find that
ηn(λ) = ωr(λ)
( 0 1 0
−1 0 0
0 0 0
)
.
In normal form, the axis of rotation is ηn = ηn(λ) ≡ (0,0,1)t and the rotation about this
axis is nonuniform since the speed of rotation is periodically modulated (14). In the original
coordinates R(t, λ) is given by (11). Since we have nonresonance the two frequencies ωr
and ωb are independent, hence R(t, λ) is typically quasiperiodic.
The speed of rotation is not changed upon converting from normal form to the original
coordinates and hence has T (λ)-periodic modulations as given by (14).
It remains to compute the axis of rotation v(λ) in the original coordinates. From Propo-
sition 3.1 we have exp(η(λ)T (λ)) = exp(ηˆ(λ)T (λ)), where
ηˆ(λ) = Adexp(P (0,λ))ηn =
( 0 A B
−A 0 C
−B −C 0
)
ωr(λ),
where to lowest order in λ, A = 1 + aλ, B = −c√λ and C = b√λ. Here a, b and c are
constants.
Therefore from (9),
v(λ) = (C,−B,A)t.
The angle θ between v(λ) and v0 = (0,0,1)t satisfies cos(θ) = v1.v0|v1||v0| and so θ is of or-
der
√
λ.
Before the bifurcation the rotating wave is rotating around v0 with constant speed ωr .
After the bifurcation the speed of rotation and axis of rotation are periodically modulated
and the long term motion is around an axis that is tilted from v0 by approximately an angle√
λ. Therefore the path of the modulated rotating wave does not deviate too far from the
original path, see Fig. 4. Projecting down onto the x–y plane we see a meandering pattern
analogous to the SE(2) case, see Fig. 5.
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Fig. 5. Projection of MRW onto x–y plane.
3.3. Resonant bifurcation
Now suppose we have an mth order resonance, ωr ±mωb = 0. A calculation shows that
resonant terms in the normal form first arise at order m, and that the normal form is
R˙ = R{ξ1(λ)+Mnr(z,λ)+Mr(z,λ)}, (15)
where
ξ1(λ) =
⎛⎝ 0 ωr(λ) 0−ωr(λ) 0 0
⎞⎠ , Mnr(z, λ) =
⎛⎝ 0 a(zz¯, λ) 0−a(zz¯, λ) 0 0
⎞⎠
0 0 0 0 0 0
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⎛⎝ 0 0 zmb(zz¯, λ)0 0 zmc(zz¯, λ)
−zmb(zz¯, λ) −zmc(zz¯, λ) 0
⎞⎠ .
Here a is real-valued and b, c are complex-valued. Again, we subsume the constant part
of Mnr(zz¯, λ) into ξ1(λ) so that a(zλ(t)z¯λ(t), λ) contains purely periodic terms. Note that
ωr(0) = ωr and that Mr(z,λ) contains the resonant terms.
We would like to form a solution exp{ξ(0, λ)t + ∫ t0 (Mr +Mnr)} in the usual manner for
a linear matrix differential equation. However this process breaks down when the matrices
Mr and Mnr do not commute.
The main result of this section is that we can construct a leading order solution to (15).
We require the following elementary result.
Proposition 3.2. Let Γ ⊂ GL(n,R) be a Lie Group and LΓ be the corresponding Lie
algebra. Then for A, B close to the origin in LΓ the matrix C = ln eAeB ∈ LΓ is uniquely
defined, and C = A+B +O(|A|2 + |B|2).
Theorem 3.1. The solution to (15) is given by
R(t, λ) = H(t,λ) exp(B(t, λ)) exp(ξ1(λ)t +A(t, λ)),
where
A(t, λ) =
t∫
0
Mnr
(
z(s), λ
)
ds, B(t, λ) =
t∫
0
Ad
(
exp
(
ξ1(λ)s
))
Mr
(
z(s), λ
)
ds,
and H(t,λ) ∈ SO(3) satisfies H(0, λ) ≡ I , H(t,λ) = I +O(λ(m+1)/2).
Proof. First move (15) to a rotating frame via the change of coordinates, R˜(t, λ) =
R(t, λ)e−ξ1(λ)t . Noting that e−ξ1(λ)t ξ1(λ) = ξ1(λ)e−ξ1(λ)t and suppressing the arguments,
we have
˙˜R = R˙e−ξ1t −Re−ξ1t ξ1 = R
{
(ξ1 +Mnr +Mr)e−ξ1t − e−ξ1t ξ1
}
= R˜eξ1t{(ξ1 +Mnr +Mr)e−ξ1t − e−ξ1t ξ1}= R˜eξ1t (Mnr +Mr)e−ξ1t .
Therefore in a rotating frame the ODE for the resonant normal form is
˙˜R = R˜(Mnr + Ad(eξ1t )Mr). (16)
Define A and B as in the statement of the theorem, so A = O(λ1/2) and B = O(λm/2).
We have d
dt
expA(t) = expA(t) A˙(t) (using commutativity), and a calculation using
Proposition 3.2 shows that d
dt
expB(t) = (B˙(t)+E(t)) expB(t) where E(t) = O(λm).
Hence substituting the ansatz R = H expB expA into (16) yields the condition H˙ =
HL(t), where L = (Ad(eBeA)− I )Ad(eξ1t )Mr −E.
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that L = O(λ(m+1)/2). By smooth dependence on initial conditions, H = I +O(λ(m+1)/2).
Passing out of the rotating frame yields the required result. 
Resonant motion in normal form
As usual, we let ωb(λ) denote the Hopf frequency along the branch of T (λ) = 2π/ωb(λ)
periodic solutions zλ(t) for the z˙ equation in (8).
We defined ωr(λ) when formulating the normal form Eq. (15). We now show that there
is a resonance phenomenon along the curve ωr(λ)±mωb(λ) = 0.
This phenomenon occurs in the long term behavior and hence is governed by
R(T (λ),λ).
Theorem 3.2. Along the resonance curve ωr(λ)±mωb(λ) = 0,
R
(
T (λ),λ
)= I +O(λm/2)
is a near-identity rotation around an axis perpendicular to the original axis of rotation
(0,0,1)t.
Proof. In the following computation we work modulo terms that are O(λ(m+1)/2) when-
ever this is convenient. (Certain terms that are O(λ(m+1)/2) are retained, since the reso-
nance curve ωr(λ)±mωb(λ) = 0 involves terms of all orders.)
By definition, Mnr is T (λ)-periodic with no constant terms so A(T (λ),λ) = 0. At res-
onance, ωr(λ)T (λ) = 2πm so that exp(ξ1(λ)T (λ)) = I . Hence by Theorem 3.1,
R
(
T (λ),λ
)= exp(B(T (λ),λ))+O(λ(m+1)/2)= I +O(λm/2),
proving the first statement of the theorem.
The adjoint action of exp(ξ1(λ)s) preserves the zero entries of Mr (acting by rotation
on pairs of nonzero entries) and so B(t) inherits the structure of Mr (vanishing upper-left
2 × 2 minor).
By (9), the axis of rotation is perpendicular to (0,0,1)t as required. 
Remark. A formula for the axis of rotation can be computed to lowest order by computing
B(T (λ),λ). The integrand is T (λ)-periodic, so it suffices to isolate the constant terms to
lowest order. By (3), zλ(t) = a1λ1/2eiωb(λ)t + a−1λ1/2e−iωb(λ)t +O(λ) where a±1 ∈ C.
Hence
Mr =
(
zλ(t), λ
)= λm/2{(am1 eimωb(λ)t + am−1e−imωb(λ)t)M0}+O(λ(m+1)/2),
where
M0 =
( 0 0 b0
0 0 c0
)
and b0 = b(0,0), c0 = c(0,0).−b0 −c0 0
D. Chan / J. Differential Equations 226 (2006) 118–134 131We compute that Ad(exp(ξ1(λ)t))M0 has the same form as M0 except that b0 and c0
become
b0 cosωr(λ)t − c0 sinωr(λ)t, b0 sinωr(λ)t + c0 cosωr(λ)t,
respectively.
Hence, the constant terms in the skew-symmetric matrix Ad(exp(ξ1(λ)t))Mr(zλ(t), λ)
are given at lowest order by a scalar multiple of

⎛⎝0 0 (am1 + am−1)b0 + i(am1 − am−1)c00 0 (am1 + am−1)c0 − i(am1 − am−1)b0
∗ ∗ 0
⎞⎠ . (17)
Integrating to obtain B(t, λ) and evaluating at T = T (λ) yields the same matrix as
in (17) up to a scalar factor. By (9) we obtain the axis of rotation.
Fig. 6. Γ = SO(3): at a resonance with m = 2. Path of MRW after one period.
Fig. 7. Γ = SO(3): at a resonance with m = 1. Path of MRW after forty periods.
132 D. Chan / J. Differential Equations 226 (2006) 118–134In the first period after the bifurcation the reference point of the modulated rotating
wave traces out a path which is close to the original path, see Fig. 6. In subsequent periods
this circle will be rotated around an axis perpendicular to the original axis of rotation by
Theorem 3.2, see Fig. 7. This is in contrast to the nonresonant case where the normal form
solution is rigidly rotating around the original axis.
Resonant motion in original coordinates
As usual in the original coordinates the long term motion of the modulated rotating
wave can be described by the axis of rotation, v(λ), of exp(η(λ)T (λ)).
Proposition 3.3. The axis of rotation of exp(η(λ)T (λ)) is given by
v(λ) = exp(P(0, λ))vn(λ),
where P(t, λ) ∈ LSO(3) is the change of coordinates used to perform the normal form
reduction and vn is the axis of rotation for the normal form solution (3.1).
Proof. Let v = exp(P (0, λ))vn, then from Proposition 3.1,
ηv = Adexp(P (0,λ))ηnv
= exp(P(0, λ))ηn exp(−P(0, λ)) exp(P(0, λ))vn = 0,
since vn ∈ ker(ηn(λ)).
Therefore v ∈ ker(η) and the result follows from (9). 
The axis v(λ) is hence approximately an angle
√
λ away from vn(λ) which is itself per-
pendicular to the axis of rotation for the original rotating wave. The path of the modulated
Fig. 8. Path of the MRW after 10 periods at a resonance with m = 1, in original coordinates.
D. Chan / J. Differential Equations 226 (2006) 118–134 133Fig. 9. Projection of the MRW onto the x–y plane.
rotating wave is similar to what was seen in the normal form. That is the first path is close
to m full circles and as the first path gets rotated around the axis v(λ), the modulated rotat-
ing wave drifts around the sphere, see Fig. 8. Upon projecting down onto the x–y plane we
see the path drifting linearly, Fig. 9, in a manner analogous to the SE(2) case. Furthermore
exp(η(λ)T (λ)) is a small rotation of order λm/2 so for m large the effects of this drift takes
a long time to manifest.
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