In this paper, we propose a low complexity graph-based linear minimum mean square error (LMMSE) equalizer in order to remove inter-symbol and inter-stream interference in multiple input multiple output (MIMO) communication. The proposed state space representation inflicted on the graph provides linearly increasing computational complexity with block length. Also, owing to the Gaussian assumption used in the presented cycle-free factor graph, the complexity of the suggested equalizer structure is not affected by the size of the signalling space. In addition, we introduce an efficient way of computing extrinsic bit log-likelihood ratio (LLR) values for LMMSE estimation compatible with higher order alphabets which is shown to perform better than the other methods in the literature. Overall, we provide an efficient receiver structure reaching high data rates in frequency selective MIMO systems whose performance is shown to be very close to a genie-aided matched filter bound through extensive simulations. 2
I. INTRODUCTION
MIMO systems have attracted much attention in recent years since they potentially provide high spectral efficiency in wireless communication applications. Yet, they require complicated receiver structures so as to handle the distortion caused by the wireless channel characteristics such as the intersymbol interference (ISI) resulting from the frequency selectivity of the channel between each transmit and receive antenna pair.
In recent studies, low complexity equalizer structures are proposed to mitigate those distorting effects in MIMO ISI channels. Although, frequency domain (FD) approaches hold an important place in the literature [1] , [1] , [2], [2]-[4], due to the problems related to FD methods, low complexity time domain approaches have drawn interest from the perspective of the lately studied factor graph theory [5] - [10] . Belief propagation and sum product algorithms on factor graphs were proposed for both single input single output (SISO) and MIMO systems [11] , [12] , but they have O(MP ) complexity per symbol where M is the constellation size andP is the total number of non-zero interferers.
The Guassian assumption utilized in the equalizer structures which provides constant complexity with increasing alphabet size has become popular lately. As an example, Kalman filtering was proposed for coded frequency selective MIMO systems in [13] . However, it has O(P 3 ) complexity per symbol where P is the number of interferers, and more importantly lacks the improvement that backward recursion provides. On the other hand, the Gaussian message passing (GMP) rules including Kalman filtering (forward recursion) and Kalman smoothing (backward recursion) operations are derived [7] , [9] and used in the implementation of LMMSE equalization on factor graphs. This approach has the advantage of complexity linearly increasing with block length N as compared to conventional block LMMSE filter's O(N 3 ) complexity [14] . Although the factor graph structures with cycles using the GMP rules were proposed for SISO and MIMO ISI channels respectively in [15] , [16] , our main focus is the cycle free ones due to exact equivalence to LMMSE filtering avoiding any iterations. There are two different cycle free factor graph structure presented in the literature for SISO systems [10] , [17] . The generalization of [10] to MIMO ISI channels was proposed in [18] which still has O(P 3 ) complexity per symbol. In addition, the mentioned studies including the GMP rules do not have any performance results for modulation types other than BPSK signaling due to the lack of LLR exchange algorithm.
In this study, however, we reduce the complexity to O(P 2 ) per symbol with the help of a factor graph structure which takes its roots from [17] . Moreover, using Gaussian approximation of GMP rules keeps the complexity of the graph algorithm constant with the increasing constellation size.
In addition, the presented approach here brings the ease of involving existing a priori information of the transmitted symbols, hence perfectly matched with the turbo concept for coded systems.
It is also well suited to fast fading environments since the channel taps (possibly time-varying) are directly included in the graph. Therefore, the proposed structure is a very advantageous way of implementing LMMSE filtering for equalization of MIMO ISI channels.
Another important contribution of this study is the proposed LLR exhange algorithm for M-QAM signaling. LMMSE equalizers involved in turbo decoders need a method for transition to binary domain, i.e., bit LLR domain. In the literature, there were effective approaches to obtain bit LLRs from the LMMSE equalizer outputs, such as the Wang-Poor (WP) approach [19] , [20] and the Joint Gaussian (JG) approach [21] . However, applying the WP or JG approaches directly is computationally intensive for factor graphs. Although a simplified expression for extrinsic LLR computation was proposed in [17] for BPSK signaling only, there is no such a work for higher order constellations in the literature within the knowledge of the authors except the heuristic methods in [22] , [23] . To fill up this gap, we derive a transformation from the graph outputs to the bit LLRs based on the WP approach for higher order modulation alphabets. Owing to this key connection, extrinsic bit LLR values can be obtained in accordance with the graph solution without major complexity increase.
In summary, two main contributions of this study can be listed as • a state space graph for time domain LMMSE equalization of MIMO ISI channels with a reduced complexity as compared to the techniques in the literature,
• a computationally simple method to obtain extrinsic bit LLRs from LMMSE equalizer outputs for M-QAM signaling in both SISO and MIMO systems.
Overall, the performance of the proposed extrinsic bit LLR producing algorithm is shown to be better as compared to the heuristic methods in the literature for M-QAM signaling. Also, the performance of the extended LMMSE equalizer using this LLR producing algorithm is shown to be very close to a hypothetical genie-aided matched filter bound [24] through extensive simulations which makes it an efficient receiver that can reach high data rates in frequency selective MIMO systems.
The paper is organized as follows. Section II gives the system model. Section III presents our proposed factor graph-based LMMSE equalizer design. In Section IV, the proposed LLR exchange algorithm is analyzed in details. We discuss the computational complexity of the suggested receiver in Section V. Section VI presents the bit error rate (BER) performance results of the proposed receiver structure. Lastly, Section VII concludes the paper.
II. SYSTEM MODEL
The notations used in the paper are organized as follows. Lower case letters (e.g., x) denote scalars, lower case bold letters (e.g., x) denote vectors, upper case bold letters (e.g., X) denote matrices. For a given random variable x; m x , v x , w x and w x m x denote its mean, variance, weight and weighted mean values respectively where w x v −1
x . For a given vector random variable x; We can model the given discrete-time system at time k as
where L is the number of channel taps; N is the transmission block length; H i is the N r × N t channel matrix at time i; x k is the transmitted symbol vector of size N t at time k; y k is the observation vector of size N r at time k and n k represents additive white circularly symmetric complex Gaussian noise vector with zero mean and covariance N 0 I Nr at time k, i.e., n k ∼ CN(0, N 0 I Nr ). The input symbol sequence is assumed to include independent, identically distributed (i.i.d.) random variables and the transmitted symbol vector x k at time k is
where x k,l is the symbol transmitted at the l th transmit antenna at time k and its average energy is defined as E s , i.e., E{|x k,l | 2 } E s . For notational convenience, we define J L − 1 which denotes the memory of the channel.
The matrix representation of (1) could be written as below by combining all observations with the help of multiplexing operation in Figure 1 y =Hx + n, where (4)
For the described system model, the details of the proposed equalizer structure are given in the subsequent section.
III. GRAPH BASED LMMSE EQUALIZER FOR MIMO ISI CHANNEL
In this section, we elucidate the proposed graph structure together with the message passing algorithm. The GMP rules generated for the graph implementation of LMMSE estimation in [5] - [8] are operated on the constructed graph in which all state variables are assumed to have Gaussian distribution. Therefore, each state variable is represented by a mean and variance value on the graph which makes it a suitable receiver for higher order constellations. Before going into the details of message passing rules, we begin with the state space representation of the system presented in Section II to construct the graph structure. For the system described in Figure 1 , the observation vector at time k given in (1) can be rewritten as
where
We use (7)-(9) to construct the state space graph representation of the MIMO ISI channels similar to [17] which discusses the SISO ISI channel case. For transitions to the next time instant,
...
Fig. 2: Factor Graph of MIMO ISI Channel
where 0 denotes the all zero matrix of the specified size and I j denotes the identity matrix of size j. It can be seen that
The factor graph representation corresponding to (7)-(13) can be seen in Figure 2 . LMMSE equalization is performed on this graph with the help of the GMP rules which are first proposed in [5] and later discussed in [6] - [8] , [17] . Each state variable vector on the factor graph is assumed to have Gaussian distribution and represented by a mean vector (m x k ) and a covariance matrix
A posteriori mean (m post x k ) and covariance (V post x k ) of the state variables are calculated through the GMP rules which are applied in forward and backward recursions by use of the observations (y) and the a priori information (m ↓ x k ,V ↓ x k ) coming from the APP decoder. In Table I of Appendix B, some of the GMP rules for basic blocks [7] , [17] are provided for self-containment. Those rules could be directly applied to the building blocks of the graph in However, the direct application results in quite a few N t L-size matrix inversions each of which
. Hence, we also list the GMP rules for composite blocks obtained by matrix inversion lemma [25] in Table II of Appendix B to reduce the computational complexity. A brief description of the forward and backward recursion algorithms which use the given GMP rules is provided below for the k th building block. The arrows are used so as to show the direction of the messages as a similar notation to [6] - [8] , [17] .
• Forward Recursion:
We aim to reach the information related to the state x k+1 by use of the known values of the state x k obtained by the previous building block and the operations given below. Following the direction from left to right on the k th building block of the graph in Figure 2 , we compute − → m
previous building block and the observation vector y k through (62)-(63). As the next step for the calculation of − → m z k+1 and − → V z k+1 , we use (58)-(59). With the obtained − → m z k+1 , − → V z k+1 values and the a priori information provided by the APP decoder (m ↓ x k+1 , V ↓ x k+1 ), the mean and variance values of the state vector x k+1 are computed by (54),(56),(58), (59) and used in the next building block as input. By repeating this process for all the building blocks in a serial order, forward recursion is completed.
• Backward Recursion: In each building block, the purpose is to obtain the weight matrix and the weighted mean vector of the state x k from the known information related to the state x k+1 provided by the previous building block. Following the direction from right to left on the k th building block, first we compute
with the help of the a priori information coming from the APP decoder (m ↓ x k+1 , V ↓ x k+1 ) and the obtained information of the state x k+1 (
are computed by (60)-(61), they are utilized in (52)-(53),(60)-(61) together with the observation vector y k so as to reach
These operations are applied to each building block serially in a similar way to forward recursion except message passing direction.
When forward and backward recursion is completed, the output mean and covariance variance of each state vector x k are calculated with the help of the obtained
as in [5] , [17] :
The diagonal elements of V post x k give the a posteriori variance values of the symbols sent from all transmit antennas between the time instants k − J and k as given by
diag{V post
. . . diag{V post x k }], and
In a similar way, the elements of m post x k includes the a posteriori mean values of the state vector
x k as below:
Since the elements of the state vector x k is shifted by N t symbols through the way to x k+1 , this shift is also seen at the output mean vectors and variance matrices as below:
It should be noted that the symbols sent from different transmit antennas are assumed to be independent. So, the a priori information related to x k is involved in the factor graph as
where m prio x k,l and v prio x k,l are the mean and variance values computed under the Gaussian assumption by using the LLR values obtained by APP decoder.
An algorithm is needed to convert the output of the LMMSE equalizer, which is in the form of mean and variance values at this point, to the extrinsic bit LLRs. In the next section, we propose an algorithm consistent with the factor graph to maintain the low complexity for higher order alphabets.
IV. LLR EXCHANGE ALGORITHM COMPATIBLE WITH THE GRAPH
APPROACH LMMSE equalizer used in turbo decoders needs an algorithm to transit between binary, i.e., bit LLR domain, and Gaussian domain. There are mathematical models for the extrinsic bit LLR computation of the LMMSE equalizer in the literature such as the WP [19] , [20] and the JG approaches [21] which are not suitable for the graph based LMMSE equalization due to their high computational complexity caused by matrix inversions of size N t N. In [17] , considering the graph outputs, the mathematical expression of the extrinsic bit LLRs with respect to the JG approach was simplified for BPSK signaling. Also, the authors of [17] shows the equivalence between the JG and WP approaches for BPSK signaling. However, there is no mathematically justified reduced complexity LLR exchange algorithm for higher constellation sizes in the literature to the best of our knowledge. Despite the fact [22] proposed an intuitive method for M-QAM signaling without any simulation results, we have observed that equation (8) in [22] causes both diversity and SNR losses as shown in Section IV-A. Moreover, we have also proposed a heuristic algorithm in which both the intrinsic and the a priori LLRs are computed under the Gaussian assumption presented in [23] . Although it has much better performance than the one in [22] for M-QAM signaling, there exists no scientifically proved basis for the idea behind our heuristic method. Also, as given in the comparative results in Section IV-A, the WP approach simplified here, on which we will base our proposal, is observed to perform better for M-QAM signaling in comparison to both methods in [22] , [23] .
In the subsequent section, we provide the mathematical relation between the graph based LMMSE equalizer outputs (a posteriori mean and variance values) and the bit LLRs for higher order modulation alphabets. Hence, owing to this key connection, extrinsic bit LLR values from LMMSE estimation can be obtained easily in accordance with the graph solution without any major complexity increase.
A. Simplified WP Approach for Graph Based LMMSE Estimation
WP approach is a famous extrinsic bit LLR computation method for LMMSE estimation which was first presented in [19] and later proposed to be used in iterative decoder structures in [20] for SISO systems. Since the input symbols are independent and identically distributed, the multiple number of transmit and receive antennas results in just an enlargement in signalling space and does not pose a problem to utilize WP approach for our MIMO system.
For clear understanding, we can rewrite the system model presented in (4) as
where h k,j is the ((k −1)N t +j) th column vector of the channel convolution matrix H which corresponds to x k,j as given by
According to the WP approach, Gaussian approximation is held after the LMMSE equalization process [19] , [20] . In other words, the residual interference plus noise term at the output of the LMMSE equalizer can be well approximated by Gaussian distribution [19] , [20] . Hence, the filtered observation at time k for the j th transmit antenna (x k,j ) given an input symbol is assumed to have Gaussian distribution, i.e., the probability density function (pdf) of p(x k,j |x k,j = s) ∼ N(µ k,j s, σ k,j ) with s ∈ S where S is the modulation alphabet [20] . An equivalent model for this approximation can be written similarly to [19] aŝ
where η k,j ∼ N(0, σ k,j ). To reach the extrinsic information following the same method in [20] , we rearrange the expression of the filtered observation at time k for the j th transmit antenna by setting m prio x k,j = 0 and v prio x k,j = 1 so that it does not depend on the current a priori information (m prio x k,j , v prio x k,j ), which givesx
where w k,j is the LMMSE filter coefficient vector with length N r (N+J) for the k th transmitted input symbol from the j th antenna as expressed by
and, µ k,j and σ k,j are obtained as [20] µ k,j =w H k,j h k,j
If the k th transmitted symbol from the j th antenna is represented by b bits of [c 1 k,j c 2 k,j . . . c b k,j ], then the extrinsic LLR value of the q th bit of the k th symbol from the j th antenna could be expressed by considering the Gaussian assumption in (25) as
where S q,0 (S q,1 ) denotes the subset of the modulation alphabet S with symbols whose q th bit is 0 (1), and p(x k,j = s)'s are the a priori symbol probability for the k th transmitted symbol from the j th antenna. Using Bayes Rule [26] , (31) can be rewritten by considering the Gaussian assumption in (25) as
where p(x k,j |x k,j = s) ∝ exp(−|x k,j − µ k,j s| 2 /σ 2 k,j ).
As can be seen in (26) (27) (28) (29) (30) , the complexity of findingx k,j , µ k,j and σ k,j values is O(N 3 N 3 r ) and mainly determined by (27) which involves a matrix inversion of size N r (N +J). Moreover, there is no mathematical simplification in the extrinsic bit LLR expression in (32) for M-QAM signalling due to the summation over symbols unlike the BPSK signalling case discussed in [17] .
Hence, this version of WP approach is not suitable for the graph based LMMSE equalization.
The expressions in Proposition 1 below provide the key connection between the graph outputs (a posteriori mean and variance values) and the WP parameters (x k,j , µ k,j and σ k,j ) with no major complexity increase. Proposition 1: WP parameters necessary to evaluate the extrinsic LLR can be found based on the graph outputs, namely a posteriori mean and variance values, through expressionŝ
The proof of Proposition 1 is given in Appendix A.
With the help of (30) and (34) (35) , the parameters of WP method (x k,j , µ k,j , σ k,j ) are easily computed by applying simple operations to the graph outputs and utilized in (32) to reach the extrinsic bit LLRs related to each transmitted symbol. When we consider the computational complexity of the proposed extrinsic bit LLR computation algorithm, the dominant contribution is due to (32) which has O(NN t M log 2 M) complexity per turbo iteration. To reach the overall complexity of the presented turbo receiver structure, one may consider this part, too. However, any equalizer structure using M-QAM modulation requires an algorithm to obtain the bit LLR values from the symbol probabilities which results in a complexity similar to that of (32) . For a SISO system, the method described above can be easily adapted by setting N t = N r = 1 that removes the index j in (23)-(35) which indicates the transmit antenna number.
B. Simulation Results for the Simplified WP Approach
The performance results of our proposed extrinsic bit LLR computation method for 64-QAM signalling as compared to the ones in [22] , [23] are given in Figure 3 . Simulations are conducted for a SISO system under the static ISI channel whose tap amplitudes are given by
A convolutional code with rate 1/2 and generator polynomial (133, 171) is used, and the LMMSE equalizer is operated in a turbo decoder using 5 iterations. To serve as a benchmark for the performances in ISI channel, we also simulate the LMMSE equalizer under 3 turbo iterations for AWGN (single-tap) channel shown by black dashed line called AWGN (Iterative-LMMSE). In addition, the blue solid line, called AWGN (Non-iterative),
shows the non-iterative receiver performance for AWGN channel. To obtain this performance, the APP decoder is operated only once by using the bit LLR values which are generated from the conditional probabilities given each of 64 points in the constellation for each input symbol.
The explicit computation of the LLR value of the q th bit of k th symbol entered to the APP decoder, L AW GN,N I , is
and S q,0 (S q,1 ) denotes the subset of the modulation alphabet S with symbols whose q th bit is 0 (1). It should be noted that in Figure 3 , performance difference is observed between the iterative and the non-iterative receivers under AWGN channel. The reason is that the BER performance is improved by turbo iterations under the bit interleaved coded modulation with such a large signalling space (64-QAM) even in AWGN channel as studied in [27] , [28] .
Among the LMMSE equalizer performances, it is seen that at 10 −4 BER level, there is more than 4 dB and nearly 2 dB gain of the proposed method with respect to the LLR exchange schemes in [22] and [23] respectively. Another important point to mention is that the method in [22] given by equation (8) leads to no improvement in performance as the number of turbo iterations increases. Also, our previous heuristic method described in [23] needs a scaling operation which multiplies the bit LLR values at the output of the LMMSE equalizer to reach the presented performance in Figure 3 . Since finding the optimal scalar value requires exhaustive search for each different configuration, the method in [23] is not a practical solution either.
Hence, the simplified version of the Wang Poor approach for factor graphs seems to be the best choice for M-QAM modulation among the other proposed solutions. Therefore, we use this method for the LLR computation in the rest of our study.
C. Convergence Properties of the Proposed Receiver
In this section, the convergence properties of the proposed LLR exchange algorithm for the LMMSE equalizer are investigated. For this purpose, we observe the evolution of the mutual information between the transmitted bit and the corresponding LLR value similar to the studies in [29] - [31] . More specifically, the information content function for the MIMO system in (7) is written as given in [29] , [30] 
where Z = {Z q k,j } is the extrinsic information sequence in log domain for all the bits sent over the transmit antennas and its elements are expressed as
and L(c q k,j ) in (39) denotes the extrinsic bit LLR value related to the q th bit of the k th transmitted symbol from the j th antenna.
Since we are interested in the reliability at the output of the APP decoder after each turbo iteration, we compute (38) by taking L(c q k,j ) = L AP P (c q k,j ) in (39) where L AP P (c q k,j ) denotes the extrinsic bit LLR values at the output of the APP decoder. Using Monte Carlo simulations for the SISO-ISI scenario under 64-QAM detailed in Section IV-B, we obtain the average information content at the output of the APP decoder with respect to the number of turbo iterations for different SNR values. Consequently, the resulting convergence characteristics of the proposed LLR exchange method is given in Figure 4 .
It can be seen in Figure 4 that the reliability of the extrinsic information converges to a point with the growing number of turbo iterations. Moreover, for larger SNR values, the information content converges to a larger value (meaning more reliable estimation) much faster. For example, for E s /N 0 = 12.77 dB, only 5 turbo iterations are sufficient for the information content to converge to a much higher value than the convergence points for smaller SNR values.
Overall, LMMSE equalization with the proposed extrinsic LLR exchange method is advantageous with its reduced complexity, superior performance results and satisfactory convergence properties.
V. COMPLEXITY ANALYSIS
The major contribution to the complexity of the proposed graph structure is caused by the matrix inversions in (14-15), (64) and (67). In each building block, (64) and (67) need to be calculated with a complexity of O(N 3 r ) since they involve matrix inversions of size N r thanks to the applied matrix inversion lemma. On the other hand, (14) and (15) are applied only once for every L building blocks with a complexity of O(N 3 t L 3 ) owing to the shifting property of the state vectors as observed in (20) . Hence, it corresponds to O(N 3 t L 2 ) for each building block, i.e., each time instant, where there are N building blocks in our system. Therefore, the overall complexity is O(N · max{N 3 r , N 3 t L 2 }) which is equal to O(NN 3 t L 2 ) in most of the cases. As a result of this discussion, the overall complexity per symbol per transmit antenna is O(N 2 t L 2 ). To reach the bit level complexity, we need to add O(NN t M log 2 M) complexity of bit LLR computation method described in Section IV. However, to make a fair comparison to the previous studies, we continue with the complexity for symbol level, i.e., O(NN 3 t L 2 ) since they gave their complexity analysis in this form.
When we consider other methods in the literature, [12] proposed the belief propagation over factor graphs for frequency selective MIMO systems with a complexity of O(NM NtL ) whereL is the number of non-zero channel taps. When a high order modulation alphabet is used in a dense channel, O(NM NtL ) is much greater than O(NN 3 t L 2 ) complexity of our method. In addition, the proposed Kalman filtering solution in [13] , which is deprived from the improvement of backward recursion (Kalman smoothing), has a complexity of O(NN 3 t L 3 ). Also, the complexity of the lately studied LMMSE equalizer in [18] which was proposed to implement using a different factor graph structure from ours is O(NN 3 t L 3 ) which is still greater than the complexity of the structure in this study. Moreover, although the result of the LMMSE estimation in [18] is the same as our graph output on Gaussian domain, it results in an error floor for large SNR values due to their LLR exchange algorithm between Gaussian and binary domains. Overall, our proposed LMMSE solution is a practical receiver for high data rate applications with its lower complexity than those presented in the literature and its close performance to matched filter bound to be presented in the subsequent section.
VI. SIMULATION RESULTS
We conduct our simulations under quasi-static Rayleigh fading channels with independent ISI taps, i.e., each tap is constant over one block and change independently from block to block.
The ISI channel between each transmit-receive antenna pair has identical, equal power delay profile, i.e., all L taps have equal power which is normalized so that the total power of channel response is unity,
where h ij (k) is the k th channel tap between the j th transmit antenna and i th receive antenna.
The simulations are based on the system model in Figure 1 with a random interleaver and a rate 1/2 convolution code whose generator matrix is (7, 5) 8 under the modulation types of BPSK and 16-QAM. In all simulations, there are a total of 4096 data bits which are coded, interleaved and then modulated. The modulated symbols are distributed to the transmit antennas by a spatial multiplexing operation as given in Figure 1 .
For the LLR exchange process between the LMMSE equalizer and the APP decoder, we use the WP approach explained in Section IV. With our proposed bit LLR exchange algorithm, there is no need to apply scaling operations to the extrinsic LLR values at the output of the LMMSE equalizer and the APP decoder to improve the performance contrary to the turbo decoding algorithms in the literature [15] , [16] , [32] , [33] .
For all the configurations below, we also provide the matched filter bound (MFB) performances as a benchmark to make a comparison. The MFB performances are obtained under the assumption that the symbols which cause interference to the interested symbol due to multi-path and multiantenna effects are perfectly known by the receiver for each interested symbol [24] . Hence, it is practically impossible to reach MFB performance for any receiver structure. We take MFB performance as a genie-aided lower bound for the proposed scheme.
The bit error ratio (BER) performance of the proposed factor graph based LMMSE equalizer is given in Figure 5 for BPSK signalling with N t = N r = 2 under a 5-tap channel. This is the same configuration as the one in [18] except the interleaver type which is S-random in [18] . The proposed method has nearly identical performance with the one in [18] for low SNR values as expected since both algorithms implement time domain LMMSE filtering operation. Moreover, the error floor observed in high SNR regions in [18] , which is caused by its extrinsic LLR exchange algorithm, does not occur here. Also, the performance of the proposed method is very close to the MFB below the BER value of 10 −3 without any diversity loss or error floor. In addition, it can be seen that there is no significant improvement after 3 turbo iterations which means only 3 iterations are sufficient for this configuration. Also, we would like to present the performance of a more challenging scenario with higher order constellations which was not presented in the studies including Gaussian approximation over a factor graph in the literature so far. Figure 6 depicts simulation results for 16-QAM signaling under a 4-tap ISI channel with N t = N r = 2. It can be seen from Figure 6 that the proposed method has a performance which is less than 1 dB away from the MFB performance below the BER value of 10 −4 for 7 turbo iterations. The increased constellation size leads to a higher number of turbo iterations for good performance, but turbo iteration number is not a direct multiplier of computational complexity since all packets do not require 7 iterations.
Moreover, the constellation size M is included only in the complexity term related to the bit LLR computation method in a linearly increasing fashion. Hence, our method is a practical choice as a receiver structure with its solid performance while achieving higher data rates.
VII. CONCLUSION
In this study, we developed a factor graph structure for the LMMSE equalization of frequency selective MIMO channels. Our proposed graph has the advantage of low complexity as compared to the conventional block LMMSE filtering operation and the other graph based LMMSE filtering approaches in the literature. In addition, we provided an efficient way of computing extrinsic LLR values of LMMSE equalization for M-QAM constellations based on the well-known Wang-Poor (WP) approach with no major complexity increase. In other words, we have shown the mathematical relation between the output of the LMMSE equalizer and the WP parameters in a suitable fashion for factor graph. To sum up, we proposed a low complexity, practical LMMSE equalizer for turbo decoding of MIMO ISI channels with a good performance as confirmed by our simulation results. Our method comes forefront particularly for higher constellation sizes with its low computational complexity owing to the Gaussian assumption used in the factor graph and the proposed bit LLR exchange algorithm.
VIII. APPENDIX A: PROOF OF PROPOSITION 1
The LMMSE filter coefficient vector for the k th transmitted symbol from the j th transmit antenna, w k,j , previously given in (27) can be rewritten as
By matrix inversion lemma [25] , (41) could be simplified to
Inserting (43) 
The outputs of the LMMSE equalizer, the a posteriori mean and variance values, are defined in [34] and used in [17] as In order to derive the expression given in (35), we use (28) and (29) so that the relation between σ k,j and µ k,j is obtained as
Inserting the expression for w k,j in (43) to (49) results in µ k,j σ 2
Using (45) (51)
The derivations given above provide a mathematical transition between the LMMSE equalizer outputs and the commonly used WP approach for the extrinsic LLR calculation which is very useful particularly for the graph based LMMSE algorithms for M-QAM modulation.
IX. APPENDIX B: GMP RULES FOR BASIC AND COMPOSITE BLOCKS
The GMP rules for basic blocks derived in [7] and later used in [17] are given in Table I . Due to high computational complexity caused by matrix inversion operations in Table I , we present the simplified versions in Table II by using matrix inversion lemma [25] for the composite blocks involved in our factor graph structure in Figure 2 . [7] , [17] Blocks GMP Rules 
where [4] X. Yuan, Q. Guo, and L. Ping, "Low-complexity iterative detection in multi-user MIMO ISI channels," Signal Processing
