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1. Introducció
Aquesta memòria pretén reflectir el treball realitzat en la creació d'una aplicació que permeti la  
simulació de xarxes sense fils.
Amb el  desenvolupament  del  projecte,  s'ha  aprofundit  en  la  utilització  d'eines  dedicades  a  la 
virtualització, coneixent una part d'aquesta àmplia branca de la informàtica. Amb aquestes eines 
s'han estudiat les seves característiques i  el seu funcionament per fer possible el propòsit  de la 
simulació. Per fer aquest treball més entenedor, s'ha creat una aplicació que  permeti la utilització i  
configuració d'aquestes eines estudiades de forma transparent amb el propòsit de crear, modificar i  
simular xarxes virtuals sense fils.
El  document,  en  primer  moment  explicarà  les  eines  examinades  i  mostrarà  la  instal·lació  i 
configuració de les escollides, és a dir, de les que s'ajusten més a les exigències del projecte.
Un cop exposada la base del sistema, es procedirà a explicar de forma clara i entenedora el procés 
de creació de la xarxa i modificació mitjançant l'aplicació. Aquesta explicació es farà a mètode de 
manual, mostrant totes les opcions establertes i les possibles exigències que poden tindre. A més de 
la creació de la xarxa, també és mostrarà el mètode que té l'aplicació per fer possible introduir els  
protocols d'encaminament a la xarxa virtual creada per tal de completar el sistema i la simulació de  
la xarxa sense fils.
Finalment, per donar-hi sentit a l'aplicació i al projecte en la seva totalitat, a més d'explicar de  
forma més complerta totes les opcions que té, al final del document s'exposen diferents usos que 
pot tindre el treball plantejant una sèrie de problemes i donant-li una solució a aquests.
Per últim i per acabar el document, s'adjunten una sèrie d'enllaços  on es poden descarregar totes 
les eines utilitzades per fer possible el projecte i tots els scripts realitzats que conformen l'aplicació. 
1.1 MOTIVACIÓ
Hi han diferents raons per a la creació d'aquest projecte, però la principal i la més important és el  
poder haver fet una investigació en un àmbit que personalment m'agrada (xarxes) i obtenir nous  
coneixements sobre xarxes sense fils, la utilització d'unes eines destinades a la virtualització no 
gaire emprades i crear una aplicació amb possibilitat de donar-li un ús en la vida real.
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Aquesta utilització real pot anar dirigida completament per a projectes com guifi.net [1]. Guifi.net 
és una  xarxa sense fils constituïda per particulars, empreses i administracions majoritàriament de  
Catalunya i País Valencià i la seva principal característica és que és oberta (qualsevol pot veure  
com està construïda i té la capacitat de millorar-la, mantenir-la i ampliar-la), és lliure (no s'imposen 
restriccions ni es limita l'ample de banda) i  neutral respecte als continguts (pot circular qualsevol 
contingut que algú necessiti). Permet l'accés a Internet, unió de seus d'empreses, backup de dades, 
mirrors de servidor, entre altres utilitats.
 Guifi.net compta  actualment  amb  més  de  15.000  nodes  operatius  i  actualment  estan 
projectats més de 8.000. 
 A raó d'aquí es pot pensar en la utilització de l'aplicació on es pugui testejar la instal·lació 
d'aquests  nodes,  comprovar  el  seu  comportament  i  veure  com  funcionarien,  millorar  les 
instal·lacions  i  les  topologies  de  xarxa  actuals.  També l'aplicació  permetria  testejar  i  veure  el 
resultat de la creació de nous protocols d'encaminament específics per a xarxes sense fils. 
1.2 OBJECTIUS DELS PROJECTE
Objectiu principal
El  projecte  consta  principalment  en  el  desenvolupament  d'una  aplicació  que  permeti  la 
configuració d'una xarxa sense fils virtual. I que amb aquesta aplicació es permeti experimentar 
amb algun protocol d'encaminament com per exemple B.A.T.M.A.N. i simular el seu funcionament 
en la xarxa virtual creada.
Per poder emular la xarxa es faran servir  màquines virtual.  Aquestes màquines virtuals,   amb 
funció de nodes, es connectaran entre elles mitjançant un switch virtual. L'usuari podrà escollir el 
nombre de nodes i la topologia de xarxa que prefereixi, així personalitzant completament la xarxa 
que vulgui  emular.  Per  a  la  comunicació entre  nodes,  l'usuari  podrà  escollir  fer-ho mitjançant 
connexions entre nodes i taules d'encaminament o amb algun protocol de routing. A més, podrà 
modificar el funcionament dels nodes introduint retards, pèrdues de paquets, etcètera, per simular 
d'una manera més exacta el funcionament de la xarxa sense fils.
Per fer possible aquesta simulació, l'aplicació compta amb tres scripts diferents creats amb BASH, 
un on es pot crear i configurar la xarxa (ManageVN.sh), i els altres dos per configurar i provar  
9
Testbed d'una xarxa sense fils amb màquines virtuals 1. Introducció
B.A.T.M.A.N (ManageBTM.sh i ManageBTM-ADV.sh).
Objectius específics
• Experimentació amb diferents tipus de màquines virtuals i elecció de la més adient per 
a les especificacions del projecte.
• Manegament d'eines de virtualització com Open Vswitch.
• Creació i personalització d'una xarxa virtual sense fils mitjançant comandes Linux.
• Experimentació  de  comandes  que  permeten  controlar  el  tràfic  que  passa  per  les 
interfícies de xarxa.
• Creació  d'un  script  on  englobi  totes  les  opcions  disponibles  per  a  crear  la  xarxa,  
configuració, topologia, etcètera.
• Experimentació i implementació de protocols de routing de xarxes sense fils.
• Creació d'un script que englobi totes les opcions per encendre B.A.T.M.A.N., apagar-
lo i provar el seu funcionament dins d'una xarxa virtual creada
• Veure la possible utilitat de l'aplicació que pot tindre en un problema real.
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2. Descripció del projecte
2.1 EINES
Les eines utilitzades seran les necessàries per poder establir el sistema per a que l'usuari pugui crear  
la xarxa sense fils virtual. Totes aquestes eines són de codi obert.
Màquines virtuals
Una màquina virtual és un software completament aïllat que pot executar els seus propis sistemes  
operatius i aplicacions com si fos un ordinador físic. Per tant, aquest software es comporta igual 
que un ordinador físic, que conté la seva CPU virtual, disc dur, memòria...per això els processos 
executats per una màquina virtual estan limitats pels recursos assignats.
Avantatges de les màquines virtuals:
• Compatibilitat:  són  completament  compatibles  amb  sistemes  operatius  x86, 
aplicacions i controladors de dispositius estàndard, de forma que es pot executar el 
mateix software que en un ordinador x86 físic.
• Aïllament:  encara  que  comparteixin  recursos  físics,  les  màquines  virtuals  estan 
completament aïllades entre elles, és a dir, que si una màquina virtual cau no afecta al  
funcionament  de  les  altres.  L'aïllament  és  un  factor  important  perquè  proporciona 
disponibilitat i protecció de les aplicacions que s'estan executant en cada màquina. 
• Encapsulament:  fa  que  les  màquines  siguin  completament  portàtils  i  fàcils  de 
gestionar. Es pot moure i copiar una màquina virtual com qualsevol arxiu, fins i tot  
emmagatzemar en qualsevol medi d'emmagatzemament, com una memòria USB.
• Independència del hardware: com ja s'ha explicat, es pot configurar la màquina virtual  
amb  els  seus  components  virtual,  que  poden  ser  completament  diferents  als 
components físics de l'ordinador.
Per poder virtualitzar múltiples sistemes operatius alhora en la màquina  host s'utilitza la tècnica 
anomenada  hipervisor  (hypervisor).  L'hipervisor  presenta  als  sistemes  operatius  hostes  una 
plataforma de funcionament virtual i administra l'execució de les màquines virtuals. Existeixen dos 
tipus d'hipervisors:
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• Tipus  1:  corren  directament  en  el  hardware  de  la  màquina  nativa  per  controlar  i 
administrar els sistemes operatius hostes. Aquests sistemes operatius corren en un altre 
nivell  més  amunt  de  l'hipervisor.  També  s'anomenen  paravirtualitzadors 
(paravirtualization - PV).
• Tipus 2: corren dins de l'entorn del sistema operatiu de la màquina nativa. Amb la capa 
de  l'hipervisor  com  a  un  segon  nivell  de  software,  els  sistemes  operatius  hostes 
s'executen en un tercer nivell per sobre del hardware, on aquests comptaran amb un 
hardware  virtual.  També  s'anomenen  virtualitzadors  per  hardware  (hardware 
virtualization - HVM).
A part  de  l'hipervisor,  existeixen  altres  tècniques  per  a  la  virtualització  com  l'emulació  i  la  
virtualització a nivell de sistema operatiu:
• Emulació: es basa en crear màquines virtuals que emulen el hardware d'una o varies 
plataformes  hardware  diferents.  Simula  completament  el  comportament  de  la 
plataforma  hardware  implicant  que  cada  instrucció  que  s'executi  en  aquesta  sigui 
traduïda al hardware real.
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• Virtualizació  a  nivell  de  sistema  operatiu  (OS-level  virtualization):  tècnica  que 
consisteix  en  dividir  el  sistema  operatiu  en  varis  compartiments,  anomenats 
containers, on a cada compartiment permet instal·lar altres sistemes operatius. Aquesta 
tècnica és un estil a la comanda chroot de Linux, però amb la diferència de que cada 
compartiment posseeix la seva pròpia interfície de xarxa i es poden aplicar limitacions 
de CPU, disc, etc.
Per  poder  crear  l'aplicació  s'han  de  crear  els  nodes  de  la  xarxa  mitjançant  màquines  virtuals.  
Aquestes màquines emularan als routers, per tant, han de consumir pocs recursos i ser lleugeres (en 
cas d'encendre varies d'elles alhora que no provoquin la ralentització de la màquina hoste) i també 
que siguin totalment personalitzables,  és a dir,  donar la possibilitat  a l'usuari  de poder escollir  
diferents característiques de les màquines per poder emular la xarxa desitjada.
Actualment hi ha una llarga llista de màquines virtuals creades per diferents companyies i amb 
diferents propòsits.  En el  cas d'aquest  projecte,  he triat  varies que compleixin les condicions i  
després de comparar-les he escollit VirtualBox com la més adient. A continuació s'expliquen les  
màquines virtuals comparades fent èmfasi amb VirtualBox:
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• Xen  (neXt  gENeration) [2]:  és  un  monitor  de  màquina  virtual  de  codi  obert 
desenvolupat per la Universitat de Cambridge on suporta la virtualització d'hipervisor 
de tipus 1 i 2. Permet l'execució de moltes màquines virtuals (anomenades domains) 
que  són  gestionades  pel  Domain0,  que  alhora  és  el  responsable  d'interactuar  amb 
l'hipervisor. Es preserven totes les característiques dels sistemes operatius en equips 
senzills sense que hi hagi problemes, proporciona aïllament per millorar la seguretat  
dels sistemes operatius i control de recursos com garanties de qualitat de servei.





Un cop instal·lats els paquets, s'ha de bootar el sistema i escollir l'opció de Xen en el  
grub, que és un kernel modificat a l'original on correrà també Xen. Si en cas de que no 
s'hagi modificat, s'ha de crear una nova entrada al directori /etc/grub.d que contingui 
alguna cosa semblant al següent i seguidament actualitzar grub.cfg:
title Xen 3.4
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Imatge 2: Hipervisor Xen






Aquest  cas  no  em  va  funcionar,  era  impossible  bootar  Xen  i  per  tant  que  corri  
l'hipervisor i el Dom0. 
Existeix una altra opció que és modificant el kernel d'ubuntu, passant-lo de generic a 
server:
$apt­get install linux­image­server
En aquest  cas,  existeix  un  problema  de  compatibilitat  de  linux-server  i  Xen  amb 
algunes targetes gràfiques, pel que fa que la utilització de Xen sigui bastant difícil. 
• Qemu [3]:  no  és  del  tot  un  virtualizador,  sinó  un  emulador  d'alguns  sistemes  i 
arquitectures. La seva instal·lació és senzilla i el nivell de configuració no és massa 
extens. No disposa d'interfície gràfica d'usuari encara que es pot descarregar algun 
manager per facilitar la feina.
Permet l'execució de múltiples sistemes operatius, però el nivell de personalització no 
és massa alt  i poc intuïtiu. A més que emular un node d'una xarxa com si fos una 
màquina real seria molt costós ja que no es podrien encendre múltiples nodes i no és 
l'objectiu del projecte.
• LXC (LinuX Containers)  [4]: virtualitzador a nivell de sistema operatiu. Facilita la 
virtualització de diversos Linux ja modificats (templates) per poder-los utilitzar sense 
problemes,  on  la  majoria  són  servidors.  El  problema  que  he  trobat  és  la  poca 
documentació i  la  no  compatibilitat  amb  altres  versions  Linux  que  no  siguin 
específiques per utilitzar-les amb LXC.
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Un cop aquí, hi ha varies opcions específiques a la pàgina oficial  [5] on s'explica la 
creació d'un container en LXC.
A partir de bootstrap, on s'escull un template ja creat des de la pàgina d'Ubuntu (en 
aquest cas s'anomena Maverick)
$sudo debootstrap ­­arch i386 maverick /path/on/instal∙lar 
http://archive.ubuntu.com/ubuntu
Una cop creat el fsroot, s'ha de crear el fitxer de configuració del contenidor, modificar 




També es pot crear el container a partir de  fsroots ja creats i només cal fer la seva 
configuració i instal·lar-lo.
Un cop creat el container, s'ha d'encendre
$lxc­start ­d ­n nom_container
Per  accedir-hi  s'ha  de  configurar  un  bridge  virtual  i  assignar-li  una  ip  virtual  al  
container i llavors connectar-se mitjançant ssh. També existeix la comanda que tindria 
la mateixa funció:
$lxc­console ­n nom_container 
Com ja s'ha comentat més amunt, algunes versions de Linux no són compatibles, i en 
aquest cas OpenWRT no ho és amb LXC. La creació del container a partir del seu  
rootfs no origina cap problema, però el procés de boot no es completa, encara que per 
ninguna  raó  aparent.  Seguint  el  procés  de  boot  descrit  a  la  pàgina  oficial  [6],  es 
segueixen tots els passos sense cap error, i al finalitzar el sistema es queda penjat. 
Per tant, es descarta aquesta opció per la impossibilitat d'encendre cap node.
També  destacar  OpenVZ  [7],  que  és  semblant  a  LXC  però  requereix  un  kernel 
específic de Linux i un subsistema propi. Actualment es troba desfasat i la versió que  
es troba per modificar el kernel és antiga i per tant, la seva utilització limitada.
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• VirtualBox  [8]: software  de  virtualització  d'Oracle  que  funciona  amb   la  tècnica 
d'hipervisor de tipus 2. La seva instal·lació és simple però a la vegada permet una  
amplia  configuració  de  les  màquines  virtuals  segons  les  necessitats.  Per  al  seu 
funcionament utilitza un 'microkernel' per a la seva execució, per tant, no es necessita 
modificar la configuració de la màquina amfitriona.
Permet l'execució de múltiples sistemes operatius alhora i fer-ho a partir de línia de 
comandes.  Conté  una  completa  documentació  amb  l'especificació  de  totes  les 
comandes que es poden utilitzar [9].
Per  la  instal·lació es  necessari  descarregar  la  versió de VirtualBox adient  per  a  la  
versió de Linux que estiguem utilitzant:
$sudo dpkg ­i VirtualBox­*versio*.deb
Un cop instal·lats els paquets de la versió, ens hem d'assegurar que tenim instal·lats els 
headers adients del kernel. Un cop tot preparat s'ha de construir el mòdul per poder fer 
servir VirtualBox
$sudo /etc/init.d/vboxdrv setup
Per  poder  crear  una  màquina  virtual  mitjançant  comandes  hi  ha  gran  varietat  de 
possibilitats i opcions. Per al projecte he escollit les següents que seran la base de tots 
els nodes que es crearan per fer la xarxa virtual.
Es crea la màquina virtual amb nom OpenWrt i es registra dins del sistema
$VBoxManage createvm ­­name OpenWrt –register
Se li assigna a la màquina creada un controlador IDE PIIX4
$VBoxManage storagectl  Openwrt ­­name "IDE Controller" ­­add 
ide ­­controller PIIX4 
Es fa  la  relació  entre  la  màquina  virtual,  el  controlador  IDE creat  i  un  fitxer  on  
s'emmagatzemarà la informació de la màquina i des d'on es bootarà. Se li pot assignar 
una ISO i un fitxer, però en el cas del projecte, OpenWRT ja proporciona un fitxer  
amb format .vdi on ja conté tot el sistema preparat per fer-lo funcionar.
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Un cop creada la màquina ja es podria encendre i normalment funcionaria sense cap 
problema, però es poden modificar algunes característiques per a que s'ajusti  a  les 
nostres  necessitats.  En  el  cas  del  projecte,  indiquem  a  VirtualBox  quin  sistema 
operatiu correrà (Linux v2.6), la memòria que se li assigna (50 MB), el port sèrie que  
estarà connectada, indicant la direcció d'entrada i sortida i la interrupció (I/O 0x3F8 
IRQ 4) i com serà la seva interfície de xarxa (bridged – lan0).
$VBoxManage   modifyvm   Openwrt   ­­ostype   Linux26   ­­memory   50 
­­uart1 0x3F8 4 ­­nic1 bridged ­­bridgeadapter1 lan0
OpenWRT [10]
És una distribució de Linux de codi lliure per sistemes empotrats tal com routers. Està construït des 
de la base per a ser una completa eina, amb un sistema operatiu fàcil de modificar.
No es un  firmware únic  i  estàtic,  sinó que proporciona el  sistema de fitxers  amb la  gestió  de 
paquets. Amb això permet que es puguin personalitzar els dispositius i que s'adaptin a qualsevol  
hardware.  Per  a  que  es  pugui  fer,  els  creadors  proporcionen  una  aplicació  creada  a  partir  de 
buildroot,  on  una  vegada instal·lada es  poden escollir  els  paquets  que  es  vulguin,  el  format  i  
extensions que desitgem per a crear el sistema d'arxius arrel per al sistema empotrat.
Com a eina open-source, faciliten i animen a la col·laboració de desenvolupadors per a millorar el  
projecte.  Actualment  ofereixen  una  gran  quantitat  de  configuracions  per  a  diferents  routers 
existents al mercat i documentació per a qualsevol que utilitzi OpenWRT tingui un punt de partida  
consistent.
OpenWRT es farà servir com a node de la xarxa sense fils,  és a dir, que les màquines virtuals 
executaran OpenWRT com a sistema operatiu. S'aprofitarà la funció de router per poder crear la 
xarxa i simular-la de forma descrita als objectius. La seva configuració no serà l'original, sinó que  
s'han modificat diferents aspectes per a que OpenWRT funcioni correctament dins de la xarxa sense 
fils virtual que es crei. Més endavant s'explicaran totes les configuracions que s'han realitzat.
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Open Vswitch [11]
És un switch virtual que està dissenyat per permetre l'automatització d'una xarxa virtual extensa.
Els hipervisors necessiten l'habilitat de fer un pont entre el tràfic de les màquines virtuals i el món 
exterior. Actualment, els hipervisors  basats en Linux ja ofereixen aquesta característica de forma 
ràpida  i  fiable,  però  el  que  fa  que  OpenVswitch  sigui  utilitzat  en  aquest  projecte  és  que  els 
hipervisors no estan preparats per a virtualitzar el tràfic de múltiples màquines virtuals a la vegada.
Open Vswitch tindrà la funció de fer de switch de tots els nodes per poder simular la xarxa sense 
fils. Per a que sigui possible, tots els nodes estaran units a una interfície de xarxa virtual pròpia i  
totes aquestes interfícies a un bridge virtual. Amb les configuracions adequades els nodes es podran 
comunicar entre ells tal com si estiguessin veritablement connectats.
Per  a  la  seva  instal·lació,  s'ha  de  descarregar  l'última  versió  des  de  la  pàgina  oficial  d'Open 





Imatge 3: Connexió de les màquines virtuals amb OVS
Testbed d'una xarxa sense fils amb màquines virtuals 2. Descripció del projecte
$sudo make install
En cas que hi hagi problemes, s'adjunta en els fitxers descarregats el llistat de totes les llibreries i  
software que s'ha d'instal·lar per a que Open Vswitch funcioni.
Tot seguit s'ha de carregar el mòdul del kernel corresponent
$insmod ./datapath/linux/openvswitch_mod.ko
Per a que Open Vswitch funcioni correctament compta amb una base de dades per guardar les 
configuracions i modificacions que s'han fet, i per facilitar la feina se'ns proporciona un esquema 
bàsic de com seria aquesta base de dades. Només cal copiar aquest esquema al directori principal  
on s'ha instal·lat Open Vswitch (/usr/local)
$mkdir ­p /usr/local/etc/openvswitch
$ovsdb­tool create /usr/local/etc/openvswitch/conf.db ./vswitch.ovsschema
2.2 TOPOLOGIA DE LES XARXES SENSE FILS
La topologia de la xarxa serà la típica de les xarxes sense fils, és a dir, en malla o  mesh. Aquest 
tipus de topologia uneix a altres dues, que són la d'infraestructura i Ad-hoc. Bàsicament són xarxes  
amb tipologia  d'infraestructura  però  permeten  que  altres  dispositius  fora  de  rang de  cobertura 
puguin unir-se a la xarxa. 
Això permet que les interfícies de xarxa es puguin comunicar entre elles independentment del punt 
d'accés, és a dir, que els dispositius poden enviar els seus paquets a través d'altres interfícies de  
xarxa per arribar al seu destí en comptes d'enviar-los al punt d'accés.
Per a fer-ho possible, es necessari comptar amb protocols d'encaminament que permetin transmetre  
la informació fins al seu destí amb el mínim número de salts, alhora que fa a la xarxa resistent a les  
fallades, ja que la caiguda d'un node no implica la caiguda de tota la xarxa, sinó que busca un camí  
alternatiu per anar al destí.
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Imatge 4: Croquis de com seria una mesh qualsevol
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3. Simulació de la xarxa sense fils
3.1 Com es crea la xarxa
Per a simular la xarxa sense fils virtual es comptaran amb les eines descrites en el capítol anterior. 
Les  màquines  virtuals  que  executen  OpenWRT seran  els  nodes  de  la  xarxa  i  per  a  la  seva  
comunicació 'sense fils'  (que pot  estar  sotmesa a retards) estaran connectades mitjançant  Open 
Vswitch.
Per a que l'usuari tingui poder de decisió i crei la xarxa com desitgi,  comptarà amb un script.  
Aquest script tindrà varies opcions on podrà crear diferents xarxes, configurar-les i modificar-les  
tal com vulgui.
La creació de les màquines virtuals serà a partir de la clonació del node base, que ja s'ha explicat  
com s'ha creat en l'apartat de VirtualBox al capítol de les màquines virtuals.
$VBoxManage clonevm OpenWrt ­­name [nom_xarxa]­[ip] ­­register 
$VBoxManage modifyvm OpenWrt –bridgeadapter1 [tap0]
En la  clonació  se  li  assigna  un  nom que  l'identificarà  amb la  seva  ip  i  que  tindrà  el  format  
[nom_xarxa]-[ip]. També se li assignarà una interfície de xarxa virtual única per al node i vinculada 
al bridge de la xarxa.
El bridge de la xarxa serà únic i tindrà el format de [nom_xarxa]-br i serà la porta d'entrada entre la  
màquina hoste i els nodes de la xarxa. Es crearà amb la següent comanda d'Open Vswitch:
$ovs­vsctl add­br [nom_xarxa]­br
La interfície de xarxa tindrà el format de [nom_xarxa]-tap[subxarxa]_[node] i es crearà amb les  
següents comandes.
Es crea la interfície de xarxa virtual bàsica de Linux
$ip tuntap add mode tap [nom_xarxa]­tap[subxarxa]_[node]
$ip link set [nom_xarxa]­tap[subxarxa]_[node] up 
i s'adjunta al bridge creat amb Open Vswitch
$ovs­vsctl add­port [nom_xarxa]­br [nom_xarxa]­tap[subxarxa]_[node]
Des de el punt de vista d'Open Vswitch, totes les interfícies de xarxa virtuals adjuntades a un  
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mateix bridge es poden comunicar, el que provoqui que un node es pugui comunicar o no amb un 
altre serà la seva ip, les taules de routing, per la configuració del firewall i  en un cas més extrem,  
configurar el bridge per delimitar les comunicacions.
Com tots els nodes estan creats a partir de la clonació del node base, per defecte tots tenen la 
mateixa ip. Per poder acabar la seva personalització i que cadascun d'ells siguin diferents s'ha de 
canviar la ip de tots ells. Per fer-ho possible, se li ha d'assignar una ip reservada al bridge (.100) i  
mitjançant ssh canviar el fitxer de configuració de xarxa del node (/etc/config/network) modificant 
la ip de mostra per la pròpia.
Un cop creats els nodes d'aquesta forma i comptant que tots els nodes tenen el mateix rang d'ips, el  
resultat seria semblant a la del següents dibuixos. El de l'esquerra mostraria la simulació, on les 
rodones seria l'abast dels nodes i el dibuix de la dreta com és la xarxa virtual en realitat.
Imatge 5: Comparació d'una xarxa 'real' i una simulada amb OVS
Per a fer que l'abast de tots els nodes no arribin a la resta, com ho seria en la realitat, sinó que per a  
que un node es comuniqui amb un altre s'hagi de passar per alguns altres, la xarxa es divideix en 
subxarxes o grups de nodes.
Per a la creació d'aquestes subxarxes s'assignen diferents rangs d'ips als nodes. Com es veu en el  
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Aquesta seria la forma final quan es crea  una xarxa al projecte. Però no es del tot correcta, ja que  
normalment, en la realitat, nodes de diferents rangs es poden comunicar mitjançant el pas per uns 
altres.
Per fer-ho possible en la simulació de la xarxa sense fils, en el capítol Configuració de la xarxa 
s'explica el procés per fer possible la comunicació entre subxarxes.
 
Consideracions
El node base s'ha descarregat directament de la pàgina principal d'OpenWRT, és la versió 10.03.1-
rc4 (openwrt-x86-generic-combined-ext2.vdi).
La  màquina  virtual  tindrà  les  següents  configuracions  indicades  a  VirtualBox  per  a  que  sigui 
semblant a les de un router convencional i funcioni sense problemes la virtualització:
• Sistema operatiu: Linux v2.6
• Memòria base: 50 MB
• Controlador IDE: PIIX4
• Disc dur: Openwrt_1-disk1.vdi  port 0 device 0
• Xarxa: bridged
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• Ports serie: port 1 I/O 0x3F8 IRQ 4
Des de el punt de vista d'OpenWRT, la seva configuració inicial de xarxa també és diferent a la  
necessitat d'aquest projecte. Per a que concordin les interfícies de xarxa virtuals creades i la pròpia 
del sistema operatiu d'OpenWRT, s'ha de modificar la creació de les targetes de xarxa dins dels  












També, al realitzar l'ssh per fer les modificacions pertinents als nodes creats, per defecte sempre es 
demana la contrasenya de root. Per a evitar la necessitat de l'usuari de conèixer-la, s'ha realitzat el  
següent:
Es creen el parell de claus pública-privada en l'ordinador host
$ssh­keygen ­t dsa 
i la clau pública es copia al node base
$scp ~/.ssh/id_dsa.pub root@192.168.1.5:/tmp 
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Un cop fet això, quan es connecti el host cap a qualsevol node de la xarxa virtual mitjançant ssh no  
es demanarà cap contrasenya. 
3.2 Creació de la xarxa mitjançant l'script ManageVN.sh
Per a la creació de la xarxa, l'usuari ho podrà fer a partir de l'script, on a partir d'unes comandes  
estipulades podrà crear i modificar les xarxes creades. Opcions:
Open Vswitch
--OVS
Abans de tot, s'ha d'encendre Open Vswitch per poder crear els bridges i les interfícies de xarxa 
virtuals i així establir la xarxa. Les comandes bàsiques que realitza són
S'instal·la el mòdul del kernel (per a que sigui possible, el mòdul ha d'estar en la mateixa carpeta  
que ManageVN.sh, concretament a ./openvswitch-1.4.0/datapath/linux/openvswitch_mod.ko)
$insmod openvswitch­1.4.0/datapath/linux/openvswitch_mod.ko 
es crea la connexió amb la base de dades d'Open Vswitch mitjantçant un socket i s'inicialitza  








S'inicia el daemon d'Open Vswitch, intentant-lo connectar amb el socket creat per la base de 
dades
$ovs­vswitchd ­­pidfile –detach
També es compta amb l'opció --OVS -o per poder apagar Open Vswitch
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Creació
--base
Amb aquesta opció es crea el node base, que com ja s'ha explicat, per crear els nodes de la xarxa  
és necessari, abans de tot, crear una màquina virtual que serà la base de tots el nodes. Per fer  
possible la creació d'aquest node es necessita el fitxer Openwrt_Base.vdi, que ha d'estar  en la  
mateixa carpeta que ManageVN.sh. 
Les característiques utilitzades són les ja explicades en l'apartat de com és crea la xarxa.
--crear [nom_xarxa] þnodes_subxarxa1] [nodes_subxarxa2] ... [nodes_subxarxaN]
Es crea una nova xarxa denominada nom_xarxa on tindrà diferents subxarxes.
Des d'un principi tots els nodes d'una subxarxa es podran comunicar entre ells, però els nodes de 
diferents subxarxes no.
El nombre de subxarxes que es podran crear anirà delimitat des de 192.168.1.0 a 192.168.255.0
Les  direccions  ip  de  cada  node  anirà  del  rang  192.168.subxarxa.1  a  192.168.subxarxa.99 
reservant la direcció ip 192.168.subxarxa.100 com a porta d'entrada del bridge a la subxarxa.
Les ips d'una mateixa subxarxa al crear-la serà de forma creixent, és a dir, si es volen 7 nodes 
per a una subxarxa, el rang d'ips anirà del .1 al .7.
El  nombre total  de nodes que podrà tindre un subxarxa serà de 99 amb un màxim de 255  
subxarxes possibles, per tant el nombre de nodes total que es podran crear és suficient per a la 
simulació (99*255).
Amb aquesta opció també es podrà crear un node qualsevol que no existeixi en una xarxa ja  
creada només indicant la ip desitjada. Tindrà el següent format
--crear -n [nom_xarxa] [ip]
Aquesta ip que s'indica també ha de tindre les delimitacions de més amunt, començarà amb 
192.168, la subxarxa que pertanyerà serà de la 1 a la 255, i el número de node de 1 a 99.
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Informació
--info [nom_xarxa]
Es mostra informació sobre la xarxa, indicant  tots el nodes que existeixen en la xarxa i el seu 
estat, si estan apagats o encesos. També es mostra altra informació, que en el següent capítols ja  
s'explicarà amb més cura.
Compta també amb la opció --info [nom_xarxa] [node] on es mostra la informació donada per 
VirtualBox del node demanat.  Aquesta informació donada va des de el nom de la màquina,  
sistema  operatiu,  identificació  de  la  màquina,  fitxer  de  configuració,  memòria  assignada, 
memòria ram, controladors, a més d'altres característiques.
--xarxes
Es mostren totes les xarxes creades per l'usuari fins al moment, indicant el nom de la xarxa,  
nodes que conté i la data de modificació de la xarxa.
--ssh [nom_xarxa] [node]
Permet realitzar una connexió ssh amb el node indicat i accedir-hi a ell.
Encendre
--encendre [nom_xarxa]
S'encenen totes les màquines virtuals de la xarxa.
Compta també amb l'opció  --encendre -n [nom_xarxa] [node] on s'encendrà només el node 
indicat.
Consideracions:
• En ocasions,  si  OpenWRT no es  tanca  correctament  i  s'apaga  directament  des  de 
VirtualBox, es pot corrompre el sistema de fitxers i llavors entrarà en mode read-only. 
L'error seria semblant al següent:
EXT2­fs   error   (device   sda2):   ext2_lookup:   deleted   inode 
referenced: 5160
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Remounting filesystem read­only
Per poder-ho solucionar hi ha l'opció  --refer [nom_xarxa] [node]  la qual clona la 
mateixa màquina virtual arreglada, sense cap error en el sistema de fitxers.
• Al encendre un node a vegades VirtualBox dóna errors provocant que OpenWRT no 
continui amb el seu procés de boot. 
Per a solucionar-lo, la millor opció és tancar directament la finestra de la màquina 
virtual i encendre el node amb l'opció -n ja descrita més amunt.
Apagar
--apagar [nom_xarxa]
S'apaguen totes les màquines virtuals enceses de la xarxa.




S'esborren tots el nodes de la xarxa, i per tant, deixarà d'existir la xarxa.
Compta amb l'opció --esborrar -n [nom_xarxa] [node] per poder esborrar només un node. En 
cas que sigui l'únic node de la xarxa, també s'esborrarà la xarxa.  
Els nodes poden tindre alguns fitxers de configuració per a millorar la simulació de la xarxa  
(explicats en els següents aparats). Un cop esborrat el node, també s'esborraran els seus fitxers i  
tot el relacionat amb aquest node en els fitxers d'altres nodes no esborrats.
3.3 Modificació de la xarxa
Com s'ha explicat en l'apartat de la creació de la xarxa sense fils, la xarxa es divideix en diferents 
subxarxes. Els nodes d'aquestes subxarxes es poden comunicar entre ells, però amb els nodes de les  
altres subxarxes els és impossible. En la realitat seria degut al rang d'abast dels nodes, mentre que a 
la simulació vindrà donada per les ips, taules de routing i firewalls, o també per la configuració del 
bridge.
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Per a la unió entre diferents subxarxes, i sabent que tots els nodes estan virtualment connectats a  
partir d'Open Vswitch, es crearan gateways com a porta d'entrada d'una subxarxa a una altra.
Imatge 7: Unió de les 3 subxarxes
En el dibuix, la xarxa mostrada és la mateixa que en l'apartat de la seva creació, però en aquest cas 
s'han designat alguns nodes com a gateway per als altres nodes.
En cas de la unió de la subxarxa 1 amb la subxarxa 2, es veu clarament que el node 1.3 i 2.3 estan  
connectats i fan d'enllaç entre les subxarxes, i en el cas de la subxarxa 2 i la 3, els nodes 2.1 i 3.4  
fan d'enllaç.
Per a la creació de gateways en Linux i fer possible que les màquines virtuals es puguin comunicar 
entre elles, s'han de modificar les taules de routing de cada node. Amb la següent comanda
$route add ­host [ip] dev [interfície]
s'indica com a coneguda certa màquina que no és pròpia de la subxarxa. En el cas del node 1.3 del 
dibuix, faria 
$route add ­host 2.3 dev eth0
Un cop conegut un node d'una altra subxarxa, ja es pot crear una porta d'enllaç entre elles. Amb la 
següent comanda
$route add ­net [subxarxa] netmask [màscara] gw [ip] dev [interfície]
s'indica que per entrar a una subxarxa, la porta d'enllaç és la ip afegida com gateway. En el cas de 
la unió entre la subxarxa 1 i 2 seria
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$route add ­net 2.0 netmask 255.255.255.0 gw 2.3 dev eth0
Cal  tenir  en  compte  en  aquests  moments  que  la  porta  d'enllaç  entre  les  dues  subxarxes  és 
unidireccional, és a dir, que només la subxarxa 1 pot accedir a la 2, però no a l'inrevés. Per a que 
sigui bidireccional, s'hauria de fer el mateix però canviant la ip i el gateway 
$route add ­host 1.3 dev eth0
$route add ­net 1.0 netmask 255.255.255.0 gw 1.3 dev eth0
O en un altre cas, crear una altra porta d'enllaç a partir d'altres nodes que donaria lloc que hi hagi 
un camí per anar de la xarxa 1.0 a la 2.0 i un altre per anar de la 2.0 a la 1.0
Creades les portes d'enllaç, s'ha d'indicar als altres nodes de la subxarxa que puguin comunicar-se 
fora de la seva subxarxa com ho han de fer. Per fer-ho s'han de modificar les taules de routing 
indicant quina es la porta d'enllaç de la seva subxarxa per sortir-hi.
En el cas del dibuix anterior, si el node 1.2 volgués comunicar-se a la subxarxa 2, cal indicar-li que 
el seva porta d'enllaç és el node 1.3.
 $route add ­net 2.0 netmask 255.255.255.0 gw 1.3 dev eth0
En el següent dibuix, on el node 1.1 es vol comunicar amb el 2.1, la porta d'enllaç de la subxarxa 1 
a la 2 són els nodes 1.2 i 2.3 i la porta d'enllaç de la subxarxa 2 a la 1 són els nodes 2.2 i 1.3, la 
configuració de les taules de routing quedarien així
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gateway 1 -> 2 ~ node 1.2
$route add ­host 2.3 dev eth0
$route add ­net 2.0 netmask 255.255.255.0 gw 2.3 dev eth0








Per a fer possible el funcionament dels gateways, el node encarregat d'això ha d'acceptar 
comunicacions que passin a través d'ell, és a dir, de fer de missatger, no d'emissor ni receptor.
En el cas d'OpenWRT, el firewall per defecte no accepta traspassar comunicacions a partir d'ell, per 
fer-ho possible s'ha de modificar el fitxer de configuració del firewall per a que cada vegada que 
s'encengui ho permeti.
El fitxer  es troba a /etc/config i s'anomena firewall. S'ha de modificar la regla FORWARD de  la 
configuració per defecte i de la configuració per lan i canviar l'opció REJECT per ACCEPT. Les 
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option forward ACCEPT 
3.4 Personalització de la xarxa mitjançant l'script ManageVN.sh
L'usuari comptarà amb varies opcions a l'script per modificar la xarxa i fer-ho segons les seves 
preferències. 
Totes les modificacions de la xarxa que es facin afectaran als nodes, ja que aquests canvis es faran 
a les seves taules d'encaminament. Per a guardar els canvis i que cada cop que s'encengui la xarxa 
estigui completament configurada,  cada node comptarà amb un fitxer anomenat GW_[node] on 
indicarà els seus gateways i amb CON_[node] on es guardaran les seves connexions amb altres 
subxarxes.
L'opció --info explicada en l'apartat de la creació de la xarxa, a part de mostrar els nodes existents 
en una xarxa, també es mostraran les connexions existents entre ells.
Afegir gateway
--conf -gw [nom_xarxa] [node1] [node2]
Aquesta opció crea una porta d'enllaç entre el node1 i node2, on cadascun ha de ser d'una 
subxarxa diferent. Aquesta porta d'enllaç només serà unidireccional, és a dir, de la subxarxa del 
node1 a la subxarxa del node 2.
Per a que sigui bidireccional, es pot fer amb la comanda a l'inrevés o afegint l'opció -R
--conf -gw -R [nom_xarxa] [node1] [node2]
Esborrar gateway
En cas de voler esborrar una porta d'enllaç entre dos subxarxes de forma unidireccional existeix 
la següent opció
--conf -gwr [nom_xarxa] [node1] [node2]
Si es vol esborrar de forma bidireccional i que la comunicació entre dues subxarxes no es faci a 
partir de dos nodes ja assignats, s'afegeix l'opció -R
--conf -gwr -R [nom_xarxa] [node1] [node2]
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Afegir connexió
--conf -conn [nom_xarxa] [node] [subxarxa] [gateway]
Aquesta opció permet fer la connexió d'un node d'una subxarxa a una altra subxarxa, sempre 
que hi hagi un gateway conegut que les comuniqui.
Esborrar connexió
--conf -connr [nom_xarxa] [node] [subxarxa] [gateway]
En cas que hi hagi una connexió d'un node amb una subxarxa que no és la seva, aquesta opció 




Es tornen a configurar tots els gateways i connexions realitzades en tots els nodes de la xarxa 
indicada.
Aquesta opció és estrictament necessària quan s'ha utilitzat qualsevol protocol de routing 
(capítol de protocols de routing) a la xarxa.
També es compta amb la opció de configurar les rutes de només un node
--rutes -n [nom_xarxa] [node]
Canviar ip
--conf -ip [nom_xarxa] [node] [ip]
En cas de voler canviar la direcció ip d'un node, ja sigui per canviar-lo de subxarxa com deixar-
lo en la mateixa es podrà utilitzar aquesta comanda. 
La ip introduïda ha de ser dins dels rangs estipulats en la creació de la xarxa: la subxarxa ha de 
ser entre 1 i 255 i el node d'1 a 99, i sobretot que la direcció ip no estigui repetida dins de la 
xarxa.
Canviada la direcció ip, també es canviaran totes les configuracions dels fitxers de la resta de 
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nodes per a que encara continuïn les portes d'enllaç i no varii el format de la xarxa. En cas de 
que la ip es canviés per una altra que no pertanyi a la mateixa subxarxa i que aquest node 
tingués funció de gateway o tingués una connexió amb una altra subxarxa, aquestes funcions es 
perdrien. És a dir, si el node indicat tingués funció de gateway, la seva antiga subxarxa no podrà 
accedir-hi a partir d'ell i si estava connectat a un gateway, aquesta connexió desapareixerà. 
3.5 Control de tràfic [12]
Per a que la simulació de la xarxa sigui més exacta i donar-li més veracitat, les comunicacions entre 
nodes estaran afectades per retards i altres factors (com ho són a la realitat), ja sigui de transport de  
dades com processament dels nodes.
Per  fer-ho  possible  Linux  ens  proporciona  la  comanda  tc.  Aquesta comanda  dóna  multitud 
d'opcions per a escollir com controlar l'ample de banda disponible, modificar els buffers, mida de 
les ràfegues, mida de les cel·les, prioritats, etc. Però en el cas del projecte tindrà més a veure amb 
l'emulació de la xarxa, això implica afegir retards, provocar la pèrdua i/o corrupció de paquets,  
duplicació de paquets i fins i tot canviar l'ordre d'enviament dels paquets.
Per fer-ho possible es fa mitjançant l'opció netem de tc [13].
La comanda per poder crear les regles seria la següent
$tc qdisc add dev [interfície] root netem [delay|loss|duplicate|corrupt] 
[opcions] 
En cas de voler afegir més d'una regla a la interfície de xarxa s'han d'indicar les diferents regles  
concatenades
Si al voler variar les regles ja fetes , només s'ha de modificar l'opció add per change
La comanda 
$tc ­s qdisc ls dev [interfície]
permet veure les regles afegides a la interfície de xarxa indicada
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 backlog 0b 0p requeues 5 








Per poder esborrar les regles d'una interfície de xarxa seria amb la següent comanda
$tc qdisc del dev eth0 root 
3.6 Control de tràfic mitjançant l'script ManageVN.sh
Per a crear regles per controlar el tràfic dels nodes, l'usuari comptarà amb una opció a l'script. Per a  
cada node es podran afegir varies regles sense problemes i que només afectaran al tràfic distribuït  
per aquest.
Un cop afegida la regla, aquesta es guardarà en un fitxer únic per a cada node que tindrà el format 
TC_[node]. En cas d'haver-hi varies regles, també es guardaran.
Si el node està encès, s'afegiran immediatament les normes a la interfície de xarxa virtual dels  
node. En cas contrari, quan s'encengui se li afegiran també.
L'opció --info explicada en l'apartat de la creació de la xarxa, a part de mostrar els nodes existents  
en una xarxa, també s'indicaran les normes introduïdes per a cada node.
Retard de paquets
--conf -tc [nom_xarxa] [node] delay
Aquesta seria la base per afegir-hi retards a tots els paquets que surtin del node. Hi ha varies 
opcions  per  als  retards,  segons  les  necessitats  i  preferències.  Tots  el  retards  s'indicaran  en 
milisegons (ms)
L'opció bàsica seria imposar un cert delay a cada paquet, llavors el resultat seria
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--conf -tc [nom_xarxa] [node] delay 50ms
En aquest cas s'afegirien 50 milisegons de delay al node.
Però això normalment no succeeix en la realitat, sinó que el delay varia en el temps, encara que  
la mitjana es mantingui constant. La següent opció ho faria possible
--conf -tc [nom_xarxa] [node] delay 50ms 10ms
En aquest cas s'indicaria un delay de 50 milisegons amb una certa variació aleatòria amb  un 
màxim de 10 milisegons. Llavors el delay afegit seria de 50ms ± 10ms.
Encara que filant més prim, el delay d'una xarxa no és purament aleatori, sinó que és afectat per 
diversos  factors.  Per  a  que  hi  hagi  una  simulació  més  exacta  a  l'opció  se  li  pot  afegir  un 
paràmetre de correlació.
--conf -tc [nom_xarxa] [node] delay 50ms 10ms 25.0%
Això indicaria un delay de 50 ± 10ms amb una variació del 25% amb l'anterior paquet enviat.
Pèrdua de paquets
--conf -tc [nom_xarxa] [node] loss
Aquesta seria la base per afegir-hi pèrdues en els enviaments del node. Les opcions s'indicaran 
mitjançant un tant per cent (%). El número més petit diferent de 0 és el 0.0000000232%.
L'opció bàsica per afegir-hi pèrdues als enviaments d'un node seria com el següent
--conf -tc [nom_xarxa] [node] loss 1.0%
on un 1 de cada 100 dels paquets enviats pel node es perdrien aleatòriament.
També  es  podria  afegir  una  correlació.  Aquesta  causaria  que  l'aleatorietat  de  la  pèrdua  de 
paquets fos menor 
--conf -tc [nom_xarxa] [node] loss 1.0% 25.0%
això  causaria  1  de  cada  100  paquets  es  perdrien,  i  la  probabilitat  dels  successiu  paquet  
dependria d'un 25% de l'anterior
ProbN = 0.25*ProbN-1 + 0.75*Aleatori
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Duplicació de paquets
--conf -tc [nom_xarxa] [node] duplicate
Aquesta seria la base per duplicar paquets. Tindria el mateix comportament com si el paquets 
s'haguessin perdut. Per tant, les opcions són les mateixes: afegir-hi un tant per cent de paquets  
duplicats i/o afegir-hi una certa correlació amb la probabilitat de l'anterior paquet.
--conf -tc [nom_xarxa] [node] duplicate 5.0%
El 5% dels paquets enviats s'enviaran duplicats.
Corrupció de paquets
--conf -tc nom_xarxa node corrupt
Aquesta seria la base per corrompre els  paquets enviats per un node.  Tindria el  resultat  de 
l'emulació del soroll que poden patir els nodes. Per a corrompre els paquets, s'introdueix un bit 
que produeixi l'error en la traducció del paquet i llavors aquest es consideraria corromput. Les  
opcions són les mateixes que en la pèrdua i en la duplicació de paquets.
--conf -tc [nom_xarxa] [node] corrupt 5.0%
El 5% dels paquets enviats estaran corromputs.
Reordenació de paquets
--conf -tc [nom_xarxa] [node] delay [temps] reorder
Aquesta seria la base per desordenar paquets enviats per un node. Com es veu, és una opció 
derivada del retard de paquets ja que per desordenar els paquets, l'enviament d'aquests es farà o  
no amb delay.
--conf -tc [nom_xarxa] [node] delay 50ms reorder 25.0%
Això indica que el 25% dels paquets s'enviaran directament i la resta estaran sotmesos a un  
delay de 50ms. També s-hi pot afegir una correlació al reorder.
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Esborrar regla
Per poder esborrar una regla concreta, a l'opció
--conf -tcr [nom_xarxa] [node] [tipus] 
se l'hi hauria d'afegir delay, loss, duplicate o corrupt per esborrar una d'aquestes.
Per exemple, en cas de voler esborrar la regla en que es dupliquen les paquets enviats per un 
node, seria la següent comanda
--conf -tcr [nom_xarxa] [node] duplicate
Modificar regla
En cas de voler canviar els paràmetres d'alguna norma, només cal crear la norma com si no  
hagués ninguna, es sobreescriurà l'anterior.
3.8 Monitorització de la xarxa virtual
OpenVswitch  permet  també  monitoritzar  la  xarxa  i  observar  tot  el  que  succeeix.  Per  fer-ho 
possible, compta amb una eina associada anomenada sFlowTrend [12].
Amb aquesta eina es pot observar per a cada port del bridge (nodes de la xarxa virtual) els orígens i 
destinacions dels paquets, protocols utilitzats, número de paquets enviats i rebuts per segon, bits 
enviats i rebuts per segons, a més d'un llarg etcètera.
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Un cop sFlowTrend descarregat de la pàgina oficial, s'ha de vincular amb el bridge de la xarxa. Per 
poder-ho fer s'ha d'assignar una ip coneguda a una interfície sitiauda a la mateixa màquina on està  
el bridge.
sFlowTrend espera rebre els paquets UDP amb tota la informació de la xarxa virtual per aquesta  
interfície mitjançant el port 6343.
Una bona idea és fer que aquesta interfície sigui virtual, així totes les reals que hi hagi a la màquina 







Imatge 9: Una de les vistes donades per sFlowTrend
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En cas de voler esborrar aquesta vinculació, seria amb la següent comanda
$ovs­vsctl remove bridge [bridge] sflow [sFlowID]
Un cop feta la vinculació entre sFlowTrend i Open Vswitch, s'ha d'encendre l'aplicació
$javaws sFlowTrend.jnlp
Per a que s'encengui correctament necessita la connexió a Internet ja que necessita descarregar 
arxius de la xarxa i que el fitxer descarregat estigui en la mateixa carpeta que ManageVN.sh
3.9 Monitorització de la xarxa mitjançant l'script ManageVN.sh
--openflow xarxa
Amb aquesta opció s'encén sFlowTrend on permetrà monitoritzar la xarxa virtual.
La interfície virtual creada s'anomena flow-[xarxa] i tindrà la direcció ip 10.0.0.1.
41
Testbed d'una xarxa sense fils amb màquines virtuals 4. Protocols de routing
4. Protocols de routing
Un cop creada la xarxa, s'ha de fer la manera de que qualsevol node es pugui connectar a un altre  
de forma ràpida. Per a que això sigui possible s'utilitzen els protocols de routing o d'encaminament, 
els  quals  tenen la  funció d'afegir  dinàmicament  a  la taula  de routing dels  nodes noves xarxes 
detectades, trobar alternatives si un camí està tallat o afegir un  node que s'acabi d'encendre.
Els protocols utilitzats a les xarxes sense fils són diferents als tradicionals de la xarxes cablejades.  
Aquests, anomenats protocols de routing ad hoc, estan destinats a xarxes que no tenen estructura, 
que poden canviar dinàmicament la topologia i es basen en medis pocs fiables. 
La idea bàsica és que un nou node pot anunciar la seva presència i ha d'escoltar els anuncis enviats 
pels seus veïns. Cada node aprèn els nodes que té a prop i com arribar a ells.
Existeixen varis tipus de protocols segons el seu mètode d'actuació per al coneixement dels seus 
veïns:
• Pro-actius: mantenen les noves llistes de destins i rutes de les taules d'encaminament  
de la xarxa de forma periòdica. Encara que per al seu propòsit necessiten enviar gran  
quantitat  de  dades  pel  manteniment  de  la  xarxa  i  redueixen  la  velocitat  de 
reestructuració de la xarxa.
• Re-actius:  aquest  tipus  de  protocol  troba  la  ruta  desitjada  inundant  la  xarxa  amb 
paquets Route Request (sol·licitud de ruta). Com a conseqüència d'aquest mètode pot 
provocar la sobrecàrrega de la xarxa i que el temps de latència per a trobar un camí  
sigui elevat.
• Encaminament orientat al flux: troba noves rutes demandades a través dels fluxos ja 
existents. Una opció que té és donar a conèixer un nou enllaç a través dels missatges  
que passin pels nodes. Per a fer-ho possible, es necessita molt de temps per a que la 
xarxa conegui noves rutes sense coneixement previ.
• Híbrids (pro-actius i re-actius):  aquest tipus de protocol combina les avantatges dels  
dos tipus de protocols. La ruta és inicialment establerta pro-activament i després els 
nodes que han rebut els missatges inunden la xarxa de forma re-activa. 
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Per  al  projecte  s'utilitzarà  B.A.T.M.A.N  per  a  experimentar  amb  la  xarxa  creada  i  veure  el 
funcionament dels protocols de routing i en concret amb el funcionament d'aquest.
4.1 B.A.T.M.A.N. (Better Approach To Mobile Adhoc Networking) [14]
És un protocol d'encaminament pro-actiu derivat de l'OLSR, que és un dels més utilitzats per a  
xarxes sense fils. Les modificacions que l'han fet diferent tenen el propòsit de millorar l'algoritme 
de  càlcul  de  la  topologia  de  la  xarxa,  pensant  en  tot  moment  que  aquests  algoritmes  estaran 
funcionant en petites CPUs de sistemes empotrats.
L'enfocament de B.A.T.M.A.N. és compartir  el  coneixement sobre els  millors camins per anar  
d'extrem a extrem de la xarxa entre tots els nodes participants d'aquesta. Cada node percep i manté 
la informació sobre el millor salt cap a la resta dels seus veïns. D'aquesta manera la necessitat de 
coneixement global dels canvis que hi hagi a la xarxa es fa innecessària. Demés un event basat en  
un  mecanisme  d'inundació  prevé  d'informació  de  topologia  que  sigui  contradictòria  (bucles 
d'encaminament)  i  limita  la  quantitat  de  missatges  d'informació  sobre  la  topologia  que  poden 
inundar la xarxa.
El funcionament de l'algoritme és el següent [15]: 
Cada  node  transmet  missatges  de  difusió  (OGM)  per  informar  als  seus  veïns  sobre  la  seva  
existència.  Aquests  veïns  reenvien  aquests  missatges  per  informar  als  seus  respectius  sobre 
l'iniciador d'aquests missatge, i així successivament. Aquests paquets OGM són de tipus UDP i 
tenen una mida de 52 bytes, on inclouen l'adreça de l'originador, l'adreça dels node transmissor, el 
TTL i un número de seqüència.
Els paquets OGM que segueixin una ruta on la qualitat sigui pobre o saturada, es perdran o sofriran  
retards, mentre que si passen per rutes que siguin bones, la propagació serà ràpida i fiable.
Per saber si un paquet OGM s'ha rebut per primera vegada o més d'una, aquest tindrà un número de 
seqüència que és donat per l'originador. Cada node reenvia cada paquet que rep només un cop.
D'aquesta manera els paquets OGM són retransmesos de forma selectiva a través de la xarxa i  
informen als nodes de l'existència d'altres nous. Un node X aprendrà l'existència d'un node Y en la 
distància quan el node Y envii el seu OGM als seus veïns més propers fins arribar a X. Si el node X 
té molts veïns, sabrà de forma més ràpida i fiable quin és el camí més adequat per a enviar dades  
cap a un node remot.
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Per al càlcul de la qualitat dels enllaços es mesura a partir de la quantitat de missatges OGM que 
rep un node del mateix veí. B.A.T.M.A.N. comptabilitza el nombre de missatges rebuts i crea una 
taula on s'indica el millor veí per anar-hi a cada originador.
Per  fer  possible  aquest  algoritme,  B.A.T.M.A.N.  compta  amb  dos  tipus  d'implementacions 
diferents:
• Batmand [16]: és la primera implementació del protocol que opera en el nivell 3 del  
model OSI (nivell IP). Treballa mitjançant l'enviament de paquets UDP (port 4305) i  
modificació de les taules d'encaminament.






on s'indiquen les xarxes (networks) anunciades, els hosts, entre altres.
Es pot veure el funcionament d'aquestes taules amb la comanda
$ip route ls table numero
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~>32767: from all lookup default 
Com es veu, la prioritat de les taules d'encaminament creades per B.A.T.M.A.N. és 
major  que  les   pròpies  creades  per  Linux  (32766  i  32767).  Per  aquest  motiu, 
l'estratègia creada per l'script de creació de la xarxa no serà del tot correcte ja que  
encara  que  estiguin  creades  les  taules  d'encaminament  entre  els  nodes,  no  seran 
efectives amb el protocol.  Així que la implementació per simular el protocol en la  
xarxa sense fils virtual canviarà en algunes parts. 
Aquesta implementació de B.A.T.M.A.N. no està desenvolupada des de fa més de dos 
anys, encara que segueix sent actual i la documentació es troba present. 
Es pot descarregar des de la pàgina principal la darrera versió estable (0.3.2). Per a la  
seva instal·lació es fa amb les següents comandes:
$make
$make install
Un cop instal·lat, per activar el protocol als nodes hi ha varies opcions:
De forma més general
$batmand [interfície de xarxa]
També  es  pot  designar  un  node  com a  gateway  per  a  que  dos  xarxes  es  puguin 
comunicar.  En  cas  d'assignar-li  diferents  enllaços  cap  a  altres  xarxes,  es  poden 
concatenar sense cap problema 
$batmand ­a [xarxa/màscara] [interfície de xarxa]
També es pot indicar la qualitat del gateway que tindrà el node, on s'hi poden assignar  
diferents valors. Aquesta qualitat es dóna a partir de l'ample de banda que és capaç de 
transmetre, ja sigui el tràfic de pujada com de baixada (en kbit o mbit). Un cop donats 
aquests valors, batmand escollirà el tipus de gateway més adient
$batmand ­a [xarxa/màscara] ­g [valors] [interfície de xarxa]
El format dels valors poden ser:
5000, 5000kbit, 5mbit, 5mbit/1024, 5mbit/1024kbit o 5mbit/1mbit
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També es poden escollir els criteris per buscar la connexió més adient a través dels  
gateways
$batmand ­r [opció] [interfície de xarxa]
i les opcions es divideixen en 4:
• 0: sense cap preferència
• 1: tracta de buscar la connexió més ràpida tenint en compte la qualitat assignada al  
gateway i del camí fins a ell.
• 2: compara els diferents camins per anar a l'objectiu i tria el camí amb més qualitat.
• 3: té la mateixa funció que el tipus 1 però en cas de trobar un gateway amb una  
millor connexió, canvia el camí per anar cap aquest.
• XX (número entre 3 i 256): semblant a l'opció 3, però només canvia el gateway si  
aquest és XX millor que el ja seleccionat.
També, a part d'indicar quin es el camí preferible, es pot indicar al node quin és el seu 
gateway amb més preferència. Si es tenen configurats uns criteris per a escollir un 
camí, automàticament aquests passaran com si fossin -r 1
$batman ­p [gateway] [interfície de xarxa]
També  es   pot  canviar  a  més  l'interval  que  els  nodes  envien  els  seus  OGM  per 
informar de la seva presència. Aquest interval s'indica en milisegons (ms)
$batman ­o [interval en ms] [interfície de xarxa]
La  documentació  de  batmand  afirma  que  es  poden  utilitzar  varis  cops  aquestes 
comandes, les quals dinàmicament s'actualitzen concatenant-se, però moltes vegades 
al fer-ho, dóna errors i la interfície de xarxa amb B.A.T.M.A.N. deixa de funcionar.  
Per evitar aquest problema és recomanable concatenar totes les opcions necessàries, i  
en  cas  de  voler  escriure  una  altra,  millor  matar  tots  els  processos  de  batmand 
($killall batmand) i tornar a escriure totes les opcions concatenant la nova.
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La sortida seria com la següent:
Originator   (#/255)      Nexthop      [outgoingIF]:     Potential nexhops ... [B.A.T.M.A.N. 0.3.2, MainIF/IP: 
eth0/105.131.131.175, UT: 0d 0h 3m] 
105.131.83.2   ( 71)     105.131.1.3 [           eth0]:     105.131.1.3 ( 71) 
105.131.1.2     ( 52)     105.131.1.2 [           eth0]:     105.131.1.2 ( 52) 
105.131.56.10 ( 25)     105.131.1.4 [           eth0]:     105.131.1.4 ( 25), 105.131.1.6 ( 15), 105.131.1.7 ( 10) 
...
• En la primera línia es pot veure la versió de batmand, la interfície de xarxa i l'ip del  
node i el temps que porta encès.
• En la primera columna s'indiquen les ip dels nodes de la xarxa, el número entre 
parèntesis indica la qualitat del camí.
• En la segona columna s'indiquen les ip per les quals s'han d'enviar els paquets per 
arribar a les ip de la primera columna i per quina interfície de xarxa han d'anar.
• En la tercera columna indica quins són els veïns més propers (només un salt) del  
node consultat. Batmand escull el de més qualitat per usar-lo com a  camí (segona 
columna).
També es poden veure els gateways que té un node per sortir de la xarxa
$batmand ­c ­d 2 [interfície de xarxa]
La sortida seria com la següent
Gateway  (#/255)    Nexthop       [outgoingIF], gw_class ... [B.A.T.M.A.N. 0.3.2, MainIF/IP: 
eth0/105.131.131.175, UT: 0d 0h 3m] 
   105.131.83.5  ( 57)    105.131.41.1 [           eth0], gw_class 49 - 4 Mbit/1024 KBit, gateway failures: 0 
   105.131.41.5  ( 53)    105.131.41.1 [           eth0], gw_class 49 - 4 Mbit/1024 KBit, gateway failures: 0
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• En la primera columna es poden veure les ip que fan de gateways, entre parèntesis 
la qualitat de l'enllaç.
• En la segona columna es veuen les ip del veïns més propers els quals s'han d'enviar 
els  paquets  per  arribar  als  gateways.  També  indica  la  classe  de  gateway,  amb 
l'ample de banda que suporta.
En el cas de  gateway failures, el número s'incrementa cada cop que el gateway no 
respon  per  enviar  dades  o  directament  no  les  envia.  En  cas  que  aquest  número 
incrementi molt, aquest gateway s'ignorarà per afavorir un altre camí.
Ja a nivell més intern es pot demanar veure l'activitat de batmand al node
$batmand ­c ­d [3|4] [interfície de xarxa]
A nivell 3, s'indiquen els processos (creació/modificació de taules, activar interfície, 
etcètera) que hi ha quan s'executa una comanda de batmand i els missatges d'error que 
poden haver-hi. Mentre que el nivell 4 es pot veure l'activitat de la xarxa, per exemple,  
el número de paquets que envia el node, a on els envia, els paquets rebuts, des d'on 
s'han rebut, etc.
També es pot observar l'ús de la memòria i de la CPU
$batmand ­c ­d 5 [interfície de xarxa]
A part d'aquestes funcions, batmand compta amb altres que no són del tot necessàries 
per al projecte. Totes aquestes opcions es poden consultar a la pàgina oficial o al man.
• Batmand-adv [17]: implementació actual que es basa en l'encaminament a partir del 
nivell  2  del  model  OSI (nivell  Ethernet)  en forma de mòdul  del  kernel  de  Linux. 
Proporciona  una  interfície  de  xarxa  virtual  i  transparent  (bat0)  que  transporta  els 
paquets  per  sí  mateixa.  Per  a  millorar  la implementació,  poder  gestionar  millor  el 
mòdul del kernel i depurar la xarxa, compta amb una eina anomenada batctl.
Els motius principals d'usar el nivell 2 en comptes del 3 com la majoria de protocols  
de routing és que no necessita saber com és el nivell superior (IPv4, IPv6...), els nodes 
poden formar part de la xarxa sense tindre una IP i sobretot optimitza el flux de dades 
per la xarxa ja que les CPU dels nodes no han de processar els paquets de la forma 
tradicional (read() i write()) sinó que el mòdul és l'encarregat del processament.
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Com passa en l'anterior implementació de B.A.T.M.A.N., l'estratègia pressa per crear  
la xarxa tampoc serà del tot eficient amb aquesta implementació, ja que el mètode pel 
transport dels paquets no es basa en taules d'encaminament.





Un cop instal·lat batmand-adv en els nodes que es vulguin, s'ha d'indicar al protocol 
que s'activi, per això s'ha d'escriure 'bat0' al fitxer 'mesh_iface'
$echo bat0 > /sys/class/net/[interfície]/batman_adv/mesh_iface
En cas de voler apagar B.A.T.M.A.N., s'ha de sobreescriure al mateix fitxer 'none'.
Un cop activat el protocol en varis nodes, es poden veure tots els originadors de la  
xarxa amb la següent comanda:
$less /sys/kernel/debug/batman_adv/bat0/originators
Per a facilitar la comprensió, es pot utilitzar l'eina batctl  per activar B.A.T.M.A.N,  
veure els originadors, entre altres característiques.
Un cop descarregats els fitxers i l'eina instal·lada ($make i  $make install), s'ha 
d'activar el protocol en els nodes desitjats
$batctl if add [interfície]
Per poder veure els veïns dels nodes i quin és el camí
$batctl o
[B.A.T.M.A.N. adv 2010.1.0, MainIF/MAC: PROVES-br/08:00:27:db:81:aa (bat0)] 
     Originator           last-seen (#/255)                           Nexthop [outgoingIF]:   Potential nexthops ... 
08:00:27:12:1d:07      0.548s     (235)           08:00:27:12:1d:07 [           eth0]: 08:00:27:12:1d:07 (235) 
08:00:27:d9:1c:83 (225)
08:00:27:da:49:0d      0.816s     (245)           08:00:27:d9:1c:83  [           eth0]: 08:00:27:d9:1c:83 (245) 
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08:00:27:12:1d:07 (233)
08:00:27:d9:1c:83      0.136s     (255)           08:00:27:d9:1c:83  [           eth0]: 08:00:27:d9:1c:83 (255) 
08:00:27:b9:0c:d0      0.268s     (231)           08:00:27:12:1d:07  [           eth0]: 08:00:27:12:1d:07 (241) 
08:00:27:d9:1c:83 (231) 
En aquest cas, en comparació amb batmand, s'indiquen les direccions MAC de les  
màquines, a més que se li afegeix el camp last-seen, que indica l'últim cop que s'ha  
rebut un OGM de l'originador.
A part de les opcions ja esmentades amb batmand (són les mateixes), batctl dóna la 
possibilitat de fer ping, traceroute i tcpdump a direccions mac
$batctl [ping macadr|traceroute macadr|tcpdump interfície]
Un  cop  batman-adv  corrent  als  nodes,  la  comunicació  entre  ells  no  està  del  tot  
completa, és a dir, no es poden accedir als veïns que estiguin a més d'un salt. Per fer-
ho possible s'ha d'assignar a la interfície virtual bat0 (s'ha creat al iniciar batman-adv) 
la direcció ip de la interfície per on corre el protocol i a aquesta interfície no assignar-
li cap ($ifconfig [interfície] 0.0.0.0).
Consideracions:
Per a obtenir B.A.T.M.A.N. a OpenWrt es pot descarregar des de el seu repositori propi.
Tots els nodes que es creïn a la simulació de la xarxa, ja el tindran instal·lat correctament (batman-
adv i batmand). Per fer-ho possible s'ha instal·lat prèviament al node base el qual a partir d'aquest  
es crearan la resta de nodes.
Per fer-ho possible el node s'ha connectat a Internet mitjançant l'opció NAT de VirtualBox i s'han 
afegit els següents paràmetres
• Tipus de connexió: NAT
• Tipus d'adaptador: Intel PRO/1000 T Server (82543GC) 
• IP: qualsevol del rang 10.0.2.0/24
• Gateway: 10.0.2.2 (creat automàticament per VirtualBox per fer la connexió a Internet)
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Un cop fet, s'ha d'indicar al node un servidor de noms al fitxer 'network' per poder connectar-se 















Un cop tot preparat, la descarrega i instal·lació és com la següent
$opkg update 
$opkg install batmand kmod­batman­adv
Ja tot instal·lat, el node base ja està preparat per fer funcionar B.A.T.M.A.N.
Les versions són 0.4-alpha rv1439 per batmand i 2010.1.0 per a batman-adv i batctl.
Per a que la creació de futurs nodes no sigui defectuosa, s'han de desfer els canvis fets en aquesta 
configuració  per  a  que  la  connexió  d'aquests  nodes  amb  la  xarxa  sigui  l'adient.  Aquesta  
configuració està explicada a l'apartat de creació de la xarxa.
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4.2 Simulació de B.A.T.M.A.N. a la xarxa virtual
L'usuari comptarà amb la possibilitat d'introduir B.A.T.M.A.N. ja sigui a nivell 3 i 2 a la xarxa  
creada  mitjançant  dos  scripts.  A més  d'activar  o  desactivar  el  protocol  als  nodes,  tindrà  altres 
possibilitats com veure el temps que triga un node en trobar tots els seus veïns, temps de reacció  
quan una ruta canvia o veure la topologia de xarxa creada.
Com ja s'ha comentat en l'apartat anterior, les implementacions de batmand i batman-adv no són 
afectades per les taules d'encaminament pròpies de Linux i per tant tampoc per les configuracions  
de la xarxa creades per l'script ManageVN.sh. En cas de voler-ho fer així, els nodes de diferents  
subxarxes no es veurien i en cas de que tots pertanyin a un mateix rang d'ips estarien a distància 1.
Per tant, per fer possible el correcte funcionament del protocol s'ha pres una altra estratègia que es 
deriva a partir dels gateways ja creats per establir les connexions entre subxarxes. L'eina utilitzada  
és ovs-ofctl, que pertany a Open vSwitch i té com a finalitat de monitoritzar i controlar el tràfic que 
passa pel bridge.
Ovs-ofctl  [18], a més de fer altres accions, permet redireccionar el tràfic cap a determinats nodes  
indicats prèviament, així fent que cada node només tingui X nodes al seu abast.
Per exemple, amb la següent instrucció s'indica que tots  els paquets que surtin del port 5, que  
l'origen sigui 192.168.1.1 i que vagin destinats cap al broadcast siguin redirigits cap al port 6.
$ovs­ofctl add­flow [bridge] 
in_port=5,nw_src=192.168.1.1,nw_dst=168.168.1.255,actions=output:6 
De manera més específica amb B.A.T.M.A.N., les instruccions serien com les següents
• Per a batmand:
$ovs­ofctl del­flows [bridge]
s'esborren totes les regles creades anteriorment,
$ovs­ofctl add­flow [bridge] action=drop 




tots  aquells  paquets  que  siguin  del  port  5,  amb origen  192.168.1.1 i  amb destí  a 
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broadcast, que els paquets siguin UDP i vagin cap al port 4305 es redirecionaran cap  
port 6 del bridge.
• Per a batman-adv:
$ovs­ofctl del­flows [bridge] 
s'esborren totes les regles creades anteriorment,
$ovs­ofctl add­flow [bridge] action=drop 




tots aquells paquets que siguin del port 5, amb origen 62:02:5c:58:2b:93 i amb destí a 
broadcast, que els paquets siguin de tipus 4305 (el propi creat específicament per a 
batmand-adv) es redirecionaran cap port 6 del bridge.
Però d'aquesta forma només es deixen passar paquets creats per B.A.T.M.A.N. Per fer-ho d'una 
forma més general i que els nodes es puguin comunicar amb qualsevol protocol sense problemes 





on només es redireccionen els paquets del port 5 al 6.
Per  poder  crear  aquestes  regles  de  redireccionament,  es  tindran  en  compte  els  fitxers  de  
configuració dels gateways (GW_[node]) que s'han creat amb la configuració de la xarxa sense fils 
virtual. D'altra banda, tots els nodes d'una mateixa subxarxa estaran connectats entre ells (distància 
1).  Aquestes  regles  es  faran  i  desfaran  de  forma  automàtica  amb  l'execució  dels  scripts 
ManageBTM.sh  i  ManageBTM-ADV.sh  que  deuran  estar  situats  a  la  mateixa  carpeta  que 
ManageVN.sh
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La numeració dels ports ve assignada per Open Vswitch a partir de les interfícies virtuals que estan 
vinculades al bridge. Aquesta numeració es pot obtenir a partir de la següent comanda
$ovs­ofctl show [bridge]
En cas de voler veure les regles creades al ports, es compta amb la següent opció
$ovs­ofctl dump­flows [bridge]
A continuació s'expliquen totes les opcions disponibles pels dos scripts que maneguen  batmand i  





Encén el protocol de nivell 3 a tots els nodes d'una xarxa ja existent i encesa.
Per a que el procés d'encesa de batmand al node sigui de forma més ràpida i efectiva, aquesta  
opció  activarà  un  script  situat  al  directori  /root  del  node  anomenat  activa_btm.sh  que  serà 
l'encarregat d'encendre el protocol.
També compta amb la possibilitat d'encendre'l només en un node indicat. 
--encendre -n [nom_xarxa] [node]
Tots els nodes amb batmand encès estaran indicats en el fitxer BATMAND.txt.
Apagar batmand
--apagar [nom_xarxa]
Desactiva el protocol de tots els nodes de la xarxa indicada.
Per a que el procés d'apagat de batmand al node sigui de forma més ràpida i efectiva, aquesta 
opció activarà un script situat al directori /root del nodeanomenat desactiva_btm.sh que serà  
l'encarregat d'apagar el protocol.
També es compta amb la possibilitat de desactivar el protocol només d'un node indicat.
--apagar -n [nom_xarxa] [node]
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Informació
--info [nom_xarxa]
Mostra quins nodes de la xarxa tenen activat batmand.
--ssh [nom_xarxa] [node]
Permet realitzar una connexió ssh amb el node indicat i accedir-hi a ell.
Veure ruta a un destí
--ruta -a [nom_xarxa] [node_inicial] [node_final] [node_intermig] [temps_acció] [temps_final]
S'indica, en primer moment, el camí que hi ha entre el node node_inicial i el node node_final  
mitjançant la comanda traceroute. Esgotat el temps temps_acció, s'apaga el node node_intermig.  
Un cop aquí, batmand actua i comença a buscar una nova ruta alternativa per anar del node  
node_inicial al node node_final. Un cop trobada la nova ruta, s'indica quin veí més proper s'ha  
canviat per anar al node node_destí (si ha hagut), el nombre de missatges OGM rebuts per poder  
realitzar la nova ruta, els temps transcorregut i la nova ruta establerta. Transcorregut el temps  
temps_final, el node node_intermig es torna a encendre i la xarxa torna a la normalitat.
El resultat s'emmagatzema en un fitxer .txt amb la data, l'hora i en quin node s'ha fet la prova.
El resultat s'assemblaria al següent:
$cat /../LOGS_BTM/192.168.1.1­­RUTA­­2012­05­21_12:35:58.txt
traceroute to 192.168.4.1 (192.168.4.1), 30 hops max, 38 byte packets 
 1  192.168.5.1  4.282 ms 
 2  192.168.4.1  4.069 ms 
------------------ 
Ruta canviada 
 · 192.168.5.1 -> 192.168.2.1 
 · Temps transcorregut per al canvi: 5 
 · Número de missatges que han sigut necessaris: 62 
------------------- 
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traceroute to 192.168.4.1 (192.168.4.1), 30 hops max, 38 byte packets 
 1  192.168.2.1  2.942 ms 
 2  192.168.3.1  1.340 ms 
 3  192.168.4.1  3.393 ms 
Aquesta opció també contempla la possibilitat de veure el funcionament de batmand quan el 
node node_intermig s'encén i  si  la  ruta establerta a través d'aquest  node pot  ser  millor  que 
l'antiga
--ruta -e [nom_xarxa] [node_inicial] [node_final] [node_intermig] [temps_acció] [temps_final]
Cal  comentar  també  que  el  funcionament  de  B.A.T.M.A.N.  envers  als  nodes  apagats  és 
immediat, és a dir, que en pocs segons els discrimina i busca rutes alternatives. Per altra banda,  
per als nodes nous és al contrari, el temps transcorregut fins que es canviïn les rutes és molt més 
gran.
Consideracions:
Per fer possible aquesta opció, tots els nodes compten amb un script (/root/script_BTM.sh) que 
serà l'encarregat de trobar la nova ruta i processar els resultats.
Aquest  script  llegirà  els  seus  paràmetres  del  fitxer  parametres.txt,  que contindrà  el  següent 
format.
accio­temps_acció­temps_final­node_final
El resultat després d'haver passat el temps temps_final es guardarà a ruta.txt al directori /root.
Les accions d'escriure al fitxer parametres.txt, d'executar l'script_BTM.sh i de llegir ruta.txt ja 
les realitza ManageBTM.sh de forma transparent.
Temps de reacció
--veins [nom_xarxa] [node]
S'indica els temps transcorregut entre que un node s'encén i obté la informació de tots els seus  
veïns.
El resultat s'emmagatzema en un fitxer .txt amb la data, l'hora i en quin node s'ha fet la prova.
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El resultat s'assemblaria al següent:
$cat /../LOGS_BTM/192.168.1.1­­VEINS­­2012­05­21_12:35:58.txt
S'han trobat tots els veïns disponibles en 3 segons i s'han necessitat 44 missatges 
 Resultat final: 
WARNING: You are using the unstable batman branch. If you are interested in *using* batman 
get the latest stable release ! 
  Originator  (#/255)         Nexthop [outgoingIF]:   Potential nexthops ... [B.A.T.M.A.N. 0.4-
alpha rv1439, MainIF/IP: eth0/192.168.1.1, UT: 0d 0h 0m] 
192.168.5.1     ( 75)     192.168.5.1 [      eth0]:     192.168.5.1 ( 75) 
192.168.4.1     ( 67)     192.168.2.1 [      eth0]:     192.168.5.1 ( 66)     192.168.2.1 ( 67) 
192.168.2.1     ( 63)     192.168.2.1 [      eth0]:     192.168.2.1 ( 63) 
192.168.3.1     ( 69)     192.168.5.1 [      eth0]:     192.168.2.1 ( 62)     192.168.5.1 ( 69) 
Consideracions:
Per fer possible aquesta opció, també és necessari l'script script_BTM.sh que serà l'encarregat  
d'apagar el batmand, encendre-lo i trobar la taula final amb tots els veïns.
Aquest  script  llegirà  els  seus  paràmetres  del  fitxer  parametres.txt,  que contindrà  el  següent 
format
accio
El resultat després d'haver passat el temps_final es guardarà a veins.txt al directori /root.
Les accions d'escriure al fitxer parametres.txt, d'executar l'script_BTM.sh i de llegir veins.txt ja 
les realitza ManageBTM.sh de forma transparent.
Visualització de la xarxa
--taula [nom_xarxa] [node]
Aquesta  opció  permet  veure  l'estat  de  la  taula  d'encaminament  pròpia  de  batmand  on  es  
mostraran tots els veïns del node.
A part de mostrar els veïns, també es mostra un node desconegut amb ip 192.168.1.100. Aquesta 
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ip és la del bridge per el qual l'script s'ha connectat al node.
--3d xarxa
Un cop que hi hagi algun node amb batmand activat, es pot veure la tipologia de la xarxa actual  
en format 3d. Amb la visualització de la xarxa es té la possibilitat de moure's al voltant d'ella 
amb la rodeta del ratolí (zoom) i botó dret (moure la càmera).
En el següent exemple s'observa una xarxa sense fils virtual corrents amb batmand. El node 
192.168.1.100 és el bridge d'Open Vswitch i punt de connexió per poder visualitzar la xarxa.
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Consideracions:
Per poder veure aquestes gràfiques 3d es necessiten varis programes i llibreries:
• vis: servidor on es rebrà la informació sobre les taules i la visió de la xarxa de tots els 
nodes.  Per  defecte  rep la  informació a través de paquets UDP pel  port  4307 i  els  
reenvia amb paquets TCP al port 2004.
Un cop descarregat tots els arxius, s'ha d'instal·lar
$make
$make install
El servidor estarà en el bridge i per a que tots els nodes sàpiguen qui és el servidor,  
s'indica mitjançant batmand.
$batmand ­s [ip] [interfície]
I per indicar a l'ordinador hoste que ell és el servidor i per quina interfície ha d'escoltar 
els paquets UDP
$vis [interfície]
En el cas de l'script, a tots el nodes se'ls indica que han d'enviar la informació al bridge
$batmand ­s 192.168.1.100 eth0
I indicar al bridge que ell és el servidor
$vis [nom_xarxa]­br
• s3d [19]: servidor que s'utilitza com a eina 3d. Compta amb una llarga documentació i  
una API per a configurar-lo i crear les imatges desitjades a partir de dades que rebi el  
servidor.
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Si  no  es  compta  amb  l'eina  cmake  es  pot  descarregat  directament  del  repositori 
d'Ubuntu.  A la vegada també necessita moltes llibreries  específiques,  igualment es  
troben al repositori sense cap problema.
$make
$make install
Un cop instal·lat, per encendre el servidor es fa amb la següent comanda
$s3d –no­rc
Si tot va bé s'obrirà una finestra de color negre.
Per comprovar si s'ha instal·lat i configurat correctament, en els fitxers descarregats es 
poden trobar molts exemples d'objectes 3d per poder visualitzar.
• Meshs3d  [20]: un cop instal·lat el servidor vis i s3d, es podria programar el servidor 
mitjançant les APIS i crear una pròpia visualització de les dades rebudes pels nodes, 
però  aquesta  feina  no  és  l'objectiu  per  aquest  pel  projecte.  Per  sort  al  repositori  
d'Ubuntu es troben unes llibreries creades directament per visualitzar la informació 
enviada per batmand i OSLR.
$apt­get install meshs3d
Un cop instal·lat, s'ha d'indicar qui rep tota la informació dels nodes de la xarxa per 
poder-ho visualitzar
$meshs3d ­H [ip]
En el cas de l'script, la instrucció seria com la següent
$meshs3d ­H 192.168.1.100
L'script assumeix que aquestes tres eines ja estan instal·lades correctament, només les configura per 
veure els resultats de la xarxa indicada.
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4.2.2 BATMAN-ADV (ManageBTM-ADV.sh)
Per  a  poder  fer  servir  batman-adv es  necessita  abans  de  tot  carregar  el  mòdul.  L'script  ho  fa 




Encén el protocol de nivell 2 a tots els nodes encesos d'una xarxa ja existent.
Per  a  que el  procés  d'encesa del  node sigui  de forma més ràpida i  efectiva,  aquesta  opció 
activarà  un  script  situat  al  directori  /root  del  node  anomenat  activa_btm-adv.sh  que  serà  
l'encarregat d'encendre el protocol.
També compta amb la possibilitat d'encendre'l només en un node indicat. 
--encendre -n [nom_xarxa] [node]
Tots els nodes encesos estaran indicats en el fitxer BATMAN-ADV.txt.
Apagar batman-adv
--apagar [nom_xarxa]
Desactiva el protocol de tots els nodes de la xarxa indicada.
Per  a  que  el  procés  d'apagat  del  node  sigui  de  forma més  ràpida i  efectiva,  aquesta  opció  
activarà  un script  situat  al  directori  /root  del  node anomenat  desactiva_btm-adv.sh que serà 
l'encarregat d'apagar el protocol.
També es compta amb la possibilitat de desactivar el protocol només d'un node indicat.
--apagar -n [nom_xarxa] [node]
Informació
--info [nom_xarxa]
Mostra quins nodes de la xarxa tenen activat batman-adv.
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--ssh [nom_xarxa] [node]
Permet realitzar una connexió ssh amb el node indicat i accedir-hi a ell
Veure ruta a un destí
--ruta -a [nom_xarxa] [node_inicial] [node_final] [node_intermig] [temps_acció] [temps_final]
El processament i el resultat seria el mateix que amb l'script de batmand, només variarà que els  
resultats obtinguts no seran direccions ip, sinó que seran direccions mac. Per a facilitar la lectura 
i  enteniment  dels  nodes,  el  fitxer  resultat  obtingut  se  li  afegeix  la  traducció  de  totes  les 
direccions mac a direccions ip.
El resultat s'emmagatzema en un fitxer .txt amb la data, l'hora i en quin node s'ha fet la prova.
El resultat s'assemblaria al següent:
$cat /../LOGS_BTM­ADV/192.168.1.1­­RUTA­­2012­05­21_12:35:58.txt
traceroute to 08:00:27:12:1d:07 (08:00:27:12:1d:07), 50 hops max, 19 byte packets 
 1: 08:00:27:db:81:aa   1.230 ms  1.107 ms  0.915 ms 
 2: 08:00:27:12:1d:07  1.953 ms  2.264 ms  1.580 ms 
------------------ 
Ruta canviada 
 · 08:00:27:db:81:aa -> 08:00:27:da:49:0d 
 · Temps transcorregut per al canvi: 4 
 · Número de missatges que han sigut necesaris: 36 
-------------------
traceroute to 08:00:27:12:1d:07 (08:00:27:12:1d:07), 50 hops max, 19 byte packets 
 1: 08:00:27:da:49:0d  0.803 ms  0.436 ms  0.333 ms 
 2: 08:00:27:b9:0c:d0  0.919 ms  0.618 ms  0.531 ms 
 3: 08:00:27:12:1d:07  1.080 ms  0.944 ms  0.926 ms 
 Traducció a ip 
traceroute to 192.168.4.1 (192.168.4.1), 50 hops max, 19 byte packets 
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 1: 192.168.5.1   1.230 ms  1.107 ms  0.915 ms 
 2: 192.168.4.1  1.953 ms  2.264 ms  1.580 ms 
------------------ 
Ruta canviada 
 · 192.168.5.1 -> 192.168.2.1 
 · Temps transcorregut per al canvi: 4 
 · Número de missatges que han sigut necessaris: 36 
------------------- 
traceroute to 192.168.4.1 (192.168.4.1), 50 hops max, 19 byte packets 
 1: 192.168.2.1  0.803 ms  0.436 ms  0.333 ms 
 2: 192.168.3.1  0.919 ms  0.618 ms  0.531 ms 
 3: 192.168.4.1  1.080 ms  0.944 ms  0.926 ms 
Aquesta opció també contempla la possibilitat de veure el funcionament de batmand-adv quan 
un node s'encén i la ruta establerta a través d'aquest node pot ser millor que l'antiga
--ruta -e [nom_xarxa] [node_inicial] [node_final] [node_intermig] [temps_acció] [temps_final]
Com ja s'ha comentat amb el funcionament de B.A.T.M.A.N., aquest envers als nodes apagats  
és immediat, és a dir, que en pocs segons els discrimina i busca rutes alternatives i que per als  
nodes nous és al contrari, el temps transcorregut fins que es canviïn les rutes és molt més gran.
Consideracions:
Per fer possible aquesta opció, tots els nodes també compten amb un script (/root/script_BTM-
ADV.sh) que serà l'encarregat de trobar la nova ruta i processar els resultats.
Aquest  script  llegirà els seus paràmetres dels fitxer parametres.txt,  que contindrà el  següent 
format
accio­temps_acció­temps_final­node_final
El resultat després d'haver passat el temps temps_final es guardarà a ruta.txt al directori /root.
Les  accions  d'escriure  al  fitxer  parametres.txt,  d'executar  l'script_BTM-ADV.sh  i  de  llegir  
ruta.txt ja les realitza ManageBTM-ADV.sh de forma transparent.
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Temps de reacció
--veins [nom_xarxa] [node]
Com a l'script de batmand, s'indica també el temps transcorregut mentre s'encén el node i s'obté 
la informació de tots els seus veïns.
El resultat s'emmagatzema en un fitxer .txt amb la data, l'hora i en quin node s'ha fet la prova.
El resultat s'assemblaria al següent:
$cat /../LOGS_BTM­ADV/192.168.1.1­­VEINS­­2012­05­21_12:35:58.txt
S'han trobat tots els veïns disponibles en 3 segons i s'han necessitat 47 missatges 
 Resultat final: 
[B.A.T.M.A.N. adv 2010.1.0, MainIF/MAC: eth0/08:00:27:d9:1c:83 (bat0)] 
  Originator      last-seen (#/255)           Nexthop [outgoingIF]:   Potential nexthops ... 
08:00:27:12:1d:07    0.050s   (  58) 08:00:27:da:49:0d [      eth0]: 08:00:27:db:81:aa ( 52)  
08:00:27:da:49:0d ( 58) 
08:00:27:da:49:0d    0.940s   ( 55) 08:00:27:da:49:0d [      eth0]: 08:00:27:da:49:0d ( 55) 
08:00:27:db:81:aa    0.030s   ( 65) 08:00:27:db:81:aa [      eth0]: 08:00:27:db:81:aa ( 65) 
08:00:27:b9:0c:d0    0.730s   (  60) 08:00:27:db:81:aa [      eth0]:  08:00:27:da:49:0d ( 52) 
08:00:27:db:81:aa ( 60) 
 Traducció a ip 
S'han trobat tots els veins disponibles en 3 segons i s'han necessitat 47 missatges 
 Resultat final: 
[B.A.T.M.A.N. adv 2010.1.0, MainIF/MAC: eth0/192.168.1.1 (bat0)] 
  Originator      last-seen (#/255)           Nexthop [outgoingIF]:   Potential nexthops ... 
192.168.4.1    0.050s   ( 58) 192.168.2.1 [      eth0]: 192.168.5.1 ( 52) 192.168.2.1 ( 58) 
192.168.2.1    0.940s   ( 55) 192.168.2.1 [      eth0]: 192.168.2.1 ( 55) 
192.168.5.1    0.030s   ( 65) 192.168.5.1 [      eth0]: 192.168.5.1 ( 65) 
192.168.3.1    0.730s   ( 60) 192.168.5.1 [      eth0]: 192.168.2.1 ( 52) 192.168.5.1 ( 60) 
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Consideracions:
Per  fer  possible  aquesta  opció,  també  és  necessari  l'script  script_BTM-ADV.sh  que  serà 
l'encarregat d'apagar el batman-adv, encendre-lo i trobar la taula final amb tots els veïns.
Aquest  script  llegirà els seus paràmetres dels fitxer parametres.txt,  que contindrà el  següent 
format
accio
El resultat després d'haver passat el temps_final es guardarà a veins.txt al directori /root.
Les  accions  d'escriure  al  fitxer  parametres.txt,  d'executar  l'script_BTM-ADV.sh  i  de  llegir  
veins.txt ja les realitza ManageBTM-ADV.sh de forma transparent.
Visualització de la xarxa
--taula [nom_xarxa] [node]
Aquesta opció permet veure l'estat  de la taula d'encaminament pròpia de batman-adv on es 
mostraran tots  els  veïns  del  node.  A part  d'indicar  les  direccions mac dels  veïns,  també es  
mostrarà la traducció a direcció ip.
A part de mostrar els veïns, també es mostra un node desconegut amb ip 192.168.1.100. Aquesta 
és la del bridge per el qual l'script s'ha connectat al node.
--graph xarxa
Al contrari que a l'script de batmand, batman-adv no compta amb cap llibreria ni implementació 
feta per poder visualitzar els nodes en 3d però es pot visualitzar la xarxa mitjançant gràfics, a 
més de que no és necessari indicar als nodes qui és el servidor vis.
El resultat de voler visualitzar la xarxa seria com el següent:
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on:
• Les el·lipses són les interfícies de cada host.
• Les caixes indiquen els nodes amb batman-adv
• Les el·lipses amb doble ratlla indiquen les interfícies principals dels nodes 
• Les el·lipses amb una fletxa HNA indiquen les interfícies bat0 del nodes.
• Les fletxes amb números indiquen la qualitat del link entre nodes.
Les imatges creades tindran el format de data i hora per una major identificació.
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Consideracions:
En un principi s'ha d'indicar a un node que ell és el servidor vis. En el cas de l'script és el mateix 
bridge d'Open Vswitch.
$batctl vis server
Un cop activat el servidor, es pot observar la topologia de la xarxa amb la següent comanda
$batctl vd dot
digraph { 
"08:00:27:db:81:aa" -> "08:00:27:12:1d:07" [label="1.000"] 
"08:00:27:db:81:aa" -> "08:00:27:d9:1c:83" [label="1.000"] 
"08:00:27:db:81:aa" -> "8a:ee:a2:9a:9d:71" [label="HNA"] 
subgraph "cluster_08:00:27:db:81:aa" { 
"08:00:27:db:81:aa" [peripheries=2] 
} 
"08:00:27:d9:1c:83" -> "08:00:27:da:49:0d" [label="1.000"] 
"08:00:27:d9:1c:83" -> "08:00:27:db:81:aa" [label="1.000"] 
"08:00:27:d9:1c:83" -> "f2:b7:f7:11:2c:4b" [label="1.393"] 
"08:00:27:d9:1c:83" -> "c6:4b:a9:f9:86:ac" [label="HNA"] 
subgraph "cluster_08:00:27:d9:1c:83" { 
"08:00:27:d9:1c:83" [peripheries=2] 
} 
"f2:b7:f7:11:2c:4b" -> "08:00:27:d9:1c:83" [label="1.393"] 
"f2:b7:f7:11:2c:4b" -> "9a:6b:58:86:bc:75" [label="HNA"] 
subgraph "cluster_f2:b7:f7:11:2c:4b" { 
"f2:b7:f7:11:2c:4b" [peripheries=2] 
} 
"08:00:27:b9:0c:d0" -> "08:00:27:12:1d:07" [label="1.000"] 
"08:00:27:b9:0c:d0" -> "08:00:27:da:49:0d" [label="1.015"] 
"08:00:27:b9:0c:d0" -> "e6:93:b6:22:f7:7d" [label="HNA"] 
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"08:00:27:12:1d:07" -> "08:00:27:db:81:aa" [label="1.028"] 
"08:00:27:12:1d:07" -> "08:00:27:b9:0c:d0" [label="1.015"] 
"08:00:27:12:1d:07" -> "9a:01:68:f6:a7:27" [label="HNA"] 
subgraph "cluster_08:00:27:12:1d:07" { 
"08:00:27:12:1d:07" [peripheries=2] 
} 
"08:00:27:da:49:0d" -> "08:00:27:d9:1c:83" [label="1.000"] 
"08:00:27:da:49:0d" -> "08:00:27:b9:0c:d0" [label="1.000"] 
"08:00:27:da:49:0d" -> "52:6c:84:96:54:01" [label="HNA"] 




En la sortida s'observa la direcció mac de cada node (cluster), tots els seus veïns més propers  
amb la qualitat del link (label). Les direccions amb les labels HNA són les interfícies bat0.
Per a que sigui menys confós, aquest format de dades és l'adient per a eines que tradueixen 
aquest llenguatge de descripció de grafs en un gràfic. L'eina utilitzada per l'script és Graphviz 
[21].
Un cop descarregada l'eina i instal·lada ($make i  $make install) és poden crear imatges a 
partir de la sortida del servidor vis.
$batctl vd dot | fdp ­Tpng  > imatge.png
Tanmateix totes aquestes accions es realitzen automàticament a l'script.  Només és necessari  
tindre instal·lat Graphviz.
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5. Casos d'ús
Per donar un major sentit al projecte, explicar millor el funcionament dels scripts descrits en el  
capítol anterior i veure un possible ús de l'aplicació, a continuació s'expliquen probables casos  
d'ús que pot tindre l'aplicació.
5.1 CAS D'ÚS 1
Imaginem que la FIB vol col·laborar amb güifi.net i es vol crear una xarxa sense fils al voltant del  
campus nord i campus sud. Aquesta xarxa serà de tipus mesh i comptarà amb varis nodes distribuïts 
entre diferents edificis de la zona. 
Però abans d'executar la idea, es vol comprovar la seva viabilitat, testejar la possible xarxa i veure 
el seu funcionament. Per aquesta raó es vol utilitzar l'aplicació creada en aquest projecte.
En un principi, el mapa on es situarien els nodes de la xarxa seria el següent
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Els punts verds i vermells són els nodes de la mesh mentre que les línies verdes i vermelles són les 
connexions entre els nodes. Com es veu en la imatge, els nodes de color verd formen part de la  
mateixa subxarxa, mentre que la resta seran independents entre ells.
Un cop establerta la idea de la xarxa, el següent pas seria simular-la mitjançant l'aplicació.
Les eines principalment necessàries, com ja s'ha descrit en l'apartat d'eines d'aquest document, seria 
instal·lar Virtualbox, Open Vswitch i haver descarregat l'OpenWrt modificat especialment per a 
aquesta aplicació.
Un cop tot configurat, s'ha de crear el node base ja que la resta de nodes que es crearan seran còpies 
d'aquest.
$sudo ./ManageVn.sh ­­base
A continuació configurar Open Vswitch i crear tots els nodes de la mesh
$sudo ./ManageVN.sh ­­OVS
$sudo ./ManageVN.sh ­­crear TEST 3 1 1 1 1 1 1 1 1 1 1






















$sudo   ./ManageVN.sh   ­­conf   ­gw   ­R   TEST   TEST­192.168.10.1   TEST­
192.168.11.1
Una vegada creats els gateways entre els nodes, s'haurien de fer les connexions per a que tots els 
nodes sàpiguen el camí per arribar a la resta.













Comprovant si esta tot correcte, veiem que si
traceroute to 192.168.8.1 (192.168.8.1), 30 hops max, 38 byte packets 
 1  192.168.4.1 (192.168.4.1)  2.315 ms  2.069 ms  0.976 ms 
 2  192.168.7.1 (192.168.7.1)  1.618 ms  1.870 ms  1.223 ms 
 3  192.168.8.1 (192.168.8.1)  2.527 ms  9.185 ms  2.238 ms
Un cop fetes totes les connexions entre tots els nodes,  el  següent pas seria crear les regles de  
control de tràfic, aplicant retards, pèrdues i altres factors que puguin afectar al tràfic que passi pels  
nodes.
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$sudo   ./ManageVN.sh   ­­conf   ­tc   TEST   TEST­192.168.10.1   delay   10ms   5ms 
25.0% 







Imatge 13: Control de tràfic dels nodes














Un cop acabada la configuració de la xarxa, es pot veure el resultat final amb la opció –info, on  
s'indiquen els gateways, connexions i regles per al control de tràfic
$sudo ./ManageVN.sh ­­info TEST 
Nodes de TEST: 
- TEST-192.168.1.1 
 Fent de gateway amb els següents nodes: 
 · TEST-192.168.4.1 
 · TEST-192.168.3.1 
 · TEST-192.168.2.1 
 Connectat amb les següents subxarxes: 
 · 192.168.7.0 a través del gateway TEST-192.168.4.1 
 · 192.168.8.0 a través del gateway TEST-192.168.4.1 
 · 192.168.5.0 a través del gateway TEST-192.168.3.1 
 · 192.168.11.0 a través del gateway TEST-192.168.4.1 
 · 192.168.10.0 a través del gateway TEST-192.168.4.1 
 · 192.168.9.0 a través del gateway TEST-192.168.4.1 
 · 192.168.6.0 a través del gateway TEST-192.168.4.1 
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 Control de tràfic: 
 · delay 10ms 5ms 25.0% 
 · loss 0.5% 0.1% 
- TEST-192.168.1.2 
 Connectat amb les següents subxarxes: 
 · 192.168.2.0 a través del gateway TEST-192.168.1.1 
 · 192.168.3.0 a través del gateway TEST-192.168.1.1 
 · 192.168.4.0 a través del gateway TEST-192.168.1.1 
 · 192.168.5.0 a través del gateway TEST-192.168.1.1 
 · 192.168.6.0 a través del gateway TEST-192.168.1.1 
 · 192.168.7.0 a través del gateway TEST-192.168.1.1 
 · 192.168.8.0 a través del gateway TEST-192.168.1.1 
 · 192.168.9.0 a través del gateway TEST-192.168.1.1 
 · 192.168.10.0 a través del gateway TEST-192.168.1.1 
 · 192.168.11.0 a través del gateway TEST-192.168.1.1 
 Control de tràfic: 
 · delay 5ms 2ms 25.0% 
- TEST-192.168.1.3 
 Connectat amb les següents subxarxes: 
 · 192.168.11.0 a través del gateway TEST-192.168.1.1 
 · 192.168.10.0 a través del gateway TEST-192.168.1.1 
 · 192.168.9.0 a través del gateway TEST-192.168.1.1 
 · 192.168.8.0 a través del gateway TEST-192.168.1.1 
 · 192.168.7.0 a través del gateway TEST-192.168.1.1 
 · 192.168.6.0 a través del gateway TEST-192.168.1.1 
 · 192.168.5.0 a través del gateway TEST-192.168.1.1 
 · 192.168.4.0 a través del gateway TEST-192.168.1.1 
 · 192.168.3.0 a través del gateway TEST-192.168.1.1 
 · 192.168.2.0 a través del gateway TEST-192.168.1.1 
 Control de tràfic: 
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 · delay 5ms 2ms 25.0% 
- TEST-192.168.2.1 
 Fent de gateway amb els següents nodes: 
 · TEST-192.168.1.1 
 · TEST-192.168.3.1 
 · TEST-192.168.5.1 
 Connectat amb les següents subxarxes: 
 · 192.168.4.0 a través del gateway TEST-192.168.3.1 
 · 192.168.7.0 a través del gateway TEST-192.168.3.1 
 · 192.168.6.0 a través del gateway TEST-192.168.5.1 
 · 192.168.8.0 a través del gateway TEST-192.168.3.1 
 · 192.168.10.0 a través del gateway TEST-192.168.3.1 
 · 192.168.11.0 a través del gateway TEST-192.168.3.1 
 · 192.168.9.0 a través del gateway TEST-192.168.3.1 
 Control de tràfic: 
 · delay 10ms 5ms 25.0% 
 · loss 0.5% 0.1% 
- TEST-192.168.3.1 
 Fent de gateway amb els següents nodes: 
 · TEST-192.168.1.1 
 · TEST-192.168.2.1 
 · TEST-192.168.4.1 
 · TEST-192.168.5.1 
 · TEST-192.168.7.1 
 Connectat amb les següents subxarxes: 
 · 192.168.11.0 a través del gateway TEST-192.168.4.1 
 · 192.168.10.0 a través del gateway TEST-192.168.4.1 
 · 192.168.9.0 a través del gateway TEST-192.168.7.1 
 · 192.168.6.0 a través del gateway TEST-192.168.7.1 
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 · 192.168.8.0 a través del gateway TEST-192.168.7.1 
 Control de tràfic: 
 · delay 15ms 5ms 25.0% 
 · loss 0.5% 0.1% 
 · corrupt 0.2% 0.1% 
- TEST-192.168.4.1 
 Fent de gateway amb els següents nodes: 
 · TEST-192.168.1.1 
 · TEST-192.168.3.1 
 · TEST-192.168.7.1 
 · TEST-192.168.10.1 
 · TEST-192.168.11.1 
 Connectat amb les següents subxarxes: 
 · 192.168.8.0 a través del gateway TEST-192.168.7.1 
 · 192.168.2.0 a través del gateway TEST-192.168.3.1 
 · 192.168.5.0 a través del gateway TEST-192.168.3.1 
 · 192.168.6.0 a través del gateway TEST-192.168.7.1 
 · 192.168.9.0 a través del gateway TEST-192.168.7.1 
 Control de tràfic: 
 · delay 10ms 5ms 25.0% 
 · loss 0.5% 0.1% 
- TEST-192.168.5.1 
 Fent de gateway amb els següents nodes: 
 · TEST-192.168.2.1 
 · TEST-192.168.3.1 
 · TEST-192.168.6.1 
 Connectat amb les següents subxarxes: 
 · 192.168.1.0 a través del gateway TEST-192.168.3.1 
76
Testbed d'una xarxa sense fils amb màquines virtuals 5. Casos d'ús
 · 192.168.4.0 a través del gateway TEST-192.168.3.1 
 · 192.168.7.0 a través del gateway TEST-192.168.3.1 
 · 192.168.8.0 a través del gateway TEST-192.168.6.1 
 · 192.168.11.0 a través del gateway TEST-192.168.3.1 
 · 192.168.10.0 a través del gateway TEST-192.168.3.1 
 · 192.168.9.0 a través del gateway TEST-192.168.3.1 
 Control de tràfic: 
 · delay 10ms 5ms 25.0% 
 · loss 0.5% 0.1% 
- TEST-192.168.6.1 
 Fent de gateway amb els següents nodes: 
 · TEST-192.168.5.1 
 · TEST-192.168.7.1 
 · TEST-192.168.8.1 
 Connectat amb les següents subxarxes: 
 · 192.168.2.0 a través del gateway TEST-192.168.5.1 
 · 192.168.3.0 a través del gateway TEST-192.168.7.1 
 · 192.168.9.0 a través del gateway TEST-192.168.8.1 
 · 192.168.10.0 a través del gateway TEST-192.168.7.1 
 · 192.168.4.0 a través del gateway TEST-192.168.7.1 
 · 192.168.11.0 a través del gateway TEST-192.168.7.1 
 · 192.168.1.0 a través del gateway TEST-192.168.7.1 
 Control de tràfic: 
 · delay 10ms 5ms 25.0% 
 · loss 0.5% 0.1% 
- TEST-192.168.7.1 
 Fent de gateway amb els següents nodes: 
 · TEST-192.168.3.1 
 · TEST-192.168.4.1 
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 · TEST-192.168.6.1 
 · TEST-192.168.8.1 
 · TEST-192.168.9.1 
 · TEST-192.168.10.1 
 Connectat amb les següents subxarxes: 
 · 192.168.1.0 a través del gateway TEST-192.168.4.1 
 · 192.168.11.0 a través del gateway TEST-192.168.4.1 
 · 192.168.2.0 a través del gateway TEST-192.168.3.1 
 · 192.168.5.0 a través del gateway TEST-192.168.6.1 
 Control de tràfic: 
 · delay 15ms 5ms 25.0% 
 · loss 0.5% 0.1% 
 · corrupt 0.2% 0.1% 
- TEST-192.168.8.1 
 Fent de gateway amb els següents nodes: 
 · TEST-192.168.6.1 
 · TEST-192.168.7.1 
 · TEST-192.168.9.1 
 Connectat amb les següents subxarxes: 
 · 192.168.4.0 a través del gateway TEST-192.168.7.1 
 · 192.168.1.0 a través del gateway TEST-192.168.7.1 
 · 192.168.3.0 a través del gateway TEST-192.168.7.1 
 · 192.168.5.0 a través del gateway TEST-192.168.6.1 
 · 192.168.10.0 a través del gateway TEST-192.168.9.1 
 · 192.168.11.0 a través del gateway TEST-192.168.7.1 
 · 192.168.2.0 a través del gateway TEST-192.168.7.1 
 Control de tràfic: 
 · delay 10ms 5ms 25.0% 
 · loss 0.5% 0.1% 
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- TEST-192.168.9.1 
 Fent de gateway amb els següents nodes: 
 · TEST-192.168.7.1 
 · TEST-192.168.8.1 
 · TEST-192.168.10.1 
 Connectat amb les següents subxarxes: 
 · 192.168.11.0 a través del gateway TEST-192.168.10.1 
 · 192.168.4.0 a través del gateway TEST-192.168.7.1 
 · 192.168.3.0 a través del gateway TEST-192.168.7.1 
 · 192.168.6.0 a través del gateway TEST-192.168.7.1 
 · 192.168.1.0 a través del gateway TEST-192.168.7.1 
 · 192.168.2.0 a través del gateway TEST-192.168.7.1 
 · 192.168.5.0 a través del gateway TEST-192.168.7.1 
 Control de tràfic: 
 · delay 10ms 5ms 25.0% 
 · loss 0.5% 0.1% 
- TEST-192.168.10.1 
 Fent de gateway amb els següents nodes: 
 · TEST-192.168.4.1 
 · TEST-192.168.7.1 
 · TEST-192.168.9.1 
 · TEST-192.168.11.1 
 Connectat amb les següents subxarxes: 
 · 192.168.1.0 a través del gateway TEST-192.168.4.1 
 · 192.168.3.0 a través del gateway TEST-192.168.4.1 
 · 192.168.6.0 a través del gateway TEST-192.168.7.1 
 · 192.168.8.0 a través del gateway TEST-192.168.7.1 
 · 192.168.5.0 a través del gateway TEST-192.168.7.1 
 · 192.168.2.0 a través del gateway TEST-192.168.7.1 
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 Control de tràfic: 
 · delay 10ms 5ms 25.0% 
 · loss 0.5% 0.1% 
- TEST-192.168.11.1 
 Fent de gateway amb els següents nodes: 
 · TEST-192.168.4.1 
 · TEST-192.168.10.1 
 Connectat amb les següents subxarxes: 
 · 192.168.9.0 a través del gateway TEST-192.168.10.1 
 · 192.168.3.0 a través del gateway TEST-192.168.4.1 
 · 192.168.7.0 a través del gateway TEST-192.168.4.1 
 · 192.168.1.0 a través del gateway TEST-192.168.4.1 
 · 192.168.2.0 a través del gateway TEST-192.168.4.1 
 · 192.168.5.0 a través del gateway TEST-192.168.4.1 
 · 192.168.6.0 a través del gateway TEST-192.168.4.1 
 · 192.168.8.0 a través del gateway TEST-192.168.4.1 
            Control de tràfic: 
 · delay 10ms 5ms 25.0% 
 · loss 0.5% 0.1%
Malauradament, aquest procés és llarg, sobretot en crear les connexions entre nodes. Si volguéssim,  
com en quest cas, que tots els nodes es puguin comunicar amb la resta, s'han de crear tantes regles  
de connexió per a cada node com nodes veïns tenen.  Per tant,  per fer-ho d'aquesta manera,  el  
número de nodes hauria de ser reduït.
També cal remarcar que poden haver múltiples camins per anar d'un node a un altre i que el camí  
escollit per l'emissor no sempre és el més adient ni el més ràpid, sinó que s'escull el primer de la 
taula d'encaminament. Com per exemple, en cas de crear dos camins per a que el node 1.1 vagi a 
8.1, el resultat seria el següent:
80
Testbed d'una xarxa sense fils amb màquines virtuals 5. Casos d'ús
Camí 1:
$sudo   ./ManageVN.sh   ­­conf   ­conn   TEST   TEST­192.168.1.1   192.168.7.0 
TEST­192.168.4.1 
$sudo   ./ManageVN.sh   ­­conf   ­conn   TEST   TEST­192.168.4.1   192.168.8.0 
TEST­192.168.7.1 
$sudo   ./ManageVN.sh   ­­conf   ­conn   TEST   TEST­192.168.1.1   192.168.8.0 
TEST­192.168.4.1 
$sudo   ./ManageVN.sh   ­­conf   ­conn   TEST   TEST­192.168.8.1   192.168.4.0 
TEST­192.168.7.1 
$sudo   ./ManageVN.sh   ­­conf   ­conn   TEST   TEST­192.168.7.1   192.168.1.0 
TEST­192.168.4.1 
$sudo   ./ManageVN.sh   ­­conf   ­conn   TEST   TEST­192.168.8.1   192.168.1.0 
TEST­192.168.7.1
Camí 2:
$sudo   ./ManageVN.sh   ­­conf   ­conn   TEST   TEST­192.168.1.1   192.168.8.0 
TEST­192.168.3.1 
$sudo   ./ManageVN.sh   ­­conf   ­conn   TEST   TEST­192.168.7.1   192.168.1.0 
TEST­192.168.3.1 
Taules de routing de 192.168.1.1
[...]
192.168.8.0     192.168.3.1     255.255.255.0   UG    0      0        0 eth0 
192.168.8.0     192.168.4.1     255.255.255.0   UG    0      0        0 eth0 
[...]
Taules de routing de 192.168.7.1
[...]
192.168.1.0     192.168.3.1     255.255.255.0   UG    0      0        0 eth0 
192.168.1.0     192.168.4.1     255.255.255.0   UG    0      0        0 eth0 
[...]
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Gràficament seria com el següent dibuix
Per defecte, el camí escollit des de 192.168.1.1 cap a 192.168.8.1 és el següent
traceroute to 192.168.8.1 (192.168.8.1), 30 hops max, 38 byte packets 
 1  192.168.3.1 (192.168.3.1)  26.467 ms  25.231 ms  26.445 ms 
 2  192.168.7.1 (192.168.7.1)  69.557 ms  43.308 ms  42.829 ms 
 3  192.168.8.1 (192.168.8.1)  78.809 ms  65.779 ms  97.098 ms 
Si tallem aquest camí, veiem que no hi ha comunicació, el recorregut s'atura al node apagat.
$sudo ./ManageVN.sh ­­conf ­tc TEST TEST­192.168.3.1 loss 100.0% 
traceroute to 192.168.8.1 (192.168.8.1), 30 hops max, 38 byte packets 
 1  192.168.1.1 (192.168.1.1)  3007.799 ms !H  3010.726 ms !H  3011.016 ms !H 
(!H indica que no és possible trobat el destí.)
Com això no s'ho poden permetre els nodes, se'ls hi pot aplicar B.A.T.M.A.N. com a protocol de 
routing per a que les taules d'encaminament es creïn dinàmicament.
Com s'ha explicat en la descripció del projecte, hi ha dos opcions per aplicar B.A.T.M.A.N. als 
nodes, que funcioni a nivell IP o a nivell Ethernet.
En cas d'escollir el seu funcionament per nivel IP, s'activaria a tots els nodes de la següent manera
$sudo ./ManageBTM.sh –encendre TEST
Es pot comprovar que s'han activat correctament amb  a opció –info
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$sudo ./ManageBTM.sh –info TEST  
I veure que les connexions establertes entre els nodes també és la correcta
$sudo ./ManageBTM.sh –3d TEST
Com es veu en la imatge, la xarxa té la mateixa forma que en la dibuixada al map. Per tant, tot està  
correcte.
En aquest cas, l'enllaç per a recuperar la informació dels nodes és el node 1.100, que és el bridge  
d'Open Vswitch.
Un cop tot configurat i veient que funciona correctament, es poden fer les proves disponibles pels 
scripts per comprovar el comportament dels nodes en cas que la xarxa es modifiqui.
$sudo ./ManageBTM.sh –ruta ­a TEST   TEST­192.168.1.2 TEST­192.168.10.1 
TEST­192.168.4.1 20 40
En aquest cas, indiquem veure el camí del node 192.168.1.2 cap a 192.168.10.1 i  si aquest és  
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afectat si s'apaga el node 192.168.4.1. El temps de consulta serà de 20 segons amb el node encès i 
altres 20 segons amb el node apagat.
El resultat obtingut és el següent
traceroute to 192.168.10.1 (192.168.10.1), 30 hops max, 38 byte packets 
 1  192.168.1.1  20.775 ms 
 2  192.168.4.1  42.266 ms 
 3  192.168.10.1  64.877 ms 
------------------ 
Si ha canviat el camí, no ha afectat a aquest node 
------------------- 
traceroute to 192.168.10.1 (192.168.10.1), 30 hops max, 38 byte packets 
 1  192.168.1.1  20.562 ms 
 2  192.168.3.1  37.629 ms 
 3  192.168.7.1  85.679 ms 
 4  192.168.10.1  107.343 ms 
Com es veu, el camí de 1.2 cap a 10.1 canvia però les taules d'encaminament de 1.2 no.
Per veure els canvis de les taules d'encaminament, la prova s'ha de fer en un node més proper al  
canvi de ruta. Comparant el resultat de traceroute, es veu clarament que el node que provoca el  
canvi de ruta és el 192.168.1.1.
 1 192.168.1.1  20.775 ms <-----> 1  192.168.1.1  20.562 ms 
 2 192.168.4.1  42.266 ms <-----> 2  192.168.3.1  37.629 ms 
 3 192.168.10.1  64.877 ms <-----> 3  192.168.7.1  85.679 ms 
                        ...                      <-----> 4  192.168.10.1  107.343 ms 
Llavors la prova derivaria a aquest node, el resultat seria el següent
$sudo   ./ManageBTM.sh   –ruta   ­a   TEST   TEST­192.168.1.1   TEST­192.168.10.1 
TEST­192.168.4.1 20 40
traceroute to 192.168.10.1 (192.168.10.1), 30 hops max, 38 byte packets 
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 1  192.168.4.1  26.195 ms 
 2  192.168.10.1  80.162 ms 
------------------ 
Ruta canviada 
 · 192.168.4.1 -> 192.168.3.1 
 · Temps transcorregut per al canvi: 7 
 · Número de missatges que han sigut necessaris: 343 
------------------- 
traceroute to 192.168.10.1 (192.168.10.1), 30 hops max, 38 byte packets 
 1  192.168.3.1  27.289 ms 
 2  192.168.7.1  92.823 ms 
 3  192.168.10.1  117.723 ms 
Com es veu, el canvi de la ruta per anar cap a 192.168.10.1 s'ha fet al node 192.168.1.1. Aquesta 
ruta s'ha establert i s'ha considerat estable en 7 segons i després de 343 missatges.
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Si en cas d'utilitzar B.A.T.M.A.N. a nivell IP es volgués utilitzar el protocol a  nivell Ethernet, 




i com abans, es pot veure si s'han encès correctament i si la xarxa és la correcta. En aquest cas la  
imatge no és en forma de 3d, sinó en grafs
sudo ./ManageBTM­ADV.sh ­­info TEST 
Estat de batman-adv a la xarxa TEST 
TEST-192.168.1.1 (08:00:27:c8:21:cd) [*] encès 
TEST-192.168.1.2 (08:00:27:12:75:98) [*] encès 
TEST-192.168.1.3 (08:00:27:95:b2:88) [*] encès 
TEST-192.168.2.1 (08:00:27:3c:de:c0) [*] encès 
TEST-192.168.3.1 (08:00:27:f7:9d:2e) [*] encès 
TEST-192.168.4.1 (08:00:27:5b:9c:0b) [*] encès 
TEST-192.168.5.1 (08:00:27:4d:79:37) [*] encès 
TEST-192.168.6.1 (08:00:27:40:2a:24) [*] encès 
TEST-192.168.7.1 (08:00:27:5d:43:47) [*] encès 
TEST-192.168.8.1 (08:00:27:b9:68:43) [*] encès 
TEST-192.168.9.1 (08:00:27:6e:6c:bb) [*] encès 
TEST-192.168.10.1 (08:00:27:d9:dc:82) [*] encès 
TEST-192.168.11.1 (08:00:27:ba:57:79) [*] encès 
$sudo ./ManageBTM­ADV.sh –graph TEST
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Com es veu, també té la mateixa forma que la del dibuix fet al mapa.
Amb el  protocol  treballant  a  nivell  Ethernet  es  poden fer  les  mateixes  proves  que amb l'altre  
implementació. Per exemple, es pot comprovar quan tarda el node 192.168.1.2 en crear les taules 
d'encaminament per arribar a tots els veïns de la mesh
$sudo ./ManageBTM­ADV.sh –veins TEST TEST­192.168.1.2
El resultat oferit és el següent:
 S'han trobat tots els veïns disponibles en 3 segons i s'han necessitat 68 missatges 
 Resultat final: 
[B.A.T.M.A.N. adv 2010.1.0, MainIF/MAC: eth0/08:00:27:12:75:98 (bat0)] 
  Originator      last-seen (#/255)           Nexthop [outgoingIF]:   Potential nexthops ... 
08:00:27:ba:57:79    0.530s   ( 49) 08:00:27:c8:21:cd [      eth0]: 08:00:27:c8:21:cd ( 49) 
08:00:27:b9:68:43    0.370s   ( 47) 08:00:27:c8:21:cd [      eth0]: 08:00:27:c8:21:cd ( 47) 
08:00:27:3c:de:c0    0.310s   ( 33) 08:00:27:c8:21:cd [      eth0]: 08:00:27:c8:21:cd ( 33) 
08:00:27:5b:9c:0b    0.060s   ( 62) 08:00:27:c8:21:cd [      eth0]: 08:00:27:c8:21:cd ( 62) 
08:00:27:40:2a:24    0.090s   ( 57) 08:00:27:c8:21:cd [      eth0]: 08:00:27:c8:21:cd ( 57) 
08:00:27:f7:9d:2e    0.450s   ( 52) 08:00:27:c8:21:cd [      eth0]: 08:00:27:c8:21:cd ( 52) 
08:00:27:d9:dc:82    0.370s   ( 51) 08:00:27:c8:21:cd [      eth0]: 08:00:27:c8:21:cd ( 51) 
08:00:27:6e:6c:bb    0.370s   ( 47) 08:00:27:c8:21:cd [      eth0]: 08:00:27:c8:21:cd ( 47) 
08:00:27:4d:79:37    0.530s   ( 48) 08:00:27:c8:21:cd [      eth0]: 08:00:27:c8:21:cd ( 48) 
08:00:27:c8:21:cd    0.210s   (  65) 08:00:27:c8:21:cd [      eth0]: 08:00:27:c8:21:cd ( 65)  
08:00:27:95:b2:88 ( 60) 
08:00:27:95:b2:88    0.110s   (  67) 08:00:27:c8:21:cd [      eth0]: 08:00:27:95:b2:88 ( 65)  
08:00:27:c8:21:cd ( 67) 
08:00:27:5d:43:47    0.090s   ( 59) 08:00:27:c8:21:cd [      eth0]: 08:00:27:c8:21:cd ( 59) 
 Traducció a ip 
S'han trobat tots els veïns disponibles en 3 segons i s'han necessitat 68 missatges 
 Resultat final: 
[B.A.T.M.A.N. adv 2010.1.0, MainIF/MAC: eth0/192.168.1.2 (bat0)] 
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  Originator      last-seen (#/255)           Nexthop [outgoingIF]:   Potential nexthops ... 
192.168.11.1    0.530s   ( 49) 192.168.1.1 [      eth0]: 192.168.1.1 ( 49) 
192.168.8.1    0.370s   ( 47) 192.168.1.1 [      eth0]: 192.168.1.1 ( 47) 
192.168.2.1    0.310s   ( 33) 192.168.1.1 [      eth0]: 192.168.1.1 ( 33) 
192.168.4.1    0.060s   ( 62) 192.168.1.1 [      eth0]: 192.168.1.1 ( 62) 
192.168.6.1    0.090s   ( 57) 192.168.1.1 [      eth0]: 192.168.1.1 ( 57) 
192.168.3.1    0.450s   ( 52) 192.168.1.1 [      eth0]: 192.168.1.1 ( 52) 
192.168.10.1    0.370s   ( 51) 192.168.1.1 [      eth0]: 192.168.1.1 ( 51) 
192.168.9.1    0.370s   ( 47) 192.168.1.1 [      eth0]: 192.168.1.1 ( 47) 
192.168.5.1    0.530s   ( 48) 192.168.1.1 [      eth0]: 192.168.1.1 ( 48) 
192.168.1.1    0.210s   ( 65) 192.168.1.1 [      eth0]: 192.168.1.1 ( 65) 192.168.1.3 ( 60) 
192.168.1.3    0.110s   ( 67) 192.168.1.1 [      eth0]: 192.168.1.3 ( 65) 192.168.1.1 ( 67) 
192.168.7.1    0.090s   ( 59) 192.168.1.1 [      eth0]: 192.168.1.1 ( 59)
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5.2 CAS D'ÚS 2
Ara, imaginem que se'ns demana que busquem i simulem una xarxa que uneixi el node 192.168.8.1 
amb la subxarxa situada als edificis del campus nord i que per raons pressupostàries, s'hauria de 
crear amb el mínim número de nodes. A més, també se'ns indica que el node 192.168.1.1 situat al  
terrat de l'edifici A4 s'apaga durant la nit.
Comptant amb aquestes premisses, sabent quina és la distància màxima que pot haver-hi entre  
nodes sense que es perdi la comunicació i que les alteracions externes que pugui sofrir la xarxa no 
han d'afectar el tràfic entre el campus nord i el node 8.1, s'han pensat en les següents topologies:
Opció 1:
Donada aquesta tipologia, s'ha simulat amb l'aplicació i s'han donat els valors adients per al  
tràfic entre nodes:
• 192.168.1.1: delay 15ms ± 5ms, loss 0.5% ± 0.1%
• 192.168.1.2: delay 5ms ± 2ms
• 192.168.1.3: delay 6ms ± 2ms
• 192.168.2.1: delay 10ms ± 2ms, loss 0.3% ± 0.1%
• 192.168.3.1: delay 17ms ± 5ms, loss 0.5% ± 0.1%
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• 192.168.4.1: delay 15ms ± 5ms, 0.5% ± 0.1% 
• 192.168.5.1: delay 10ms ± 2ms, loss 0.3% ± 0.1%
• 192.168.6.1: delay 10ms ± 2ms, loss 0.5% ± 0.1%
• 192.168.8.1: delay 8ms ± 3ms, loss 0.4% ± 0.2%, corrupt 0.1%
Amb aquestes dades, s'ha efectuat la prova proporcionada pels scripts per preveure la possible  
resposta de la xarxa en cas que el node 192.168.1.1 s'apagui. Totes aquestes dades han sigut 
obtingudes al node 192.168.1.2 amb destí 192.168.8.1:
BTM BTM-ADV
# Missatges Temps (s) # Missatges Temps (s)
1 126 6 1 81 6
2 158 8 2 127 7
3 134 6 3 120 6
4 167 8 4 86 6
5 150 6 5 117 6
Mitja 147 6.8 Mitja 106.2 6.2
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Opció 2:
Donada aquesta tipologia, s'ha simulat amb l'aplicació i s'han donat els valors adients per al  
tràfic entre nodes:
• 192.168.1.1: delay 6ms ± 2ms, loss 0.1%
• 192.168.1.2: delay 6ms ± 2ms
• 192.168.1.3: delay 5ms ± 2ms
• 192.168.2.1: delay 10ms ± 2ms, loss 0.3% ± 0.1%
• 192.168.3.1: delay 15ms ± 5ms, loss 0.5% ± 0.2%, corrupt 0.2%
• 192.168.4.1: delay 14ms ± 4ms, 0.5% ± 0.1% 
• 192.168.5.1: delay 10ms ± 2ms, loss 0.5% ± 0.1%
• 192.168.6.1: delay 10ms ± 2ms, loss 0.3% ± 0.1%
• 192.168.8.1: delay 8ms ± 3ms, loss 0.4% ± 0.2%, corrupt 0.1%
Amb aquestes dades, s'ha efectuat la prova proporcionada pels scripts per preveure la possible 
resposta de la xarxa en cas que el node 192.168.1.1 s'apagui. Totes aquestes dades han sigut 
obtingudes al node 192.168.1.3  amb destí 192.168.8.1:
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BTM BTM-ADV
# Missatges Temps (s) # Missatges Temps (s)
1 87 4 1 99 6
2 34 1 2 30 1
3 141 8 3 95 5
4 36 1 4 89 6
5 97 5 5 32 2
Mitja 79 3.8 Mitja 69 4
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Opció 3:
Donada aquesta tipologia, s'ha simulat amb l'aplicació i s'han donat els valors adients per al  
tràfic entre nodes:
• 192.168.1.1: delay 6ms ± 2ms, loss 0.1%
• 192.168.1.2: delay 6ms ± 2ms
• 192.168.1.3: delay 5ms ± 2ms
• 192.168.2.1: delay 10ms ± 2ms, loss 0.3% ± 0.1%
• 192.168.3.1: delay 17ms ± 5ms, loss 0.5% ± 0.2%
• 192.168.4.1: delay 10ms ± 2ms, 0.5% ± 0.1% 
• 192.168.5.1: delay 10ms ± 2ms, loss 0.3% ± 0.1%
• 192.168.8.1: delay 8ms ± 3ms, loss 0.4% ± 0.2%, corrupt 0.1%
Amb aquestes dades, s'ha efectuat la prova proporcionada pels scripts per preveure la possible 
resposta de la xarxa en cas que el node 192.168.1.1 s'apagui. Totes aquestes dades han sigut 
obtingudes al node 192.168.1.3  amb destí 192.168.8.1:
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BTM BTM-ADV
# Missatges Temps (s) # Missatges Temps (s)
1 41 1 1 85 5
2 122 8 2 40 3
3 130 7 3 87 5
4 X* X* 4 107 6
5 82 4 5 X* X*
Mitja 93.7 5 Mitja 73.7 4.75
*En aquesta  opció,  el  camí  escollit  per  192.168.1.3 no  difereix  massa  entre  anar  pel  node 
192.168.1.1 o   pel 192.168.1.2. Per aquesta raó, quan s'ha tallat varies vegades el camí a través 
de 1.1, el mateix protocol ja tenia escollit l'altre camí per defecte, per tant, l'apagada del node no 
l'afecta.
Fetes les proves i obtinguts els resultats es poden extreure les següents conclusions:
• En general , els resultats obtinguts per batman-adv són millors, ja sigui en número de 
missatges  com en  temps  per  canviar  de  ruta.  Això ens  demostra  que  el  temps  de 
processament  dels  missatges  per  part  del  mòdul  de  batman-adv  és  millor  que  el  
processament  fet  pels  nodes  i  segurament,  com  és  una  versió  més  nova  s'ha 
perfeccionat l'algoritme d'encaminament.
• Una de les raons per el qual fa que la primera opció sigui la pitjor de les tres és que el  
camí trobat un cop tallat el node 192.168.1.1 augmenta en un salt (passa de 4 a 5).  
Degut a això s'influeix en el temps de trobar una nova ruta i per tant en el número de 
missatges. El protocol és reticent a canviar per una altra ruta de menys qualitat fins que 
al final, com és l'única, és la que accepta com a camí.
Descartada la primera opció, la qüestió seria escollir entre la segona i la tercera.
• La segona opció és lleugerament millor que la tercera, encara que els resultats donats 
per batman-adv són molt semblants en número de missatges com en temps. Això és 
degut  al  número de camins  disponibles  que  tenen els  nodes  del  campus nord per 
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arribar al node 192.168.8.1.
En l'opció 2, hi ha tres camins diferents que poden fer que en cas que s'apagués un 
altre node accidentalment, hi hauria més possibilitats que la xarxa continuï funcionant, 
mentre que la tercera opció només compta amb dos camins.
• Un punt a favor de l'opció 3 és que la xarxa compta amb un node menys que la resta 
d'opcions i  per tant  es compliria la premissa dels requeriments d'utilitzar el mínim 
número de nodes.
• Un altre punt, seria el camí per anar de 192.168.3.1 fins a 192.168.8.1. B.A.T.M.A.N. 
considera  molts  cops  que  per  fer  aquest  camí  no  és  necessari  passar  per 
192.168.1.1(com ja s'ha vist en les proves), pel que fa que l'apagada d'aquest node no 
afecti en cap moment al tràfic de la xarxa.
En conclusió, la xarxa escollida variaria entre dos de les tres opcions:
• Si  les  preferències  per  a  la  elecció  és  la  velocitat  de  canvi  de  ruta  quan  s'apaga  
192.168.1.1 i que en cas d'apagada d'altres nodes, hi hagi més opcions per trobar un 
altre camí, l'opció escollida seria la 2.
• En altre cas, comptant que en ocasions l'apagada del node 192.168.1.1 no afecta la 
comunicació i que les preferències siguin les d'utilitzar el mínim número de nodes 
encara que la velocitat de canvi de traçat no sigui la millor, l'opció escollida seria la 3.
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6. Característiques de la màquina i rendiment
La totalitat del projecte ha estat realitzat amb la següent màquina:
• HP Pavilion dv5-1118es
• Processador Intel Core 2 Duo P8400 (2'26 Ghz)
• Disc Dur 250GB
• Memòria DDR2 SDRAM 3072 MB
• Targeta gràfica nVidia GeForce 9200M GS
• Versió del kernel: 3.0.0-16-generic
• Ubuntu 11.10 (Oneiric Ocelot)
Amb aquestes característiques, s'han efectuat varies proves en qüestió de rendiment com a guia per  
a futures utilitzacions de l'aplicació.
En primer lloc, s'ha comprovat el funcionament de la màquina amb diferents quantitats de nodes 
encesos en una xarxa virtual. En la següent taula es mostren els resultats, on s'indiquen el tant per  
cent de CPU i el tant per cent de memòria utilitzats, la quantitat de memòria física  i memòria  
virtual necessària per tindre diferent número de màquines virtuals enceses.
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Número 
de nodes
% CPU % Memòria RSS(MB) Vsize(MiB)
0 15,3 6 599 2.869
1 18,8 16,9 705 3.153
2 22,1 25,1 816 3.369
3 25,4 31,4 920 3.598
4 28,7 37,6 1.025 3.828
5 32,1 44,2 1.136 4.053
10 48,2 72.4 1.636 5.206
15 65,2 94,3 2.171 6.236
20 82,2 115 2.808 7.062
24 95,4 130,5 3.112 7.635
25 98,7 135,6 3.213 7.899
26 99,9 141,2 3.262 8.065
Com  es  veu,  el  nombre  màxim  de  nodes  encesos  i  que  la  màquina  continuï  funcionant 
correctament és de 26 nodes. Encara que es poden continuar encenen nodes, però el rendiment es  
redueix considerablement.
Cal comentar també que el tant per cent de memòria és superior a 100 en alguns casos per que 
aquest per cent està pres a partir de la memòria física, però els processos a part d'utilitzar aquesta 
memòria, utilitzen memòria swap.
En termes de rendiment dels nodes, tots compten amb 50 MB de memòria disponible (s'indica al 
crear  les  màquines  virtuals  amb Virtualbox)  i  recent  encesos,   només  tenen  ocupats  940  KB 
d'aquesta memòria.
Amb B.A.T.M.A.N., el rendiment intern dels nodes varia. La següent taula mostra la utilització de 
la CPU que fa el protocol segons el nombre de veïns que té el node.
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Com es pot comprovar, la utilització de la CPU és mínima i té una progressió lineal segons el  
nombre de veïns que té el node. Es podrien tindre 50 nodes encesos en una mateixa màquina que la 
utilització de la CPU dels nodes rondaria al 1%. 
Cal comentar també que tota la utilització de la CPU que pot tindre un node no afecta externament 
a l'ordinador hoste.
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7. Planificació
A continuació es mostren totes les tasques realitzades al projecte, indicant les dates d'inici i final en 
que s'han produït i el número d'hores que s'hi ha dedicat per a cadascuna.
Tasca Data d'inici Data fi Hores
Documentació creació xarxa en mv 5/03/12 21/03/12 79
Comparació màquines virtuals 5/03/12 15/03/12 56
Documentació Open Vswitch 15/03/12 20/03/12 20
Decisió format de la xarxa 20/03/12 21/03/12 3
Configuració eines per crear xarxa 21/03/12 31/03/12 45
Configuració VirtualBox 21/03/12 27/03/12 20
Connexió nodes Open Vswitch 26/03/12 28/03/12 9
Configuració OpenWRT 28/03/12 31/03/12 16
Documentació tràfic de control comunicació 2/04/12 4/04/12 7
Realització script ManageVN.sh 4/04/12 26/04/12 85
Creació xarxa 4/04/12 14/04/12 40
Modificació xarxa 16/04/12 21/04/12 30
Control de tràfic 23/04/12 26/04/12 15
Documentació protocol routing 26/04/12 3/05/12 20
BATMAN 26/04/12 2/05/12 14
Altres 1/05/12 3/05/12 6
Configuració xarxa per protocols routing 3/05/12 11/05/12 30
Realització scripts BATMAN 11/05/12 30/05/12 70
ManageBTM.sh 11/05/12 18/05/12 25
Scripts batmand OpenWRT 18/05/12 22/05/12 20
ManageBTM-ADV.sh 22/05/12 26/05/12 15
Scripts batman-adv OpenWrt 28/05/12 30/05/12 10
Proves protocol de routing 30/05/12 1/06/12 13
Analitzar resultats 1/06/12 2/06/12 7
Memòria 5/03/12 9/06/12 175
TOTAL 5/03/12 9/06/12 531
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8. Cost econòmic
Els cost econòmic del projecte es poden dividir en tres factors:
• Humà: treball fet per l'enginyer per realitzar la totalitat del projecte.
Perfil Preu/hora (€) Hores Dedicació Cost (€)
Enginyer 40 531 100% 21.240
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9. Conclusions
8.1 OBJECTIUS
L'objectiu principal d'aquest projecte era veure la possibilitat de crear un sistema on es pogués 
simular el funcionament d'una xarxa sense fils.  A més de comprovar si  era factible, s'havia de 
complementar amb una aplicació que permetés a l'usuari manegar la xarxa virtual sense necessitat 
de conèixer el funcionament de les eines necessàries per al sistema.
Com s'ha vist en aquest document, aquests objectius s'han complert satisfactòriament. S'han pogut 
unir  totes  les  eines  pensades  per  a  la  virtualització  de la  xarxa de forma que  totes  funcionin  
correctament i s'han pogut fer proves amb l'aplicació creada donant resultats positius.
A diferència de l'informe previ, on s'indicava que l'aplicació creada contindria una interfície visual 
facilitant la utilització de la aplicació per part de l'usuari, en el desenvolupament del projecte es va  
desestimar aquest objectiu per tal  de focalitzar els esforços en la implementació dels protocols  
d'encaminament dins l'aplicació per així fer més complerta la simulació de la xarxa sense fils.
8.2 VALORACIÓ PERSONAL
Amb  aquest  projecte  m'he  hagut  d'enfrontar  al  món  de  la  virtualització,  que  era  totalment  
desconegut  per  a  mi  i  haver  d'utilitzar  eines  on  el  nivell  de  documentació  és  bastant  escàs. 
Sortosament, amb ganes i paciència, he pogut mostrar que ha sigut possible complir els objectius 
establerts.
Un cop acabat, es pot dir que he obtingut una major visió de la virtualització, on he ampliat els 
coneixements  d'aquest  camp de  la  informàtica.  També  conèixer  els  trets  que  caracteritzen  les 
xarxes sense fils  com el  funcionament dels protocols d'encaminament que utilitzen com també 
augmentar els coneixements en el llenguatge BASH.
Indirectament, amb la realització del projecte, he pogut aprendre gran quantitat de comandes Linux 
que  desconeixia  de  la  seva  existència  (tc,  ip..),  com comprendre  i  crear  regles  més  o  menys  
complexes amb BASH. Un altre aspecte a destacar ha sigut  la  capacitat  d'extreure  la màxima 
informació  i  saber-la  aplicar  de  documentacions  difícils  d'entendre  d'eines  on  majoritàriament 
aquestes estan destinades per a persones familiaritzades amb elles.
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8.3 FUTUR
Com a visió de futur previst per a aquest projecte seria millorar l'aplicació en diferents sentits:
• Fer  possible  aplicar  a  la  xarxa  simulada  més  protocols  d'encaminament,  ja  siguin 
existents com OLSR o en procés de desenvolupament.
• Creació de la interfície visual pensada en l'informe previ per fer que l'experiència de 
l'usuari sigui més satisfactòria. 
• Donar-li un possible ús didàctic a l'aplicació on estudiants de xarxes puguin aprendre i 
experimentar sense necessitat d'utilitzar màquines físiques.
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• Scripts per a OpenWRT:/root/
https://www.dropbox.com/s/3ub1qf3lijxlmqa/scripts_OpenWRT.tar.gz
• Open Vswitch (versió 1.4.1)
http://openvswitch.org/releases/openvswitch-1.4.1.tar.gz
• VirtualBox (versió 4.1.16 per a Ubuntu 11.04 i386)
http://download.virtualbox.org/virtualbox/4.1.16/virtualbox-4.1_4.1.16-78094~Ubuntu~oneiric_i386.deb
• sFlowTrend (versió 4.4.02)
http://www.inmon.com/products/sFlowTrend/sFlowTrend.jnlp
• Batmand (versió 0.3.2)
http://downloads.open-mesh.org/batman/releases/batmand-0.3.2/batmand-0.3.2.tar.gz
• Batman-adv (versió 2010.1.0)
http://downloads.open-mesh.org/batman/releases/batman-adv-2010.1.0/batman-adv-2010.1.0.tar.gz
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• batctl (versió 2010.1.0)
http://downloads.open-mesh.org/batman/releases/batman-adv-2010.1.0/batctl-2010.1.0.tar.gz
• Servidor Vis (versió 0.3.2)
http://downloads.open-mesh.org/batman/releases/batmand-0.3.2/vis-0.3.2.tar.gz
• s3d (versió 0.2.2)
http://sourceforge.net/projects/s3d/files/latest/download?source=files
• Meshs3d (versió 0.2.1.1-5)
http://ftp.fr.debian.org/debian/pool/main/s/s3d/meshs3d_0.2.1.1-5_i386.deb
• Graphviz (versió 2.28.0)
http://www.graphviz.org/pub/graphviz/stable/SOURCES/graphviz-2.28.0.tar.gz
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