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2. Razširitev Riemannove funkcije ζ 5
2.1. Riemannova funkcija ζ 5
2.2. Poissonova sumacijska formula 5
2.3. Vrsta Θ 7
2.4. Funkcijska enačba in funkcija ξ 9
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Riemannova funkcija ζ in razporeditev praštevil
Povzetek
Riemannovo funkcijo zeta definiramo kot funkcijo kompleksne spremenljivke s, in
sicer z vrsto ζ(s) =
∑∞
n=1
1
ns
za Re s > 1, nato pa jo analitično razširimo na C \ {1}.
Pri tem si pomagamo s funkcijsko enačbo, v kateri je pomembna vloga funkcije gama.
Tako razširjena funkcija zeta ima v točki 1 pol stopnje 1, v točkah −2,−4,−6, . . . pa
tako imenovane trivialne ničle. V nadaljavanju Riemannovo funkcijo zeta izrazimo
kot neskončen produkt, imenovan Eulerjev produkt, in pokažemo, da ζ nima ničel na
polravnini Re s ≥ 1. To dejstvo uporabimo v dokazu praštevilskega izreka, ki govori
o asimptotični ekvivalenci funkcij π(x) in x/ ln(x), kjer s π(x) označimo število
praštevil, ki so manǰsa ali enaka danemu pozitivnemu realnemu številu x.
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Abstract
We define the Riemann zeta function as a function of a complex variable s with
the series ζ(s) =
∑∞
n=1
1
ns
for Re s > 1 and then extend it analytically to C \ {1}.
We use a functional equation in which the gamma function plays an important role.
The extended zeta function has a simple pole in 1 and so-called trivial zeros in
−2,−4,−6, . . . . Later on, we express the Riemann zeta function as an infinite
product called the Euler product and show that ζ has no zeros on the half-plane
Re s ≥ 1. We use this fact in the proof of the prime number theorem which describes
the asymptotic equivalence of the functions π(x) and x/ ln(x), where π(x) denotes
the number of primes less than or equal to a given positive real number x.
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1. Uvod
V diplomski nalogi bomo obravnavali Riemannovo funkcijo zeta in njene lastnosti
ter praštevilski izrek.
Ker so praštevila velikega pomena v matematiki, so se mnogi začeli spraševati,
kako so razporejena med ostalimi števili. Vemo, da jih je neskončno mnogo, vendar
pa nam to ne pove veliko o njihovi razporeditvi. Za soda števila prav tako vemo, da
jih je neskončno mnogo, vendar pa poznamo njihovo razporeditev, vsako drugo je
namreč sodo. Praštevila pa niso tako predvidljiva, zato so začeli njihovo razporeditev
preučevati. Če s π(x) označimo število praštevil, ki so manǰsa ali enaka danemu
pozitivnemu realnemu številu x, potem je π(100) = 25, saj je natanko 25 praštevil
manǰsih ali enakih 100.
Praštevilski izrek opisuje asimptotično razporeditev praštevil in formalizira intu-
itivno idejo, da s tem, ko praštevila postajajo večja, postajajo tudi redkeǰsa. Ob
koncu 18. stoletja sta se s tem problemom ukvarjala matematika Carl Friedrich
Gauss in Adrien-Marie Legendre, malo pozneje pa tudi Johann Peter Gustav Lejeune
Dirichlet. Ugotovitve vseh namigujejo na asimptotično ekvivalenco funkcij π(x) in
x/ ln(x). V dveh člankih iz let 1848 in 1850 je ruski matematik Pafnutij Čebǐsev
poizkušal dokazati to asimptotično razporeditev praštevil. V svojem delu je uporabil
funkcijo zeta, ki je bila v Eulerjevih delih omenjena že leta 1737. Čeprav mu izreka
ni uspelo dokazati, je uspel pokazati, da za vsak n ≥ 2 obstaja praštevilo med n in
2n.
Novosti na tem področju je predstavil nemški matematik Bernhard Riemann v
svojem edinem članku s področja teorije števil, ki ga je objavil leta 1859. V njem
je raziskoval funkcijo π(x) in povezavo s funkcijo zeta. Funkcijo zeta je sicer že prej
omenjal Euler, vendar pa je šele Riemann v članku zanjo uvedel grško črko ζ in se
danes tudi imenuje po njem. V devet strani dolgem članku je predstavil analitično
nadaljevanje funkcije zeta na kompleksno ravnino in poudaril njeno pomembnost v
razporeditvi praštevil, zlasti pomembnost njenih ničel.
Leta 1896 sta praštevilski izrek vsak zase dokazala francoski matematik Jacques
Hadamard in belgijski matematik Charles Jean de la Valée Poussin. Dokazala sta ga
z uporabo kompleksne analize in idej, ki jih je Riemann predstavil v svojem članku,
navezala sta se zlasti na Riemannovo funkcijo zeta. V obeh dokazih je bilo kot glavni
korak uporabljeno dejstvo, da Riemannova funkcija zeta nima ničel za kompleksna
števila oblike s = 1 + it, t > 0.
Pozneje so izrek dokazali še na druge načine, prvi elementarni dokaz pa sta sredi
20. stoletja predstavila Selberg in Erdős. Pri dokazovanju sta uporabila le prijeme
iz teorije števil, brez kompleksne analize in funkcije zeta. To je bila velika senzacija,
saj so bili matematiki dolgo prepričani, da se pri dokazovanju praštevilskega izreka
ne da izogniti analitičnim metodam. Že njun dokaz je veliko kraǰsi kot prvotni
Hadamarda in de la Valée Poussina, vendar pa so vsi dokaj zapleteni. Leta 1980
je amerǐski matematik Donald J. Newman predstavil nov dokaz, ki je nedvomno
najkraǰsi in najpreprosteǰsi od vseh, vendar pa ni elementaren, saj uporablja orodja
iz kompleksne analize.
V diplomski nalogi se bomo tako v prvem delu osredotočili na razširitev funkcije
zeta na celotno kompleksno ravnino. V drugem delu pa se bomo posvetili praštevil-
skemu izreku in njegovemu dokazu, kjer bomo uporabili Riemannovo funkcijo zeta.
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2. Razširitev Riemannove funkcije ζ
V tem poglavju bomo definirali Riemannovo funkcijo ζ za Re s > 1 in jo nato
analitično razširili na C \ {1}.
2.1. Riemannova funkcija ζ.
Trditev 2.1. Naj bo s kompleksna spremenljivka. Za Re s > 1 vrsta
∞∑
n=1
1
ns
konvergira absolutno, za Re s ≥ 1 + δ, δ > 0, pa enakomerno in torej za Re s > 1
določa holomorfno funkcijo, imenovano Riemannova funkcija zeta.
Dokaz. Naj bo s = σ + it, σ, t ∈ R. Potem velja
ns = es lnn = eσ lnneit lnn
in
|ns| = |eσ lnn||eit lnn| = eσ lnn · 1 = nσ = nRe s.
Če velja Re s ≥ 1 + δ, za δ > 0, lahko ocenimo∣∣∣ 1
ns
∣∣∣ ≤ 1
n1+δ
.
Uporabimo integralski kriterij za vrsto
∑∞
n=1
1
n1+δ
, ki ima pozitivne člene. Ogledamo
si torej integral ∫ ∞
1
1
x1+δ
dx.
Integral konvergira v primeru, ko je 1 + δ > 1, kar pa je res za δ > 0. Po
Weierstrassovem kriteriju torej prvotna vrsta konvergira enakomerno za Re s ≥ 1+δ,
za δ > 0. Če velja Re s > 1, lahko iz∣∣∣ 1
ns
∣∣∣ = 1
nσ
zopet z integralskim kriterijem sklepamo, da prvotna vrsta konvergira absolutno za
Re s > 1, saj ∫ ∞
1
1
xσ
dx
konvergira za σ > 1.

2.2. Poissonova sumacijska formula. V nadaljevanju bomo spoznali Poissonovo
sumacijsko formulo. V njej nastopa Fourierova transformacija, zato si oglejmo nekaj
osnovnih pojmov s tega področja.
Definicija 2.2. Naj bo f integrabilna funkcija na intervalu [a, a+ ω], periodična s
periodo ω. Fourierova vrsta za funkcijo f v točki x ∈ R je trigonometrična vrsta
f(x) =
∑
k∈Z
cke
2π
ω
ikx,
kjer so
ck =
1
ω
∫ a+ω
a
f(x)e−
2π
ω
ikxdx (a ∈ R, k ∈ Z)
Fourierovi koeficienti funkcije f .
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Definicija 2.3. Za vsako funkcijo f ∈ L1(R) je njena Fourierova transformiranka f̂
definirana kot
f̂(ξ) =
1√
2π
∫
R
f(x)e−iξxdx (ξ ∈ R).
Zgornji integral je absolutno konvergenten, ker je |e−iξx| = 1.
Izrek 2.4. (Poissonova sumacijska formula) Naj bo f ∈ L1(R) taka zvezno odve-
dljiva funkcija, da sta funkciji x 7→ x2f(x) in x 7→ x2f ′(x) omejeni. Potem velja∑
k∈Z
f(k) =
√
2π
∑
k∈Z
f̂(2πk).
Zgornjo enakost imenujemo Poissonova sumacijska formula.
Dokaz. Definiramo
g(x) :=
∑
k∈Z
f(x+ k).
Najprej pokažimo, da vrsta g(x) konvergira absolutno in enakomerno na vsakem
kompaktnem intervalu za x. Vsa števila x iz nekega kompaktnega intervala lahko
omejimo s takim naravnim številom m, da velja |x| < m,m ∈ N. Vrsto za g(x)
razbijmo na tri dele:∑
k∈Z
f(x+ k) =
∑
k<−m
f(x+ k) +
∑
k∈[−m,m]
f(x+ k) +
∑
k>m
f(x+ k)
Funkcija f je zvezna, zato je na zaprtem intervalu [−m,m] omejena, s tem pa je
omejena tudi srednja vsota. Ogledamo si še vrsto na desni. Upoštevamo, da je
funkcija x2f(x) omejena in je zato (x+ k)2f(x+ k) ≤M :∑
k>m
f(x+ k) ≤
∑
k>m
M
(x+ k)2
≤
∑
k>m
M
(k −m)2
=
∑
j>0
M
j2
,
kar pa je seveda konvergentna vrsta. Po Weierstrassovem kriteriju torej sledi, da je∑
k>m f(x+ k) absolutno in enakomerno konvergentna. Enako lahko sklepamo tudi
za vrsto
∑
k<−m f(x + k). Od tod sklepamo, da enako velja za
∑
k∈Z f(x + k). Na
podoben način lahko pokažemo, da to velja tudi za vrsto∑
k∈Z
f ′(x+ k),
saj je tudi f ′ zvezna funkcija. Od tod lahko sklepamo, da je g zvezno odvedljiva
funkcija in periodična s periodo 1:
g(x+ 1) =
∑
k∈Z
f((x+ 1) + k) =
∑
k∈Z
f(x+ (k + 1)) =
∑
k∈Z
f(x+ k) = g(x),
kjer smo upoštevali, da je g(x) absolutno konvergentna in smemo člene seštevati v
poljubnem vrstnem redu. Naj bo
g(x) =
∑
k∈Z
cke
2πikx
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razvoj funkcije g v Fourierovo vrsto. Velja
ck =
∫ 1
0
g(x)e−2πikxdx =
∫ 1
0
∑
m∈Z
f(x+m)e−2πikxdx
=
∑
m∈Z
∫ 1
0
f(x+m)e−2πikxdx =
∑
m∈Z
∫ m+1
m
f(y)e−2πikye2πikmdy
=
∑
m∈Z
∫ m+1
m
f(y)e−2πikydy =
∫ ∞
−∞
f(y)e−2πikydy
=
√
2πf̂(2πk).
Pri menjavi vrstnega reda integriranja in seštevanja smo uporabili absolutno konver-
genco vrste g(x). Ker je g zvezno odvedljiva funkcija, njena Fourierova vrsta
konvergira proti g. Za vsak x ∈ R velja∑
k∈Z
f(x+ k) = g(x) =
√
2π
∑
k∈Z
f̂(2πk)e2πikx
in od tod, če je x = 0, ∑
k∈Z
f(k) =
√
2π
∑
k∈Z
f̂(2πk).

2.3. Vrsta Θ.
Trditev 2.5. Naj bo f ∈ L1(R). Za vsak a > 0 naj bo funkcija g definirana s
predpisom g(x) = f(ax). Tedaj je
ĝ(ξ) =
1
a
f̂(
ξ
a
).
Dokaz. Trditev dokažemo z vpeljavo nove spremenljivke v integral:
ĝ(ξ) =
1√
2π
∫ ∞
−∞
f(ax)e−ixξdx =
1√
2π
∫ ∞
−∞
f(y)e−iy
ξ
a
dy
a
=
1
a
f̂(
ξ
a
).

Izrek 2.6. (Vrsta Θ) Za funkcijo
Θ(t) :=
∑
k∈Z
e−tπk
2
(t > 0)
velja identiteta
Θ
(1
t
)
=
√
tΘ(t).
Dokaz. Identiteto dokažemo z uporabo Poissonove sumacijske formule za funkcijo
f(x) := e−tπx
2
:
Θ(t) =
∑
k∈Z
e−tπk
2
=
∑
k∈Z
f(k) =
√
2π
∑
k∈Z
f̂(2πk).
Naj bo g(x) := e−πx
2
. Očitno velja f(2πx) = g(2π
√
tx). Z uporabo trditve 2.5
dobimo
f̂(2πy) =
1√
t
ĝ(2πy/
√
t).
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Izračunajmo Fourierovo transformiranko funkcije g. Odvajamo pod integralom in
dobimo
ĝ′(y) =
d
dy
1√
2π
∫ ∞
−∞
e−ixye−πx
2
dx =
−i√
2π
∫ ∞
−∞
xe−ixye−πx
2
dx.
Integriramo per partes, kjer so
u = e−ixy du = −iye−ixydx
dv = xe−πx
2
dx v = − 1
2π
e−πx
2
.
ĝ′(y) =
−i√
2π
(
− 1
2π
e−ixye−πx
2
∣∣∣∞
−∞
−
∫ ∞
−∞
1
2π
iye−ixye−πx
2
dx
)
=
−1
2π
√
2π
y
∫ ∞
−∞
e−ixye−πx
2
dx =
−y
2π
ĝ(y)
Tako dobimo diferencialno enačbo
ĝ′(y)
ĝ(y)
=
−y
2π
.
Rešimo jo:
(ln ĝ(y))′ =
(−y2
4π
)′
ln ĝ(y) =
−y2
4π
+ C
ĝ(y) = De
−y2
4π .
Izračunajmo še konstanto D
D = ĝ(0) =
1√
2π
∫ ∞
−∞
e−πx
2
dx =
1√
2π
.
Vemo namreč, da je ∫ ∞
−∞
e−a(x+b)
2
dx =
√
π
a
,
torej v našem primeru za a = π in b = 0 dobimo, da je vrednost integrala enaka 1.
Sledi
ĝ(y) =
1√
2π
e
−y2
4π
in zato
f̂(2πy) =
1√
t
ĝ(2πy/
√
t) =
1√
t
1√
2π
e
−4π2y2
4πt =
1√
2πt
e
−πy2
t .
Končno sledi
Θ(t) =
√
2π
∑
k∈Z
f̂(2πk) =
√
2π
∑
k∈Z
1√
2πt
e
−πk2
t
=
1√
t
∑
k∈Z
e
−πk2
t =
1√
t
Θ
(1
t
)
.

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2.4. Funkcijska enačba in funkcija ξ. Na podlagi identitete v izreku 2.6 lahko
zdaj razširimo Riemannovo funkcijo ζ na C \ {1}.
Definicija 2.7.
ξ(s) = π−s/2Γ
(s
2
)
ζ(s) (Re s > 1).
Trditev 2.8. Za funkcijo ξ velja naslednja enakost:
ξ(s) =
1
2
∫ ∞
0
t
s
2 (Θ(t)− 1)dt
t
=
1
2
∫ 1
0
t
s
2 (Θ(t)− 1)dt
t
+
1
2
∫ ∞
1
t
s
2 (Θ(t)− 1)dt
t
.
Dokaz.
1
2
∫ ∞
0
t
s
2 (Θ(t)− 1)dt
t
=
1
2
∫ ∞
0
t
s
2
(∑
k∈Z
e−tπk
2 − 1
)dt
t
=
1
2
∫ ∞
0
t
s
2 2
∞∑
k=1
e−tπk
2 dt
t
=
∫ ∞
0
t
s
2
−1
∞∑
k=1
e−tπk
2
dt =
∞∑
k=1
∫ ∞
0
t
s
2
−1e−tπk
2
dt.
V integral uvedemo novo integracijsko spremenljivko u = tπk2 in dobimo:
1
2
∫ ∞
0
t
s
2 (Θ(t)− 1)dt
t
=
∞∑
k=1
∫ ∞
0
( u
πk2
) s
2
−1
e−u
du
πk2
=
∞∑
k=1
∫ ∞
0
u
s
2
−1e−u
( 1
πk2
) s
2
du
=
∞∑
k=1
∫ ∞
0
u
s
2
−1e−uπ−s/2
1
ks
du = π−s/2
∞∑
k=1
1
ks
∫ ∞
0
u
s
2
−1e−udu
= π−s/2
∞∑
k=1
1
ks
Γ(
s
2
) = π−s/2Γ(
s
2
)
∞∑
k=1
1
ks
= π−s/2Γ(
s
2
)ζ(s).

Trditev 2.9. Velja naslednja enakost:
1
2
∫ 1
0
t
s
2 (Θ(t)− 1)dt
t
=
1
2
∫ ∞
1
t−
s
2
√
t(Θ(t)− 1)dt
t
+
1
2
∫ ∞
1
t−
s
2 (
√
t− 1)dt
t
.
Dokaz. Z vpeljavo nove integracijske spremenljivke (t→ 1
t
) dobimo:
1
2
∫ 1
0
t
s
2 (Θ(t)− 1)dt
t
= −1
2
∫ 1
∞
t−
s
2
(
Θ
(1
t
)
− 1
)dt
t
=
1
2
∫ ∞
1
t−
s
2
(
Θ
(1
t
)
− 1
)dt
t
.
Uporabimo še identiteto v 2.6:
1
2
∫ 1
0
t
s
2 (Θ(t)− 1)dt
t
=
1
2
∫ ∞
1
t−
s
2 (
√
tΘ(t)− 1)dt
t
=
1
2
∫ ∞
1
t−
s
2 (
√
t(Θ(t)− 1) +
√
t− 1)dt
t
=
1
2
∫ ∞
1
t−
s
2
√
t(Θ(t)− 1)dt
t
+
1
2
∫ ∞
1
t−
s
2 (
√
t− 1)dt
t
.

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Trditev 2.10. Velja
ξ(s) =
1
2
∫ ∞
1
(t
s
2 + t
1−s
2 )(Θ(t)− 1)dt
t
+
1
s− 1
− 1
s
.
Dokaz. Po 2.8 vemo:
ξ(s) =
1
2
∫ 1
0
t
s
2 (Θ(t)− 1)dt
t
+
1
2
∫ ∞
1
t
s
2 (Θ(t)− 1)dt
t
.
Če upoštevamo še 2.9, sledi:
ξ(s) =
1
2
∫ ∞
1
t−
s
2
√
t(Θ(t)− 1)dt
t
+
1
2
∫ ∞
1
t−
s
2 (
√
t− 1)dt
t
+
1
2
∫ ∞
1
t
s
2 (Θ(t)− 1)dt
t
=
1
2
∫ ∞
1
(t−
s
2
√
t+ t
s
2 )(Θ(t)− 1)dt
t
+
1
2
∫ ∞
1
t−
s
2 (
√
t− 1)dt
t
=
1
2
∫ ∞
1
(t
1−s
2 + t
s
2 )(Θ(t)− 1)dt
t
+
1
s− 1
− 1
s
,
kjer je
1
2
∫ ∞
1
t−
s
2 (
√
t− 1)dt
t
=
1
2
∫ ∞
1
t−
s+2
2 (
√
t− 1)dt = 1
2
∫ ∞
1
(t−
s+1
2 − t−
s+2
2 )dt
=
1
2
(2
s
t−
s
2 − 2
s− 1
t−
s−1
2
∣∣∣∞
1
)
= −1
s
+
1
s− 1
.

Trditev 2.11. Integral ∫ ∞
1
(t
s
2 + t
1−s
2 )(Θ(t)− 1)dt
t
v trditvi 2.10 predstavlja na vsej ravnini C holomorfno funkcijo spremenljivke s.
Sledi, da s formulo v trditvi 2.10 lahko razširimo funkcijo ξ do holomorfne funkcije
povsod na C, razen v polih 0 in 1, in velja
ξ(s) = ξ(1− s).
Dokaz. Funkcijo Θ(t)− 1 lahko za t ≥ 1 navzgor ocenimo:
Θ(t)− 1 =
∑
k∈Z
e−tπk
2 − 1 = 2
∞∑
k=1
e−tπk
2 ≤ 2
∞∑
k=1
e−tk = 2
e−t
1− e−t
< 4e−t.
Sledi torej, da Θ(t)− 1 eksponentno pada proti 0 in je zato integral∫ ∞
1
(t
s
2 + t
1−s
2 )(Θ(t)− 1)dt
t
konvergenten. Če odvajamo zgornji integral na s pod integralom, dobimo enako-
merno konvergenten integral. Sledi, da je funkcija
s 7→
∫ ∞
1
(t
s
2 + t
1−s
2 )(Θ(t)− 1)dt
t
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holomorfna na C. Dokažimo še enakost ξ(s) = ξ(1− s):
ξ(1− s) = 1
2
∫ ∞
1
(t
1−s
2 + t
1−(1−s)
2 )(Θ(t)− 1)dt
t
+
1
1− s− 1
− 1
1− s
=
1
2
∫ ∞
1
(t
1−s
2 + t
s
2 )(Θ(t)− 1)dt
t
− 1
s
− 1
1− s
=
1
2
∫ ∞
1
(t
s
2 + t
1−s
2 )(Θ(t)− 1)dt
t
+
1
s− 1
− 1
s
= ξ(s).

Pred končnim sklepom si oglejmo še nekaj lastnosti funkcije Γ, ki jih bomo
potrebovali. Na polravnini Re s > 0, kjer je tudi holomorfna, je funkcija Γ definirana
z
Γ(s) =
∫ ∞
0
ts−1e−tdt.
Z rekurzivno formulo
Γ(s+ 1) = sΓ(s) (Re s > 0)
lahko razširimo definicijsko območje funkcije Γ. Dobimo funkcijo, ki je holomorfna
na C, razen v točkah 0,−1,−2, . . . , kjer ima pole stopnje 1. To sledi iz enačbe
Γ(s) =
Γ(s+ n)
s(s+ 1) · · · (s+ n− 1)
,
ki jo dobimo s ponavljanjem rekurzivne formule.
Trditev 2.12. Funkcijo ζ lahko razširimo holomorfno na C\{1} s funkcijsko enačbo
ζ(s) = πs/2ξ(s)
1
Γ( s
2
)
.
Tako razširjena funkcija ima v točki 1 pol stopnje 1, v točkah −2,−4,−6, . . . pa
ničle.
Dokaz. Funkcijska enačba
ζ(s) = πs/2ξ(s)
1
Γ( s
2
)
sledi neposredno iz 2.7. Funkcija Γ nima ničel, zato so možni poli funkcije ζ
lahko le poli funkcije ξ. Vemo, da je funkcija ξ holomorfna povsod na C razen
v enostavnih polih 0 in 1. Ker je funkcija Γ holomorfna povsod na C, razen v točkah
0,−1,−2, . . . , kjer ima enostavne pole, sledi, da ima Γ( s
2
) enostavne pole v točkah
0,−2,−4, . . . V števcu in imenovalcu imamo tako pol v točki 0, ki je iste stopnje,
ta singularnost je torej odpravljiva. Sledi, da ima ζ(s) v točki 1 pol stopnje 1, v
točkah −2,−4,−6, . . . pa ničle. 
Funkcijsko enačbo v 2.12 je Riemann predstavil v znamenitem članku s področja
teorije števil leta 1859. Ničle −2,−4,−6, . . . imenujemo tudi trivialne ničle, prepro-
sto jih je namreč dokazati iz funkcijske enačbe. Imenujejo se tudi realne ničle, saj
drugih realnih ničel ni. V nadaljevanju bomo pokazali, da Riemannova funkcija ζ
nima ničel na polravnini Re s ≥ 1, to dejstvo bomo namreč potrebovali v dokazu
praštevilskega izreka. Znano pa je tudi, da vsaka netrivialna ničla (torej ničla,
različna od −2,−4,−6, . . . ) leži na odprtem traku {s ∈ C : 0 < Re s < 1},
imenovanem kritični trak. Netrivialne ničle imenujemo tudi kompleksne. Dokazati
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Riemannovo domnevo, ki pravi, da so vse netrivialne ničle funkcije ζ na premici
Re s = 1
2
, je eden izmed največjih odprtih problemov v matematiki.
3. Neskončni produkti
V nadaljevaju bomo pokazali, da lahko Riemannovo funkcijo ζ izrazimo tudi s
konvergentnim produktom, zato si najprej oglejmo nekaj pojmov s tega področja.
Izreke bomo navedli brez dokazov, najdemo pa jih lahko v [3].
Definicija 3.1. Neskončni produkt
(1)
∞∏
j=1
(1 + zj),
kjer so zj kompleksna števila, imenujemo konvergenten, če obstaja limita
P := lim
n→∞
n∏
j=1
(1 + zj)
in je bodisi P 6= 0 bodisi zj = −1 za kak j in je v zadnjem primeru za kak m limita
lim
n→∞
n∏
j=m
(1 + zj)
različna od 0.
Produkt (1) imenujemo absolutno konvergenten, če je konvergenten produkt
∞∏
j=1
(1 + |zj|).
Brez dokaza navedimo še izrek, ki povezuje konvergenco produktov in vrst, in bo
koristen v prihodnje.
Izrek 3.2. Produkt
∏∞
j=1(1 + zj) je absolutno konvergenten natanko tedaj, ko je
absolutno konvergentna vrsta
∑∞
j=1 zj.
Absolutno konvergenten produkt je konvergenten in njegova vrednost P je neodvisna
od vrstnega reda faktorjev.
Definicija 3.3. Produkt funkcij
∏∞
j=1(1 + fj) konvergira enakomerno na množici
K, če za vsak z ∈ K konvergira številski produkt P (z) :=
∏∞
j=1(1 + fj(z)) (torej
je P (z) = 0 le, ko je fj(z) = −1 za kak j) in konvergirajo delni produkti Pn :=∏n
j=1(1 + fj) enakomerno proti P .
Izrek 3.4. Če konvergira vrsta
∑∞
j=1 |fj| omejenih funkcij fj enakomerno na mno-
žici K, potem konvergira enakomerno na K tudi produkt
∏∞
j=1(1 + fj).
4. Izrek o praštevilih
V tem poglavju bomo z uporabo Riemannove funkcije zeta dokazali prej omenjeni
izrek o praštevilih, zato si najprej oglejmo nekaj njenih osnovnih lastnosti. V
prvem delu diplomske naloge smo sicer že pokazali, da lahko razširimo funkcijo
zeta holomorfno na C \ {1}. Tako razširjena funkcija ima v točki 1 pol stopnje 1, v
točkah −2,−4,−6, . . . pa ničle. Ker pa vseh teh lastnosti pri dokazu praštevilskega
izreka ne potrebujemo, bomo vse potrebno izpeljali na novo.
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4.1. Osnovne lastnosti funkcije zeta. Naslednji izrek nam pove, da lahko vrsto,
ki določa funkcijo zeta, zapǐsemo tudi s konvergentnim produktom.
Izrek 4.1. Produkt∏
p
(
1− 1
ps
)
, kjer p teče po vseh praštevilih,
konvergira absolutno za Re s > 1 in enakomerno za Re s ≥ 1 + δ, za δ > 0 ter velja
ζ(s) =
∏
p
(
1− 1
ps
)−1
.
Dokaz. Konvergenca produkta sledi iz izreka 3.4, saj za Re s > 1 vrsta
∑
p
1
ps
konvergira absolutno, za Re s ≥ 1 + δ pa enakomerno. Za Re s ≥ 1 + δ uporabimo
oceno z geometrijsko vrsto in dobimo(
1− 1
ps
)−1
=
1(
1− 1
ps
) = 1 + 1
ps
+
1
p2s
+
1
p3s
+ . . . = Ep(s).
Uporabimo dejstvo, da se da vsako naravno število n enolično izraziti kot produkt
praštevil. Opazimo, da se v produktu
∏
pEp(s) za vsa praštevila p izraz 1/n
s pojavi
natanko enkrat in nam tako da vrsto, ki na območju Re s > 1 določa funkcijo zeta.
Upoštevamo tudi, da lahko pri absolutni konvergenci menjamo vrstni red členov. 
Produkt
∏
p
(
1 − 1
ps
)−1
imenujemo Eulerjev produkt. Zapis funkcije zeta s tem
produktom nam pove, da je ζ(s) 6= 0 za Re s > 1. Pozneje bomo pokazali, da to
velja tudi za Re s = 1.
Izrek 4.2. Funkcijo
ζ(s)− 1
s− 1
lahko razširimo do holomorfne funkcije na Re s > 0.
Dokaz. Za Re s > 1 velja
ζ(s)− 1
s− 1
=
∞∑
n=1
1
ns
−
∫ ∞
1
1
xs
dx =
∞∑
n=1
1
ns
−
∞∑
n=1
∫ n+1
n
1
xs
dx
=
∞∑
n=1
∫ n+1
n
( 1
ns
− 1
xs
)
dx.
Pri tem smo uporabili enakost∫ ∞
1
1
xs
dx =
1
−(s− 1)
1
xs−1
∣∣∣∞
1
=
1
s− 1
.
Posamezni člen zgornje vsote bomo ocenili z uporabo naslednjih zvez:
f(b)− f(a) =
∫ b
a
f ′(t)dt in |f(b)− f(a)| ≤ max
a≤t≤b
|f ′(t)||b− a|.
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Ocenimo zdaj posamezni člen v vsoti:∣∣∣ ∫ n+1
n
( 1
ns
− 1
xs
)
dx
∣∣∣ ≤ max
n≤x≤n+1
∣∣∣ 1
ns
− 1
xs
∣∣∣ = max
n≤x≤n+1
∣∣∣ 1
xs
− 1
ns
∣∣∣
≤ max
n≤t≤n+1
|f ′(t)||n+ 1− n| =
∣∣∣ s
ts+1
∣∣∣ ≤ |s|
nRe s+1
,
kjer je
f(x) =
1
xs
− 1
ns
.
Iz končne ocene lahko sklepamo, da vrsta, sestavljena iz teh členov, konvergira
absolutno in enakomerno za Re s > δ. 
Za nadaljevanje dokaza definirajmo dve funkciji:
ϕ(x) =
∑
p≤x
ln p in Φ(s) =
∑
p
ln p
ps
za Re s > 1.
Trditev 4.3. Vrsta, ki definira funkcijo Φ(s), konvergira enakomerno in absolutno
za Re s ≥ 1 + δ, za δ > 0. Torej je holomorfna za Re s > 1.
Dokaz. Uporabimo enak argument kot za konvergenco vrste, ki definira funkcijo
zeta. Uporabimo le še dejstvo, da za ε > 0 velja
lnn ≤ nε za vse n ≥ n0(ε).
Za Re s ≥ 1 + δ, za δ > 0, lahko ocenimo∣∣∣ ln p
ps
∣∣∣ = | ln p|
pRe s
≤ | ln p|
p1+δ
≤ p
ε
p1+δ
=
1
p1+δ−ε
.
Od tod sklepamo na absolutno in enakomerno konvergenco za Re s ≥ 1 + δ, za
δ > 0. 
Predhodno smo že pokazali, da ζ(s) 6= 0 za Re s > 1, naslednji izrek pa nam pove,
da to velja tudi za Re s = 1.
Izrek 4.4. Riemannova funkcija zeta nima ničel na polravnini Re s ≥ 1.
Dokaz. Kot smo že pokazali, velja
ζ(s) =
∏
p
(
1− 1
ps
)−1
za Re s > 1.
Za Re s > 1 torej Eulerjev produkt pokaže, da ζ(s) 6= 0. Dokazati moramo še, da
funkcija ζ nima ničel na premici Re s = 1. Velja
ζ(s) = exp
(
ln
(∏
p
(
1− 1
ps
)−1))
= exp
(
−
∑
p
ln
(
1− 1
ps
)
+ k2πi
)
= exp
(
−
∑
p
ln
(
1− 1
ps
))
= exp
∑
p
∞∑
m=1
( 1
ps
)m 1
m
.
V prvi vrstici smo upoštevali večličnost logaritma (k ∈ Z). Pri prehodu na zadnjo
enakost smo uporabili Taylorjev razvoj funkcije ln(1− x)
ln(1− x) = −
∞∑
n=1
xn
n
.
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Sedaj uporabimo dobljeno enakost in določimo absolutno vrednost (kjer je s =
σ + it):
|ζ(s)| = exp Re
∑
p
∞∑
m=1
1
mpms
= exp
∑
p
∞∑
m=1
Re
1
mpms
= exp
∑
p
∞∑
m=1
cos(mt ln p)
mpmσ
.
Uporabili smo dejstvo, da je
Re
1
pms
= Re eln p
−ms
= Re e−ms ln p = Re e−m(σ+it) ln p
= Re e−mσ ln pei(−mt ln p)
= e−mσ ln p Re(cos (−mt ln p) + i sin (−mt ln p))
= e−mσ ln p cos (−mt ln p) = 1
pmσ
cos (mt ln p).
Uporabimo dobljeno enakost za absolutno vrednost funkcije zeta in izračunajmo:
ζ3(σ)|ζ(σ + it)|4|ζ(σ + 2it)| = exp
∑
p
∞∑
m=1
3 + 4 cos(mt ln p) + cos(2mt ln p)
mpmσ
.
Nadalje velja:
0 ≤ 2(1 + cos θ)2 = 2(1 + 2 cos θ + cos2 θ) = 2 + 4 cos θ + 2 cos2 θ
= 2 + 4 cos θ + 2
1 + cos 2θ
2
= 3 + 4 cos θ + cos 2θ,
sledi
(2) ζ3(σ)|ζ(σ + it)|4|ζ(σ + 2it)| ≥ 1 za σ > 1.
Predpostavimo, da bi bila v kaki točki 1+ it ničla funkcije ζ. Potem bi za σ v okolici
točke 1 veljalo (ker je (σ + it)− (1 + it) = σ − 1)
|ζ(σ + it)| ≤ C|σ − 1|
za kakšno konstanto C. Ker ima funkcija ζ v točki 1 pol stopnje 1, bi v okolici točke
1 veljalo tudi
|ζ(σ)| ≤ C1
|σ − 1|
za kakšno konstantno C1. Ker je funkcija σ 7→ ζ(σ + 2it) omejena v okolici točke
σ = 1, lahko sklepamo, da gre leva stran v (2) proti 0, ko gre σ proti 1 z desne strani,
zato tedaj neenakost (2) ne bi mogla veljati. Zaključimo lahko torej, da funkcija ζ
nima ničel na množici Re(s) ≥ 1. 
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4.2. Logaritemski odvod funkcije ζ.
Izrek 4.5. Funkcija
h(s) := Φ(s) +
ζ ′(s)
ζ(s)
je holomorfna na območju Re s > 1
2
, funkcija
Φ(s)− 1
s− 1
pa je holomorfna na območju Re s ≥ 1.
Dokaz. Kot v preǰsnjem dokazu uporabimo zvezo
ζ(s) =
∏
p
(
1− 1
ps
)−1
za Re s > 1.
Funkcijo ζ zapǐsemo kot produkt f1g1, kjer je f1 prvi faktor, g1 pa neskončni produkt
vseh ostalih faktorjev. Le to smemo, saj je produkt absolutno konvergenten in je
njegova vrednost neodvisna od vrstnega reda faktorjev. Pri tem so p1, p2, . . . vsa
praštevila, napisana v naraščajočem zaporedju
ζ(s) =
(
1− 1
ps1
)−1 ∞∏
i=2
(
1− 1
psi
)−1
= f1(s)g1(s).
Odvajamo funkcijo ζ
ζ ′(s) = f ′1(s)g1(s) + f1(s)g
′
1(s)
in si ogledamo kvocient ζ ′/ζ
ζ ′(s)
ζ(s)
=
f ′1(s)g1(s) + f1(s)g
′
1(s)
f1(s)g1(s)
=
f ′1(s)
f1(s)
+
g′1(s)
g1(s)
.
Nato zapǐsemo g1 kot f2g2, kjer je f2 drugi faktor v neskončnem produktu za funkcijo
zeta, g2 pa produkt vseh faktorjev od tretjega naprej:
g1(s) =
(
1− 1
ps2
)−1 ∞∏
i=3
(
1− 1
psi
)−1
= f2(s)g2(s).
Tako dobimo, da je kvocient ζ ′/ζ enak:
ζ ′(s)
ζ(s)
=
f ′1(s)
f1(s)
+
f ′2(s)g2(s) + f2(s)g
′
2(s)
f2(s)g2(s)
=
f ′1(s)
f1(s)
+
f ′2(s)
f2(s)
+
g′2(s)
g2(s)
.
Pri tem je
f ′1(s)
f1(s)
=
−
(
1− 1
ps1
)−2
p−s1 ln p1(
1− 1
ps1
)−1 = −(1− 1ps1
)−1
p−s1 ln p1 =
− ln p1
ps1
(
1− 1
ps1
) = − ln p1
ps1 − 1
.
Z nadaljevanjem tega postopka pridemo do enakosti
(3)
ζ ′(s)
ζ(s)
=
f ′1(s)
f1(s)
+
f ′2(s)
f2(s)
+
f ′3(s)
f3(s)
+ · · · = −
∑
p
ln p
ps − 1
,
če le pokažemo, da je slednja vrsta enakomerno konvergentna za Re s ≥ 1 + δ, δ > 0.
Ocenimo ∣∣∣ ln p
ps − 1
∣∣∣ ≤ ln p|ps| − 1 = ln ppRe s − 1 ≤ ln pp1+δ − 1 < 2 ln pp1+δ .
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Uporabimo integralski kriterij za vrsto
∑
p
2 ln p
p1+δ
, ki ima pozitivne člene. Ogledamo
si torej integral
∫∞
2
2 lnx
x1+δ
dx, ki ga lahko z metodo per partes preprosto izračunamo.
Po Weierstrassovem kriteriju sledi, da je prvotna vrsta enakomerno konvergentna za
Re s ≥ 1 + δ, δ > 0.
Iz razvoja v geometrijsko vrsto
1
ps − 1
=
1
ps
1
1− 1
ps
=
1
ps
(
1 +
1
ps
+
1
p2s
+ . . .
)
=
1
ps
+
1
p2s
+ . . .
in enakosti (3) sklepamo, da velja
−
(
Φ(s) +
ζ ′(s)
ζ(s)
)
= −
(∑
p
ln p
ps
−
∑
p
ln p
ps − 1
)
=
∑
p
ln p
ps − 1
−
∑
p
ln p
ps
=
∑
p
ln p
( 1
ps
+
1
p2s
+ . . .− 1
ps
)
=
∑
p
ln p
( 1
p2s
+
1
p3s
+ . . .
)
=
∑
p
ln p
p2s
(
1 +
1
ps
+
1
p2s
+ . . .
)
.
Pri tem zadnja vsota predstavlja holomorfno funkcijo na območju Re s > 1
2
, saj so
vse vrste
hp(s) = 1 +
1
ps
+
1
p2s
+ . . .
na tem območju absolutno konvergentne, ker je
|hp(s)| ≤ 1 +
1
pRe s
+
1
p2 Re s
+ . . . =
1
1− p−Re s
≤ 1
1− 2−Re s
≤ 1
1− 2−1/2
=: C,
in zato ∑
p
ln p
|p2s|
|hp(s)| ≤ C
∑
p
ln p
p2 Re s
<∞.
Ta argument pove tudi, da je konvergenca enakomerna na vsaki polravnivi Re s ≥
1
2
+ δ, za δ > 0. Torej je h(s) holomorfna za Re s > 1
2
. Po izrekih 4.2 in 4.4 lahko
sklepamo, da je Φ(s) − 1
s−1 holomorfna za Re s ≥ 1, saj ima Φ pol pri s = 1 in pri
ničlah funkcije zeta, ne pa tudi drugih polov na tem območju. 
4.3. Funkcija Φ. Ker nam bo za nadaljnje računanje koristilo, če imamo funkcijo
Φ izraženo kot integral, dokažimo naslednjo enakost.
Trditev 4.6. Za Re s > 1 velja
Φ(s) = s
∫ ∞
1
ϕ(x)
xs+1
dx.
Dokaz. Da dokažemo zgornjo trditev, izračunajmo integral na desni med zapored-
nimi praštevili, kjer je ϕ konstanta. Potem seštejmo po delih. Tukaj velja p0 = 1,
p1, p2, . . . pa so vsa praštevila, napisana v naraščajočem zaporedju.
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∫ ∞
1
ϕ(x)
xs+1
dx =
∞∑
n=0
∫ pn+1
pn
ϕ(x)
xs+1
dx =
∞∑
n=0
∑
p≤pn
ln p
∫ pn+1
pn
1
xs+1
dx
=
∞∑
n=0
∑
p≤pn
ln p
(
− 1
s
1
xs
∣∣∣pn+1
pn
)
=
∞∑
n=0
∑
p≤pn
ln p
(
− 1
s
( 1
psn+1
− 1
psn
))
= −1
s
∞∑
n=0
( 1
psn+1
− 1
psn
)∑
p≤pn
ln p
= −1
s
∞∑
n=0
( 1
psn+1
− 1
psn
)
ϕ(pn)
= −1
s
(( 1
ps1
− 1
ps0
)
ϕ(p0) +
( 1
ps2
− 1
ps1
)
ϕ(p1) + . . .
)
= −1
s
(
− 1
ps0
ϕ(p0) +
1
ps1
(
ϕ(p0)− ϕ(p1)
)
+
1
ps2
(
ϕ(p1)− ϕ(p2)
)
+ . . .+
1
psn+1
(
ϕ(pn)− ϕ(pn+1)
)
+ . . .
)
= −1
s
(
− ln p1
ps1
− ln p2
ps2
− . . .− ln pn
psn
− . . .
)
=
1
s
( ln p1
ps1
+
ln p2
ps2
+ . . .−+ln pn
psn
+ . . .
)
=
1
s
∑
p
ln p
ps
Sledi torej
s
∫ ∞
1
ϕ(x)
xs+1
dx = s
1
s
∑
p
ln p
ps
=
∑
p
ln p
ps
= Φ(s),
kar smo želeli dokazati. 
4.4. Izrek Čebǐseva.
Izrek 4.7. (Izrek Čebǐseva) Funkcija x 7→ ϕ(x)
x
je omejena na poltraku [1,∞).
Dokaz. Naj bo n naravno število. Potem velja
22n = (1 + 1)2n =
2n∑
j=0
(
2n
j
)
1j =
2n∑
j=0
(
2n
j
)
≥
(
2n
n
)
.
Vsako praštevilo p ∈ (n, 2n] deli (2n)! in ne more deliti n!, zato mora deliti(
2n
n
)
=
(2n)!
(n!)2
.
Zato velja (
2n
n
)
≥
∏
n<p≤2n
p = eϕ(2n)−ϕ(n),
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saj je
eϕ(2n)−ϕ(n) = exp
(∑
p≤2n
ln p−
∑
p≤n
ln p
)
= exp
( ∑
n<p≤2n
ln p
)
=
∏
n<p≤2n
eln p =
∏
n<p≤2n
p.
Velja torej
22n ≥ eϕ(2n)−ϕ(n),
iz česar dobimo neenakost
ϕ(2n)− ϕ(n) ≤ 2n ln 2.
Če x povečamo za 1, lahko ϕ(x) naraste za največ ln(x+ 1), kar je O(lnx). Obstaja
torej konstanta C > ln 2, tako da za vse x ≥ x0(C) velja
ϕ(x)− ϕ(x/2) ≤ Cx.
Dobljeno neenakost zaporedoma uporabimo na x, x/2, x/22, . . .
ϕ(x)− ϕ(x/2) ≤ Cx
ϕ(x/2)− ϕ(x/22) ≤ Cx/2
ϕ(x/22)− ϕ(x/23) ≤ Cx/22
. . .
Seštejemo in dobimo naslednjo neenakost:
ϕ(x) ≤ Cx(1 + 1/2 + 1/22 + . . . ) = 2Cx,
kar dokaže izrek. 
4.5. Dokaz praštevilskega izreka.
Definicija 4.8. Laplaceova transformiranka Lf funkcije f : [0,∞)→ C je definirana
z
(Lf)(z) =
∫ ∞
0
f(t)e−ztdt
za tiste z ∈ C, za katere je zgornji integral konvergenten.
Lema 4.9. (Glavna lema) Naj bo f : [0,∞) → R odsekoma zvezna in omejena
funkcija (velja |f(x)| ≤ M za kako konstanto M in vse x ∈ [0,∞)), torej je njena
Laplaceova transformiranka Lf definirana na polravnini Re z > 0. Če lahko Lf
razširimo do funkcije g, ki je holomorfna na kaki okolici polravnine Re z ≥ 0, potem
je integral ∫ ∞
0
f(t)dt konvergenten, njegova vrednost pa je enaka g(0).
Dokaz. Za T > 0 definiramo
gT (z) :=
∫ T
0
f(t)e−ztdt.
Pokazati moramo torej, da velja
lim
T→∞
gT (0) = g(0).
Po predpostavki je g holomorfna na kaki okolici polravnine Re z ≥ 0, zato za
poljuben R > 0 obstaja tak δ = δ(R) > 0, da je g holomorfna na območju
{z ∈ C : Re z > −2δ, | Im z| < 2R}.
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2iR
iR
0 2R−δ−2δ
−2iR
−iR
Slika 1. Območje {z ∈ C : Re z > −2δ, | Im z| < 2R}.
Označimo z γ pozitivno orientirano sklenjeno pot v tem območju, sestavljeno iz
dela krožnice |z| = R in daljice Re z = −δ. Naj bo γ+ del poti, na katerem je
Re z ≥ 0, γ− pa preostali del.
γ− iR
0
γ+
R−δ
−iR
Slika 2. Integracijska pot γ.
Funkcija gT (z) je povsod holomorfna. Res,
gT (z) :=
∫ T
0
f(t)e−ztdt
je integral s parametrom z in tako integrand kot njegov odvod ∂
∂z
(f(t)e−zt) sta
odsekoma zvezni funkciji na [0, T ] × C. Ker je integracijski interval končen, je
funkcija gT (z) odvedljiva v kompleksnem smislu. Zato je za vsak R > 0 holomorfna
tudi funkcija
hT (z) := (g(z)− gT (z))eTz
(
1 +
z2
R2
)
na območju, ki vsebuje [γ]. Velja hT (0) = g(0)− gT (0), zato z uporabo Cauchyjeve
formule
f(w)IΓ(w) =
1
2πi
∫
γ
f(z)
z − w
dz,
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za w = 0 (kjer je IΓ(w) ovojno število in v našem primeru enako 1), dobimo
g(0)− gT (0) =
1
2πi
∫
γ
(g(z)− gT (z))eTz
(
1 +
z2
R2
)dz
z
=
1
2πi
∫
γ
HT (z)dz,
kjer je
HT (z) = (g(z)− gT (z))eTz
(
1 +
z2
R2
)1
z
.
Naj bo M meja za funkcijo f , tako da velja |f(t)| ≤M za vse t ≥ 0. Pokažimo, da
velja
(4)
∣∣∣ 1
2πi
∫
γ+
HT (z)dz
∣∣∣ ≤ M
R
.
Najprej pripomnimo, da za Re z > 0 velja
g(z)− gT (z) =
∫ ∞
T
f(t)e−ztdt,
torej je tedaj
|g(z)− gT (z)| =
∣∣∣ ∫ ∞
T
f(t)e−ztdt
∣∣∣ ≤M ∫ ∞
T
|e−zt|dt
= M
∫ ∞
T
e−Re(z)tdt =
M
Re(z)
e−Re(z)T .
Kadar je |z| = R (kjer je z = σ + it), velja∣∣∣eTz(1 + z2
R2
)1
z
∣∣∣ = eRe(z)T ∣∣∣R2 + z2
R2
∣∣∣ 1
R
= eRe(z)T
∣∣∣σ2 + t2 + σ2 + 2iσt− t2
R2
∣∣∣ 1
R
= eRe(z)T
∣∣∣2σ2 + 2iσt
R2
∣∣∣ 1
R
= eRe(z)T2σ
∣∣∣σ + ti
R2
∣∣∣ 1
R
= eRe(z)T2σ
|z|
R2
1
R
= eRe(z)T
2|Re(z)|
R2
.
Da dobimo želeno mejo za integral na polkrožnici, vzamemo produkt zadnjih dveh
ocen in ga pomnožimo z dolžino polkrožnice. Torej∣∣∣ 1
2πi
∫
γ+
HT (z)dz
∣∣∣ = ∣∣∣ 1
2πi
∫
γ+
(g(z)− gT (z))eTz
(
1 +
z2
R2
)dz
z
∣∣∣
≤ 1
2π
∫
γ+
|(g(z)− gT (z))|
∣∣∣eTz(1 + z2
R2
)1
z
∣∣∣ds
≤ 1
2π
∫
γ+
M
Re(z)
e−Re(z)T eRe(z)T
2|Re(z)|
R2
ds
≤ 1
π
∫
γ+
M
R2
ds =
1
π
πR
M
R2
=
M
R
.
Sedaj želimo oceniti še
1
2πi
∫
γ−
(g(z)− gT (z))eTz
(
1 +
z2
R2
)dz
z
.
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Posebej ocenimo izraz pod integralom z g in gT . Pokažimo, da velja
(5)
∣∣∣ 1
2πi
∫
γ−
gT (z)e
Tz
(
1 +
z2
R2
)dz
z
∣∣∣ ≤ M
R
.
Naj bo S− polkrožnica |z| = R, Re z ≤ 0. V integralu
1
2πi
∫
γ−
gT (z)e
Tz
(
1 +
z2
R2
)dz
z
lahko integracijsko pot γ− nadomestimo s polkrožnico S−, saj je funkcija v integralu
holomorfna na območju med in S− in γ− in se vrednost integrala tako ne spremeni.
Sedaj ocenimo izraz pod integralom na S−. Velja
γ−
γ−
γ−
iR
0
S−
−R −δ
−iR
Slika 3. Integral holomorfne funkcije po poti γ− je enak integralu po S−.
|gT (z)| =
∣∣∣ ∫ T
0
f(t)e−ztdt
∣∣∣ ≤M ∫ T
0
e−Re(z)tdt
=
M
−Re(z)
(e−Re(z)T − 1) ≤ Me
−Re(z)T
−Re(z)
.
Za drugi faktor uporabimo enako oceno kot prej. Da dobimo želeno mejo, zopet
vzamemo produkt posameznih ocen in ga pomnožimo z dolžino polkrožnice.∣∣∣ 1
2πi
∫
γ−
gT (z)e
Tz
(
1 +
z2
R2
)dz
z
∣∣∣ = ∣∣∣ 1
2πi
∫
S−
gT (z)e
Tz
(
1 +
z2
R2
)dz
z
∣∣∣
≤ 1
2π
∫
S−
|gT (z)|
∣∣∣eTz(1 + z2
R2
)1
z
∣∣∣ds
≤ 1
2π
∫
S−
Me−Re(z)T
−Re(z)
eRe(z)T
2|Re(z)|
R2
ds
≤ 1
π
∫
S−
M
R2
ds =
1
π
πR
M
R2
=
M
R
.
Nazadnje še pokažimo, da velja
(6) lim
T→∞
∣∣∣ 1
2πi
∫
γ−
g(z)eTz
(
1 +
z2
R2
)dz
z
∣∣∣ = 0.
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Izraz pod integralom lahko zapǐsemo kot
g(z)eTz(1 +
z2
R2
)
1
z
= p(z)eTz, kjer je p(z) neodvisen od T .
Ker za Re(z) < 0 velja
eTz → 0, ko T →∞,
velja tudi
eTzp(z)→ 0, ko T →∞.
Od tod lahko sklepamo
lim
T→∞
∣∣∣ 1
2πi
∫
γ−
g(z)eTz
(
1 +
z2
R2
)dz
z
∣∣∣ ≤ lim
T→∞
1
2π
∫
γ−
∣∣∣eTzp(z)dz∣∣∣
≤ lim
T→∞
1
2π
πR|eTzp(z)|
=
R
2
lim
T→∞
|eTzp(z)| = 0.
Zdaj lahko dokažemo glavno lemo. Velja∫ ∞
0
f(t)dt = lim
T→∞
gT (0), če ta limita obstaja.
Za dani ε, izberemo R tako velik, da je M/R < ε. Potem po zadnji trditvi izberemo
T tako velik, da ∣∣∣ ∫
γ−
g(z)eTz
(
1 +
z2
R2
)dz
z
∣∣∣ < ε.
Po (4), (5) in (6) dobimo
|g(0)− gT (0)| =
∣∣∣ 1
2πi
∫
γ
(g(z)− gT (z))eTz
(
1 +
z2
R2
)dz
z
∣∣∣
=
∣∣∣ 1
2πi
∫
γ+
HT (z)dz +
1
2πi
∫
γ−
(g(z)− gT (z))eTz
(
1 +
z2
R2
)dz
z
∣∣∣
≤
∣∣∣ 1
2πi
∫
γ+
HT (z)dz
∣∣∣+ ∣∣∣ 1
2πi
∫
γ−
(g(z)− gT (z))eTz
(
1 +
z2
R2
)dz
z
∣∣∣
≤ 2M
R
+
∣∣∣ 1
2πi
∫
γ−
gT (z)e
Tz
(
1 +
z2
R2
)dz
z
∣∣∣+ ∣∣∣ ∫
γ−
g(z)eTz
(
1 +
z2
R2
)dz
z
∣∣∣
≤ M
R
+
M
R
+
∣∣∣ ∫
γ−
g(z)eTz
(
1 +
z2
R2
)dz
z
∣∣∣
≤ ε+ ε+ ε = 3ε.
Torej |g(0)− gT (0)| < 3ε. Torej je
lim
T→∞
gT (0) = g(0),
kar dokaže glavno lemo.

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Lemo, ki smo jo pravkar dokazali, bomo uporabili pri dokazu naslednje leme.
Opazimo, da je funkcija ϕ odsekoma zvezna, je celo lokalno konstantna, saj med
praštevili v ϕ ni spremembe.
Lema 4.10. Integral ∫ ∞
1
ϕ(x)− x
x2
dx
konvergira.
Dokaz. Lemo dokažemo z uporabo Laplaceove transformacije. Naj bo
f(t) = ϕ(et)e−t − 1 = ϕ(e
t)− et
et
.
Iz izreka Čebǐseva sledi, da je f omejena, ker pa je tudi odsekoma zvezna, je njena
Laplaceova transformiranka g definirana za vse z na polravnini Re z > 0. Z vpeljavo
nove integracijske spremenljivke x = et vidimo, da velja∫ ∞
1
ϕ(x)− x
x2
dx =
∫ ∞
0
ϕ(et)− et
e2t
etdt =
∫ ∞
0
f(t)dt.
Dovolj je dokazati, da integral na desni konvergira. Laplaceovo transformiranko g(z)
izračunamo z uporabo integralske formule v 4.6:
g(z) =
∫ ∞
0
f(t)e−ztdt =
∫ ∞
0
ϕ(et)− et
et
e−ztdt
=
∫ ∞
1
ϕ(x)− x
xz+2
dx =
∫ ∞
1
ϕ(x)
xz+2
dx−
∫ ∞
1
1
xz+1
dx
=
Φ(z + 1)
z + 1
− 1
z
.
Po lemi 4.9 je dovolj pokazati, da lahko g razširimo do holomorfne funkcije na
območju, ki vsebuje polravnino Re z ≥ 0. To velja po izreku 4.4.

Naj bosta f1 in f2 funkciji, definirani za vse x ≥ x0, za nek x0. Rečemo, da je f1
asimptotična f2, in zapǐsemo
f1 ∼ f2, če in samo če je lim
x→∞
f1(x)/f2(x) = 1.
Izrek 4.11. Velja ϕ(x) ∼ x.
Dokaz. Dokažimo najprej naslednji trditvi:
• Za λ > 1 je množica x, za katere je ϕ(x) ≥ λx, omejena.
• Za 0 < µ < 1 je množica x, za katere je ϕ(x) ≤ µx, omejena.
Najprej dokažimo prvo. Predpostavimo, da trditev ne velja. Torej obstaja λ > 1,
da za poljubno velike x velja ϕ(x) ≥ λx. Ker pa je ϕ monotono naraščajoča, za
takšne x velja:∫ λx
x
ϕ(t)− t
t2
dt ≥
∫ λx
x
ϕ(x)− t
t2
dt ≥
∫ λx
x
λx− t
t2
dt =
∫ λx
x
λ− t
x
t2
x
dt.
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Uvedemo novo spremenljivko s = t
x
in dobimo:
=
∫ λ
1
λ− s
x2s2
x
xds =
∫ λ
1
λ− s
s2
ds > 0.
Torej ∫ λx
x
ϕ(t)− t
t2
dt ≥ c > 0.
Vrednost zadnjega integrala je pozitivna konstanta, neodvisna od x. Ker obstajajo
poljubno veliki x, ki zadoščajo zgornji neenakosti, sledi, da integral iz leme 4.10
ne konvergira, kar pa je protislovje. Prva trditev je tako dokazana. Drugo trditev
dokažemo na podoben način. Spet predpostavimo, da trditev ne velja. Torej obstaja
0 < µ < 1, da za poljubno velike x velja ϕ(x) ≤ µx. Ker pa je ϕ monotono
naraščajoča, za takšne x velja∫ x
µx
ϕ(t)− t
t2
dt ≤
∫ x
µx
ϕ(x)− t
t2
dt ≤
∫ x
µx
µx− t
t2
dt =
∫ 1
µ
µ− s
s2
ds = d < 0.
Vrednost zadnjega integrala je negativna konstanta, neodvisna od x. Ker obstajajo
poljubno veliki x, ki zadoščajo zgornji neenakosti, sledi, da integral iz leme 4.10 ne
konvergira, kar pa je protislovje. Za poljuben λ > 1 za dovolj velike x torej velja
ϕ(x)
x
< λ.
Podobno velja za poljuben µ ∈ (0, 1) za dovolj velike x
ϕ(x)
x
> µ.
Tako smo omejili kvocient
ϕ(x)
x
:
µ <
ϕ(x)
x
< λ.
Če se λ približuje z desne proti 1 in µ z leve proti 1, očitno velja
lim
x→∞
ϕ(x)
x
= 1,
kar pa po definiciji pomeni, da je ϕ(x) ∼ x.

Izrek 4.12. Naj bo π(x) število praštevil ≤ x. Potem velja
π(x) ∼ x
lnx
.
Spet smo prǐsli do praštevilskega izreka, ki ga lahko zdaj z uporabo dosedanjih
ugotovitev dokažemo v nekaj vrsticah.
Dokaz. Velja
ϕ(x) =
∑
p≤x
ln p ≤
∑
p≤x
lnx = π(x) lnx.
Na podlagi tega in iz izreka 4.11 lahko sklepamo, da velja
(7) lim inf
x→∞
(
π(x)
lnx
x
)
≥ lim
x→∞
ϕ(x)
x
= 1.
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Naj bo ε > 0. Za vsak x ∈ R+ velja
ϕ(x) ≥
∑
x1−ε≤p≤x
ln p ≥
∑
x1−ε≤p≤x
lnx(1−ε) =
∑
x1−ε≤p≤x
(1− ε) lnx
= (1− ε) lnx(π(x)− π(x1−ε)).
Ker je očitno π(y) ≤ y za vsak y ∈ R+, izpeljemo neenakost
ϕ(x) ≥ (1− ε)(π(x)− x1−ε) lnx.
Tako zaključimo, da je
(1− ε) lim sup
x→∞
π(x)
lnx
x
≤ lim
x→∞
ϕ(x)
x
in (ko pošljemo ε proti 0 in uporabimo izrek 4.11)
(8) lim sup
x→∞
π(x)
lnx
x
≤ lim
x→∞
ϕ(x)
x
= 1.
Iz (7) in (8) lahko sedaj sklepamo, da velja praštevilski izrek. 
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Slovar strokovnih izrazov
analytic continuation analitično nadaljevanje
Euler product Eulerjev produkt
Fourier transform Fourierova transformacija
holomorphic function holomorfna funkcija
infinite product neskončni produkt
Laplace transform Laplaceova transformacija
meromorphic function meromorfna funckija
Poisson summation formula Poissonova sumacijska formula
prime number praštevilo
prime number theorem praštevilski izrek
Riemann zeta function Riemannova funkcija zeta
uniform convergence enakomerna konvergenca
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