In this paper we study the decidability of reachability, normalisation, and neededness in n-shallow and n-growing TRSs. In an n-growing TRS, a variable that occurs both on the left-and right-hand side of a rewrite rule must be at depth n on the left-hand side and at depth greater than n on the right-hand side. In an n-shallow TRS, a variable that occurs both on the left-and right-hand side of a rewrite rule must be at depth n on both sides.
Introduction
As is well-known, given an arbitrary term rewriting system (TRS), the following questions are undecidable [10] .
• Reachability: is a term reachable from another term?
• Normalisation: does a term have a normal form?
• Neededness: is a redex in a term needed?
However, for some classes of TRSs these properties are decidable. These classes are often used as approximations. That is, let R and S be TRSs over the same signature, then S is an approximation of R if →
Preliminaries
Throughout this paper we assume N is the set of non-negative integers. Moreover, by U V we denote the disjoint union of the sets U and V .
By Γ we denote an arbitrary alphabet. Here, Γ * and Γ + denote the sets of finite strings and finite non-empty strings over Γ, denotes the empty string, and if s ∈ Γ * , then |s| denotes the length of s. If s, t ∈ Γ * , then s · t denotes the concatenation of s and t. The empty string is the neutral element with respect to concatenation. If a ∈ Γ and n ∈ N, then a 0 = and a n+1 = a · a n . By T er(Σ, X) we denote the set of terms over the signature Σ and the set of variables X. If t ∈ T er(Σ, X), then Var(t) denotes the set of variables that occur in t. We call t linear when each variable occurs at most once in t. Moreover, we confuse signatures consisting only of unary function symbols and alphabets. Hence, given a unary function symbol f and an n ∈ N we have f 0 (x) = x and f n+1 (x) = f (f n (x)). We denote the set of positions of a term t ∈ T er(Σ, X) by Pos(t) ⊆ N * . The depth of a subterm at p ∈ Pos(t) is |p|. If t is linear, then each x ∈ Var(t) has a unique depth, which we denote d t (x).
By R = (Σ, R) we denote a term rewriting system (TRS) with the signature Σ and the set of rewrite rules R. The elements of R are denoted l → r. As usual in the study of approximations we only require l ∈ X, not Var(r) ⊆ Var(l). The transitive reflexive closure of → is denoted by → * . A rule l → r is called linear if l and r are linear.
Let R = (Σ, R) be a TRS and s, t ∈ T er(Σ, X). The term t is reachable from s if s → * t. Moreover, s normalises if s has a normal form. A redex in s is needed iff when s has a normal form, a descendant of the redex is eliminated by contraction of an overlapping redex in every reduction from s to normal form [10, Definition 9.2.1]. A needed reduction strategy eliminates in every term a needed redex.
Two Variants of Post's Correspondence Problem
In this section we introduce Post's Correspondence Problem (PCP) and two variants of that problem. In the definitions we use the following notation.
= a n when s = a with a ∈ Γ, and
when s = a · t with a ∈ Γ and t ∈ Γ + .
Note that this is not exponentiation, which is defined as s 0 = and s n+1 = s · s n . Assuming Γ = {a, b}, we have (ab) [2] = aabb, while (ab) 2 = abab. We next define three kinds of pairs, as used in the definition of PCP and its two variants.
Definition 3.2 Let u, v ∈ Γ
+ and n a natural number.
• The pair (u, v) is called a PCP pair.
• The pair (u [n] , v [n] ) is called an n-PCP pair.
• The pair (u
) is called a padded n-PCP pair when · k = max{|u|, |v|} − |u|, · l = max{|u|, |v|} − |v|, and · e ∈ Γ.
The intuition behind a padded n-PCP pair is that it is an n-PCP pair in which the shortest string is padded with e symbols. This gives both strings in the pair the same length. For any padded n-PCP pair (u
and, denoting the substitution of for e by [e := ],
which is an n-PCP pair. Thus, we can consider e to be a placeholder for the empty string. We now define PCP and its two variants.
Problem 3.3 (PCP) Let P be a finite set of PCP pairs. Does there exist an
Problem 3.4 (n-PCP) Let P be a finite set of n-PCP pairs. Does there exist an m ≥ 1 such that
Problem 3.5 (Padded n-PCP) Let e ∈ Γ and let P be a finite set of padded n-PCP pairs. Does there exist an m ≥ 1 such that
PCP and its two variants can be transformed into each other, as there exists for each kind of pair a "related" pair of each of the other kinds. For example, assuming again Γ = {a, b}, we have for the PCP pair (a, ab) that (a [n] , (ab) [n] ) is the "related" n-PCP pair and that ((ae) [n] , (ab) [n] ) is the "related" padded n-PCP pair. This leads to the following theorem. Theorem 3.6 PCP, n-PCP, and padded n-PCP are reducible to each other for n ≥ 1. Proof Using the previously described "related" pairs, this follows directly from the definitions of PCP, n-PCP and padded n-PCP.
2
By the previous theorem and the undecidability of PCP [8] , we have the following.
Corollary 3.7
The n-PCP and padded n-PCP questions are undecidable for n ≥ 1. Using the previous fact and assuming a string rewrite system (SRS) with for all a ∈ Γ and e ∈ Γ the rewrite rules a · e → e · a and e · a → a · e, we can rephrase padded n-PCP. Problem 3.8 (Padded n-PCP) Let ∆ = Γ {e} and let P be a finite set of padded n-PCP pairs. Does there exist an m ≥ 1 and an s ∈ ∆ + such that
Undecidable n-Growing Term Rewriting Systems
In this section we describe our first class of TRSs for which reachability, normalisation, and neededness are undecidable. The class is defined as follows.
Definition 4.1 Let l → r be a rewrite rule. The rule is n-growing when it is linear and when for all x ∈ Var(l) ∩ Var(r) it holds that d l (x) = n and d r (x) > n. A TRS is n-growing when all its rewrite rules are n-growing.
Observe that in n-growing TRSs we restrict the forms of the rewrite rules. Moreover, observe that n-growing rewrite rules and TRSs are closely related to the following rewrite rules and TRSs, as defined by Jacquemard [4, Definition 4]. Definition 4.2 Let l → r be a rewrite rule. The rule is growing when it is linear and when for all x ∈ Var(l) ∩ Var(r) it holds that d l (x) = 1 and d r (x) ∈ N. A TRS is growing when all its rewrite rules are growing.
Obviously, for n = 1 the n-growing TRSs form a sub-class of the growing TRSs. However, for n > 1 this is not the case. We have, for example, the n-growing rewrite rule
For n > 1 this rewrite rule is not growing, as d f n (x) (x) = n > 1. The growing TRSs do not form a sub-class of the n-growing TRSs for any n. We have, for example, the growing rewrite rule
This rewrite rule is not n-growing, as d x (x) = 0.
Using tree automata techniques, Jacquemard [4] proves that reachability and normalisation are decidable for growing TRSs. Durand and Middeldorp [2] prove that neededness is decidable for orthogonal growing TRSs. As each 1-growing TRS is growing, we also have decidability of reachability, normalisation, and (in the orthogonal case) neededness for 1-growing TRSs. However, as we show next, these results do not generalise to n-growing TRSs with n > 1. Proof We reduce n-PCP to reachability in an n+1-growing TRS. Suppose we have a finite set P of n-PCP pairs. Define the signature Σ = Γ {c, d, f, g, h}.
The arities are as follows
• c and d are constants,
• g, h and the elements of Γ have arity 1, and
• f has arity 2.
Define for all (u, v) ∈ P and a ∈ Γ the following rewrite rules
As is easy to see, we have a finite number of n + 1-growing rewrite rules. Hence, the rewrite rules form an n + 1-growing TRS. By n ≥ 1, we have for the TRS that d is reachable from c if and only if n-PCP has a solution for P .
To see that d is reachable from c when n-PCP has a solution for P , suppose that u 1 ·. . .·u m = v 1 ·. . .·v m is a solution. We can now construct the reduction
To see that n-PCP has a solution for P when d is reachable from c, note that the only way to reduce c to d is to first perform an (1)-step and a number of (2)-steps, then to perform a (3)-step and a number of (4)-steps, and to finally perform a (5)-step and a number of (6)
That is, when n-PCP has a solution for P .
Thus, n-PCP is reducible to a reachability problem in an n + 1-growing TRS. As n-PCP is undecidable for n ≥ 1, so is reachability for n + 1-growing TRSs with n ≥ 1.
Observe in the previous proof that if we assume n = 0, then the rewrite rule f (a n (x), a n (y)) → h n+1 (f (x, y)) collapses to
As a consequence, d is no longer reachable from c. Something like this was to be expected, as reachability is decidable for 1-growing TRSs. We now extend the above result to normalisation and neededness.
Theorem 4.4 Let n ≥ 1. Normalisation is undecidable for n + 1-growing TRSs.
Proof We reduce n-PCP to normalisation in an n+1-growing TRS employing the proof showing that n-PCP is reducible to reachability. Note that adding the n + 1-growing rewrite rule
to the TRS from the proof of Theorem 4.3 does not change the fact that d is reachable from c if and only if n-PCP has a solution for P . However, by adding the rule, if d is reachable from c, then d becomes the only possible normal form of c. By this fact, and the fact that d is reachable from c if and only if n-PCP has a solution for P , we have that c has a normal form if and only if n-PCP has a solution for P .
Thus, n-PCP is reducible to normalisation in an n + 1-growing TRS. As n-PCP is undecidable for n ≥ 1, so is normalisation for n + 1-growing TRSs with n ≥ 1. 2 Theorem 4.5 Let n ≥ 1. Neededness is undecidable for n + 1-growing TRSs.
Proof Suppose we have an n + 1-growing TRS with constants c 1 , c 2 , c 3 , constants d 1 , d 2 and some rewrite rules with as their left-hand side c 1 , c 2 , c 3 . We can add to this n+1-growing TRS the n+1-growing rewrite rules of Gustave's TRS [10, Example 9.2.35]
Here, f is a fresh function symbol and c is fresh constant.
If we now consider the term f (c 1 , c 2 , c 3 ), then we cannot decide which of the three present redexes is needed. It requires us to know for all 1 ≤ i ≤ 3 if d 1 and d 2 are reachable from c i and reachability of n+1-growing is undecidable by Theorem 4.3. Hence, neededness is undecidable.
As a consequence of the previous theorem we have that no algorithm exists that performs a needed reduction strategy in n + 1-growing TRSs with n ≥ 1.
Undecidable n-Shallow Term Rewriting Systems
In this section we describe our second class of TRSs for which reachability, normalisation, and neededness are undecidable. The class is defined as follows.
Definition 5.1 Let l → r be a rewrite rule. The rule is n-shallow when it is linear and when for all x ∈ Var(l) ∩ Var(r) it holds that d l (x) = d r (x) = n. A TRS is n-shallow when all its rewrite rules are n-shallow.
Observe that, like n-growing TRSs, n-shallow TRSs have restrictions on the forms of their rewrite rules. The n-shallow TRSs form neither a sub-class nor a super-class of the n-growing TRSs. Consider, for example, the n-shallow rewrite rule
This rewrite rule is not n-growing,
We also have the n-growing rewrite rule
This rewrite rule is not n-shallow,
The n-shallow rewrite rules and TRSs are closely related to the following rewrite rules and TRSs, as defined by Comon [1, Sect. 4 ]. Obviously, for n = 1 the n-shallow TRSs form a sub-class of the shallow TRSs. For n > 1 this is not the case. For example, consider again the nshallow rewrite rule
For n > 1 this rewrite rule is not shallow, as
The shallow TRSs do not form a sub-class of the n-shallow TRSs for any n. This follows by the same example that shows that the growing TRSs do not form a sub-class of the n-growing TRSs for any n.
Using tree automata techniques, Comon [1] proves that reachability and normalisation are decidable for shallow TRSs. Durand and Middeldorp [2] prove that neededness is decidable for orthogonal shallow TRSs. As each 1-shallow TRS is shallow, we also have decidability of reachability, normalisation, and (in the orthogonal case) neededness for 1-shallow TRSs. However, as we show next, these results do not generalise to n-shallow TRSs with n > 1.
In the proofs below, we denote by [a, b] a unary function symbol with a, b ∈ ∆ = Γ {e}. We also use the following definition.
Theorem 5.4 Let n ≥ 1. Reachability is undecidable for n + 1-shallow TRSs.
Proof We reduce padded n + 1-PCP to reachability in an n + 1-shallow TRS. Suppose we have a finite set P of padded n + 1-PCP pairs and an e ∈ Γ. Let ∆ = Γ {e}. Define the signature Σ = {[a, b] | a, b ∈ ∆} {c, d}, with each [a, b] a unary function symbol and c, d constants. Also define for all (u, v) ∈ P and a ∈ ∆ the following rewrite rules 
This last rewrite rule can be considered as a series of applications to the strings u and v of the rewrite rules given just before Problem 3.8.
As is easy to see, we have a finite number of n + 1-shallow rewrite rules. Hence, the rewrite rules form an n + 1-shallow TRS. By n ≥ 1, we have for 8 the TRS that d is reachable from c if and only if padded n + 1-PCP has a solution for P .
To see that d is reachable from c when padded n+1-PCP has a solution for P , suppose that for some s ∈ ∆ + we have u 1 ·. . .·u m → * s and v 1 ·. . .·v m → * s. That is, padded n+1-PCP has a solution for P . We can construct the following reduction sequence 
To see that n-PCP has a solution for P when d is reachable from c, note that the only way to reduce c to d is to first perform a number of (1)-steps, then to perform a (2)-step, and to finally perform a number of (3)-steps and to interleave these steps with (4) Thus, padded n + 1-PCP is reducible to a reachability problem in an n + 1-shallow TRS. As padded n+1-PCP is undecidable for n ≥ 1, so is reachability for n + 1-shallow TRSs with n ≥ 1.
Observe in the previous proof that if we assume n = 0, then the last rewrite rule collapses to
with a, b ∈ ∆. As a consequence, d is no longer reachable from c. Something like this was to be expected, as reachability is decidable for 1-shallow TRSs.
Note that by the TRS specified in the previous proof an even stronger property holds.
Theorem 5.5 Let n ≥ 1. Reachability is undecidable for n + 1-shallow TRSs in which every rewrite rule has at most one variable which occurs both at the left-hand and right-hand side of the rewrite rule.
We now extend the above result to normalisation and neededness. Theorem 5.6 Let n ≥ 1. Normalisation is undecidable for n + 1-shallow TRSs.
Proof We reduce padded n + 1-PCP to normalisation in an n + 1-shallow TRS employing the proof showing that n + 1-PCP is reducible to reachability. except that in this case d r (x) ≤ 1 is also allowed. Consequently, 1-growing and 1-shallow TRSs form again sub-classes. For n > 1 the n-growing and n-shallow TRSs do not form sub-classes by (3) and (4) . Moreover, for all n the n-growing and n-shallow TRSs do not form super-classes by (2) , which is neither n-growing nor n-shallow as d x (x) = 0.
The third class, again defined by Jacquemard [5, Definition 1], requires for all l → r that l and r are of the form f (t 1 , . . . , t k ) with f ∈ Σ ∪ X and with t i either a variable or a ground term for all 1 ≤ i ≤ k. For all n the n-growing and n-shallow TRSs do not form sub-classes by (3) and (4) . Moreover, for all n the n-growing and n-shallow TRSs do not form super-classes by (1), which is neither n-growing nor n-shallow as the left-hand side is not linear.
The fourth class, defined by Jacquemard et al. [6, Proposition 6 .1], but not presented in conference version [7] of this technical report, requires the rewrite rules to be of the following forms.
where f i and g i are unary function symbols and t i is a ground term for all 1 ≤ i ≤ 4. For all n the classes of n-growing and n-shallow TRSs do not form sub-classes by (3) and (4). Moreover, for all n = 2 the n-growing and n-shallow TRSs do not form super-classes by f 1 (f 2 (x)) → g 1 (g 2 (x)). For n = 2 the n-growing do not form super-classes again by f 1 (f 2 (x)) → g 1 (g 2 (x)), but the 2-shallow TRSs do obviously form a super-class. Hence, Jacquemard et al. already proved that reachability, normalisation, and neededness are undecidable for 2-shallow TRSs. However, as the rewrite rules in proof of Theorem 5.4 show, it is even possible dispose of the rules f 3 (x) → t 1 and t 2 → g 3 (x) and still end up with a class for which reachability is undecidable.
Further Directions
At least two questions remain. First of all, are reachability, normalisation, and neededness undecidable for TRSs in which for each rewrite rule l → r we have for all x ∈ Var(l) ∩ Var(r) that d l (x) = n and d r (x) < n? Second, are reachability, normalisation, and neededness also undecidable for n-shallow and n-growing in case we require the TRSs to be orthogonal? Note that our proofs are no longer applicable, as they make heavy use TRSs which are not orthogonal.
