Langevin diffusion is a commonly used tool for sampling from a given distribution. In this work, we establish that when the target density p * is such that log p * is L smooth and m strongly convex, discrete Langevin diffusion produces a distribution p with
Introduction
Suppose that we would like to sample from a density
where C is the normalizing constant. We know U (x), but we do not know the normalizing constant. This comes up, for example, in variational inference, when the normalization constant is computationally intractable.
One way to sample from p * is to consider the Langevin diffusion:
Wherep 0 is some initial distribution and B t is Brownian motion (see Section 4) . The stationary distribution of the above SDE is p * .
The Langevin MCMC algorithm, given in two equivalent forms in (3) and (4), is an algorithm based on discretizing (1).
Our Contribution
In this section, we compare the results we obtain with those in [3] , [4] and [5] .
Our main contribution is establishing the first nonasymptotic convergence KullbackLeibler divergence for (4) when U (x) is m strongly convex and L smooth. (see Theorem 3) . As a consequence, we also unify the proof of convergence in total variation and W 2 as simple corollaries to the convergence in KL.
The following table compares the number of iterations of (3) required to achieve ǫ error in each of the three quantities according to the analysis of various papers. --
In Section 7, we also state a convergence result for when U is not strongly convex. The corollary for convergence in total variation has a better dependence on the dimension than the corresponding result in [3] , but a worse dependence on ǫ.
Definitions
We denote by P(R d ) the space of all probability distributions over R d . In the rest of this paper, only distributions with densities wrt the Lebesgue measure will appear (see Lemma 16), both in the algorithm and in the analysis. With abuse of notation, we use the same symbol (e.g. p) to denote both the probability distribution and its density wrt the Lebesgue measure.
We let B t be the d-dimensional Brownian motion.
Let p * be the target distribution such that U (x) = − log p * (x) + C has L Lipschitz continuous gradients and m strong convexity, i.e. for all x:
For a given initial distributionp 0 , the Exact Langevin Diffusion is given by the following stochastic differential equation (recall U (x) − log p * (x)):
(This is identical to (1), restated here for ease of reference.) For a given initial distribution p 0 , and for a given stepsize h, the Langevin MCMC Algorithm is given by the following:
Where
For a given initial distribution p 0 and stepsize h, the Discretized Langevin Diffusion is given by the following SDE:
is parametrized by h). It is easily verified that for any i, x ih from (4) is equivalent to u i in (3) . Note that the difference between (2) and (4) is in the drift term: one is ∇U (x t ), the other is ∇U (x τ (t) )
For the rest of this paper, we will use p t to exclusively denote the distribution of x t in (4).
We assume without loss of generality that arg min
, and that U (0) = 0
. (We can always shift the space to achieve this, and the minimizer of U is easy to find using, say, gradient descent.)
For the rest of this paper, we will let
p * (x) dx, if µ has density wrt Lebesgue measure ∞ else be the KL-divergence between µ and p * . It is well known that F is minimized by p * , and F (p * ) = 0.
Finally, given a vector field v :
4.1 Background on Wasserstein distance and curves in
Given two distributions µ, ν ∈ P(R d ), let Γ(µ, ν) be the set of all joint distributions over the product space R d ×R d whose marginals equal µ and ν respectively. (Γ is the set of all couplings)
The Wasserstein distance is defined as
Let (X 1 , B(X 1 )) and (X 2 , B(X 2 )) be two measurable spaces, µ be a measure, and r : X 1 → X 2 be a measurable map. The push-forward measure of µ through r is defined as
It is a well known result that for any two distributions µ and ν which have density wrt the Lebesgue measure, the optimal coupling is induced by a map
Where Id is the identity map, and T opt satisfies T opt# µ = ν, so by definition, γ * ∈ Γ(µ, ν). We call T opt the optimal transport map, and T opt − Id the optimal displacement map.
Given two points ν and π in
ν is the optimal displacement map between ν and π, then the constant-speed-geodesic µ t is nicely characterized by
Given a curve µ t : R + → P(R d ), we define its metric derivative as
. Intuitively, this is the speed of the curve in 2-Wasserstein distance. We say that a curve µ t is absolutely continuous if
Given a curve µ t : R + → P(R d ) and a sequence of velocity fields v t :
, we say that µ t and v t satisfy the continuity equation at t if
(We assume that µ t has density wrt Lebesgue measure for all t)
Remark 1 If µ t is a constant-speed-geodesic between ν and π, then v π ν satisfies (7) at t = 0, by the characterization in (5).
We say that v t is tangent to µ t at t if the continuity equation holds and
for all w such that ∇ · (µ t · w) = 0. Intuitively, v t is tangent to µ t if it minimizes v t L 2 (µ t ) among all velocity fields v that satisfy the continuity equation.
Preliminary Lemmas
This section presents some basic results needed for our main theorem.
Calculus over
In this section, we present some crucial Lemmas which allow us to study the evolution of F (µ t ) along a curve µ t :
These results are all immediate consequences of results proven in [1] .
, and for any v t that satisfies the continuity equation for µ t (see equation (7)), the following holds:
Based on Lemma 1, we define (for any µ ∈ P(R d )) the operator
Lemma 2 Let µ t be an absolutely continuous curve in P(R d ) with tangent velocity field v t . Let |µ
Furthermore, for any absolutely continuous curve µ t :
As a Corollary of Lemma 2 and Lemma 3, we have the following result:
Corollary 4 Let µ t be an absolutely continuous curve with tangent velocity
Exact and Discrete Gradient Flow for F (p)
In this section, we will study the curve p t :
. Unless otherwise specified, we will assume that p 0 is an arbitrary distribution.
Let x t be as defined in (4).
For any given t and for all s, we define a stochastic process y t s as
let q t s denote the distribution for y t s
From s = t onwards, this is the exact Langevin diffusion with p t as the initial distribution (compare with expression (2)).
Finally, for each t, we define a sequence z t s by (9) and (10)) are the same. Thus, x s (from (4)), y t s (from (9)) and z t s (from (10)) define a coupling between the the curves p s , q t s and g t s .
Our proof strategy is as follows:
1. In Lemma 5, we demonstrate that the divergence between p s (discretized Langevin) and q 3. In Lemma 7, we show that the "discretization error" given by
Added together, they imply that
d ds F (p s ) s=t is sufficiently negative. Lemma 5 For all x ∈ R d and t ∈ R + d ds g t s (x) s=t = ( d ds p s (x) − d ds q t s (x)) s=t Lemma 6 For all s, t ∈ R + d ds F (q t s ) = − D q t s 2 * Lemma 7 For all t ∈ R + d ds F (p s ) − F (q t s ) s=t ≤ 2L 2 h E p τ (t) [ x 2 2 ] + 2L √ hd · D pt *
Strong Convexity Result
In this section, we study the consequence of assuming m strong convexity and L smoothness of U (x).
Theorem statement and discussion
Theorem 3 Let x t and p t be as defined in (4) with p 0 = N (0,
The above theorem immediately allows us to obtain the convergence rate of p kh in both total variation and 2-Wasserstein distance.
Corollary 8 Using the choice of k and h in Theorem 3, we get
The first item follows from Pinsker's inequality. The second item follows from (12), where we take µ 0 to be p * and µ 1 to be p kh , and noting that D p * = 0. To achieve δ accuracy in Total Variation or W 2 , we apply Theorem 3 with ǫ = δ 2 and ǫ = mδ 2 respectively.
Remark 4
The log term in Theorem 3 is not crucial. One can run (3) a few times, each time aiming to only halve the objective F (p t ) − F (p * ) (thus the stepsize starts out large and is also halved each subsequent run). The proof is quite simple and will be omitted.
Proof of Theorem 3
We now state the Lemmas needed to prove Theorem 3. We first establish a notion of strong convexity of F (µ) with respect to W 2 metric.
We call this the m-strong-geodesic-convexity of F wrt the W 2 distance.
Next, we use the m strong geodesic convexity of F to upper bound
Lemma 10 Under our assumption that − log p * (x) is m strongly convex, we have that for all µ ∈ P(R d ),
Now, recall p t from (4). We use strong convexity to obtain a bound on E pt x 2 2 for all t. This will be important for bounding the discretization error in conjunction with Lemma 7
Lemma 11 Let p t be as defined in (4) .
Finally, we put everything together to prove Theorem 3.
Proof Proof of Theorem 3
We first note that h = mǫ
Where the last inequality is because Lemma 10 and the assumption that
So combining Lemma 6 and Lemma 5, we have
Where the last line once again follows from Lemma 10.
To handle the case when F (p t ) − F (p * ) ≤ ǫ, we use the following argument: 
Thus, we need only consider the case that F (p t ) ≥ ǫ for all t ≤ kh. This means that (13) holds for all t ≤ kh.
By Gronwall's inequality, we get
We thus need to pick
, and
. We thus get that
Weak convexity result
In this section, we study the case when log p * is not m strongly convex (but still convex and L smooth). Let π h be the stationary distribution of (4) with stepsize h.
We will assume that we can choose an initial distribution p 0 which satisfies
and
. Let h ′ be the largest stepsize such that
Theorem statement and discussion
Theorem 5 Let C 1 , C 2 and h ′ be defined as in the beginning of this section.
Let x t and p t be as defined in (4) with p 0 satisfying (14). If
Once again, applying Pinsker's inequality, we get that the above choice of k and
Without strong convexity, we cannot get a bound on W 2 from bounding F (r k ) − F (p * ) like we did in corollary 8.
In [3] , a proof in the non-strongly-convex case was obtained by running Langevin MCMC onp 
On the other hand, if we assume log(
the results of Theorem 5 implies that
Even if we ignore C 1 and C 2 , our result is not strictly better than (17) as we have a worse dependence on δ. However, we do have a better dependence on d.
The proof of Theorem 5 is quite similar to that of Theorem 3, so we defer it to the appendix.
Supplementary Materials
Proof Proof of Lemma 1 The proof is directly from results in [1] . See Theorem 10.4.9, with F (µ|γ) = KL (µ γ), with µ = µ, γ = p Proof Proof of Lemma 5 In this proof, we treat t as a fixed but arbitrary number, and prove the Lemma for all t ∈ R + . We will use
On the other hand
= 0 So Lemma (5) holds.
In the remainder of this proof, we assume that t = τ (t).
For a given Θ ∈ R 2d , we let Π 1 (Θ) denote the projection of Θ onto its first d coordinates, and Π 2 (Θ) denote the projection of Θ onto its last d coordinates. With abuse of notation, for P ∈ P(R 2d ), we let Π 1 (P) and Π 2 (P) denote the corresponding marginal densities.
We will consider three stochastic processes: Θ s , Λ First, we introduce the stochastic process Θ s for s ∈ [τ (t), τ (t) + h)
We let P s denote the density for Θ s . Intuitively, P s is the joint density between x s and −∇U (x τ (t) ). One can verify that
Next, for any given t, we introduce the stochastic process Λ t s for s ∈ [τ (t), τ (t) + h). 
Finally, define 
Finally, marginalizing out the last d coordinates on both sides, and recalling that
we prove the Lemma. Proof Proof of Lemma 6 The fact that q t s is the steepest descent follows from the fact that Fokker-Planck equation for Langevin diffusion yields, for all
By definition of (7), we get that
satisfies the continuity equation for q t s . By Lemma 1,
Where the last equality is by Cauchy-Schwarz
Proof Proof of Lemma 7 Consider z t s and g t s as defined in (10) . By Lemma 5,
is linear (see Chapter 7.2 of [11] ). (In the above, ∆ : R d → R is an arbitrary 0-mean perturbation). In addition, because
We will upper bound |g t′ s || s=t , then apply Corollary 4. |g
Where the first line is by definition of metric derivative, second line is by the coupling between g t t and g Thus, we upper bound |g t′ s || s=t by 2L 2 (t − τ (t)) E x τ (t) 2 2 + 2L (t − τ (t))d. Applying Corollary 4, and using the fact that for all t, t − τ (t) ≤ h, we get
The last line is because g t t = p t by definition.
Proof Proof of Lemma 9 By Theorem 9.4.11 of [1] , m-strong-convexity of log p * implies geodesic convexity. Expression (11) then follows from the definition of geodesic convexity in definition 9.1.1 of [1] .
Rearrranging terms, dividing by t and taking limit as t → 0, we get
The last equality follows by Lemma 1 and by the remark immediately following (7).
We remark that the proof of (12) is completely analogous to the proof of firstorder characterization of strongly convex functions over R d .
Proof Proof of Lemma 10 We consider (12) , and use two facts
, by definition of W 2 and v ν µ as the optimal displacement map. We apply Lemma (10) with µ 0 = p * and µ 1 = µ. Let v p * µ be the optimal displacement map from µ to p * , so (12) gives
We know that the maximizer of 
Proof Proof of Lemma 11 We prove this by induction on k. First, by definition of p 0 = N (0, 1 m ), we get that
Next, we assume that for some k, and for all t ≤ kh, E pt x 2 2 ≤ 4d m . For the inductive step, we consider t ∈ (kh, (k + 1)h] From (4),
By smoothness and strong convexity and the assumption that arg min x U (x) = 0, we get that for all x and for all t:
By inductive hypothesis, we have
m for all t ∈ (kh, (k + 1)h], thus proving the inductive step.
Proof of Theorem 5
First, we present a Lemma for upper bounding F (µ) − F (p * ) for µ ∈ P(R d ) in the absence of strong convexity. The following Lemma plays an analogous role to Lemma 10.
Lemma 12 Let F be convex in W 2 , then for all µ ∈ P(R d ),
Proof Proof of Lemma 12 Similar to the proof of Lemma 10, we consider (12), but with m = 0, (and once again v p * µ denotes the optimal displacement map from µ to p * ):
Where first inequality is from (12) , second line is by definition of D µ * , third line is by defintion of Wasserstein distance and the fact that v p * µ is the optimal transport map.
Next, we establish that for a fixed stepsize h, W 2 (p t , π h ) is nonincreasing, using a synchronous coupling technique taken from [5] .
Lemma 13 Let p t be defined as in the statement of Theorem (5). Let h be a fixed stepsize satisfying h ≤ min{
Proof Proof of Lemma 13
First, we demonstrate that (4) is contractive in W 2 .
We will prove this by induction.
Base case: trivially true.
Inductive Hypothesis:
Inductive
Step: Let T be the optimal transport map from p kh to π h . We will demonstrate a coupling between p (k+1)h and π h with cost less than W 2 (p kh , π h ).
The Lemma then follows from induction.
Since x kh ∼ p kh (see (4)), the optimal coupling between p kh and π h is given by the pair of random variables (x kh , T (x kh )). For t ∈ [kh, (k + 1)h],
. Consider the coupling γ between p kh and π h defined by the following pair of random variables
(Note that π h is stationary under the discrete Langevin diffusion with stepsize h, so γ does have the right marginals).
To demonstrate contraction in W 2 :
where the last equality follows by optimality of T , and the last inequality follows because L-smoothness of U (x) implies
This completes the inductive step.
Corollary 14 Let p t be as defined in (5) . Then for all t,
Proof Proof of Corollary 14 First, if t = τ (t), then by Lemma 13 and (16) and triangle inequality, we get our conclusion.
So assume that t = τ (t). Using identical arguments as in Lemma 13 , and noting the assumption on h ′ in (16) and the fact that h ≤ h ′ , we can show that
By triangle inequality and the assumption in (16), we have Where the first inequality is by triangle inequality, the second inequality is by (22), third inequality is by triangle inequality, fourth inequality is by assumption (16) and the fact that t − τ (t) ≤ h ≤ h ′ .
Next, we use Lemma 13, to bound E x kh 2 2 for all k: Lemma 15 Let h, x t and p t be as defined in the statement of Theorem 5. Then for all k E x kh Let γ(x, y) be the optimal coupling between p kh and π h . Let γ ′ (x, y) be the optimal coupling between π h and p * . Then .
By Lemma 13, we have
By definition of h ′ at the start of Section 7, and h in Theorem 5 (which ensures h ≤ h ′ ), we have
Proof Proof of Theorem 5 First, we bound the discretization error (for an arbitrary t). By Lemma 7:
Given the choice of The rate of decrease of F (p t ) thus satisfies
