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We present exact results on the exactly solvable spin chain of Bravyi et al [Phys. Rev. Lett. 109, 207202 (2012)].
This model is a spin one chain and has a Hamiltonian that is local and translationally invariant in the bulk. It has a
unique (frustration free) ground state with an energy gap that is polynomially small in the system’s size (2n). The
half-chain entanglement entropy of the ground state is 12 log n+ const. [5]. Here we first write the Hamiltonian in the
standard spin-basis representation. We prove that at zero temperature, the magnetization is along the z−direction
i.e., 〈sx〉 = 〈sy〉 = 0 (everywhere on the chain). We then analytically calculate 〈sz〉 and the two-point correlation
functions of sz. By analytically diagonalizing the reduced density matrices, we calculate the Schmidt rank, von
Neumann and Rényi entanglement entropies for: 1. Any partition of the chain into two pieces (not necessarily in
the middle) and 2. L consecutive spins centered in the middle. Further, we identify entanglement Hamiltonians
(Eqs. (49) and (59)). We prove a small lemma (Lemma (1)) on the combinatorics of lattice paths using the reflection
principle to relate and calculate the Motzkin walk ’height’ to spin expected values. We also calculate the, closely
related, (scaled) correlation functions of Brownian excursions. The known features of this model are summarized in
a table in Sec. I.
Contents
I. Context and summary of the results 1
II. The ground state and the local Hamiltonian 3
A. The unique ground state 3
B. Hamiltonian in spin-operator representation and its symmetry 3
III. Correlation functions 5
A. Limits with respect to large parameters: Physical vs. Excursions 6
IV. Height and height-height correlation functions 6
A. Asymptotic Analysis 8
B. Expected height, and 〈sxn1〉 , 〈s
y
n1〉 and 〈szn1〉 in the physical limit 11
C. Expected height-height and 〈sz
n− L2
sz
n+ L2
〉 in the physical limit 12
D. Correlation functions in the Brownian excursions limit 14
V. Entanglement entropies and Schmidt ranks 16
A. Bipartite entanglement about an arbitrary cut 17
B. Block entanglement 19
VI. Conclusions and future work 22
VII. Acknowledgements 23
References 23
I. CONTEXT AND SUMMARY OF THE RESULTS
In recent times, existence and quantification of long range entanglement in physical systems as a way of probing
quantum phases of matter has gained much attention [10, 21, 32]. Substantial amount of entanglement in the ground
state may be utilized to achieve quantum processing tasks such as spin state transfer [31]. Most quantum interactions
are local and a local Hamiltonian is frustration free (FF) if the ground state is also the ground state of every one of
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2the terms in the interaction (summands). Such Hamiltonians afford mathematical amenities that enable extraction
of rich physics [2], provide certain inherent stabilities against perturbations [23], and their ground states can be
engineered by dissipation [34].
From a computer science and quantum complexity perspective, FF Hamiltonians provide a natural bridge to
physics where projectors that model the local interactions are analogous to constraints in conventional satisfiability
problems [4, 15]. It is interesting to ask, how rich and entangled can FF quantum many-body systems be? Much
is known about local FF quantum spin−1/2 chains. For example the ground state entanglement entropy is zero [8]
and their energy gap has been classified [6]. In general less is known for higher spin models. Recently it was shown
that in local FF systems, the gap ∆ and the correlation length ξ are related by ξ = O
(
∆−1/2
)
and that this bound is
tight [16]. Moreover, local generic FF spin chains with spin values s ≥ 3/2 are known to have highly entangled and
highly degenerate ground states [27]. It is natural then to investigate the properties of FF spin−1 chains. Well-known
(non-critical) examples of these include the Heisenberg ferromagnetic chain [20], the AKLT model [2], and parent
Hamiltonians of matrix product states [12, 29].
Bravyi et al [5] proposed a spin−1 model that has a unique FF ground state, whose half-chain entanglement
entropy is S = 12 log n + c, where 2n is the number of spins on the chain. The Hamiltonian is local, translationally
invariant in the bulk, and has an energy gap to the first excited state that is polynomially small in the size of the
system. Despite the logarithmic divergence of S with n, this model was proved not to be described by a conformal
field theory (CFT) in the continuum limit [28].
This work provides a more complete picture of this model. We take the length of the chain to be 2n; a chain with
an odd number of sites is done similarly. The way by which we take the limits and enforce L  n is explained in
Sec. III A. In the following table, we exclude certain mathematical results of this paper (e.g. Eqs. (36)–(38)) as they
are less relevant for the physics of the model. The table below summarizes what is now known about this model
with References for finding the Results corresponding to any given Feature.
Features Results References
The Hamiltonian Local, translationally invariant in the bulk [5]Has boundary projectors, frustration free.
The Hamiltonian in spin-representation See the section Eqs. (6) – (7)
Hamiltonian symmetry U(1) Sec. (II B)
Ground state is the Motzkin state: |M2n〉 Unique and frustration free [5]
The energy gap Θ (n
−c), Numerics indicate c = 3 [5]
Provably : c ≥ 2 [28]
Is the model describable by a (relativistic) CFT ? No [28]
Expected Motzkin Height at 1 < n1 < 2n 〈m̂n1〉 = 4√3pi
√
n1 (1− n1/2n) Eqs. (23) and (35)
Motzkin Height 2-point function with 1 L n 〈m̂n− L2 m̂n+ L2 〉 = n−
L
3 +
L2
4n Eq. (32)
Expected magnetization 〈s
x〉 = 〈sy〉 = 0 Lemma (3)
〈szn1〉 = 2√3pi
(1−n1/n)√
n1(1−n1/2n)
, 1 n1  2n Eq. (25)
sz two point function 1 < n1 < n2 < 2n 〈szn1 szn2〉 = 0 Eqs. (34) and (39)
Bipartite Schmidt rank χn1 = min {n1, 2n− n1}+ 1 Eq. (41)
Bipartite von Neumann entropy about 1 < n1 < 2n Scut =
1
2 log
[
n1(2n−n1)
n
]
+ const. Eq. (45)
Bipartite Rényi entropy about 1 < n1 < 2n Sκcut =
1
2 log
[
n1(2n−n1)
n
]
+ f (κ) Eq. (47)
Schmidt rank of 1 L n middle spins χL = 2L + 1 Eq. (54)
von Neumann entropy of 1 L n middle spins SL = 12 log(L) + const. Eq. (56)
Rényi entropy of 1 L n middle spins SκL = 12 log(L) + g(κ) Eq. (58)
Remark 1. The new results listed in the table above, which are analytically derived below, give good agreements with
numerical density matrix renormalization group (DMRG) calculations for 2n = 96 already [13].
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Figure 1: Examples of the ground state (Motzkin State) for two chains of different size.
II. THE GROUND STATE AND THE LOCAL HAMILTONIAN
A. The unique ground state
Let us consider a spin−1 chain of length 2n. An odd size chain is done similarly. It is convenient to label the d = 3
spin states by {0, u, d} where 0 means a flat step, u means a step up and d a step down. A Motzkin walk on 2n steps
is any walk from coordinates (x, y) = (1, 0) to (x, y) = (2n, 0) where at any intermediate step the coordinates (x, y)
can only change to (x + 1, y), (x + 1, y + 1) or (x + 1, y− 1) with the walk not passing below the x-axis, i.e., y ≥ 0
everywhere on the walk. One makes the following identifications for the spin states: |d〉 = | − 1〉, |u〉 = |+ 1〉, and
|0〉 is self-identified.
The unique ground state is the Motzkin state, which is defined to be the uniform superposition of all Motzkin
walks on 2n steps [5]. We denote the Motzkin state by |M2n〉, which mathematically reads
|M2n〉 = 1√
N
∑
s∈Motzkin
|s〉 (1)
where N is the total number of Motzkin walks on 2n steps. See Fig. (1) for examples of the Motzkin State |M2n〉.
B. Hamiltonian in spin-operator representation and its symmetry
In [5], it was shown that |M2n〉 is the unique and frustration free ground state of a local Hamiltonian, which we
now review. Consider the following local operations on any Motzkin walk: interchanging zero with a non-flat step
(i.e., 0d ↔ d0 or 0u ↔ u0) or interchanging a consecutive pair of zeros with a peak (i.e., 00 ↔ ud). Any Motzkin
walk can be obtained from another one by a sequence of these local changes. To construct a local Hamiltonian with
projectors as interactions that has the uniform superposition of the Motzkin walks as its zero energy ground state,
each of the local terms of the Hamiltonian has to annihilate states that are symmetric under these interchanges.
The local Hamiltonian is [5]
H =
2n−1
∑
j=1
Πj,j+1 +Πboundary, (2)
where Πj,j+1 implements the local changes discussed above and is defined by
Πj,j+1 ≡ |D〉j,j+1〈D|+ |U〉j,j+1〈U|+ |ϕ〉j,j+1〈ϕ|
where |D〉 = 1√
2
[|0d〉 − |d0〉], |U〉 = 1√
2
[|0u〉 − |u0〉] and |ϕ〉 = 1√
2
[00〉 − |ud〉]. The boundary term Πboundary ≡
[|d〉1〈d|+ |u〉2n〈u|] selects out the Motzkin state as the only ground state.
4In the spin operator representation, taking h¯ = 1 [24] 1:
s2|s, m〉 = s (s + 1) |s, m〉
sz|s, m〉 = m |s, m〉
S±|s, m〉 =
√
s (s + 1)−m (m± 1) |s, m± 1〉
where S± = sx ± isy. Below we drop s-dependence as it is always equal to one, and denote the ket |s, m〉 simply by
|m〉. For example the state of two consecutive spins being |0, 1〉j,j+1 really means |m = 0〉j ⊗ |m = 1〉j+1. We identify
|u〉 ≡ |+ 1〉 =
 10
0
 , |0〉 =
 01
0
 , |d〉 ≡ | − 1〉 =
 00
1
 .
In this basis [24]
sx =
1√
2
 0 1 01 0 1
0 1 0
 , sy = 1√
2
 0 −i 0i 0 −i
0 i 0
 , sz =
 1 0 00 0 0
0 0 −1
 ,
and
sx |0〉 = 1√
2
[| − 1〉+ |+ 1〉] , sx|+ 1〉 = 1√
2
|0〉, sx| − 1〉 = 1√
2
|0〉 , (3)
sy |0〉 = i√
2
[| − 1〉 − |+ 1〉] , sy|+ 1〉 = i√
2
|0〉, sy| − 1〉 = −i√
2
|0〉 , (4)
sz |0〉 = 0, sz |+ 1〉 = |+ 1〉, sz | − 1〉 = −| − 1〉 . (5)
The local terms on any pair of nearest neighbor spins become
|U〉〈U| = 1
2
{(|0, 1〉 − |1, 0〉) (〈0, 1| − 〈1, 0|)}
=
1
2
{(|0〉〈0| ⊗ |1〉〈1| − |1〉〈0| ⊗ |0〉〈1| − |0〉〈1| ⊗ |1〉〈0|+ |1〉〈1| ⊗ |0〉〈0|)} ,
|D〉〈D| = 1
2
{(|0,−1〉 − | − 1, 0〉) (〈0,−1| − 〈−1, 0|)}
=
1
2
{(|0〉〈0| ⊗ | − 1〉〈−1| − | − 1〉〈0| ⊗ |0〉〈−1| − |0〉〈−1| ⊗ | − 1〉〈0|+ | − 1〉〈−1| ⊗ |0〉〈0|)}
|ϕ〉〈ϕ| = 1
2
{(|00〉 − |1,−1〉) (〈00| − 〈1,−1|)}
=
1
2
{(|0〉〈0| ⊗ |0〉〈0| − |1〉〈0| ⊗ | − 1〉〈0| − |0〉〈1| ⊗ |0〉〈−1|+ |1〉〈1| ⊗ | − 1〉〈−1|)} .
Further simplification gives Πj,j+1
Πj,j+1 =
1
2
{|0〉j〈0| ⊗ Ij+1 + |1〉j〈1| ⊗ {|0〉j+1〈0|+ | − 1〉j+1〈−1|}+ | − 1〉j〈−1| ⊗ |0〉j+1〈0|} (6)
− 1
2
{|1〉j〈0| ⊗ |0〉j+1〈1|+ | − 1〉j〈0| ⊗ |0〉j+1〈−1|+ |1〉j〈0| ⊗ | − 1〉j+1〈0|+ h.c.}
1 Only in this section m ∈ {−1, 0,+1} denotes the spin state; it has nothing to do with the height of a walk that appears in the other (sub)sections.
51 2 3 4 5 6 n1 n2 2n
mn2
Motzkin walk of length 2n
mn1
L
Figure 2: Geometry of a Motzkin walk and height correlations.
From the action of the spin operators on the states, it is easy to see that
|0〉〈0| = I− (sz)2 | − 1〉〈−1| = 12 (I− sz) sz
|1〉〈1| = 12 (I+ sz) sz |0〉〈−1| = 12√2 S+ (I− sz) sz
|0〉〈1| = 1
2
√
2
S− (I+ sz) sz | − 1〉〈0| = 1
2
√
2
sz (I− sz) S−
|1〉〈0| = 1
2
√
2
sz (I+ sz) S+
These can be plugged into the right hand side of the equation above to obtain Πj,j+1. The boundary projector reads
Πboundary =
1
2
(I1 − sz1) sz1 +
1
2
(I2n + sz2n) s
z
2n. (7)
Eqs. (6)–(7) can now be plugged into Eq. (2) to fully express it in terms of spin operators.
Remark. The model has a U(1) symmetry. Moreover, m̂2n ≡ ∑2nj=1 szj commutes with the Hamiltonian and is therefore
a conserved quantity.
III. CORRELATION FUNCTIONS
Let n1 and n2 be two sites on the chain such that 1 < n1 < n2 < 2n. At zero temperature, one defines the
correlations in the ground state by
〈szn1〉 ≡ 〈M2n|szn1 |M2n〉
〈szn1 szn2〉 ≡ 〈M2n|szn1 szn2 |M2n〉
where sz on any site can be written in terms of |u〉, |d〉 and |0〉 by sz = |u〉〈u| − |d〉〈d|. Natural and related
combinatorial problems are the height and height-height correlation functions. Suppose the height operator at the
site n1 is m̂n1 and at n2 is m̂n2 . One defines these correlation functions by
〈m̂n1〉 ≡ 〈M2n|m̂n1 |M2n〉
〈m̂n1 m̂n2〉 ≡ 〈M2n|m̂n1 m̂n2 |M2n〉 ,
where
m̂n1 =
n1
∑
j=1
szj , m̂n2 =
n2
∑
j=1
szj , (8)
which relate heights to sz. See Fig. (2) for the geometry. Since m̂n1 − m̂(n1−1) = szn1 , the height correlation functions
are the generators of the spin correlation functions. Similarly, the expected bivariate difference equation is the two
point function. Below we calculate the exact values of 〈szn1〉 and 〈szn1 szn2〉 and show that the spin expected values can
6be obtained from the height expectations by differentiations Θ(1/n) errors (see Eqs. (24)-(25), and (33)-(34)):
〈szn1〉 =
∂〈m̂n1〉
∂n1
+Θ(1/n),
〈szn1 szn2〉 =
∂2〈m̂n1 m̂n2〉
∂n1 ∂n2
+Θ(1/n).
Remark 2. It would be interesting to find that 〈szn1〉 6= 0. In particular, we have that 〈sz1〉 > 0 and 〈sz2n〉 < 0 because of
the non-negative constraint imposed by Motzkin walks.
Remark 3. In physics one usually expects 〈szn1 szn2〉 = G(|n2 − n1|). Moreover, it is expected that in the asymptotic
limit G(|n2 − n1|) ∼ |n2 − n1|θ . In Sec. IV C we shall see that θ = 0.
The thermal one-point and two-point correlation functions are
〈szn1〉T ≡
1
Z(β)
Tr(szn1 e
−βH) = 1
Z(β)∑α
〈α|szn1 e−βEα |α〉
〈szn1 szn2〉T ≡
1
Z(β)
Tr(szn1 s
z
n2 e
−βH) = 1
Z(β)∑α
〈α|szn1 szn2 e−βEα |α〉
where Z(β) = Tr(e−βH) is the partition function. In the presence of an external field h, the partition function is also
a function of the field i.e., Z(β, h). We currently do not have a good enough understanding of the spectrum above
the ground state to make analytical progress on this; 〈szn1〉T and 〈szn1 szn2〉T need to be calculated numerically.
A. Limits with respect to large parameters: Physical vs. Excursions
In Sec. IV C we will calculate two-point correlation functions, and in Sec.V B the block entanglement entropy of
the L−middle consecutive spins denoted by SL (where L ≡ n2 − n1). We are interested in the asymptotic form and
scaling of these quantities with respect to n and L.
We have two large parameters, one is 2n which is the size of the chain and the other is L, which is the number of
consecutive spins centered about the middle of the chain. In the derivation of the two-point function (Sec. IV C) and
block entanglement entropy (Sec. V B) care must be taken in taking the limits. Two ways of taking the limits that we
like to concern ourselves with are what we call Physical and Excursions:
1. Physical: In this limit, one first takes the limit of the system size to infinity while keeping L fixed. Once the
asymptotic with respect to n is obtained, one then assumes a large L and derives asymptotic results. This
corresponds to taking the thermodynamical limit in physics. Mathematically, the “Physical” limits, involving
n and L, that we shall derive below are:
limL→∞ {limn→∞〈m̂n1 m̂n2〉}
limL→∞ {limn→∞ SL}
where 〈m̂n1 m̂n2〉 and SL are functions of n and L. In practice, however, when one makes plots of such asymp-
totically obtained results or when one runs numerical algorithms such as DMRG, both n and L are finite, and
care must be taken as to what ratios Ln are small enough to be compared with analytical formulas.
2. Brownian Excursions: A different asymptotic can be obtained where n1 = 2λn and n2 = 2µn with 0 < λ <
µ < 1. In this limit, L ≡ n2− n1 tends to infinity simultaneously with n, and results from universal convergence
of random walks to Brownian excursions can be evoked to calculate the scaling of the two point function.
Remark 4. In calculations of entanglement, we satisfy ourselves with the physics of the model and leave derivations
in the Excursion limit for future work.
IV. HEIGHT AND HEIGHT-HEIGHT CORRELATION FUNCTIONS
In order to calculate correlation functions, we first prove the following lemma:
7(L ,m2)
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y
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Figure 3: Bijection between paths starting at (0, m1) that become negative (i.e., “bad” paths) and paths that start at (0,−(m1 + 2)).
Lemma 1. Let DL,m1,m2 be the number of non-negative walks on L steps that connect the points (0, m1) and (L, m2) where in
each intermediate step the coordinates (x, y) can change to either (x + 1, y + 1) or (x + 1, y− 1). In other words, these are
just like Dyck paths [33], except that they start and end at heights m1 ≥ 0 and m2 ≥ 0 respectively. This number is zero if
|m2 −m1| > L or if m2 −m1 6= L mod (2). Otherwise it is given by
DL,m1,m2 =
(
L
L+|m2−m1|
2
)
−
(
L
L+(m2+m1)
2 + 1
)
(9)
Proof. We prove this by first counting the total number of paths that connect (x, y) = (0, m1) and (x, y) = (L, m2)
and then subtract from it the total number of paths that become negative. To count the latter we use the reflection
principle. Suppose for now that m2 ≥ m1, each path that connects (0, m1) and (L, m2) necessarily has (m2 − m1)
excess number of step ups. Consequently, the total number of step downs are L−(m2−m1)2 . Therefore, the total number
of paths that connect (0, m1) and (L, m2) is
(
L
L−(m2−m1)
2
)
. Had it been that m1 ≥ m2 this number clearly would
be
(
L
L−(m1−m2)
2
)
. Using the fact that
(
L
m
)
=
(
L
L−m
)
we arrive at
(
L
L+|m2−m1|
2
)
. We want to subtract the
number of “bad” paths, which cross the y = 0 line at least once. Any bad path, P, necessarily has to reach the line
y = −1 (see Fig. (3)). Define a new path by reflecting about y = −1 the part of P up to the first point it touches
the line. To every such “bad” path P, there corresponds a path P′ between (0,−(m1 + 2)) and (L, m2). Moreover,
every path between (0,−(m1 + 2)) and (L, m2) necessarily crosses y = −1 line and by reflection across it will be
mapped to a “bad” path. Therefore there is a bijection between all the “bad” paths and the lattice paths that connect
(0,−(m+ 2)) and (L, m2). The total number of excess step ups are m1 +m2 + 2 and hence there are L−(m1+m2+2)2 step
downs. The total number of bad paths is then
(
L
L−(m1+m2)
2 − 1
)
. Subtracting this from the total number of paths
we obtain DL,m1,m2 (Eq.9).
Remark 5. When m1 = m2 = 0, and L is even, DL,0,0 = 1L
2 +1
(
L
L/2
)
which is the (L/2)th Catalan number. When
m1 = 0 and m2 = m, DL,0,m = m+1L+1
(
L + 1
L−m
2
)
is the solution of a variation of the Ballot problem, where ties are
allowed.
The number of walks between (n1, m1) and (n2, m2) made up of up and down steps, as well as, flat steps (Motzkin
like walks) is (recall that L ≡ n2 − n1)
ML,m1,m2 =
L−|m2−m1|
∑
k=0
(
L
k
)
DL−k,m1,m2 =
L−|m2−m1|
∑
k=0
(
L
k
){(
L− k
L−k+|m2−m1|
2
)
−
(
L− k
L−k+(m2+m1)
2 + 1
)}
(10)
8Let 2i = L− k− |m2 −m1| to take care of the parity; the summand after this transformation becomes
ML,m1,m2,i = EL,m1,m2,i − FL,m1,m2,i, (11)
where
EL,m1,m2,i ≡
(
L
2i + |m2 −m1|
)(
2i + |m2 −m1|
i + |m2 −m1|
)
FL,m1,m2,i ≡
(
L
2i + |m2 −m1|
)(
2i + |m2 −m1|
i + |m2−m1|+(m1+m2)2 + 1
)
.
The sum in Eq. (10) reads
ML,m1,m2 =
L−|m2−m1 |
2
∑
i=0
EL,m1,m2,i − FL,m1,m2,i . (12)
Now using multinomial identities, and recalling the definition of trinomial coefficients
(
L
x , y , z
)
≡ L!x!y!z! with
x + y + z = L, we find
EL,m1,m2,i =
(
L
L− 2i− |m2 −m1| , i , i + |m2 −m1|
)
FL,m1,m2,i =
 L
L− 2i− |m2 −m1| , i + |m2−m1|+(m1+m2)2 + 1 , i + |m2−m1|−(m1+m2)2 − 1
.
Comment: Recall that Ci ≡ 1i+1
(
2i
i
)
be the ith Catalan number. As a special case, we see that from Eq. (12) we
have N = M2n,0,0 = ∑ni=0
(
2n
2i
)
Ci = 12n+1 ∑
n
i=0
(
2n + 1
2n− 2i , i , i + 1
)
.
Using Eq. (11) and (12) we obtain
ML,0,m =
m + 1
L + 1 ∑i≥0
(
L + 1
L− 2i−m , i , i + m + 1
)
(13)
A. Asymptotic Analysis
In the following sections we encounter sums (e.g., Eqs (13)) whose asymptotic values are desired. In what follows
we will make extensive use of the Stirlings formula, as well as, the integral test in the theory of sequences and series
and Euler-Maclaurin formula. The latter ensure the accuracy and convergence of the sums to the obtained values.
The Euler-Maclaurin formula provides a controlled approximation of sums with integrals and vice versa [9]. Sup-
pose k and ` are natural numbers and f (x) is a real valued continuous function of the number x ∈ [k, `], then
`
∑
k
f (x) ≈
∫ `
k
f (x)dx +
f (`)− f (k)
2
+
bp/2c
∑
h=1
B2h
(2h)!
(
f (2h−1)(`)− f (2h−1)(k)
)
+ R, (14)
where f (2h−1) denotes the (2h− 1)st derivative of f , and B2h are the Bernoulli numbers. The remainder, R, satisfies
|R| ≤ 2ζ(p)
(2pi)p
∫ `
k
∣∣∣ f (p)(x)∣∣∣ dx, (15)
where ζ is the Riemann zeta function.
This formula is particularly robust for functions that involve gaussians as a factor. The error term can be zero and
often is small as the following lemma shows. We will use the following lemma repeatedly:
9Lemma 2. Let L 1, g > 1 be a fixed positive integer and a > 0 a real number. We have
L
∑
m=0
mg exp
(
− am
2
L
)
=
∫ ∞
0
mg exp
(
− am
2
L
)
dm +O(Lg exp (−aL)).
Proof.
L
∑
m=0
mg exp
(
− am
2
L
)
=
∞
∑
m=0
mg exp
(
− am
2
L
)
−
∞
∑
m=L+1
mg exp
(
− am
2
L
)
Since the summand is decreasing on [L,∞), using the integral test, we have
0 ≤
∞
∑
m=L+1
mg exp
(
− am
2
L
)
−
∫ ∞
m=L+1
mg exp
(
− am
2
L
)
dm ≤
(L + 1)g exp
(
− a(L+1)2L
)
2
.
Therefore,
L
∑
m=0
mg exp
(
− am
2
L
)
=
∞
∑
m=0
mg exp
(
− am
2
L
)
+O(Lg exp (−aL)).
Since the summand vanishes at zero and infinity, using Euler-Maclauren formula with p = 2 we have
∞
∑
m=0
mg exp
(
− am
2
L
)
=
∫ ∞
m=0
mg exp
(
− am
2
L
)
+ R,
where denoting by f (m) ≡ mg exp
(
− am2L
)
the error term vanishes because 2ζ(2)
(2pi)2
∫ ∞
0 f
(2)(m)dm = 0.
The rest of this section derives the asymptotic form of the sum in Eqs. (13) in the large L limit. Later L is replace
by the appropriate large parameters n1 or 2n− n1. A generalization of the method below is developed in Subsection
IV C. The starting point is the summand (with L 1)
ML,m,i = (m + 1)
(
L
i + m + 1 i L− 2i−m
)
. (16)
The saddle point in the (m, i)-plane, must simultaneous satisfy
ML,m,i+1
ML,m,i
= 1, ML,m+1,iML,m,i = 1 .
The condition ML,m,i+1ML,m,i = 1 gives (L− 2i−m)
2 − i (i + m) ≈ 0, yet ML,m+1,iML,m,i = 1 has its maximum at m = 0. Solution
of i gives,
isp =
L
3
− m
2
+
m
8
(m
L
)
+
3m
128
(m
L
)3
+O
(
L
(m
L
)5)
(17)
≈ L
3
− m
2
+
m
8
(m
L
)
.
Before getting an asymptotic expansion for Eq. (16), we consider an example. We will analyze a trinomial coeffi-
cient, where x + y + z = 0(
L
L
3 + x
L
3 + y
L
3 + z
)
≈ 3L
√√√√ 2piL
8pi3
(
L
3 + x
) (
L
3 + y
) (
L
3 + z
) (18)
×
(
L
L + 3x
) L
3 +x
(
L
L + 3y
) L
3 +y
(
L
L + 3z
) L
3 +z
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But, (
L
L + 3x
) L
3 +x
= exp
{
−
(
L
3
+ x
)
log
(
1+
3x
L
)}
≈ exp
{
−
(
L
3
+ x
)(
3x
L
− 1
2
(
3x
L
)2)}
≈ exp
{
−x− 3x
2
2L
}
(
L
L + 3y
) L
3 +y ≈ exp
{
−y− 3y
2
2L
}
(
L
L + 3z
) L
3 +z ≈ exp
{
−z− 3z
2
2L
}
In Eq. (18), inside the square root is approximately 3
√
3
2piL . Since x + y + z = 0,(
L
L
3 + x
L
3 + y
L
3 + z
)
≈ 3
L+1
√
3
2piL
exp
(
−3
2
x2 + y2 + z2
L
)
(19)
Now we use this result to evaluate Eq. (16) by letting i + m = L3 + x , i =
L
3 + y and L− 2i−m = L3 + z. Since the
standard of deviation of multinomial distributions scales as
√
L, to get a better asymptotic form, we let i = isp + β
√
L
and m = α
√
L. Hence we identify,
x =
(
β+
α
2
)√
L +
α2
8
y =
(
β− α
2
)√
L +
α2
8
z = −2β
√
L− α
2
4
Making these substitutions we get − 32 x
2+y2+z2
L = − 3α
2
4 − 9β2 − O
(
L−1/2
)
. Therefore, using Eq. (19), Eq. (16)
becomes approximately equal to
M (L, α, β) ≡ 3
L+1
√
3 α
2piL3/2
exp
(
−3α
2
4
− 9β2
)
.
Using the lemma, we replace the sum over i with an integral over with respect to
√
L dβ and perform the resulting
gaussian integration around isp to arrive at the asymptotic form of Eq. (13). Substituting L = n1 we have
Mn1,0,m =
m + 1
n1 + 1
∑
i≥0
(
n1 + 1
n1 − 2i−m , i , i + m + 1
)
≈ 3
n1+3/2
2
√
pin3/21
α1 exp
(
−3α
2
1
4
)
, (20)
where α1 = m/
√
n1. Replacing n1 with 2n− n1 an entirely a similar derivation gives
M2n−n1,m,0 =
m + 1
2n− n1 + 1 ∑i≥0
(
2n− n1 + 1
2n− n1 − 2i−m , i , i + m + 1
)
≈ 3
2n−n1+3/2
2
√
pi(2n− n1)3/2
α2 exp
(
−3α
2
2
4
)
, (21)
where α2 = m/
√
(2n− n1).
Remark 6. In the calculations below the approximation of the sums and evaluation of the resulting integral repre-
sentations follow the above derivations. More examples and discussion about the approximations of multinomi-
als, as well as, the saddle point technique from an analytic combinatorial perspective can be found in Flajolet and
Sedgewick’s book [14] (See for example Chapter 8.)
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B. Expected height, and 〈sxn1 〉 , 〈s
y
n1 〉 and 〈szn1 〉 in the physical limit
Anisotropy of a Hamiltonian can influence the phase structure [1]. To better understand the anisotropy of the
model we prove the following:
Lemma 3. Let 1 < n1 < 2n be any site on the chain, then 〈sxn1〉 = 〈s
y
n1〉 = 0.
Proof. Let us first look at 〈sxn1〉 = 〈M2n|sxn1 |M2n〉. The Motzkin state can be written as |M2n〉 = 1√N ∑
N
p=1 |sp〉, where
|sp〉 denotes a Motzkin walk. For 〈M2n|sxn1 |M2n〉 = 1N ∑p ∑p′〈sp′ |sxn1 |sp〉 to be nonzero, it must be that for some p
and p′, |sp′〉 = sx|sp〉; i.e., any walk sp′ and sp must be equal at all 2n− 1 positions excluding the nst1 step and the
application of sx at the nst1 site should not change the step at that site. But by Eq. (3), s
x
n1 |sp〉 transforms |sp〉. Suppose
(sp)n1 is |+〉 or |−〉 then sx|sp〉 ∼ |s˜p〉 where (sp)n1 6= (s˜p)n1 = |0〉n1 . Now suppose (sp)n1 = |0〉 and sxn1 |sp〉 gives
sx|0〉n1 = 1√2 [| − 1〉+ |+ 1〉] that is a superposition of two walks one with an excess step up and one with an excess
step down. Both of these walks are not balanced and cannot be equal to sp′ . We conclude that 〈sp′ |sxn1 |sp〉 = 0. An
entirely a similar argument applies to syn1 giving 〈syn1〉 = 0.
Remark 7. This proof applies to the generalized model with spin s > 1 presented elsewhere [28].
Denote by the minimum distance to a boundary by b ≡ min (2n− n1, n1). Using Eq. (13), we define the probabili-
ties by
pm ≡ Mn1,0,m M2n−n1,m,0
∑bm=0 Mn1,0,m M2n−n1,m,0
=
m2 exp
{
− 3m24
[
1
n1
+ 12n−n1
]}
∑bm=0 m2 exp
{
− 3m24
[
1
n1
+ 12n−n1
]} .
The height expectation value at a distance b from the boundary is:
〈m̂n1〉 ≡
b
∑
m=0
m pm =
∑bm=0 m
3 exp
{
− 3m24
[
1
n1
+ 12n−n1
]}
∑bm=0 m2 exp
{
− 3m24
[
1
n1
+ 12n−n1
]} . (22)
The integrals are elementary, with the aid of Lemma (2), they evaluate to give
〈m̂n1〉 ≈
4√
3pi
√
n1
(
1− n1
2n
)
. (23)
Comment: Clearly, the expected height scales as 〈m̂n1〉 ∼
√
n1, which is expected from the theory of random walks
and universality of Brownian motion. See Eq. (35) in Subsection IV D for an alternative derivation from the theory
of Brownian Excursions.
Application of the binomial expansion to 〈∆m̂n1〉 ≡ 〈m̂n1 − m̂n1−1〉 gives
〈∆m̂n1〉 =
2√
3pi
1− n1/n√
n1 (1− n1/2n)
+Θ(1/n), (24)
where the first term is just the derivative with respect to n1 of 〈m̂n1〉 and we have
〈szn1〉 ≈
∂〈m̂n1〉
∂n1
≈ 2√
3pi
1− n1/n√
n1 (1− n1/2n)
. (25)
This shows that the magnetization in this limit (i.e., the bulk), however, vanishes as n−1/21 away from the boundary.
So we have found that the bulk expected magnetization is zero and that the net small magnetization is propagated
from the boundaries into the bulk. At the boundaries the magnetization is nonzero since on the left steps down and
on the right steps up are forbidden making the average magnetization positive and negative respectively. See Fig.
(4) for a plot of Eq. (25) and the comparison of this asymptotic result with the exact sum (Eq. (22)) where the exact
〈szn1〉 ≡ ∆〈m̂n1〉 = 〈m̂n1〉 − 〈m̂n1−1〉 and the sums of trinomials (Eq. (13)) were used to obtain Mn1,0,m and M2n−n1,m,0
that appear in Eq. (22).
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Figure 4: 〈szn1 〉 vs. the location of the cut, n1, on a chain of length 2n = 170. Comparison of the asymptotic results (Eq. (25)) with
the exact expression for ∆〈mn1 〉 (via Eq. (22)).
C. Expected height-height and 〈sz
n− L2
sz
n+ L2
〉 in the physical limit
We assume that the L consecutive spins are centered on the chain and denote the distance of the consecutive spins
to either boundary by b; i.e., n1 = b and 2n− n2 = b, whereby
〈m̂n1 m̂n2〉 =
∑m1 ∑m2 m1m2 Mb,0,m1 ML,m1,m2 Mb,m2,0
∑m1 ∑m2 Mb,0,m1 ML,m1,m2 Mb,m2,0
;
=
∑bm=0 ∑
min(L,b−m)
p=max(−m,−L) m(m + p) Mb,0,m ML,m,(m+p)Mb,(m+p),0
∑bm=0 ∑
min(L,b−m)
p=max(−m,−L) Mb,0,m ML,m,(m+p)Mb,(m+p),0
; (26)
where the second equality follows from the interdependence of m1 and m2. Specifically we made the following
change of variables m1 → m and m2 → m + p and the limits of the summation over p look the way they do because
in addition to m1 and m2 being dependent, the walks on the L consecutive steps from n1 to n2 should be non-negative.
The asymptotic forms of Mb,0,m and Mb,m+p,0 are given by Eq. (13); identifying m = α1
√
b and m + p = α2
√
b we
have
Mb,0,m ≈
{
3b+3/2
2
√
pib3/2
α1 exp
(
−3α
2
1
4
)}
=
3b+3/2
2
√
pib2
m exp
(
−3
4
m2
b
)
, (27)
Mb,m+p,0 ≈
{
3b+3/2
2
√
pib3/2
α2 exp
(
−3α
2
2
4
)}
=
3b+3/2
2
√
pib2
(m + p) exp
(
−3
4
(m + p)2
b
)
. (28)
It remains to obtain a good estimate for ML,m,(m+p). The majority of the walks (probability mass) are centered
around a height proportional to
√
b. Since L  b, we will not need to subtract ’bad’ walks in Lemma (1) as the
following lemma proves.
Lemma 4. When 1 L n, in Eq. (9) the fraction of ’bad’ walks, i.e., walks that become negative on L steps, is exponentially
small in the system’s size.
Proof. For any walk on L steps to be excluded, it must have m1 ≤ L, the number of which is Mb,0,m≤L, which upper
bounds the ’bad’ walks. This number is further upper-bounded by ∑Lm=0
(
b
b+m
2
)
, which is the total number of
walks in Eq. (9). By Stirling’s approximation and for small m, we have
(
b
b+m
2
)
≈ 2b+1√
2pib
exp
(
−m22b
)
. Therefore
13
∑Lm=0
(
b
b+m
2
)
≤ 2b+1L√
2pib
. Whereas
b
∑
m=0
Mb,0,m ≈ 3
b+3/2
2
√
pib
∫ ∞
0
dα α exp
(
−3
4
α2
)
=
3b+1√
pib
.
We conclude that the ratio of bad walks to all the walks in calculating ML,m1,m2 is upper bounded by L
√
b
2
( 2
3
)b+1
,
which is exponentially small in the system’s size. Moreover, this bound is not tight.
Since in the approximation below, the dependence on m drops out we have (using 2i = L− k− |p|)
ML,p ≡ ML,m,(m+p) ≈
L−|p|
∑
k=0
(
L
k
)(
L− k
L−k+|p|
2
)
= ∑
i≥0
(
L
L− 2i− |p| , i + |p| , i
)
≡ ∑
i≥0
KL,i,p (29)
The maximum of KL,i,p is at i = L/3 and p = 0. The series expansion of isp and psp are obtained by solving for
the fixed point of KL,i,p in the ip−plane. This point is the simultaneous solution of KL,i+1,pKL,i,p = 1 and
KL,i,p+1
KL,i,p
= 1. The
solution is psp = 0 and isp ≈ L3 . Since the standard of deviation of the multinomials scales as
√
L, to get better
estimates we let p = α
√
L and i = isp + β
√
L, which give i ≡ L3 + β
√
L and p ≡ α√L.
Let x + y + z = 0 and i + p = L3 + x, i =
L
3 + y and L− 2i− p = L3 + z, we have that(
L
L
3 + z ,
L
3 + y ,
L
3 + x
)
≈ 3
L+3/2
2piL
exp
{
− 3
2L
(
x2 + y2 + z2
)}
,
where x = (β+ α)
√
L, y = β
√
L and z = (−2β− α). This gives
KL,i,p ≈ K(L, α, β) = 3
L+3/2
2piL
exp
{
−3α2 − 9αβ− 9β2
}
.
Since the saddle point is away from the boundaries, we integrate this with respect to
∫
di =
√
L
∫ ∞
−∞ dβ to get
K(L, α) ≈ 3L+1/2
2
√
piL
exp
{− 34α2} . This re-expressed in terms of p gives
ML,p ≈ 3
L+1/2
2
√
piL
exp
[
−3
4
p2
L
]
, (30)
which is independent of m as expected. Lemma (4), as well as, Eqs. (27), (28) and 30 are the main results used to
derive analytical formulas for the two-point function and block entanglement entropy below. Putting these in Eq.
(26) and canceling constants we get
〈m̂n1 m̂n2〉 =
1
T
b
∑
m=0
L
∑
p=−L
m2(m + p)2 exp
[
−3
4
p2
L
]
exp
[
− 3
4b
(
m2 + (m + p)2
)]
, (31)
T ≡
b
∑
m=0
L
∑
p=−L
m(m + p) exp
[
−3
4
p2
L
]
exp
[
− 3
4b
(
m2 + (m + p)2
)]
.
Because of the exponential suppression and Lemma (2) the limits of the sums are extended and the sums approxi-
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mated by integrals. Using the substitution m ≡ θ√b and p = ρ√L we have
〈m̂n1 m̂n2〉 ≈
b
T′
∫ +∞
−∞
dρ
∫ ∞
0
dθ K(θ, ρ) θ
(
θ + ρ
√
L
b
)
K(θ, ρ) ≡ θb(θ + ρ
√
L
b
) exp
[
−3
4
ρ2
]
exp
−3
4
θ2 +(θ + ρ√ L
b
)2
T′ ≡
∫ +∞
−∞
dρ
∫ ∞
0
dθ K(θ, ρ) .
The integrals are elementary and we integrate over θ ∈ [0,∞) and ρ ∈ (−∞,+∞) to obtain (recall b = n− L/2)
〈m̂n− L2 m̂n+ L2 〉 ≈
b
1+ L/2b
+
2
3
L = n− L
3
+
L2
4n
(32)
T ≈ 4pi
9
b3
√
L
(2b + L)3
.
Comment: From Eq. (23), to the leading order we have (also compare with Eq. (38))
〈m̂n− L2 m̂n+ L2 〉 − 〈m̂n− L2 〉〈m̂n+ L2 〉 ≈ n
(
1− 8
3pi
)
.
Recall that L ≡ n2 − n1, and let f (n1, n2) ≡ 〈m̂n1 m̂n2〉, then the exact value of 〈szn1 szn2〉 is given by the bivariate
finite difference equation
〈szn1 szn2〉 =
1
4
[ f (n1 + 1, n2 + 1)− f (n1 + 1, n2 − 1)− f (n1 − 1, n2 + 1) + f (n1 − 1, n2 − 1)] , (33)
which using Eq. (32) is identically zero. So we have
〈szn1 szn2〉 = 0 (34)
Comment: If we were to approximate n1 and n2 with continuous variables then 〈szn1 szn2〉 ≈ ∂
2
∂n1∂nn
〈m̂n1 m̂n2〉, which
at n1 = n − L2 and n2 = n + L2 evaluates to be 〈szn− L2 s
z
n+ L2
〉 ≈ − 12n . As with the first derivatives the extension to
the continuous variables gives vanishing errors that are Θ(1/n). Eq. (34) gives a good agreement against DMRG
calculations. DMRG calculations show that 〈sz
n− L2
sz
n+ L2
〉 also vanishes [13] in the colored Motzkin model as well [28].
D. Correlation functions in the Brownian excursions limit
In this section we derive the correlation function in the Excursion limit discussed in the Subsection III A. The
derivations below serve as both an alternative derivation of some of the formulas derived above, and derivation of
new formulas in the limit that L tends to infinity simultaneously with n.
In the limit of n→ ∞ the random walk converges to a Wiener process [30] and a random Motzkin walk converges
to a Brownian excursion [19], denoted by e(λ). Mathematically, for 0 < λ < 1 and n1 ≡ 2nλ
m2nλ√
2nσ2
→ e(λ)
where σ2 = 2/3 [19]. For λ ∈ (0, 1), the probability density of e(λ) is [3]
fλ(x) = 2x2
exp
[
− x22λ(1−λ)
]
√
2piλ3(1− λ)3 Ix≥0 .
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Remark 8. Below we denote the expectations with respect to this density by E[], in contrast to 〈〉, which was used
to denote the expectation with respect to a uniform superposition of all Motzkin walks.
The first two moments of the height are (we do not put hats on m2nλ as it is not a quantum operator anymore)
E[m2nλ] ∼ 2
√
2nσ2
∫ ∞
0
dx x3
exp
[
− x22λ(1−λ)
]
√
2piλ3(1− λ)3 = 4
√
n
√
2λ(1− λ)
3pi
(35)
E[m22nλ] ∼ 4nσ2
∫ ∞
0
dx x4
exp
[
− x22λ(1−λ)
]
√
2piλ3(1− λ)3 = 4n(1− λ)λ . (36)
Comment: Eq. (35) coincides with Eq. (23) with the substitution n1 = 2λn.
Therefore, from the theory of Brownian excursions, we have
E[m22nλ]−E2[m2nλ] = n
[
4λ(1− λ)
(
1− 8
3pi
)]
(37)
Comment: For λ = 1/2, E
[
m2n
]
= n, which is confirmed to the leading order by our earlier derivations:
〈m̂n− L2 m̂n+ L2 〉 ≈ 〈m̂
2
n〉 = n
∫ ∞
0 α
4 exp
(−3α2/2)∫ ∞
0 α
2 exp (−3α2/2) = n .
With overwhelming probability the Motzkin walks satisfy mn±L/2 ∈ [mn − C
√
L log n , mn + C
√
L log n] [3].
Before we assumed L to be smaller than all asymptotically increasing functions of n. As long as L = o(n/ log n), the
corrections are negligible and we indeed have [3, 26].
E[mn− L2 mn+ L2 ] ≈ E[m
2
n] = n .
This, yet again, confirms the leading order asymptotic given by Eq. 32. Moreover, one does not expect the con-
nected component of the correlation vanish. Mathematically, we have (either using Eq. 37 with t = 1/2 or alterna-
tively using Eqs. (23) and (32))
〈m̂n− L2 m̂n+ L2 〉 − 〈m̂n− L2 〉〈m̂n+ L2 〉 ≈ 〈m̂
2
n〉 − 〈m̂n〉2 = n
(
1− 8
3pi
)
Physical limit. (38)
In the Excursion limit discussed in Sec. III A, where n1 = 2λn and n2 = 2µn with 0 < λ < µ < 1, the quantity
L = 2n(µ− λ) simultaneously tend to infinity with n. In this limit, unlike the physical limit, the number of “bad”
walks are not negligible. The 2−point function is still given by Eq. (26) and Eq. (27). In this limit, and in Eqs. (26)
and (50), the sums are not well approximated if we take p ∈ [−L, L]. We would have to use the limits as in Eq. (26).
We want to calculate E[m2nλm2nµ]−E[m2nλ]E[m2nµ]. The density for a Brownian excursion to to visit (λ, x1) and
(µ, x2) is [3]
fλ,µ(x1, x2) = 2
√
2pip0(λ, x1) p(λ, x1, µ, x2) p0(1− µ, x2)
where
p0(λ, x1) =
x1e−
x21
2λ√
2piλ3/2
Ix1≥0
p(λ, x1, µ, x2) =
exp
[
− (x1−x2)22(µ−λ)
]
− exp
[
− (x1+x2)22(µ−λ)
]
√
2pi(µ− λ) Ix1≥0Ix2≥0.
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Therefore we have for 0 < λ < µ < 1
fλ,µ(x1, x2) = 2
√
2pi
x1e−
x21
2λ√
2piλ3/2
exp
[
− (x1−x2)22(µ−λ)
]
− exp
[
− (x1+x2)22(µ−λ)
]
√
2pi(µ− λ)
x2e
− x
2
2
2(1−µ)
√
2pi(1− µ)3/2 Ix1≥0Ix2≥0.
Comment: One directly verifies that
∫ ∞
0 dx1
∫ ∞
0 dx2 fλ,µ(x1, x2) = 1 as expected.
We are interested in finding
E[m2nλm2nµ]−E[m2nλ]E[m2nµ]
Since the Motzkin walk is over 2n steps, the expectations (σ2 = 2/3) would be given by
E[m2nλm2nµ] = 2nσ2
∫ ∞
0
dx1
∫ ∞
0
dx2 x1x2 fλ,µ(x1, x2)
E[m2nλ]E[m2nµ] = 2nσ2
∫ ∞
0
dx 2x3
exp
[
− x22λ(1−λ)
]
√
2piλ3(1− λ)3
∫ ∞
0
dx 2x3
exp
[
− x22µ(1−µ)
]
√
2piµ3(1− µ)3
Direct computation of these gives
E[m2nλm2nµ] =
4nσ2
pi
{
3
√
λ(1− µ)(µ− λ) + [λ(2− 3µ) + µ] arctan
(√
λ(1− µ)
µ− λ
)}
E[m2nλ]E[m2nµ] =
16nσ2
pi
√
λµ(1− µ)(1− λ)
We see that the disconnected components do not cancel,
E[m2nλm2nµ]−E[m2nλ]E[m2nµ] = 4nσ
2
pi
{
3
√
λ(1− µ)(µ− λ) + [λ(2− 3µ) + µ] arctan
(√
λ(1− µ)
µ− λ
)
−4
√
λµ(1− µ)(1− λ)
}
Excursion limit.
Now restoring back n1 = 2nλ and n2 = 2nµ we find that even in this limit
〈szn1 szn2〉 =
∂2
∂n1∂n2
E[mn1 mn2 ] = O(n−1) Excursion limit. (39)
Comment: The connected component also follows the same asymptotic scaling, i.e.,
∂2
∂n1∂n2
{E[mn1 mn2 ]−E[mn1 ]E[mn2 ]} = O(n−1).
V. ENTANGLEMENT ENTROPIES AND SCHMIDT RANKS
In [5], it was shown that the half-chain von Neumann entanglement entropy and Schmidt rank are
Sn =
1
2
log2 n +
(
γ− 1
2
)
log2 e +
1
2
log2
(
2pi
3
)
bits,
χ = n + 1.
Below we calculate the bipartite entanglement entropy about any cut, 1 n1  2n.
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A. Bipartite entanglement about an arbitrary cut
Suppose we cut the chain into two parts A and B, where A consists of the first n1 spins and B the remaining
2n− n1. We first show that the Schmidt decomposition of the ground state is
|M2n〉 =
b
∑
m=0
√
pm |Cn1,0,m〉 ⊗ |C2n−n1,m,0〉 (40)
pm =
Mn1,0,m M2n−n1,m,0
∑nm=0 Mn1,0,m M2n−n1,m,0
,
where C`,p,q is a normalized uniform superposition of non-negative “Motzkin” walks on ` steps starting at height p
and ending at height q.
We can organize the Motzkin walks based on the height they have at the site n1 and denoted that height by m. So
Eq. (1) is equivalent to (recall that b = min(n1, 2n− n1))
|M2n〉 = 1√
N
b
∑
m=0
∑
sm∈Motzkin
|sm〉
where sm is a Motzkin walk that attains the height m at site n1. From this expression we see that the Schmidt rank
denoted by χn1 is
χn1 = b + 1 . (41)
For any given m, the sum ∑sm |sm〉 = ∑
Mn1,0,m
x=1 |wxn1,0,m〉 ⊗ ∑
M2n−n1,0,m
y=1 |wy2n−n1,m,0〉, where ∑
M`,u,v
x=1 |wx`,u,v〉 is the
unnormalized sum over all non-negative walks on ` steps starting from height u and ending at height v. We have
|M2n〉 = 1√
N
b
∑
m=0
Mn1,0,m∑
x=1
|wxn1,0,m〉 ⊗
M2n−n1,0,m
∑
y=1
|wy2n−n1,m,0〉
 (42)
The reduced density matrix about the cut made at n1 is
ρcut ≡ Tr(1···n1) [ρ] =
1
N
b
∑
m=0
b
∑
m′=0
Mn1,0,m∑
x=1
Mn1,0,m′
∑
u=1
〈wun1,0,m′ |wxn1,0,m〉
⊗
M2n−n1,0,m∑
y=1
|wy2n−n1,m,0〉 ⊗
M2n−n1,0,m′
∑
v=1
〈wv2n−n1,m′ ,0|

But any two distinct walks must be orthogonal so
Mn1,0,m
∑
x=1
Mn1,0,m′
∑
u=1
〈wun1,0,m′ |wxn1,0,m〉 =
Mn1,0,m
∑
x=1
Mn1,0,m′
∑
u=1
δwu
n,0,m′ ,w
x
n,0,m
δm,m′ = Mn1,0,mδm,m′ .
We infer that
ρcut =
1
N
b
∑
m=0
b
∑
m′=0
(
Mn1,0,mδm,m′
)⊗
M2n−n1,0,m∑
y=1
|wy2n−n1,m,0〉 ⊗
M2n−n1,0,m′
∑
v=1
〈wv2n−n1,m′ ,0|

=
1
N
n
∑
m=0
Mn,0,m
M2n−n1,0,m∑
y=1
|wy2n−n1,m,0〉 ⊗
M2n−n1,0,m
∑
v=1
〈wv2n−n1,m,0|

Since ∑
M2n−n1,0,m
x=1 |wy2n−n1,m,0〉 = ∑
M2n−n1,0,m
v=1 |wv2n−n1,m,0〉 =
√
M2n−n1,m,0|C2n−n1,m,0〉, we now have
ρcut =
1
N
b
∑
m=0
Mn1,0,m M2n−n1,m,0|C2n−n1,m,0〉〈C2n−n1,m,0|.
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Figure 5: Bipartite entanglement entropy, Scut vs. the location of the cut, n1, on a chain of length 2n = 170. Comparison of the
asymptotic results (Eq. (45)) with the exact sum given by Eq. (43).
This is the desired result where the reduced density matrix is diagonal in the basis |C2n−n1,m,0〉. The von Neumann
entanglement entropy is
Scut = −Tr [ρcut log ρcut] = −
b
∑
m=0
pm log pm, (43)
pm =
Mn1,0,m M2n−n1,m,0
N
.
Using the asymptotic expressions given by Eq. (13) and canceling constants pm reads
pm =
m2 exp
{
− 3m24
[
1
n1
+ 12n−n1
]}
∑bm=0 m2 exp
{
− 3m24
[
1
n1
+ 12n−n1
]} . (44)
Because of Lemma (2) we can approximate the sums with integrals and extend the upper limit. To get better esti-
mates, let m = α
√
n1, and
Scut ≈ −
1
T′
∫ ∞
0
dα α2 exp
[
−3α
2
4
(
2n
2n− n1
)]
log
{
1√
n1 T′
α2 exp
[
−3α
2
4
(
2n
2n− n1
)]}
T′ ≈
∫ ∞
0
dα α2 exp
{
−3α
2
4
[
2n
2n− n1
]}
These integrals are evaluated to give the desired result
Scut ≈
1
2
log
[
n1 (2n− n1)
n
]
+ γ− 1
2
+
1
2
log
(
2pi
3
)
nats (45)
=
1
2
log2
[
n1 (2n− n1)
n
]
+
(
γ− 1
2
)
log2 e +
1
2
log2
(
2pi
3
)
bits
where γ is Euler’s constant.
Note that if we set n1 = n, we recover the half-chain entanglement entropy formula in [5]. As an illustration in
Fig. (5), we plot Eq. 45 vs. n1, for a chain of length 170 and compare it with the exact entropy (Eq. (43)), where the
sum over trinomials (Eq. (13)) were used to obtain Mn1,0,m and M2n−n1,m,0.
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We now calculate the Rényi entropy defined by (κ > 0)
Sκcut ≡
1
1− κ log
[
Tr
(
ρκcut
)]
. (46)
A very similar calculation as above gives
Sκcut =
1
1− κ log
b
∑
m=0
pκm ≈
1
2
log
[
n1 (2n− n1)
n
]
+ f (κ) nats (47)
=
1
2
log2
[
n1 (2n− n1)
n
]
+ f (κ) log2 e bits, (48)
f (κ) ≡ log [Γ (κ + 1/2)]
1− κ −
1
2 (1− κ)
{
(1+ 2κ) log κ + κ log(
pi
24
) + log 6
}
.
Comment: Indeed limκ→1 Sκcut = Scut recovers the von Neumann entropy as expected.
Remark 9. Since we have analytically diagonalized the reduced density matrix, we can identify the Entanglement
Hamiltonian defined by [25] ρcut = exp
(
−HcutT
)
. T here denotes the temperature and we have
Hcut = −T log ρcut = T log N − T
b
∑
m=0
log
[
Mn1,0,m M2n−n1,m,0
] |C2n−n1,m,0〉〈C2n−n1,m,0|
From Eq. (44) (subtracting an overall constant) we have
Hcut ≈ T
b
∑
m=0
Em|C2n−n1,m,0〉〈C2n−n1,m,0| (49)
Em ≡ 3m
2
4
[
1
n1
+
1
2n− n1
]
− 2 log m.
It would be interesting if a local Hamiltonian can be identified that has Em as its spectrum.
B. Block entanglement
We now turn to the entanglement entropy of L−consecutive spins centered in the middle of the chain. Let the
first b spins be the subsystem A, the next L spins the subsystem B and the remaining b spins subsystem C, i.e.,
2n = 2b + L. Since most of the mass in the summation at the boundaries of B is concentrated around m ∝
√
b, and
L b, we re-express Eq. (1) equivalently as
|M2n〉 = 1√
N
b
∑
m=0
+L
∑
p=−L
Mb,0,m∑
x=1
|wxb,0,m〉A ⊗
ML,m,m+p
∑
y=1
|wyL,m,m+p〉B ⊗
Mb,0,m+p
∑
z=1
|wzb,m+p,0〉C
 (50)
where as before ∑
M`,u,v
x=1 |wx`,u,v〉 is the unnormalized sum over all non-negative walks on ` steps starting from height
u and ending at height v. Because of Lemma (4) we write
|M2n〉 ≈ 1√
N
b
∑
m=0
+L
∑
p=−L
Mb,0,m∑
x=1
|wxb,0,m〉A ⊗
ML,p
∑
y=1
|wyL,p〉B ⊗
Mb,0,m+p
∑
z=1
|wzb,m+p,0〉C
 (51)
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The reduced density matrix of the L−middle spins is ρB = TrA,C [ρ]
ρB =
1
N
b
∑
m,m′=0
+L
∑
p,p′=−L

Mb,0,m∑
x=1
Mb,0,m′
∑
u=1
A〈wub,0,m′ |wxb,0,m〉A
Mb,0,m′+p′∑
v=1
Mb,0,m+p
∑
z=1
C〈wvb,m′+p′ ,0|wzb,m+p,0〉C

ML,p∑
y=1
|wyL,p〉B ⊗
ML,p′
∑
k=1
B〈wkL,p′ |

But
Mb,0,m
∑
x=1
Mb,0,m′
∑
u=1
A〈wub,0,m′ |wxb,0,m〉A =
Mb,0,m
∑
x=1
Mb,0,m′
∑
u=1
δu,xδm,m′ = Mb,0,mδm,m′ ,
and similarly
Mb,0,m+p
∑
z=1
Mb,0,m′+p′
∑
v=1
C〈wvb,m′+p′ ,0|wzb,m+p,0〉C = Mb,0,m+pδm+p,m′+p′ .
Hence we have
ρB =
1
N
b
∑
m,m′=0
L
∑
p,p′=−L
Mb,0,m Mb,m+p,0δm,m′δm+p,m′+p′
ML,p
∑
y=1
|wyL,p〉B ⊗
ML,p′
∑
k=1
B〈wkL,p′ |
=
1
N
L
∑
p=−L
ML,p
b
∑
m=0
Mb,0,m Mb,m+p,0 |CL,p〉B〈CL,p|
because ∑
ML,m,m+p
y=1 |wyL,p〉 = ∑
ML,p
k=1 |wkL,p〉 =
√
ML,p |CL,p〉. We derived the asymptotic forms of these in Eqs. (27), (28)
and 30. Using what ultimately lead to Eq. (31) we have
ρB =
1
T
L
∑
p=−L
b
∑
m=0
Km,p|CL,p〉〈CL,p|
Km,p ≡ m(m + p) exp
[
−3
4
p2
L
]
exp
[
− 3
4b
(
m2 + (m + p)2
)]
T ≡
L
∑
p=−L
b
∑
m=0
Km,p .
Because p m, Km,p ≈ m2 exp
[
− 34 p
2
L
]
exp
[
− 3m22b
]
and we have2
ρB ≈
∑Lp=−L exp
(
− 34 p
2
L
)
|CL,p〉〈CL,p|
∑Lp=−L exp
(
− 34 p
2
L
) . (52)
We have diagonalized the reduced density matrix in |CL,p〉 basis and the eigenvalues (i.e., Schmidt numbers) are
λp =
exp
(
− 34 p
2
L
)
∑Lp=−L exp
(
− 34 p
2
L
) . (53)
2 Without making this approximation in Eq. (56) we would find SL ≈ 12 log L + log
(
2
√
pi
3
)
+ 12 − 34 Lb − 916
( L
b
)2
+O ( Lb )3.
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Before obtaining asymptotic for the entanglement entropy, from Eq. 52 we find that the Schmidt rank of the L
consecutive spins, denoted by χL, is
χL = 2L + 1 . (54)
To make the integrals O(1), we let p = √Lρ and approximate the sums with integrals over dp = √L dρ. Since the
maxima is at zero and L  1, we can extend the limits of the integral. The von Neumann entanglement entropy of
the L−consecutive middle spins in the Motzkin state is
SL ≡ −Tr (ρB log ρB) ≈ −
∫ +∞
−∞ dρ exp
(− 34ρ2) log [ exp(− 34 ρ2)√L ∫ +∞−∞ dρ exp(− 34 ρ2)
]
∫ +∞
−∞ dρ exp
(− 34ρ2) . (55)
√
L inside the log already gives the logarithmic scaling of SL with L and
∫ +∞
−∞ dρ exp
(− 34ρ2) = 2√pi3 .
Comment: The summands are even function and simple application of the integral test shows that the summation
is well approximated by the integrals.
So we have in the limit that 1 L n
SL ≈ 12 log L + log
(
2
√
pi
3
)
+
1
2
nats. (56)
=
1
2
log2 L + log2
(
2
√
pi
3
)
+
1
2
log2 e bits .
Comment: This formula gives good agreements with DMRG calculations to be presented elsewhere [13].
The formula derived above (Eq. (56)) is derived for L consecutive spins centered on a chain of length 2n  L.
However, we believe the same scaling would hold in general:
Conjecture 1. The entanglement entropy of any L  2n consecutive block of spins (not necessarily in the middle), to the
leading order, scales as log L.
Next we calculate the Rényi entropy (κ > 0)
SκL ≡
1
1− κ log [Tr (ρ
κ
L)] . (57)
A very similar calculation as above gives
SκL =
1
1− κ log
+L
∑
p=−L
λκp ≈
1
2
log(L) + log
(
2
√
pi
3
)
− log(κ)
2(1− κ) nats (58)
=
1
2
log2(L) + log2
(
2
√
pi
3
)
− log2(κ)
2(1− κ) bits.
Comments: One can verify that limκ→1 SκL = SL as expected. Inside the Table in Sec. I we defined
g(κ) ≡ log
(
2
√
pi
3
)
− log(κ)
2(1− κ) .
Remark 10. The Rényi entropies (Eqs. (47) and (58)) depend on κ only in the correction terms. This feature is shared
by the AKLT model as well [11, 22]. However, the logarithmic divergence as κ → 0 is a new feature of this model.
Remark 11. Since we have diagonalized the reduced density matrix, we can identify the Entanglement Hamiltonian
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defined by [25] ρB ≡ exp
(
−HLT
)
and we have using Eq. (53) and subtracting the overall constant
HL = T
L
∑
p=−L
Ep |CL,p〉〈CL,p| . (59)
Ep ≡ 34
p2
L
.
VI. CONCLUSIONS AND FUTUREWORK
In recent years the interplay between condensed matter physics and quantum information theory has been quite
fruitful. The model proposed in [5] is a new exactly solvable model in physics that owes much of its novelty to ideas
and techniques of quantum information theory as well as other areas of mathematics and computer science. For
example, it utilizes the theory of Brownian motions and random walks, fractional matching technique in computer
science, perturbation theory and asymptotic analysis. The model is exactly solvable in the sense that the exact ground
state wave-function is known analytically and that we understand the gap scaling. Such physical and new models
are hard to come by and are valuable for they teach us new physics of quantum systems.
This model has unusual properties different from the AKLT and other such exactly solvable models. On the one
hand it has a unique yet highly entangled ground state, which we nevertheless can analytically write down and solve
(compute entropies, correlations etc.). On the other hand, in the thermodynamical limit the expected magnetization
in the z−direction is a small residue propagated from the boundaries and is essentially zero in the bulk and the
two-point correlation function in the z−direction also vanishes. Moreover, the expected magnetizations in x and y
directions are zero; the model does not have anisotropies. It seems like the underlying random walks that describes
the ground state are simultaneously responsible for the long range entanglement and the killing of long range spin
correlations.
Often exactly solvable models such as the AKLT have explicit analytical expression for the ground state because
they are gapped [2]. Existence of a gap in one-dimension ensures a constant upper bound on the entropy of entangle-
ment (i.e., rigorously established by the area law in one-dimension [17]). In the more general case, when the ground
state is unique but the gap vanishes in the thermodynamical limit, it is expected that the area-law conjecture holds
with a possible logarithmic correction. That is as long as the ground state is unique, and the Hamiltonian is local
and translationally invariant, one expect that the area-law would be violated by at most a logarithmic factor. This is
based mostly on theoretical results on 1 + 1 dimensional CFTs, as well as, in the Fermi liquid theory [7, 18, 21]. The
model presented in [5] and advanced here, is gapless and also has a ground state entanglement entropy that scales
logarithmically, but provably does not have a CFT in the limit [28].
The class of generalized models presented in [28] is exactly solvable in the same sense as above but are yet much
more surprising. They are integer spin−s quantum spin chains, where in addition to retaining locality, uniqueness of
ground state, and translational invariance in the bulk, they are very highly entangled: The half-chain entanglement
entropy scales as
√
n for all integer spin s > 1. These models are quite surprising and serve as counter-examples
to the belief that under the constraints imposed on the interaction and its kernel, logarithmic scaling would be the
maximum violation of the area law. In a future work we will extend the result herein to compute entanglement and
correlation of the generalized models [28].
There are a number of open problems whose resolution would advance our understanding of this model and its
physics. Such problems include:
1. Expressing the Hamiltonian of the generalized model presented in [28] in standard spin representation.
2. Calculation of 〈sxn1 sxn2〉, and 〈sxn1 s
y
n2〉.
3. Calculation of multipoint correlation functions, e.g., 3−point function 〈M2n|szn1 szn2 szn3 |M2n〉.
4. Numerical or analytical computation of the time-dependent correlation functions. Such a 2−point function is
defined by
〈M2n|s(t)zn− L2 s(0)
z
n+ L2
|M2n〉 = 〈M2n|e−iHtszn− L2 e
iHt szn+ L2
|M2n〉.
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5. Computation of the dispersion relation, as well as, the low lying states and energies.
6. The continuum limit of this model.
7. Extending the current results to the case where the boundary projectors are removed and an external field is
added. This modification has been outlined in [28].
Any theoretical or numerical work in these directions would be quite desirable.
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