In [2] , Alon and Tarsi proposed a conjecture about the nowherezero point in linear mappings. In this paper, we first study some generalizations of this problem, and obtain necessary and sufficient conditions for the existence of nowhere point in these generalized problems under the assumption |F| n + 2, where n is the number of rows of the matrix A. Then we apply the results in these generalizations to give a polynomial time algebraic construction of the acyclic network codings.
Introduction
In [2] , Alon and Tarsi proposed the following conjecture about the nowhere zero point in linear mappings.
Conjecture [2] . Let A be a non-singular n by n matrix over the finite field GF q , q 4, then there exists a vector x in (GF q ) n such that both x and Ax have no zero component. Alon and Tarsi [2] proved that this conjecture holds for the case where q is not a prime. In [3] , Baker et al. proved that this conjecture holds for the cases when q n + 2 3 or q n + 1 4 by using a probabilistic argument. They also gave a lower bound for the number of such vectors x in the case when q > 2 2n 3 . In this paper, we first consider a generalization of this conjecture where the matrix A is an arbitrary n × k matrix which is not necessarily square. We will give a necessary and sufficient condition (under the assumption q n + 2) for the n × k matrix A such that there exists a vector x in (GF q ) k with the property that both x and Ax have no zero component. We will also consider some further generalizations of this problem in Section 2.
Network coding [1, [4] [5] [6] [7] [8] [9] is an active new research area that has many interest applications in practical wire and wireless networking systems. In Section 3, we will apply the results on the generalization of the conjecture obtained in Section 2 to give a polynomial time construction of the acyclic network codings.
The systems of linear inequations
A vector is called nowhere zero if it contains no zero component.
Let A be an n × k matrix over the field F. Then the condition "both x and Ax contain no zero component" in the Conjecture is equivalent to say that the following system of homogeneous linear inequations has a nowhere zero solution:
In Theorem 2.1, we will give a necessary and sufficient condition (under the assumption |F| n + 2) for the n × k matrix A such that (2.1) has a nowhere zero solution. Proof. The necessity part is obvious. We now prove the sufficiency part by using induction on k. If k = 1, the result is obviously true. So we assume that k 2.
By suitably permuting the rows of the matrix A, we may assume that the last column of A has the form contains some zero components (since C is a nowhere zero vector of dimension r). So by the fact that |F\{0}| n + 1 r + 1, we know that there exists some element u ∈ F\{0} such that A 1 y + Cx k is nowhere zero when x k = u. Thus the corresponding vector x is a nowhere zero solution of the system (2.1). This proves the sufficiency part of the theorem.
Remark 2.1. It is not difficult to generalize the above necessary and sufficient condition from the homogeneous case to non-homogeneous case. Suppose we have the following system of non-homogeneous linear inequations: 
T with x j / = 0.
(2) No row of the matrix B is a linear combination of the rows of the matrix C.
Proof. The necessity part is obvious. We now prove the sufficiency part. The following algorithm can be used to construct a nowhere zero solution of the system of linear inequations (2.1). This algorithm will be used in Section 3 to show that the algorithm based on the proof of Theorem 3.1 is a polynomial time algorithm for the construction of the acyclic network codes.
Let A = (a i,j ) be the n × k coefficient matrix of the system (2.1) containing no zero row. We call the last nonzero element of the ith row of A as the ith tail of A. Let
be the set of the row indices of all the tails on the jth column of A. Obviously we have
Our algorithm will be divided into k steps. At the jth step, we choose x j such that
(Notice that b i,j−1 was already determined in the previous step.) Then after finishing the kth step, we obtain a nowhere zero solution x 1 , . . . , x k of the system of linear inequations (2.1), provided that the finite field size |F| > n + 1.
It is not difficult to see that the time complexity of the above algorithm is at most O(kn).
Applications in the algebraic construction of acyclic network codings
In this section, we will apply Theorem 2.1 to give a polynomial time construction of the acyclic network codings.
Network coding was first introduced by Ahlswede et al. in [1] . A network here we mean a digraph (directed graph) D in which the messages will be transmitted along the arcs of D. In general, a message is a column vector of certain fixed dimension over some finite field F, and the message transmitted along an arc e is called the code vector of the arc e (denoted by v(e)). Thus a coding of a network D is an assignment of vectors to each arc of D satisfying certain specific conditions.
We first give some notations and terminology of digraphs. That is, the message sent out along the arc e ∈ E + (v) can be a linear combination of the messages received at the vertex v (i.e., those messages transmitted along the arc set E − (v)). For example, in Fig. 1 we have an acyclic network with a source s and two sinks {t 1 , t 2 }. (2) (The linearly independent condition at each sink vertex)
For each i = 1, . . . , n, the set of code vectors {v(e)|e ∈ E − (t i )} is linearly independent.
The following two assumptions (A1) and (A2) for the digraph D with a unique source s and a set of sinks t 1 , . . . , t n are commonly required in most network coding researches [1, [4] [5] [6] [7] [8] [9] . 
. , n).
The reasons for assumptions (A1) and (A2) are as follows.
Let d + (s) = h. Then the source s will send out h messages, and usually each message will be represented by an h dimensional column vector (i.e., the code vectors are all h dimensional). Now suppose 
Theorem 3.1 tells us how we can construct a coding (a vector assignment for all arcs) of an acyclic network D (with a unique source) satisfying the unit initial condition, the linear combination condition (1) and the linearly independent condition (2). = {p i,1 , . . . , p i,h } (i = 1, . . . , n) . path p i,j by e i,j (thus E − (t i ) = {e i,1 , . . . , e i,h }) .
Also denote the last arc of the
Then each arc e of D can be assigned an h-dimensional column vector over the field F (denoted by v(e)) such that the whole assignment can satisfy the following three conditions:
where u i is the ith column vector of the identity matrix of order h. For each i = 1, . . . , n, the set of code vectors {v(e i,1 ), . . . , v(e i,h )} is linearly independent. Namely, 2) where N = |E(D)| is the total number of arcs of D.
Under such ordering of arcs, we can see that for each arc a ∈ E − (v) and each arc b ∈ E + (v), the arc a will precede the arc b in this arc ordering. Now we will code the arcs of D (i.e., assign the vectors to the arcs of D) recursively following the above ordering (3.2) of the arcs of D. Namely, we will code the arc e t at the step t for t = 1, . . . , N.
First we assign
so that the initial condition (1) will be satisfied. (3.10) This means that each row of the coefficient matrix of the system of linear inequations (3.9) is a nonzero row vector.
On the other hand, the number of inequations in the system (3.9) is |I t | which is at most n. So by Theorem 2.1, the system (3.9) has a nowhere zero solution since we have |F| n + 2.
This finishes our inductive proof on t and thus completes the proof of the theorem.
The proof of Theorem 3.1 actually gives a polynomial time algorithm for the construction of the acyclic network codes. Let N be the total number of the arcs of D, Δ − = max{d − (v)|v ∈ V (D)}. Then obviously we have h N and Δ − N. Now our algorithm will consist of N − h steps (after determining an ordering e 1 , . . . , e N of the N arcs and settling the initial conditions). At each step t (t = h + 1, . . . , N), we will determine those coefficients λ (e t , a 1 ) , a 1 ) , . . . , λ(e t , a p ) at the step t, we need to solve the system of linear inequations (3.9) which has at most n inequations and at most Δ − unknowns. For this purpose, we need to first compute those coefficients of the system (3.9) each of which is a determinant of order h. So we need to compute at most nΔ − many determinants of order h to get a system of linear inequations to solve. Since each determinant of order h can be computed in O(h 3 ) times, and a system of linear inequations (3.9) can be solved in O(nΔ − ) times as mentioned at the end of Section 2, we conclude that the algorithm based on the proof of Theorem 3.1 will be a polynomial time algorithm for the construction of the acyclic network codes.
