In the present paper we obtain new upper bound estimates for the number of solutions of the congruence
Introduction
In what follows, ε is a small fixed positive quantity, F p is the field of residue classes modulo a prime number p, which we consider to be sufficiently large in terms of ε. The notation A B is used to denote that |A| < |B|p o(1) , or equivalently, for any ε > 0 there is a constant c = c(ε) such that |A| < c|B|p ε . Given sets A and B their product-set A · B is defined by A · B = {ab; a ∈ A, b ∈ B}.
The distributional properties of powers of a primitive root modulo p and subgroups of F * p has a long story, starting from the work of Vinogradov [22] in 1926. A substantial amount of information and results can be found in the book of Konyagin and Shparlinski [16] . In the present paper we continue the investigation on this topic. Our first result is closely related to the work of Bourgain, Konyagin and Shparlisnki [3] and to some results of Konyagin and Shparlinski from [16] . Theorem 1. Let H be a positive integer and let U ⊂ F * p be such that |U · U| < 10|U|.
Denote by J the number of solutions of the congruence
x ≡ yr (mod p); x, y ∈ N, x, y ≤ H, r ∈ U.
(1)
Then the following two assertions hold: (i). If for some positive integer constant n we have
|U| < p n/(2n+1) , |U|H n < p, then J H. Denote by J the number of solutions of the congruence xr ≡ x 1 r 1 (mod p); x, x 1 ∈ N, x, x 1 ≤ H, r, r 1 ∈ U.
(ii)
(2)
Then the following two assertions hold: (i). If for some positive integer constant n we have
|U| < p n/(2n+1) , |U|H n < p, then J H|U|.
(ii). If
We remark that in the case U is a subgroup and n = 1 the statement of the part (i) of our Theorem 1 follows from Corollary 7.7 of the aforementioned book [16] .
The proof of Theorem 1 is based on ideas and results of Bourgain, Konyagin and Shparlinski [3] . Nevertheless, in the indicated range of parameters, the upper bound estimate of our Theorem 1 improves one of the main results of [3] .
We give several new applications of Theorem 1. Let d ∈ N and λ be an integer coprime to p. For real numbers L and N ≥ 1, consider the problem of upper bound estimates for the number T p (d, λ, L, N) of solutions of the congruence
Trivially, for N < p, we have the bound
The problem of obtaining nontrivial upper bounds for T (d, λ, L, N) is of a very high interest, with a variety of results in the literature, see, for example, the aforementioned work [3] , and more recent work of Shkredov [20] . Several nontrivial results can also be derived using the arguments from [4] . For instance, it is possible to prove that if N < p 2/5 , then one has the bound
Using our Theorem 1 we shall obtain the following new result on T p (d, λ, L, N) for any range d, N with dN < p.
Theorem 2.
There exists an absolute constant c > 0 such that
From Theorem 2 we can derive the following consequence.
be a fixed non-constant polynomial without multiple roots in C. Then the congruence
has at most p 1 3 −c solutions as p → ∞, for some absolute constant c > 0.
Corollary 2 improves the upper bound of the size p 6/13+o(1) obtained by Kurlberg, Luca and Shparlinski [17] . We remark that the upper bound of the size p 1/3+o(1) was known in the particular case f (x) = x from the work of Balog, Broughan and Shparlinski [1] . Our result improves this too.
The constant c in Theorem 2 and Corollary 2 can easily be made explicit. In the special case f (x) = x, using a different approach, in Corollary 2 we can obtain the upper bound of the size p 27/82+o (1) . We hope to deal with these questions elsewhere.
We shall give two more applications of Theorem 1. Let
be an interval of F p with |I| = H elements. Denote by G either a subgroup of F * p or the set
with |G| = N elements, formed with powers of a primitive root g modulo p.
Let us mention several results relevant to Theorems 3, 4. In [11] it was shown that if |I| > p +ε and A is an arbitrary subset of F p with |A| > p +ε then
Later, the exponent was improved by Bourgain to 5 8 (unpublished). We also mention that if |I| > p 1/2+ε , then one has
see, for example, [12] . Theorem 3 and its proof imply that if |I| > p 5/8+ε , |G| > p 3/8 , then
We remark that from the arguments of Heath-Brown [13] it follows that if |I| > p 5/8+ε , then one has F * p ⊂ I · I · I. Theorem 4 can be compared with the result from [10] , where it was shown that under the same condition |I| > p 1/4+ε one has
However, the presence of G in our theorems is an additional obstacle which we are able to overcome using Theorem 1. Theorem 4 implies, in particular, that any λ ≡ 0 (mod p) can be represented in the form λ ≡ xyzuvwg t (mod p)
for some positive integers x, y, z, t, u, v, w < p 1/4+ε . In passing, we remark that in Theorem 1 the condition |U · U| < 10|U| can be relaxed up to |U · U| < |U|p o (1) . However, the formulation in the form |U · U| < 10|U| already applies for the set G and is sufficient to prove Theorems 2, 3, 4. In what follows χ denotes a character modulo the prime number p and χ 0 denotes the principal character.
Auxiliary Lemmas
We start with the following lemma of Bourgain, Konyagin and Shparlinski [3] , see also [7] for a different proof with refined constants. 
where C(m) > 0 depends only on m, provided that Q is large enough.
We recall that the m-fold product set A (m) of A is defined as
Our next lemma stems from the work of Bourgain et. al. [4] . Recall that a lattice in R n is an additive subgroup of R n generated by n linearly independent vectors. Take an arbitrary convex compact and symmetric with respect to 0 body D ⊂ R n . Recall that, for a lattice Γ ⊂ R n and i = 1, . . . , n, the i-th successive minimum λ i (D, Γ) of the set D with respect to the lattice Γ is defined as the minimal number λ such that the set λD contains i linearly independent vectors of the lattice Γ. Obviously,
Lemma 2. For any s 0 ∈ F p , the number of solutions of the congruence
is bounded by O(1
Proof. Consider the lattice
Let λ 1 , λ 2 be the consecutive minimas of the body D with respect to the lattice Γ. If λ 2 > 1 then there is at most one independent vector in Γ ∩ D, implying that J ≤ 1, where J is the number of solutions of (6).
Let now λ 2 ≤ 1. Then, by (5), we get
Therefore,
and the result follows.
We also need the following simple lemma.
Lemma 3. Let X, Y be positive numbers with XY < p. Then for any λ there is at most one solution to the congruence
Proof. Assuming that there is at least one solution (x 0 , y 0 ), we get that
and since the both hand sides are not greater than XY < p, the congruence is converted to an equality, which together with gcd(x, y) = gcd(x 0 , y 0 ) = 1 implies that x = x 0 , y = y 0 .
To prove our Theorem 2, we shall need the following lemma, which can be found in [18 
We shall also need the well-known character sum bounds of Burgess [5, 6] .
Lemma 5. For any fixed positive integer constant r the following bound holds:
We also recall the following bound of exponential sum estimates over subgroups due to Konyagin [15] .
Here and below we use the abbreviation e p (z) = e 2πiz/p . Lemma 6 will be used in the proof of Theorem 2. We recall that a better bound follows from the work of Shteinikov [21] , but since in Theorem 2 we do not specify the constant c, for our current purposes Lemma 6 suffices.
Proof of Theorem 1
Given a positive integer d we let J d (H, U) be the number of solutions of (1) with the additional condition gcd(x, y) = d. Then we have
Since each pair of relatively prime positive integers (x, y) can be defined by the rational number x/y, it follows that J 1 (H/d, U) is equal to the cardinality of the set
We observe that the m-fold product set J
The Plünecke inequality (see, [19, Theorem 7.7] ) together with the condition |U · U| < 10|U| implies that |U (m) | < 10 m |U|. Thus, using Lemma 2, we derive that
the implied constant may depend on m. On the other hand Lemma 1 implies that |J
We first prove the part (i) of our theorem. It suffices to prove that for any δ > 0 there exists c = c(δ) > 0 such that 
which contradicts the condition of the theorem. Thus, we have
Combining this with (8), we get that
which, in view of the remark above, finishes the proof of the part (i) of the theorem. Now we prove the part (ii) of the theorem. In the inequality (7) we split the summation over d < H into at most H o(1) dyadic intervals of the form [H/2 j , H/2 j−1 ]. It then follows from (7) that for some 1 ≤ L ≤ H one has
Using (8) we get that for any fixed positive integer constant m we have the bound
We can assume that L > p δ for some small positive constant δ > 0, as otherwise, the result follows from (9) for a sufficiently large constant m.
If L ≥ |U|, then applying (9) with m = 1 and using L ≤ H we obtain that
Thus in this case we get the desired estimate. So, in what follows, we assume that L ≤ |U|. Consider two cases.
Since we also have L ≤ H, taking m = 1 we get
Now take m = 2 in (9) and get
Putting the last two inequalities together, we obtain that
p 1/4 , the result follows in this case.
Since L > p δ for some positive constant δ, we get that n ≤ n 0 for some integer constant n 0 . We apply the bound (9) with m = n + 1 and obtain
Since n ≥ 2 and |U| < p 2/5 we get
Therefore, we obtain J H and finish the proof of our theorem.
To derive Corollary 1, we fix r = r 0 ∈ U such that
where J ′ is the number of solutions of the congruence
Now we simply denote
and apply Theorem 1 with U substituted by U ′ .
Proof of Theorem 2 and Corollary 2
We can assume that λ ≡ 0 (mod p).
, then the congruence (3) becomes equivalent to a congruence of the form
for some λ 1 ≡ 0(modp), and we have d 1 |p − 1 and
Thus, without loss of generality we can assume that d|p − 1. We can also assume that p
as otherwise the claim would follow from the trivial bound
is equal to the number of solutions of the congruence
In view of (10) 
We separate the term corresponding to a = 0 and using the standard arguments and Lemma 6, we obtain
We recall the well-known elementary bound
see, for example, the solution to the exercise 11 of Chapter 3 in the book of Vinogradov [23] . Substituting this in (11), we obtain that +0.001 . In this case we denote by T the set of integers
Clearly, if x 1 , . . . , x m ∈ T , we get that
is not greater, than the number of solutions of the congruence
Therefore, for some fixed
where R is the number of solutions of the congruence
We express R in terms of character sums and obtain that
where χ runs through the set of characters modulo p. Separating the term that corresponds to the principal character χ 0 , we get that
We apply Lemma 5 with r = 5. Since N > 0.5p We apply Lemma 4 with
It follows that
Since G d is cyclic (and therefore consists of all powers of some element) and d > p 1 3 +0.001 , there exists a subset U ⊂ G d such that 0.1p 1 3 +0.001 < |U| < 0.2p 1 3 +0.001 , |U · U| ≤ 2|U|.
Clearly, rG d = G d for any r ∈ U. It then follows that
Let I(µ) be the number of solutions of the congruence
Note that, by Corollary 1, we have
Indeed, the left hand side is equal to the number of solutions of the congruence
Moreover,
Thus, we are at the condition of (ii) of Corollary 1. Therefore, the estimate (16) holds. Now, we use the Cauchy-Schwarz inequality and obtain
Substituting this in (15), we obtain
This together with (14) proves Theorem 2.
We shall now derive Corollary 2. Let J be the number of solutions of (4).
where J d is the number of solutions of the congruence
Since f (x) does not have multiple roots, by the Nagell-Ore theorem (see [14] , even for a stronger form) the set of x with f (x) ≡ 0 (mod d) consists on the union of arithmetic progressions of the form
where J ′ d is the number of solutions of the congruence
Representing x = k 0 + dy, we get the congruence
Hence, if we denote by d 1 the multiplicative inverse of d (mod p), we get that J ′ d is not greater than the number of solutions of the congruence
According to Theorem 2, we have J
−c for some absolute constant c > 0. Combining this bound with (18) and (17), we conclude the proof.
We first establish the following statement, based on Corollary 1.
Lemma 7. Let 0 < ε < 0.01 be fixed, U ⊂ F * p be such that |U · U| ≤ 10|U| and
Then the number T of solutions of the congruence
in positive integers x, x 1 , prime numbers q, q 1 and elements r, r 1 ∈ U with
Proof. We have
where T 1 is the number of solutions of (19) satisfying (20) with the additional condition q = q 1 , and T 2 is the number of solutions with q = q 1 . We observe that |U| < p 3/8 < p 2/5 and
Thus, we can apply Corollary 1 with n = 2 and get
In order to estimate T 2 , we fix x 1 , r, r 1 such that
where T ′ 2 is the number of solutions of the congruence qx q 1 ≡ x 1 r 1 r (mod p) in positive integers x ≤ H and prime numbers q, q 1 with
From x ≤ H < q 1 , it follows that gcd(qx, q 1 ) = 1. Since H|U| 2 < p, from Lemma 3 we get that xq and q 1 are uniquely determined. Since x < q, the value xq uniquely determines x and q. Hence, T ′ 2 ≤ 1, whence T 2 ≤ |U| 2 H concluding the proof of our lemma.
We now proceed to prove Theorem 3. Assuming ε < 0.01, we define
From Lemma 5 it follows that there exists δ = δ(ε) > 0 such that for any non-principal character χ modulo p the following bound holds:
Let G ′ be a subset of G such that
The existence of such a subset is obvious, since either G consists on consecutive powers of a primitive root or it is a subgroup of F * p , which is cyclic. It suffices to prove that for some δ 0 = δ 0 (ε) > 0 there are p + O(p 1−δ 0 ) residue classes modulo p of the form zxqr (mod p), with positive integers x, z, prime numbers q and elements r satisfying
Let Λ ⊂ F * p be the exceptional set, that is, assume that the congruence zxqr ≡ λ (mod p) has no solutions in λ ∈ Λ and z, x, q, r as above. We write this condition in the form of character sums
where χ runs through the set of characters modulo p. Separating the term corresponding to the principal character χ = χ 0 , we get
Following [8, 9] , we split the set of nonprincipal characters χ into two subsets X 1 and X 2 as follows. To the set X 1 we allot those characters χ, for which
where δ is defined from (21) . The remaining characters we include to the set X 2 , these are the characters that satisfy
Thus, we have
where
To deal with W 1 , we show that the cardinality of X 1 is small. We have
where T is the number of solutions of the congruence
Since L m 0 < p, the congruence is converted to an equality and we have, by the estimate for the divisor function, at most L m 0 +o(1) solutions. Thus,
, we get
Thus, estimating in W 1 the sums over z, q, r, λ trivially and applying (21) to the sum over x, we get
Therefore, since H > p 1/4 we have, for sufficiently large p, the estimate
Inserting this bound into (22), we get
We next estimate W 2 . By the definition of X 2 , we have
Next, we have
in positive integers x, x 1 prime numbers q, q 1 and elements r, r 1 ∈ G ′ satisfying
From Lemma 7 with
Therefore, applying the Cauchy-Schwarz inequality in (24), and using (23), we obtain that
for some δ 0 = δ 0 (ǫ), which concludes the proof.
Proof of Theorem 4
The proof follows the same line as the proof of Theorem 3, however, instead of Lemma 7 we shall use Lemma 8 .
Lemma 8. Let 0 < ε < 0.01 be fixed, U ⊂ F * p be such that |U · U| ≤ 10|U| and
Then the number T of solutions of the congruence
in positive integers x, x ′ , prime numbers q 1 , q 2 , q
Let us prove the lemma. We have
where T 1 is the number of solutions of (25) satisfying (26) and with the additional condition q 1 = q 2 , q
, T 2 is the number of solutions with 
Applying Corollary 1 with n = 1 or n = 2, we get that T ′ 1
|U|H. Therefore,
To estimate T 2 , we fix x, r, x ′ , r ′ and see that
is the number of solutions of the congruence
Since gcd(q 1 q 2 , q ′ 1 q ′ 2 ) = 1 and Q 4 < p, it follows from Lemma 3 that the numbers q 1 q 2 and q 
In order to estimate T 3 and T 4 , we note that
where T 5 is the number of solutions of the congruence
in positive integers x, x ′ , prime numbers q, q ′ and elements r, r ′ ∈ U with
We introduce variables x 1 , x 2 with
and note that
We can apply Corollary 1 with n = 1 and H substituted by QH (clearly, the conditions of Corollary 1 are satisfied). It then follows that there are at most QH|U|p o(1) possibilities for the quadruple (x 1 , x 2 , r, r ′ ). Each such quadruple determines q, x, q ′ , x ′ with at most p o(1) possibilities, because q, x, q ′ , x ′ are divisors of x 1 x 2 < p. Therefore, we get that Following the proof of Theorem 3, we denote by δ = δ(ε) > 0 a positive constant such that for any non-principal character χ modulo p the following bound holds:
We again let G ′ be a subset of G such that |G ′ | = N and |G ′ G ′ | ≤ 2|G ′ |. It suffices to prove that for some δ 0 = δ 0 (ε) > 0 there are p + O(p 1−δ 0 ) residue classes modulo p of the form zxq 1 q 2 r (mod p), with positive integers z, x, prime numbers q 1 , q 2 and elements r satisfying
Let Λ ⊂ F * p be the exceptional set, that is, assume that the congruence zxq 1 q 2 r ≡ λ (mod p)
has no solutions in λ ∈ Λ and z, x, q 1 , q 2 , r as above. Following the proof of Theorem 3, we derive that We define the set of characters X 1 and X 2 exactly the same way as in the proof of Theorem 4 and write Thus, estimating in W 1 the sums over z, q 1 , q 2 , r, λ trivially and applying (30) to the sum over x, we get
Inserting this bound into (31), we get
Following the argument of the proof of Theorem 3 we have
where T is the number of solutions of the congruence for some δ 0 = δ 0 (ǫ). This finishes the proof of Theorem 4.
