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Abstract
In earlier papers[5, 6, 7, 8] Gu¨rsey et al. showed development of a bilocal baryon-meson
field from two quark-antiquark fields. The Hamiltonian in the case of vanishing quark masses
was shown to have a very good agreement with experiments [7]. The theory for vanishing mass
was solved using Confluent Hypergeometric functions [8].
In this paper I construct the normalized wave function for the spin-free Hamiltonian with
light quark masses (only up to the first order of the mass of quark). I develop the new kind of
special function theory in mathematics that generalize all existing theories of Confluent Hyper-
geometric types. I call it the Grand Confluent Hypergeometric (GCH) Function. My solution
produces previously unknown extra hidden radial quantum numbers relevant for description of
supersymmetry and for generating new mass formulas.
This paper is 1st out of 10 in series “Special functions and three term recurrence formula
(3TRF)”. See section 6 for all the papers in the series. The next paper in the series describes
generalization of three term recurrence relation in linear ordinary differential equations and its
applications[12].
Keywords: Supersymmetry; Semi-relativistic quark model; mass formula; Three term
recurrence relation; Orthogonal relations
PACS: 02.30.Hq, 11.30.Pb, 12.40.Yx, 14.40.-n
1. Introduction
In 1974, Wilson showed how the string theory meet with an approximation to strongly inter-
acting regime of QCD by the lattice gauge theory having a computable strong-coupling limit to
QCD.[37] In 1975, Eguchi depicted that two quarks squeeze together and formed a bilocal linear
structure with one quark at the end and a diquark at the other end through the string approxima-
tion with high rotational excitation.[21] A year later, Johnson and Thorn following the bag model
for a baryon structure showed to QCD [9, 10] that the elongated bag model whose structure is
controlled by tubes of color flux lines, stretched in a rotationally excited baryon, has an nearly lin-
ear Regge trajectory. And they calculated the universal Regge slope α = 14b = 0.88(GeV)−2.[26]
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Gu¨rsey noticed that rotationally excited baryon and meson conduct like a elongated two-body
system hold by tubes of color flux lines behaving as a scalar linear potential: (1) for meson, a
quark is separated from an antiquark, (2) for baryon, a quark is separated from an diquark. And
at large separation, since QCD forces are flavor independent and the confining part of the QCD
scalar potential is spin independent, the q − qq force is equal to the q − q¯ force in the SU(3) case
According to Gu¨rsey et al. (1991 [8]), “We derive an effective Hamiltonian of the relativistic
quark model. In the limit of zero quark masses, we obtain linear Regge trajectories for mesons.
Based on the diquark-antiquark symmetry, we show that the Regge trajectories of baryons and
mesons are parallel at high angular moments. We discuss the breaking of the hadronic super-
symmetry and obtain a mass relation of mesons and baryons.” Following their analysis, the
Hamiltonian in the case of vanishing quark masses was shown to have a very good agreement
with experiments [7]. Since they neglect mass of quark in a supersymmetric differential equa-
tion [8], the power series expansion in closed forms consists of two term recursion relation. The
theory for vanishing mass was solved using Confluent Hypergeometric function.
In this paper I include small mass of quark in their supersymmetric differential equation and
its power series expansion in closed forms consists of three term recurrence relation. I develop
a new kind of special function that generalizes the Confluent Hypergeometric series that I call
Grand Confluent Hypergeometric (GCH) function.
Recently Heun function started to appear in theoretical modern physics. For example the
Heun functions come out in the hydrogen-molecule ion[36], in the Schro¨dinger equation with
doubly anharmonic potential[30] (it’s solution is the confluent forms of Heun function), in the
Stark effect[22], in perturbations of the Kerr metric[35, 28, 1, 2, 3], in crystalline materials[31],
in Collogero-Moser-Sutherland systems[34], etc., just to mention a few.[4, 24, 32, 33]
The GCH ordinary differential equation is of Fuchsian types with the one regular and one
irregular singularities in (2.3). In contrast, Heun equation of Fuchsian types has four regular
singular points.[23, 30] Heun equation has the four kind of confluent forms: (a) Confluent Heun
(two regular and one irregular singularities), (b) Doubly confluent Heun (two irregular singular-
ities), (c) Biconfluent Heun (one regular and one irregular singularities), (d) Triconfluent Heun
equations (one irregular singularity). Biconfluent Heun equation is derived from the GCH equa-
tion by changing all coefficients µ = 1 and εω = −q. [19, 20] In this paper I will show how
Confluent Hypergeometric function is related to Grand Confluent Hypergoemetric function ana-
lytically.
Due to its complex mathematical calculation in three term recurrence relation of their lin-
ear ordinary differential equation [24], I construct the analytic solution of their supersymmetric
differential equation only up to the first order of the extremely small mass of quark. More than
second order of the mass of quark is negligible in this paper.
As the mass of quark is negligible in their effective Hamiltonian of the relativistic quark
model, its differential equation turns to be Confluent Hypergeometric differential equation. As
we all know, there is only one eigenvalue and it has infinite eigennumbers which is called ra-
dial quantum number. For another example a hydrogen like atom wave function, only has one
eigenvalue and has infinite eigennumbers.
In contrast infinite eigenvalues is arisen in their supersymmetric differential equation as the
small mass of quark is included in their Hamiltonian. Each eigenvalue has infinite eigennumbers
[19, 20]. The concept of its eigenvalues gives rise to an extra degree of a quantum number I
designate as “ith kind of hidden radial quantum number” that will be expressed below. This
makes it especially applicable to supersymmetric theories having three term recurrence relation
in the power series expansion of their differential equations in nature. As we see in Regge
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trajectory plot of angular momentum vs. square of mass (J vs. m2), there are many linearly
increasing lines with same slopes including bunch of eigenvalues corresponding to fermions and
bosons. It is not clear what the meaning of many eigenvalues are: more details are explained in
section 4.3 [19].
In section 2, I consider asymptotic behaviors of GCH differential equation including only up
to the first order of ε2 (ε corresponds to the mass of quark). In section 3 and 4, I construct the
power series expansion in closed forms and the integral representation of GCH function with
including the first order of ε2 for a polynomial and an infinite series. Also I derive the generating
function and orthogonal relation of GCH polynomial with including the first order of ε2 .
1.1. Analytic solution neglecting the mass of quark in effective Hamiltonian of the relativistic
quark model
Following Lichitenberg et al.[29], Gu¨rsey and collaborators wrote the spin free Hamiltonian
involving only scalar potential for the q − q¯ system:[5, 6, 7, 8], namely
H2 = 4
[
(m + 1
2
Vs)2 + P2r +
l(l + 1)
r2
]
(1.1)
where P2r = − ∂
2
∂r2
− 2
r
∂
∂r
, m= mass of quark, Vs = br is the scalar potential with r being the
distance between the constituents in the bilocal linear system where b= real positive, and l=
angular momentum quantum number. Gu¨rsey et al. assume that m can be neglected because m
is extremely small for u and d quarks [8]. (1.1) turns to be
H2 ≈ 4
[
1
4
b2r2 + P2r +
l(l + 1)
r2
]
(1.2)
Its normalized wave function by using orthogonal relation is
ψ(r, θ, φ) ≈
√
bγ
2γ−1Γ(|α0| + 1)Γ(|α0| + γ) r
le−
1
4 br
2
F|α0| (γ = l + 3/2; z) Ym
⋆
l (θ, φ) (1.3)
where
α0 = 1 − n0 = − 12b
(
E2/4 − (l + 3/2) b
)
= 0,−1,−2,−3, · · · (1.4a)
n0 = 1, 2, 3, · · · which is primary radial quantum number.
F|α0 |(γ = l + 3/2; z) =
Γ(|α0| + γ)
Γ(γ)
|α0 |∑
n=0
(−|α0|)n
n!(γ)n z
n (1.4b)
(1.4b) is the first kind of the independent solution of Confluent Hypergeometric function. And
its eigenvalue is
E2 = 4b (2|α0| + l + 3/2) = 4b (2n0 + l − 1/2) (1.5)
Furthermore, Iachello et al. obtained a similar mass formula for the stringlike properties of
mesons with two fixed parameters, based on the spectrum-generating algebra G in 1991.[25]
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1.2. Analytic solution including only up to the first order of the mass of quark in effective Hamil-
tonian of the relativistic quark model
In this paper I consider normalized wave function including the small mass m: only up to
1st order of m terms. When wave function ψ(r) = e− b4 (r+ 2mb )2 rly(r)Ym⋆l (θ, φ) acts on both sides of
(1.1), it becomes
r
∂2y
∂r2
+
(
−br2 − 2mr + 2(l + 1)
) ∂y
∂r
+ (Qr − 2m(l + 1)) y = 0 (1.6)
where
Q = E2/4 − b (l + 3/2) (1.7)
By using the function y(r) as Frobinous series in (1.6), I obtain two indicial roots which are
λ1 = 0 and λ2 = −2l − 1. Recurrence formula for all n is
Kn = An +
Bn
Kn−1

Kn = cn+1cn
Kn−1 = cncn−1
An = 2m(n+λ+l+1)(n+λ+1)(n+λ+2(l+1))
Bn = −Q+b(n+λ−1)(n+λ+1)(n+λ+2(l+1))
(1.8)
where c1 = A0c0 = mc0 and n ≥ 1.
Let’s investigate function y(r) as n and r go to infinity. As n ≫ 1 (for sufficiently large), (1.8)
is
lim
n≫1
Kn =
2m
n
+
b/n
lim
n≫1
Kn−1
(1.9)
The first term of RHS in (1.9) is negligible, since mass m is extremely small and n is too large,
respectively. Then, (1.9) is approximately equal to
lim
n≫1
Kn ≈ b/nlim
n≫1
Kn−1
(1.10)
Classify cn to its even and odd parts from (1.10) by using Kn = cn+1cn and Kn−1 =
cn
cn−1
.
c0 c1 = mc0
c2 = bc0 c3 = b2mc0
c4 =
1
1·3b
2c0 c5 =
b2
222!mc0
c6 =
1
1·3·5b
3c0 c7 =
b3
233!mc0
c8 =
1
1·3·5·7b
4c0 c9 =
b4
244!mc0
c10 =
1
1·3·5·7·9b
5c0 c11 =
b5
255! mc0
...
...
(1.11)
From (1.11) suggesting c0 = 1 , the function y(r) approximately is
lim
n≫1
y(r) ≈
∑
n
22nn!
(2n)!
(1
2
br2
)n
+ mr
∑
n
1
n!
(1
2
br2
)n
> (1 + mr)e 12 br2 (1.12)
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It is unacceptable that wave function ψ(r, θ, φ) is divergent as r goes to infinity from the quan-
tum mechanical point of view. As r is extremely large value, the big polynomial of degree n
will take a dominant position. Substitute (1.12) into the wave function which gives ψ(r, θ, φ) =
Ne− b4 (r+ 2mb )2 rly(r)Ym⋆l (θ, φ) where N is normalized constant.
lim
n≫1
r→∞
ψ(r, θ, φ) > lim
r→∞
N(1 + mr)rle 14 br2 Ym⋆l (θ, φ) → ∞ (1.13)
Even if the mass m is extremely small, the wave function ψ(r, θ, φ) will blows up as r → ∞. All
wave functions must to go to zero as r goes to infinity from a quantum mechanical perspective.
The first and second term of y(r) must also be terminated to become a polynomial of degree n in
this case. As we see in (1.12), the first term indicates even term of cn, and the second term of it
has odd term of cn. Now, let’s try to define the first kind of independent solution as λ1 = 0.
As λ1 = 0,
An|λ=0 = 2(n + l + 1)m(n + 1)(n + 2(l + 1)) (1.14a)
Bn|λ=0 = −Q + b(n − 1)(n + 1)(n + 2(l + 1)) (1.14b)
I define Bi, j,k,l refering to BiB jBkBl. Classify cn to its even and odd parts up to the first order of
small mass m from (1.8).
c0 c1 = c0A0
c2 = c0B1 c3 = c0(A0B2 + A2B1)
c4 = c0B1,3 c5 = c0(A0B2,4 + A2B1,4 + A4B1,3)
c6 = c0B1,3,5 c7 = c0(A0B2,4,6 + A2B1,4,6 + A4B1,3,6 + A6B1,3,5)
c8 = c0B1,3,5,7 c9 = c0(A0B2,4,6,8 + A2B1,4,6,8 + A4B1,3,6,8
+A6B1,3,5,8 + A8B1,3,5,7)
c10 = c0B1,3,5,7,9 c11 = c0(A0B2,4,6,8,10 + A2B1,4,6,8,10 + A4B1,3,6,8,10
+A6B1,3,5,8,10 + A8B1,3,5,7,10 + A10B1,3,5,7,9)
...
...
(1.15)
As I describe y(r) as a power series by using (1.15),
y(r) = y(r)domin. + y(r)small =
∞∑
n=0
c2nr
2n +
∞∑
n=0
c2n+1r
2n+1
= c0
{
1 +
∞∑
n=1
n−1∏
k=0
B2k+1r2n
}
+ c0
{
A0r + (A0B2 + A2B1)r3 (1.16)
+
∞∑
n=2
(
A0
n−1∏
p=0
B2p+2 +
n−1∑
j=1
(
A2 j
n−1∏
p= j
B2p+2
j−1∏
k=0
B2k+1
)
+ A2n
n−1∏
p=0
B2p+1
)
r2n+1
}
I choose one of B2k+1 to be zero, where k = 0, 1, 2, 3, · · · in order to make a polynomial of degree
n in y(r)domin. of (1.15). In other words, I might choose Q = 2b(n0 − 1) where n0 = 1, 2, 3, · · ·
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in (1.14b). Then B2k+1 will be zero at certain value of k. However, as we see y(r)small in (1.16)
(look at the odd term of cn in (1.15)), it has combinations of B2k+2 and B2k+1 for every odd cn
term. It means that one of each B2k+2 and B2k+1 terms must be zero at same time. In other
words, Q = 2b(n0 − 1) and Q = b(2n1 − 1) where n1 = 0, 1, 2, 3, · · · must be satisfied in this
series simultaneously. I call n0 as primary radial quantum number and n1 as the first kind of
hidden radial quantum number. Then y(r) will be a polynomial degree of n. y(r) consists of
two terms which are y(r)domin. and y(r)small in (1.16). The dominant wave function y(r)domin.
which does not include small mass m must be terminated to become a polynomial of degree n
in this case. y(r)small is also polynomial and extremely small wave function because it includes
An|λ=0 = 2(n+l+1)m(n+1)(n+2(l+1)) which has small mass m. Also (1.7) is equivalent to 2b(n0−1) and b(2n1−1)
at same time. And in this paper Pochhammer symbol (x)n is used to represent the rising factorial:
(x)n = Γ(x+n)Γ(x) .
For simplicity plugging c0 = (l+n0−1/2)!(l+1/2)! in (1.16), I obtain
y(r) = QW|α0 |,|α1 |
(
|α0| = n0 − 1, |α1| = n1 − 1, γ = l + 3/2; z = 12br
2
)
= F|α0 |(γ; z) + mr
∏|α1 |
|α0 |
(
γ; z
)
only if |α0| ≤ |α1| (1.17)
where,
F|α0 |(γ; z) =
Γ(|α0| + γ)
Γ(γ)
|α0 |∑
n=0
(−|α0|)n
n!(γ)n z
n (1.18a)
∏|α1 |
|α0 |
(
γ; z
)
=
Γ(|α0| + γ)
Γ(γ)
|α0 |∑
n=0
(−|α0|)n
n!(γ)n z
n (1.18b)
×
|α1|−n∑
k=0
(
n + 12 (γ − 12 )
)
Γ(n + 12 )Γ(γ + n − 12 )(n − |α1|)k
Γ(k + n + 32 )Γ(k + n + γ + 12 )
zk
=
1
2πiB(|α1| + 1, 12 )
T (s, t, p, u)
(
w1∂w1 +
1
2
(γ − 1/2)
)
F|α0|(γ; w1)
And,
B(|α1| + 1, 12) =
Γ(|α1| + 1)Γ(1/2)
Γ(|α1| + 3/2) (1.19a)
w1 =
zust
(1 − u) (1 − p
2) (1.19b)
in the above, T (s, t, p, u) is the operator which acts on
T (s, t, p, u) =
∫ ∞
0
ds s−1/2(1 + s)−(|α1 |+3/2)
∫ 1
0
dt tγ−3/2
∫ 1
−1
dp
∮
du e
− zu(1−t)(1−u) (1−p2)
u|α1 |+1(1 − u) (1.20)
We see in (1.18a), it is the first kind of confluent hypergeometric polynomial of degree |α0|.
(1.17) denoted as QW|α0 |,|α1|
(
|α0| = n0 − 1, |α1| = n1 − 1, γ = l + 32 ; z = 12 br2
)
is the first kind of
Grand Confluent Hypergeometric (GCH) polynomial of degree |α0| and |α1| with the first order
m.
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Also I obtain two eigenvalues which are E20 = 4b {l + 2n0 − 1/2} and E21 = 4b {l + 2n1 + 1/2}.
The former is the primary radial eigenvalue. And the latter is the first kind of hidden radial
eigenvalue. As I let the small mass m goes to zero in (1.17), its solution is same as the 1st kind
of confluent hypergeometric polynomial. From (1.17), the wave function of it is
ψ(r, θ, φ)n0,n1,l,m⋆ = ¯Ne−
b
4 (r+ 2mb )2 rlQW|α0 |,|α1|
(
γ = l + 3
2
; z =
1
2
br2
)
Ym
⋆
l (θ, φ) (1.21)
By using orthogonal relation, normalized constant ¯N is
¯N =
[2γ−1
bγ Γ(|α0| + 1)Γ(|α0| + γ)
−m (−1)
|α0|2γ− 12
bγ+ 12
{2Γ(|α0| + γ − 12 )Γ(|α0| + γ + 12 )
Γ(γ − 12 )
(1.22)
−
|α0 |∑
n=0
|α1 |−n∑
k=0
(n + 12 (γ − 12 ))Γ(|α0| + γ)Γ(γ + n − 12 )(−|α0|)n(n − |α1|)k
Γ(γ)Γ(k + n − |α0| + 12 )(γ)n(n!)
}]− 12
where,
|α0| = n0 − 1
|α1| = n1 − 1
}
only if |α0| ≤ |α1| (1.23)
(1.21) is the 1st kind of the normalized Grand confluent hypergeometric (GCH) wave function of
degree |α0| and |α1|.
As the small mass m goes to zero in (1.21) and (1.22), it turns out
lim
m→0
ψ(r, θ, φ)n0,n1,l,m⋆ =
√
bγ
2γ−1Γ(|α0| + 1)Γ(|α0| + γ) r
le−
1
4 br
2
F|α0 | (γ; z) Ym
⋆
l (θ, φ) (1.24)
(1.24) is equivalent to (1.3). There are two eigennumbers n0 and n1 in (1.21). The first eigen-
number n0, called primary radial quantum number, appears in zeroth order of m term which is
y(r)domin.. And the second eigennumber n1, called the first kind of hidden radial quantum number,
appears in the first order of the m term which is y(r)small. As I neglect small mass m, the primary
radial quantum number only starts to appear in the wave function. However when I include the
small mass m, the second eigennumber which is 1st kind of hidden radial quantum number is
created. As we sees any other special functions such as Laguerre and Associated laguerre func-
tions, Legendre and associated Legendre functions, hypergeometric function, Kummer function,
etc, those functions only have one eigenvalue.
In this new special function, there are two terms which are 0th order of m term such as
y(r)domin. and 1st order of m term such as y(r)small. Actually, higher order of m terms do exist.
But the mass of quark is extremely small. So I neglect the m terms that are more than 2nd order.
I only count it up to a 1st order of m term. The full description of function y(r) include all higher
order of mass m in the following way.
y(r) =
∞∑
i=0
mi
∞∑
n=0
Cn,irn (1.25)
=
∞∑
n=0
Cn,0 rn + m
∞∑
n=0
Cn,1 rn + m2
∞∑
n=0
Cn,2 rn + m3
∞∑
n=0
Cn,3 rn + · · ·
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If the function y(r) of (1.25) is infinite series, then the wave function ψ(r, θ, φ) will blow up as we
see in (1.13). So all of each of summation in (1.25) must be a polynomial. Then, (1.25) become
y(r) =
∞∑
i=0
mi
Ni∑
n=0
Cn,irn (1.26)
=
N0∑
n=0
Cn,0 rn + m
N1∑
n=0
Cn,1 rn + m2
N2∑
n=0
Cn,2 rn + m3
N3∑
n=0
Cn,3 rn + · · ·
On the above Ni where i = 0, 1, 2, · · · is the eigenvalue in order to make the sub-power series
expansion as a polynomial. Then, for example, all possible eigenvalues and eigennumbers of mth
order term up to forth order of m are
m0 order term;
{
E20 = 4b
(
l + 2n0 − 12
)
n0 = 1, 2, 3, 4, · · ·
}
(1.27a)
m1 order term;

E20 = 4b
(
l + 2n0 − 12
)
n0 = 1, 2, 3, 4, · · ·
E21 = 4b
(
l + 2n1 + 12
)
n1 = 1, 2, 3, 4, · · ·
 (1.27b)
m2 order term;

E20 = 4b
(
l + 2n0 − 12
)
n0 = 1, 2, 3, 4, · · ·
E21 = 4b
(
l + 2n1 + 12
)
n1 = 1, 2, 3, 4, · · ·
E22 = 4b
(
l + 2n2 + 32
)
n2 = 1, 2, 3, 4, · · ·

(1.27c)
m3 order term;

E20 = 4b
(
l + 2n0 − 12
)
n0 = 1, 2, 3, 4, · · ·
E21 = 4b
(
l + 2n1 + 12
)
n1 = 1, 2, 3, 4, · · ·
E22 = 4b
(
l + 2n2 + 32
)
n2 = 1, 2, 3, 4, · · ·
E23 = 4b
(
l + 2n3 + 52
)
n3 = 1, 2, 3, 4, · · ·

(1.27d)
m4 order term;

E20 = 4b
(
l + 2n0 − 12
)
n0 = 1, 2, 3, 4, · · ·
E21 = 4b
(
l + 2n1 + 12
)
n1 = 1, 2, 3, 4, · · ·
E22 = 4b
(
l + 2n2 + 32
)
n2 = 1, 2, 3, 4, · · ·
E23 = 4b
(
l + 2n3 + 52
)
n3 = 1, 2, 3, 4, · · ·
E24 = 4b
(
l + 2n4 + 72
)
n4 = 1, 2, 3, 4, · · ·

(1.27e)
where 
ni ≤ n j where i ≤ j and i, j = 0, 1, 2, · · ·
E20 = primary radial eigenvalue
E2i = i
th type hidden radial eigenvalue
n0 = primary radial quantum number
ni = ith type hidden radial quantum number
(1.28)
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For the high rotational excited bound state in the bag model, Gu¨rsey et al. showed that mesonic
(q−q¯ sysytem) and baryonic (q−qq sysytem) trajectories are approximately parallel to each other
with the universal Regge slope α = 14b = 0.9(GeV)−2. They also demonstrated why trajectories
of these hadronic constituents are approximately linear with high rotational excitations. Even
though they explain a phenomenological QCD model of rotationally excited q − q¯ and q − D su-
persymmetries in the bag model which is behind Miyazawa’s SU(6/21) scheme analytically, they
do not show why the mesonic and baryonic trajectories have the same separation nearly. They
neglect the mass of quark in their supersymmetric Hamiltonian due to its complex computations.
From this assumption, they only obtain one eigenvalue (mass formula) of meson and baryon for
high rotational excitation in (1.5).
However, as I include the mass of quark in their semi-relativistic wave equation for the
hadronic wavefunction, I obtain the infinity eigenvalues (mass formula for meson for high ro-
tational excitation): we see ith term of m has (i+1) different eigenvalues from (1.27a)-(1.27e).
Actually we don’t have to think about eigenfunctions of all higher order of mth term, since the
mass of quark creates extremely small vibrations and variation because of small mass m. So
zeroth order of m and 1st order of m terms are sufficient. However, I obtain many eigenval-
ues whenever the order of mth term increases. These are reasons why there are many linearly
increasing lines with same slopes and separations (intercepts) including bunch of eigenvalues
corresponding to fermions and bosons. From (1.27a)-(1.28), we can obtain quiet exact mass for-
mulas of many hadronic particles. More detail about Grand Confluent Hypergeometric (GCH)
function of all higher order of mth term and its eigenvalues are explained analytically.[19, 20]
According to Lichitenberg et al.[29], the full description of semi-relativistic Hamiltonian in
(1.1) is given by
H → H − Vc
where
Vc = −43
αs
r
+ k s1 · s2
m1m2
The first term of RHS in vector potential Vc is the fourth component of a vector potential like a
Coulomb potential. 43 is the color factor. αs is the strong coupling constant. The second term of
RHS in Vc is the hyperfine structure correction due to gluon exchange where k = |ψ12(0)|2. In
this paper, I assume that Vc is negligible because quarks behave as free particles and quark-quark
potential is almost spin independent for a large separation. In future paper, I will construct mass
formula of the meson (q − q¯) including Vc for a short range force.
2. Asymptotic Behavior of grand confluent hypergeometric function
Now let’s generalize this new special function. Suppose that there is a second order differen-
tial equation which is
x2y
′′ (x) + a0xy′(x) + (a1x4 + b1x3 + c1x2 + d1)y(x) = 0 (2.1)
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where a0, a1, b1, c1, d1 = ℜ and 0 ≤ x ≤ ∞. (2.1) is equivalent to (1.1). All coefficients in the
above are correspondent to the following way.
a0 ←→ 2
a1 ←→ −b
2
4
b1 ←→ −mb
c1 ←→
(E2
4
− m2
)
d1 ←→ −l(l + 1)
x −→ r
(2.2)
When a function y(x) = e i2
√
a1
(
x+
b1
2a1
)2
x
1
2
(
−(a0−1)±
√
(a0−1)2−4d1
)
g(x) acts on (2.1), I have
xg
′′(x) + (µx2 + εx + ν)g′(x) + (Ωx + εω)g(x) = 0 (2.3)
where,
µ = 2i
√
a1
ε =
ib1√
a1
ν = 1 ±
√
(a0 − 1)2 − 4d1
Ω = c1 −
b21
4a1
+ i
√
a1
(
2 ±
√
(a0 − 1)2 − 4d1)
ω =
1
2
(
1 ±
√
(a0 − 1)2 − 4d1)
(2.4)
(2.3) is equivalent to (1.6). In my definition, (2.3) is the Grand Confluent Hypergeometric (GCH)
differential equation. All coefficients in the above are correspondent to to the following:
µ←→ −b
ε←→ −2m
ν←→ 2(l + 1)
Ω←→ Q = E
2
4
− b
(
l + 3
2
)
ω←→ (l + 1)
x −→ r
(2.5)
First I suggest that | ε2 | = | ib12√a1 | ≪ 1. By using the function g(x) as Frobinous series in (2.3), I
have two indicial roots, λ1 = 0 and λ2 = 1 − ν. And, recurrence formula for all n is
Kn = An +
Bn
Kn−1
; n ≥ 1

Kn = cn+1cn
Kn−1 = cncn−1
An = − ε(n+λ+ω)(n+λ+1)(n+λ+ν)
Bn = − Ω+µ(n+λ−1)(n+λ+1)(n+λ+ν)
c1
c0
= − ε2
(2.6)
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Let’s test for the convergence of the function g(x). As n goes to infinity, recurrence formula is
approximately equal to
cn+1 ≃ −µ
n
cn−1 (2.7)
Now I can describe g(x) as power series by substituting (2.7) into Frobinous series. For simplic-
ity, I suggest c0 = 1
lim
n≫1
g(x) ≃
∑
n
c2nx
2n +
∑
n
c2n+1x
2n+1
=
∑
n
(− 12 )!
(n − 12 )!
(
− 1
2
µx2
)n
− 1
2
εxe−
1
2µx
2
= 1 +
√
πe(−
1
2 µx
2)
√
−1
2
µx2 Erf

√
−1
2
µx2
 − 12εxe− 12µx2
> (1 − 1
2
εx)e− 12 µx2 (2.8)
In the above, Erf

√
−1
2
µx2
 is error function. Substitute (2.8) into y(x).
lim
n≫1
y(x) ≃ x 12
(
−(a0−1)±
√
(a0−1)2−4d1
)(
e
i
2
√
a1 x
2 − ib1
2√a1
xe−
i
2
√
a1 x
2
+(i)3/2√π(a1)1/4xe− i2
√
a1 x
2
Erf
(
(i)3/2(a1)1/4x
) )
> e−
i
2
√
a1 x
2
x
1
2
(
−(a0−1)±
√
(a0−1)2−4d1
)(
1 − ib1
2√a1
x
)
(2.9)
2.1. As a1 = real positive
(a) If 12
( − (a0 − 1) ± √(a0 − 1)2 − 4d1) < −1,
As n ≫ 1 and x → 0 in (2.9),
lim
n≫1
x→0
y(x) > x 12
(
−(a0−1)±
√
(a0−1)2−4d1
)(
1 − ib1
2√a1
x
)
→ ∞ (2.10)
As x → ∞ and a1 ≫ 1 in Erf
(
(i)3/2(a1)1/4x
)
, the imaginary part of an error function oscillates
around zero. And the real part of an error function oscillates at around −1. As x goes to ∞ in
(2.9)
lim
n≫1
x→∞
y(x) ≃ x 12
(
−(a0−1)±
√
(a0−1)2−4d1
)(
e
i
2
√
a1 x
2 − ib1
2√a1
xe−
i
2
√
a1 x
2
+ (i)3/2√π(a1)1/4xe− i2
√
a1 x
2
Erf
(
(i)3/2(a1)1/4x
) )
→ 0 (2.11)
(b) If 12
( − (a0 − 1) ± √(a0 − 1)2 − 4d1) = −1,
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(2.9) turn out to be
lim
n≫1
y(x) ≃ e− i2
√
a1 x
2
{
1
x
− ib1
2√a1
+ (i)3/2√π(a1)1/4Erf
(
(i)3/2(a1)1/4x
)}
> e−
i
2
√
a1 x
2(1
x
− ib1
2√a1
)
(2.12)
As x → 0 in (2.12), it then yields
lim
n≫1
x→0
y(x) > e− i2
√
a1 x
2(1
x
− ib1
2√a1
)
→ ∞ (2.13)
As x goes to zero, the function y(x) become divergent. Since x → ∞ in (2.12), suggested by
| ε2 | = | ib12√a1 | ≪ 1, it is simply approximately
lim
n≫1
x→∞
y(x) ≃ (i)3/2√π(a1)1/4e− i2
√
a1 x
2
Erf
(
(i)3/2(a1)1/4x
)
(2.14)
(c) If −1 < 12
( − (a0 − 1) ± √(a0 − 1)2 − 4d1) < 0,
As x goes to zero and ∞ in (2.9),
lim
n≫1
x→0
x→∞
y(x) > e− i2
√
a1 x
2
x
1
2
(
−(a0−1)±
√
(a0−1)2−4d1
)(
1 − ib1
2√a1
x
)
→ ∞ (2.15)
(d) If 12
( − (a0 − 1) ± √(a0 − 1)2 − 4d1) = 0,
(2.9) turns out to be
lim
n≫1
y(x) ≃ e− i2
√
a1 x
2
{
1 − ib1
2√a1
x + (i)3/2√π(a1)1/4xErf
(
(i)3/2(a1)1/4x
)}
> e−
i
2
√
a1 x
2(1 − ib1
2√a1
x
)
(2.16)
As x goes zero and ∞ in (2.16),
lim
n≫1
x→0
y(x) ≃ 1 lim
n≫1
x→∞
y(x) → ∞ (2.17)
(e) If 12
( − (a0 − 1) ± √(a0 − 1)2 − 4d1) > 0,
As x goes to ∞ and zero in (2.9),
lim
n≫1
x→∞
y(x) > e− i2
√
a1 x
2
x
1
2
(
−(a0−1)±
√
(a0−1)2−4d1
)(
1 − ib1
2√a1
x
)
→ ∞ (2.18)
lim
n≫1
x→0
y(x) ≃ x 12
(
−(a0−1)±
√
(a0−1)2−4d1
)
e−
i
2
√
a1 x
2
(
1 − ib1
2√a1
x
+ (i)3/2 √π(a1)1/4xErf
(
(i)3/2(a1)1/4x
) )
→ 0 (2.19)
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2.2. As a1 = 0
(2.9) simply turns to be
lim
n≫1
y(x) ≃ x 12
(
−(a0−1)±
√
(a0−1)2−4d1
)(
1 − ib1
2√a1
x
)
(2.20)
I suggest that | ε2 | = | ib12√a1 | ≪ 1. Then as a1 = 0 in the second term of the bracket in (2.20),
| ε2 | = | ib12√a1 | → ∞. The function y(x) will be divergent no matter what the value of x is. Therefore,
there are no any independent solutions at all in the case of a1 = 0.
2.3. As a1 = real negative
Plug a1 = −|a1| into (2.9).
lim
n≫1
y(x) ≃ x 12
(
−(a0−1)±
√
(a0−1)2−4d1
)
e
1
2
√|a1 |x2
×
(
1 − b1
2
√|a1|
x +
√
π(|a1|)1/4x Erf
(
(|a1|)1/4x
) )
> e
1
2
√|a1|x2 x
1
2
(
−(a0−1)±
√
(a0−1)2−4d1
)(
1 − b1
2
√|a1|
x
)
(2.21)
(a) If 12
( − (a0 − 1) ± √(a0 − 1)2 − 4d1) < 0,
As x goes to 0 and ∞ in (2.21), the function y(x) is divergent.
lim
n≫1
x→0
x→∞
y(x) > e 12
√|a1 |x2 x
1
2
(
−(a0−1)±
√
(a0−1)2−4d1
)(
1 − b1
2
√|a1|
x
)
→ ∞ (2.22)
(b) If 12
( − (a0 − 1) ± √(a0 − 1)2 − 4d1) = 0,
As x goes to 0 and ∞ in (2.21),
lim
n≫1
x→0
y(x) → 1 lim
n≫1
x→∞
y(x) → ∞ (2.23)
(c) If 12
( − (a0 − 1) ± √(a0 − 1)2 − 4d1) > 0,
As x goes to 0 and ∞ in (2.21),
lim
n≫1
x→0
y(x) → 0 lim
n≫1
x→∞
y(x) → ∞ (2.24)
2.4. As g(x) is polynomial for a1 = real negative
I check all possible tests to determine whether an infinite series of function y(x) converges or
diverges on the above. Now let’s test for convergence as the function y(x) as g(x) is polynomial
for the case of a1 = real negative. Substitute g(x) =
N∑
n=0
Cnxn+λ into y(x).
y(x) ≃ e− 12
√|a1|x2 x
1
2
(
−(a0−1)±
√
(a0−1)2−4d1
) N∑
n=0
Cnxn+λ (2.25)
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(a) If 12
( − (a0 − 1) ± √(a0 − 1)2 − 4d1) < 0,
As x goes to 0 and ∞ in (2.25),
lim
n≫1
x→0
y(x) → ∞ lim
n≫1
x→∞
y(x) → 0 (2.26)
(b) If 12
( − (a0 − 1) ± √(a0 − 1)2 − 4d1) = 0,
As x goes to 0 and ∞ in (2.25),
lim
n≫1
x→0
y(x) → 1 lim
n≫1
x→∞
y(x) → 0 (2.27)
c) If 12
( − (a0 − 1) ± √(a0 − 1)2 − 4d1) > 0,
As x goes to 0 and ∞ in (2.25),
lim
n≫1
x→0
x→∞
y(x) → 0 (2.28)
I choose boundary conditions of a function g(x) for the polynomial in the following:
lim
x→0
g(x) → convergent
lim
x→∞
g(x) → 0 (2.29)
and the necessary conditions of (2.29) isa1 = real negative1
2
( − (a0 − 1) ± √(a0 − 1)2 − 4d1) ≥ 0 (2.30)
After we develop independent solutions for the polynomial, we can expand them as an infinite
series in simple ways. More details about connections between a polynomial and an infinite
series of the GCH equation are explained analytically.[19, 20] When we try to find the analytic
solution of any differential equations, first we must consider what physical circumstance and
mathematical condition make solutions as a polynomial or an infinite series.
3. Polynomial for ν =non-integer
I consider the power series expansion in closed forms of the GCH polynomial only up to the
1st order of m terms, its integral forms, generating functions and orthogonal relations. As we
know, there are two indicial roots which are λ1 = 0 and λ2 = 1 − ν.
3.1. As λ1 = 0
3.1.1. Power series expansion in closed forms
From (2.6)
An|λ=0 = − ε(n + ω)(n + 1)(n + ν) (3.1a)
Bn|λ=0 = − Ω + µ(n − 1)(n + 1)(n + ν) (3.1b)
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Put n = 0 in (3.1a). I obtain A0 = −ων ε = − ε2 = c1c0 . From (2.6), I have K0 =
c1
c0
which is equal to
A0. Plug n = 1 into recurrence formula.
K1 = A1 +
B1
K0
= A1 +
B1
A0
= A1 − B1(ε/2) (3.2)
As we see in (3.2), An includes the first order of ε2 in which has an extremely small value. Then
I argue that |A1| ≪ | B1A0 | =
B1
(ε/2) . (3.2) is approximatively equal to K1 ≃ B1A0 = −
B1
(ε/2) . By using this
process, I can simplify (2.6) by giving Kn in terms of An and Bn instead of Kn−1 up to the first
order of ε2 . By using Kn =
cn+1
cn
, even and odd terms of cn are same as (1.15). The power series
expansion of g(x) is equivalent to (1.16). By using similar process from the previous case, there
are two eigenvalues which are
− Ω
2µ
= n0 − 1 = |α0| where n0 = 1, 2, 3, · · · (3.3a)
−
( Ω
2µ
+
1
2
)
= n1 − 1 = |α1| where n1 = 1, 2, 3, · · · (3.3b)
(3.3a) makes B2k+1 term go to zero at certain value of k where k = 0, 1, 2, · · · . And (3.3b) makes
B2k+2 term go to zero at certain value of k. (3.3a) and (3.3b) make g(x) function as a polynomial
series. The g(x)small term is extremely small value relatively compared to g(x)domin. because it
includes An term having ε2 . First of all, add (3.1a) and (3.1b) into the first term of g(x) in (1.16),
putting c0 = Γ(γ+|α0 |)Γ(γ) , γ =
1
2 (1 + ν) and z = − 12µx2.
g(x)domin. = F|α0 |(γ; z) =
Γ(|α0| + γ)
Γ(γ)
|α0 |∑
n=0
(−|α0|)n
n!(γ)n z
n (3.4)
(3.4) is same as the first kind of confluent hypergeometric function. Substitute (3.1a) and (3.1b)
into the second term of g(x) in (1.16) using (3.3a) and (3.3b). Plug c0 = Γ(γ+|α0 |)Γ(γ) , γ = 12 (1 + ν)
and z = − 12µx2 into the new second term of g(x).
g(x)small = −xε
|α0 |∑
n=0
(n + ω2 )(n − 12 )!(|α0|)!(|α0| + γ − 12 )!
(n + γ − 12 )(n)!(− 12 )!(|α0| − n)!(n + γ − 1)!
×
|α1 |∑
k=n
(−1)k( 12 )!(n + γ − 12 )!(|α1| − n)!
(k + 12 )!(|α1| − k)!(k + γ − 12 )!
zk (3.5)
As we see in (3.5), maximum value of index n is |α0|. The range of index k is n ≤ k ≤ |α1|. In
other words, 0 ≤ n ≤ |α0| ≤ k ≤ |α1|. Then I obtain |α0| ≤ |α1|. If |α0| ≥ |α1|, the function g(x)
will be infinite series. Then, the function y(x) will blow up as I plug g(x) into it no matter what
the value of x is. Such solution does not exist. When we see the second summation of (3.5),
we can shift index k to zero at the beginning of summation. Then we can replace the interval of
index k by 0 ≤ k ≤ |α1| − n. (3.5) is simply described as
g(x)small = −xε2
Γ(|α0| + γ)
Γ(γ)
|α0 |∑
n=0
(−|α0|)n
n!(γ)n z
n
×
|α1|−n∑
k=0
(n + ω2 )Γ(n + 12 )Γ(n + γ − 12 )(n − |α1|)k
Γ(k + n + 32 )Γ(k + n + γ + 12 )
zk (3.6)
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We see the first summation of (3.6) which is Γ(|α0 |+γ)
Γ(γ)
|α0 |∑
n=0
(−|α0 |)n
n! (γ)n z
n
, it is the first kind of confluent
hypergeometric polynomial of degree |α0| which is denoted as F|α0 |(γ; z). Substitute (3.4) and
(3.6) into (1.16).
g(x) = QW|α0 |,|α1|
(
|α0| = n0 − 1, |α1| = n1 − 1, γ = 12(1 + ν); z = −
1
2
µx2
)
= F|α0 |(γ; z) −
ε
2
x
∏|α1 |
|α0 |
(
γ; z
)
only if |α0| ≤ |α1| (3.7)
where,
F|α0 |(γ; z) =
Γ(|α0| + γ)
Γ(γ)
|α0 |∑
n=0
(−|α0|)n
n!(γ)n z
n (3.8a)
∏|α1 |
|α0 |
(
γ; z
)
=
Γ(|α0| + γ)
Γ(γ)
|α0 |∑
n=0
(−|α0|)n
n!(γ)n z
n
×
|α1 |−n∑
k=0
(n + ω2 )Γ(n + 12 )Γ(n + γ − 12 )(n − |α1|)k
Γ(k + n + 32 )Γ(k + n + γ + 12 )
zk (3.8b)
(3.7) denoted as QW|α0 |,|α1|
(
|α0| = n0 − 1, |α1| = n1 − 1, γ = 12 (1 + ν); z = − 12µx2
)
is the first kind
of GCH polynomial of degree |α0| and |α1| with the first order of ε2 .
3.1.2. Integral formalism
The solution of the Laguerre differential equation is
Ln(z) =
n∑
k=0
(−1)k
(
n
k
)
k! z
n =
ez
n!
dn
dzn
(
zne−z
) (3.9)
And the solution of the associated Laguerre differential equation is
Lkn(z) =
n∑
j=0
(−1) j(n + k)!
(n − j)!(k + j!)( j)!z
j =
ezz−k
n!
dn
dzn
(
zn+ke−z
) (3.10)
(3.8b) might be described in the following way:
∏|α1 |
|α0 |
(
γ; z
)
=
|α0 |∑
n=0
F |α0 |n (γ; z)
∏|α1 |
n
(
γ; z
) (3.11a)
where,
F |α0|n (γ; z) =
Γ(|α0| + γ)
Γ(γ)
(−|α0|)n
n!(γ)n z
n (3.11b)
∏|α1 |
n
(
γ; z
)
=
|α1 |−n∑
k=0
(n + ω2 )Γ(n + 12 )Γ(n + γ − 12 )(n − |α1|)k
Γ(k + n + 32 )Γ(k + n + γ + 12 )
zk (3.11c)
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Plug |α0| = 0 into (3.7), (3.8a) and (3.11a)-(3.11c)
QW0,|α1 |
(
γ; z
)
= 1 − ε
2
x
|α1 |∑
k=0
(ω2 )Γ( 12 )Γ(γ − 12 )(−|α1|)k
Γ(k + 32 )Γ(k + γ + 12 )
zk (3.12)
The beta function is
B(p, q) = Γ(p)Γ(q)
Γ(p + q) =
∫ 1
0
dt tp−1(1 − t)q−1 =
∫ ∞
0
dt t
p−1
(1 + t)p+q = B(q, p) (3.13)
And,
1
Γ(k + 1)
∫ 1
−1
dp (1 − p2)k = Γ(
1
2 )
Γ(k + 32 )
(3.14)
Plug (3.14) into the second term of (3.12) on RHS
∏|α1 |
0
(
γ; z
)
=
ω
2
∫ 1
−1
dp
|α1 |∑
k=0
(−1)kΓ(γ − 12 )
(|α1 |
k
)
Γ(k + γ + 12 )
[z(1 − p2)]k (3.15)
Replace p and q by γ − 12 and k + 1 in (3.13). Take the new (3.13) into (3.15).
∏|α1 |
0
(
γ; z
)
=
ω
2
∫ 1
−1
dp
∫ 1
0
dt tγ− 32
|α1 |∑
k=0
(−1)k
(|α1 |
k
)
Γ(k + 1) [z(1 − t)(1 − p
2)]k (3.16)
Replace n and z by |α1| and ς = z(1 − t)(1 − p2) in (3.9). Take the new (3.9) into (3.16)
∏|α1 |
0
(
γ; z
)
=
ω
2
∫ 1
−1
dp
∫ 1
0
dt tγ− 32 L|α1 |(ς) (3.17)
Plug (3.17) into (3.12)
QW0,|α1|
(
γ; z
)
= F0(γ; z) − xε2
(ω
2
) ∫ 1
−1
dp
∫ 1
0
dt tγ− 32 L|α1 |(ς) (3.18)
Plug |α0| = 1 into (3.7), (3.8a) and (3.11a)-(3.11c)
QW1,|α1 |
(
γ; z
)
= F1(γ; z) − ε2 x
{
F10(γ, z)
∏|α1 |
0
(
γ; z
)
+ F11(γ, z)
∏|α1 |
1
(
γ; z
)} (3.19)
Replace k by k + 1 in (3.14). Take the new (3.14) into the second term inside of bracket in (3.19)
∏|α1 |
1
(
γ; z
)
=
1
2
(
1+ω
2
) ∫ 1
−1
dp (1− p2)
|α1|−1∑
k=0
(−1)kΓ(|α1|)Γ(γ + 12 )
Γ(|α1| − k)Γ(k + γ + 32 )Γ(k + 2)
[z(1− p2)]k (3.20)
Replace p and q by γ + 12 and k + 1 in (3.13). Take the new (3.13) into (3.20).
∏|α1 |
1
(
γ; z
)
=
1
2
(
1+ ω
2
) ∫ 1
−1
dp (1− p2)
∫ 1
0
dt tγ− 12
|α1 |−1∑
k=0
(−1)kΓ(|α1|)[z(1 − t)(1 − p2)]k
Γ(|α1| − k)Γ(k + 1)Γ(k + 2) (3.21)
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Replace n, k, j and z by |α1| − 1, 1, k and ς = z(1 − t)(1 − p2) in (3.10). And take the new (3.10)
into (3.21).
∏|α1 |
1
(
γ; z
)
=
1
2|α1|
(
1 + ω
2
) ∫ 1
−1
dp (1 − p2)
∫ 1
0
dt tγ− 12 L1|α1 |−1(ς) (3.22)
Substitute (3.17) and (3.22) into (3.19).
QW1,|α1 |
(
γ; z
)
= F1(γ; z) − ε2 x
{
F10(γ, z)
ω
2
∫ 1
−1
dp
∫ 1
0
dt tγ− 32 L|α1 |(ς) (3.23)
+F11(γ, z)
1
2|α1|
(
1 + ω
2
) ∫ 1
−1
dp (1 − p2)
∫ 1
0
dt tγ− 12 L1|α1 |−1(ς)
}
As |α0| = 2 in (3.7), (3.8a) and (3.11a)-(3.11c), the result of its solution is similar to the previous
case as |α0| = 0 and 1.
QW2,|α1|
(
γ; z
)
= F2(γ; z) − ε2 x
2∑
n=0
{
F2n(γ, z)(n +
ω
2
)Γ(n +
1
2 )Γ(|α1| + 1 − n)
Γ( 12 )Γ(|α1| + 1)
×
∫ 1
0
dt tγ− 32+n
∫ 1
−1
dp (1 − p2)nLn|α1 |−n(ς)
}
(3.24)
By repeating this process, I obtain QW|α0 |,|α1|
(
γ; z
)
where |α0| ≥ 3. According to (3.18), (3.23)
and (3.24), (3.8a) and (3.8b) can be described as the following way.
F|α0 |(z) =
(|α0|)!
2πi
∮
dv e
− zv(1−v)
v|α0 |+1(1 − v)γ (3.25)
And
∏|α1 |
|α0 |
(
γ; z
)
=
|α0 |∑
n=0
{
F |α0 |n (γ, z)(n +
ω
2
)Γ(n +
1
2 )Γ(|α1| + 1 − n)
Γ( 12 )Γ(|α1| + 1)
×
∫ 1
0
dt tγ−
3
2+n
∫ 1
−1
dp (1 − p2)nLn|α1 |−n(ς)
}
(3.26)
We know
Γ(n + 12 )Γ(|α1| + 1 − n)
Γ( 12 )Γ(|α1| + 1)
=
B(n + 12 , |α1| + 1 − n)
B( 12 , |α1| + 1)
(3.27)
Substitute (3.11b) and (3.27) into (3.26).
∏|α1 |
|α0 |
(
γ; z
)
=
{ |α0 |∑
n=0
(−1)n(|α0|)!(|α0| + γ − 1)!
(n − 1)!(|α0| − n)!(n + γ − 1)!
B(n + 12 , |α1| + 1 − n)
B( 12 , |α1| + 1)
×
∫ 1
0
dt tγ−
3
2
∫ 1
−1
dp [zt(1 − p2)]nLn|α1 |−n(ς)
+
ω
2
|α0 |∑
n=0
(−1)n(|α0|)!(|α0| + γ − 1)!
n!(|α0| − n)!(n + γ − 1)!
B(n + 12 , |α1| + 1 − n)
B( 12 , |α1| + 1)
×
∫ 1
0
dt tγ− 32
∫ 1
−1
dp [zt(1 − p2)]nLn|α1 |−n(ς)
}
(3.28)
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Replace p and q by n + 12 and |α1| + 1 − n into (3.13). Take the new (3.13) into (3.28).
∏|α1 |
|α0 |
(
γ; z
)
=
1
B( 12 , |α1| + 1)
∫ ∞
0
ds s− 12 (1 + s)−(|α1 |+ 32 )
∫ 1
0
dt tγ− 32
∫ 1
−1
dp (3.29)
×
|α0 |∑
n=0
(−1)n(|α0|)!
(
n + ω2
)
(|α0| + γ − 1)!
n!(|α0| − n)!(n + γ − 1)! [zts(1 − p
2)]nLn|α1 |−n(ς)
Integral form of Associated Laguerre polynomial is
Lmn (z) =
1
2πi
∮
du e
− zu(1−u)
un+1(1 − u)m+1 (3.30)
Replace n,m and z by |α1| − n, n and ς in (3.30). Take the new (3.30) into (3.29).
∏|α1 |
|α0 |
(
γ; z
)
=
1
2πiB( 12 , |α1| + 1)
∫ ∞
0
ds s− 12 (1 + s)−(|α1 |+ 32 )
∫ 1
0
dt tγ− 32
×
∫ 1
−1
dp
∮
du e
− ςu(1−u)
u|α1|+1(1 − u)
{
zst(1 − p2) u
1 − u
×
|α0 |∑
n=0
(−1)n(|α0|)!(|α0| + γ − 1)!
(n − 1)!(|α0| − n)!(n + γ − 1)!
[
zts(1 − p2) u(1 − u)
]n−1
+
ω
2
|α0 |∑
n=0
(−1)n(|α0|)!(|α0| + γ − 1)!
n!(|α0| − n)!(n + γ − 1)!
[
zts(1 − p2) u(1 − u)
]n} (3.31)
Replace z and ς by w1 = zts(1 − p2) u(1−u) and z(1 − t)(1 − p2) into (3.31).
∏|α1 |
|α0 |
(
γ; z
)
=
1
2πiB( 12 , |α1| + 1)
∫ ∞
0
ds s− 12 (1 + s)−(|α1 |+ 32 )
∫ 1
0
dt tγ− 32
×
∫ 1
−1
dp
∮
du e
− zu(1−u) (1−t)(1−p2 )
u|α1 |+1(1 − u)
{
w1∂w1 +
ω
2
}
× F|α0 |
(
γ; w1 = zts(1 − p2) u(1 − u)
)
(3.32)
(3.32) can be described as various integral forms of several different special function in the
following way:
∏|α1 |
|α0 |
(
γ; z
)
=
(|α0|)!
2πiB( 12 , |α1| + 1)
∫ ∞
0
ds s− 12 (1 + s)−(|α1 |+ 32 )
×
∫ 1
0
dt tγ− 32
∫ 1
−1
dp
∮ dv
v|α0 |+1(1 − v)γ
{
zstv(1 − p2)
(1 − v) ∂w2 +
ω
2
}
× L|α1 |
(
w2 = z(1 − p2)
{
(1 − t) + tsv(1 − v)
})
(3.33)
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∏|α1 |
|α0 |
(
γ; z
)
=
(2|α0|)!
(2πi)2B( 12 , |α1| + 1)
∫ ∞
0
ds s− 12 (1 + s)−(|α1 |+ 32 )
∫ 1
0
dt tγ− 32
×
∮ dv
v|α0 |+1(1 − v)γ
∮ du
u|α1|+1(1 − u)
{ zstvu
(1 − v)(1 − u)
×
(1
3 M
(
1, 5
2
,w3
) − M(1, 3
2
,w3
))
+
ω
2
M
(
1, 3
2
,w3
)}
where, w3 =
zu
(1 − u)
{
− (1 − t) − stv(1 − v)
}
(3.34)
∏|α1 |
|α0 |
(
γ; z
)
=
(|α0|)!
(2πi)2B( 12 , |α1| + 1)
∫ ∞
0
ds s− 12 (1 + s)−(|α1 |+ 32 )
×
∫ 1
0
dp (1 − p2)− 12
∮ dv
v|α0 |+1(1 − v)γ
×
∮ due− zup(1−u)
u|α1|+1(1 − u)
{ −zspvu
(γ + 12 )(1 − v)(1 − u)
M
(
γ +
1
2
, γ +
3
2
,w4
)
+
ω
2(γ − 12 )
M
(
γ − 1
2
, γ +
1
2
,w4
)}
where, w4 =
zup
(1 − u)
{
1 − sv(1 − v)
}
(3.35)
∏|α1 |
|α0 |
(
γ; z
)
=
√
π(|α0|)!
(2πi)2B( 12 , |α1| + 1)
∫ 1
0
dt tγ− 32
∫ 1
−1
dp
×
∮ dv
v|α0 |+1(1 − v)γ
∮
du e
− zu(1−u) (1−t)(1−p2)
u|α1 |+1(1 − u)
×
{
− ztvu(1 − p
2)
2(1 − v)(1 − u)U
(3
2
,−|α1| + 1,w5) + ω2 U(12 ,−|α1|,w5)
}
where, w5 =
ztuv
(1 − v)(1 − u) (1 − p
2) (3.36)
In the above, M(a, b, z) is the first kind of Kummer function which is
M(a, b, z) =
∞∑
n=0
(a)n
(b)nn! z
n = ezM(b − a, b,−z)
=
Γ(b)
Γ(a)Γ(b − a)
∫ 1
0
du ezuua−1(1 − u)b−a−1
where, Re(b) > Re(a) > 0
And U(a, b, z) is the second kind of Kummer function which is
U(a, b, z) = Γ(1 − b)
Γ(a − b + 1) M(a, b, z) +
Γ(b − 1)
Γ(a) z
1−b M(a − b + 1, 2 − b, z)
= z1−bU(1 + a − b, 2 − b, z)
=
1
Γ(a)
∫ ∞
0
dt e−ztta−1(1 + t)b−a−1 where,Re(a) > 0
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Substitute integral form of the first kind of confluent hypergeometric function into (3.32).∏|α1 |
|α0 |
(
γ; z
)
=
(|α0|)!
(2πi)2B( 12 , |α1| + 1)
∫ ∞
0
ds s− 12 (1 + s)−(|α1 |+ 32 )
×
∫ 1
0
dt tγ− 32
∫ 1
−1
dp
∮ dv
v|α0 |+1(1 − v)γ (3.37)
×
∮ du
u|α1|+1(1 − u)
{
− zstuv(1 − p
2)
(1 − u)(1 − v) +
ω
2
}
e−
zu
(1−u) (1−p2)
{
(1−t)+ tsv1−v
}
Description I gave in (3.33)-(3.36) as integral formalism is exactly equivalent (3.37). We obtain
the integral representation of the first kind of GCH function by substituting (3.25) and (3.37) into
(3.7).
3.1.3. Generating function
Now, let’s try to get the generating function of the 1st kind of GCH function. First I multiply
∞∑
|α1 |=|α0 |
B
(|α1| + 1, 12 ) v|α1 |0 on both sides of integral form of 1st kind of GCH function in (3.7),
(3.8a) and (3.8b) where |v0| < 1.
∞∑
|α1 |=|α0 |
B
(|α1| + 1, 12 ) v|α1 |0 QW|α0 |,|α1|
(
γ =
1
2
(1 + ν); z = −1
2
µx2
)
= I − ε
2
xII (3.38)
where,
I =
∞∑
|α1 |=|α0|
B
(|α1| + 1, 12 )v|α1|0 F|α0 |(z) (3.39a)
II =
∞∑
|α1 |=|α0|
B
(|α1| + 1, 12 )v|α1 |0
∏|α1 |
|α0 |
(
γ; z
) (3.39b)
The 1st kind of hypergeometric function is
2F1(a, b, c, z) =
∞∑
k=0
(a)k(b)k
(c)kk! z
k =
Γ(c)
Γ(b)Γ(c − b)
∫ 1
0
dt tb−1(1 − t)c−b−1(1 − zt)−a
only if |z| < 1, Re(c) > Re(b) > 0 (3.40)
Substitute (3.40) into (3.39a).
I =
Γ(|α0| + 1)Γ( 12 )
Γ(|α0| + 32 )
v|α0 |0 2F1(1, |α0| + 1, |α0| +
3
2
, v0)
=
∫ 1
0
dt (v0t)|α0 |(1 − t)− 12 (1 − v0t)−1 (3.41)
Substitute (3.37) into (3.39b).
II =
(|α0|)!
2πi
∫ ∞
0
ds s− 12 (1 + s)− 32
∫ 1
0
dt tγ− 32
∫ 1
0
dp (1 − p)− 12
∮ dv
v|α0 |+1(1 − v)γ
×
{ 1 + s
1 + s − v0
(
− zvstpv0(1 + s − v0)(1 − v) +
ω
2
)}
e
− zpv01+s−v0
{
(1−t)+ tsv1−v
}
(3.42)
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Multiply
∞∑
|α0 |=0
v
|α0|
1
(|α0|)! with both sides of (3.38) where |v1| < 1.
∞∑
|α0 |=0
∞∑
|α1 |=|α0 |
B
(|α1| + 1, 12 )
(|α0|)! v
|α1|
0 v
|α0 |
1 QW|α0 |,|α1|
(
γ =
1
2
(1 + ν); z = −1
2
µx2
)
= A − ε
2
xB (3.43)
where,
A =
∞∑
|α0 |=0
v
|α0|
1
(|α0|)! F|α0 |(z)I (3.44a)
B =
∞∑
|α0 |=0
v
|α0 |
1
(|α0|)! II (3.44b)
Plug (3.41) into (3.44a).
A =
∫ 1
0
dt (1 − t)− 12 (1 − v0t)−1
∞∑
|α0 |=0
(v0v1t)|α0 |
(|α0|)! F|α0 |(z)
=
∫ 1
0
dt (1 − t)− 12 (1 − v0t)−1(1 − v0v1t)−γe−
zv0v1 t
1−v0v1 t (3.45)
=
∞∑
n,m=0
(γ + n + m − 1)!(−zv0v1)n(v0v1)m
n! m! (γ + n − 1)!
∫ 1
0
dt tn+m(1 − t)− 12 (1 − v0t)−1
Replace a, b, c and z by 1, n +m + 1, n +m + 32 and v0 into (3.40). And substitute the new (3.40)
into (3.45).
A =
∞∑
n,m=0
B
(
n + m + 1, 12
)(γ + n)m(−zv0v1)n(v0v1)m
n! m! 2
F1
(
1, n + m + 1, n + m + 3
2
, v0
)
(3.46)
I can describe (3.46) in a different way. First, the 1st kind of Appell hypergeometric function is
given by
F1(α; β, β′ ; γ; x, y) =
∞∑
j,k=0
(α) j+k(β) j(β′)k
j! k! (γ) j+k x
jyk for |x| < 1, |y| < 1 (3.47)
The function F1 can be expressed by simple integral
Γ(α)Γ(γ − α)
Γ(γ) F1(α; β, β
′
; γ; x, y) =
∫ 1
0
du uα−1(1 − u)γ−α−1(1 − ux)−β(1 − uy)−β
′
where Re(α) > 0, Re(γ − α) > 0 (3.48)
Put α = n+ 1, γ = n+ 32 , β = 1, β
′
= γ+ n, x = v0 and y = v0v1 in (3.48). And substitute the new
(3.48) into (3.45).
A =
∞∑
n=0
Γ( 12 )(−zv0v1)n
Γ(n + 32 )
F1
(
n + 1; 1, γ + n; n + 3
2
; v0, v0v1
) (3.49)
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(3.49) is exactly equivalent to the second line of (3.46). Substitute (3.42) into (3.44b).
B = Γ1(s, p, t) + Γ2(s, p, t) (3.50)
where
Γ1(s, p, t) = −zv0v1(1 − v1)γ+1
∫ ∞
0
ds s 12 (1 + s)− 12 (1 + s − v0)−2
∫ 1
0
dt tγ− 12
×
∫ 1
0
dp p(1 − p)− 12 e−
zpv0
1+s−v0
{
(1−t)+ tsv11−v1
}
(3.51)
Γ2(s, p, t) =
ω
2
(1 − v1)γ
∫ ∞
0
ds s−
1
2 (1 + s)− 12 (1 + s − v0)−1
∫ 1
0
dt tγ−
3
2
×
∫ 1
0
dp (1 − p)− 12 e−
zpv0
1+s−v0
{
(1−t)+ tsv11−v1
}
(3.52)
By using the first kind of Kummer function,
∫ 1
0
dp p(1 − p)− 12 e−αp = e−α
{
2M
(1
2
,
3
2
, α
)
− 23 M
(3
2
,
5
2
, α
)}
where α = zv0
1 + s − v0
{
(1 − t) + tsv1
1 − v1
}
(3.53)
Plug (3.53) into (3.51).
Γ1(s, p, t) = γ1(s, t) + γ2(s, t) (3.54)
γ1(s, t) = −2zv0v1(1 − v1)γ+1
∫ ∞
0
ds s 12 (1 + s)− 12 (1 + s − v0)−2e−
zv0
1+s−v0 (3.55)
×
∫ 1
0
dt tγ−
1
2 e
zv0
1+s−v0
(
1− sv11−v1
)
t M
(1
2 ,
3
2 ,
zv0
1 + s − v0
{
(1 − t) + tsv11 − v1
})
γ2(s, t) = 2zv0v13(1 − v1)γ+1
∫ ∞
0
ds s 12 (1 + s)− 12 (1 + s − v0)−2e−
zv0
1+s−v0 (3.56)
×
∫ 1
0
dt tγ− 12 e
zv0
1+s−v0
(
1− sv11−v1
)
t M
(3
2
,
5
2
,
zv0
1 + s − v0
{
(1 − t) + tsv1
1 − v1
})
There are addition theorem for M(a, b, x + y).
M(a, b, x + y) =
∞∑
n=0
(a)nyn
(b)nn! M(a + n, b + n, x) (3.57a)
M(a, b, x + y) = ey
∞∑
n=0
(b − a)n(−y)n
(b)nn! M(a, b + n, x) (3.57b)
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Put a = 32 , b =
5
2 , x =
zv0
1+s−v0 and y = −
zv0
1+s−v0
(
1 − sv11−v1
)
t into (3.57b), and take the new (3.57b)
into (3.56) and replace s by 1t − 1 in it.
γ1(s, t) = 2
∞∑
n=0
(1 − v1)−(n+γ+1)(zv0)n+1(−v1)n+1
(γ + n + 12 )( 32 )n
(3.58)
×
∫ 1
0
dt (1 − t) 12 (1 − v0t)−(n+2)
(
1 − 1
v1
t
)n
M
(
n + 1, n + 3
2
,− ztv0
1 − v0t
)
Put a = 32 , b =
5
2 , x =
zv0
1+s−v0 and y = −
zv0
1+s−v0
(
1 − sv11−v1
)
t into (3.57b), and take the new (3.57b)
into (3.56) and replace s by 1t − 1 in it.
γ2(s, t) = −23
∞∑
n=0
(1 − v1)−(n+γ+1)(zv0)n+1(−v1)n+1
(γ + n + 12 )( 52 )n
(3.59)
×
∫ 1
0
dt (1 − t) 12 (1 − v0t)−(n+2)
(
1 − 1
v1
t
)n
M
(
n + 1, n + 5
2
,− ztv0
1 − v0t
)
We know that
M
(
n + 1, n + 3
2
,
−zv0t
1 − v0t
)
=
∞∑
m=0
(n + 1)m(−zv0)m
(n + 32 )m m!
tm(1 − v0t)−m (3.60a)
M
(
n + 1, n + 5
2
,
−zv0t
1 − v0t
)
=
∞∑
m=0
(n + 1)m(−zv0)m
(n + 52 )m m!
tm(1 − v0t)−m (3.60b)
Plug (3.60a) and (3.60b) into(3.58) and (3.59). Put α = m+1, β = n+m+2, β′ = −n, γ = m+ 52 ,
x = v0 and y = 1v1 in (3.48). And substitute the new (3.48) into the new (3.58) and (3.59).
γ1(s, t) = 2
∞∑
n,m=0
(−1)n+m+1(1 − v1)−(n+γ+1)(zv0)n+m+1(v1)n+1Γ( 32 )
(γ + n + 12 )( 32 )n(n + 32 )mΓ(m + 52 )
×F1
(
m + 1; n + m + 2,−n; m + 5
2
; v0,
1
v1
)
(3.61)
γ2(s, t) = −23
∞∑
n,m=0
(−1)n+m+1(1 − v1)−(n+γ+1)(zv0)n+m+1(v1)n+1Γ( 32 )
(γ + n + 12 )( 52 )n(n + 52 )mΓ(m + 52 )
×F1
(
m + 1; n + m + 2,−n; m + 5
2
; v0,
1
v1
)
(3.62)
Substitute (3.61) and (3.62) into (3.54).
Γ1(s, p, t) =
∞∑
n,m=0
(−1)n+m+1(n + m + 1)Γ( 12 )Γ( 32 )(1 − v1)−(n+γ+1)(zv0)n+m+1(v1)n+1
(γ + n + 12 )Γ(m + 52 )Γ(n + m + 52 )
×F1
(
m + 1; n + m + 2,−n; m + 5
2
; v0,
1
v1
)
(3.63)
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Replace s and p by 1
v
− 1 and 1 − p2 in (3.52).
Γ2(s, p, t) =
ω
2
(1 − v1)γ
∫ 1
0
dv (1 − v)− 12 (1 − v0v)−1
∫ 1
0
dt tγ−
3
2 e
− zv0v1−v0 v
{
(1−t)+ tv1(1−v)
v(1−v1 )
}
×
∫ 1
−1
dp e
zv0v
1−v0 v
{
(1−t)+ tv1(1−v)
v(1−v1 )
}
p2
=
ω
(1 − v1)γ
∫ 1
0
dv (1 − v)− 12 (1 − v0v)−1
∫ 1
0
dt tγ− 32
×M
(
1, 3
2
,
−zv0v
1 − v0v
{
1 − t + v1(1 − v)t
v(1 − v1)
})
(3.64)
Put a = 1, b = 32 , x = − zv01−v0v and y =
zv0v
1−v0v
{
1 − v1(1−v)
v(1−v1)
}
t into (3.57a), and take the new (3.57a)
into (3.64).
Γ2(s, p, t) = ω(1 − v1)γ
∞∑
n,m=0
vn1(1 − v1)−n(−zv0)n+m(n + 1)m
(γ + n − 12 )( 32 )n(n + 32 )m m!
×
∫ 1
0
dv vm(1 − v)− 12 (1 − v0v)−(n+m+1)
(
1 − v
v1
)n (3.65)
Put α = m + 1, γ = m + 32 , β
′
= −n, β = n + m + 1, x = v0 and y = 1v1 in (3.48). Take the new(3.48) into (3.65).
Γ2(s, p, t) = ω
∞∑
n,m=0
(−1)n+mΓ( 12 )(n + 1)m(1 − v1)−(n+γ)(zv0)n+m(v1)n
(γ + n − 12 )( 32 )n(n + 32 )mΓ(m + 32 )
×F1
(
m + 1; n + m + 1,−n; m + 3
2
; v0,
1
v1
)
(3.66)
Substitute (3.63) and (3.66) into (3.50).
B =
∞∑
n,m=0
(−1)n+m+1(n + m + 1)Γ( 12 )Γ( 32 )(1 − v1)−(n+γ+1)(zv0)n+m+1(v1)n+1
(γ + n + 12 )Γ(m + 52 )Γ(n + m + 52 )
×F1
(
m + 1; n + m + 2,−n; m + 5
2
; v0,
1
v1
)
+ω
∞∑
n,m=0
(−1)n+mΓ( 12 )(n + 1)m(1 − v1)−(n+γ)(zv0)n+m(v1)n
(γ + n − 12 )( 32 )n(n + 32 )mΓ(m + 32 )
×F1
(
m + 1; n + m + 1,−n; m + 3
2
; v0,
1
v1
)
(3.67)
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Plug (3.49) and (3.67) into (3.43). Then I obtain the generating function for 1st kind of GCH
function in the following way.
∞∑
|α0 |=0
∞∑
|α1 |=|α0|
B
(|α1| + 1, 12 )
(|α0|)! v
|α1 |
0 v
|α0 |
1 QW|α0 |,|α1|
(
γ =
1
2
(1 + ν); z = −1
2
µx2
)
=
∞∑
n=0
Γ( 12 )(−zv0v1)n
Γ(n + 32 )
F1
(
n + 1; 1, γ + n; n + 3
2
; v0, v0v1
)
−ε
2
x
{ ∞∑
n,m=0
(−1)n+m+1(n + m + 1)Γ( 12 )Γ( 32 )(1 − v1)−(n+γ+1)(zv0)n+m+1(v1)n+1
(γ + n + 12 )Γ(m + 52 )Γ(n + m + 52 )
×F1
(
m + 1; n + m + 2,−n; m + 5
2
; v0,
1
v1
)
+ω
∞∑
n,m=0
(−1)n+mΓ( 12 )(n + 1)m(1 − v1)−(n+γ)(zv0)n+m(v1)n
(γ + n − 12 )( 32 )n(n + 32 )mΓ(m + 32 )
×F1
(
m + 1; n + m + 1,−n; m + 3
2
; v0,
1
v1
)}
(3.68)
Also, I can describe the generating function of it as the integral formalism by using (3.45), (3.51)
and (3.52).
∞∑
|α0 |=0
∞∑
|α1 |=|α0|
B
(|α1| + 1, 12 )
(|α0|)! v
|α1 |
0 v
|α0 |
1 QW|α0 |,|α1|
(
γ =
1
2
(1 + ν); z = −1
2
µx2
)
=
∫ 1
0
dt (1 − t)− 12 (1 − v0t)−1(1 − v0v1t)−γe−
zv0v1 t
1−v0 v1 t
−ε
2
x
(1 − v1)γ
∫ 1
0
du (1 − u)− 12 (1 − v0u)−1
∫ 1
0
dt tγ− 32
∫ 1
0
dp (1 − p)− 12
×
{
ω
2
− zpt(1 − u)v0v1(1 − v1)(1 − uv1)
}
e
− zpuv01−uv0
{
1− t(u−v1)
u(1−v1)
}
(3.69)
3.1.4. Orthogonal relation
From the differential equations satisfied by QW|α0 |,|α1|(z) and QW|β0|,|β1|(z), namely,
xQW′′|α0 |,|α1|(z) + (µx2 + εx + ν)QW
′
|α0 |,|α1|(z) + (Ω|α0|,|α1|x + εω)QW|α0 |,|α1|(z) = 0 (3.70a)
xQW′′|β0|,|β1|(z) + (µx2 + εx + ν)QW
′
|β0|,|β1|(z) + (Ω|β0|,|β1|x + εω)QW|β0|,|β1|(z) = 0 (3.70b)
where,
Ω|α0|,|α1| =
{ −2µ|α0|
−2µ(|α1| + 12 )
Ω|β0|,|β1| =
{ −2µ|β0|
−2µ(|β1| + 12 )
(3.71)
multiplying (3.70a) and (3.70b) by QW|β0|,|β1|(z) and QW|α0 |,|α1|(z) respectively and subtracting,
I have
x
dM(z)
dx + (µx
2 + εx + ν)M(z) = (Ω|β0|,|β1| −Ω|α0 |,|α1|)xQW|α0 |,|α1|(z)QW|β0|,|β1|(z) (3.72)
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where
M(z) = QW′|α0 |,|α1|(z)QW|β0|,|β1|(z) − QW
′
|β0|,|β1|(z)QW|α0 |,|α1|(z) (3.73)
Multiply xν−1e 12 µx2+εx on both side of (3.72) Then integrate it with respect to x from 0 to ∞.
(Ω|β0|,|β1| − Ω|α0|,|α1|)
∫ ∞
0
dx xνe
1
2µx
2+εxQW|α0 |,|α1 |(z)QW|β0|,|β1|(z) (3.74)
=
[
xνe
1
2 µx
2+εx(QW′|α0 |,|α1 |(z)QW|β0|,|β1|(z) − QW′|β0|,|β1|(z)QW|α0 |,|α1 |(z))]
∣∣∣∣∣∞0
Therefore, only if |α0| , |β0| and |α1| , |β1|, then∫ ∞
0
dx xνe
1
2 µx
2+εxQW|α0 |,|α1|(z)QW|β0|,|β1|(z) = 0 (3.75)
Let’s think about the case in which are |α0| = |β0| and |α1| = |β1|. First of all, from (3.7)
[
QW|α0 |,|α1|(z)
]2
=
[
F|α0 |(z)
]2 − εxF|α0 |(z) ∏|α1 ||α0 | (z) + ε
2
4
x2
[∏|α1 |
|α0 |
(
z
)]2
≃
[
F|α0 |(z)
]2 − εxF|α0 |(z) ∏|α1 ||α0 | (z) (3.76)
ε is extremely small. So anything beyond the second order of ε is negligible in (3.76). Multiply
xνe
1
2 µx
2+εx in (3.76) and integrate them with respect to x = [0,∞].∫ ∞
0
dx xνe 12µx2+εx
[
QW|α0 |,|α1|(z)
]2 ≈ E1 − εE2 (3.77)
where
E1 =
∫ ∞
0
dx xνe 12µx2+εx
[
F|α0 |(z)
]2 (3.78a)
E2 =
∫ ∞
0
dx xν+1e
1
2µx
2+εxF|α0 |(z)
∏|α1 |
|α0 |
(
z
) (3.78b)
Apply the generating function of the first kind of confluent hypergeometric function into (3.78a)
and (3.78b).
E1 ≈ 2
γ−1
|µ|γ Γ(|α0| + 1)Γ(|α0| + γ) + ε
(−1)|α0|2γ− 12 Γ
(
|α0| + γ − 12
)
Γ
(
|α0| + γ + 12
)
|µ|γ+ 12 Γ
(
γ − 12
) (3.79)
E2 ≈ 2
γ− 32
|µ|γ+ 12
Γ(|α0| + γ)
Γ(γ)
|α0 |∑
n=0
(−|α0|)n
n!(γ)n
|α1 |−n∑
k=0
(n + ω2 )Γ(n + 12 )Γ(n + γ − 12 )(n − |α1|)k
Γ(k + n + 32 )Γ(k + n + γ + 12 )
×
{ (−1)|α0|Γ(n + k + 32 )Γ(n + k + γ + 12 )
Γ
(
n + k − |α0| + 32
)
+ε
2√
2|µ|
(−1)|α0|Γ(n + k + γ + 1)Γ(n + k + 2)
Γ(n + k − |α0| + 2)
}
(3.80)
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I neglect any terms which include more than second order of ε, extremely small, in (3.79) and
(3.80). Substitute (3.79) and (3.80) into (3.77) with neglecting any terms larger than second order
of ε. Therefore,the orthogonal relation of it is∫ ∞
0
dx xνe 12 µx2+εxQW|α0 |,|α1|(z)QW|β0|,|β1|(z)
≈
{
2γ−1
|µ|γ Γ(|α0| + 1)Γ(|α0| + γ) + ε
(−1)|α0|2γ− 12
|µ|γ+ 12
{
Γ
(
|α0| + γ − 12
)
Γ
(
|α0| + γ + 12
)
Γ
(
γ − 12
)
−Γ(|α0| + γ)
Γ(γ)
|α0 |∑
n=0
(−|α0|)n
n!(γ)n (3.81)
×
|α1|−n∑
k=0
(n + ω2 )Γ(n + 12 )Γ(n + γ − 12 )(n − |α1|)k
2Γ(k + n + 32 − |α0|)
}}
δ|α0 |,|β0| δ|α1|,|β1|
Also, if there is an analytic function Ψ(x) having first and second continuous derivatives in
[0,∞] and approaching zero when x → ∞, they can be expanded in terms of QW|α0 |,|α1|(γ; z) by
using (3.81):
Ψ(x) =
∞∑
|α0 |=0
∞∑
|α1 |=|α0|
A|α0|,|α1 |QW|α0 |,|α1|
(
γ =
1
2
(1 + ν); z = −1
2
µx2
)
(3.82)
where,
A|α0|,|α1| ≈
∫ ∞
0
dx xνe 12 µx2+εxQW|α0 |,|α1|(γ; z)Ψ(x)
[
2γ−1
|µ|γ Γ(|α0| + 1)Γ(|α0| + γ)
+ε
(−1)|α0|2γ− 12
|µ|γ+ 12
{
Γ(|α0| + γ − 12 )Γ(|α0| + γ + 12 )
Γ(γ − 12 )
(3.83)
−Γ(|α0| + γ)
Γ(γ)
|α0 |∑
n=0
(−|α0|)n
n!(γ)n
|α1 |−n∑
k=0
(n + ω2 )Γ(n + 12 )Γ(n + γ − 12 )(n − |α1|)k
2Γ(k + n + 32 − |α0|)
}]−1
3.2. As λ2 = 1 − ν
3.2.1. Power series expansion in closed forms and integral formalism
In the previous case, I obtain the first kind of independent solution of GCH function, putting
λ1 = 0.
Now put λ2 = 1 − ν into (2.6) to get the second solution of GCH function.
An|λ=1−ν = − ε(n + ω − ν + 1)(n + 1)(n + 2 − ν) (3.84a)
Bn|λ=1−ν = − Ω + µ(n − ν)(n + 1)(n + 2 − ν) (3.84b)
And there are eigenvalues where γ = 12 (1 + ν) which are
− Ω
2µ
+ γ − 1 = ψ0 where ψ0 = 1, 2, 3, · · · (3.85a)
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− Ω
2µ
+ γ − 3
2
= ψ1 where ψ1 = 1, 2, 3, · · · (3.85b)
Substitute (3.84a) and (3.84b) into (1.16). Then I obtain the second independent solution of GCH
function by using similar process as I did before.
RWψ0,ψ1
(
γ =
1
2
(1 + ν); z = −1
2
µx2
)
= z1−γ
{
Aψ0 (γ; z) −
ε
2
x
∧ψ1
ψ0
(
γ; z
)} (3.86)
where,
Aψ0 (γ; z) =
Γ(ψ0 + 2 − γ)
Γ(2 − γ)
ψ0∑
n=0
(−ψ0)n
n!(2 − γ)n z
n (3.87)
∧ψ1
ψ0
(
γ; z
)
=
Γ(ψ0 + 2 − γ)
Γ(2 − γ)
ψ0∑
n=0
(−ψ0)n
n!(2 − γ)n z
n (3.88)
×
ψ1−n∑
k=0
(ω2 + n + 1 − γ)Γ(n + 12 )Γ(n + 32 − γ)(n − ψ1)k
Γ(k + n + 32 )Γ(k + n + 52 − γ)
zk
(3.88) can be described as various integral forms of several different special function in the
following way:
∧ψ1
ψ0
(
γ; z
)
=
1
2πiB( 12 , ψ1 + 1)
∫ ∞
0
ds s−
1
2 (1 + s)−(ψ1+ 32 )
×
∫ 1
0
dt t
1
2−γ
∫ 1
−1
dp
∮
du e
− zu(1−u) (1−t)(1−p2 )
uψ1+1(1 − u) (3.89)
×
{
w1∂w1 +
(ω
2
+ 1 − γ
)}
Aψ0
(
γ; w1 = zts(1 − p2) u(1 − u)
)
∧ψ1
ψ0
(
γ; z
)
=
ψ0!
2πiB( 12 , ψ1 + 1)
∫ ∞
0
ds s− 12 (1 + s)−(ψ1+ 32 )
∫ 1
0
dt t 12−γ
×
∫ 1
−1
dp
∮ dv
vψ0+1(1 − v)2−γ
{ zstv(1 − p2)
(1 − v) ∂w2 +
(ω
2
+ 1 − γ
)}
×Lψ1
(
w2 = z(1 − p2)
{
(1 − t) + tsv(1 − v)
})
(3.90)
∧ψ1
ψ0
(
γ; z
)
=
2 ψ0!
(2πi)2B( 12 , ψ1 + 1)
∫ ∞
0
ds s− 12 (1 + s)−(ψ1+ 32 )
∫ 1
0
dt t 12−γ
×
∮ dv
vψ0+1(1 − v)2−γ
∮ du
uψ1+1(1 − u)
{
zstvu
(1 − v)(1 − u) (3.91)
×
(
1
3 M
(
1, 5
2
,w3
)
− M
(
1, 3
2
,w3
))
+
(ω
2
+ 1 − γ
)
M
(
1, 3
2
,w3
)}
where,w3 =
zu
(1 − u)
{
− (1 − t) − stv(1 − v)
}
∧ψ1
ψ0
(
γ; z
)
=
ψ0!
(2πi)2B( 12 , ψ1 + 1)
∫ ∞
0
ds s− 12 (1 + s)−(ψ1+ 32 )
∫ 1
0
dp (1 − p2)− 12
×
∮ dv
vψ0+1(1 − v)2−γ
∮ due− zup(1−u)
uψ1+1(1 − u)
{
− zspvu(1 − v)(1 − u) (3.92)
× 1( 52 − γ)
M
(5
2
− γ, 7
2
− γ,w4
)
+
(
ω
2 + 1 − γ
)
( 32 − γ)
M
(3
2
− γ, 5
2
− γ,w4
)}
where,w4 =
zup
(1 − u)
{
1 − sv(1 − v)
}
∧ψ1
ψ0
(
γ; z
)
=
ψ0!
√
π
(2πi)2B( 12 , ψ1 + 1)
∫ 1
0
dt t 12−γ
∫ 1
−1
dp
∮ dv
vψ0+1(1 − v)2−γ
×
∮
du e
− zu(1−u) (1−t)(1−p2)
uψ1+1(1 − u)
{
− ztvu(1 − p
2)
2(1 − v)(1 − u)U
(3
2
,−ψ1 + 1,w5
)
+
(ω
2
+ 1 − γ
)
U
(1
2
,−ψ1,w5
)}
where,w5 =
ztuv
(1 − v)(1 − u) (1 − p
2) (3.93)
And its integral representation is
RWψ0,ψ1
(
γ =
1
2
(1 + ν); z = −1
2
µx2
)
= z1−γ
{
ψ0!
2πi
∮
dv e
− zv(1−v)
vψ0+1(1 − v)2−γ
−ε
2
x
∧ψ1
ψ0
(
γ; z
)} (3.94)
where,
∧ψ1
ψ0
(
γ; z
)
=
ψ0!
(2πi)2B( 12 , ψ1 + 1)
∫ ∞
0
ds s− 12 (1 + s)−(ψ1+ 32 )
∫ 1
0
dt t 12−γ
∫ 1
−1
dp
×
∮ dv
vψ0+1(1 − v)2−γ
∮ du
uψ1+1(1 − u)
{
− zstuv(1 − p
2)
(1 − u)(1 − v)
+
(ω
2
+ 1 − γ
)}
e−
zu
(1−u) (1−p2)
{
(1−t)+ tsv1−v
}
(3.95)
Due to space restriction proofs of (3.86)-(3.95) are not included in the paper, but feel free to
contact me for the proofs.
3.2.2. Generating function
Let’s try to construct the generating function of the 2nd kind of GCH function. First, multiply
∞∑
ψ0=0
∞∑
ψ1=ψ0
B
(
ψ1 + 1, 12
)
ψ0!
v
ψ1
0 v
ψ0
1 on both sides of integral form of 2
nd kind of GCH function in
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(3.86)-(3.88) where |v0| < 1 and |v1| < 1. Then, its solution is the following way.
∞∑
ψ0=0
∞∑
ψ1=ψ0
B
(
ψ1 + 1, 12
)
ψ0!
v
ψ1
0 v
ψ0
1 RWψ0,ψ1
(
γ =
1
2
(1 + ν); z = −1
2
µx2
)
= z1−γ
{ ∞∑
m=0
Γ( 12 )(−zv0v1)m
Γ(m + 32 )
F1
(
m + 1; 1, 2 − γ + m; m + 3
2
; v0, v0v1
)
−ε
2
x
{ ∞∑
n,m=0
Γ( 12 )Γ( 32 )(n + m + 1)(n + 1)m(1 − v1)−(n+3−γ)(−zv0)n+m+1(v1)n+1
(n + 52 − γ)Γ(m + 52 )Γ(n + m + 52 )
×F1
(
m + 1; n + m + 2,−n; m + 5
2
; v0,
1
v1
)
+
(ω
2
+ 1 − γ
) ∞∑
n,m=0
(
Γ( 12 )
)2(n + 1)m(1 − v1)−(n+2−γ)(−zv0)n+m(v1)n
(n + 32 − γ)Γ(m + 32 )Γ(n + m + 32 )
×F1
(
m + 1; n + m + 1,−n; m + 3
2
; v0,
1
v1
)}}
(3.96)
And its integral representation of generating function is
∞∑
ψ0=0
∞∑
ψ1=ψ0
B
(
ψ1 + 1, 12
)
ψ0!
v
ψ1
0 v
ψ0
1 RWψ0,ψ1
(
γ =
1
2
(1 + ν); z = −1
2
µx2
)
= z1−γ
{∫ 1
0
dt (1 − t)− 12 (1 − v0t)−1(1 − v0v1t)γ−2e−
zv0 v1 t
1−v0v1 t
−ε2
x
(1 − v1)2−γ
∫ 1
0
dy (1 − y)− 12 (1 − v0y)−1 (3.97)
×
∫ 1
0
dt t 12−γ
∫ 1
−1
dp
{(ω
2
+ 1 − γ
)
− zv0v1t(1 − y)(1 − v1)(1 − v1y)
}
e
− zv0y1−v0 y
{
1− t(y−v1)y(1−v1)
}
(1−p2)
}
Due to space restriction proofs of (3.96) and (3.97) are not included in the paper, but feel free to
contact me for the proofs.
3.2.3. Orthogonal relation
By using similar process as I construct the orthogonal relation of the first independent so-
lution of GCH function, the orthogonal relation of the second independent solution of GCH
function is ∫ ∞
0
dx xνe
1
2µx
2+εxRWψ0,ψ1(z)RWφ0,φ1 (z)
≈
{ |µ|4−3γ
21−γ
Γ(2 − γ)B(3 − γ, ψ0)
B(6 − 3γ, ψ0) + ε
(−1)ψ02γ− 12
|µ|γ+ 12
{
Γ
(
ψ0 +
3
2 − γ
)
Γ
(
ψ0 +
5
2 − γ
)
Γ
( 3
2 − γ
)
−Γ(ψ0 + 2 − γ)
Γ(2 − γ)
ψ0∑
n=0
(−ψ0)n
n!(2 − γ)n (3.98)
×
ψ1−n∑
k=0
(ω2 + n + 1 − γ)Γ(n + 12 )Γ(n + 32 − γ)(n − ψ1)k
Γ(n + k + 32 − ψ0)
}}
δψ0,φ0 δψ1,φ1
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If there is an analytic function Φ(x) having first and second continuous derivatives in [0,∞] and
approaching zero when x → ∞, it can be expanded in terms of RWψ0,ψ1 (γ; z).
Φ(x) =
∞∑
ψ0=0
∞∑
ψ1=ψ0
Bψ0,ψ1RWψ0,ψ1
(
γ =
1
2
(1 + ν); z = −1
2
µx2
)
(3.99)
where,
Bψ0,ψ1 ≈
∫ ∞
0
dx xνe 12 µx2+εxRWψ0,ψ1(γ; z)Φ(x)
[ |µ|4−3γ
21−γ
Γ(2 − γ)B(3 − γ, ψ0)
B(6 − 3γ, ψ0)
+ε
(−1)ψ02γ− 12
|µ|γ+ 12
{
Γ
(
ψ0 +
3
2 − γ
)
Γ
(
ψ0 +
5
2 − γ
)
Γ
( 3
2 − γ
) − Γ(ψ0 + 2 − γ)
Γ(2 − γ)
ψ0∑
n=0
(−ψ0)n
n!(2 − γ)n
×
ψ1−n∑
k=0
(ω2 + n + 1 − γ)Γ(n + 12 )Γ(n + 32 − γ)(n − ψ1)k
Γ(n + k + 32 − ψ0)
}]−1
(3.100)
Due to space restriction proofs of (3.98)-(3.100) are not included in the paper, but feel free to
contact me for the proofs.
4. Infinite series for ν= non-integer
In the previous section, I discussed the solutions of polynomial case.
The 1st independent solution has two eigenvalues which are|α0| = −
Ω
2µ ⇒ 0, 1, 2, 3, · · ·
|α1| = − Ω2µ − 12 ⇒ 0, 1, 2, 3, · · · ; only if |α1| ≥ |α0|
(4.1)
Also, the 2nd independent solution has two eigenvalues which areψ0 = −
Ω
2µ + γ − 1 ⇒ 0, 1, 2, 3, · · ·
ψ1 = − Ω2µ + γ − 32 ⇒ 0, 1, 2, 3, · · · ; only if ψ1 ≥ ψ0
(4.2)
These conditions make the solutions as polynomial.
However, if
− Ω2µ ,
{
0, 1, 2, 3, · · ·
1
2 ,
3
2 ,
5
2 , · · ·
− Ω2µ ,
{
1 − γ, 2 − γ, 3 − γ, · · ·
3
2 − γ, 52 − γ, 72 − γ, · · ·
(4.3)
Then analytic solutions of GCH function turn to be infinite series.
From the 1st kind of GCH polynomial, let |α0| = − Ω2µ and |α1| = − Ω2µ − 12 in (3.7), (3.8a)
and (3.8b) where |α0|, |α1| , 0, 1, 2, 3, · · · . The series turns to the infinite series for the case
of λ1 = 0. I denote the 1st independent solution of GCH function for the infinite series as
QW
(
γ = 12 (1 + ν); z = − 12µx2
)
.
From the 2nd kind of GCH polynomial, let ψ0 = − Ω2µ − 1 + γ and ψ1 = − Ω2µ − 12 + γ in
(3.86)-(3.88) where ψ0, ψ1 , 0, 1, 2, 3, · · · . The series turns to be the infinite series for the case
of λ2 = 1 − ν. I denote the 2nd independent solution of GCH function for the infinite series as
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RW
(
γ = 12 (1+ ν); z = − 12µx2
)
. Due to space restriction power series expansions in closed forms
of GCH function for the infinite series are not included in the paper, but feel free to contact me
for more details.
When ν is integer, one of two solution of the GCH equation does not have any meaning,
because RWψ0,ψ1
(
γ = 12 (1+ ν); z = − 12µx2
)
and RW
(
γ = 12 (1+ ν); z = − 12µx2
)
can be described
as QW|α0 |,|α1|
(
γ = 12 (1+ ν); z = − 12µx2
)
and QW
(
γ = 12 (1 + ν); z = − 12µx2
)
as long as |λ1 − λ2| =
|ν − 1| = integer. It is required that γ , 0,−1,−2, · · · for the first kind of independent solution
of GCH function for the polynomial and infinite series. Also γ , 2, 3, 4, · · · is required for the
second kind of independent solution of GCH function for both the polynomial and infinite series.
Due to space restriction I do not include a polynomial and an infinite series of GCH equation
for ν ∈ Z in this paper. If the time is permitted, I will publish the power series expansion in
closed forms and its integral forms of GCH function for ν ∈ Z.
5. Conclusion
Many great scholars noticed that the excited meson including baryon conduct like a elongated
bilocal linear structure hold by the gluon flux tube behaving as a scalar linear potential for high
rotational excitation at large separation. Gu¨rsey and collaborators wrote the semi-relativistic
Hamiltonian for the q − q¯ system neglecting small mass of quarks[8], suggested by Lichitenberg
et al.[29]. In this system, QCD forces are flavor independent, the strong-coupling potential like
a Coulomb potential is negligible and the confining part of QCD potential is spin independent.
They detected that their wave equation neglecting the mass of quark is equivalent confluent
hypergeometric differential equation in which the recursive relation involves two terms in its
power series expansion. They only obtained one mass formula for meson with the universal
Regge slope. Their slope is quiet matched with experimental results for the high rotationally
excited meson and baryon.
However, since I include the mass of quark into their spin free Hamiltonian involving only
scalar potential, the new type ordinary differential equation arises, designated as grand confluent
hypergeometric (GCH) equation. Its recurrence relation consists of three terms in the formal
series solution. By using Frobenius method and putting the power series expansion into the GCH
ordinary differential equation, three recursive relation of coefficients starts to appear. Currently
the analytic solution of three term recurrence relation is unknown. Due to its complexity for
mathematical computations, more than three term case has been neglected. In this paper I claim
that ε, one of coefficients, is extremely small quantity because of its physical meaning: ε is
correspondent to the small mass of quark. Therefore I construct the analytic solution of GCH
function including only up to the first order of ε. More than second order of ε is negligible.
From the above all, I show asymptotic expansions of GCH function for an infinite series and
a polynomial. I construct the power series expansions in closed forms of the GCH polynomial
including only up to the first order of ε. For a formal series solution of the GCH equation for
an infinite series, it is available as arXiv.[11] As we see all solutions of power series expansions
in the GCH polynomial, denominators and numerators in g(x)domin. and g(x)small terms arise with
Pochhammer symbol: the meaning of this is that the analytic solutions of the GCH ordinary
differential equation can be described as Hypergoemetric-type function in a strict mathematical
way.
I construct representations in closed form integrals of the GCH polynomial in an easy way
since I have power series expansions with Pochhammer symbols in numerators and denomi-
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nators. I show that the first kind of Confluent hypergeometric polynomial appears in the sub-
integral forms of the GCH polynomial in (3.32). The Confluent hypergeometric function in the
sub-integral forms of the GCH function is able to be transformed to other well-known special
functions analytically such as the first and second Kummer and Laguerre functions.[11] Under-
standing the connection between other special functions is important in the mathematical and
physical points of views as we all know.
Analytic integral forms including only up to the first order of ε of GCH functions are derived
from power series expansion in closed forms of the GCH differential equation. I construct the
generating functions of the GCH polynomial from the its integral forms and I derive orthogonal
relations of GCH polynomial including only up to the first order of ε. The orthogonal relation of
the GCH polynomial is important in the physical point of view because we can derive recurrence
relations and expectation values of physical quantities from its orthogonal relation. For the case
of hydrogen-like atoms, the normalized wave function is derived from the generating function
of associated Laguerre polynomial. The expectation value of physical quantities such as po-
sition and momentum is constructed by applying the recursive relation of associated Laguerre
polynomial with its generating function.
The most remarkable result in this paper is that infinite eigenvalues (the mass formula for the
meson for high rotational excitation) is constructed analytically in (1.27a)-(1.27e) since the mass
of quark is included in a semi-relativistic wave equation involving only scalar potential with spin
independent for the wave function. However, Gu¨rsey and his collaborators obtained only one
eigenvalue neglecting the mass of quark due to its complicated mathematical calculations. In
the mathematical points of view, infinite eigenvalues arise because of the three term recursion
relation in a power series expansion for a polynomial in their wave equation: for example, Heun,
confluent Heun, the GCH (later on, I noticed that the GCH equation is the more general form
of Biconfluent Heun equation[19, 20]), Lame´, Mathieu equations, etc are composed of three
term recurrence relation in their Frobenius solutions. In contrast, two term recurrence relation
in a formal series solution for a polynomial only has one eigenvalue such as hypergeometric,
confluent hypergeometric, Laguerre, Legendre differential equations, etc.
Because of the above mathematical phenomenon, many linearly increasing lines with same
slopes and intercepts including bunch of eigenvalues arise. As you see the QCD experiments
for the high rotationally excited meson and baryon, there are only finite linearly increasing lines.
Theoretically, infinite linearly increasing lines can be created in hadron experiments. The reason
why we have only finite increasing straight lines is that the full design power per beam of the
Large Hadron Collider (LHC) is not strong enough. If we input extreme huge power in the LHC,
we will probably obtain uncountable straight lines for the excited meson. And its results might
be possible to be matched with (1.27a)-(1.27e). In future papers, I will show mass formulas for
q − qq baryon, q¯ − q¯q¯ antibaryon and qq − q¯q¯ exotic meson (Tetraquark) including their semi-
relativistic normalized wave functions neglecting the fourth component of a vector potential with
high rotational excitations for a large separation.
Furthermore, I generalize three term recurrence relation in linear differential equations. I de-
rive analytic solutions having three different successive coefficients in its formal series for poly-
nomials and infinite series [12]. I show how to solve mathematical equations having three term
recursion relation and go on producing analytic solutions of some of well known special function
theories that include Heun [13, 14], Mathieu[15], Lame´[16, 17, 18] and GCH Functions[19, 20].
I hope these new functions and their solutions will produce remarkable new range of applications
not only in supersymmetric field theories as is shown here, but in the areas of all different classes
of mathematical physics, applied mathematics and in engineering applications.
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6. Series “Special functions and three term recurrence formula (3TRF)”
This paper is 1st out of 10.
1. “Approximative solution of the spin free Hamiltonian involving only scalar potential for
the q − q¯ system” [11] - In order to solve the spin-free Hamiltonian with light quark masses we
are led to develop a totally new kind of special function theory in mathematics that generalize all
existing theories of confluent hypergeometric types. We call it the Grand Confluent Hypergeo-
metric Function. our new solution produces previously unknown extra hidden quantum numbers
relevant for description of supersymmetry and for generating new mass formulas.
2. “Generalization of the three-term recurrence formula and its applications” [12] - General-
ize three term recurrence formula in linear differential equation. Obtain the exact solution of the
three term recurrence for polynomials and infinite series.
3. “The analytic solution for the power series expansion of Heun function” [13] - Apply three
term recurrence formula to the power series expansion in closed forms of Heun function (infinite
series and polynomials) including all higher terms of Ans.
4. “Asymptotic behavior of Heun function and its integral formalism”, [14] - Apply three
term recurrence formula, derive the integral formalism, and analyze the asymptotic behavior of
Heun function (including all higher terms of Ans).
5. “The power series expansion of Mathieu function and its integral formalism”, [15] - Apply
three term recurrence formula, analyze the power series expansion of Mathieu function and its
integral forms.
6. “Lame´ equation in the algebraic form” [16] - Applying three term recurrence formula,
analyze the power series expansion of Lame´ function in the algebraic form and its integral forms.
7. “Power series and integral forms of Lame´ equation in Weierstrass’s form and its asymptotic
behaviors” [17] - Applying three term recurrence formula, derive the power series expansion of
Lame´ function in Weierstrass’s form and its integral forms.
8. “The generating functions of Lame´ equation in Weierstrass’s form” [18] - Derive the
generating functions of Lame´ function in Weierstrass’s form (including all higher terms of An’s).
Apply integral forms of Lame´ functions in Weierstrass’s form.
9. “Analytic solution for Grand Confluent Hypergeometric function” [19] - Apply three term
recurrence formula, and formulate the exact analytic solution of Grand Confluent Hypergeomet-
ric function (including all higher terms of An’s). Replacing µ and εω by 1 and −q, transforms the
grand confluent hypergeometric function into Biconfluent Heun function.
10. “The integral formalism and the generating function of Grand Confluent Hypergeometric
function” [20] - Apply three term recurrence formula, and construct an integral formalism and a
generating function of Grand Confluent Hypergeometric function (including all higher terms of
An’s).
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