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EQUIVALENT CLASSES OF STURM-LIOUVILLE PROBLEMS
EVGENY L. KOROTYAEV
Abstract. We consider Sturm-Liouville problems on the finite interval. We show that spec-
tral data for the case of Dirichlet boundary conditions are equivalent to spectral data for
Neumann boundary conditions. In particular, the solution of the inverse problem for the first
one is equivalent to the solution of the inverse problem for the second one. Moreover, we
discuss similar results for other Sturm-Liouville problems, including a periodic case.
1. Introduction and main results
1.1. Introduction. In this paper we discuss inverse spectral theory for Sturm-Liouville prob-
lems on the unit interval, under the different boundary conditions. We shortly describe well-
known results about it. Consider the Sturm-Liouville problem on the interval [0, 1] with the
Dirichlet boundary conditions:
−f ′′ + qf = λf, f(0) = f(1) = 0,
where the real potential q ∈ L2(0, 1). Let µn and yn, n > 1 be the corresponding eigenvalues
and real eigenfunctions, such that y′n(0) = 1. All these eigenvalues are simple and satisfy
µ1 < µ2 < ... and µn = (πn)
2 + o(1) as n→∞. We recall only some important steps mainly
on the characterization problem, i.e., the complete description of spectral data that correspond
to some fixed class of potentials. Borg obtained the first uniqueness result for Sturm-Liouville
problems. Later on, Marchenko [27] proved that a spectral function (constructed from the
eigenvalues µn plus so-called normalizing constants cn =
∫ 1
0
y2ndx) determine the potential
uniquely (see also Krein [24], [25] about it). Gel’fand and Levitan [7] created a basic method
to reconstruct the potential q from its spectral function: they determined an integral equation
and expressed q(x) in terms of the solution of this equation. Unfortunately, there was a gap
between necessary and sufficient conditions for the spectral functions corresponding to fixed
classes of q(x). This gap was closed by Marchenko and Ostrovski [28]. They gave the complete
solution of the inverse problem in terms of two spectra, for large class of potentials.
Trubowitz and co-authors [5], [11], [12] suggested an analytic approach, see also the nice
book [29] and references therein. It is based on analytic properties of the mapping q →
(µn, hs,n)
∞
1 ∈ {spectral data} and the explicit solutions when only a finite number of spectral
parameters from (µn, hs,n)
∞
n=1 changed. Here hs,n = log |y′n(1)| are the norming constants,
which differ from the normalizing constants cn, but the characterizations are equivalent (see
Appendix in [2]). Also, this approach was applied to other inverse problems with purely
discrete spectrum: (for an impedance [3], [4], singular Sturm-Liouville operators on a finite
interval [8]; periodic potentials [6], [14], perturbed harmonic oscillators [1] and vector-valued
operators [2]. Moreover, it was used to construct action-angel variables for periodic KdV [13].
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Now we discuss the case of periodic boundary conditions. The main step was made by
Marchenko and Ostrovski [28]. They proved the following: the quasimomentum has a global
analytic continuation from the real line onto the upper half plane C+, which is a conformal
mapping from C+ onto a cut domain (C+ without vertical cuts crossing points πn, n ∈ Z).
The inverse problem including characterization of the periodic spectrum in terms of this
conformal mapping was given. Inverse problem (including characterization) in terms other
spectral parameters (the spectral gaps, the Dirichlet eigenvalues and the sequence ±) was
solved by Korotyaev [22]. The proof is short but it needs an estimate of potentials in terms
of gap-lengths obtained in [16].
1.2. Definitions. In order to formulate our main results we recall standard facts about
Sturm-Liouville problem, see e.g., [28], [29]. We consider the following Sturm-Liouville oper-
ators on the interval [0, 1] with the Dirichlet and Neumann boundary conditions:
H00f = −f ′′ + qf, f(0) = f(1) = 0,
H11f = −f ′′ + qf, f ′(0) = f ′(1) = 0.
(1.1)
Here the potential q belongs to the real space
H =
{
q ∈ L2([0, 1],R) :
∫ 1
0
qdx = 0
}
equipped with the norm ‖q‖20 =
∫ 1
0
q2(x)dx. Let µn and ν0, νn, n > 1 be the eigenvalues of H00
and H11 respectively. Thus the spectrum of these operators are given by
σ(H00) = {µn, n ∈ N}, σ(H11) = {ν0, νn, n ∈ N}. (1.2)
All these eigenvalues are simple and satisfy νn, µn = (πn)
2+o(1) as n→∞, where (πn)2, n > 1
are the corresponding unperturbed eigenvalues. We will show that µn(Uq) = νn(q) for all
(n, q) ∈ N×H and for some nonlinear homeomorphism U : H → H . Thus, roughly speak-
ing, it shows that the eigenvalues µn and νn, n > 1 are equivalent. Moreover, we determine
such properties for other Sturm-Liouville problems and describe new inverse problems. We
also consider Sturm-Liouville operators on the interval [0, 1] with the so-called mixed boundary
conditions:
H01f = −f ′′ + qf, f(0) = f ′(1) = 0,
H10f = −f ′′ + qf, f ′(0) = f(1) = 0.
(1.3)
Let τn, and ̺n, n > 1 be the eigenvalues of H01 and H10 respectively with mixed boundary
conditions, and we say shortly mixed eigenvalues. Thus we have
σ(H01) = {τn, n ∈ N}, σ(H10) = {̺n, n ∈ N}. (1.4)
All these eigenvalues νn, µn, ̺n, τn are simple and satisfy
ν0 < τ1, ̺1 < µ1, ν1 < τ2, ̺2 < µ2, ν2 < ...,
νn, µn = µ
o
n + o(1), τn, ̺n = τ
o
n + o(1) as n→∞,
(1.5)
where u, v denotes min{u, v} 6 max{u, v} for shortness and νo0 = 0, νon = µon = (πn)2 and
τ on = ̺
o
n = π
2(n − 1
2
)2, n > 1 are the corresponding unperturbed eigenvalues. We sometimes
write µn(q), νn(q), ... instead of µn, νn, ..., when several potentials are being dealt with.
Let a potential q be defined on the interval [0, 1] and we denote by the same letter q its
1-periodic extension to the real line. We consider the operator Ty = −y′′+qy on L2(0, 2) with
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2-periodic conditions y(x+2) = y(x), x ∈ R. The spectrum of T is a union of the eigenvalues
λ+0 λ
±
n , n > 1 which satisfy
λ+0 < λ
−
1 6 λ
+
1 < .... 6 λ
+
n−1 < λ
−
n 6 λ
+
n < ...,
λ±n = (πn)
2 + o(1) as n→∞.
We need the relations
τn, ̺n ∈ (λ+n−1, λ−n ), ν0 6 λ+0 , and µn, νn ∈ [λ−n , λ+n ], ∀ n > 1, (1.6)
see Fig. 1. Here the equality λ−n = λ
+
n means that λ
−
n is a double eigenvalue. The lowest
eigenvalue λ+0 is simple, and the corresponding eigenfunction has period 1. The eigenfunctions
corresponding to λ±n have period 1 when n is even and they are antiperiodic, y(x + 1) =
−y(x), x ∈ R, when n is odd.
r
ν0
λ+0 λ
−
1
× ×
τ1 ̺1 × ×µ1 ν1
λ+1 λ
−
2
× ×
̺2 τ2 × ×ν2 µ2
λ+2
Figure 1. The periodic λ+0 , λ
±
n
, Dirichlet µn, Neumann ν0, νn and mixed τn, ̺n, n > 1, eigenvalues.
1.3. Main results. We introduce the fundamental solutions ϕ(x, λ), ϑ(x, λ) of the equation
−f ′′ + q(x)f = λf, λ ∈ C,
under the following conditions: ϕ′(0, λ) = ϑ(0, λ) = 1 and ϕ(0, λ) = ϑ′(0, λ) = 0. Note that
{µn}, {νn}, {τn} and {̺n} are the zeros of ϕ(1, λ), ϑ′(1, λ), ϕ′(1, λ) and ϑ(1, λ) respectively.
Introduce the real Hilbert spaces ℓ2α, α ∈ R of real sequences v = (vn)∞1 equipped with the
norm ‖v‖2(α) =
∑
n>1 n
2αv2n and let ℓ
2 = ℓ20. Following the book of Po¨schel and Trubowitz [29]
we define the set Joα, α ∈ R of all real, strictly increasing sequences by
Joα =
{
s=(sn)
∞
1 : s1 < s2 < ....., sn=µ
o
n+ s˜n , s˜ = (s˜n )
∞
1 ∈ℓ2α
}
.
Note that the mapping s↔ s˜ is a natural coordinate map between Joα and some open convex
subset J˜oα of ℓ
2
α . We shall identify J
o
α and J˜
o
α. As in [29] this identification allows us to do
analysis on Joα as if it is an open convex subset of ℓ
2
α. We also define a similar set J
1
α of all
real, strictly increasing sequences given by
J1α =
{
t=(tn)
∞
1 : t1 < t2 < ....., tn=τ
o
n+ t˜n , t˜ = (t˜n )
∞
1 ∈ℓ2α
}
and let Jo = Jo0 and J
1 = J10. We introduce the mappings q → µ, q → ν from H into Jo and
the mappings q → τ, q → ̺ from H into J1 by
q → µ = (µn)∞1 , q → ν = (νn)∞1 ,
q → τ = (τn)∞1 , q → ̺ = (̺n)∞1 .
(1.7)
Define so-called norming constants hs,n, hs,n by
hs,n = ln |ϕ′(1, µn)|, hs,n = ln |ϑ(1, νn)|, n > 1, (1.8)
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and mappings by
q → h(s) = (hs,n)∞n=1, q → h(s) = (hs,n)∞n=1. (1.9)
We introduce the mappings for the inverse periodic problem, i.e., for the inverse problem on
the circle. Note that only the periodic eigenvalues do not determine a potential uniquely and
we need to add additional spectral data: Dirichlet eigenvalues plus sequence of ±. Firstly we
define the gap-length mapping or more exactly the periodic-Dirichlet-sign mapping p : H →
ℓ2 ⊕ ℓ2 from [22] by
q → p = (pn)∞, pn = (pn,1, pn,2) ∈ R2, |pn| = 12(λ+n − λ−n ),
pn,1 =
1
2
(λ+n + λ
−
n )− µn, pn,2 =
∣∣∣|pn|2 − (pn,2)2∣∣∣ 12 sign hs,n. (1.10)
Here the vector pn ∈ R2 has the length |pn| = 12(λ+n − λ−n ) > 0.
Secondly we define the Marchenko-Ostrovski mapping h : H → ℓ21⊕ ℓ21 from [28] as h : q →
h(q) = (hn(q))
∞
1 where the components hn ∈ R2 and its length |hn| are defined by
hn = (hc,n, hs,n) ∈ R2, |hn|2 = h2c,n + h2s,n, cosh |hn| = |∆(λn)|,
hc,n =
∣∣∣|hn|2 − h2s,n∣∣∣ 12 sign(λn − µn), hs,n = log |ϕ′(1, µn)|. (1.11)
where ∆(λ) = 1
2
(ϕ′(1, λ) + ϑ(1, λ)) is the Lyapunov function and λn ∈ [λ−n , λ+n ], n > 1 is
the point, where the function ∆2(λ) has a local maximum on the real line and note that
(−1)n∆(λn) > 1. Recall that (−1)n∆(µn) = cosh hs,n for all n > 1 and |hn| > |hs,n|, since
(−1)n∆ has the maximum at λn on the segment [λ−n , λ+n ], see more in [28].
Using the eigenvalues µn, νn, τn, ̺n, n > 1 we define a mapping f : H → ℓ2 from [17] by
q → f(q) = (fn(q))∞1 , f2n−1 = ̺n − τn, f2n = νn − µn, n > 1, (1.12)
which will be basic for us. Recall some definitions. We write HC for the complexification
of the real Hilbert space H. Suppose that H,Ho are real separable Hilbert spaces. The
mapping F : H → Ho is a local real analytic isomorphism iff for any y∈H it has an analytic
continuation F˜ into some complex neighborhood y∈U⊂HC , which is a bijection between U
and some open set F˜ (U)⊂HoC and if F˜ , F˜−1 are analytic mappings on U , F˜ (U) respectively.
F is a real-analytic bijection (shortly RAB) between H and Ho if it is both a bijection and a
local real analytic isomorphism. We recall well known results about bijections.
Theorem A. i) The mapping q 7→ (µ× τ)(q) defined by (1.7) is a RAB (i.e., a real-analytic
bijection) between H and Jo × J1.
ii) The mapping q 7→ (µ× h(s))(q) defined by (1.7), (1.9) is a RAB between H and Jo × ℓ21.
iii) The mapping p : H → ℓ2 ⊕ ℓ2 given by (1.10) is a RAB between H and ℓ2 ⊕ ℓ2.
Furthermore, the following estimates hold true:
‖q‖ 6 2‖p‖(1 + ‖p‖ 13 ), ‖p‖ 6 ‖q‖(1 + ‖q‖ 13 ), (1.13)
where ‖q‖2 = ∫ 1
0
q2(x)dx and ‖p‖2 =∑n>1(p2n1 + p2n2) = 14∑n>1 |λ+n − λ−n |2.
iv) The mapping f : H → ℓ2 defined by (1.12) is a RAB between H and ℓ2. Furthermore,
the following estimates hold true:
‖q‖ 6 2‖f‖(1 + 2‖f‖ 13 ), ‖f‖ 6 2‖q‖(1 + 2‖q‖ 13 ), (1.14)
where ‖f‖2 =∑
n>1(|νn − µn|2 + |τn − ̺n|2).
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v) The mapping h : H → ℓ21 ⊕ ℓ21 given by (1.11) is a RAB between H and ℓ21 ⊕ ℓ21. Further-
more, the following estimates hold true:
‖q‖ 6 3‖h‖1(6 + sup |hn|) 12 , ‖h‖1 6 2‖q‖(1 + ‖q‖ 13 ), (1.15)
where ‖h‖21 =
∑
n>1 n
2|hn|2.
Remark. 1) A bijection in i) was proved in [28], see also [17] for a simpler proof.
2) Results of ii) were proved in the book [29], see also [28].
3) Results of iii) were proved in [22]. The proof is sufficiently short, since the estimates
(1.13) from [16] were used. The proof of (1.13) is based on the conformal mapping theory
and trace formulas. Note that there is a unique way of placing the sequence of open tiles of
lengths λ+n − λ−n , n > 1, in order on the half line [λ+0 ,∞) so that the compliment is the set of
bands for a function q ∈ H , so that they are genuine gaps, see [22]. It does not depend on
the positions of the Dirichlet spectrum {µn} and {sign hs,n}.
4) Results of iv) were proved in [17].
5) A bijection in v) was proved in [28]. The proof is very complicated and is based on the
inverse scattering on the half line (with decreasing potentials). The results about h from [28]
were reproved in [23], where the proof is simpler and is based on analytic approach from [14],
[29]. The estimates (1.15) were obtained in [20], where the proof is based on the conformal
mapping theory and trace formulas.
Introduce the sequence s = (sj)
∞
1 , sj ∈ {0, 1}. For each sequence s we define a mapping
Us : H → H and the unitary operator Js on ℓ2 by
Us = f−1Jsf : H → H , (Jsv)j = (−1)sjvj , v = (vj)∞1 , (1.16)
where f is defined by (1.12). Note that U2s = IH is the identity map in H . We introduce
other mappings for inverse periodic problems. Since the periodic eigenvalues do not determine
a potential uniquely, we need additional data: Neumann eigenvalues and sequence of ±. We
define a periodic-Neumann-sign mapping p : H → ℓ2 ⊕ ℓ2 by q → p = (pn)∞1 , where
pn = (pn,1, pn,2) ∈ R2, |pn| = 12(λ+n − λ−n ),
pn,1 =
1
2
(λ+n + λ
−
n )− νn, pn,2 =
∣∣∣|pn|2 − (pn,2)2∣∣∣ 12 sign hs,n. (1.17)
Now we construct the mapping h : H → ℓ21 ⊕ ℓ21 by h : q → h(q) = (hn)∞1 similar to (1.11),
where the vector hn = (hc,n, hs,n) ∈ R2, and its length |hn| are defined by
hc,n =
∣∣∣|hn|2 − h2s,n∣∣∣ 12 sign(λn − νn), hs,n = log |ϑ(1, νn)|, cosh |hn| = |∆(λn)|. (1.18)
Here we have recalled hs,n from (1.8) and instead of µn we use νn for all n > 1. We show that
the mapping h is equivalent to h. In our first main result we describe the mappings including
their characterizations.
Theorem 1.1. Let a mapping Us : H → H be defined by (1.16), where s = (sj)∞1 and sj = 1
for all j ∈ N. Then the Dirichlet (µn), Neumann (νn) and mixed (τn, ̺n) and periodic (λ±n )
eigenvalues satisfy
(µn, νn, τn, ̺n) = (νn, µn, ̺n, τn) ◦ Us, (1.19)
λ+0 = λ
+
0 ◦ Us, λ±n = λ±n ◦ Us, (1.20)
‖q‖ = ‖Usq‖, ∀ q ∈ H , (1.21)
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for all n > 1. Let, in addition, µ = (µn)
∞
1 , ν = (νn)
∞
1 , τ = (τn)
∞
1 , ̺ = (̺n)
∞
1 and h(s), h(s) be
defined by (1.7), (1.9). Then
ν × ̺ = (µ× τ) ◦ Us, ν × h(s) = (µ× h(s)) ◦ Us,
p = p ◦ Us, h = h ◦ Us, (1.22)
where the periodic mappings p, p, h and h are defined by (1.10), (1.17), (1.11) and (1.18).
Moreover, the following mappings are real-analytic bijections, i.e., RABs.
i) The mapping q 7→ (ν × ̺)(q) from H to Jo × J1 is a RAB between H and Jo × J1.
ii) The mapping q 7→ (ν × h(s))(q) from H to Jo × ℓ21 is a RAB between H and Jo × ℓ21.
iii) The mapping p : H → ℓ2 ⊕ ℓ2 given by (1.17) is a RAB between H and ℓ2 ⊕ ℓ2.
iv) The mapping h : H → ℓ21 ⊕ ℓ21 given by (1.18) is a RAB between H and ℓ21 ⊕ ℓ21.
Remark. 1) Identities (2.8) imply that the Neumann eigenvalues νn, n > 1 and Dirichlet
eigenvalues µn, n > 1 are equivalent due to the mapping Us.
2) The mapping Us from this theorem is iso-spectral for the periodic eigenvalues.
Theorem 1.2. Let a mapping Us : H → H be defined by (1.16), where s = (sj)∞1 and
s2j = 0 and s2j−1 = 1 for all j ∈ N. Then the Dirichlet (µn), Neumann (νn) and mixed
(τn, ̺n) and periodic (λ
±
n ) eigenvalues satisfy
(µn, νn) = (µn, νn) ◦ Us, (τn, ̺n) = (̺n, τn) ◦ Us, (1.23)
λ+0 = λ
+
0 ◦ Us, λ±n = λ±n ◦ Us, (1.24)
‖q‖ = ‖Usq‖, ∀ q ∈ H , (1.25)
for all n > 1. Let, in addition, µ = (µn)
∞
1 , ν = (νn)
∞
1 , τ = (τn)
∞
1 and ̺ = (̺n)
∞
1 . Then
ν × ̺ = (ν × τ) ◦ Us, µ× τ = (µ× ̺) ◦ Us. (1.26)
Moreover, the mapping q 7→ (ν × τ)(q) (and q 7→ (µ × ̺)(q)) from H to Jo × Jo is a RAB
between H and Jo × Jo.
Remark. The mapping Us from this theorem is iso-spectral for the Dirichlet and Neumann
eigenvalues and the periodic eigenvalues. Moreover, due to (1.22), (1.26), the mapping µ× τ
is equivalent to each from mappings µ× ̺, ν × ̺ and ν × τ .
Theorem 1.3. Let s = (sj)
∞
1 , where s2j ∈ {0, 1} and s2j−1 = 1 for all n ∈ N. Define
mappings q → ξ = (ξn)∞1 , q → ζ = (ζn)∞1 , q → φ = (φn)∞1 , where the components are given by
ζn =
{
(µn, τn)
(νn, ̺n)
, ξn =
{
(µn, hs,n)
(νn, hs,n)
, φn =
{
pn, if sn = 0
pn, if sn = 1
. (1.27)
Then these mappings satisfy
ζ = (µ× τ) ◦ Us, ξ = (µ× h(s)) ◦ Us, φ = p ◦ Us. (1.28)
i) The mapping ζ : H → Jo × J1 defined by (1.27) is a RAB between H and Jo × J1.
ii) The mapping ξ : H 7→ Jo × ℓ2 defined by (1.27) is a RAB between H and Jo × ℓ2.
iii) The mapping φ : H → ℓ2 ⊕ ℓ2 given by (1.27) is a RAB between H and ℓ2 ⊕ ℓ2.
We do not know such results for vector valued Sturm-Liouville problems and for the inverse
scattering theory. Moreover, we do not know any such results for the multidimensional case.
Finally we add that in Section 3 we consider the case of smooth and singular potentials.
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2. Proof of main theorems
2.1. Preliminaries. For each q ∈ H0 we define an even function q˜ by
q˜(x) =
{
q(x), 0 < x < 1
q(2− x), 1 < x < 2 . (2.1)
We consider the Schro¨dinger operator H˜0 with the Dirichlet boundary conditions on the
interval [0, 2] given by
H˜0f = −f ′′ + q˜f, f(0) = f(2) = 0,
and the operator H˜1 with the Neumann boundary conditions defined by
H˜1f = −f ′′ + q˜f, f ′(0) = f ′(2) = 0.
Let µ˜n, n > 1 and ν˜n, n > 0 be the eigenvalues of H˜0 and H˜1 respectively.
Let a potential q˜ be defined on the interval [0, 2] by (2.1) and we denote by the same letter
q˜ its 2-periodic extension to the real line. We consider the operator T˜ y = −y′′+ q˜y on L2(0, 4)
with 4-periodic conditions y(x + 4) = y(x), x ∈ R. The spectrum of T˜ is a union of the
eigenvalues λ˜+0 , λ˜
±
n , n > 1 which satisfy
λ˜+0 < λ˜
+
1 6 λ˜
+
1 < .... 6 λ˜
+
n−1 < λ˜
−
n 6 λ˜
+
n < ...
λ˜±n = (
πn
2
)2 + o(1) as n→∞.
The sequence λ˜±n , n > 0 is the spectrum of the equation −y′′ + q˜y = λy with 4-periodic
boundary conditions, that is y(x + 4) = y(x), x ∈ R. Here the equality λ˜−n = λ˜+n means
that λ˜−n is a double eigenvalue. The lowest eigenvalue λ˜
+
0 is simple, and the corresponding
eigenfunction has period 2. The eigenfunctions corresponding to λ˜±n have period 2 when n is
even and they are antiperiodic, y(x + 2) = −y(x), x ∈ R, when n is odd. It is well known
(see e.g., [6], [14]) that in the case q˜ the Dirichlet and Neumann eigenvalues satisfy
ν˜0 = λ˜
+
0 , {λ˜−n , λ˜+n } = {µ˜n, ν˜n} for all n > 1. (2.2)
Recall standards results, see e.g., [17].
Lemma 2.1. Let q˜ be given by (2.1). Then the Dirichlet µ˜n and Neumann eigenvalues ν˜n−1
and periodic eigenvalues λ˜±n , n > 1 satisfy
µ˜2n−1 = τn, µ˜2n = µn, (2.3)
ν˜2n−1 = ̺n, ν˜2n = νn, (2.4)
{λ˜−2n−1, λ˜+2n−1} = {̺n, τn}, {λ˜−2n, λ˜+2n} = {µn, νn}. (2.5)
2.2. Proof of theorems. Recall that Us = f−1Jsf, where the mapping q → f = (fn)∞1 , f2n−1 =
τn − ̺n, f2n = µn − νn, n > 1, is a RAB between H and ℓ2. We prove a lemma, which
will be crucial for us.
Lemma 2.2. Let s = (sj)
∞
1 , where sj = 1 for all j ∈ N and let q• = Us(q) for some q ∈ H .
Then the eigenvalues for q, q• satisfy{
µ˜2n = µn = νn(q
•),
µ˜2n−1 = τn = ̺
•
n
,
{
ν˜2n = νn = µ
•
n
ν˜2n−1 = ̺n = τ
•
n
, (2.6)
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{
{λ˜−2n−1, λ˜+2n−1} = {̺n, τn} = {̺•n, τ •n},
{λ˜−2n, λ˜+2n} = {µn, νn} = {µ•n, ν•n}
, (2.7)
(µ, ν, τ, ̺)(q) = (ν, µ, ̺, τ)(q•), (2.8)
where q˜ is given by (2.1) and µn = µn(q), µ
•
n = µn(q
•), ... and µ˜n = µn(q˜), ... for shortness,
and
ϕ′(1, λ, q) = ϑ(1, λ, q•), ϑ(1, λ, q) = ϕ′(1, λ, q•), (2.9)
hs,n(q) = ln |ϑ(1, νn, q)| = ln |ϕ′(1, µ•n, q•)| = hs,n(q•). (2.10)
Proof. Fix q ∈ H and the corresponding f(q) = (fn(q))∞1 . Define a vector f• = −f(q) ∈ ℓ2.
For this case there exists q• ∈ H such that f(q•) = f• = −f(q), since f is a homeomorphsm.
Then q• = Usq ∈ H and we obtain{
−f2n−1(q) = −τn(q) + ̺n(q) = f•2n−1 = τn(q•)− ̺n(q•),
−f2n(q) = −µn(q) + νn(q) = f•2n = µn(q•)− νn(q•)
n > 1. (2.11)
Due to Lemma 2.1 we have{
{λ˜−2n−1, λ˜+2n−1} = {̺n, τn} = {̺•n, τ •n},
{λ˜−2n, λ˜+2n} = {µn, νn} = {µ•n, ν•n}
, (2.12)
and jointly with (2.11) we obtain{
µ˜2n = µn = ν
•
n,
µ˜2n−1 = τn = ̺
•
n
,
{
ν˜2n = νn = µ
•
n
ν˜2n−1 = ̺n = τ
•
n
. (2.13)
These identities give (2.6) and (2.7), which yields (2.8). Due to (2.2) the eigenvalues ν˜n, µ˜n
belong to the ends of gaps (λ˜−n , λ˜
+
n ) for the even potential q˜. From (2.6) we have
ϕ′(1, λ, q) = ϑ(1, λ, q•), ϑ(1, λ, q) = ϕ′(1, λ, q•),
which yields hs,n(q) = ln |ϑ(1, νn, q)| = ln |ϕ′(1, µ•n, q•)| = hs,n(q•).
Proof of Theorem 1.1. In Lemma 2.2 we have proved (1.19), (1.20). Thus the mapping Us
is iso-spectral for the periodic eigenvalues and in this case it is well known that ‖q‖ = ‖Usq‖
for all q ∈ H , see e.g., [6] or [23].
i) From (2.8) we obtain (µ, τ)(q) = (ν, ̺)(q•), which yields (µ × τ)(q) = (ν × ̺)(Usq). Then
due to Theorem A the mapping q 7→ (ν × ̺)(q) from H to Jo× J1 is a RAB between H and
Jo × J1.
ii) From (2.8) we obtain (µ, h(s))(q) = (ν, h(s))(q
•), which yields (µ×h(s))(q) = (ν×h(s))(Usq).
Then due to Theorem A the mapping q 7→ (ν × h(s))(q) from H to Jo× ℓ2 is a RAB between
H and Jo × ℓ2.
iii) From (2.9) we deduce that
2∆(·, q) = ϕ′(1, ·, q) + ϑ(1, ·, q) = ϑ(1, ·, q•) + ϕ′(1, ·, q•) = 2∆(·, q•),
which yields λ+0 (q) = λ
+
0 (q
•), λ±n (q) = λ
±
n (q
•) for all n > 1. From here and (2.8), (2.10) we
obtain
pn,1(q) =
(
λ
−
n+λ
+
n
2
− µn
)
(q) =
(
λ
−
n+λ
+
n
2
− νn
)
(q•) = pn,1(q
•),
pn,2(q) =
(∣∣|pn|2 − (pn,2)2∣∣ 12 sign hs,n)(q) = (∣∣|pn|2 − (pn,2)2∣∣ 12 sign hs,n)(q•) = pn,2(q•).
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Then we have p(q) = p(Usq) and from Theorem A we deduce that it is a RAB between H
and ℓ2 ⊕ ℓ2. The proof of iv) is similar to the case iii).
Proof of Theorem 1.2. The proof is similar to the proof of Theorem 1.1.
Proof of Theorem 1.3. The proof is similar to the proof of Theorem 1.1.
3. Smooth and singular potentials
3.1. Smooth potentials. In order to discuss smooth potentials we define the Sobolev space
Wα by
Wα = {q, q(α) ∈ L2(0, 1)}, α > 0.
Recall results from [28]: if q ∈ Wα, then the Dirichlet eigenvalues µn and the mixed eigenvalues
τn, n > 1 of the boundary value problems y(0) = y(1) = 0 and y(0) = y
′(1) = 0 have the
asymptotics (3.1), (3.2). We recall the well-known results of Marchenko and Ostrovski [28]
about inverse problem from two spectra (µn)
∞
1 and (τn)
∞
1 .
Theorem B. Two sequences of real numbers (µn)
∞
1 and (τn)
∞
1 are the spectra of the bound-
ary value problems y(0) = y(1) = 0 and y(0) = y′(1) = 0 with real potential q ∈ Wα, α ∈ N iff
that they are strongly increasing, alternate and satisfy the asymptotics
√
µn =
√
µon +
σ0
2
√
µon
+
1√
µon
∑
16j6α+1
2
aj
(4µon)
j
+
un
nα+1
, (3.1)
√
τn =
√
τ on +
σ0
2
√
τ on
+
1√
τ on
∑
16j6α+1
2
bj
(4τ on)
j
+
vn
nα+1
, (3.2)
for some real σ0, aj , bj and (un)
∞
1 , (vn)
∞
1 ∈ ℓ2.
We prove results similar to Theorem B about inverse problem from other two spectra (νn)
∞
1
and (̺n)
∞
1 , where the first Neumann eigenvalue ν0 is not used.
Theorem 3.1. i) Let Us be defined by (1.16), where s = (sj)∞1 and sj = 1 for all j ∈ N. Then
each mapping Us : Wα →Wα, α ∈ N is a bijection and
UsWα = Wα. (3.3)
ii) Two sequences of real numbers (νn)
∞
1 and (̺n)
∞
1 are the spectra of the boundary value
problems y′(0) = y′(1) = 0 and y′(0) = y(1) = 0 with real potential q ∈ Wα, α ∈ N iff they are
strongly increasing, alternate and satisfy the asymptotics
√
νn =
√
µon +
σ0
2
√
µon
+
1√
µon
∑
16j6α+1
2
a˜j
(4µon)
j
+
u˜n
nα+1
, (3.4)
√
̺n =
√
τ on +
σ0
2
√
τ on
+
1√
τ on
∑
16j6α+1
2
b˜j
(4τ on)
j
+
v˜n
nα+1
, (3.5)
for some real σ0, a˜j , b˜j and (u˜n)
∞
1 , (v˜n)
∞
1 ∈ ℓ2.
Proof. i) Let q ∈ Wα. The Dirichlet (µn) and mixed (τn) eigenvalues have asymptotics
(3.1), (3.2). In fact repeating the arguments from [28] we have asymptotics (3.4) and (3.5).
Due to (1.19) the Dirichlet µn, Neumann νn and mixed τn, ̺n eigenvalues satisfy
(µn, νn, τn, ̺n)(q) = (νn, µn, ̺n, τn)(q
•), ∀ n > 1,
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where q• = Us(q). Then the Dirichlet µn(q•), Neumann νn(q•) and mixed τn(q•), ̺n(q•) eigen-
values have the corresponding asymptotics (3.1), (3.2) and (3.4), (3.5). Thus from Theorem
B we deduce that q• = Usq ∈ Wα, i.e., UsWα ⊂Wα, and U2s = I gives UsWα = Wα.
ii) In i) we have obtained that if q ∈ Wα, then the asymptotics (3.4), (3.5) hold true.
Conversely, let q be such that asymptotics (3.4), (3.5) hold true. Then from (1.19) we deduce
that the Dirichlet eigenvalues µn(q
•) = νn(q) and the mixed eigenvalues τn(q
•) = ̺n(q) have
the corresponding asymptotics (3.4), (3.5). Thus Theorem B gives that q• ∈ Wα and i) implies
that q ∈ Wα.
3.2. Distributions. There are a lot of results about inverse problems for singular potentials
(distributions), see e.g., [10], [9], [18], [30] and references therein. For example, the periodic
case was discussed in [18] and inverse problems by two spectra were considered in [9], [30]. Note
that inverse problems by two spectra are equivalent to inverse Dirichlet problems with even
potentials, see [17]. Remark that for inverse problems for distributions the corresponding
results for an impedance are important, see e.g., [3], [4], [15], [21]. In order to formulate
results for distributions we define the space H−1 =
{
q = p′ : p ∈ H0
}
equipped with the
norm ‖q‖−1 = ‖p‖0. We recall results about the distributions.
Theorem 3.2. i) The mapping q → µ× h(s) is a RAB between H−1 and J−1(µo)× ℓ2.
ii) The mapping q 7→ (µ× τ)(q) is a RAB between H−1 and J−1(µo)× J−1(τ o).
iii) The mapping f : H−1 → ℓ2−1 defined by (1.12) is a RAB between H−1 and ℓ2−1. Moreover,
for any sequence σ the mapping Us = f−1Jsf : H−1 → H−1 is a RAB from H−1 onto itself.
iv) The mapping p : H → ℓ2 ⊕ ℓ2 given by (1.10) has a unique extension on H
−1
and this
mapping p : H
−1
→ ℓ2
−1
⊕ ℓ2
−1
is a RAB between H
−1
and ℓ2
−1
⊕ ℓ2
−1
.
v) The mapping h : H → ℓ2 given by (1.11) has a unique extension on H
−1
and this mapping
h : H
−1
→ ℓ2
−1
⊕ ℓ2
−1
is a RAB between H
−1
and ℓ2
−1
⊕ ℓ2
−1
.
Remark. 1) Results of i) is a composition of the mappings from [3], [4] and the Ricatti
mappings from [18], see also [10], where different methods and norming constants are used.
2) Results of ii) were proved in [9], [30], see also [17], where the proof is simpler, since it is
shown that inverse problem by two spectra are equivalent to the Dirichlet problem with even
potentials and it follows from i) (the norming constants for even potentials are equal zero).
3) Results of iii) were proved in [17].
4) Results of iv-v) were proved in [18]. Here again it is a composition of the mappings from
[21], [15] and the Ricatti mappings from [18].
In Theorem 1.1 we show the identity ν × ̺ = (µ × τ) ◦ Us. Then the properties of the
mappings (µ × τ) and Us describe the mapping ν × ̺ in the following corollary. We also
consider other mappings, which satisfy (1.22).
Corollary 3.3. Let s = (sj)
∞
1 , where sj = 1 for all j ∈ N.
i) The mapping q 7→ (ν × ̺)(q) from H to Jo × J1 has a unique extension on H
−1
and this
mapping q 7→ (ν × ̺)(q) from H
−1
to Jo
−1
× J1
−1
is a RAB between H
−1
and Jo
−1
× J1
−1
and
satisfies ν × ̺ = (µ× τ) ◦ Us.
ii) The mapping q 7→ (ν × h(s))(q) from H to Jo× ℓ2 has a unique extension on H
−1
and the
mapping q 7→ (ν × h(s))(q) from H
−1
to Jo
−1
× ℓ2
−1
is a RAB between H
−1
and Jo
−1
× ℓ2
−1
and
and satisfies ν × h(s) = (µ× h(s)) ◦ Us.
iii) The mapping p : H → ℓ2 ⊕ ℓ2 given by (1.17) has a unique extension on H
−1
and this
mapping p : H
−1
→ ℓ2
−1
⊕ ℓ2
−1
is a RAB between H
−1
and ℓ2
−1
⊕ ℓ2
−1
and satisfies p = p ◦ Us.
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iv) The mapping h : H → ℓ2 ⊕ ℓ2 given by (1.18) has a unique extension on H
−1
and this
mapping h : H
−1
→ ℓ2
−1
⊕ ℓ2
−1
is a RAB between H
−1
and ℓ2
−1
⊕ ℓ2
−1
and satisfies h = h ◦ Us.
Proof. Introduce the operator Us for the sequence sj = 1 for all j ∈ N. We show i), the
proof of ii)-iv) is similar. Due to Theorem 1.1 i) we have the identity (ν×̺)(q) = (µ×τ)◦Us(q)
for q ∈ H0 and Theorem 3.2 yields the proof of i), since the mapping Us is a RAB onto itself
Hα for any α ∈ {−1, 0}.
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