We explore whether it is possible to leverage eye-tracking data in an RNN dependency parser (for English) when such information is only available during training -i.e. no aggregated or token-level gaze features are used at inference time. To do so, we train a multitask learning model that parses sentences as sequence labeling and leverages gaze features as auxiliary tasks. Our method also learns to train from disjoint datasets, i.e. it can be used to test whether already collected gaze features are useful to improve the performance on new non-gazed annotated treebanks. Accuracy gains are modest but positive, showing the feasibility of the approach. It can serve as a first step towards architectures that can better leverage eye-tracking data or other complementary information available only for training sentences, possibly leading to improvements in syntactic parsing.
Introduction
Eye trackers and gaze features collected from them have been recently applied to natural language processing (NLP) tasks, such as part-ofspeech tagging (Duffy et al., 1988; Nilsson and Nivre, 2009; Barrett and Søgaard, 2015a) , namedentity recognition (Tokunaga et al., 2017) or readability (González-Garduño and Søgaard, 2018) . Eye-movement data has been also used for parsing. For example, Barrett and Søgaard (2015b) rank discriminative features to predict syntactic categories (e.g. subject vs. object) and use them to improve a transition-based parser, trained on a structured perceptron with discrete features (Collins, 2002; Zhang and Nivre, 2011) . However, the experiments were carried out on a parallel toy treebank and the performance was relatively low. Lopopolo et al. (2019) follow the inverse path, and use dependency parsing features to predict eyeregression during training, i.e. cases where the reader goes back to a word of the sentence.
In this context, how to retrieve and leverage eye-tracking data has become an active area of research in different NLP fields. Previous studies (Barrett and Søgaard, 2015b; Barrett et al., 2016) suggest that real-time eye-tracking data can be collected at inference time, so that token-level gaze features are used during training but also at test time. However, even if in the near future every user has an eye tracker on top of their screen -a scenario which is far from guaranteed, and raises privacy concerns (Liebling and Preibusch, 2014) -many running NLP applications that process data from various Internet sources will not expect to have any human being reading massive amounts of data. Other studies (Barrett and Søgaard, 2015a; instead derive gaze features from the training set: in particular, they collect type-level gaze features from the vocabulary in the training set; which are then aggregated to create a lookup table and used as a sort of precomputed gaze input when a given word in the test set matches an entry, otherwise, a token has an unknown gaze feature value. In this manner, the influence of gaze features on unseen data depends on the vocabulary encountered during training. For instance, report that unknown tokens make up 41.09% on new data for their research on named-entity recognition (NER) with eye-tracking data. To our knowledge, this kind of approaches have not been applied to syntactic parsing.
More in the line of our work, Barrett et al. (2018) is one of the few approaches that does not rely on the assumption of using gaze features as input. Instead, the human data is used as an inductive bias to guide the attention weights in a recurrent neural network for sequence classification (used for tasks such as binary sentiment anal-ysis a the sentence level). Moreover, it has been shown that both constituency (Vilares et al., 2019) and dependency (Strzyz et al., 2019a) parsing can benefit from multi-task learning. Also related to our work with human data, González-Garduño and Søgaard (2017) show that gaze features learned in a multi-task (MTL) setup can lead to improvements in readability assessment.
Contribution In this work we leverage gaze learning for dependency parsing assuming that gaze features are likely to be only available during training -and no gaze features are given, in any form, at inference time.
Our approach learns eye-movement features as auxiliary tasks in a multitask framework where both parsing and gaze prediction are addressed as sequence labeling. To test its effect on syntactic analysis, we experiment on parallel and disjoint datasets with dependency parsing and gaze annotations.
The source code can be found at https://github.com/mstrise/ dep2label-eye-tracking-data.
Methods and materials
This section describes in detail the data and the models used in our work.
Data
We will use both parallel data (containing dependency and gaze annotations) and disjoint data (where one dataset contains only parsing annotations and the other one just gaze data).
Parallel data The Dundee corpus (Kennedy et al., 2003) contains recordings of measurements for eye movements of ten English-speaking participants during reading 20 newspaper articles from The Independent making in total 2368 unique sentences. This dataset was used as the starting point to create a corpus that fits the purpose of dependency parsing, the Dundee treebank (Barrett et al., 2015) . This treebank augments sentences from the Dundee corpus with syntactic annotations according to the Universal Dependencies (UD) guidelines (Nivre et al., 2016) . We will use this treebank as the parallel data for our models. We split the data (80 − 10 − 10) into training, development and test. Sentences were randomly shuffled with assurance that the same sentence coming from the 10 participants is included only in one of the sets. 1 Disjoint data Most of dependency treebanks do not contain gaze annotations. With this setup, in addition to the assumption that eye-movement data is available during training, we aim to show whether we improve the performance of a dependency parser with gaze-annotated data coming from a different corpus. We will use two datasets: one with dependency annotations and another one labeled with eye-movement data. For the former we use the Penn Treebank (PTB) (Marcus et al., 1993) , which contains sentences from The Wall Street Journal annotated with phrasestructure trees. We convert it into Stanford Dependencies (de Marneffe et al., 2006) and apply the standard splits for dependency parsing: sections 2 − 21 for training, 22 for development set and 23 for testing, whereas PoS tags are predicted by the Stanford tagger (Toutanova et al., 2003) . For gazeannotated data, we will employ the eye-movement annotations from the Dundee Treebank but using a different split (90 − 10 − 0). 2
Gaze-averaged sequence labeling parsing
During training we opt to emulate recent cognitive studies that suggest that human sentence understanding recruits the same brain regions for lexical and syntactic processing, consistent with a sequence-tagging-like process (Fedorenko et al., 2018) , which is also a natural and intuitive way to learn to predict eye-movement information. To do so, we rely on standard bidirectional long shortterm memory networks (BILSTMs) (Hochreiter and Schmidhuber, 1997; Schuster and Paliwal, 1997) .
We denote LSTM θ (w) as the abstraction of a long short-term memory network, that processes an input sentence w=[w 1 , ..., w n ] to generate an output of hidden representations
In this work we will stack two layers of BILSTMs before decoding the output. BILSTMs are commonly used for sequence labeling tasks (Reimers and Gurevych, 2017 ), where a word-level prediction can be generated for each token, by adding a feed forward network to predict an output label at each time step, using a softmax (W × h i + b). In this paper we propose to learn to leverage eyemovement data as a sequence labeling task. To jointly learn dependency parsing in a common framework, we also cast parsing as sequence labeling and learn both tasks in a multitask learning (MTL) setup (Caruana, 1997) . The main components are described in the following paragraphs.
Dependency parsing as sequence labeling We proceed similarly to Strzyz et al. (2019b) . Given a linearization function
that encodes the binary relationship between w i and its head, where: d i encodes the dependency relation, and the sub-pair (o i , p i ) the index of such head term, with o i ∈ N and p i ∈ P (a part-of-speech set). If o i is positive, then the head of w i is the o i -th token to the right that has the part-of-speech tag p i . If o i is negative, then the head of w i is the |o i |-th token to the left whose PoS tag is p i .
This parser obtains similar results to competitive transition-and graph-based parsers such as BIST (Kiperwasser and Goldberg, 2016) and can be taken as a strong baseline to test the effect of eye-movement data for dependency parsing.
Gaze information In previous studies the choice of number of gaze features used in the experiments has varied, seemingly, depending on the NLP task of interest. For instance, Barrett et al. (2016) distinguish 31 features (where 22 are gaze features) for part-of-speech tagging while Hollenstein and Zhang (2019) use 17 features in the NER task. In another piece of work, 5 gaze features are used for relation classification and sentiment analysis . Finally, Singh et al. (2016) use gaze features in order to automatically predict reading times for a new text. However, the model predicts only 4 features that are then used as features for readability assessment.
We have chosen 12 gaze features and based on the previous work (Barrett et al., 2016; we have divided them into 4 groups. In particular, we explore the informativeness of the basic gaze features: total fixation duration on a word w (total fix dur), mean fixation duration on w (mean fix dur, number fixations on w (n fix) and fixation probability on w (fix prob). As early gaze features we consider: first fixation duration on w (first fix dur) and first pass duration (first pass dur), while as late gaze features: number of refixations on w (n re-fix) and reread probability of w (reread prob). We also take account of the neighboring words and treat them as context features: fixation probability on the previous and next word (w − 1 and w + 1 fix prob) as well as fixation duration on the previous and next word (w − 1 and w + 1 fix dur). Figure 1 depicts an exemplary (linearized) dependency tree with some of the gaze features used in the experiments. Following previous work , we discretize gaze features. 4 Multitask learning We previously argued that gaze-annotated data is unlikely to be available at inference time. However, previous related work for dependency parsing usually assumes that such information will be collected during testing and fed as input features to the model (Barrett and Søgaard, 2015b; ). What we propose instead is to leverage such information during training. To do so, we rely on MTL and auxiliary tasks. Our work focuses on exploiting the utility of gaze information using just a standard BILSTM, directly building on top of previous work of dependency parsing as sequence labeling (Strzyz et al., 2019b) , and ignoring extra tools such as attention. In this line, a future possible solution could be to apply the approach by Barrett et al. (2018) to structured prediction and word-level classification. In their work they used human data as an inductive bias to update the attention weights of the network.
In our setup, dependency parsing as sequence labeling is addressed through two main tasks: one to predict the index of the head term, i.e. the subindex (o i , p i ), and another one to predict the dependency relation (d i ). Eye-movement discrete labels are learned as auxiliary tasks. We use a hard-sharing architecture where the BILSTMs are fully shared and followed by an independent feedforward layer (followed by a softmax) to predict the corresponding label for each of the tasks. The main idea is that the eye-movement signal(s) will be back-propagated to update the weights of the shared BILSTM, building a model that latently encodes such information and helps dependency parsing.
For the parallel data setup, the model is trained in a standard way, and the cross-entropy loss is computed as
For the disjoint setup, during the training process for each batch we randomly pick all its samples from one of the treebanks (samples that have not been yet taken, either from the dependency parsing corpus or the gaze-annotated one) and run the network to make the predictions. Then, we back-propagate the loss for the outputs associated to that treebank and ignore the rest, i.
where τ is a binary flag set to 1 when the batch contains dependency parsing samples, and to 0 otherwise.
For both setups we will test: (i) predicting one of the gaze features as an auxiliary task (ii) predicting multiple gaze labels as multiple auxiliary tasks.
Experiments
We conduct an explanatory study for the general viability of our method. We will compare results on the development and test set to verify whether the improvements are consistent. In particular, we carry out two experiments:
• Experiment 1 (on parallel data): Tests how eye-tracking data influences the performance when both gaze features and syntactic dependencies are extracted from the same data (in this case the Dundee treebank). The baseline is a model where no gaze features were used.
• Experiment 2 (on disjoint data):
As previously said, we wish to test whether we can leverage existing gaze-annotated datasets to improve the performance in other non-gazed annotated dependency treebanks. Also, note that the Dundee treebank is relatively small (∼2k sentences) and results from the previous Experiment can be not as representative as those obtained in larger corpora. In this setup, we train models using gaze information from the Dundee treebank and dependency relations from PTB, evaluating on the latter. 5 The baseline is obtained by training a model only on the dependency relations retrieved from PTB.
Metrics We evaluate the parsers with Unlabeled and Labeled Attachment Score (UAS and LAS) excluding punctuation (following the standard methodology for experiments on the PTB). Table 1 shows the results for Experiment 1 (on the Dundee treebank, i.e. on parallel data), suggesting that the degree of informativeness of the gaze features that a parser can leverage differ among each other. In particular, we observe that the improvements across different models and the development and test sets are unstable. The evaluation on the dev set shows that gaze features from early and context group used as multiple auxiliary tasks (early and context feats aux) modestly improve the model in comparison with the baseline. With respect to the results on the test set, the most informative features are: mean fix dur, Table 2 : Results for dependency parsing evaluated on PTB treebank with gaze features as auxiliary task(s) learned from the disjoint dataset: Dundee treebank. which improves the LAS by +0.46, and first fix dur by +0.33. Table 2 shows the results for Experiment 2 (using Dundee gaze data and PTB dependencies). Under this setup, the gains decrease in comparison with the results on the parallel setup. This could be partially caused by not using parallel data. The improvements seem to be more consistent between the development and test sets. This could be related to the fact that we use a larger (more representative) treebank. When looking at the dev set scores, the most discriminative gaze feature is mean fix dur that increases LAS by +0.17 and first fix dur by +0.14. On the other hand, evaluation on the test set shows that the most informative gaze features are from the context group learned as multiple auxiliary tasks (context feats aux) and they improve the LAS score by +0.18, followed by fix prob and w−1 fix prob with +0.13, total fix dur with +0.12 and late feats aux with +0.10. Results from both datasets suggest that grouping gaze features and treating them as multiple auxiliary tasks can improve the model's learning.
Results
Discussion The experiments show that our method can give moderate gains for dependency parsing when leveraging gaze information. 6 However, the experiments also show that there is room for improvement, especially coming from generalization capabilities across different treebanks. This also opens the question of whether a different architecture could better suit the purpose of leveraging the gaze information in a consistent way. In this context, a potential line of work could adapt human-attention approaches (Barrett et al., 2018) for structured prediction and word-level classification, although it would come at a cost of speed for parsing as sequence labeling (Strzyz et al., 2019b) .
Conclusion
This paper has explored how to leverage human data with a competitive dependency parser during training. This contrasts with most of previous work on parsing and gaze annotations, which worked under the assumption that eye-tracking data would be available at inference time. We address this problem and propose a method of leveraging gaze features by using it as an auxiliary task both with and without parallel data. We obtain modest but positive improvements, which opens the question about how to increase the leverage of eye-tracking or other complementary data that is only available during training or comes from a different dataset.
A Model parameters Table 3 shows the hyperparameters used to train the models. We have trained each model up to 100 iterations and kept the one with the highest LAS score on the development set. The models were optimized with Stochastic Gradient Descent (SGD) with a batch size of 8. During multitask learning, dependency parsing as the main task was weighted 1.0 while the gaze data treated as auxiliary task had a weight of 0.1. 
