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Seznam uporabljenih simbolov in kratic 
Kratica Angleško Slovensko 
ATM  Asinchronous Transfer Mode Asinhroni prenosni način 
CCM Continuity Check Message Sporočilo za preverjanje 
stalnosti zveze 
CCP Continuity Check Protocol Protokol za preverjanje 
stalnosti zveze 
CE  Customer Edge Stran uporabnika  
CFM Connectivity Fault Management Upravljanje z napakami v 
povezljivosti 
CoS Class of Service Razred storitev 
CPE Customer Premises Equipment Oprema pri stranki 
C-VLAN Customer VLAN VLAN strank 
DDM Digital Diagnostic Measurement Digitalna diagnostika 
DSCP Differentiated Services Code Point Kodna točka ločenih storitev   
DSL Digital Subscriber Line Digitalni naročniški vod 
DSLAM Digital Subscriber Line Access 
Multiplexer 
Dostopovni multipleksor 
digitalne naročniške linije 
E2E  End to End Od konca do konca 
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EFM Ethernet in the First Mile Ethernet v dostopovnem 
omrežju   
E-LMI Ethernet Local Managenent 
Interface 
Lokalni upravljavski vmesnik 
EMS Element Management System Sistem za upravljanje 
elementov  
EVC  Ethernet Virtual Connection Ethernet navidezna povezava 
FLR Frame Loss Ratio Razmerje izgubljenih okvirjev 
FM Fault Management Obvladovanje okvar 
ICMP Internet Control Message Protocol Internetni kontrolni protokol 
IEEE  Institute of Electrical and 
Electronics Engineers 
Inštitut inženirjev 
elektrotehnike in elektronike  
IETF Internet Engineering Task Force Internetna inženirska delovna 
skupina 
IP  Internet Protocol Internetni protokol 
iperf 3  Tool for active measurements Orodje za simuliranje 
omrežnega prometa 
ISO OSI  International Organization For 
Standardization Open System 
Interconnection 
Mednarodna organizacija za 
standardizacijo - Odprti sistem 
povezovanja   




ITU-T  International Telecommunication 
Union - Telecommunication 
Standardization Sector 
Mednarodna 
telekomunikacijska zveza – 
Sektor za standardizacijo 
telekomunikacij   
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KPI Key Performance Indicator Ključni kazalniki uspešnosti 
LACP Link Aggregation Control 
Protocol 
Protokol za krmiljenje 
združevanja povezav 
LB Loopback Povratna zanka 
LBM Loopback Message Sporočilo povratne zanke 
LBR Loopback Reply Odgovor povratne zanke 
LINUX Operating sistem Operacijski sistem 
LT  Link Trace Protokol za sledenje poti 
LTM Link Trace Message Sporočilo za sledenje poti 
LTR Link Trace Reply Odgovor na sporočilo za 
sledenje poti 
MA Maintenance Association Upravljana zveza 
MAC Medium Access Control Krmiljenje dostopa do medija 
MAID Maintenance Association 
Identifier 
Identifikator upravljane zveze   
MD Maintenance Domain Upravljavske domene 
ME Maintenance Entity Upravljavski osebek entiteta 
MEG Maintenance Entity Group Upravljavske skupine 
MEP Maintenance association End 
Point 
Končna upravljavska točka 
MEPID Maintenance association End 
Point Identifier 
Identifikator končne 
upravljavske točke   
MIB II management information base Baza upravljavskih informacij 
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MIP Maintenance domain Intermediate 
Point 
Vmesna točka upravljavske 
domene 
MP Maintenance Point Upravljavska točka 
MPLS-TP Multiprotocol Label Switching – 
Transport Profile 
Večprotokolna komutacija z 
zamenjavo label 
MSTP Multi Spanning Tree Protocol Večnivojski protokol vpetega 
drevesa 
NETCONF Network Configuration Protocol Protokol za omrežne nastavitve 
NMS Network Managment System Sistem za upravljanje omrežja 
OAM  Operations, Administration, and 
Maintenance 
Delovanje, vzdrževanje in 
administracija  
OAM PDU OAM Protocol Data Unit OAM protokolna podatkovna 
enota 
OSS Open-source software Odprtokodna programska 
oprema 
P2P  Point-to-Point Od točke do točke 
PDF Portable Document Format Oblika zapisa dokumenta 
PM Performance Management Upravljanje zmogljivosti 
PtMP Point to Multipoint Točka več točk 
QoS Quality of Service Kakovost storite 
RFC  Request For Comments Zahteva za pripombe 
RTT Round trip time Obhodni čas 
SBC Single Board Computer Računalnik na ploščici 
tiskanega vezja 
Seznam uporabljenih simbolov in kratic 11 
 
SDH synchronous digital hierarchy Sinhrona digitalna hierarhija 
SDN Software-Defined Network Programsko definirana omrežja  
SFP  Small Form-factor Pluggable Optoelektrični pretvornik 
SLA Service-Level Agreement Sporazum o ravni storitve 
SNMP  Simple Network Management 
Protocol 
Preprosti protokol za 
upravljanje omrežja  
SONET Synchronous Optical Network Sinhrono optično omrežje   
SSH  Secure Shell Varnostna lupina 
T Time interval Časovni interval 
TCP/IP  Transport Control Protocol / 
Internet Protocol 
Protokol za krmiljenje prenosa / 
internetni protokol 
TDMA Time Division Multiple Access Časovno porazdeljeni sodostop 
TLV Type - Length - Value Tip - dolžina – vrednost 
ToS Type of Service Tip storitve 
TWAMP  Two-Way Active Measurement 
Protocol 
Protokol dvosmernih meritev 
parametrov 
UDP User Datagram Protocol Uporabniški datagramski 
protokol 
UNI User Network Interface Vmesnik med omrežjem in 
uporabnikom 
UTP /RJ45  Unshielded Twisted Pair / 
Registered Jack-45 Connector 
Neoklopljen prepleteni par / 
Konektor RJ-45  
VDSL Very High Speed Digital 
Subscriber Line 
Digitalna naročniška linija za 
zelo visoke bitne hitrosti 
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VLAN Virtual Local Area Network Navidezno lokalno omrežje 
VPN  Virtual Private Network Navidezno zasebno omrežje 
VPRN Virtual Private Routed Network Navidezno zasebno usmerjano 
omrežje 
WAN Wide Area Network Prostrano omrežje 
XML Extensible Markup Language Razširljivi označevalni jezik 





V magistrskem delu se osredotočamo na delovanje sistema za spremljanje 
parametrov o ravni storitve (SLA), ki so predmet dogovora med naročnikom in 
ponudnikom storitev. Vse več naročnikov storitev se želi prepričati, ali jim je 
zagotovljena takšna kvaliteta storitev, kot so jo naročili in jo tudi plačajo. Zaradi tega 
morajo ponudniki storitev začeti spremljati kakovost storitev, da lahko uporabniku 
kadarkoli pokažejo oziroma dokažejo kakšno raven storitev mu zagotavljajo. 
V uvodnem poglavju je opisano, kaj sploh je sporazum o ravni storitve (SLA). 
V njem so opisani tudi parametri SLA, ki jih spremljamo s sistemom SmartSLA. 
Drugo poglavje opisuje OAM in predstavlja standarde, na katerih temelji 
delovanje samega sistema. Opisani so standardi, ki delujejo na drugem sloju ISO OSI 
modela, in sicer IEEE 802.3ah, IEEE 802.1ag in Y.1731. Na koncu poglavja pa sledi 
še opis standarda RFC 5357 TWAMP, ki deluje na tretjem sloju ISO OSI modela. 
Sledi tretje poglavje, kjer najprej predstavimo zahteve po sistemu za spremljanje 
parametrov SLA. Nato so na kratko opisana orodja na trgu in primerjava le teh. Sledi 
opis postopkov, ki smo jih uporabili pri izvajanju meritev SLA parametrov. 
Predstavljeni so optoelektrični moduli Smart SFP. Sledi opis merilne sonde in poteka 
meritev s sistemom Smart SLA. 
V zadnjem, četrtem, poglavju je predstavljen  primer zahtev, na osnovi katerih 
smo opravili meritve in izvedba meritev. V prvem podpoglavju je opisan potek 
izvajanja meritev. Nato sledi opis meritev, ki so bile opravljene na testnem poligonu. 
Kot zadnje podpoglavje pa predstavimo primerjavo rezultatov meritev na različnih 
tehnologijah. 
Sledi še sklep, v katerem strnemo svoja dognanja. 




This master’s dissertation focuses on a system for monitoring service-level 
agreement (SLA) parameters, which should be previously agreed upon between the 
client and service provider. More and more subscribers are trying to persuade, or to 
ensure the quality of such services as ordered and paid for. As a result, service 
providers must begin to monitor the quality of services to the user at any time to show 
or demonstrate level of service they provide. 
The first chapter contains an explanation of service-level agreements (SLA). 
There are also portrayed parameters that are being monitored through Smart SLA 
system. 
Next chapter focuses on OAM and standards the system was built on. We 
describe IEEE 802.3ah, IEEE 802.1ag and Y.1731 standards being used on the second 
layer of ISO OSI model. We finish the chapter with a description of RFC 5357 
TWAMP standard, which is being used on the third level of ISO OSI model. 
Following is a third chapter that describes demands for measuring system SLA 
parameters. Afterwards we explicate and compare tools on the market. Next comes 
description of procedures that were used at performing measurments of SLA 
parameters. We represent Smart SFP optoelectronic modules. Then we describe 
measurement probe and procedure of measuring using Smart SLA. 
The last, fourth, chapter represents the practical part of this dissertation. It 
presents an example of demands on which measurments were based on and depicts 
how measurements are carried out. We start by describing the measuring process and 
follow with sample measurements, carried out on the testing ground. Finally, we 
compare results of measurements using different technologies. 
At the end there is a conclusion in which we sum up our discoveries. 






1  Sporazum o ravni storitev SLA 
Izdelava in sklenitev dogovora o ravni storitev je pomembna dejavnost v vsaki 
organizaciji, ki želi zagotoviti ustrezen in merljiv nivo kakovosti storitev. V ta namen 
je potrebno natančno poznati poslovne potrebe, zrelost storitev, določiti zahteve za 
storitve, ki morajo biti izpolnjene, ter opredeliti način merjenja doseganja kakovosti 
storitev. Tako izdelan dogovor o ravni storitev predstavlja ključen element bodisi pri 
dogovarjanju znotraj organizacije ali pa pri pogajanjih z zunanjimi izvajalci za 
zagotavljanje najbolj ustreznih storitev za končne uporabnike [1]. 
Sporazum o ravni storitev (angl. Service Level Agreement - SLA) je formalna 
opredelitev razmerja, ki obstaja med ponudnikom storitve in njegovo stranko. SLA je 
mogoče opredeliti in se uporablja v okviru katere koli panoge. Uporablja se za 
določitev pričakovanj stranke od ponudnika, obveznosti naročnika, ciljev ponudnika, 
učinkovitosti, razpoložljivosti in varnosti, kot tudi določitev postopkov, ki jih je treba 
upoštevati, da se zagotovi skladnost z SLA. 
Vse več in več podjetij prepušča delovanje in vzdrževanje svojih omrežij 
zunanjim ponudnikom storitev, zato mora biti SLA s strani ponudnika in naročnika 
natančno opredeljen. 
Dokument se osredotoča na različne pristope, ki se uporabljajo za podporo 
sporazumov o ravni storitev v računalniških omrežjih, zlasti v okviru omrežij, ki 
temeljijo na internetnem protokolu. 
SLA običajno vsebuje: 
 Opis  storitev, ki jih je treba zagotoviti. 
To vključuje storitve, ki jih je treba zagotoviti. V okviru omrežne povezljivosti 
IP, se lahko določi vrsta storitve: vzdrževanje omrežne povezljivosti, ali pa 
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lahko vsebuje dodatne funkcije, kot so upravljanje in vzdrževanje domenskih 
strežnikov, protokola za dinamično konfiguriranje gostiteljev… 
 Pričakovane parametre SLA storitev, ki jih naročnik opredeli in so odraz zahtev 
aplikacij, za katere se najemajo storitve pri ponudnikih storitev. Zahtevani 
parametri so lahko različni, običajno pa se odražajo v ravneh zahtevane 
razpoložljivosti, dovoljenih zakasnitev, dovoljene izgube pakete, dovoljenega 
trepetanja zakasnitev. 
 Postopek za sporočanje težav s storitvijo. 
Omenjeni postopek vključuje informacije o kontaktnih osebah za odpravljanje 
težav, obliki, v kateri morajo biti posredovane prijave okvar in o ukrepih, ki jih 
je potrebno izvesti, da bi se težave čim hitreje odpravile. Sporazumi običajno 
opisujejo tudi roke, v katerih naj bi se ponudnik storitev odzval oziroma pričel 
reševati težave, ter tudi, kako hitro bodo težave odpravljene. 
 Časovni okvir za odziv in reševanje težav. 
Časovni okvir določa čas, v katerem se mora dežurni operater odzvati ob 
prijavi nedelovanja storitve. Ob pričetku odprave okvare sta običajno določeni 
kontaktni osebi ponudnika storitev in odjemalca, ki v času odprave napak 
komunicirata. V sporazumu o ravni storitve so lahko definirani tudi roki, do 
katerih bi bilo mogoče odpraviti težave. SLA lahko določi, da bo storitev spet 
na voljo v roku 24 ur. 
 Postopek za spremljanje in poročanje o ravni storitev. 
Ta opisuje, kako se spremlja in sporoča stopnjo zmogljivosti ter kdo bo 
opravljal spremljanje, katere vrste statističnih podatkov se bo spremljalo in 
zajemalo, kako pogosto se zajema podatke, ter kje in kako bodo dostopni 
pretekli oziroma trenutni statistični podatki. Nekateri operaterji dovolijo 
odjemalcem neposreden dostop do dela omrežja prek orodja za upravljanje 
omrežja. Odjemalcem je običajno omogočen dostop do nadzornih in 
statističnih informacij, vendar jim je onemogočeno spreminjanje konfiguracij 
ali obratovanja omrežja. 
 Posledice za ponudnika storitev, ki ne izpolnjuje svojih obveznosti. 
Če ponudnik storitev ne zagotavlja dogovorjene ravni storitve, se strankam 
povečajo pravice.V skrajnem primeru posledica neizpolnjevanja obveznosti 
lahko pripelje do prekinitve pogodbe, ali do zahteve povrnitve dela kupnine 
zaradi nerazpoložljivosti storitve. Posledice neizpolnjevanja SLA se lahko 
razlikujejo glede na naravo razmerja med naročnikom in ponudnikom storitev. 
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 Klavzule za izhod v sili in omejitve. 
SLA vsebuje izstopne klavzule, pod katerimi raven storitve ni zagotovljena ali 
v skladu, s katero bi bilo izpolnjevanje SLA-ja nesmiselno, tj. v primeru 
naravnih nesreč. Pogosto definirajo tudi nekatere omejitve glede obnašanja 
odjemalca storitev. Omrežni operater lahko razveljavi pogodbo o ravni 
storitev, če odjemalec ne upošteva varnostnih navodil ponudnika omrežnih 
storitev. 
Z namenom zagotovitve dobre in pregledne SLA pogodbe, se v omenjeni 
pogodbi zajame vse zgoraj naštete elemente [2].  
Dogovor o ravni storitve predstavlja stopnjo zaščite tako za naročnika, ki naroča 
posamezne storitve, kot tudi za samega ponudnika storitev [3].  
1.1   Parametri SLA 
Ko ponudnik storitev naročniku ponuja storitev najema, se z njim dogovori 
oziroma podpiše sporazum o ravni storitev. SLA opredeljuje lastnosti, ki jih ponudnik 
ponuja, le-te služijo kot pravna podlaga za ponudnika storitev pri mesečnem obračunu. 
SLA sporazum mora biti opredeljen tako, da ga razume naročnik. Naročniki zahtevajo 
povečano raven zmogljivosti, zato morajo ponudniki storitev redno spremljati 
ponujene parametre zmogljivosti [4]. 
Parametri SLA so definirani znotraj pogodbe o ravni storitve in jasno definirajo 
zahteve uporabnikov telekomunikacijskih storitev in sistemov. V spodnjih odstavkih 
so opisani  parametri SLA.  
Razpoložljivost 
Razpoložljivost se meri v določenem mesecu, pri čemer so izključeni izpadi v 
časovnem intervalu rednega vzdrževanja v tem mesecu ter drugi izpadi skladno s 
splošnimi pogoji zagotavljanja storitev. 
Izguba IP paketov 
Do izgube paketov pride zaradi zasičenosti omrežja, ko so vse čakalne vrste polne in 
je potrebno začeti pakete odmetavati, oziroma takrat, kadar je čas prihoda novih 
paketov krajši od časa odprave paketov, ki se trenutno nahajajo v sistemu. Izguba IP 
paketov se meri v določenem mesecu, pri čemer so izključeni izpadi v časovnem 
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intervalu rednega vzdrževanja meseca ter drugi izpadi skladno s splošnimi pogoji 
zagotavljanja storitev. 
Enosmerna zakasnitev (ang. one way delay) 
Časovne zakasnitve paketov na poti od naročnika do ponudnika se meri v določenem 
mesecu, pri čemer so izključeni izpadi v časovnem intervalu rednega vzdrževanja v 
mesecu, ter drugi izpadi skladno s splošnimi pogoji zagotavljanja storitev. 
Trepetanje zakasnitve 
Trepetanje zakasnitve je razlika v času med paketi, ki ga povzroča zasičenost omrežja 
ali sprememba poti. 
Čas odprave napake 
Čas odprave napake je definiran kot časovni interval, ki je potreben za obnovitev 
omrežne storitve v primeru nerazpoložljivosti omrežnih storitev. Čas odprave napake 
velja za napake na aktivni ali pasivni opremi v upravljanju ponudnika storitev in ne za 
drugo opremo v lasti izvajalca [5].  
Tako kot se omrežne storitve zagotavljajo na različnih nivojih modela OSI, kot so L2 
in L3 storitve, za vsako od teh storitev potrebujemo svoj mehanizem. Poznamo meritve 
in postopke teh meritev na različnih nivojih. Obratovanje, vzdrževanje in 
administracija (angl. Operations, Administration, and Maintenance – OAM), ki je 
opisan kasneje, spada v L2, saj dejansko vse temelji na Ethernetu.
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2  OAM 
OAM opisuje spremljanje delovanja omrežja. OAM predstavlja nabor funkcij, 
ki uporabniku omogočajo odkrivanje omrežnih napak in spremljanje zmogljivosti 
omrežja, kakor tudi razširjanje informacij, povezanih z napakami. Funkcionalnosti 
OAM zagotavljajo, da upravljavci omrežja v skladu z zagotovljeno kakovostjo storitev 
(angl. Quality of Service – QoS), odkrijejo nepravilnosti, preden se razširijo ter jih 
izločijo oziroma preusmerijo. Kot rezultat lahko operaterji ponujajo zavezujoče 
sporazume o ravni storitev. Delovanje omrežja brez OAM zahteva veliko več sredstev 
za stalno ročno posredovanje in odkrivanje napak. Taka omrežja imajo manjšo 
razpoložljivost in daljše izpade, njihovo vzdrževanje pa je dražje [6].  
2.1  Povezavni in storitveni Ethernet OAM 
Ethernet OAM razdelimo na: 
 povezavni OAM (angl. link OAM); 
 storitveni OAM (angl. service OAM); 
 lokalni upravljavski vmesnik (angl. Ethernet Local Managenent Interface - E-
LMI).  
Povezavni (P2P) OAM zagotavlja mehanizme za spremljanje delovanja in 
odpravljanje težav posamezne Ethernet povezave med sosednjima točkama (angl. 
Point to Point - P2P) [7]. Operaterjem omenjeni OAM omogoča hitro odkrivanje in 
lociranje napak. Pri tem ni pomembno ali je povezava izvedena preko fizičnega 
Etherneta ali je emulirana. Nujno je, da na emulacijskem nivoju ni vmesnih mostov ali 
stikal (po standardu 802.1Q) [8]. 
Storitveni (E2E) OAM zagotavlja mehanizme za spremljanje delovanja 
navidezne povezave (EVC ang. Ethernet Virtual Connection - EVC) od konca do 
konca (angl. End to End - E2E) za celotno uporabniško storitveno inštanco. Pri tem ni 
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pomembno število vmesnih mostov ali stikal, niti ne način izvedbe povezav med njimi 
[7]. 
Lokalni upravljavski vmesnik (E-LMI) se uporablja za upravljanje in 
krmiljenje uporabniške naprave na uporabniškem robu omrežja (angl. Customer Edge 
- CE). Deluje med dvema sosednjima točkama, zato je bolje razdeliti mehanizme OAM 
v dve skupini, to sta povezavni in storitveni OAM. Cilji mehanizmov povezavnega in 
storitvenega OAM-a se med seboj dopolnjujejo in obenem tudi razlikujejo [8]. 
 
Slika 2.1:  Shema storitvenega in povezavnega OAM 
2.2  L2 standardi 
Ethernet OAM  je protokol za: 
 konfiguracijo in upravljanje storitev; 
 odkrivanje, lociranje in opozarjanje na napake v omrežju; 
 nadzor zmogljivosti omrežja; 
 diagnosticiranje omrežja [8]. 
Služi tudi za povečanje upravljavske zmogljivosti v okviru splošne Ethernet 
infrastrukture [9]. OAM se je v splošnem razvil v svetu telefonije. Z OAM se v 
Ethernet prenašajo zmožnosti in postopki, vpeljani za OAM asinhronega načina 
prenosa (angl. Asynchronous Transfer Mode - ATM) ATM OAM v časih, ko je bil 
ATM primarna agregacijska tehnologija. Trdimo lahko, da je Ethernet OAM potomec 
ATM OAM. Za razliko od OAM v svetu telefonije pa se Ethernet OAM ne ukvarja z 
obnovo storitev, potem, ko sta bila zaznana njihov izpad ali okrnitev. Obnovo storitev 
prepušča drugim protokolom drugega sloja na primer xSTP (angl. x Spanning Tree 
Protocol – xSTP) [8]. 
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Ethernet je vodilni v funkcionalnosti OAM, vendar ga MPLS-TP (angl. 
Multiprotocol Label Switching – Transport Profile – MPLS-TP) hitro dohiteva. 
Internetni protokol (angl. Internet Protocol – IP) ne zagotavlja orodja za upravljanje z 
napakami (angl. Fault Management - FM) robustnega v takšni meri, kot 
Ethernet/MPLS, vendar ima bolj izpopolnjeno upravljanje z zmogljivostmi (angl. 
Performance Management - PM) [10]. 
Do nedavnega so Ethernet-u manjkale funkcionalnosti, kot so bile uvedene 
znotraj SONET/SDH (angl. Synchronous Optical Network/ Synchronous Digital 
Hierarchy – SONET/SDH) ali ATM tehnologij, zato pogosto ni bil obravnavan, kot 
tehnologija za omrežja ponudnikov storitev. Z razvojem tehnologije, standardov in 
množičnim uvajanjem v omrežja ponudnikov storitev, se je razvil t.i. Carrier Ethernet, 
katerega ena od osnovnih lastnosti je ravno OAM. Pojavita se dve vrsti OAM, prva s 
strani mednarodne telekomunikacijske zveze (angl. International Telecommunication 
Union – ITU) ter inštituta inženirjev elektrotehnike in elektronike (angl. Institute of 
Electrical and Electronics Engineers - IEEE 802.1) in druga s strani delovne skupine 
Ethernet v dostopovnem omrežju (angl. Ethernet in the First Mile – EFM). Prva dva 
standarda predstavljata izrazit OAM mehanizem, s pomočjo katerih lahko upravljamo 
ter merimo zmogljivost omrežja od začetka do konca. EFM pa je omejen na 
spremljanje neprekinjenosti ene povezave in je usmerjen v dostop do aplikacij [6]. 
V nadaljevanju so predstavljeni L2 standardi IEEE 802.3ah, IEEE 802.1ag in 
ITU-T Y.1731. 
2.2.1  IEEE 802.3ah 
Standard IEEE 802.3ah iz leta 2004 v poglavju številka 57 z naslovom 
»Operations, Administration and Maintenance (OAM)« definira podsloj OAM, ki 
zagotavlja mehanizme za spremljanje delovanja posamezne povezave Ethernet.  
Ti mehanizmi so: 
- ugotavljanje oddaljene napake ob izpadu omrežja; 
- krmiljenje oddaljene povratne zanke [11]. 
Standard drugače imenujemo EFM in govori o mehanizmih povezavnega (P2P) 
Ethernet OAM. 
 
Tehnologija Ethernet je bila v preteklosti večinoma domena lokalnih omrežij. 
Šele kasneje se je zaradi svoje enostavnosti, cenovne učinkovitosti in zanesljivosti 
razširila iz lokalnih omrežij tudi v prostrana omrežja (angl. Wide Area Network – 
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WAN), tako na nivo jedrnih omrežnih povezav, kot tudi na nivo dostopovnih omrežij 
(ang. last mile). Standard IEEE 802.3ah EFM definira način uporabe tehnologije 
Ethernet preko različnih fizičnih medijev, kjer danes največji delež predstavljajo 
optična vlakna. V uporabo pa vpeljuje funkcije OAM, ki v tehnologiji Ethernet do 
sedaj niso bile vgrajene [12].  
Ethernet povezavna plast OAM je bila razvita za aplikacije "Ethernet in the First 
Mile". Izraz zadnja milja se pogosto uporablja za dostopovne povezave, ki povezujejo 
odjemalca z operaterjem. Če je to res, zakaj se je IEEE odločil, da obrne to 
terminologijo in poimenuje Ethernet dostop v prvi milji? Obrazložitev je lahko 
razumljiva, z vidika jedra omrežja, saj je to zadnji del omrežja, ki doseže stranko, tako 
imenovana. "zadnja milja". Po drugi strani pa Ethernet izvira od stranke pod nadzorom 
lokalnega omrežja, zato je pravilno, da razmišljamo o prvem odseku razširitve na 
širšem območju omrežja kot o "prvi milji [6]."  
Oznaka EFM ostaja v uporabi še iz časov, ko je bilo za tehnologijo Ethernet 
potrebno zagotoviti podporo na dostopovnem segmentu. To pomeni na povezavi med 
uporabnikom in omrežjem oz. na povezavi med napravo pri uporabniku (angl. 
Customer Premises Equipment - CPE)  in prvim vozliščem ponudnika storitev. Ta 
povezava je bila običajno bakrena parica, v zadnjem času pa je vse pogosteje v uporabi 
optično vlakno. Standard definira OAM funkcije na nivoju povezave (angl. link), ki se 
lahko poleg uporabe na dostopovnem delu zelo enostavno uporablja tudi na kateri koli 
povezavi med poljubnima dvema Ethernet vozliščema v telekomunikacijskem 
omrežju. 
Ker se IEEE povezavna plast OAM običajno uporablja na povezavi med 
ponudnikom storitev in stranko, določa dva načina za OAM entitete: aktivno ali 
pasivno. Elementi omrežja ponudnika (npr. DSLAM (angl. Digital Subscriber Line 
Access Multiplexer – DSLAM) ali ponudnikova Ethernet stikala) delujejo v aktivnem 
načinu in lahko izvajajo nadzor nad napravami v pasivnem načinu (npr. modemi DSL 
(angl. Digital Subscriber Line – DSL) ali stikala na uporabnikovi strani). Tako lahko 
entiteta v aktivnem načinu pošlje povratno zančno  sporočilo (angl. LoopBack - LB) 
in s tem prisili napravo v pasivnem načinu v način povratne zanke, in poizve podatke 
o parametrih konfiguracije naprave v pasivnem načinu. Obratno ni mogoče. OAM 
določa zapletena razmerja, ki vključujejo končne točke, vmesne točke in ravni 
hierarhije. 
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Sporočila povezavne plasti OAM se pošiljajo v neoznačenih počasnih 
protokolnih okvirjih, ki se imenujejo OAM protokolne podatkovne enote (angl. OAM 
Protocol Data Unit - OAM PDU). Počasni protokoli so protokoli, ki se uporabljajo za 
nadzor operativnih lastnosti Ethernet naprav, protokol za krmiljenje združevanja 
povezav (angl. Link Aggregation Control Protocol – LACP), prej znan kot 802.3ad, ki 
koristno uporablja počasen protokolni okvir. Počasni protokoli so počasni v smislu, da 
je omejeno število okvirjev protokola, ki se lahko prenesejo v sekundi (za OAM PDU 
– ne več kot 10 okvirjev na sekundo), tako se olajša programsko izvedbo OAM 
odjemalca. Vsi počasni protokoli uporabljajo tip okvirja 88-09 in povezavno plast 
OAM razlikujejo glede na podtip 03, ki se pojavi kot prvi oktet (angl. byte) odjemalca 
MAC (angl. Medium Access Control - MAC) koristnega tovora. OAM PDU 
uporabljajo multicast ponorni naslov, ker je povezava omejena, saj OAM PDU prečka 
samo eno povezavo, vendar le-ti niso nikoli posredovane preko mostov ali stikala, tudi 
če ti mostovi ne izvajajo OAM. 
OAM PDU vsebuje nadzorne in statusne informacije potrebne za spremljanje, 
testiranje in odpravljanje težav OAM omogočenih povezav. Te informacije so 
kodirane z uporabo glavne kode, sledjo podatki, kodirani v formatu TLV (angl. Type-
Length-Value - TLV). Veliko sodobnih protokolov uporablja format TLV, da se 
omogoči razširitev protokola. Lastniške (posebne organizacije) OAM razširitve lahko 
podpirajo izboljšane zmogljivosti, vendar bo ta še vedno omejen z eno etapo (ang. hop) 
EFM OAM [6]. 
Na povezavi je možno s pomočjo OAM funkcij, ki jih določa standard IEEE 
802.3ah EFM izvajati naslednje: 
- avtomatsko iskanje in prepoznavo sosednjih vozlišč; 
- nadzorovanje stanja povezave; 
- detekcijo napake na oddaljeni strani; 
- uporabo lokalne ali oddaljene zanke. 
2.2.2  IEEE 802.1ag 
Standard IEEE 802.1ag je bil predstavljen leta 2007 in je opredeljen kot »draft«. 
Standard nosi naslov ˝Virtual Bridged Local Area Networks — Amendment 5: 
Connectivity Fault Management˝. Predstavlja spremembo standarda IEEE 802.1Q iz 
leta 2005. Upravljanje z napakami v povezljivosti (angl. Connectivity Fault 
Management -CFM) opredeljuje različne protokole in mehanizme, ki so potrebni za 
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implementacijo mehanizmov OAM na storitvah, ki potekajo preko več Ethernet 
vozlišč. V takem primeru gre za zagotavljanje funkcionalnosti OAM po posameznih 
storitvah na celotni trasi, od začetka do konca povezave, odkrivanje in lociranje 
izpadov ter obveščanje o njih. S tem dobi upravljalec omrežnih storitev možnost 
vpogleda v parametre storitve od začetka do konca, ne glede na to preko kakšne fizične 
infrastrukture taka storitev (npr. VLAN angl. Virtual Local Area Network - VLAN) 
poteka. Povezava lahko poteka preko optične, žične, brezžične ali preko mobilne 
infrastrukture. Povezava lahko poteka celo preko več ločenih administrativnih domen. 
V takšnih primerih je izvajanje OAM še toliko bolj pomembno. Mehanizmi CFM so 
prvotno namenjeni uporabi v omrežjih ponudnikov storitev, vendar so uporabljeni tudi 
v vseh uporabniških omrežjih (angl. Customer VLAN - C-VLAN) [12]. 
Standard ne opisuje načina, kako odpraviti oziroma popraviti izpade v omrežju. 
To je prepuščeno protokolu vpetega drevesa in mehanizmu zaščitnega preklapljanja. 
Odpravljanje izpadov v omrežju pa lahko opravi uporabnik oziroma upravitelj 
omrežja. 
IEEE 802.1ag je v veliki meri identičen z ITU-T (angl. International 
Telecommunication Union - Telecommunication Standardization Sector – ITU-T) 
priporočilom Y.1731, ki poleg vsega obravnava tudi upravljanje zmogljivosti. 
Standard IEEE 802.1ag: 
- določa vzdrževalne domene, njihove sestavne vzdrževalne točke in 
upravljane objekte, potrebne za ustvarjanje in njihovo upravljanje; 
- opredeljuje razmerje med vzdrževalnimi domenami in storitvami; 
- opisuje protokole in postopke, ki jih vzdrževalne točke uporabljajo za 
vzdrževanje in diagnostiko napak povezovanja v vzdrževalni domeni; 
- zagotavlja sredstva za prihodnjo širitev zmogljivosti vzdrževalnih točk in 
njihovih protokolov [13]. 
2.2.2.1  Upravljavske domene 
Upravljavske domene (angl. Maintenance Domain – MD) so upravljan prostor v 
omrežju, po navadi v lasti in upravljanju enega subjekta. MD so konfigurirane z 
imenom in ravnjo, kjer je osem ravni od 0 do 7. Hierarhično razmerje obstaja med 
domenami, ki temeljijo na ravneh. Večja domena ima višjo vrednost ravni. 
Priporočene vrednosti ravni so naslednje: 
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 uporabniška domena največja (npr. 7); 
 domena ponudnika srednja (npr. 3); 
 operaterska domena najmanjša (npr. 1). 
 
Slika 2.2:  Razdelitev domen 
Posamezna MD je določena z: 
 naborom vmesnikov na stikalih v domeni, ki so na posamezni EVC, 
uporabljeni kot robni vmesniki - končna upravljavska točka (angl. 
Maintenance Association End Point - MEP); 
 naborom vmesnikov na stikalih v domeni, ki so na posamezni EVC 
uporabljeni znotraj domene –  vmesna upravljavska točka (angl. Maintenance 
Domain Intermediate Point - MIP). 
 E2E OAM vpeljuje hierarhični funkcionalni model upravljavskih domen MD, 
znotraj katerih se opravlja upravljanje funkcionalnosti. 
V splošnem je MD definirana kot omrežje ali del omrežja omejen z množico MEP, 
na katerem se izvaja OAM in nudi povezljivost med sistemom zunaj MD [14]. 
Oblikovanje domen in ločitev vmesnikov na MEP in MIP je predmet odločitve 
administratorja, MD pa je lahko vezana na primer na VLAN, na regijo MSTP (angl. 
Multi Spanning Tree Protocol - MSTP). 
V konceptu CFM OAM se preverja povezljivost med vsakim posameznim parom 
MEP. Vsak par MEP je imenovan za upravljavsko entiteto (angl. Maintenance Entity 
- ME), množica vseh ME znotraj MD pa za skupino upravljavskih entitet (angl. 
Maintenance Entity Group - MEG) v Y.1731. 
MD se lahko interno deli na upravljane zveze (angl. Maintenance Association - 
MA), s katerimi je moč znotraj posamezne MD med seboj ločiti različne storitvene 
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inštance oziroma različne EVC [7]. MA je določena z množico MEP, ki so namenjeni 
posamezni storitveni inštanci, oziroma z množico ME, ki jih te MEP oblikujejo [8]. 
Upravljana zveza je opredeljena kot nabor MEP, ki so konfigurirani z enakim 
identifikatorjem upravljane zveze (angl. Maintenance Association Identifier - MAID) 
in ravnijo MD, od katerih je vsak konfiguriran z identifikatorjem končne upravljavske 
točke (angl. Maintenance association End Point Identifier - MEPID), ki je unikaten v 
tem MAID in MD ravni in vsi, ki so nastavljeni za celoten seznam MEPID. 
Končne upravljavske točke (MEP – »Maintenance association End Point«), 
so točke na robu domene, ki opredeljujejo mejo domene. MEP pošilja in prejema CFM 
okvirje preko funkcije releja, ovrže vse CFM okvirje na svoji ravni ali nižje, ki 
prihajajo s strani žice. 
Vmesna točka upravljavske domene (MIP – »Maintenance domain 
Intermidiate Point«), je točka znotraj domene, ni na meji. CFM okvirji sprejeti od 
MEP in drugih MIP so razvrščeni in poslani, vsi CFM okvirji na nižjih ravneh so 
ustavljeni in odvrženi. MIP so pasivne točke, ki se odzovejo se šele, ko se sproži CFM 
sledenje poti in povratno zančno sporočilo. 
IEEE 802.1ag protokol Ethernet CFM sestavljajo trije protokoli, ki delujejo skupaj, z 
namenom, da pomagajo administratorju pri odpravljanju napak v Ethernet omrežju 
[13].  
Ti protokoli so: 
2.2.2.2  Protokol za preverjanje stalne povezljivosti 
Protokol za preverjanje stalne povezljivosti (angl. Continuity Check Protocol – 
CCP) je namenjen preverjanju povezljivosti v vzdrževalni zvezi MA (med katerim koli 
parom MEP znotraj MA). V tem smislu lahko MA definiramo kot množico MEP s 
skupnim identifikatorjem MA in nivojem MD. Vsak MEP z edinstvenim 
identifikatorjem MEPID znotraj MA pozna identifikatorje MEP znotraj MA. 
Protokol CCP omogoča odkrivanje napak v povezljivosti znotraj MA. V primeru 
pravilne nastavitve pošiljanja CCP znotraj MA, če je MA definirana za vsako 
storitveno inštanco, potem protokol CCP omogoča sto odstotno odkrivanje napak v 
povezljivosti, nepravilno povezanost in napake nepravilnega konfiguriranja [15]. 
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Sporočilo CCM (angl. Continuity Check Message - CCM) je mnogociljno 
(multicast). Ciljni naslov MAC je odvisen od nivoja MD. Protokol CCP je enosmeren, 
to pa pomeni, da se na sporočila CCM ne generira odgovora. V omrežju z n 
upravljavskimi točkami MEP se pošilja natanko n sporočil CCM, po eno iz vsake 
MEP. Vsaka upravljavska točka MEP pričakuje n-1 sporočil CCM [8].  
2.2.2.3  Protokol za sledenje poti 
Za izvajanje protokola za sledenje poti (angl. Link Trace - LT) skrbita »MEP 
Linktrace Initiator« znotraj upravljavske točke MEP in »Linktace Responder« na 
omrežni napravi. Protokol LT je namenjen odkrivanju poti ter lociranju izpada. 
Izvorna MEP razpošlje sporočilo za sledenje poti (angl Link Trace Message - LTM) 
sosednjim MIP, naslov ciljne MEP ali MIP točke pa je del vsebine sporočila. Točka 
MEP na enakem nivoju MD, kot je odgovor na sporočilo za sledenje poti (angl. Link 
Trace Reply – LTR), posreduje sporočilo LTM funkcionalni entiteti »Linktace 
Responder« (MEP na višjem nivoju MD zavrže LTR). Ta preveri, ali je potrebno okvir 
posredovati na enega izmed portov naprave, ga filtrirati ali popraviti. 
Vsaka upravljavska točka na poti do ciljne MEP/MIP izvorni točki MEP 
odgovori z unicast sporočilom LTR z naključno zakasnitvijo (med nič in eno sekundo). 
Vsaka upravljavska točka tudi sporočilo LTM posreduje naprej, če le to ni namenjeno 
njej. Posreduje ga na vmesnik, kjer se uporabi, da se izvorna MEP ne preobremeni s 
sprejemanjem sporočil LTR. Sporočila LTM se običajno pošiljajo v pet sekundnih 
intervalih, vendar pa lahko upravljalec omrežja to nastavi na naključno vrednost [15]. 
2.2.2.4  Protokol povratne zanke 
Protokol povratne zanke (angl. LoopBack - LB) je namenjen verificiranju in 
lociranju izpadov. Izvorna upravljavska točka MEP pošlje eno ali več sporočil 
povratne zanke (angl. Loopback Message – LBM) ciljni točki MEP ali MIP, ta pa 
izvorni točki MEP odgovori z odgovorom na sporočilo povratne zanke (angl. 
Loopback Reply – LBR). Sporočilo LBM vsebuje ponorni naslov MAC (naslov MAC 
je v isti MA kot se nahaja MEP) prioriteto in parameter. LBM sporočilo kot tudi 
odgovor LBR sta tipa unicast. Vsako sporočilo LBM vsebuje polje identifikatorja 
transakcije povratne zanke (angl. »Loopback Transaction Identifier«), ki se poveča za 
vsako poslano sporočilo LBM in služi za preverjanje ujemanja sprejetih LBR s 
poslanimi LBM. Standard CFM ne specificira časovnega intervala pošiljanja več 
sporočil LBM, vendar opozarja, da pošiljanje le teh ne sme preobremeniti vmesnika in 
vplivati na morebitne izgube LBM. 
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Pri sprejemu sporočila LBM se preveri ali je sporočilo ustrezno in se zavrže v 
primeru neustreznosti. Funkcijska entiteta »Loopback Responder« preveri ciljni 
naslov MAC. Razlog za zavržen okvir je lahko naslov MAC kakšne druge 
upravljavske točke ali multicast naslov MAC, ki ne ustreza formatu MD kot je točka 
MP, ki ne sprejme LBM. Drugih polj znotraj sporočil LBM upravljavska točka (angl. 
Maintenance Point - MP) ne preverja. 
V primeru, da je sporočilo LBM namenjeno posamezni MP, le ta odgovori z 
unicast sporočilom LBR, naslovljenim na izvorni MEP.  
V primeru, da upravljavska točka MIP sprejme sporočilo LBR, ga preprosto 
ignorira. Ko MEP (natančneje »Loopback Initiator«) sprejme LBR, preveri ali je ciljni 
naslov MAC enak naslovu MAC točke MEP. V primeru neujemanja se sporočilo LBR 
zavrže. Drugače se preveri tudi polje identifikatorja transakcije povratne zanke 
sprejetega sporočila LBR s prej poslanim LBM. V primeru ujemanja se poveča 
ustrezen števec o uspešno ali neuspešno sprejetem LBR. Točka MEP, ki sprejme 
ustrezen LBR, preveri vse bite znotraj sporočila in ga primerja z vsebino poslanega 
LBM. V primeru neujemanja se poveča ustrezen števec za neujemanje vsebine LBR 
[15]. 
2.2.3  Y.1731 
Standard ITU-T Y.1731 PM (angl. Performance Management - PM) poleg vseh 
funkcionalnosti, ki so definirane v prej opisanem standardu IEEE 802.1ag CFM, 
predvideva uporabo dodatnih funkcij, ki omogočajo preverjanje zmogljivosti Ethernet 
storitvenih povezav od začetka do konca. Z vpeljavo teh mehanizmov v 
telekomunikacijsko omrežje upravljalec lahko spremlja naslednje meritve: 
- zakasnitev; 
- spreminjanje zakasnitve; 
- izguba okvirjev. 
Opisani parametri so še posebno pomembni pri zagotavljanju storitev za prenos 
govora [16]. 
Razmerje izgubljenih okvirjev 
Razmerje izgubljenih okvirjev je definirano kot razmerje izraženo v odstotkih. 
Predstavlja število okvirov, ki niso dostavljeni deljeno s celotnim številom okvirjev v 
časovnem intervalu (angl. Time Interval – T), kjer število okvirjev, ki niso bili 
2.3  L3 standardi 31 
 
dostavljeni predstavlja razlika med številom okvirjev, poslanih z vstopnega vmesnika 
med omrežjem in uporabnikom (angl. User Network Interface – UNI) in številom 
okvirjev prejetih na izstopnem UNI. Razmerje izgubljenih okvirjev se lahko izmeri z 
uporabo storitvenih okvirjev ali sintetičnih okvirjev, ki spadajo v posamezni razred 
storitev (angl. Class of Service – CoS). Uporaba sintetičnih okvirjev se lahko uporablja 
za večtočkovno Ethernet povezljivost. Uporaba storitvenih okvirjev se uporablja samo 
za Ethernet povezave tipa točka-točka. 
Zakasnitev okvirjev  
Zakasnitev okvirja se lahko izrazi kot enosmerna zakasnitev okvirja, kjer je 
enosmerna zakasnitev okvira definirana kot čas, ki preteče od začetka oddajanja 
prvega bita okvirja z izvornega vozlišča do sprejema zadnjega bita istega okvirja, v 
ponornem vozlišču. 
Merjenje dvosmernih zakasnitev povratne zanke se opravi na okvirju v 
ponornem vozlišču in na okvirju, ki je prispel v izvorno vozlišče. V primeru 
obhodnega časa so na voljo štirje časovni žigi, ki omogočajo izračun tako enosmernih 
kot tudi dvosmernih zakasnitev. V idealnih razmerah mora biti povprečna enosmerna 
zakasnitev okvirja dostopna za niz okvirjev. Povprečna enosmerna zakasnitev okvirja 
je opredeljena v [ITU-T Y. 1563]. Storitveni okvirji pripadajo isti instanci storitvenega 
razreda (CoS) na Ethernet povezavah točka - točka ali na večtočkovni Ethernet 
povezljivosti. 
Spremenljive zakasnitve okvirja 
Spremenljive zakasnitve okvirja so merilo za spreminjanje zakasnitev okvirja 
med dvema storitvenima okvirjema [17].  
2.3  L3 standardi 
2.3.1  RFC 5357 TWAMP 
Merjenje zmogljivosti IP omrežja z uporabo standardnih protokolov je bilo 
vedno izziv. Iznajditelji protokola IP so ponudili nekatera orodja, kot so Internet 
Control Messaging Protokol ping, Traceroute User Datagram Protocol (UDP) Echo, 
kot del zbirke protokolov TCP/IP (angl. Transport Control Protocol / Internet Protocol 
– TCP/IP). Ta orodja niso namenjena izvedbi skupnih meritev, vendar pa so bila 
oblikovana za enostavno odpravljanje težav v IP omrežjih. Potrebe po standardiziranih 
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orodjih za učinkovito spremljanje zmogljivosti znotraj poslovnih omrežij so čedalje 
večje. 
IETF (angl. Internet Engineering Task Force - IETF) je zapolnil to vrzel s 
standardom Two-Way Active Measurement Protocol (TWAMP), ki definira 
prilagodljivo metodo za merjenje povratne IP zmogljivosti med dvema napravama v 
omrežju, ki podpirata ta standard. S TWAMP lahko upravljavci IT v podjetjih 
učinkovito merijo celotno IP zmogljivost osnovnega prenosa med omrežnimi 
elementi, preko katerih potekajo storitve [18].  
RFC 5357 (TWAMP) je IP QoS omrežni merilni protokol. TWAMP zagotavlja 
analizo QoS povratne (ang. round-trip) zmogljivosti med dvema končnima točkama v 
omrežju. TWAMP odstrani potrebo po dodatnih in pogosto dragih namenskih QoS 
merilnih sistemih.  
TWAMP je sestavljen iz dveh protokolov, kontrolnega in merilnega. Kontrolni 
nastavi in nadzira sejo merjenja zmogljivosti med dvema končnima omrežnima 
merilnima točkama. Merilni del pa se uporablja za določanje paketne oblike potrebne 
za merjenje povratne uspešnosti [19]. 
Standard RFC 5357 TWAMP je sprejela organizacija IETF in opredeljuje 
izvajanje meritev v IP omrežjih v obeh smereh.  
V tem primeru gre za L3 vrsto storitev. Meritev se hkrati izvaja v obeh smereh 
med dvema omrežnima elementoma. Oba omrežna elementa, ki sodelujeta pri 
izvajanju meritve imata vsak svojo vlogo. Ta dva omrežna elementa se imenujeta 
TWAMP iniciator in TWAMP reflektor.  
Osnova za meritev, ki se izvaja s pomočjo posebnih paketov je protokol IP. 
TWAMP protokol je sestavljen z dveh delov, in sicer sta to TWAMP kontrolni 
protokol in TWAMP merilni protokol. Kontrolni protokol se uporabi pred začetkom 
same meritve. S pomočjo kontrolnega protokola iniciator in reflektor s strani 
kontrolnega odjemalca dobita podatke o tipu meritve in navodila o pričetku ter o 
zaključku meritve. 
Ko se meritev prične izvajati, iniciator vzpostavi TCP sejo z reflektorjem in nato 
prične s pošiljanjem posebnih merilnih IP paketov v skladu s TWAMP merilnim 
protokolom proti reflektorju, ki prejete merilne pakete vrne iniciatorju. V nekaterih 
primerih zaradi zagotavljanja večje natančnosti reflektor doda časovno značko v 
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merilni paket ter tako označenega vrne iniciatorju. Iniciator iz pridobljenih podatkov 
in primerjav oddanega in prejetega paketa pridobi informacije o parametrih L3 
storitvene povezave, kot na primer zakasnitev na celotni poti. Iniciator merilne podatke 
nato posreduje preko TWAMP kontrolnega protokola, kontrolnemu odjemalcu, ki 
poskrbi za nadaljnjo obdelavo merilnih podatkov. Zaradi zagotavljanja varnosti 
omogoča protokol TWAMP tudi šifriranje TWAMP kontrolnih paketov. 
Preverjanje SLA parametrov tudi v L3 omrežju od začetka do konca je 
pomembno še posebno v primerih, ko storitev poteka preko omrežij, ki niso v isti 




3  Pregled orodij 
3.1  Razpoložljiva orodja na trgu 
Trg orodij za spremljanje parametrov SLA je kar precej razvit. Nadzor SLA 
postaja tudi ena od funkcij, ki jo želi oziroma zahteva vse več naročnikov storitev. V 
spodnjih odstavkih so najprej opisane zahteve po sistemu, kasneje pa je opisanih nekaj 
različnih orodij. Dve izmed rodij sta tudi produkt slovenskih podjetij.  
3.1.1   Zahteve po sistemu za spremljanje SLA parametrov 
Do nedavnega na trgu nismo zasledili tako visokih zahtev po SLA, kot jih 
zahtevajo uporabniki Stelkomovih storitev, zato je bilo potrebno dobro preučiti 
zahteve in možnosti spremljanja kakovosti storitev. Stelkom je želel in potreboval 
sistem, ki omogoča meritve na L3. Na trgu pa večina sistemov omogoča meritve na 
L2. 
Potrebovali so sistem, ki bo neodvisen od proizvajalca opreme, saj ima Stelkom 
v svojem omrežju precej vgrajene opreme različnih proizvajalcev omrežne opreme in 
bi menjava opreme na vseh lokacijah, kjer želijo spremljati SLA pomenila velik 
dodaten strošek. Če bi si Stelkom izbral enega določenega proizvajalca opreme in bi 
bil odvisen le od njega, bi padel v tako imenovan »vendor lock in«. 
Sistem je moral imeti standardno vgrajene meritve pasovne širine na način, ki 
ima le minimalen vpliv na dejanski prenos podatkov v omrežju. Eden od pogojev je 
bil tudi, da sistem meritev SLA zagotovi možnost meritev do kapactete 1 Gbit/s. Glede 
na zgodnjo fazo implementacije sistema je potrebna tehnična pomoč, kar pomeni, da 
je bilo potrebno izbrati sistem, ki je lokalno blizu. 
Pred odločitvijo se je preučilo različne sisteme. Ključni dejavnik pri odločitvi je 
bil način izvajanja meritev, predvsem način izvajanja meritev pasovne širine. Pri 
izbranem sistemu meritev pasovne širine poteka tako, da meritev nima oziroma ima le 
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minimalen vpliv na dejanski prenos podatkov v omrežju, kar pri konkurenčnih 
sistemih ni bilo mogoče zagotoviti. Ta algoritem deluje na podlagi uporabniškega 
prometa. Preverja nivo uporabniškega prometa in glede na ta nivo začne sonda dodatno 
nalagati promet do zasedenosti pasovne širine. 
3.1.2  RADview Performance Monitoring 
RADview je modularni paket za upravljanje omrežja, proizvajalca RAD v 
kombinaciji z vgrajenimi mehanizmi OAM meritev in zajema podatkov iz omrežne 
opreme omenjenega proizvajalca. Kot že omenjeno je RADview sestavljen iz večih 
modulov in sicer: 
 Performance Monitoring; 
 D-NFV Orchestrator; 
 Service Manager; 
 Service Center. 
RADview omogoča sprotno spremljanje Ethernet in IP storitvenih zmogljivosti 
z zbiranjem podatkov ključnih kazalnikov uspešnosti (angl. Key Performance 
Indicator - KPI) iz RAD naprav. Del Rad storitev je, da omogoča ponudnikom storitev 
in operaterjem omrežij, da enostavno spremljajo in upravljajo dejansko omrežje in 
izvajajo storitve v daljšem časovnem obdobju ter jih primerjajo z zahtevanimi 
storitvami in sporazumom o ravni storitev. 
Modul RADview za spremljanje zmogljivosti omogoča takojšnje odkritje 
degradacije oziroma motenj storitev, tako da se sprejmejo popravni ukrepi za hitro 
obnovo zajamčene ravni zmogljivosti. Sistem pridobi podatke o izgubi zaradi napak 
na povezavi in izvozi standardno CSV ASCII datoteko na OSS (angl. Open-Source 
Software - OSS) ali v sisteme uporabnikov RADview-a. RADview zagotavlja end-to-
end upravljanje, ki temelji na MEF Carrier Ethernet storitvah zagotovljenega dostopa. 
RADview omogoča:  
 zbiranje, shranjevanje, analiziranje in predstavljanje ključnih kazalnikov uspešnosti 
iz RAD naprav; 
 meritve izkoriščenosti pasovne širine v prometu; 
 dejanske meritve zmogljivosti na osnovi ITU-T Y.1731: 
o zakasnitev okvirjev (latentnost); 
o sprememba zakasnitev okvirjev (trepetanja); 
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o razmerje dostavljenih paketov; 
o razpoložljivost; 
 L3 spremljanje zmogljivosti, ki temelji na TWAMP za storitev IP; 
 upravljanje SLA mejnih vrednosti; 
 zmogljivo nadzorno ploščo s splošnim in podrobnim prikazom; 
 SLA statistična poročila in SLA statistična poročila v realnem času;  
 samodejno korelacija omrežnih napak pri vplivali storitev in strankami; 
 upravljanje varnostne politike, podpira profile dostopa uporabnikov in omogoča 
delitev omrežja; 
 grafični prikaz omrežnih oblakov, povezave, vozlišča, storitev end-to-end in 
indikacijo stanja omrežja; 
 standardne vmesnike, preko katerih se uporabniki lahko enostavno povežejo z že 
obstoječim sistemom; 
 GUI zasnovo za upravljanje zelo velikih omrežij. 
Rad-ov merilnik oziroma sistem je namenjen meritvam na L2 [20]. 
Poleg zajema podatkov iz omrežne opreme proizvajalca RAD sistem RADview 
omogoča tudi izvajanje meritev OAM v kombinaciji z optoelektričnimi moduli 
MINID, ki predstavlja običajen optoelektrični modul (angl. Small Form-factor 
Pluggable – SFP), vstavljen v prilagodilni modul standardnih dimenzij za vstavljanje 
v SFP reže omrežne opreme (stikala, usmerjevalniki). S tem modulom lahko 
funkcionalnosti spremljanja OAM razširimo tudi na opremo drugih proizvajalcev. 
3.1.3  Creanord 
Creanord EchoVault je vsestranski sistem, s pomočjo katerega lahko pridobimo 
podatke o zmogljivosti iz skoraj vse nameščene opreme. Tako dobimo enoten pogled 
na omrežje v realnem času in na poročila o parametrih storitev v enostavno razumljivi 
obliki. EchoVault zbira podatke s pomočjo različnih tehnologij: z NETCONF (angl. 
Network Configuration Protocol) ali s SNMP (angl. Simple Network Management 
Protocol - SNMP) neposredno od naprav in z uporabo XML (angl. Extensible Markup 
Language - XML) / CSV z EMS (angl. Element Management System, EMS). 
EchoVault odlično deluje s CreaNODE 300.0. EchoValut z naprednimi sondami 
spremlja učinkovitost delovanja omrežja iz osrednje lokacije z uporabo funkcij 
TWAMP, UDP Echo ali celo Ping-a. Ne glede na to, na katerem  protokolu temelji 
tehnologija, je pogled na omrežje enoten [21].  
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Če neka storitev poteka preko več domen, EchoValut omogoča spremljanje 
zmogljivosti od konca do konca in prav tako omogoča poročanje v primerih, ko se 
lahko pri merjenju poti prečka več neodvisnih domen, ki imajo nasprotujoče si politike 
in metode. Rešitev bistveno zmanjšuje ponovno merjenje tokov prečno preko 
osrednjega omrežja [22]. 
Ključne poslovne storitve, ki temeljijo na IP in Ethernet, zahtevajo preverjanje 
zmogljivosti. Bistveno je, da je količina pasovne širine znotraj kakovostnega razreda, 
kot tudi izgube, zakasnitve in spreminjanje zakasnitev glede na SLA. EchoVault  
merilnik propustnosti prinaša centralizirano in avtomatizirano vezje, namenjeno 
spremljanju, preverjanju in odpravljanju težav za merjenje prepustnosti. 
EchoVault merilnik propustnosti omogoča optimizacijo za avtomatizirano 
testiranje in poročanje o Ethernet in IP OAM parametrih, kot so zakasnitve okvirjev, 
spreminjanje zakasnitev okvirjev, izguba okvirjev, razmerje izgubljenih okvirjev 
(angl. Frame Loss Ratio - FLR), prepustnost in razpoložljivost. 
Zagotavljanje Ethernet in IP kakovosti storitev, zmogljivosti in izpolnjevanje 
SLA z jasnim in stilsko  dovršenim poročilom ob vzpostavitvi povezave krepi odnos 
z uporabnikom. Le ta lahko vidi, da je izvajanje storitev opravljeno strokovno. 
Merilnik prepustnosti je enostaven za uporabo, saj uporabniški vmesnik usmerja 
uporabnika v procesu ustvarjanja meritve in poročila. Poročilo o meritvi prepustnosti 
je na voljo v obliki PDF (angl. Portable Document Format – PDF) in omogoča izvoz 
v portal EchoVault in v druge portale, ki jih morda v podjetju že uporabljajo. 
Omogočeno je tudi pošiljanje preko elektronske pošte [23]. 
3.1.4  H-log 
H-LOG SLA rešitev je namenjena srednje velikim do velikim ponudnikom 
storitev. Omenjena rešitev zagotavlja vizualizacijo zmogljivosti katerega koli omrežja, 
na osnovi infrastrukture IP z natančnimi meritvami, ki se opravljajo v realnem času. 
Sestavljen je iz prilagodljive opreme ter programskih aktivnih sond in kar je 
najpomembneje, sestavlja ga odprta arhitektura, ki pripomore k znižanju operativnih 
stroškov. H-LOG rešitev je popolnoma neodvisna od topologije omrežja, opreme in je 
združljiva z večino omrežne opreme, ki je na voljo na trgu. 
H-LOG omogoča:  
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 povezovanje z omrežno opremo neodvisno od proizvajalca; 
 KPI z najboljšo natančnostjo na trgu z natančnostjo mikrosekunde. Ključna 
značilnost je odkrivanje nenavadnega delovanja omrežja (npr. hitro 
preusmerjanje);  
 Family Probe - kombinacija strojne opreme (H-Probe) in programske sonde 
(V-Probe) povezana s fleksibilnim modelom licenciranja, ki zagotavlja pravi 
odgovor na potrebe uporabnika z vidika funkcionalnosti in izvedbe; 
 odprta platforma; 
 testiranje storitev povezav, ki temeljijo na standardu TWAMP - RFC-5357, 
RFC-2544, Y.1564; 
 vključitev v obstoječe OSS z uporabo standardnih spletnih storitev »REST 
full API«; 
 enostavno oblikovanje konfiguracije do več strežnikov; 
 uporabniku prijazen spletni grafični uporabniški vmesnik; 
 spremljanje povezav od konca do konca (E2E); 
 NFV/SDN. 
Svetovalec za SLA je bil zasnovan za optimizacijo Ethernet in IP storitev, za 
poročanje in obveščanje o: 
 omrežnih KPI za spremljanje uspešnosti; 
 zakasnitvah in trepetanju zakasnitev z ločljivost nižjo kot 100 μs; 
 izgubi paketov; 
 packet v okvari; 
 napačnem prenosu paketov; 
 meritvah KPI, ki so na voljo pri meritvah v eno ali v obe smeri. 
Rešitev je sestavljena s pomočjo strojne in programske sonde in služi za 
opravljanje aktivnih in pasivnih meritev oziroma testiranj, na infrastrukturi Ethernet 
in v IP omrežjih. Rešitev nam ponuja en sam centralni sistem za upravljanje omrežja, 
sond zbiranje vseh rezultatov meritev QoS in na koncu omogoča prikaz podatkov o 
meritvah in ustvarjanje poročil [24]. 
3.1.5  IXIA IxNetwork 
IxNetwork je celovita omrežna infrastrukturna rešitev za testiranje 
zmogljivosti. Uporablja se za rokovanje z najzmogljivejšimi napravami in največjimi 
omrežji, od omrežnih naprav pa do Ethernet podatkovnih centrov in programsko 
definiranih omrežij. 
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IxNetwork zagotavlja testiranje učinkovitosti v najbolj zahtevnih pogojih. To 
orodje je sposobno generirati več terabajtov podatkov in analizirati do 4 milijone 
prometnih tokov hkrati. IxNetwork skrbi za najbolj zmogljive naprave in največja 
omrežja. S svojimi analizami in statistikami v realnem času, ta močna rešitev posnema 
vse od usmerjanja in posredovanja, Ethernet podatkovnih centrov in programsko 
definiranih omrežij, širokopasovnega dostopa in industrijskega Etherneta za celovito 
testiranje. Upravljanje poteka preko grafičnega uporabniškega vmesnika [25]. 
Ključne funkcije: 
 nudi testno razpon Ethernet vmesnikov od 1 Gbit/s do 400 Gbit/s;  
 zagotavlja celovito pokritost protokolov za usmerjanje / posredovanje, 
posredovanje MPLS, širokopasovni dostop, industrijski Ethernet, 
omreževanje podatkovnih centerov, programsko definirana omrežja 
(angl. Software-defined network - SDN); 
 ustvarja prometne tokove, ki posnemajo realne uporabniške aplikacije 
in scenarije; 
 gladko deluje v virtualnih omrežnih okoljih; 
 zagotavlja end-to-end avtomatiziran preizkusni sistem; 
 izvede hitro izolacijo napak storitev, vključno s temeljito analizo 
prometnih tokov. 
IxNetwork emulira veliko različnih protokolov. Vsak preizkusni port podpira 
neodvisne več jedrne procesorje, ki poganjajo emulacije protokola v operacijskem 
sistemu Linux. Vsa preizkusna vrata so sposobna emulirati tisoče usmerjevalnikov ali 
mostov z milijoni dosegljivih omrežij in gostiteljev. Uporabnik lahko enostavno 
spreminja velikost emulirane topologije z dodajanjem dodatnih testnih vrat [26]. 
IXIA ima zelo visoko natančnost meritve in pa tudi visoko ceno. Namenjena je 
za testiranje v razvoju. Sistem mora biti čim cenejši, saj mora biti ponudnik na trgu 
čim cenejši zaradi konkurence. Kakovost storitev je s časom postavljena vse više, 
potrebno je poiskati kompromis med kakovostjo in ceno. Sistem Ixia lahko uporabimo 
kot referenčni merilnik. 
3.1.6  NIL Monitor 
NIL Monitor ponuja spremljanje in nadzor informacijske infrastrukture. Številna 
orodja nadzornega sistema omogočajo poglobljen pregled nad delovanjem in stanjem 
informacijske infrastrukture, in sicer: 
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 nadzor naprav in povezav: 
o neprestano merjenje maksimalne propustnosti povezav; 
o spremljanje razpoložljivosti posameznih naprav in povezav; 
o upoštevanje servisnih oken in delovnega časa organizacije pri 
statistiki razpoložljivosti; 
o beleženje odstopanj od dogovorjenih SLA vrednosti (odzivnost, 
razpoložljivost, pasovna širina,..); 
o spremljanje trenutnih obremenitev naprav in povezav; 
o spremljanje zakasnitev in izgub prometa na povezavah; 
o spremljanje pomembnih parametrov za pravilno delovanje naprav 
(napajanje, RAM, procesor, temperatura, redundančni mehanizmi); 
o vodenje statistik odpovedi in ponovnih zagonov naprav; 
o prikaz celotnega prometa in povprečne obremenitve posameznega 
vmesnika v določenem obdobju; 
o nadzor delovanja delilnikov podatkovnega prometa med več 
strežniki; 
o spremljanje delovanja brezžičnih dostopnih točk. 
 konfiguriranje in inventar opreme; 
 spremljanje aplikacij in storitev; 
 nadzor varnosti; 
 grafični prikaz; 
 poročila in vpogled v nadzorni sistem. 
Delovanje  NIL Monitor-ja 
Nadzor poteka na oddaljen način, s sedeža podjetja NIL. Del opreme, ki jo 
zagotavlja NIL, je nameščena na lokaciji naročnika, glavni del pa v podatkovnem 
centru NIL-a. Oddaljen nadzor se izvaja preko stalne navidezne zasebne  povezave 
(angl. Virtual Private Network - VPN). 
Centralna nadzorna naprava na lokaciji naročnika izvaja vse meritve, ki so 
osnova za natančna poročila (razpoložljivost, odzivnost, maksimalna pasovna širina, 
delovanje storitev). Centralni nadzorni sistem pa hrani vse zajete podatke. Omogoča 
grafičen prikaz meritev, izvaja upravljanje celotnega sistema in alarmiranje [27]. 
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Slika 3.1:  Shema NIL Monitorja [27] 
3.1.7  SmartSLA 
SmartSLA je rešitev, ki jo je razvil Smart Com za pridobivanje in spremljanje 
parametrov SLA v komunikacijskih omrežjih. SmartSLA omogoča stalno in 
neposredno spremljanje statistike prometnih tokov omrežja, delovanja naprav ter 
opozarjanje na nepravilnosti. Odziv na ugotovljene pojave je zato hitrejši in 
ustreznejši, lažje in zanesljivejše je napovedovanje trendov, učinkovitejše načrtovanje 
nadgradenj, kar posledično vpliva na zmanjšanje stroškov obratovanja. 
Tipični parametri, ki jih lahko spremljamo s sistemom so zakasnitve, pasovna 
širina, trepetanja zakasnitev, izguba paketov in razpoložljivost. 
Vsi parametri SLA, vključno z razpoložljivo pasovno širino, se merijo brez ali z 
le minimalnim vplivom na dejanski prenos podatkov. SmartSLA podpira omrežne 
storitve do 1000Mbit/s. Neodvisnost od proizvajalcev opreme omogoča spremljanje 
parametrov na opremi različnih proizvajalcev in preko različnih omrežij. 
Ključne lastnosti: 
 celovit pregled in nadzor sistemov ter s tem pravočasna identifikacija 
morebitnih pomanjkljivosti in težav; 
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 obveščanje o nepravilnostih v delovanju opazovanih sistemov preko e-
pošte/sms-a; 
 nadzor po skupinah, npr. po lokacijah, IP naslovih, statusu naprave; 
 vpogled in grafični prikaz statistike dogajanja v omrežju; 
 določanje posameznih uporabnikov po priključkih na stikalih in pregled 
neaktivnih priključkov; 
 možnost izpisa prilagojenih poročil; 
 primeren je za mala, srednja in velika podjetja/sisteme; 
 enostaven za uporabo. 
SmartSLA je rešitev, ki vključuje spremljanje SLA od konca do konca in je 
sestavljen iz treh različnih modulov: 
Sonda SmartSLA  
Sonda SmartSLA je modul, ki se nahaja na robu omrežja vsakega odjemalca. To 
je pomembna enota za pravilno in kontinuirano zbiranje podatkov in konfiguriranje 
parametrov, ki so odgovorni za pridobitev podatkov o meritvah kakovosti storitev za 
vsako podatkovno omrežje/povezavo, to je modul za zaznavanje. S SmartSLA sondo 
pridobivamo naslednje podatke: 
 razpoložljivost posebne omrežne povezave glede različnih časovnih 
obdobjih; 
 maksimalni čas nedostopnosti; 
 minimalno zmogljivost za določeno povezavo; 
 povprečno mesečno zakasnitev; 
 povprečno mesečno trepetanje zakasnitev; 
 povprečno mesečno izgubo paketov. 
Centralno vozlišče SmartSLA  
Centralno vozlišče SmartSLA je sistem za upravljanje podatkov in diagnostiko 
pridobljenih in obdelanih podatkov s SmartSLA sondami. Nameščeno je na centralni 
strežnik, priključeno na centralno komunikacijsko vozlišče omrežja ali pod-omrežja, 
kjer se izvaja spremljanje parametrov SLA. SmartSLA centralno vozlišče je 
odgovorno za spremljanje in nadzor vseh sond na SmartSLA, za prenos ustreznih 
parametrov v sonde SmartSLA, za pridobivanje in obdelavo podatkov iz vsake sonde 
SmartSLA. Centralno vozlišče skrbi za vodenje, vse ustrezne meritve, omogoča 
upravljanje omrežja in skrbi za izdelavo statistike in poročil. 
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Sistem za upravljanje SmartSLA  
Sistem SmartSLA Management je modul programske opreme, nameščene na 
virtualni strežnik za stranke, ki zagotavlja rezervacije centralnega vozlišča SLA sond 
in zagotavljanje spremljanja parametrov SLA in naloge poročanja. Skupaj s SmartSLA 
osrednjim vozliščem omogoča opazovanje pridobljenih podatkov in podatkov o 
posebnih omrežnih napravah, ki so vpisani v fazi inicializacije sistema SmartSLA, v 
ustrezni obliki in v skladu z zahtevami kupca, s pomočjo intuitivnega grafičnega 
vmesnika. 
 
Slika 3.2:  Shema SmartSLA 
3.1.8  Druga orodja 
Na trgu pa obstaja še veliko različnih orodij, ki ponujajo različne vrste meritev. 
Nekatera orodja so namenjena meritvam, testiranju opreme in povezav, ki so še v 
razvoju. 
Poznamo pa tudi nekoliko bolj preprosta orodja, kot so Speed test ali pa 
testmy.net (Akos testnet), kjer pa je natančnost meritve nižja. Omenjeni orodji 
omogočata le meritev pasovne širine in pa ICMP ping-a (angl. Internet Control 
Message Protocol - ICMP). Sistema nista primerljiva z ostalimi, saj se pri testu meritev 
pasovne širine ne upošteva uporabniškega prometa in omogočata le meritve, ki pa jih 
ni moč uporabljati za namene beleženja in poročanja o parametrih SLA. 
Primerna sta za domačo uporabo, saj merita kapaciteto linije od nas do neke 
točke v internet in ne med dvema poljubnima točkama v omrežju. Ne omogočata 
dolgoročnega spremljanja skozi čas (ni mesečnih poročil). Način meritve poslovne 
storitve za poslovnega uporabnika ni primeren. 








Meritev zakasnitev       
Meritev izgube paketov       
Meritev pasovne širine       
Meritev pasovne širine v 
realnem času z majhnim 
vplivom na omrežje 
      
Meritev potresavanja 
zakasnitev 
      
1 Gbit/s Ethernet 
vmesnik 
      
Izdelava prilagojenih 
poročil 
      
Neodvisen od 
proizvajalcev opreme 
      
Obveščanje o dogodkih 
preko SMS ali e-maila 
      
Nadzor po skupinah oz. 
lokacjah 
      
Izvajanje meritev na L3       
Enostavnost       
Lokalno podpora 
uporabnikom 
      
Tabela 3.1:  Primerjava sistemov za spremljanje parametrov SLA 
Primerjalna tabela je bila sestavljena na osnovi naših zahtev. Zato iz tabele vidimo, da 
je najboljši sistem SmartSLA, ki je bil tudi izbran in uporabljen pri meritvah. To ne 
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pomeni, da je sistem SmartSLA najboljši na svetu. Na svetu zagotovo obstajajo boljši 
in bolj natančni merilniki, vendar je bil v našem primeru najustreznejši SmartSLA, saj 
so ga razvijalci poskušali čim bolj prilagoditi našim zahtevam. 
3.2   Pregled postopkov meritev  
Če izvajamo meritve na sloju IP (L3), hkrati preverjamo povezljivost neke 
povezave na Ethernet sloju in s tem pridobimo tudi podatke nižjega sloja, vendar s 
tako meritvijo ne pridobimo vseh podatkov o nižjem sloju. Določene stvari se dogajajo 
le na nižjem sloju. Kadar potrebujemo te določene podatke, uvedemo tudi meritve na 
nižjem sloju. 
Obstaja veliko načinov meritev, od namenskega inštrumentarija, kot so 
performančni merilniki, ki so namenjeni testiranju v omrežju in so zelo dragi. Na trgu 
seveda obstaja še veliko podobnih rešitev, kako izvajati tovrstne meritve, vendar so se 
v podjetju Stelkom d. o. o. odločili za alternativo dragim namenskim merilnikom, ki 
je plod domačega slovenskega razvoja v podjetju SmartCom d. o. o., to je orodje 
SmartSLA. 
3.2.1  Optoelektrični moduli Smart SFP 
Večina vgrajene omrežne opreme, stikala in usmerjevalniki, v omrežjih ne 
podpira funkcionalnosti OAM, zato so še kako dobrodošli optoelektrični moduli Smart 
SFP, ki jih preprosto zamenjamo z obstoječimi SFP-ji. Smart SFP je zasnovan tako, 
da zagotavlja podporo standardom Ethernet in First Mile. Poleg EFM Link OAM IEEE 
802.3ah, Smart SFP podpira tudi OAM IEEE 802.1ag Connectivity Fault Management 
od začetka do konca storitve in ITU-T Y.1731 Performance Management. Parametri 
SLA se vedno spremljajo med končnimi točkami v omrežju, storitvami oziroma med 
končnimi vmesniki. Optični vmesniki so vse pogosteje uporabljeni, zato lahko z 
vgradnjo OAM standardov v SFP module, te še dodatno izkoristimo za namen merilnih 
sond za L2 tip OAM meritev. Običajni SFP moduli, ki so množično uporabljeni v 
sodobnih telekomunikacijskih omrežjih ne omogočajo OAM funkcionalnosti, kar 
rešimo z namestitvijo zmogljivejših  Smart SPF modulov. Na sliki 3.3 je prikazan 
Smart SFP optoelektrični modul, ki je namenjen vstavitvi v SFP reže stikal in 
usmerjevalnikov. Ti moduli so standardizirani, kar pomeni, da jih lahko uporabimo v 
omrežni opremi, ne glede na proizvajalca, če le-ta programsko ne omejuje uporabe 
SFP modulov [12]. 
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S pomočjo Smart SFP lahko izvajamo naslednje meritve: 
 digitalno diagnostiko (ang. Digital Diagnostic Measurement - DDM), ki 
podaja vrednosti optičnih nivojev v sprejemu in oddaji, temperaturo, 
napetosti modula ter tokove laserskih diod v SFP modulu; 
 meritve parametrov povezav v skladu z IEEE 802.3ah; 
 meritve parametrov storitev CFM (ang. Connectivity Fault Management) v 
skladu z IEEE 802.1ag [28];  
 meritve parametrov storitev PM (ang. Performance Monitoring) v skladu z 
ITU-T Y.1731.  
 
 Slika 3.3:  Smart SFP [29]   
3.2.2   Merilne sonde 
Naslednja možnost izvajanja OAM meritev ter s tem preverjanje stanja 
parametrov storitev v telekomunikacijskem omrežju, je uporaba merilnih sond. 
Merilno sondo predstavlja miniaturna naprava SBC (ang. Single Board Computer - 
SCB), na kateri teče optimiziran operacijski sistem s skupkom merilnih orodij. Kot 
prikazuje slika 3.4 merilne sonde (slave) komunicirajo s centralno merilno sondo 
(master) preko kontrolnega protokola, s čimer se sonde in centralna enota dogovorijo 
o tipu in načinu izvajanja meritev. V odvisnosti od topologije merilnih scenarijev lahko 
uporabimo več centralnih sond. Kontrolni protokol med sondami teče navadno po 
ločeni kontrolni povezavi (npr: ločen VLAN). Meritev se izvaja preko merilnega 
protokola, navadno znotraj storitve, za katero se nadzorujejo parametri SLA. Sama 
meritev se lahko izvaja periodično ali na zahtevo. Rezultati meritev se nato preko 
kontrolnega protokola pošiljajo sistemu za upravljanje omrežja (angl. Network 
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Managment System - NMS) za beleženje, obdelavo ter prikaz podatkov, kjer se 
rezultati tudi hranijo. V primeru nedoseganja vnaprej dogovorjenih parametrov, lahko 
NMS sistem sproži tudi določene, vnaprej predvidene akcije, poskrbi za alarmiranje 
in obveščanje. Poleg tega se lahko sistem uporabi za izdelavo poročil. Poročila se 
lahko izdelujejo tudi avtomatsko in se nato periodično pošiljajo vnaprej določenim 
naslovnikom. 
Strojna platforma oddaljene sonde je grajena na osnovi onboard computer, na 
katerem teče operacijski sistem (angl Operatin sistem – LINUX). Ta platforma mora 
imeti 1 Gb/s Ethernet vmesnik, podpirati mora VLAN-e in orodja uperf, iperf, twamp, 
snmp, snmpd, tcdump, pcaplib. Na trgu so prisotne različne platforme, ki jih lahko 
uporabimo in sicer: 
 Rasbpery PI; 
 Banana PI; 
 Banana Pro; 
 Guru Plug; 
 Olimux [30]. 
 






NOSQL podatkovna zbirka:  hranjenje ter obdelava podatkov
Priprava poročil v html, pdf, xml, ... obliki
SmartSLA Master/Centralne sonde (n×10)
 izvajanje, verifikacija ter
obdobno hranjenje rezultatov SLA meritev
SmartSLA Slave/Oddaljene sonde (n×100)
izvajanje SLA meritev
3.2   Pregled postopkov meritev 49 
 
3.2.3  OAM preko več različnih omrežij za storitve L2 in L3 
OAM preko več različnih omrežij za storitve L2 in L3 
TK storitev med dvema končnima točkama pogosto poteka preko različnih TK 
omrežij, ki pripadajo več ponudnikom storitev. Meritve v takem scenariju prikazuje 
slika 3.5. 
 
Slika 3.5: Meritve L3 OAM za storitev, ki poteka preko več TK omrežij 
Pri tem se zastavlja vprašanje, kako v takšnem primeru izvajati nadzor glede 
doseganja zahtevanih SLA parametrov. V kolikor je storitev tipa L3, npr. navidezno 
zasebno usmerjano omrežje (angl. Virtual Private Routed Network – VPRN), se lahko 
meritve OAM izvajajo na način, da se na mejne točke med posameznimi 
telekomunikacijskimi omrežji postavijo merilne sonde, med katerimi se v okviru 
segmenta omrežja izvajajo meritve. Podatke zajema NMS sistem, ki meritve tudi 
prikazuje. Takšen način merjenja omogoča zajem in prikaz rezultatov SLA parametrov 
po posameznih segmentih, ki jih nadzorovana storitev prečka (telekomunikacijskih 
omrežjih), kakor tudi od konca do konca. V primeru razpoznanih odstopanj vrednosti 
SLA parametrov od zahtevanih je zaradi poznavanja gibanja parametrov po 
posameznih segmentih hitrejše in lažje diagnosticiranje ter odpravljanje nastalih težav, 
saj se aktivnosti usmerijo na segment, kjer so težave razpoznane. Meritve na opisan 
način se lahko izvajajo tudi za L2 storitve, saj so IP merilni protokoli umeščeni v 
Ethernet pakete, s čimer na posreden način merimo tudi SLA parametre na ravni L2. 
3.2.4  Potek meritev s sistemom Smart SLA 
Smart SLA sestavljajo sonde in Smart SNO. Merilne sonde so namenjene 
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na drugem ali tretjem OSI sloju. V sklopu merjenja se izvajata dve vrsti meritev. To 
sta merjenje IP SLA parametrov storitve (zakasnitev, spreminjanje zakasnitve, izguba 
paketov) in preverjanje razpoložljivosti nazivne (zakupljene) pasovne širine z 
vgrajenim generatorjem prometa. Obe meritvi se lahko izvajata ločeno ob poljubno 
izbranem časovnem intervalu ali zaporedno druga za drugo. Slika 3.6 prikazuje primer, 
kjer se meritvi izvajata druga za drugo.  
 
Slika 3.6: Prikaz meritve razpoložljive pasovne širine 
Najprej se izvede meritev IP SLA parametrov, nato pa se preveri razpoložljiva 
pasovna širina na storitvi. Pri izvajanju meritve, kjer se preverja razpoložljiva pasovna 
širina, je potrebno poskrbeti za to, da meritev ne vpliva na obstoječ uporabniški 
promet. To pomeni, da generator prometa ob izvajanju meritve ne sme zasesti vse 
pasovne širine. Eden izmed načinov kako to zagotoviti, je preverjanje pasovne širine 
s postopnim povečevanjem generiranega testnega prometa. Ob tem mora sonda v 
vsakem trenutku poznati kakšna je zakupljena pasovna širina (to je pasovna širina, ki 
mora biti uporabniku na voljo ves čas) in trenutna vrednost uporabniškega prometa. 
Razliko med nazivno pasovno širino in dejanskim uporabniškim prometom lahko 
zapolni merilna sonda s testnim prometom. Če ob tem ne pride do izgube paketov je 
zakupljena pasovna širina uporabniku dejansko na voljo. Če kadarkoli med meritvijo 
sonda zazna izgubo paketov, zakupljena pasovna širina v tistem trenutku uporabniku 
Interval
 meritve




testnega prometa do 
nazivne pasovne širine
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ni na voljo. Meritev se lahko izvaja na zahtevo ali intervalno, interval pa lahko 
poljubno določimo. Interval meritve v našem primeru znaša 5 minut. 
 
Potek izvajanja meritve je sledeč: 
1. SLA centralni strežnik poda zahtevo o izvajanju SLA meritve SLA sondi. V 
zahtevku so podani vsi potrebni podatki za izvajanje SLA meritve: 
var slaTestRequest = { 
    serviceData: { 
        "serviceId": "Id-Stelkom", 
        "slaProfile": "Sla1", 
        "serviceLocalToRemoteBwKbps": 120000, 
        "serviceRemoteToLocalBwKbps": 512, 
    }, 
    "localSlaProbe": { 
        "ipAddress": "xxx.xxx.xxx.xxx", 
        "probeApiKey": "qwtwerv77v4u4578i", 
    }, 
    "remoteSlaProbe": { 
        "ipAddress": "xxx.xxx.xxx.xxx", 
        "probeApiKey": "qwtwerv77v4u4578i", 
    }, 
    "localRouter": { 
        "ipAddress": "xxx.xxx.xxx.xxx", 
        "snmpCommunity": "public", 
        "portIfIndex": 2, 
        "snmpIfTableCheckPeriodSec": 20 
    }, 
    "remoteRouter": { 
        "ipAddress": "xxx.xxx.xxx.xxx", 
        "snmpCommunity": "public", 
        "portIfIndex": 1023, 
        "snmpIfTableCheckPeriodSec": 20 
    }, 
} 
2. SLA sonda izvrši ICMP ping do oddaljene sonde – rezultate shrani. 
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3. SLA sonda izvrši meritev podatkovnega prometa omrežnega vmesnika PE 
oddaljenega usmerjevalnika (preko SNMP get zahteve nad MIB II interfaces 
tabelo). 
4. SLA sonda izvrši kalkulacijo potrebnega dodatnega prometa do nazivne 
vrednosti podatkovne zveze.  
5. V korakih se dodaja obremenitev in meritev linije – pasovne širine: 
- v času izvajanja SLA meritve se izvrši preverjanje podatkovnega 
prometa omrežnega vmesnika PE oddaljenega usmerjevalnika (preko 
SNMP get zahteve nad MIB II interfaces tabelo); 
- v kolikor je predvidena pasovna širina dosežena, nadaljujemo z 
naslednjim korakom, če ni dosežena, prekinemo meritev; 
- merimo do 90% nazivne vrednosti; 
- meritev se izvaja vsako sekundo. 
6. Sonda uredi in vrne zbrane podatke – primer odgovora: 
    localToRemoteSlaParams: { 
        "testTimeStart": 1433949324, 
        "testTimeEnd": "1433949334", 
        "routerNetPortKbps": 1024, 
        "slaTestBwKbps": 1024, 
        "mesuredBwKbps": "1003", 
        "avaiability": true, 
        "jitterMs": "0.2", 
        "packetLossPercent": "0", 
        "rttMs": "12", 
    }, 
    remoteToLocalSlaParams: { 
        "testTimeStart": 1433949324, 
        "testTimeEnd": "1433949334", 
        "routerNetPortKbps": 1024, 
        "slaTestBwKbps": 1024, 
        "mesuredBwKbps": "1003", 
        "avaiability": true, 
        "jitterMs": "0.2", 
        "packetLossPercent": "0", 
        "rttMs": "12", 
   }[30]
 
53 
4  Izvedba meritev na realiziranih storitvah podjetja 
Stelkom d. o. o. 
V spodnjih odstavkih je predstavljen primer robnih pogojev povezav, ki smo jih 
merili in je skladen z razpisom za najem komunikacijskih povezav in ostalih 
spremljajočih storitev za potrebe zasebnega komunikacijskega omrežja državnih 
organov. Ta primer prikazuje na kakšen način uporabniki postavijo zahteve do 
ponudnika storitev. Takšen trend je zaznati pri vse večjem številu povpraševanj po 
najetih storitvah. Različni uporabniki imajo različne zahteve. 
Primer zahtev, na osnovi katerih smo opravili meritve: 
Razpoložljivost: 
 zahtevana razpoložljivost posamezne komunikacijske povezave znotraj enega 
koledarskega meseca: 99,95 % v času od 06.00 do 20.00 in 97 % v času od 
20.00 do 06.00; 
 najdaljša posamična nenapovedana prekinitev posamezne komunikacijske 
povezave v času od 20.00 do 06.00 znotraj enega koledarskega meseca: 240 
minut [31]. 
Prepustnost: 
 zahtevana minimalna prepustnost posamezne komunikacijske povezave je 
90 % nazivne prenosne hitrosti (za simetrične povezave) in 70 % (za 
asimetrične povezave); 
 prepustnost posamezne komunikacijske povezave, ki je nižja od minimalne 
prepustnosti (prejšnja alineja), se šteje kot nerazpoložljivost povezave. 
Ostali parametri: 
 povprečna mesečna zakasnitev: manjša ali enaka 15 ms; 
 povprečna mesečna sprememba v zakasnitvi: manjša ali enaka 10 ms; 
 povprečna mesečna izguba paketov: 0,1 % [32]. 
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Praktične meritve so bile opravljene z namenom prikaza razlike med 
dostopovnimi tehnologijami in z namenom prikaza delovanja orodja SmartSLA, ki je 
bil izbran in se uporablja za spremljanje parametrov SLA. Meritve smo izvajali na 
realnih povezavah in na testnem poligonu, kjer smo lahko simulirali napake. Realne 
povezave potekajo preko radijskih, optičnih, bakrenih in kabelskih (koaksialnih) 
povezav.  
  
Slika 4.1: Shema merilnega omrežja 
Slika 4.1 prikazuje strukturo omrežja, na katerem so bile opravljene meritve. 
Prikazano je, kako ponudnik storitev zagotavlja end-to-end storitve svojim 
naročnikom. Ker Stelkom nima velikega lastnega omrežja, trži oziroma nudi storitve 
preko omrežja svojih družbenic. Nekatere povezave zagotavlja preko omrežja ostalih 
slovenskih in tujih ponudnikov storitev. Na sliki so z oranžno barvo prikazane L3 VPN 
end-to-end povezave, ki potekajo preko različnih dostopovnih tehnologij, med 
naročnikovim jedrom omrežja in končno točko. 
4.1  Meritve na testnem poligonu 55 
 
Modra linija predstavlja vmesnik za sondo ponudnika storitev, modra črtkana 
črta pa predstavlja prometni tok za SLA upravljanje ponudnika storitev. Zelena linija 
predstavlja vmesnik za priključitev uporabnikove sonde, zelena črtkana črta pa 
predstavlja naročnikov prometni tok za SLA upravljanje. Zelene linije se uporabijo, 
kadar želi naročnik tudi sam spremljati SLA. 
Ponudnik storitev ima na centralni lokaciji nameščen sistem za upravljane 
SmartSLA, na odaljeni lokaciji pa so nameščene sonde, ki služijo za zajem in 
posredovanje podatkov centralni sondi in kasneje sistemu za upravljanje, kjer se nato 
obdelajo in prikažejo v obliki grafa ali poročil. 
4.1  Meritve na testnem poligonu 
Na testnem poligonu smo opravili naslednje meritve pravilnosti izvajanja SLA 
meritev: 
- meritve pri nezasedenem omrežju; 
- meritve pri polovično zasedenem omrežju; 
- meritve pri polno zasedenem omrežju; 
- meritve pri asimetrični obremenitvi linije; 
- izpad povezave; 
- pojav packetloss; 
- padec pasovne širine. 
Na sliki 4.2 lahko vidimo shemo testnega omrežja, na katerem smo izvedli zgoraj 
omenjene meritve. 
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Slika 4.2: Testni poligon za izvedbo meritev 
Pred samo meritvijo je potrebno nastaviti parametre povezave na portalu Smart 
SLA, kjer nastavimo, kakšna je pasovna širina povezave proti porabniku (angl. 
Download) in od uporabnika (angl. Upload), ki jo spremljamo. V tem primeru gre za 
pasovno širino 4 Mbit/s proti uporabniku (master ->slave) ter 1 Mbit/s od uporabnika 
(slave -> master). Nastavimo tudi interval meritve, ki nam pove, kdaj se meritev izvaja. 
Interval je pri vseh meritvah oziroma povezavah, na katerih se izvajajo meritve, enak. 
Nastaviti je potrebno tudi offset, ki mora biti različen pri vsaki meritvi oziroma 
povezavi. Določimo IP, vrata sonde in usmerjevalnika, kamor gremo po podatke. Na 
koncu nastavitve še shranimo. 
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Slika 4.3: Nastavitev parametrov povezave na portalu Smart SLA 
Za meritev potrebujemo generator uporabniškega prometa, za kar smo uporabili 
orodje iperf3 (angl. Tool for active measurements – iperf3). Na obeh SLA odjemalcih 
poženemo iperf3 strežnik in iperf3 odjemalca. Le tako lahko generiramo promet proti 
in od uporabnika. Na sliki 4.4 je prikazano okno iperf3 odjemalca. Za spremljanje 
prometa na posameznih vratih uporabimo orodje SNMP Traffic Grapher, katerega 
nastavitve so prikazane na sliki 4.5 [33]. 
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Slika 4.4:  iperf3 odjemalec 
 
Slika 4.5: Nastavitve orodja SNMP Traffic Grapher 
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Ko so bila vsa orodja in vsa programska oprema pripravljena, smo pričeli z 
izvajanjem testnih meritev pri različnih scenarijih. In sicer: 
- zmogljivostni test med obema odjemalcema v omrežju; 
- potek meritve pri nezasedenem omrežju; 
- potek meritve pri polovično zasedenem omrežju; 
- potek meritve pri polno zasedenem omrežju; 
- potek meritve pri asimetrični obremenitvi linije. 
4.1.1  Zmogljivostni test med obema odjemalcema 
Zmogljivostni test med obema odjemalcema v omrežju nam pove, kakšna je 
zmogljivost linije med odjemalcema v omrežju. V našem primeru je bila zmogljivost 
omrežja oziroma povezave 100 Mbit/s, kar je razvidno s slike 4.6. S pomočjo programa 
SNMP Traffic Grapher smo zajemali in izrisovali promet, ki ga generira uporabnik s 
pomočjo programa iperf3. V času zmogljivostnega testa merilna sonda ni izvajala 
meritve. 
  
Slika 4.6: Zmogljivost testnega omrežja 
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4.1.2  Potek meritve pri nezasedenem omrežju 
Meritev je potekala tako, da uporabnika nista generirala prometa. Ves promet, 
ki se je prenašal po omrežju, je generirala merilna sonda, kar je tudi razvidno s spodnjih 
slik. Slika 4.7 prikazuje uporabniški promet, ki je minimalen. Slika 4.8 prikazuje 
promet, ki ga generira merilna sonda. Slika 4.9 prikazuje promet na omrežnem 




Slika 4.7: Uporabniški promet pri neobremenjenem omrežju. 
Slika 4.8: Promet merilne sonde pri neobremenjenem omrežju 
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Slika 4.9: Promet na omrežnem vmesniku pri neobremenjenem omrežju 
4.1.3  Potek meritve pri polovično zasedenem omrežju 
Meritev je potekala tako, da sta uporabnika generirala eden 2 Mbit/s in drugi 512 
kbit/s prometa, ostali promet do zapolnitve nazivne kapacitete storitve pa je generirala 
merilna sonda, kar se vidi na spodnjih slikah. Slika 4.10 prikazuje uporabniški promet, 
slika 4.11 prikazuje promet, ki ga generira merilna sonda in slika 4.12 prikazuje promet 
na omrežnem vmesniku, kjer sta prikazana tako uporabniški promet, kot promet, ki ga 
generira merilna sonda. 
Slika 4.10: Uporabniški promet pri polovično zasedenem omrežju 
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Slika 4.11: Promet merilne sonde pri polovično zasedenem omrežju 
 
Slika 4.12: Promet na omrežnem vmesniku pri polovično zasedenem omrežju 
4.1.4  Potek meritve pri polno zasedenem omrežju 
Uporabnika sta generirala toliko prometa, kolikor je kapaciteta povezave. Kot 
smo že prej omenili, je bila nazivna kapaciteta testne povezave v eno smer 4 Mbit/s in 
1 Mbit/s v drugo smer. Tako je eden od uporabnikov generiral 1 Mbit/s prometa, drugi 
pa 4 Mbit/s prometa, kar je lepo razvidno s slike 4.13, če gledamo rdeče polje A. Slika 
4.14 prikazuje promet, ki ga je generirala merilna sonda. Iz nje je razvidno, da je sonda 
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zaznala zasedenost linije in sama ni več generirala dodatnega prometa. Promet, ki ga 
generira merilna sonda je namenjen le merjenju zakasnitev in ostalih parametrov 
povezave. Na sliki 4.15 pa lahko vidimo ves promet na omrežnem vmesniku. 
 
Slika 4.13: Uporabniški promet pri polno zasedenem omrežju A in pri asimetrični obremenitvi 
omrežja B 
 
Slika 4.14: Promet merilne sonde pri polno zasedenem omrežju A in pri asimetrični obremenitvi 
omrežja B 
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Slika 4.15: Promet na omrežnem vmesniku pri polno zasedenem omrežju A in pri asimetrični 
obremenitvi omrežja B 
4.1.5  Potek meritve pri asimetrični obremenitvi linije 
Meritev je potekala tako, da smo z orodjem iperf3 generirali promet le v eni 
smeri. Odločili smo se, da generiramo promet v smeri katere je kapaciteta 1 Mbit/s. 
Na slikah 4.13, 4.14 in 4.15 je potek te meritve prikazan v modrem polju B. Na sliki 
4.13 lahko vidimo, da uporabniški promet poteka le v eni smeri z vršno vrednostjo 1 
Mbit/s. Slika 4.14 nam prikazuje promet merilne sonde, kjer lahko vidimo, da 
omenjena sonda generira testni promet v drugi smeri kot uporabnik. Uporabnik zapolni 
vso kapaciteto v eni smeri, v drugi smeri pa je vsa kapaciteta neizrabljena, zato sonda 
počasi dodaja promet do nazivne vrednosti, ki je v tem primeru 4 Mbit/s. Na sliki 4.15 
pa je viden ves promet, ki se je prenašal po omrežju ob izvajanju te meritve. 
Na sliki 4.16 vidimo grafični prikaz sistema Smart SLA, kjer lahko spremljamo 
oziroma izrišemo različne grafe. Trenutno smo izrisovali graf razpoložljivosti pasovne 
širine proti uporabniku, ki jo na grafu prikazuje zelena linija in razpoložljivost pasovne 
širine od uporabnika, ki je na grafu prikazan z rdečo linijo. Obe vrednosti sta prikazani 
v odstotkih. Svetlo modra linija prikazuje stanje izgubljenih paketov (angl. packet loss) 
v odstotkih. Modra linija prikazuje potresavanje zakasnitev (angl. jitter) v mili 
sekundah, oranžna linija pa prikazuje zakasnitve v obe smeri (angl. Round Trip Time 
- RTT) v mili sekundah. Kot vidimo, je bila razpoložljivost pasovne širine v obeh 
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smereh ves čas višja od 90%. Izguba paketov, obhodni čas in pa potresavanje 
zakasnitev, so bili zelo majhni. 
 
Slika 4.16: Prikaz Smart SLA 
Na tem mestu smo zaključili z uporabo orodij iperf3 ter SNMP Traffic Grapher. 
Začeli pa smo z uporabo že omenjenega sistema Smart SLA in simulatorja omrežnih 
napak , saj so bili na vrsti testi: 
- izpada povezave; 
- pojava izgube paketov (ang. packet loss); 
- padca pasovne širine. 
4.1.6  Izpad povezave 
Izpad povezave smo simulirali tako, da smo na enem od stikal, na vratih številka 
1, preprosto izključili omrežni kabel. Na sliki 4.17 vidimo, kaj nam pokaže sistem 
SmartSLA ob izpadu povezave. Kot je razvidno, se ob izpadu povezave zelena in rdeča 
linija, ki prikazujeta razpoložljivost pasovne širine v smeri proti in od uporabnika, v 
času izpada prenehata izrisovati. Opazimo pa tudi, da izguba paketov naraste na 100%. 
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Na sliki 4.18 vidimo, da razpoložljivost povezave, ki je prikazana s sivo linijo, pade 
na 0. 
 
Slika 4.17: Smart SLA ob izpadu povezave 
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Slika 4.18: Razpoložljivost povezave Smart SLA 
4.1.7  Pojav izgube paketov in padec pasovne širine 
Za izvedbo teh dveh meritev smo uporabili orodje Blue Coat WAN simulator.  
BlueCoat WAN simulator temelji na orodju dummynet. Dummynet je živo 
omrežno emulacijsko orodje, prvotno namenjeno za testiranje omrežnih protokolov. 
Danes se uporablja za različne aplikacije. Simulira oziroma upravlja čakalne vrste in 
omejuje pasovno širino, zakasnitve, paketne izgube in posledice večih poti. Izvaja 
lahko različne algoritme razvrščanja pravil. Dummynet lahko teče na napravi sami, se 
izvaja kot uporabniška aplikacija, lahko pa je izveden kot samostojna naprava, ki 
deluje kot usmerjevalnik ali mostič [34].  
Simulator smo priključili med obe stikali, kar se vidi na sliki 4.2. S simulatorjem 
smo simuliralo napako, da je pasovna širina omejena na 1 Mbit/s, da je zakasnitev 5 
ms in da je izguba paketov 5 %. Vse nastavitve lahko vidimo na sliki 4.19. 
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Slika 4.19: Nastavitve Blue Coat WAN simulatorja. 
Na sliki 4.20 rdeča linija prikazuje odstotek razpoložljive pasovne širine od uporabnika 
(slave -> master), ki ima v našem primeru kapaciteto 1 Mbit/s. Rdeča linija je ves čas 
nad 90%, kar pomeni, da je v skladu z zahtevami. 
Zelena linija prikazuje odstotek razpoložljive pasovne širine proti uporabniku (master 
-> slave), ki ima kapaciteto 4 Mbit/s. Zelena linija pri tej meritvi pade na 25 %, kar 
pomeni, da ne zadosti zahtevam SLA. 1 Mbit/s, kolikor smo nastavili omejitev, 
predstavlja natanko 25 % nazivne pasovne širine. Od tu je dobro razvidno, da nam 
slednji sistem zazna in prikaže dogajanje na povezavi. 
Z grafa lahko odčitamo še izgubo paketov, ki je prikazana s svetlo modro linijo. 
Omejitev izgube paketov je nastavljena na 5 %. Izguba paketov pa naraste na 10 %, 
saj nam sistem prikazuje izgubo paketov v obe smeri hkrati. Če je izguba v vsaki smeri 
5 %, to pomeni, da je skupna izguba natanko 10 %. 
Graf prikazuje še potresavanje zakasnitev, ki je zelo majhno, oranžna linija pa 
prikazuje zakasnitev v obe smeri. Zakasnitev smo omejili na 5 ms. Zakasnitev v obe 
smeri znaša 10 ms. 
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Slika 4.20: SmartSLA pojav izgube paketov in padec pasovne širine 
Ta sistem ne omogoča odprave napak, ampak operaterju pomaga pri zaznavanju 
in diagnosticiranju napak. Ta način mu omogoči, da po potrebi izvede ustrezne ukrepe 
v telekomunikacijskem omrežju in na ustrezni opremi omrežja. Na ta način mu 
zagotovi ustrezne mehanizme pri upravljanju omrežja in storitev, da mu ni potrebno 
plačevati pogodbenih kazni, ki bi sicer lahko nastale iz naslova nerazpoložljivosti 
povezave. 
4.2  Primerjava rezultatov meritev na različnih tehnologijah 
V spodnjih podpoglavjih so predstavljeni rezultati meritev na različnih 
tehnologijah. Parametri, ki jih primerjamo med različnimi povezavami so: 
 izguba paketov; 
 obhodni čas paketa (zakasnitev v obe smeri); 
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 potresavanje zakasnitev; 
 razpoložljivost pasovne širine proti uporabniku v odstotkih; 
 razpoložljivost pasovne širine od uporabnika v odstotkih. 
Vse povezave, ki smo jih spremljali, imajo simetrično kapaciteto, in sicer 10/10 
Mbit/s. Za vsako od tehnologij, smo najprej naključno izbrali po tri povezave in 
različne parametre primerjali med seboj. 
Na sliki 4.21 je prikazano vstopno okno sistema Smart SLA, kjer v menijski 
vrstici pod zavihkom Monitoring izberemo Custom chart dashboards. Nato se nam 
odpre okno, ki je prikazano na sliki 4.22. 
 
Slika 4.21: Prva stran in izbor  
Dodajamo lahko nove scenarije meritev ali pa pregledujemo, urejamo in 
izbrišemo že obstoječe scenarije. Če želimo dodati nov scenarij, izberemo Add new in 
odpre se nam okno na sliki 4.23. Najprej pri Dashboard name določimo ime scenarija, 
nato dodamo poljubno število polj Widgets ter v vsakem polju določimo Widget title. 
Pri Type of widget izberemo Chart v polju pri Gather data from devices izberemo 
povezave, ki jih želimo spremljati. Pred koncem v polju Chart contents izberemo 
povezave in parametre teh povezav, ki jih želimo izrisovati na grafu. Za zaključek vse 
nastavljeno le še shranimo. 
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Slika 4.22: Seznam že pripravljenih scenarijev 
Slika 4.23: Nastavitev scenarija meritve 
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4.2.1  Povezave preko optičnega omrežja 
Kot lahko vidimo na sliki 4.24, je izguba paketov ves čas nična. To pomeni, da  
gre za zelo zanesljivo tehnologijo, saj izgub paketov praktično ni. Dve povezavi 
potekata preko omrežja slovenskega elektrogospodarstva, ki je zelo zanesljivo, tretja 
povezava pa poteka skozi omrežje enega od slovenskih ponudnikov storitev, ki pa je 
tudi zelo zanesljivo. 
 
Slika 4.24: Izguba paketov na optičnih povezavah 
Na sliki 4.25  RTT oziroma zakasnitve v obe smeri vidimo prvo odstopanje rdeče 
povezave. Zakasnitev rdeče povezave je za 100 odstotkov večja od ostalih dveh 
povezav. Modra in rumena povezava pa sta speljani preko omrežja Stelkoma oziroma 
njegovih družbenic, do katerih ima Stelkom neposreden dostop. Gre za zelo povezana 
omrežja in povezava poteka skoraj ves čas skozi L2 strukturo. Rdeča povezava poteka 
preko omrežja enega od slovenskih operaterjev, ki je precej večje od Stelkomovega in 
se v neki točki povezuje s Stelkomovim omrežjem. Drugi razlog pa je v dolžini 
povezave. Rumena in modra povezava se nahajata v Ljubljani, rdeča pa poteka do 
Murske Sobote. 
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Slika 4.25: Zakasnitev v obe smeri optične povezave 
Potresavanje zakasnitev je dokaj majhno, pod 2,5 ms. Ker je v ozadju paketno 
omrežje, so izmerjeni rezultati pričakovani, kar pomeni, da so QoS kriteriji dobro 
nastavljeni. 
 
Slika 4.26: Potresavanje zakasnitev optične povezave 
Na sliki 4.27 je prikazana razpoložljiva pasovna širina optičnih povezav v 
odstotkih v smeri proti uporabniku in na sliki 4.28 v smeri proti omrežju. Opazimo, da 
ne dosežemo želenih oziroma zahtevanih vrednosti razpoložljivosti pasovne širine. V 
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razpisnih zahtevah je zapisano, da mora biti razpoložljivost pasovne širine 90 % ali 
več, sicer zveza šteje kot nerazpoložljiva, in je ponudnik storitev dolžan plačati 
pogodbeno kazen. S časom in povečanjem števila povezav se je pokazalo, da je bilo 
potrebno nadgraditi CPU in pomnilniške module centralne merilne sonde. Za 
doseganje boljših rezultatov meritev je potrebno dvigniti pasovno širino, saj sonda 
zajema ves promet, ne le uporabniškega. To pomeni, da je potrebno pasovno širino 
dvigniti za približno 10 %, kar prestavlja režijo v protokolnem skladu storitve. 
 
Slika 4.27: Razpoložljiva pasovna širina optičnih povezav v odstotkih v smeri proti uporabniku 
 
Slika 4.28: Razpoložljiva pasovna širina optičnih povezav v odstotkih v smeri proti omrežju 
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4.2.2  Povezave preko bakrenega VDSL omrežja 
V primerjavi z optičnimi povezavami je delež izgub na bakrenih povezavah 
večji, kar je pričakovano že zaradi samih lastnosti tehnologije. Povprečne izgube 
predstavljajo 0,01 %, kar je še vedno globoko znotraj meja zahtevanih vrednosti, kjer 
je zgornja meja še dovoljenih izgub 0,1 %. Modra in rumena povezava potekata do 
Sežane, rdeča povezava pa do Črnomlja. 
 
Slika 4.29: Izguba paketov na bakrenih povezavah 
Na sliki 4.30 vidimo, da se je zgodil nekakšen prenihaj. Kljub temu, je povprečna 
zakasnitev še vedno znotraj zahtevanih vrednosti, čeprav se bližamo zgornji dovoljeni 
meji. To nam sporoča, da bi bilo smiselno razmišljati o preventivnih ukrepih. V tem 
primeru bi lahko začeli z usklajevanjem s ponudnikom, pri katerem je povezava najeta, 
kako znižati zakasnitev in ali bi bilo morda smiselno izvesti prioritizacijo prometa. 
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Slika 4.30: Zakasnitev v obe smeri bakrene povezave 
 
Slika 4.31: Potresavanje zakasnitev bakrene povezave 
Kot je bilo že omenjeno pri razpoložljivosti pasovne širine optičnih povezav, je 
podobno tudi tukaj eden od vzrokov slabih rezultatov potrebno povečanje zmogljivosti 
centralne strežniške sonde in dvig pasovne širine za 10 %. 
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Slika 4.32: Razpoložljiva pasovna širina bakrenih povezav v odstotkih v smeri proti uporabniku 
Pri vseh meritvah razpoložljive pasovne širine se želimo znebiti vrhov, ki padejo 
pod 90 %, saj se ti vrhovi štejejo v maksimalni mesečni dovoljeni čas 
nerazpoložljivosti storitve. Zahteve so izjemno ostre, saj velja, da v kolikor storitev 
kumulativno več kot 22 minut mesečno ne dosega 90 % pasovne širine, le ta šteje kot 
nerazpoložljiva, kljub temu, da je uporabnik lahko koristil storitve. 
 
Slika 4.33: Razpoložljiva pasovna širina bakrenih povezav v odstotkih v smeri proti omrežju 
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4.2.3  Povezave preko kabelskega (koaksialnega) omrežja 
Kabelsko omrežje se je izkazalo za bistveno slabši medij kot optika in bakreno 
omrežje. Rdeča in rumena povezava potekata do Lendave, modra pa do Celja, lokacije 
povezav so so različne, saj so bile izbrane glede na rapoložljive povezave na določeni 
tehnologiji. 
 
Slika 4.34: Izguba paketov v kabelskem omrežju 
Zakasnitve so še vedno pod zahtevano mejo, vendar se zelo hitro približujemo 
zgornji dovoljeni meji. Ker so na vseh grafih prikazane le dnevne meritve, bi bilo 
smiselno poizvedeti, kje je vzrok za takšne zakasnitve oziroma, kako bi zakasnitve 
zmanjšali. Postopki bodo podobni, kot pri bakrenih VDSL povezavah. 
4.2  Primerjava rezultatov meritev na različnih tehnologijah 79 
 
 
Slika 4.35: Zakasnitev v obe smeri kabelsko omrežje 
Potresavanje zakasnitev je znotraj dovoljenih meja. Zgornja dovoljena meja 
potresavanja zakasnitev je 10 ms. 
 
 
Slika 4.36: Potresavanje zakasnitev kabelsko omrežje 
Kabelsko omrežje se je izkazalo za problematično tehnologijo. Še pred začetkom 
je bilo potrebno dvigniti pasovno širino z namenom doseganja zahtevanih parametrov. 
80 4  Izvedba meritev na realiziranih storitvah podjetja Stelkom d. o. o. 
 
Kasneje so bile potrebne spremembe v kabelskem omrežju za doseganje pasovne 
širine. Graf na spodnji sliki 4.37 je bil izrisan že po spremembah v omrežju in po dvigu 
pasovne širine. 
 
Slika 4.37: Razpoložljiva pasovna širina kabelskih povezav v odstotkih v smeri proti uporabniku 
 
Slika 4.38: Razpoložljiva pasovna širina kabelskih povezav v odstotkih v smeri proti omrežju 
 
 
4.2  Primerjava rezultatov meritev na različnih tehnologijah 81 
 
4.2.4  Povezave preko radijskega omrežja 
Nekatere radijske povezave, na katerih so bile izvedene meritve, so bile 
realizirane na opremi proizvajalca Ubiquiti networks, in sicer na sistemu airMax na 
frekvenci 5 GHz. Radijski sistem Ubiquiti je zelo napreden radijski sistem, ki poleg 
najenostavnejših funkcij omogoča tudi nekatere naprednejše. 
Ena izmed glavnih funkcionalnosti tega radijskega sistema je napredno Quality 
of Service (QoS) samodejno zaznavanje nastavitev. Sistem omogoča razvrščanje in 
ločevanje vrst prometa, ko veljajo QoS pravila. V kateri razred spada promet, je 
zapisano v glavi IP paketa, in sicer v polju DSCP (angl. Differentiated Services Code 
Point - DSCP) oziroma polju tipa storitve (angl. Type of Service – ToS). Airmax bo 
prioritiziral promet le, če je ta vrednost nastavljena [35]. 
Promet delimo v štiri prometne razrede, in sicer po najboljših zmožnostih (angl. 
best effort), background, video in govor. Privzeto je nastavljeno na tip storitve best 
effort, kar pomeni, da ni predvidene nobene prioritizacije prometa. 
AirMax je lastna tehnološka rešitev proizvajalca Ubiquiti in predstavlja 
tehnologijo TDMA (angl. Time Division Multiple Access - TDMA). Airmax 
izboljšuje splošno učinkovitost v Point-to-Point (P2P) ter PtMP (angl. Point-to-
Multipoint - PtMP) povezavah ter v šumnem okolju, saj zmanjšuje zakasnitve, poveča 
prepustnost in nudi boljšo odpornost pred motnjami. Zaradi svojih prednosti, Airmax 
povečuje tudi največje možno število uporabnikov, ki se lahko povežejo z AP, ki 
uporablja Airmax [36]. 
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Slika 4.39: AirMax TDMA [37] 
Na sliki 4.40 vidimo, da je izguba paketov precej večja kot pri bakrenih in 
optičnih povezavah. S povprečne vrednosti izgubljenih paketov vidimo, da je vrednost 
izgubljenih paketov osemkrat večja kot pri povezavah, ki za prenosni medij 
uporabljajo baker. Ugotovili smo, da je zrak slabši medij, kot ostali, vendar še vedno 
ustreza zahtevam. 
Povezava, ki je na grafu obarvana rdeče, predstavlja radijsko povezavo, ki je 
izvedena še preko radijske opreme Alvarion starejše generacije, ki ima izjemno 
občutljivost na motnje v frekvenci. Z grafa, natančneje z rdeče povezave, je razvidno, 
da se je med 19.30 in 21.30 v omrežju dogajalo nekaj neobičajnega, saj so parametri 
precej popačeni. 
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Slika 4.40: Izguba paketov v radijskem omrežju 
Z grafa zakasnitev v obe smeri na sliki 4.41 vidimo, da je vrhov največ pri 
rumeni povezavi, modra povezava pa nima tako izrazitih vrhov, vendar so zakasnitve 
ves čas nekoliko višje kot pri ostalih dveh povezavah. Vse povezave se nahajajo v 
okolici Ljubljane. Povprečje še vedno zadostuje zahtevam, vendar bi bilo smiselno 
poiskati vzrok vrhov, ki bi bili lahko poseldica vremenskih vplivov ali drugih razlogov. 
 
Slika 4.41: Zakasnitev v obe smeri radijsko omrežje 
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Z meritvami potresavanja zakasnitev smo ugotovili, da rezultati meritev 
ustrezajo zahtevanin veličinam, vendar se nam občasno pojavijo vrhovi, ki nam kvarijo 
povprečno vrednost meritve. Pri rdeči povezavi se nam spet pojavi vrh v časovnem 
intervalu med 19.30 in 21.30. 
 
Slika 4.42: Potresavanje zakasnitev radijsko omrežje 
Pri meritvah razpoložljivosti pasovne širine zaznamo precejšnje odstopanje od 
zahtev. To je razlog za takojšnje ukrepanje in odpravo težav. V celotnem času trajanja 
meritve je najslabši rezultat dosegla rdeča povezava, ki v enem časovnem intervalu 
pade celo pod 10 %. Rezultate bi lahko izboljšali z zvišanjem pasovne širine in z 
nadgradnjo zmogljivosti centralne strežniške sonde. Težavo rdeče povezave bi najlažje 
odpravili tako, da bi starejšo radijsko opremo nadomestili z novejšo opremo 
proizvajalca Ubiquiti networks. Rezultati bi bili vsekakor boljši, če bi bile vse 
povezave tipa točka – točka (angl. Point to Point). 
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Slika 4.43: Razpoložljiva pasovna širina radijskih povezav v odstotkih v smeri proti uporabniku 
 
Slika 4.44: Razpoložljiva pasovna širina radijskih povezav v odstotkih v smeri proti omrežju 
4.2.5  Primerjava tehnologij med seboj 
Za meritev, pri kateri primerjamo tehnologije med seboj, smo izbrali po eno 
povezavo, vsake od zgoraj uporabljenih tehnologij. Na grafih je z rdečo barvo 
označena tehnologija VDSL (angl. Very High Speed Digital Subscriber Line - VDSL), 
ki za medij uporablja baker (Sežana). Z rumeno barvo je označena povezava, ki poteka 
preko optičnega medija (Ljubljana). Modra barva simbolizira radijsko povezavo 
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(Ljubljana), zelena pa povezavo, ki poteka preko kabelskega omrežja oziroma 
koaksialnega kabla (Lendava). 
Če primerjamo tehnologije med seboj, na sliki 4.45, razberemo, da je izguba 
paketov največja pri modri, radijski povezavi, druga najslabša tehnologija je kabelsko 
omrežje,  na sliki označeno z zeleno linijo. Deleža izgubljenih paketov sta bila najnižja 
pri rdeči povezavi, ki poteka preko tehnologije VDSL in pri rumeni povezavi, ki 
poteka preko optičnih vlaken. 
 
Slika 4.45: Izguba paketov - primerjava tehnologij 
Pri zakasnitvah v obe smeri se kot najslabša izkaže tehnologija bakrenih VDSL 
povezav, saj ima najvišje vrednosti zakasnitev v obe smeri in največ vrhov. Druga po 
velikosti zakasnitev v obe smeri, je zelena kabelska povezava, ki poteka ravno tako 
kot rdeča povezava preko omrežja enega od slovenskih ponudnikov storitev. Iz tega 
sledi, da so bakrene povezave kot prenosni medij najslabše, oziroma najmanj odporne 
na zakasnitve. Sledi radijska povezava svetlo modre barve. Povezava z najmanjšimi 
zakasnitvami je optična povezava, ki je označena z rumeno barvo.  
4.2  Primerjava rezultatov meritev na različnih tehnologijah 87 
 
 
Slika 4.46: Zakasnitev v obe smeri - primerjava tehnologij 
Potresavanje zakasnitev je pri vseh povezavah dokaj majhno. Najvišji vrhovi se 
pojavijo pri svetlo modri radijski povezavi. Najvišje povprečno potresavanje 
zakasnitev je pri zeleni, kabelski, povezavi, nato sledi rdeča povezava, ki poteka preko 
bakra. Povezava z najboljšim rezultatom meritev in z najnižjo vrednostjo potresavanja 
zakasnitev je ponovno optična povezava. 
 
Slika 4.47: Potresavanje zakasnitev - primerjava tehnologij 
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Opazili smo, da se težave vedno pojavljajo pri prenosu iz smeri centralne 
strežniške sonde proti omrežju. Tukaj so tudi rezultati meritev najbolj problematični.  
Ne glede na tehnologijo lahko opazimo precej vrhov, ki padejo pod zahtevanih 90 %. 
Še vedno lahko ločimo med tehnologijami in ugotovimo, katera doseže bolšji rezultat 
in s tem tudi boljšo oceno. Če začnemo pri najmanj stabilni oziroma pri tehnologiji, ki 
ima najnižje vrhove, gre za svetlo modro radijska povezavo. Ostale tri tehnologije so 
si pri tej meritvi precej izenačene, vendar je potrebno vedeti, da so bile pri kabelskih 
povezavah že opravljene nekatere spremembe v omrežju. 
Kot smo že večkrat omenili, bo v prvi vrsti za boljše rezultate potrebno dvigniti 
pasovno širino za 10 % in nadgraditi zmogljivosti centralne strežniške sonde. Kakšni 
bodo postopki po posegu, pa bo odvisno od kasnejših meritev. 
 
Slika 4.48: Razpoložljiva pasovna širina v odstotkih v smeri proti uporabniku - primerjava tehnologij 
Pri prenosu od uporabnika proti centralni strežniški sondi, pa so rezultati meritev 
nekoliko bolj vzpodbudni, saj je že pred nadgradnjo sistema in dvigom pasovne širine 
povprečna vrednost razpoložljivosti pasovne širine skoraj 91 %. Le sveto modra, 
radijska, povezava ima nekaj vrhov, ki segajo krepko pod zahtevano mejo 90 %.  
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5  Sklep 
Informatizacija in avtomatizacija procesov, nove tehnologije in storitve v 
praktično vseh panogah gospodarstva porajajo vedno ostrejše zahteve in pričakovanja 
naročnikov, ki jih mora ponudnik storitev upoštevati in zagotoviti. Vse več naročnikov 
je osveščenih, da je kakovost delovanja njihovih aplikacij odvisna od kakovosti 
storitev ponudnika storitev, zato čedalje večje število naročnikov precej jasno definira 
svoje zahteve glede najetih storitev in se odloča za spremljanje SLA parametrov. Zato 
so ponudniki storitev primorani poiskati ustrezne rešitve in svojim naročnikom nuditi 
zahtevane storitve. 
V tej magistrski nalogi smo prikazali delovanje sistema SmartSLA in ugotovili, 
da sitema deluje še prekratek čas, da bi podatke lahko spremljali na mesečni ravni 
oziroma v še daljšem časovnem obdobju. Sistem je še dokaj nov in se še naprej razvija. 
V prvem, testnem, obdobju so se pokazale nekatere pomanjkljivosti, ki jih je bilo 
potrebno odpraviti. Pokazale so se tudi funkcionalnosti, ki jih je bilo in jih bo še 
potrebno nadgraditi z namenom izboljšanja delovanja samega sistema  SmartSLA. V 
prihodnje bi bilo v sistem smiselno vključiti alarmiranje ob nepričakovanih dogodkih, 
tako v primeru nedoseganja željenih parametrov, kot v primeru motenj v delovanju 
sond in sistema Smart SLA. Kljub temu pa je vpeljava sistema v Stelkomovo 
telekomunikacijsko infrastrukturo vnesla bistvene izboljšave, predvsem pri 
zagotavljanju kvalitetnih in v skladu z SLA zahtevami vzpostavljenih storitev. S tem 
je podjetje Stelkom tudi na konkurenčnem trgu ponudnikov TK storitev, kot prvi na 
slovenskem trgu, prikazal možnost meritev SLA parametrov in poročanja o doseganju 
le-teh svojim naročnikom. V telekomunikacijskem omrežju je bila izboljšava tudi 
pozitivno sprejeta.  
Koncept meritev je prikazal razmere na določenih povezavah in tehnologijah. 
Meritve nam nudijo povratno informacijo, s pomočjo katere vidimo stanje v omrežju, 
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čemu bi bilo v prihodnje potrebno posvečati več pozornosti oziroma razmisliti o 
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