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For a ﬁnite group G let Γ (G) denote the graph deﬁned on the non-
identity elements of G in such a way that two distinct vertices are
connected by an edge if and only if they generate G . We look for
conditions on the positive integer m that ensure that Γ (G) con-
tains a Hamiltonian cycle when G = S  Cm is the wreath product
of a ﬁnite simple group S and a cyclic group of order m.
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1. Introduction
For a ﬁnite group G , let Γ (G) denote the graph deﬁned on the non-identity elements of G in
such a way that two distinct vertices are connected by an edge if and only if they generate G . The
graph Γ (G) is called the generating graph of G .
Many deep results about ﬁnite simple groups G can equivalently be stated as theorems on Γ (G).
For example, in [7] Guralnick and Kantor showed that there is no isolated vertex in Γ (G) and Breuer,
Guralnick, Kantor in [4] showed that the diameter of Γ (G) is at most 2 for all G .
A Hamiltonian cycle is a cycle in an undirected simple graph which visits each vertex exactly
once. Interesting results concerning Hamiltonian cycles in the generating graph of a ﬁnite group G
are obtained in [5]. In particular, it is shown that if G is a suﬃciently large ﬁnite simple group or a
suﬃciently large symmetric group, then the graph Γ (G) contains a Hamiltonian cycle. Moreover the
following conjecture is proposed:
Conjecture 1.1. Let G be a ﬁnite group with at least 4 elements. Then the graph Γ (G) contains a Hamiltonian
cycle if and only if G/N is cyclic for all non-trivial normal subgroups N of G.
In [5] the conjecture is proved when G is a soluble group. Moreover in that paper it is proved that
if m is a prime power and S is a ﬁnite non-abelian simple group whose order is large enough, then
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that ensure a similar conclusion.
Bondy and Chvátal [3] deﬁned the n-closure of a graph Γ as the graph obtained from Γ by
recursively joining pairs of non-adjacent vertices whose degree sum is at least n until no such pair
remains. We will denote by Λm the (m + 1)-closure of the generating graph Γ (Cm) of the cyclic
group of order m. Let Um be the set of vertices of Λm corresponding to the elements of the subset
{g ∈ Cm | m/|g| is odd}. We will say that m is Hamiltonian if any u ∈ Um is connected in Λm to any
other vertex. The main result of the paper is the following.
Theorem 1.2. Assume that m is Hamiltonian. There exists a positive integer τ = τ (m), which depends on m,
such that if S is a non-abelian simple group with |S|  τ , then the graph Γ (S  Cm) contains a Hamiltonian
cycle.
We do not know an example of a non-Hamiltonian positive integer. This leads us to propose the
following conjecture.
Conjecture 1.3. Every positive integer is Hamiltonian.
It seems quite diﬃcult to deal with the previous conjecture. It is even diﬃcult to propose an
effective method to check whether an integer m is Hamiltonian. The main obstacle is that there is
no natural way to deﬁne an order on the set of the vertices of Γ (Cm) that makes the sequence of
their degrees a decreasing sequence. However we can prove that m is Hamiltonian provided that
m satisﬁes suitable properties and this allows us to deduce some corollaries from Theorem 1.2. The
conditions ensuring that a positive natural number m is Hamiltonian concern the distribution of the
prime divisors of m and the value ϕ(m) of the Euler totient function.
Corollary 1.4. Let m =∏si=1 pαii , where ps < ps−1 < · · · < p1 are distinct primes and αi > 0 for every 1 
i  s. Assume that
∏
1 jt
(
1− 1
p j
)
+ 2
( ∏
t js
(
1− 1
p j
))
> 1+ ϕ(m)
m
for every 2 t  s − 1. There exists τ such that if |S| τ , then the graph Γ (S  Cm) contains a Hamiltonian
cycle.
Corollary 1.5. Let m =∏si=1 pαii , where ps < ps−1 < · · · < p1 are distinct primes and αi > 0 for every 1 
i  s. Assume that one of the following holds:
(1) s 2;
(2) ϕ(m)/m (ps − 1)/(2ps − 1);
(3) m is odd and ps  s + 1;
(4) m is even and ps−1  2s − 1.
There exists τ such that if |S| τ , then the graph Γ (S  Cm) contains a Hamiltonian cycle.
A different result can be proved for simple groups of Lie type.
Theorem 1.6. Let m =∏si=1 pαii , where ps < ps−1 < · · · < p1 are distinct primes and αi > 0 for every 1 
i  s. Assume that one of the following conditions is satisﬁed:
(1) m is odd and ϕ(m)m 
1
6 ;
(2) 1−
√
3A−2
3 
ϕ(m)
m 
1
6 where A =
∏
1is(1− 12 ).pi
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Hamiltonian cycle.
The proofs rely on classical results in graph theory (in particular Posa’s criterion and a theorem
by Bondy and Chvátal) that ensure that a graph Γ contains a Hamiltonian cycle provided that “many
vertices of Γ have large degree”. In order to apply these results, we collect in the ﬁrst part of the
paper a series of lower bounds for the degrees of the vertices of Γ (S  Cm). Denote by π : S  Cm → Cm
the projection from the wreath product G = S  Cm to the top group Cm . We prove that if π(g1) and
π(g2) generate Cm , then g1 and g2 are connected in Γ (G) with high probability. This implies that
the conditions in Posa’s criterion and in the Bondy–Chvátal Theorem are satisﬁed by Γ (G) provided
that the graph Γ (Cm) satisﬁes similar conditions.
Recall that a graph Γ with n vertices is said to be pancyclic if it contains a cycle of length k for
every 3  k  n. We will prove in Section 2 that if G is a monolithic group with non-abelian socle,
i.e. G contains a unique minimal normal subgroup N and N is non-abelian, then Γ (G) Hamiltonian
implies Γ (G) pancyclic, provided that |N| is large enough. So in particular if S is a non-abelian simple
group and the generating graph of G = S  Cm contains a Hamiltonian cycle, then it contains a cycle of
length k for every 3 k n provided that either m or |S| is large enough.
2. Graphs
We recall that a Hamiltonian cycle is a cycle in an undirected simple graph which visits each
vertex exactly once. A graph is called Hamiltonian if it contains a Hamiltonian cycle.
A simple graph with n vertices and vertex degrees d1  · · ·  dn satisﬁes Posa’s criterion if
dk  k + 1 for all positive integers k with k < n/2. A graph that satisﬁes Posa’s criterion contains
a Hamiltonian cycle [9]. Moreover, as a corollary of Posa’s criterion, we have the following
Theorem 2.1. (See Erdo˝s [6].) Let Γ be a graph with n vertices, l edges and such that the degree of every vertex
is at least k for some 1 k n/2. Put
lk = 1+ max
kt< n2
{(
n − t
2
)
+ t2
}
= 1+ 1
2
max
{
3k2 + (1− 2n)k + n2 − n,
(
n − n−12 
2
)
+
⌊
n − 1
2
⌋2}
.
If l lk , then Γ contains a Hamiltonian cycle.
Bondy and Chvátal gave one of the best characterizations of Hamiltonian graphs. Let Γ be a graph
with n vertices and let d(Γ, v) denote the degree of the vertex v . The closure cl(Γ ) of Γ is the
graph (on the same set of vertices) constructed from Γ by adding the new edge uv for every pair of
non-adjacent vertices u and v such that d(Γ,u) + d(Γ, v) n. The following holds:
Theorem 2.2. (See Bondy, Chvátal [3].) A graph is Hamiltonian if and only if its closure is Hamiltonian.
For the remaining part of the paper we will use the following notation: for a graph Γ we will set
Γ0 = Γ and inductively Γi+1 = cl(Γi) for every positive integer i.
Bondy [2] observed that many classical conditions for the existence of a Hamiltonian cycle were
also suﬃcient conditions for a graph to be pancyclic. In particular he proved:
Theorem 2.3. (See Bondy [2].) If Γ is a Hamiltonian graph with n vertices and at least n2/4 edges, then Γ is
either pancyclic or else is the complete bipartite graph on n vertices.
This result has the following consequence:
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If Γ (G) contains a Hamiltonian cycle, then Γ (G) is pancyclic provided that |N| is large enough.
Proof. Let P (X) be the probability that a random pair of elements of X generate a ﬁnite group X . In
our case, by [8, Theorem 1.1], P (G/N)/P (G) tends 1 as |N| tends to inﬁnity. It can be easily proved
that P (X1 × X2) = P (X1)P (X2) if X1 and X2 are ﬁnite groups with coprime orders. Moreover if X is
a cyclic p-group, then X contains a unique maximal subgroup, say M , and
P (X) = 1− |M|
2
|X |2 = 1−
1
p2
.
In particular, if π(G/N) is the set of the prime divisor of |G/N|, then
P (G/N) =
∏
p∈π(G/N)
(
1− 1
p2
)
 6
π2
.
Since 6/π2 > 1/2, if |N| is large enough then the number |G|2P (G)/2 of edges of Γ (G) is larger than
(|G| − 1)2/4. Notice that if G = 〈g1, g2〉, then g1g2 is connected in Γ (G) to both the elements g1
and g2, so Γ (G) is not a bipartite graph. But then, by Theorem 2.3, if |N| is large enough and Γ (G)
contains a Hamiltonian cycle, then Γ (G) is pancyclic. 
3. Generating graph of S  Cm
Let S be a non-abelian ﬁnite simple group and let Cm be the cyclic subgroup of Sym(m) generated
by the cyclic permutation σ = (1,2, . . . ,m), with m = pα11 · · · pαss , where p1 > p2 > · · · > ps , pi is a
prime and αi > 0 for every i ∈ {1, . . . , s}. We consider the wreath product G = S  Cm , we denote the
base subgroup of G by N = S1 × · · · × Sm and let πi : N → Si be the projection on the i-th factor.
Moreover let A = Aut S , ri =m/pi and 	i the set {1+ tri : 1 t  pi − 1}.
Lemma 3.1. A subgroup H of G coincides with G if the following properties are satisﬁed:
(1) HN/N 
 Cm;
(2) π j(H ∩ N) 
 S j for some j ∈ {1, . . . ,m};
(3) there exists (y1, . . . , ym) ∈ H ∩ N with the property that for every i ∈ {1, . . . , s} there exists ai ∈ 	i such
that y1 and yai are not A-conjugate.
Proof. If the subgroup H of G satisﬁes (1) and (2), then H ∩ N is a subdirect product of N . In
particular, if H = G , then H ∩ N =∏ j D j , where D j = {(x, xb1 , . . . , xbν ) ∈∏i∈B j Si | x ∈ S,bi ∈ A} is a
diagonal subgroup of
∏
i∈B j Si and the subsets B j form a system of blocks for the action of Cm on
{1, . . . ,m}, with |B j | = 1. In particular, there exists i ∈ {1, . . . , s} such that 	i ⊆ B j for some j and this
implies that if (y1, . . . , ym) ∈ H ∩ N , then y1 and yai are A-conjugate for all ai ∈ 	i , in contradiction
with (3). 
Deﬁnition 3.2. We will denote by η(S,m) the probability that a random (s + 1)-tuple (a1, . . . ,as+1)
of elements from S has the property that (a1,a2) generate S and, for every 2 k  s + 1, a1 and ak
are not A-conjugate.
Lemma 3.3. Let η(S,m) be as above. Then lim|S|→∞ η(S,m) = 1.
Proof. Notice that η(S,m) 1− p−sq, where p is the probability that two randomly chosen elements
of S do not generate S , q is the probability that two randomly chosen elements of S are A-conjugate.
Hence it suﬃces to prove that lim|S|→∞ p = 0 and lim|S|→∞ q = 0. This follows from the proof of
Lemma 7.7 of [5]. 
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Lemma 3.4. Let i be an integer coprime with m and g = (x1, . . . , xm)σ r j ∈ G where (x1, . . . , xm) ∈ N and
1  j  s. The probability that there is an edge in Γ (G) between g and a randomly chosen element in the
coset Nσ i is at least η(S,m).
Proof. Set r = r j and let Ωg(σ i) = {n ∈ N | 〈nσ i, g〉 = G}. Clearly Ωgi (σ i) ⊆ Ωg(σ i). Moreover, there
exists α ∈ AutG such that (σ i)α = σ , hence |Ωgi (σ i)| = |Ωg∗ (σ )| with g∗ = (gi)α = (x1, . . . , xm)ασ r .
Hence, we may suppose that i = 1. Moreover, by replacing g by a suitable N-conjugate, we may
suppose that x1 = 1. Let h = (y1, . . . , ym)σ and H = 〈h, g〉. Clearly HN/N 
 Cm . Notice that hr =
(h1, . . . ,hm)σ r , where hi = yi yi+1 · · · yi+r−1 and the indices are reduced modulo m. In particular,
hr g−1 is an element in H ∩ N . Moreover, π1(hr g−1) = h1 and π1((hr g−1)g−1 ) = hr+1x−1r+1. Hence, the
second and third conditions of Lemma 3.1 are satisﬁed if hr+1x−1r+1 and h1 generate S and h1 is not A-
conjugate to h1+rt x−11+rt for every t ∈ {1, . . . , s}. Now let Λ be the set of elements (w0,w1, . . . ,ws) ∈
Ss+1 with the property that S = 〈w0,w1〉 and w0 and wk are not A-conjugate for every 1  k  s.
We have proved that 〈h, g〉 = G if (y1, . . . , ym) is chosen in such a way that(
h1,h1+r1x
−1
1+r1 , . . . ,h1+rs x
−1
1+rs
) ∈ Λ.
Since |Λ| = η(S,m)|S|s+1, to conclude it suﬃces to prove that for each (w0,w1, . . . ,ws) ∈ Λ there
exist at least |S|m−s−1 elements (y1, . . . , ym) ∈ N such that
y1 y2 · · · yr = w0 and y1+ru y2+ru · · · yr+ru x−11+r1 = wu for each 1 u  s.
Notice that r + ru  m for every 1  u  s and 1 + ra  1 + rb if 1  a  b  s. We choose yi
as we like if i /∈ {1,1 + ru | 1  u  s}. Then we have y1+rs = wsx1+rs (y2+rs · · · yr+rs )−1, y1+rs−1 =
ws−1x1+rs−1(y2+rs−1 · · · yr+rs−1)−1, . . . , y1 = w0(y2 · · · yr)−1. 
Corollary 3.5. Let g be an element in Nσ i , where σ i = 1. Then the degree of g as a vertex of Γ (G) is at least
η(S,m)ϕ(m)|N|, where ϕ is the Euler function.
Lemma 3.6. Let g = (y1, . . . , ym)σ ∈ G. Then the degree of g as a vertex of Γ (G) is at least η(S,m)|G|.
Proof. Let x = (x1, . . . , xm)σ i ∈ G be an arbitrary element in G and let H = 〈g, x〉. Let k and
(z1, . . . , zm) ∈ N be such that gk = σ−i(z1, . . . , zm). Now, xgk = (x1z1, . . . , xmzm) ∈ N ∩ H and H =
〈g, xgk〉. In particular, Lemma 3.1 implies that H = G if we choose (x1, x1+rs , . . . , x1+r1 ) such that
x1z1 and x1+rs z1+rs generate S and such that x1z1 and x1+ru z1+ru are not A-conjugate for every
u ∈ {1, . . . , s}. 
Corollary 3.7. Let g be an element in Nσ i , where gcd(m, i) = 1. The degree of g as vertex of Γ (G) is at least
η(S,m)|G|.
Lemma 3.8. Let g = (y1, . . . , ym)σ i ∈ G with σ i = 1. If gcd(i, j,m) = 1, then the probability that there is
an edge in Γ (G) between g and a randomly chosen element of Nσ j is at least η(S,m).
Proof. Let g = (y1, . . . , ym)σ i and let x = (x1, . . . , xm)σ j ∈ G be an arbitrary element in Nσ j . By
the Dirichlet prime number theorem, there exists k ∈ N such that j + ki is coprime with m. In par-
ticular, there exists (z1, . . . , zm) in N which depend only on the yi ’s and with the property that
xgk = (x1z1, . . . , xmzm)σ j+ki . Moreover 〈g, x〉 = G if and only if 〈g, xgk〉 = G . Since gcd( j + ki,m) = 1,
by Lemma 3.4, we have at least η(S,m)|N| choices of (x1z1, . . . , xmzm) assuring that 〈g, xgk〉 = G . It
follows that we have at least η(S,m)|N| choices for (x1, . . . , xm) ∈ N such that 〈g, x〉 = G . 
To conclude, we need some information on the degree in Γ (G) of a vertex n ∈ N . For y ∈ S , deﬁne
P y(S) to be the probability that y and a randomly chosen element x generate S .
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P yi (S) P y j (S) for each 1 j m and let y = yi . If Cm = 〈τ 〉, then the number of edges connecting n with
elements of the coset Nτ is at least μ|N| with
μ = μ(S,m, y) = max
{
P y(S) − s|CA(y)||S| ,
P y(S)|CS(y)|s
|S|s ρy
}
with ρy = 1 if C A(y)S = A and ρy = 0 otherwise.
Proof. It is not restrictive to assume i = 1 and τ = σ . First we claim that the number of edges
connecting n with elements of the coset Nσ is at least μ1|N| with
μ1 = P y(S) − s|CA(y)||S| .
It suﬃces to prove that, for any (x2, . . . , xm) ∈ Sm−1 there exist at least μ1|S| choices for x1 such
that if g = (x1, . . . , xm)σ then the subgroup H = 〈n, g〉 coincides with G . We have gm = (h1, . . . ,hm)
with h1 = x1 · · · xm . In particular, the second condition of Lemma 3.1 is satisﬁed if y and h1 gener-
ate S , and there are at least P y(S)|S| choices for x1 for which this is ensured. Now let Λ be the
set of i ∈ {1, . . . , s} with the property that y and yu are A-conjugate for every u ∈ 	i . If Λ = ∅,
then the third condition of Lemma 3.1 is automatically satisﬁed and we are done. Otherwise, for
every i ∈ Λ, we need an extra condition to avoid that there exist βi, j ∈ A for 1  j  pi − 1 such
that π	i (H ∩ N) = {(w,wβi,1 , . . . ,wβi,pi−1 ) | w ∈ S}. Assume that this is the case. Since π	i (n) =
(y, y1+ri , . . . , y1+(pi−1)ri ), we must have βi, j ∈ CA(y)αi, j , where αi, j is an element of A with y1+ jri =
yαi, j . Let gri = (ki,1, . . . ,ki,m)σ ri and denote by i the cyclic permutation (1,1+ ri, . . . ,1+ (pi − 1)ri).
Since gri normalizes H ∩ N , we get that (ki,1,ki,1+ri , . . . ,ki,1+(pi−1)ri )i normalizes π	i (H ∩ N).
In particular, setting zi = βi,pi−1ki,1+(pi−1)ri , we have ziβi,1 = ki,1 and ziβi, j = βi, j−1ki,1+( j−1)ri for
2  j  pi − 1 and consequently zpii = ki,1ki,1+ri · · ·ki,1+ri(pi−1) = h1. Since ki,1+ri(pi−1) depends only
on x2, . . . , xm , we obtain that the set Ωi = {(tαi,pi−1ki,1+ri(pi−1))pi | t ∈ CA(y)} is independent of x1.
If we choose x1 such that 〈y,h1〉 = S and h1 /∈ Ωi for every i ∈ Λ, then H = 〈g,n〉 = G . The number
of x1 for which the previous conditions on h1 are satisﬁed is at least
|S|P y(S) − |Λ|
∣∣CA(y)∣∣ |S|P y(S) − s∣∣CA(y)∣∣.
This concludes the proof of the ﬁrst claim.
Now we want to show that if CA(y)S = A, then the number of edges connecting n with elements
of the coset Nσ is at least |N|μ2, where
μ2 = P y(S)|CS(y)|
s
|S|s .
Note that there are at least μ2|N| choices of (x1, . . . , xm) so that 〈h1, y〉 = S and ki,1+ri(pi−1) ∈
α−1i,pi−1CA(y) for each i ∈ Λ. We claim that for any of these choices we have that 〈g,n〉 = G . In fact,
by the argument used above and with the same notations, it suﬃces to show that zpii = h1 for each
i ∈ Λ. Since zi = βi,pi−1ki,1+ri(pi−1) ∈ βi,pi−1α−1i,pi−1CA(y) CA(y), the equality z
pi
i = h1 would imply
[y,h1] = 1, which is a contradiction since 〈h1, y〉 = S . 
Let μ(S,m) = miny∈S, y =1 μ(S,m, y), where μ(S,m, y) is the real number deﬁned in the state-
ment of Lemma 3.9.
Lemma 3.10. There exists a positive constant cm such that μ(S,m) cm for every ﬁnite simple group S of Lie
type.
Proof. By [5, Theorem 4.2] and the fact that maxx∈S, x=1 |CA(x)|/|S| tends to 0 as |S| tends to inﬁnity,
we deduce that there exists a constant cm that such that P y(S) − s|CA(y)||S|  cm for every pair (y, S)
with S a simple group of Lie type and y a non-trivial element of S . 
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Proof of Theorem 1.2. By [5, Theorem 1.4], Γ (S  Cm) contains a Hamiltonian cycle if m is a prime
power and |S| is large enough, so we may assume that m is not a prime power. For i ∈ N, deﬁne
recursively the graph Λi,m as follows: Λ0,m = Γ (Cm) and Λi,m is the graph constructed from Λi−1,m
by adding the new edge uv for all the pairs of non-adjacent vertices u and v such that d(Λi−1,m,u)+
d(Λi−1,m, v)m + 1. Recall that Γ0(G) = Γ (G) and Γi(G) is the graph constructed from Γi−1(G) by
adding the new edge uv for all the pairs of non-adjacent vertices u and v such that d(Γi−1(G),u) +
d(Γi−1(G), v) |G| − 1. We prove the following claim by induction on i.
(∗) If σ1, σ2 ∈ Cm \ {1} are connected in Λi,m and η(S,m)(m + 1)  m, then each element g ∈ Nσ1 is
connected in Γi(G) with at least η(S,m)|N| elements of Nσ2 .
If i = 0, then (∗) is a consequence of Lemma 3.8. Assume now that (∗) is true for i. This implies in
particular
d
(
Γi(G), g
)
 η(S,m)d
(
Λi,m,π(g)
)|N|
for each g /∈ N . If σ1 and σ2 are connected in Λi+1,m , but not in Λi,m , and n1,n2 ∈ N , then
d
(
Γi(G),n1σ1
)+ d(Γi(G),n2σ2) η(S,m)|N|(d(Λi,m,σ1) + d(Λi,m,σ1))
 |N|η(S,m)(m + 1) |N|m = |G|
and n1σ1, n2σ2 are connected in Γi+1(G). This completes the proof of (∗).
Now let j ∈ N be the smallest positive integer such that Λ j,m = Λ j+1,m . We have that Λ j,m coin-
cides with the graph Λm deﬁned in the introduction. Recall that Um is the set of vertices of Λm cor-
responding to the elements of the subset {g ∈ Cm |m/|g| is odd}. Assume η(S,m)(m+ 1)m. By (∗),
if x is a vertex of Λm , then either x ∈ Um and d(Λm, x) =m−2, or x /∈ Um and d(Λm, x) |Um|m/2.
In particular if g,h ∈ G \ N and π(g) ∈ Um , then
d
(
Γ j(G), g
)+ d(Γ j(G),h) η(S,m)|N|(d(Λm,π(g))+ d(Λm,π(h)))
 η(S,m)|N|
(
m − 2+min
(
m − 2, m
2
))
 η(S,m)|N|(m + 1) |N|m = |G|,
hence g and h are connected in Γ j+1(G). It follows that if g /∈ N , then d(Γ j+1(G), g)  |G|/2 and
consequently all the elements of G \ N are connected in Γ j+2(G). In particular d(Γ j+2(G), g) (m −
1)|N| − 1 for each g ∈ G \ N .
To complete the proof we have to deal with the degree of the vertices corresponding to elements
in N . If n = (y1, . . . , ym) ∈ N then, by Lemma 3.9, d(Γ (G),n)μn(S,m)|N|ϕ(m) with
μn(S,m) = max
yi =1
{
P yi (S) −
s|CA(yi)|
|S| ,
P yi (S)|CS(yi)|s
|S|S ρyi
}
.
Suppose ﬁrst that S is a simple group of Lie type. If 〈π(h)〉 = Cm , then by Lemma 3.6
d
(
Γ (G),n
)+ d(Γ (G),h)μ(S,m)|N|ϕ(m) + η(S,m)|G|.
Lemma 3.3 and Lemma 3.10 assure that if |S| is large enough, then
μ(S,m)|N|ϕ(m) + η(S,m)|G| |G| − 1,
so n and h are connected in Γ1(G) and in particular d(Γ1(G),n) |N|ϕ(m). It follows that if g ∈ G \N ,
then
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(
Γ j+2(G), g
)+ d(Γ j+2(G),n) |N|(ϕ(m) +m − 1)− 1 |G| − 1
and g and n are connected in Γ j+3(G). Hence d(Γ j+3(G), g)  |G|/2 for each g ∈ G , g = 1. As a
consequence, Γ j+4(G) is complete and so contains a Hamiltonian cycle. Theorem 2.2 ensures that
Γ (G) also contains a Hamiltonian cycle.
Now assume that S is an alternating group. It was proved by Babai–Hayes [1] that there exists
δ > 0 and a threshold n0 such that for every n  n0, if ρ ∈ Alt(n) has fewer than [δn] ﬁxed points
then the probability that ρ and a random element σ ∈ Alt(n) generate Alt(n) is at least 1/2. Let Ωn
be the set of those even permutations of degree n which ﬁx fewer than [δn] points. In the remaining
part of our discussion assume S = Alt(n) with n n0. We divide N into two disjoint subsets: N1 is the
set of elements (y1, . . . , ym) of N with the property that yi ∈ Ωn for some i ∈ {1, . . . ,m}, N2 = N\N1.
Since P y(S) 1/2 for each y ∈ Ωn , arguing as in the case of groups of Lie type, we deduce that if n
is large enough, then G \ N2 generates a complete subgraph of Γ j+4(G).
Let n = (y1, . . . , ym) ∈ N2 and assume that y = yi has the property that P yi (S) P y j (S) for each
j ∈ {1, . . . ,m}. If y ∈ Ωn , then ρy = 1. Let p = P y(S) and c = |CA(y)|/|S| and consider
μ = max
{
P y(S) − s|CA(y)||S| ,
P y(S)|CS(y)|s
|S|s
}
.
If c  p2s , then μ
p
2 ; otherwise μ
P y(S)|CA (y)|s
|S|S 
ps+1
(4s)s . In both cases μ
ps+1
(4s)s . Since p 
1
5n3
by [5,
Theorem 5.3], the degree in Γ (G) of a vertex in N2 is at least
ps+1
(4s)s ϕ(m)|N| 1(5n3)s+1(4s)s ϕ(m)|N|. On
the other hand
|N2| |S \ Ωn|m 
(
n!
[δn]!
)m
 1[δn]!ϕ(m)|N|.
Now, if n is large enough, we have that
1
(5n3)s+1(4s)s
ϕ(m)|N| 1[δn]!ϕ(m)|N|
and so the graph Γ j+4(G) satisﬁes the Pósa criterion, hence contains a Hamiltonian cycle. 
5. Some corollaries
We start with a lemma that allows us to conclude that certain integers are Hamiltonian.
Lemma5.1. Letm =∏si=1 pαii , where ps < ps−1 < · · · < p1 are distinct primes andαi > 0 for every 1 i  s.
Assume that∏
1 jt
(
1− 1
p j
)
+ 2
( ∏
t js
(
1− 1
p j
))
> 1+ ϕ(m)
m
(∗)
for every 2 t  s − 1. Then m is Hamiltonian.
Proof. We partition the set V of vertices of Λm = Λ into a family of subsets corresponding to the
subsets of Π = {p1, . . . , ps}. For J ⊆ Π , we deﬁne
W J =
{
σ i ∈ Cm = 〈σ 〉 | p divides i if and only if p ∈ J
}
.
Notice that for g ∈ W J we have
d
(
Γ (Cm), g
)=m∏
p∈ J
(
1− 1
p
)
− α J with α J =
{
1 if J = ∅,
0 otherwise,
|W J | =m
∏
p /∈ J
(
1− 1
p
)∏
p∈ J
1
p
− β J with β J =
{
1 if J = Π,
0 otherwise.
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= (2,3). Indeed, if s 2 and (s, p1) = (2,3), then
1− 1
p1
+ 2
( ∏
1 js
(
1− 1
p j
))
= 1− 1
p1
+ 2ϕ(m)
m
= 1− 1
p1
+ ϕ(m)
m
+
(
ps − 1
ps
)(
ps−1 − 1
ps−1
)
· · ·
(
p1 − 1
p1
)
> 1− 1
p1
+ ϕ(m)
m
+ ps − 1
p1
= 1+ ϕ(m)
m
+ ps − 2
p1
 1+ ϕ(m)
m
.
As in the proof of Theorem 1.2, for i ∈N, we deﬁne recursively the graph Λi as follows: Λ0 = Γ (Cm)
and Λi is the graph constructed from Λi−1 by adding the new edge uv for all the pairs of non-
adjacent vertices u and v such that d(Λi−1,u)+ d(Λi−1, v) >m (the graphs Λi were labelled Λi,m in
the proof of Theorem 1.2). It is easy to check that m is Hamiltonian if m 6. So assume m 7. First
we prove the following claim.
(†) For every 0  t  s − 1, if J ⊆ {p1, . . . , pt}, w ∈ W J , then w is connected in Λt+1 with all the other
vertices.
The proof of this claim is by induction on t . If v ∈ V and w ∈ W∅ , then v and w are connected
in Λ0 by deﬁnition. Thus we have proved that the statement is true if t = 0. Now assume that
(s, p1) = (2,3) and that our statement is true for t < s − 1. Let Dt = ⋃ J⊆{p1,...,pt }W J . All the ele-
ments in Dt are connected in Λt+1 to all the other vertices. If w ∈ Dt+1 \ Dt , then w is connected
with all the elements in Dt ; moreover if D∗t+1 =
⋃
J⊆{pt+2,...,ps}, J =∅W J , then Dt ∩ D∗t+1 = ∅ and all
the elements of D∗t+1 are connected with w in Λ0. If v ∈ V \ Dt , then, by (∗)
d(Λt+1,w) + d(Λt+1, v)
∣∣D∗t+1∣∣+ 2|Dt |

( ∏
1 jt+1
(
1− 1
p j
)
− ϕ(m)
m
)
m +
∏
t+1 js
2
(
1− 1
p j
)
m >m,
hence w and v are connected in Λt+2. To complete the proof of (†), it remains to show that if
(s, p1) = (2,3) and w ∈ W {3} , then w is connected in Λ2 with all the other vertices. To do this,
notice that if v /∈ W {2,3} , then
d(Λ0,w) + d(Λ0, v) 2m
3
+ m
2
,
hence v and w are connected in Λ1. Now, if u ∈ W {2,3} , then
d(Λ1,w) + d(Λ1,u) 2|W∅| + |W {2}| + |W {3}| − 1 = 7m6 − 1m + 1,
hence w and u are connected in Λ2.
If m is even, then Um = Ds−1, hence by (∗) a vertex in Um is connected to any other vertex in Λs
and m is Hamiltonian. Suppose that m is odd. A vertex in Ds−1 is connected to any other vertex
in Λs−1; moreover if v1, v2 /∈ Ds−1, then
d(Λs, v1) + d(Λs, v2) 2|Ds−1| = 2m
(
1− 1
ps
)
>m,
hence Λ = Λs+1 is the complete graph on m − 2 vertices. 
Corollary 1.4 is now an immediate consequence of Theorem 1.2 and Lemma 5.1. In the remaining
part of this section we will obtain some consequences of Corollary 1.4.
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i  s. Assume that one of the following holds:
(1) m is odd and ps  s + 1;
(2) m is even and ps−1  2s − 1.
There exists τ such that if |S| τ , then the graph Γ (S  Cm) contains a Hamiltonian cycle.
Proof. For 2 t  s − 1, let
μt =
∏
1 jt
(
1− 1
p j
)
+ 2
( ∏
t js
(
1− 1
p j
))
− ϕ(m)
m
.
First assume that m is odd. We have
μt >
∏
1 jt
(
1− 1
p j
)
+
∏
t js
(
1− 1
p j
)

(
1− 1
ps
)t
+
(
1− 1
ps
)s−t+1
 2− s + 1
ps
.
In particular, if ps  s + 1, then μt > 1 and the conclusion follows from Lemma 5.1.
Now assume that m is even and let q = ps−1. Then
μt >
∏
1 jt
(
1− 1
p j
)
+
∏
t js
(
1− 1
p j
)

(
1− 1
q
)t
+ 1
2
(
1− 1
q
)s−t
 3
2
− s + t
2q
 3
2
− 2s − 1
2q
.
In particular, if q 2s − 1, then μt > 1 and again the conclusion follows from Lemma 5.1. 
Corollary 5.3. Let m =∏si=1 pαii , where ps < ps−1 < · · · < p1 are distinct primes and αi > 0 for every 1
i  s. Assume that either s 2 or
ϕ(m)
m
 ps − 1
2ps − 1 .
There exists τ such that if |S| τ , then the graph Γ (S  Cm) contains a Hamiltonian cycle.
Proof. If s 2, then the statement follows immediately from Lemma 5.1. Now let
λt =
∏
1 jt
(
1− 1
p j
)
+ 2
( ∏
t js
(
1− 1
p j
))
with 2 t  s − 1. We have
λt − ϕ(m)
m
>
(
ps
ps − 1
)
ϕ(m)
m
+ 2ϕ(m)
m
− ϕ(m)
m
=
(
2ps − 1
ps − 1
)
ϕ(m)
m
.
In particular, if ϕ(m)m 
ps−1
2ps−1 , then λt > 1+
ϕ(m)
m and the conclusion follows again from Lemma 5.1. 
6. Further results when S is of Lie type
When S is a simple group of Lie type, another criterion for the existence of a Hamiltonian cycle in
Γ (S  Cm) can be obtained via Theorem 2.1. For our purpose, it is useful to reformulate Theorem 2.1
as follows:
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some 1 k n−12 . Assume that n is odd and deﬁne lk in the following way:
lk =
{
1+ 12 ( 34n2 − n + 14 ) if k > n−16 ,
1+ 12 (3k2 + (1− 2n)k + n2 − n) if k n−16 .
If l lk , then Γ contains a Hamiltonian cycle.
Proof of Theorem 1.6. Assume g,h ∈ G \ {1} and that 〈π(h)〉 = Cm . Then
d
(
Γ (G), g
)+ d(Γ (G),h)min(μ(S,m),η(S,m))|N|ϕ(m) + η(S,m)|G|.
Lemma 3.3 and Lemma 3.10 assure that if |S| is large enough, then
min
(
μ(S,m),η(S,m)
)|N|ϕ(m) + η(S,m)|G| |G| − 1
and g and h are connected in Γ1(G). So the elements in W∅ are connected in Γ1(G) with all the
other vertices. In particular the minimum degree of a vertex in Γ1(G) is at least
ϕ(m)
m |G|.
The number of edges of Γ1(G) is greater than η(S,m)A|G|2/2, where A = ∏1is(1 − 1/pi2).
Hence, if ϕ(m)m 
1
6 , then, by Theorem 6.1, the graph Γ1(G) contains a Hamiltonian cycle whenever
η(S,m)A|G|2 > 3
4
(|G| − 1)2 − |G| + 1+ 9
4
.
Now, if |S| is large enough then η(S,m) is near to 1 and the previous inequality holds if A > 34 . Notice
that if m is odd then A  8/π2, hence Γ1(G) contains a Hamiltonian cycle if m is odd and ϕ(m)m 
1
6 .
Suppose now that ϕ(m)m <
1
6 . Then the graph contains a Hamiltonian cycle if
η(S,m)A|G|2  3ϕ(m)
2
m2
|G|2 + (3− 2|G|)ϕ(m)
m
|G| + |G|2 − 3|G| + 4.
Provided that |S| is large enough, the previous inequality holds if
3ϕ(m)2
m2
− 2ϕ(m)
m
+ 1− A < 0,
which means 1−
√
3A−2
3 
ϕ(m)
m . This shows that if
1−√3A−2
3 
ϕ(m)
m <
1
6 , then the graph Γ1(G) contains
a Hamiltonian cycle. 
Corollary 6.2. If m is odd and the number of prime numbers dividingm is at most 140, then there exists τ such
that if S is a simple group of Lie type and |S| τ , then the graph Γ (S  Cm) contains a Hamiltonian cycle.
Proof. Let Ω be the set of the ﬁrst 140 odd prime numbers and let ω = ∏p∈Ω(1 − 1p ). It can be
checked that ω 1/6. Hence
ϕ(m)
m
=
∏
p|m
(
1− 1
p
)
ω 1
6
and the conclusion follows from Theorem 1.6. 
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