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Abstract
Let G be a simple graph of order n and size e(G). It is well known that if e(G)6n− 2 then
there is an edge-disjoint placement of two copies of G into Kn. We prove that with the same
condition on the size of G we have actually a compact packing of G, that is an edge-disjoint
placement of two copies of G into Kn \Kk with k = (n+3)=3. c© 2001 Elsevier Science B.V.
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1. Introduction
We shall use standard graph theory notation. We consider only 7nite, undirected
graphs of order n = |V (G)| and size e(G) = |E(G)|. All graphs will be assumed to
have neither loops nor multiple edges.
For graphs G and H we denote by G∪H the vertex disjoint union of graphs G and
H and kG stands for the disjoint union of k copies of the graph G.
If a graph G has order n and size m, we say that G is an (n; m) graph.
Let G1 and G2 be graphs with V (G1) = V (G2) and E(G1) ∩ E(G2) = ∅. The edge
sum G1 ⊕ G2 has V (G) = V (G1) = V (G2) and E(G) = E(G1) ∪ E(G2):
An embedding of G (in its complement ;G) is a permutation  on V (G) such that if
an edge xy belongs to E(G), then (x)(y) does not belong to E(G). In other words,
an embedding is an (edge-disjoint) placement (or packing) of two copies of G into a
complete graph Kn.
Observe that if the permutation  is a packing of the graph G=(V; E) then the sets
E and (E) are disjoint and we can de7ne the graph G ⊕ (G).
The following theorem was proved independently in [2–5].
Theorem 1. Let G = (V; E) be a graph of order n. If |E(G)|6n − 2 then G can be
embedded in its complement ;G.
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Fig. 1. Two packings of two copies of P5 into K6.
This result has been improved in many ways. For instance, instead of two copies
of a graph one can consider two diEerent graphs, or larger graphs, or more than two
copies of a graph and so on.
The general references for these and other generalizations and improvements of
Theorem 1 are [1,8,7] (see also [9]).
In this note we are interested in another natural direction of possible improvement
of the basic result, namely the packing of two copies of an (n; n − 2) graph into a
graph which is smaller than the complete graph Kn. We shall replace Kn by the graph
of the form Kn \Kk for some k (the packing into the graph Kn \Cn has been considered
in [6]).
In other words this will be an edge-disjoint placement of two copies of G together
with Kk into Kn.
We can also say that we want to 7nd a packing  of a graph G such that the
G ⊕ (G) has at least k independent vertices or that the complement of the graph
G ⊕ (G) contains a clique of size k.
In Fig. 1, we have two packings of two copies of the path P5 into K6 (the edges
of the second copy of G are drawn with doted lines). In the right-hand packing the
number of independent vertices in the graph G ⊕ (G) is three, while in the left-hand
packing, only two.
First, let us precisely set the value of k. Consider the graph G=pK3∪2K2. Observe
that G is an (n; n− 2) graph with n= 3p+ 4.
On the other hand, G is a complement of a Tur$an graph Tp+2(n). Recall that the
Tur an graph Tr(n) is the complete r-partite graph with colour classes whose orders
are as close as possible, i.e., with n=r	; n + 1=r	; : : : ; (n + r − 1)=r	 vertices in the
colour classes. We put tr(n) = e(Tr(n)). Clearly, Tr(n) does not contain the complete
graph Kr+1 and the Theorem of Tur an states that every graph with n vertices and more
than tr(n) edges contains a copy of Kr+1. So, the largest complete graph which can be
packed with one copy of G is of order p + 2 = (n + 2)=3. It is somewhat surprising
that a complete graph of the same order can be also packed with two copies of G. In
this note we shall use the following de7nition. A compact packing of a graph G is a
packing of two copies of G into the graph G into Kn \ Kk with k = (n+ 3)=3	.
Remark: Observe that there is no packing of three copies of K3 into K5. Therefore, in
general, the value of k in the de7nition of compact packing cannot be improved.
Our aim is to prove the following:
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Theorem 2. Let G be a graph of order n; n¿3. If e(G)6n− 2; then there exists a
compact packing of G.
The proof of the theorem is given in the next section.
2. Proof
The proof is by induction on n. Without loss of generality, we may assume that
all considered graphs are of maximum size n − 2. It is easy to see that the theorem
holds for small values of n, i.e., for n66. Suppose now that the theorem is true for
all n′ ¡n and let G be an (n; n− 2)-graph.
In the remainder of this section we adopt the following convention: Given a com-
pact packing of a graph G, we say that an edge e of Kn is red if it belongs to the
corresponding clique R of order k = (n+ 3)=3	.
All proofs will follow the same scheme. First we remove a set X of vertices of G
such that they cover at least |X | edges of G. Next we apply the induction hypothesis
to the graph G′ = G − X . We denote the corresponding packing permutation and red
clique by ′ and R′, respectively. Finally, we extend ′ by de7ning a permutation
 on X in such a way that  is a packing of G and, moreover, X contains some
pairwise-independent vertices which are not connected by an edge with R′. These
vertices (called ‘red’) form together with R′ the red clique of the compact packing.
We start with some simple observations formulated as lemmas.
Lemma 3. If G contains a path of length 1; 2; or 3 as a component; then there exists
a compact packing of G.
Proof: Consider 7rst the case where G has an isolated edge xy. Denote by z a vertex
of G with degree at least two and set X = {x; y; z}.
Let G′=G−X . Denote by ′ and R′ the corresponding packing permutation and red
clique of G′, respectively. We extend the packing of G′ by putting (x)=y, (y)= z,
(z)= x and (v)=′(v) for vertices of G′. It is easy to see that  is a packing of G.
Moreover, the vertex y is not connected by an edge with the vertex set of G′ ⊕(G′).
So, it can be considered as a new red vertex. Putting R = R′ ∪ {y} we get a red
clique larger by 1 than R′. This means that  is a compact packing of G (see 7gure
below).
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The schemes for two remaining cases are given in the 7gure below. Observe that
since we remove four or 7ve vertices in these cases, we need, in general, two new red
vertices in the set X .
Lemma 4. If G contains an isolated vertex u and a path x′xyzz′ such that
the vertices x; y; z are of degree 2 and x′ = z′; then there is a compact packing
of G.
Proof: We put X = {u; x; y; z} and apply the induction hypothesis to the graph
G′ = G − X . Let ′ be the compact packing of G. Observe that since x′ = z′ we
can always extend ′ in such a way that the set {x; z} is mapped on itself. Now, by
putting u on y and y on u (see the 7gure below) we get a compact packing of G with
u and y as new red vertices:
Proof of Theorem 2. Since G has n− 2 edges it has at least two tree components.
A tree component will be called trivial if it does not contain any edges. We shall
consider three main cases.
Case 1: G has two nontrivial tree components.
If both of them are of size at most two, then Lemma 3 applies. Hence we can
suppose that both components are of size at least three and not isomorphic to P4.
Denote by uu′ and vv′ two pendant edges G lying in distinct tree components, u; v
being an extremity of the longest path in the corresponding tree.
Consider 7rst the case where both vertices u′ and v′ are of degree 2. We put G′ =
G \ {u; v; u′; v′}. It is easy to extend the bijection ′ to a compact packing of G, as is
shown in the 7gure below.
Now we check the remaining two subcases. If both vertices u′ and v′ are of degree
at least 3, then denote by u1, v1 the leaves adjacent to u′; v′, respectively. We put
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G′ =G \ {u; v; u′; v′; u1; v1}. If one of the vertices u′ and v′, say u′ is of degree at least
3 and the vertex v′ is of degree 2, then denote by u1 the leaf adjacent to u′ and by
v′′ the second neighbour of v′ and put G′ = G \ {u; v; u′; v′; u1; v′′}. Observe that, by
Lemma 3, v′′ is of degree at least 2. The details of the extension as well as two new
red vertices are given below.
Case 2: G has only one nontrivial tree component.
This implies that G has at least one isolated vertex, say u. Denote by x a leaf of
a tree component of G and let x′ be its neighbour. The scheme we use depends on
the degree of x′. If it is at least 3 we de7ne X = {x; x′; u}. If the degree of x′ equals
to 2, denote by x′′ the second neighbour of x′. Observe that we may assume that
the degree of x′′ is at least 3, for otherwise we could use Lemmas 3 or 4. So, we
put X = {x; x′; x′′; u}. In this case we need two new red vertices. See below for the
details.
Case 3: G has two isolated vertices, say u; v.
If G contains a vertex of degree at least 3 then the argument is straightforward.
So, we may assume that other vertices of G are of degree 2, i.e., G is a vertex
disjoint union of two isolated vertices and some cycles. If one of these cycles is of
length greater than or equal to 5, we can apply Lemma 4. If one of these cycles is
of length 4 and G contains some other vertices of degree 2, we can use the schema
below.
Finally, consider the case where G contains only triangles as cyclic components.
We remove three of them and use the schema below to get a packing of these three
triangles with three new red vertices. The remaining cases where G has only one or
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two triangle components are easy and are left to the reader.
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