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Let A be a set. We call A the azphabet, and its elements letters. Let F be the free 
monoid on A. Thus F consists of all finite sequences a1 l *a II, of letters (including 
the empty sequence 1) with product defined by concatenation. Any subset L of F 
is called a language. In this paper we shall study languages satisfying 
(1) Ifx,y EL, thenxy E L. 
(2) For some subset C of L, each element of L is uniquely expressible as a prod- 
uct of (one or more) elements of C. 
(3) If a sequence al l ** a,, of letters is in L, then every rearrangement aln l ** a,, 
(where 7r is any permutation of the set { 1,2, . . . , 12)) is also in L. 
The effect of (1) and (2) together is to assert that L is either the empty language 9 
or a free semigroup on some C # 9. A characterization f free semigroups was ob- 
tained by Schtitzenberger [3,4, 1, Cor. 9.8, p. 1191. He showed that (1) and (2) 
together are equivalent to 
(4) If x, y, zx, yz E L, then either z = 1 or z E L. 
Example 1. Let n- be any mapping of A into an abelian group G with identity ele- 
ment g. Let L = {aI l *- a, E F: it 2 1, (a& l ** (a& = g]. Then (3) follows from the 
commutativity of G, and (4) can easily be checked. Thus L is a language satisfying 
(0, (2) and (3). 
Example 2. Let (Xii) be an r X s rnatrix of integers. Let A = (1,2, . . . , r - 1). Let 
L=(al l ** a,, E F: Xrj divides X7=1 xaiy, for i = 1 9 2, . . . , s}. (3) follows from the 
commutativity of addition, and (4) can be checked. Thus L satisfies (l), (2) and (2). 
Our main result will state that every language satisfying (l), (2) and (3) can be 
constructed as in Example 1. As a corollary, every language satisfying (1). (2) and 
(3) with a finite alphabet can be essentially constructed as in Example 2 o 31‘ L = 9, 
these results are trivially true (for in Example 1 we can map every letter to a fixed 
element of infinite order, and in Example 2 we can take a matrix with 0 throughout 
the bottom row and 1 everywhere else). From now on we assume that L # 8 and 
satisfies (l), (2) and (3). 
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First we define the syntactic monoid of L (following Teissier and Schiitzenberger 
[6,3,4,5,2, pp. 61-641) to be the quotient monoid F/o, where (;I is the congruence 
on F given by: x 03’ if and only if the two products zxw and zyw (for each Z, w E F) 
are either both in L or both outside L. Thus S is the image of F under the natural 
homomorphism n.Let e = 1 V. e is obviously the identity element of S. Let T = Ln. 
As pointed out by Teissier [6] for any language, we have 
(5) For all distinct Q: b E S there exist x, y E S such that exactly one of the pair 
xay , xby is in T. 
Lemma 1. S is ctiinmutativk 
Proof. Let a, b E S. Then u = x VT, b = yq for some x, y E F. For all z, w E F, the 
products zxyw and zyxw ire, by (3), either both in L or both outside L. Hence 
(xy) (T (yx). Hence ab = (in) (yn) = (xy)n = (yx)n = (yn) (XT) = ba. 
By Lemma 1, (5) can be rewritten in the following “one-sided” version 
(5’) For all distinct a, b E S, there exists x E S such that exactly one of the pair 
ax, bx is in T. 
Moreover (4) can be transft::red to S by means of n, and then restated 
(4’) If a, ab E T then either b E T or b = e. 
Lemma 2.14 L. 
Proof. If 1 E L, then 1 would be, by (2), a product of elements of C. Hence 1 E C. 
This contradicts the uniqueness required by (2), since 1 = 1 l 1. 
Lemma 3. Ij’xn = 4, then x = 1. 
Proof.Letxn=e.T::znxol.LetybeanyelementofL.Thenl~l~$,=yEL. 
Hence, by definition of u, xy = 1 xy E L. Similarly (or by (3 )) we show that xy E L. 
By (4), with x replaced by y and z by x, either x = 1 or x E L. But the second case 
is impossible. For from lx 1 = x E L, follows 1.1 l 1 E L, contradicting Lemma 2. 
Lemma 4. If e # a E S and b E S, therz ab # e. 
Proof. Suppose ab = e. Write a = x71, b = yn. Then (xy)n = (xn) (yn) = ab = C. By 
Lemma 3, xJJ = 1. Since 1 denotes the empty string, x and y must both be 1. Hence 
a = xn = In = e, contradicting the hypothesis. 
Lemma 5. T consists of a single element t with t2 = t # e. 
Proof. T # 8 since T = LX. Suppose T contained two distinct elements, a and b. 
Apply (5’) to find x with exaclly one of ox, bx in T. Say ax E T. By (4’), x E T or 
x = 1. In the first case bx = b! .= b E T, contradicting the assumption. In the second 
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case bx E T since T, being the image of L, is by (1) a subsemigroup of S, again con- 
tradicting the assumption. Thus we have shown that T = {t} for some c E S. Since 7’ 
is a semigroup, t* = t. Finally suppose t = Y. Let x E L. Then XT = t = e. By Lemma 
3, x = 1, contradicting Lemma 2. 
Lemma 6. S contains asubgroup G of which t is the idertti[lr. Moreowr, S is a dis- 
joint uniott G U {e) or G U {e) U {z}, where 2 E S with 2.. = 2 for all x E S. 
hoof. Define G = {a E S: a # e, ax = t for some x E S}. We shall show that G is a 
group. First, G is closed under multiplication. For let a, b E G. Then ax = bq’ = t for 
some X,-V E S. Hence (ab) (xy) = (ax)(b)?) = t* = t. By Lemma 4, ab =it 1. Hence 
ab E G. Secondly, t is an identity for G. For suppose at #a for some a E G. By (S’), 
let x be such that either atx = t #ax or atx # t = ax. The first case is impossible 
since axt = atx E T and t E T imply by (4’) that ax E T or ax = e, but by Lemma 4 
ux # e. The second case is impossible, because ax = t implies atx = axt E T. Thirdly, 
every element of G has an inverse in G. For t is, by Lemma 4, its own inverse. If 
a # t, then, by definition of G, ax = t for some x E S . This x must be in G, for it 
divides t, and cannot equal e, for in that case a = a 1 = ax = t. Thus we have shown 
that G is a group. If S = G U {e), the union is obviously disjoint, and we are finished. 
If S # G U (e}, there is some z E S with e # z & G. Such a z must be a zero-element 
of S, for if a product zx were different from 2, we could apply (5’) to the pair z, zx 
to conclude that either z or zx divides t. In either case, z divides t. Hence z E G, a 
contradiction. Since there can be only one zero-element in a semigroup. we are 
finished. 
Theorem. L cau be constntcted as irz Exanlplc 1. 
Proof. By Lemma 3, n restricted to singleton sequences sentially maps A into 
G U (z}. By definition of T, a sequence a1 l -= a,, f L if and only if (a I n) --* ((r,p) = t . 
The only problem is that n may map some letters to z. To handle this possibility, 
construct anew group to be the direct sum of G and an infinite cyclic group with 
generator k. Define ag, for a f A, to be an if an E G and k if an = z. Then it is easy 
to check that a1 l*- a,, E L if and only if (aI& l .0 (a,@ is the identity of H. 
hahy. If’ A is jhite, I. call be comtructed as it1 Exarrlple 2. 
Proof. Since A is finite, we can rename the letters so that A = ( 1, 2, . . . , r -. 11, The 
theorem yields a mapping 9 of A into an abelian group. The subgroup H generated 
by A9 is a finitely generated abelian group. Write H as a direct sum of X1, . . . , KS. 
where each Ki is a cyclic group with generator ki. For each i E A, write 
(6) irp = k;‘il l a* J$~s 
where each IZij is an integer. This defines the first r - 1 rows of an r X s matrix (Q). 
Det’ine the bottom row by lettnq, !lii: be the order of Kj if Kj is finite, and 0 if Ki is 
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infinite. By the theorem a sequence al l *a a, of letters is in L if and only if 
(a& l *- (a,& is the identity h of H. By (6), each aiq can be written 
k’l’(‘p 0 *** k:@J), where n(i, i) denotes naij. This gives II;=, @rsl) l mm $(i9s) = h. 
This can be rewritten I& p@gl)-* $, @J) = h. Since His a direct sum, 
this is equivalent to IIFzl k&J) = knrj forj = 1 j , . . . , s. The last equation asserts that 
n,.j divides X7=1 nail for allj. Thus de have shown that L is the language obtained 
as in Example 2 from the matrix (nil). 
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