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Atmospheric aerosols are a significant public health hazard and have a substantial impact on 
climate change. Secondary organic aerosols (SOA) have been shown to phase separate into a 
highly viscous organic outer layer and an aqueous core under laboratory conditions. This phase 
separation can decrease the partitioning of semi-volatile species to the organic phase and increase 
the extent of acid-catalyzed reactions in the aqueous core. New algorithms to determine SOA phase 
separation based on the glass transition temperature (Tg), O:C ratio, Sulfate concentrations, and 
meteorological conditions were implemented into the Community Multiscale Air Quality 
Modeling System version 5.2.1 for summer 2013. SOA was predicted to be phase separated at the 
surface level 68.5% of the time. The viscosities of the organic phase at the surface layer were 
primarily liquid, with a viscosity less than 102 Pa*s, or semi-solid, with a viscosity between 102-
1012 Pa*s . The implementation of phase separation parameters in CMAQ led to a reduction of 
model bias and error calculated from field data from the Southern Oxidant and Aerosol Study that 
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CHAPTER 1: INTRODUCTION 
     Particulate Matter (PM) is one of six criteria pollutants regulated by the United States 
Environmental Protection Agency’s (EPA) National Ambient Air Quality Standards (NAAQS), 
established by the 1970 Clean Air Act. There are two categories of PM regulated by NAAQS: Fine 
PM (PM2.5), with particle diameter less than 2.5 m, and coarse PM (PM10), with particle diameter 
up to 10 m. PM has adverse effects on the global climate1–4 and PM2.5 represents a substantial 
public health risk due to its association with increased overall mortality, and mortality due to 
cardiorespiratory diseases5–7. 20%-60% of PM2.5 is estimated to be organic aerosols (OA)
8. These 
pollutant species are either directly-emitted primary organic aerosols (POA), or secondary organic 
aerosols (SOA), which forms when volatile organic compounds (VOCs) in the air undergo 
chemical reactions that reduce their volatility to the point that they are can partition into the aerosol 
phase 9. Studies have found that SOA tends to form the bulk of observed OA around the world10. 
The VOCs that form SOA may be from either biogenic or anthropogenic sources and can vary 
both spatially and temporally to areas as confined as the community level11. The effects of 
anthropogenic versus biogenic emissions can be poorly constrained under parameterizations in 
both regional and global scale models, with many models using simplified mechanisms and fixed 
yields of different species rather than full chemical mechanisms that reflect the current state of the 
science 12–14. Accounting for the effects of different VOC precursors on SOA formation is critical 
for ensuring accuracy in models used to enforce regulatory standards and assess climate 
implications15.  
     The most abundantly emitted biogenic VOC is isoprene  (2-methyl-1,3-butadiene) with average 
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annual global emissions totaling to approximately 500-750 Tg-C yr-1 16,17. Isoprene is known to 
react with hydroxyl (OH) radicals under low NOx conditions to form isoprene 
hydroxyhydroperoxides (ISOPOOH)18,19. If the reaction pathway continues with OH, ISOPOOH 
will react again to form isoprene epoxydiol (IEPOX)20–22. It is possible for IEPOX to form products 
with sufficiently low volatility to form SOA via a reactive uptake pathway onto acidified sulfate 
seed particles20,23–25. It is estimated that IEPOX-derived SOA may account for up to 36% of 
biogenic SOA in the South Eastern US during the summer. Given the importance of this pathway 
there has been increased focus on the phase state of particles and its impact on reactive uptake. 
Recent studies have also shown that SOA may phase-separate under certain atmospherically 
relevant conditions into different morphologies including a “partially-engulfed” organic-inorganic 
morphology; an “island” morphology, where discrete pockets of SOA dot a larger inorganic 
particle; and a “core-shell” morphology, characterized by an organic rich outer “shell” and aqueous 
inorganic “core”26–34.  
     Current regional and global scale chemical transport models (CTM) such as the Community 
Multi-Scale Air Quality Model (CMAQv5.2.1) and the Goddard Earth Observing System (GEOS-
Chemv11-02-rc) do not include parameters in their aerosol algorithms that account for the impact 
that aerosol phase separation may have on SOA formation1. Historically, regional and global scale 
models follow parameterized approaches such as the two-product model as described by Odum et 
al. (1996)37 , or the volatility basis set (VBS)38,39 for partitioning from the gas phase onto aerosol 
particles. The recent inclusion of an explicit reaction pathway for the reactive uptake of acid-
catalyzed IEPOX derived SOA along with better fits of the Henry’s Law constant for IEPOX into 
aqueous solution in both CMAQv5.2.1 and GEOS-Chem v11-02 has improved the performance 
of predicted SOA yields substantially.35,36,40.  
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     Furthermore, CTMs treat aerosols as solutions of organic and inorganic components which 
partition from the gas to aerosol phase and back independent of the other41. Pye et al (2018) applied 
the Aerosol Inorganic-Organic Mixtures Functional groups Activity Coefficients (AIOMFAC) 
model 42 to predict the thermodynamic favorability of phase separation in SOA using a box model 
and found that aerosols over the Southeastern United States may be phase separated as frequently 
as 70% of the time.1. Pye et al (2017) used the ratio of organic matter to organic carbon (OM / OC) 
and the ambient relative humidity to predict phase separation. However, this implementation did 
not consider the effects of phase separation on SOA viscosity, beyond a simplified relative-
humidity diffusion coefficient, which had little impact on the reactive uptake of IEPOX.  
     Whether the organic constituents of an aerosol are phase separated and in a highly viscous 
glassy state (𝜂 ≥ 1012 𝑃𝑎 ∗ 𝑠), a semisolid (100 ≤  𝜂 < 1012 𝑃𝑎 ∗ 𝑠), or liquid state (𝜂 <
100 𝑃𝑎 ∗ 𝑠) 44,45 can be determined by the glass transition temperature (Tg) which is a function of 
RH and coating composition46. The difference in viscosity of SOA below and above the glass 
transition temperature may be as high as 8 orders of magnitude47. Aerosols with a highly viscous 
organic phase are phase separated, while those with an organic phase that is liquid-like may be an 
internal homogenous mixture or phase separated. This liquid-liquid phase separation (LLPS) 
scenario depends on a variety of factors. Song et al48 and Zuend et al49 found that LLPS can be 
predicted using the average O:C ratio, organic mass to sulfate ratio, and ambient relative humidity. 
     Once the phase separation of the aerosol is determined the impacts on reactive uptake are 
governed by the diffusivity of particles through the outer organic phase (Dorg). Dorg can be related 




                                                                                                                  (𝐸𝑞𝑛 1) 
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Where kb is the Boltzmann constant, T is the ambient temperature, 𝜂𝑜𝑟𝑔 is the organic phase 
viscosity, and 𝑟𝑑𝑖𝑓𝑓𝑢𝑠𝑖𝑣𝑒 is the radius of the molecule diffusing through the viscous organic phase. 
     Experimentally observed viscosities of the outer organic-rich shell and inner electrolyte-rich 
core have been shown to differ by up to 3 orders of magnitude resulting in possible diffusion 
limitations on reactive uptake. It has also been shown that the viscosity of the organic phase and 
Dorg may vary as a function of SOA composition
51. Laboratory experiments have been conducted 
to measure the viscosity of SOA  using poke-flow and bead mobility techniques. These studies 
have found that SOA formed from anthropogenic precursors, such as benzene, toluene, and xylene, 
have similar Dorg values in the realm of 10
-14-10-16 m2/s. 28,29,48,52. Similar studies on biogenic SOA 
comprised of -pinene, however found that its measured viscosities and calculated diffusion 
coefficients differed from those of anthropogenic SOA by as much as 2 orders of magnitude at 
comparable conditions28,32,48. Prior measurements of IEPOX-SOA suggested that it would not be 
viscous enough to exhibit diffusion limitations, however there is much uncertainty with these 
measurements. Furthermore, relative humidity (RH)28,29,31,32,53,54, temperature55, degree of 
oligomerization , and mass loading52 also impact particle viscosity. Higher RHs may increase 
particle decrease as more water partitions into the particle and acts as a plasticizer which decreases 
its viscosity28,29,48,56. Higher temperatures also increase the diffusion coefficient through the 
Stokes-Einstein Relationship57. Degree of oligomerization increases the viscosity of SOA and 
therefore reduce its Dorg. as well
51 Most experimental work on aerosol phase state has been 
performed in a narrow range of experimental conditions, which limits its usefulness. 
     A recent study currently in review by Schmedding et al. 58 used a dimensionless (0D) box model 
for phase-separated SOA formation at the Look Rock Site during the Southern Oxidant and 
Aerosol Study (SOAS) campaign in 2013. Our prior work found that the inclusion of a phase-
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separation parameter decreased the normalized mean error (NME) of the model from 83.4% to 
77.9% and the normalized mean bias (NMB) from -66.2% to -36.3% as an effect of separating 
organic species into the viscous shell and concentrating the electrolytes into the aqueous core59. 
Thus understanding the phase state and viscosity are key to accurately predicting reactive uptake. 
This work examines how coatings comprised of SOA derived from a mixture of biogenic and 
anthropogenic compounds impacts SOA formation from acid-catalyzed multiphase reactions of 




CHAPTER 2: METHODS 
Section 2.1: Model Description and Implementation 
     All simulations were performed in CMAQv5.2.1 for the SOAS campaign time of June 1, 2013, 
until July 15, 2013, with ten days of spin-up time starting on May 21, 2013. Model inputs were the 
same as those used in Xu et al (2018)60.  The horizontal resolution of the simulation was 12km x 
12km. Weather Research and Forecasting model (WRF) Advanced Research WRF (ARW) version 
3.8 with lightning assimilation was used to generate the meteorological inputs for the 
simulations41,61. The National Emission Inventory (NEI) 2011 v2 produced by the EPA was used 
to generate anthropogenic emissions. Biogenic emissions were determined using the Biogenic 
Emission Inventory System (BEIS) v3.6.162. Because BEIS predicts lower emissions amounts for 
isoprene than the Model of Emissions of Gases and Aerosols from Nature (MEGAN)63, the 
emissions of isoprene were increased to 1.5x their original levels based on Pye et al (2015) who 
found that increasing isoprene emissions 1.5x led to better agreement with field measurements at 
the Centreville site during SOAS. Carbon Bond v6.3 (CB6r3) was used for the gas-phase chemistry 
in the model64–66.  
 
Section 2.2: Determining the Glass Transition TemperatureThe glass transition temperature (Torg) 
for phase-separated SOA composed of anthropogenic and biogenic species was found using a 











                                                                                 (𝐸𝑞𝑛 2) 
     Tg,w is the glass transition temperature of water (137 K)
68. Tg,a and Tg,b are the respective glass 
transition temperatures (K) for the anthropogenic and biogenic fraction of the SOA.  
 kGT is the Gordon-Taylor constant, which is assumed to be 2.5 based off of Koop et al. (2011)
68. 
wa and wb are the mass fractions of anthropogenic and biogenic SOA species. We assumed that 
10% of the aerosol water was present in the organic phase within the range of organic water 
reported by Pye et al. (2017). The organic water weight fractions (ws) along with the anthropogenic 
and biogenic weight fractions make up the organic component of the aerosol and sum up to 1:  
𝑤𝑠 = 1 − (𝑤𝑎 − 𝑤𝑏)                                                                                                                          (𝐸𝑞𝑛 3)  
     Shiraiwa et al. (2017) used 179 organic species to fit a relationship between Tg, the molar mass 
(M), and O : C ratio69 . Following the same relationship, the respective glass transition temperatures 
for the anthropogenic and biogenic fractions (Tg,a and Tg,b) were calculated using the weighted 
average molar mass (Mavg) and O : C ratio ((O : C)i) for all individual anthropogenic and biogenic 
species addressed in CMAQ (see Table 1): 
𝑇𝑔,𝑖 =  −21.57 + 1.51𝑀𝑎𝑣𝑔 − 0.0017𝑀𝑎𝑣𝑔
2 + 131.4(𝑂 ∶ 𝐶)𝑖 − 0.25𝑀𝑎𝑣𝑔(𝑂 ∶ 𝐶)𝑖        (𝐸𝑞𝑛  4)  
     When the ambient temperature is below the glass transition temperature, the viscosity of the 
coating (𝜂𝑜𝑟𝑔) is assumed to remain constant at 10
12 𝑃𝑎 ∗ 𝑠. When the ambient temperature is 
greater than or equal to the calculated glass transition temperature the viscosity of the organic 
phase is calculated using a modified Vogel-Tamman-Fulcher Equation70–72 (Equation 5) with 
experimentally fitted parameters (Equations 6 and 7): 
 ln( 𝜂𝑜𝑟𝑔 ) = −0.5 + 0.434
𝑇0𝐷
𝑇−𝑇0





                                                                                                                                 (𝐸𝑞𝑛 6)  
𝐷 = 14.4 − 2.3(𝑂: 𝐶)𝑎𝑣𝑔                                                                                                                 (𝐸𝑞𝑛 7) 
T is the ambient temperature (K), T0 is an experimentally fitted parameter of Equation 5 that varies 
as a function of Torg and the fragility parameter D, which is a function of the O:C ratio
46,73. 
The effective diffusion coefficient for IEPOX through the organic coating (Dorg) was then 
calculated using the Stokes- Einstein Equation (Equation 1), assuming that 𝑟𝑝 = 1 𝑛𝑚.  
 
Section 2.3: Phase Separation  
SOA phase state was determined by multiple criteria. As a model simplification, any SOA was 
considered to be semisolid –phase separated (SSPS) when 𝜂𝑜𝑟𝑔 > 100 Pa*s based on Shiraiwa et 
al. (2017)69. When 𝜂𝑜𝑟𝑔 ≤ 100 Pa*s, a separation relative humidity (SRHLLPS) above which LLPS 
occurred was calculating using the following equations based on Zuend and Seinfeld (2012)49 and 
Song et al. (2016)48: 
𝑆𝑅𝐻𝐿𝐿𝑃𝑆 = 35.5 + 339.9(𝑂: 𝐶𝑎𝑣𝑔) − 471.8 (𝑂: 𝐶𝑎𝑣𝑔)
2
                                                        (𝐸𝑞𝑛 8)  
 𝑤ℎ𝑒𝑛 0.56 < (𝑂: 𝐶𝑎𝑣𝑔) ≤ 0.73 𝑎𝑛𝑑  
 0.1 < (𝑂𝑀 ∶ 𝐼𝑛𝑜𝑟𝑔𝑎𝑛𝑖𝑐 𝑆𝑢𝑙𝑓𝑎𝑡𝑒) ≤ 15   
𝑆𝑅𝐻𝐿𝐿𝑃𝑆 = 0                                                                                                                                     (𝐸𝑞𝑛 9) 






Section 2.4: Reactive Uptake  
IEPOX-derived SOA is modeled with a first order heterogeneous uptake reaction as 
described below:74–7635 
𝐼𝐸𝑃𝑂𝑋(𝑔) → 𝐼𝐸𝑃𝑂𝑋𝑆𝑂𝐴(𝑎𝑒𝑟𝑜𝑠𝑜𝑙)                  (Eqn 10) 








                              (Eqn 11) 
Where 𝑆𝐴 is the aerosol surface area (m2/m3), 𝜈 is the root mean mean molecular speed (m/s) in 
the gas phase estimated by Equation 10, 𝑟𝑝 is the effective molecular particle radius including both 
the inorganic core and organic shell (m), 𝐷𝑔  is IEPOX diffusivity in the gas phase (1.9 ∗





















                             (Eqn 12) 
𝛼 is the accommodation coefficient (0.2). 𝐻𝑖𝑛𝑜𝑟𝑔 is the Henry’s Law coefficient into the inorganic 
phase (3 ∗ 107
𝑀
𝑎𝑡𝑚
). 𝑅 is the gas constant (0.08026 
𝐿∗𝑎𝑡𝑚
𝐾∗𝑚𝑜𝑙
), 𝑇 is the ambient temperature (𝐾). 𝐷𝑎 
is the IEPOX diffusivity in the aerosol core (10−9
𝑚2
𝑠
) and 𝑘𝑝𝑎𝑟𝑡𝑖𝑐𝑙𝑒 is the pseudo-first order rate 
constant (𝑠−1) defined in Equation 13, with parameters defined in Table 2:  




𝑖=1                (Eqn 13) 
     It is assumed that the contribution of organic species to the volume of the core is negligible in 
comparison to the volume of water in the core and vice versa for the coat i.e. 90% aerosol water 
in inorganic core and 10% in the organic shell for this work. An extension of this assumption is 
that the inorganic ion species are concentrated entirely within the aqueous core when calculating 
kparticle. Horg ( 2 ∗ 105 𝑀/𝑎𝑡𝑚) is the effective Henry’s Law constant for the organic coating and 
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lorg is the organic phase thickness given by Equation 10 calculated at each time step based off of 
Riemer et al. (2009)77. rp is the surface-area weighted median particle radius surface area 
distribution and 𝛽 is the ratio of inorganic particle volume to the total particle volume, where 90% 
of the aerosol water is present in the inorganic portion of the particle:  
𝑙𝑜𝑟𝑔 = 𝑟𝑝(1 − 𝛽
1
3)                                                                                                                             (𝐸𝑞𝑛 14) 
Particles that did not have LLPS or SSPS morphology were assumed to a homogenous mixture of 
organics and inorganics.  𝐷𝑜𝑟𝑔,𝑒𝑓𝑓 is the effective diffusivity of IEPOX through an organic coating 
compromised of the species given in Table 1 and 10% of the total aerosol liquid water (
𝑚2
𝑠
), 𝑣 is 




𝑣 =  √
8∗8.314∗𝑇
3.145∗0.118077
                                             (Eqn 15) 
𝑟𝑝 is the effective aerosol radius (m) , and 𝑅 is the aerosol inorganic core radius (𝑚). 𝑟𝑐𝑜𝑟𝑒 is 
defined based off of Riemer et al. (2009) below: 
𝑟𝑐𝑜𝑟𝑒 = 𝑟𝑝𝛽
1
3                                                                                                                                         (𝐸𝑞𝑛 16)                       
Finally, 𝑞 is the diffuso-reactive parameter:   
 𝑞 = rp√
kparticle
Da
                  (Eqn 17) 
 
Section 2.5: Sensitivity Simulations 
A sensitivity simulation was also run using the EPA's emissions reductions estimates of 34% 
and 48% for NOx and SO2 from 2013 to 2025.
36 78 A second sensitivity was conducted that used 
the same Horg upper bound test as reported by Schmedding et al  by increasing the value from 2*10
5 
M/atm to 3*108 M/atm. 
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Section 2.6: Measurement Comparisons 
Field data collected using a high-resolution time-of-flight chemical ion mass-spectrometer 
(HTOF-CIMS) coupled with a filter inlet for gases and aerosols (FIGAERO) at the Centreville, 
AL site during the SOAS campaign58. These data were used to empirically calculate the glass-
transition temperature of the SOA at the site every 4 hours for the duration of the campaign.    
Model simulation results were compared to recorded values for PM2.5 organic carbon mass 
concentration at monitoring stations that are a part of the Southeastern Aerosol Research 
Characterization Study (SEARCH)79 in order to better constrain the parameters used in the 
calculation  IEPOX.  
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CHAPTER 3: RESULTS 
Section 3.1: Aerosol Phase State – Liquid, Solid, and Semi-Solid Phases.  
     Figure 1A shows the diurnal profile and relative contributions of the anthropogenic, biogenic 
and water fractions to Torg for June 1
st to June 15th, 2013 at the Centreville, Alabama site. Periods 
with high emissions of VOCs raised the glass transition temperature and increased the viscosity of 
the particle. Figure 1B shows the contributions to Torg for the same time range at the Jefferson 
Street, Atlanta, Georgia monitoring site, which is located in an urban location. Both sites have a 
relatively high contribution of aerosol water to the organic phase however the Centreville site is 
rural, and thus is dominated by the effects of biogenic emissions, whereas the Jefferson Street site 
is dominated by anthropogenic emissions. There are strong diurnal trends in both biogenic and 
anthropogenic SOA yields at both sites. This is due to a combination of increased emissions during 
the daytime from photosynthetic activity and anthropogenic pollution, as well as increased 
photochemistry rates from sunlight.  
The mean value for Torg for all grid cells on the surface level and time steps was 207K with a 
maximum value of 284K, a minimum value of 137K, and a median of 223K. The average values 
of Tg,b and  were 248K and 244K, with ranges of 160K  to 301K and 230K to 311K respectively. 
The median values for Tg,b and Tg,a were 258K and 245K. An ANOVA test was performed in order 
to determine if Torg, Tg,b, or Tg,a were significantly different from the others (p < 2*10
-16). It was 
found that the three categories of glass transition temperatures were statistically different from 
each other. 
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     It is the ratio of Torg to T that is the strongest indicator of the phase state of the aerosol. Typical 
diurnal variability (i.e. between day and night) in the ambient temperature (T) at any site was 
approximately 10 K for the duration of the simulation, while Torg varied by as much as 75 K within 
a 24 hour period. This indicates that changes in the Torg : T ratio were driven by Torg rather than T. 
Figure 2A gives the probability density distribution of  the Torg : T ratio at the surface level, the 
18th layer, and the 35th layer of CMAQ for all grid cells and time steps.  For the original 
implementation, the Torg : T ratio was always less than 1 at the surface level, which indicated that 
the organic phase was never in a glassy state. Furthermore over 63.5% of the Torg:T ratios were 
less than 0.8, a value which is given as the transition point from a semi-solid viscosity to a liquid-
like viscosity69.  The range of Torg : T ratios was from 0.455  to 0.987 with a median value of 0.763 
and a mean value of 0.703.   
      Figure 2B shows a map of the average surface layer Torg:T ratio across the Continental United 
States for the duration of the simulation.  The Torg : T ratios exhibited a bimodal distribution, where 
particles over the oceans had substantially higher ws, driving down their  Torg : T ratio and viscosity. 
Semi-solid particles were concentrated over areas with low relative humidity, aerosol liquid water 
content, and biogenic SOA, i.e. the American Southwest and Rocky Mountains. These particles 
were by anthropogenic SOA, which has a higher range of Tg values. These higher Tg values pulled 
the net Torg value up closer to the ambient temperature and thus brought the Torg: T ratio closer to 
1. The particles with the lowest Torg : T ratios were located over the Atlantic and Pacific oceans, 
due to the substantially higher aerosol water content and low levels of SOA in these environments. 
Figures 2C and 2D show the spatial profiles of the mean Torg : T ratio for each grid cell at the 18
th 
layer of CMAQ and the 35th layer of CMAQ, respectively. As particles move up higher into the 
troposphere, the value of T drops with the decreasing pressure. The O:C ratio of the particles also 
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increases as they age and are transported upward and aged. The mean O:C ratio at the surface was 
0.73, while at layer 18 it was 0.75, and at layer 35 it was 0.77. The mean value of Torg also increased 
from 207K at the surface to 219K at layer 18 and 239K at layer 35. This change in Torg was 
primarily driven by decreases in organic water in the aerosol. The mean concentration of water 
associated with organics (ws) at the surface was 29%. At layer 18 this concentration was 17% and 
at layer 35 it was 1.4%. The removal of water from the organic phase led to the disappearance of 
the bimodal Torg : T ratio by the 18
th layer.  The mean Torg : T ratio was less than 1 for all grid cells 
at the 18th layer, and 59.7% of particles had a Torg : T ratio <0.8 suggesting that they have a liquid-
like behavior. The remaining 40.3% of particles had 0.8 < Torg : T < 1, which suggested that they 
exhibited semisolid behavior. Semi-solid particles were still concentrated over the American 
Southwest and Rocky mountains At the 35th layer of CMAQ, all particles had a Torg : T ratio > 1, 
indicating that the organic phases of all of the particles had glassy viscosities. By Layer 35, the 
particles had become well-mixed across the simulation area, Particles with the highest a Torg : T 
ratio at this level were located over the southern half of the simulation area, with Torg : T ratios 
approaching 1 in the northern half of the simulation. Particles in the Northern half of the simulation 
had higher concentrations of biogenic and anthropogenic SOA in comparison to those in the 
southern half of the simulation and therefore had higher Torg values than their southern 
counterparts.  
     Whether a particle is semi-solid, or liquid, and whether it is in a LLPS state has implications 
for the organic phase viscosity.  Figure 3 gives the probability density distribution of 𝜂𝑜𝑟𝑔 at the 
surface level for all grid cells and time steps. The predicted viscosity ranged from 5.94*10-3  Pa*s 
to 5.31*1011 Pa*s with a mean value of 8.45*105  Pa*s and a median of 343 Pa*s. The overall 
phase separation frequency was 68.5%. 54.8% of predicted viscosities were greater than 100 Pa*s, 
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indicating that they were semi-solid phase separated (SSPS).  The mean of 𝜂𝑜𝑟𝑔 SSPS particles 
was 1.54*106 Pa*s and the median was 7.79*103 Pa*s. The remaining 13.7% of particles exhibited 
a LLPS morphology. The median viscosity of LLPS particles was 1.14 Pa*s with a mean of 14.2 
Pa*s with a range of 7.86*10-3  to 99.99 Pa*s . The mean O:C ratio was 0.678 with a range of 0.101 
to 0.730. The mean fraction of the organic phase composed of water (ws ) was 42.4% with a range 
of 1.04 *10-4 to 99.9%. The means of wb and wa in LLPS were 19.8% and 37.7% with ranges of 
1.76*10-5 to 82.1% and 2.15*10-5 to 96.9%. 
     The value of ws  had the strongest correlation with 𝜂𝑜𝑟𝑔 (r
 = 0.919) followed by wb (r = 0.736) 
and wa (r = 0.620) i.e. biogenic and anthropogenic constituents in the organic phase. Ambient 
relative humidity was also weakly correlated with 𝜂𝑜𝑟𝑔 (r = 0.677), while the calculated O : C ratio 
was not (r = 0.62). Dorg,eff had a range 1.20 *10
-24 m2/s to 3.58*10-11 m2/s and a mean and median 
of 3.40*10-12  m2/s and 3.94*10-11 m2/s, respectively. 
 
Section 3.2: Impact on Model Predictions 
i. Reactive Uptake 
     Figure 4A shows the probability distribution of the predicted values for γIEPOX for the 
NonPhaseSep simulation, the PhaseSep, and the Emissions Reductions sensitivity simulation. The 
implementation of phase separation parameters into CMAQ led to a decrease in the mean value of 
γIEPOX from 1.397*10
-3 to 1.17*10-3  or a 14.3% decrease at the surface level. Figure 4B shows a 
map of the mean value in  γIEPOX for each grid cell during the PhaseSep Simulation. there was high 
variability in the value of  γIEPOX regions. Multiple cells in states in the American South 
experienced a 100% reduction in  γIEPOX from the NonPhaseSep (base) simulation. Particles in 
cells with 100% reduction in γIEPOX had Dorg,eff values as low as 5.83*10
-19 m2/s and lorg as high as 
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100 nm, suggesting that these two factors were primarily responsible for the reductions in  γIEPOX. 
Particles in the grid cell and timestep with the highest increases in  γIEPOX had a Dorg,eff  value of 
7.34*10-16 m2/s and lorg of 0.668 nm, which suggests that these large increases in  γIEPOX were 
primarily caused by increases in kparticle and a lack of diffusive limitations.  
 
ii. SOA Yield Changes 
     Due to the high variability in the values of  γIEPOX calculated in the PhaseSep simulation there 
were also large geospatial variations in the concentrations isoprene and terpene SOA. Figure 4C 
shows the average relative change in predicted biogenic SOA mass.  On average, the largest 
increase in biogenic SOA mass at any one grid cell was 47.5% and occurred over Central 
Pennsylvania, this was most likely due to increases in kparticle from concentrating sulfate and acidity 
from nearby coal-fired power plants into a smaller inorganic core volume after the particle phase 
separated. A grid cell was located over the Chesapeake Bay and had 22.9%  average decrease in 
biogenic SOA mass, which was the largest average decrease. This grid cell had particle viscosities 
in the range of 1.2*10-1 to 8.25*105 Pa*s. The particle was phase separated at all time steps, and 
was SSPS 88.4% of the time and LLPS 11.6% of the time. The combination of these factors led to 
a 54.4% average reduction in γIEPOX . 
 
Section 3.3: Comparison to Observed Data 
     The Torg :T ratio predicted using the phase separation parameterization had a normalized mean 
bias (NMB) of 2.37% when compared to the Torg:T ratio calculated from speciated organic field 
data at the Centreville, Alabama field site as shown in Figure 6A.  
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     Figure 6B shows box plots of the predicted viscosity of our phase separation implementation 
in 10% relative humidity bins. The red dots represent the viscosities of α-Pinene SOA measured 
by Zhang et al (2018) and the blue box plots represent the range of viscosities of toluene SOA 
measured by Song et al (2016). Both experimental studies show good agreement at 
atmospherically relevant RH ranges with the viscosities predicted by our implementation. At lower 
RH ranges, the experimentally measured viscosities are higher than those predicted by our study.  
     The NMB for the NonPhaseSep simulation averaged for all SEARCH network sites was -
29.5%, while the NMB for the PhaseSep simulation averaged across all SEARCH network sites 
was -25.5%, showing a 4% improvement in model bias from the original (NonPhaseSep) 
simulation. The NMB at the Centreville site worsened by 2.3% from 47.9% to 50.1%.   
 
Section 3.4: Sensitivities 
The average Torg for the emissions reduction scenario had a statistically significant (p = 2*10
-
16) increase of 1.5K from the PhaseSep simulation. The overall phase separation frequency for this 
sensitivity was 70.5% of the time (57.0% SSPS, 13.5% LLPS) with predicted viscosities ranging 
from 6.13*10-3 to 1.73*1011 Pa*s.  The change in γIEPOX values in the Emissions reduction 
sensitivity simulation from the PhaseSep simulation ranged from a 100% decrease to a 2.31*109%. 
With the implementation of the future NOx and SO2 emissions reductions, there was a median 
4.96% reduction in biogenic SOA at the surface level with a range of a 100% decrease to a 
1.15*1013% increase in biogenic SOA mass from the PhaseSep simulation. The areas with the 
largest reductions in SOA mass were located over the Atlantic Ocean and the areas with the 
greatest increase in SOA mass were located over the Montana (US)-Saskatchewan (Canada) 
Border. The American Southeast was highly sensitive to the Emissions Reductions sensitivity due 
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to the high concentrations of SO2 from coal-fired power plants and the high concentrations of 
IEPOX-SOA, whose chemistry is driven by sulfate formed from the aqueous uptake of gas phase 
SO2 . 
The average Torg  in the HighHorg simulation also had a statistically significant increase of 
1.4K from the PhaseSep simulation. Particles in this simulation were phase separated 68.3% of the 
time (55.8% SSPS, 12.5% LLPS). Predicted viscosities in this simulation ranged from 5.94*10-3 
Pa*s to 6.1011 Pa*s. Overall biogenic SOA mass increased by 14.1% at the surface level for this 
simulation. Regions with the largest increases in biogenic SOA mass were located over boreal 
forests in Quebec, Canada. Figure 5 shows the mean relative change in biogenic SOA mass for 




CHAPTER 4: DISCUSSION AND ATMOSPHERIC IMPLICATIONS 
Current chemical transport models have not accurately accounted for the effects of aerosol 
composition on phase separation or viscosity. We updated the CMAQ model to include parameters 
to calculate the glass-transition temperature (Torg) based on the Gordon-Taylor equation for SOA.  
The equation used to predict Tg,i only accounts for the molar mass and O:C ratio of the species. 
DeRieux et al46 developed an alternative calculation for Tg,i  based on the number of carbon-
hydrogen and carbon-oxygen bonds in a molecule. This implementation has good agreement with  
Equation 4 for species with molar masses in the range of those used in CMAQv5.2.1, however it 
is more useful for models that rely on the statistical oxidation approach, which relies on the number 
of carbons and oxygens to characterize SOA growth80,81, than the VBS approach used in this study.  
We also included parameters to determine whether SOA was phase-separated based on its 
viscosity, O:C ratio, sulfate concentrations, and the ambient relative humidity.  
Our model predicted that 68.5% of the time particles would exhibit phase separation at the 
surface layer, with 54.8% of particles exhibiting SSPS and 13.7% exhibiting LLPS. The predicted 
phase separation frequency at the Centreville, AL monitoring site was 79.3%, which is in 
agreement with the 70% predicted by Pye et al. (2017) 82at the same time and location. This 
implementation predicts that most of the SOA in the middle and upper troposphere over the United 
States is phase separated with organics increasingly in a semi-solid or even glassy state with 
increasing altitude. This is in agreement with previous fieldwork and modeling studies which has 
found that SOA in the upper troposphere tends to be in a glassy state8369.  
     The implementation of phase separation parameters into CMAQ led to minor, yet statistically 
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significant, improvements in model bias for PM2.5 OC mass. There were both large increases 
and decreases in biogenic SOA mass that varied spatially and with altitude. Areas with reductions 
in biogenic SOA typically featured thick semi-solid organic phases surrounding aqueous cores 
which caused the reactive uptake of IEPOX to become diffusion limited. Areas that saw larger 
increases in biogenic SOA mass typically featured LLPS morphology that did not produce 
diffusion limitations, but decreased the reactive volume of the inorganic core. This increased the 
concentration of nucleophiles and acids used to calculate the condensed phase reactions (kparticle), 
thus enhancing the rate of reaction and producing more biogenic SOA. The phase separation 
parameters had the largest impact over the Ohio River valley and American Southeast. These areas 
were also the most sensitive to future emissions reductions of NOx and SO2.  
Currently there is little work done to understand the effects of aerosol phase state on the 
viscosity of the inorganic core. Further experimental and modeling work should be performed in 
order to determine whether there is any variability in the value of Da and whether or not said value 
has a strong effect on the reactive uptake of IEPOX. Better constraining the molar mass and O:C 
ratios of SOA species in CMAQ may also improve the accuracy of phase separation predictions. 
The conditions under which highly viscous SOA will separate from inorganics in a particle or if 
the particle will remain homogenously mixed should be further explored as well. Recent studies 
have also shown that at very high RH ranges (95-100%), some particles will return to a core-shell 
morphology27,84. There is also little information on the criteria that drive this second phase 
separation as well. There is also much uncertainty in the rate constants used to calculate kparticle,. 
Because particles with core-shell morphologies may modify the value of kparticle by changing the 
core volume, it is imperative that these parameters be better constrained in models.  Furthermore, 
there is much uncertainty in the organic phase Henry’s Law coefficient (Horg), which may lead to 
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larger organic phase thicknesses and viscosities, thus decreasing γIEPOX. Ultimately the underlying 
force driving the separation of the organic and aqueous phases in a particle is driven by the 
differences in the surface tensions between the organics and inorganic species in the particle. 
Implementing a more accurate thermodynamic calculation of these energies would lead to more 







Figure 1 – A). Contributions of biogenic SOA (green), anthropogenic SOA (red) and aerosol 
water (blue) to Torg at the Centreville, AL site from June 1 to June 15, 2013. B). Contributions of 
biogenic SOA (green), anthropogenic SOA (red) and aerosol water (blue) to Torg   at Jefferson  





Figure 2-  A.) Probability density distribution of Torg:T for all grid cells and time steps at the 
surface layer, 18th Layer, and 35th layer of CMAQ B.) Map of the Torg:T ratio for the surface 
level. C.) Map of the Torg:T ratio for the 18
th  layer of CMAQ. C.) Map of the Torg:T ratio for the 








Figure 3 – A) Probability distribution of the organic phase viscosity for all grid cells and time 
steps at the surface layer B). Relative humidity-viscosity relationship, C) O : C ratio-viscosity 
relationship, D) Anthropogenic SOA weight fraction-viscosity relationship, E) Biogenic SOA 































Figure 4 – A). Probability distribution of  γIEPOX at the surface level for the NonPhaseSep (red) 
and PhaseSep(green)  simulations. B). Spatial map of the mean value of  γIEPOX for each grid cell. 
C.) Spatial map of the mean relative change of biogenic SOA mass from the NonPhaseSep 
Simulation. 
A 
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Figure 5 – (A) Relative change (%) in biogenic SOA mass at the surface level from the 
PhaseSep parameterization for the NOx and SO2 emissions reduction sensitivity simulation. (B) 
Relative change (%) in biogenic SOA mass at the surface level from the PhaseSep Simulation for 













Figure 6 – A) Predicted Torg :T  based on values given by Zhang et al. (2018) (Black) and 
Predicted Torg : T from this work (Gold) at the Centreville, AL site. B) Model predicted relative 







Table 1 – Aerosol phase species used in the calculation of the organic phase parameters  
Name Description Type OM : 
OC 
ratio 









𝜼𝒐𝒓𝒈 at T= 
298K 
And ALW = 
0 
(Pa*s) 
AALK1 SV alkane 
VOC SOA 
ANTH 1.56 0.3146 225 256 7.54*109 
AALK2 SV alkane 
VOC SOA 
ANTH 1.42 0.2026 205.1 233 5.34*107 
ABNZ1 SV High NOx 
SOA product 
from benzene 
ANTH 2.68 1.2106 161 289 1.67*1014 
ABNZ2 SV High NOx 
SOA product 
from benzene 
ANTH 2.23 0.8506 134 234 2.66*107 
ABNZ3 LV low NOx 
SOA product 
from Benzene 
ANTH 3.00 1.4666 180 322 1.00*1012 
AGLY Glyoxal / 
methylglyoxal 
SOA 
BIOG 2.13 0.7706 66.4 160 1.71*103 
AISO1 SV SOA 
product from 
isoprene 
BIOG 2.20 0.8266 132.0 230 1.20*107 
AISO2 HV SOA 
product from 
isoprene 





BIOG 2.80 1.3066 168.2 301 1.00*1012 




ANTH 2.27 0.8826 136 238 6.59*107 
ALVOO2 LV Oxidized 
combustion 














BIOG 2.10 0.7466 248 300 1.00*1012 
AORGC Glyoxal and 
Methylglyoxal 
SOA 
BIOG 2.00 0.6666 177 251 1.33*109 
APAH1 SV High-NOx 
SOA product 
from PAHs 
ANTH 1.63 0.3706 195.6 239 1.58*108 
APAH2 SV High-NOx 
SOA product 
from PAHs 
ANTH 1.49 0.2586 178.7 216 2.80*106 
APAH3 LV low-NOx 
SOA product 
from PAHs 




ANTH 2.00 0.6666 170 245 3.91*108 
ASQT SV SOA from 
sesquiterpenes 
BIOG 1.52 0.2826 135 179 1.87*104 




ANTH 1.88 0.5706 135 207 4.69*105 




ANTH 1.73 0.4506 135 195 1.10*105 











ANTH 1.17 0.0026 266 260 3.22*1010 
ALVPO1 LV Primary 
organic 
compounds 
ANTH 1.39 0.1786 218 241 2.58*108 
ASVPO1 SV Primary 
organic 
compounds 
ANTH 1.32 0.1226 230 245 7.00*108 
ASVPO2 SV primary 
organic 
compounds 
ANTH 1.26 0.0746 241 249 1.86*109 
ASVPO3 SV primary 
organic 
compounds 
ANTH 1.21 0.0346 253 254 6.63*109 
ATOL1 SV high NOx 
Toluene SOA 
ANTH 2.26 0.8746 163 259 8.17*109 
ATOL2 SV High NOx 
Toluene SOA 
ANTH 1.82 0.5226 175 23 7.25*107 
ATOL3 LV low NOx 
Toluene SOA 
ANTH 2.70 1.2266 194 309 1.00*1012 
ATRP1 SV SOA 
product from 
monoterpenes 
BIOG 1.84 0.5386 177 239 1.30*108 
ATRP2 HV SOA 
product from 
monoterpenes 
BIOG 1.83 0.5306 198 254 3.93*109 
AXYL1 SV High NOx 
SOA product 
from xylene 
ANTH 2.42 1.0026 174 278 3.16*1012 
AXYL2 SV High NOx 
SOA product 
from xylene 
ANTH 1.93 0.6106 185 252 1.85*109 
AXYL3 LV low-NOx 
SOA product 
from xylene 




Table 2 - Rate constants used to calculate the effective first order rate constant for particle phase 
IEPOX reactions.40,85 
Rate Constant  Value 
(M-2 s-1) 
𝑘𝐻+,𝑤𝑎𝑡𝑒𝑟
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