Abstract: This is an erratum to [Random Oper. Stoch. Equ. 8 (2000) The purpose of these notes is to correct the arguments in the proof of the random sampling theorem (Theorem 5.1) in the stochastic case (Section 5.3). The problem in the original proof, where we have claimed the convergence of the limit using just Lebesgue's convergence theorem, is that, in fact, there is an extra summand (see below) which is not obvious that it goes to zero. Precisely, in lines 13-14 from bottom to top on page 184, we have that
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where the last summand on the right-hand side was naïvely considered as zero, only based on the fact that the numerator goes to zero. Recently we have realized that depending on the (non-Gaussian) noise, this term may not vanish. Hence an extra care has to be done. Our intention here is to complete the argument, proving that, in fact, for stochastic systems (Gaussian noise) this last term does converge to zero, establishing then the sampling theorem for this case.
Proof. Recalling our notations, for a given stochastic linear equation in ℝ 2 , the continuous angular coordinate of this system satis es
where = ( ), is orthonormal to with positive orientation and : 1 → ℝ is given by
For an initial condition 0 ∈ (− ] ∼ 1 and all > 0, we have that
for an integrable integer variable ( ). According to our construction, ( ) only depends on the trajectory of 0 = 0, or of 1 ∈ 1 . It measures how many times this trajectory crosses its antipode (− 1 ) in the anticlockwise direction during the interval [0, ]. When > ( ), we have that ( ) ̸ = 0. Hence, the proof is completed if we control the expectation E[| |] and show that it goes to zero faster than . We use boundedness on the distribution of with initial condition 0 = 0. Let ( , , ) be the density of the transition probability measure associated to the non-degenerate di usions given by equation (1) . Then, there exists a constant > 0 such that
.
See Kusuoka and Stroock [1, 2] . Let + = max{ , 0} and − = max{− , 0} such that = + − − . Hence, for P. R. Ru no, A sampling theorem for rotation numbers the positive part + we obtain
and for the negative part − we have
Changing variables, for ∈ (0, 1) we have that 
