Advancing Assessment of Quantitative and Scientific Reasoning by Sundre, Donna L. & Thelk, Amy D.
Numeracy
Advancing Education in Quantitative Literacy
Volume 3 | Issue 2 Article 2
2010
Advancing Assessment of Quantitative and
Scientific Reasoning
Donna L. Sundre
James Madison University, sundredl@jmu.edu
Amy D. Thelk
James Madison University, thelkad@jmu.edu
Follow this and additional works at: http://scholarcommons.usf.edu/numeracy
Part of the Mathematics Commons, and the Science and Mathematics Education Commons
Authors retain copyright of their material under a Creative Commons Non-Commercial Attribution 4.0 License.
Recommended Citation
Sundre, Donna L. and Thelk, Amy D. (2010) "Advancing Assessment of Quantitative and Scientific Reasoning," Numeracy: Vol. 3 : Iss.
2 , Article 2.
DOI: http://dx.doi.org/10.5038/1936-4660.3.2.2
Available at: http://scholarcommons.usf.edu/numeracy/vol3/iss2/art2
Advancing Assessment of Quantitative and Scientific Reasoning
Abstract
Advancing Assessment of Quantitative and Scientific Reasoning is a four-year NSF Project (DUE-0618599)
in part designed to evaluate the generalizability of quantitative (QR) and scientific reasoning (SR) assessment
instruments created at James Madison University to four other four-year institutions with very distinct
missions and student demographics. This article describes the methods, results, and findings we obtained in
our studies. More specifically, we describe how to conduct content-alignment exercises in which faculty
members map each item from a prospective test to the student learning objectives taught at the institution.
Our results indicated that 92-100% of the QR and SR items were successfully mapped to each of the partner
institutions’ learning objectives. We also guided the partner institutions on assessing the balance of test items
across the intended student learning objectives to assure greater content validity and coverage. The reliability
(internal consistency) results from the partner institutions for the learning objectives and major subtests are
strikingly similar across very different student populations. We interpret lower reliabilities from one
institution to be the result of test administration and student motivation factors, the latter being a serious
threat to the health and vigor of any assessment program. Validity study results at the partner institutions add
to the evidence of construct validity of the QR and SR instruments. While our studies focus on QR and SR
instruments, the methods will apply to other instruments and other institutions as they attempt to answer
important questions about student learning outcomes.
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 Introduction: Assessment of Quantitative and 
Scientific Reasoning in General Education 
College students who do not major in math or science are generally exposed to 
these important disciplines through prescribed general university requirements 
and a small menu of general education courses. Although there is broad consensus 
that quantitative and scientific reasoning are critical for the future success of all 
students, there is little agreement on how to define these critical areas.  There is 
even less agreement on how to assess these skills and competencies.  
Despite an increasing demand for greater accountability, the general status of 
higher education assessment practice is not encouraging. Chun (2002) listed four 
methods used in higher education: actuarial, ratings of institutional quality, 
surveys, and direct measures of learning.  He noted that it is disheartening to find 
that direct measures of student learning are the least systematically used of the 
four approaches. This is particularly discouraging because direct measure of 
student learning is the only methodology that should be used to guide 
improvements in curriculum and instruction.  
Zemsky (2009) also commented on the lack of definitional clarity and 
availability of appropriate testing methods for assessing important student 
learning outcomes.   
This article reports on results of a project designed to address these critical 
assessment needs. We hope to provide guidance on how to review instruments 
and better use results for program improvement. 
Specific Assessment Issues 
Advancing Assessment of Quantitative and Scientific Reasoning is a four-year 
NSF Project (DUE-0618599) to further the development and dissemination of 
collegiate scientific and quantitative reasoning assessment tools.  The project 
aimed to help address the nation’s need for direct assessment of student learning 
in general education and more specifically to inform Science, Technology, 
Engineering and Mathematics (STEM) education. Without appropriate assessment 
methods, the nation will remain uninformed as to the growth and development of 
our students in quantitative and scientific reasoning.  Such growth and 
development is a goal supported by every relevant learned society and espoused 
by every general education program across the nation.   
In addition, the project attempted to directly address concerns delineated by 
the National Research Council in Knowing what students know: The science and 
design of educational assessment (Pelligrino et al. 2001). The NRC disputed the 
capacity of current assessments to measure complex knowledge and skills, 
provide information useful for teaching and improvement of learning, help us 
conceptualize how student understanding changes over time, and address the 
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 important issues of fairness and equity.  We have attempted to define quantitative 
and scientific reasoning and to develop items that assess these processes.  
The project had six major objectives involving the home institution, James 
Madison University (JMU), and four partner institutions. The four partner 
institutions were Michigan State University (East Lansing, MI), St. Mary’s 
University (San Antonio, TX), Truman State University (Kirksville, MO, and 
Virginia State University (Petersburg, VA).  The major objectives were: 
• Explore the psychometric quality and generalizability of the home 
institution’s scientific reasoning (SR) and quantitative reasoning (QR) 
instruments to partner institutions having distinct missions and serving 
diverse populations. 
• Develop scientifically based assessment plans to yield representative 
samples from the population and, through consultation and 
participation in a summer 2007 Faculty Institute, develop sound data 
collection plans at each of the partner institutions.  
• Build assessment capacity at participating institutions through 
professional development in assessment practice, analytic methods, 
and data presentation to enhance curricular reflection and 
improvement.  
• Create new assessment models and designs for adoption or adaptation 
by other institutions.  
• Document potential barriers to effective assessment practice and 
explore solutions to the identified issues explored.  
• Form scholarly communities of assessment practitioners in order to 
sustain the work at participating institutions and beyond.  
In this paper, we focus on the first objective.   
History of the Test Instrument and Data Collection 
The assessment instruments used in this project were developed by JMU’s Center 
for Assessment and Research (CARS) and are available commercially through 
Madison Assessment LLC1 of Washington DC.  We used the ninth versions of the 
Quantitative Reasoning Test2 (QR-9) and the Scientific Reasoning Test3 (SR-9).   
                                                 
1
 http://www.madisonassessment.com/ (accessed June 12, 2010) 
2
 http://www.madisonassessment.com/uploads/qr-9_manual_2008.pdf (accessed June 12, 2010). 
http://www.madisonassessment.com/assessment-testing/quantitative-reasoning-test/ (accessed 
June 12, 2010). 
3
 http://www.madisonassessment.com/uploads/sr-9_manual_2008.pdf (accessed June 12, 2010). 
http://www.madisonassessment.com/assessment-testing/scientific-reasoning-test/ (accessed June 
12, 2010). 
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 By working collaboratively with STEM faculty, the CARS test developers 
have deliberately eliminated items we now refer to as “trivial pursuit,” “factoids,” 
or “basic skills mechanics” items. This type of item generally refers to recognition 
of specific course content and can readily be found in test item banks that 
accompany many published text books. Such items may be very appropriate for a 
quiz or examination for a given course but are not appropriate for assessment of 
general education objectives, which are much broader in scope. 
An associated general rule that has informed the creation of our general 
education test items is that no item can privilege one course over another. Rather, 
we attempt to assess student ability to understand and use mathematics and 
science as ways of knowing. We believe this defines the heart of general 
education. We engaged our local STEM faculty in several summer item-writing 
workshops to guide them in following Cobb’s (1998) principles in writing more 
innovative and interesting items that address higher levels of cognition.  
We have conducted both quantitative and qualitative studies to gather 
information about item quality.  For example, we interviewed students to 
determine which items they found confusing, intriguing, or interesting.  We have 
conducted think-alouds with students to determine the strategies they used to 
solve problems (Thelk et al. 2006).  
The QR and SR instruments developed at JMU have been successfully used 
for assessment of General Education program effectiveness in scientific and 
quantitative reasoning for over a decade. The exams have consistently shown 
improvement in their reliability estimates with each revision. Table 1 has a 
summary of results since 2001. This table clearly illustrates the consistent data 
collection efforts and the improvement of both instruments over time. The process 
employed in the development of the SR and QR follows that described by 
Wallace et al. (2009): we carefully identified and clarified the concept we were 
trying to measure, developed and fine-tuned the measurement over time, and 
engaged in formal testing of the instrument. To provide our faculty with quality 
assessment data, we ned quality instruments and credible samples of students.  
The data supporting the results in Table 1 are generated from two Assessment 
Days conducted annually on the JMU campus. The first Assessment Day takes 
place in the fall semester just prior to the beginning of classes. All entering first-
year students participate in this Assessment Day as an integral part of a required 
four-day orientation. Students are randomly assigned to classrooms on the basis of 
the last two digits of their student IDs, and each room has an assigned group of 
assessment tests. In other words, all students do not complete all assessment tests, 
but large random samples of students do complete each assessment. The second 
Assessment Day takes place on a Tuesday in mid-February. Classes are cancelled 
on this date, and all students with 45−70 credit hours (the midpoint of the 
undergraduate career) are again randomly assigned to rooms using the last two 
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 digits of their student IDs. Because their ID numbers do not change, we can 
assure that students will retake the same instrument they were assigned upon 
entry. All students are required to participate, or their registration will be blocked. 
This Assessment Day is also used for data collection for graduating seniors for 
assessment  in  their majors.  Our  last  fall Assessment Day  involved  over  4,000 
entering students, and our spring Assessment Day includes over 3,500 
participants. We have been using this data collection design for almost 25 years. 
  
 
Table 1 
Number of Items, Sample Sizes and Reliability1 for the Successive Forms of 
the Scientific and Quantitative Reasoning Tests (SR and QR), Fall 2000 
through Fall 2009 
Test Form2 First-year Students Sophomores-Juniors 
 Items 
 SR QR 
 
Semester  
N 
SR 
α 
QR 
α 
 
N 
SR 
α 
QR 
α 
Fall 2000 994 .54 .50    
Spring 2001    978 .65 .58 
Fall 2001 746 .56 .52    
Spring 2002    801 .69 .60 
Fall 2002 1084 .61 .50    
5 27 23 
Spring 2003    1174 .67 .59 
Fall 2003 1304 .75 .64    
6 57 44 
Spring 2004    902 .84 .75 
Fall 2004 839 .77 .68    
7 65 30 
Spring 2005    770 .83 .75 
Fall 2005 1117 .73 .64    
Spring 2006    510 .82 .73 
Fall 2006 1186 .76 .63    
8 50 24 
Spring 2007    769 .80 .70 
Fall 2007 1408 .71 .64    
Spring 2008    1020 .74 .66 
Fall 2008 1592 .80 .66    
Spring 2009    1113 .83 .70 
9 49 26 
Fall 2009 1408 .78 .64 — — — 
1 Cronbach’s alpha (α) 
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 Preliminary Evidence of the Generalizability of the 
Instruments 
Although JMU has been approached by many institutions about using these 
instruments for general education assessment at their institutions, a primary 
concern was whether items developed to assess JMU learning objectives could be 
matched to the goals and objectives of other institutions. For existing instruments 
such as the SR and QR, the back-translation exercise (Dawis 1987) requires 
subject-area experts to review each item of the test to determine if it can be 
assigned to the learning objective it purports to assess. The individual content 
specialists then convene and compare their item-objective assignment decisions 
(Anderson et al. 2005).  
Prior to the current project, JMU conducted two content-alignment 
workshops with two external clients (a community college system and a research 
university). Faculty content experts were asked to review each test item by item to 
determine alignment with their home learning objectives. Faculty from the first 
external site matched 76% of the JMU test items to their own objectives. Of equal 
importance, faculty members adopted one of JMU’s General Education objectives 
after discovering that items they valued did not match any of their existing 
objectives. In other words, faculty from this external site discovered that the 
domain they were testing was underrepresented and elected to adopt one of 
JMU’s learning objectives. At the second external site (the research University), 
faculty members matched 84% of JMU’s QR and SR test items to their home 
learning objectives. Similar to faculty at the first site, they also discovered that 
JMU had included an objective that they had overlooked; they chose to adopt this 
new objective and all items mapping to it.  These research results were reported 
by Sundre and Miller (2005) and strongly support the prudence of content- 
alignment exercises for test-selection activities. Both institutions continue to use 
the aforementioned tests.  
A second set of content-alignment studies conducted with JMU faculty led to 
the identification of an improved methodology which we applied in the current 
project. This new technique, described by Miller et al. (2007), involved asking 
judges to review test items for alignment to student learning objectives one 
objective at a time (objective by objective). The traditional method requires raters 
to assign items to objectives one item at a time (item by item); raters typically start 
with item one and attempt to locate an objective that the item seems to assess. 
They then move on to the next item and continue to the end of the test. Despite 
the fact that raters are encouraged to assign items to multiple learning objectives, 
they rarely do. Miller et al. (2007) demonstrated that asking faculty to consider 
only one objective at a time and to make dichotomous decisions (yes or no) as to 
whether each item measures an objective or not was: (1) less mentally taxing; (2) 
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 actually took less time; and (3) produced a more dependable measurement design 
as assessed using Generalizability Theory (Shavelson and Webb, 1991). 
Overall, the results of these two sets of studies were very satisfying and speak 
to the congruence of our items to the scientific and quantitative reasoning 
objectives of educational institutions with very different missions (a community 
college system vs. a research institution). They also provided a strong framework 
for use of the new content-alignment procedure with new partners. We built upon 
these successful experiences with our four external partners.   
The Value of Content Alignment 
The first part of an instrument review should include careful consideration of 
content alignment of test items to stated student learning objectives (Miller et al. 
2007). We have found that engaging the faculty who teach in the content area in 
the instrument selection process is very worthwhile. Faculty involvement in test 
selection and content alignment has produced several highly desirous outcomes: 
(1) they have much better understanding of the institution’s stated learning 
objectives; (2) they can attest to the fit of the selected instrument to those 
objectives; (3) they have much greater confidence and interest in the assessment 
results; and (4) their capacity to actually use the assessment results to improve 
their curricular coverage and instructional intensity also improve. Faculty 
members are now much more willing to make an inference concerning whether or 
not student learning has occurred. This highlights the difference between a survey 
of opinions and true student learning assessment.  
The content-alignment technique is an example of using assessment as a 
strategy to improve learning. More specifically, the emphasis is on improvement 
of learning over simply reporting data, and using information gathered via 
assessment to inform programming and decision-making at the institutional level. 
When an institution is able to map a high percentage of test items to its goals 
and objectives, early evidence for generalizability of the instrument exists. 
Observing high percentages of items successfully aligned provides support for the 
content validity of the instrument. Our partner institutions, using the objective-by-
objective content-alignment method at our Summer Institute were able to map 
between 61 and 66 of the JMU items (92% to 100% of the total number of items) 
to their home institution learning objectives. These were our most positive results 
to date. All of the partner institutions left with a deeper appreciation of the 
instruments’ suitability for their general education programs. 
Keep in mind, however, that mapping of items alone is not sufficient—
balance across objectives must be obtained as well. If a team found that there 
were few or no test items applicable to one of their objectives, the project design 
allowed for creation of additional items to assure balance across the learning 
objectives. This is a recommended test-review procedure for all programs 
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 considering use of a new instrument: assure that the balance of items to your 
home institutions provides sufficient content coverage and balance. If there are 
not enough items to cover your objectives, writing additional items is an 
important activity.  
Test Data Results 
As mentioned above, four of the five institutions have completed fall data 
collection. At this stage, reliabilities provide the most compelling generalizability 
evidence; a later phase of the project  involved validity studies conducted at each 
of the partner institutions. Table 2 shows the reliabilities for each institution as 
mapped to the JMU objectives, QR and SR scores, and total score. Since the 
number of items mapping to the individual objectives is relatively low, the 
associated reliabilities are low.  Until the reliabilities for the individual learning 
objectives are higher, we can only use the QR and SR scores to form inferences. 
We report the objective-level reliability estimates here for completeness and to 
advise readers to seek similar information prior to using objective-level data as a 
research variable. Note that the means are not provided. This project was not 
intended to promote comparison of students across institutions.  
Review of Table 2 reveals fairly consistent reliability results, particularly for 
the QR and SR scores.  In general, the observed reliabilities for VSU appear a bit 
lower than the other institutions, and we believe this is due to administrative 
constraints. As noted in the table, this institution was compelled to gather data 
using a course-embedded technique that spanned two class occasions. This 
procedure led to an inordinate amount of missing data; the team leaders also 
suggested that many students did not appear motivated to complete the tasks. This 
should serve as a caution to institutions; while none of the institutions in the study 
were using the QR and SR in a testing context for which personal consequences 
would be in evidence (high-stakes testing), only this institution reported examinee 
motivation issues that they felt seriously impacted student performances.  Low- 
stakes assessment conditions are known to influence both student motivation and 
performances; therefore, attention to administrative detail is paramount. At JMU, 
we have dedicated considerable time and effort to the study of examinee 
motivation in low-stakes testing conditions. Our Motivation Research Institute4 
which operates within JMU’s Center for Assessment and Research Studies is 
devoted to research associated with student and examinee motivation. 
Publications and presentations are listed at this site, and most are downloadable. 
Interested readers may also wish to review a special issue of the Journal of 
General Education (2009, Vol. 58, Number 3) that focuses on examinee 
                                                 
4
 http://www.jmu.edu/assessment/research/MRI_Overview.htm (accessed June 3, 2010) 
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 motivation research and solutions. All other institutions had assessment 
procedures in place that communicated institutional commitment to the data 
collection and the importance of the findings.  
 
Table 2 
Sample Sizes, Context, and Reliabilities1 for the Four NSF-Project Partner 
Institutions as Mapped to JMU Objectives 
Sample and Context 
JMU – First-year students, tested immediately prior to the first semester, in one testing session. 
SMU − Full-time, first-time freshmen were tested in one session, on a walk-in basis. 
TSU − Juniors were tested as part of regular annual testing activity for that group 
VSU – First-year students were tested in Freshman Studies course sections. Test was given over two 
45-minute sessions. 
Objectives JMU N=1408 
SMU 
N=426 
TSU 
N=345 
VSU 
N=653 
 JMU1: Describe the methods of inquiry 
that lead to mathematical truth and scientific 
knowledge and be able to distinguish science 
from pseudo-science.   
α = .43 α = .41 α = .39 α = .23 
 JMU2: Use theories and models as 
unifying principles that help us understand 
natural phenomena and make predictions.   
α = .20 α = .28 α = .33 α = .21 
 JMU3: Recognize the interdependence 
of applied research, basic research, and 
technology, and how they affect society. 
α = .47 α = .45 α = .64 α = .40 
 JMU4: Illustrate the interdependence 
between developments in science and social 
and ethical issues. 
α = .25 α = .34 α = .19 α = .12 
 JMU5: Use graphical, symbolic, and 
numerical methods to analyze, organize, and 
interpret natural phenomenon. 
α = .58 α = .55 α = .63 α = .48 
 JMU6: Discriminate between 
association and causation, and identify the 
types of evidence used to establish 
causation. 
α = .45 α = .43 α = .27 α = .31 
 JMU7: Formulate hypotheses, identify 
relevant variables, and design experiments to 
test hypotheses. 
α = .59 α = .60 α = .47 α = .57 
 JMU8: Evaluate the credibility, use, 
and misuse of scientific and mathematical 
information in scientific developments and 
public-policy issues. 
α = .32 α = .25 α = .24 α = -.07 
Quantitative Reasoning (QR) 
Objectives 5 & 6 
   α = 
.64 α = .63 α = .66 α = .55 
Scientific Reasoning (SR) α = .71 α =  .73 α = .71 α = .60 
Total α = .78 α = .79 α = .77 α = .71 
1 Cronbach’s alpha (α) 
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 A few of our partner institutions have correlated QR and SR scores with those 
obtained from other nationally marketed instruments from ETS and ACT. The 
correlations (ranging from positive 0.35 to 0.55) provide support for concurrent 
validity. Truman State reported that QR and SR discriminate well between under- 
and upper-class students as well as science and mathematics majors vs. other 
majors. St. Mary’s identified expected differences in entering students from 
different feeder high schools.  
Over the years, we have conducted many studies at JMU exploring QR and 
SR test score validation.  In the bulleted list below, we provide a summary of 
some of the research questions we have posed and answered via assessment 
analysis. These results provide compelling evidence, not only of the utility of this 
instrument, but also the efficacy of our general education program. Full 
assessment reports are available for download from JMU’s General Education 
Web site.5 
• Reliability estimates for both instruments are stable even with reduction in 
items; reliability is higher for sophomores than freshmen. 
• Sophomores and juniors with 45−70 credits do not score differently from 
one another across academic years; however, sophomore samples 
consistently score significantly higher than entering freshmen.  
• Scores on both instruments increase significantly with increasing numbers 
of related general-education courses completed.   
• Multiple regression analyses reveal that related advanced-placement (AP) 
and JMU general-education courses both significantly predict SR and QR 
scores. In contrast, related transfer credits do not.  Of additional interest, 
cumulative credit hours across subject areas negatively predict SR and QR 
scores. In other words, test scores are not enhanced via academic 
maturation through undifferentiated course taking; the tests are sensitive 
only to highly related course work. 
• Over 90% of correlations between relevant course grades and scores on 
both instruments were positive (These correlations generally are in the 
0.30−0.50 range). 
• The Biology department uses the QR and SR tests as a supplemental 
assessment tool for their graduating seniors. Their students perform 
exceptionally better than sophomores and juniors who have completed 
their general education requirements. 
• In recent years we have developed community standards established by 
faculty for student QR and SR test performances. This process has yielded 
some intriguing findings; we observe that about 75% of students meet or 
exceed faculty expectations upon completion of related course work. 
                                                 
5
 http://www.jmu.edu/assessment/JMUAssess/GenEdOverview.htm (accessed June 2, 2010) 
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 Some objectives appear more difficult to master than others (Objective 6 
[Table 2]: discriminating correlation and causation, for example). We also 
believe our faculty members have very high expectations. 
Prior to this project, we had increasing evidence that important inferences we 
wish to make about student learning and development at our institution are valid, 
but the key question remained about whether such results could be generalized to 
other institutions. Findings to date lend support regarding the generalizability of 
the exam to other settings. Although the findings reported here are specific to the 
QR and SR instruments, readers may apply the framework for evaluating 
generalizability of any instrument.  
Discussion 
This project addresses the assessment of an instrument’s generalizability across 
institutions. There is little precedence for this type of work with postsecondary 
students in the quantitative and scientific reasoning domain. In fact, Chun (2002), 
Klein (2002), and Zemsky (2009) have all bemoaned the dearth of meaningful 
definitions, tests, and reported results across higher education.  This project has 
provided meaningful information concerning the generalizability of the test items 
to the QR and SR learning objectives of four partner institutions.  Further, the 
project has also demonstrated the stability of the reliability estimates for the QR 
and SR scores across four very distinct institutions of higher education.  This 
project is now poised to move forward with validity evidence from the partner 
institutions. Each institution developed research questions they intended to pose 
and answer in the next phase of the project. Stay tuned for results.  
By administering this test as consistently as possible across institutions, the 
value of regular assessment can begin to be showcased. Evaluation of programs 
and student learning can, and should, occur on a regular cycle. By incorporating 
regular assessment into the annual rhythm on campus, the process goes from 
being burdensome and inconvenient to expected and efficient. Since JMU has 
been in the practice of student-learning assessment for two decades (and this 
exam in particular for over ten years) the historic information we bring to the 
project eases the partner institutions’ responsibilities of explaining and 
interpreting the instrument and convincing the stakeholders of the worth of 
regular assessment. 
JMU has invested over ten years in a significant, long-term interdisciplinary 
collaboration by which scientific and quantitative reasoning objectives have been 
carefully crafted, reviewed, and revised. Through collaborative work, our 
interdisciplinary team has provided credible evidence to support the scientific and 
quantitative reasoning objectives we have crafted, the instruments we have 
developed, the assessment practices we model, and the reporting strategies we 
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 have employed. JMU just received notification that the QR and SR component of 
our General Education program has been selected as the sole recipient of the 2009 
Association for General and Liberal Studies (AGLS) award for Improving 
General Education, in part because of the efforts to use assessment data for 
making improvements in the courses offered.  
Concluding Remarks 
We have growing evidence that our assessment instruments and our enthusiasm 
for assessment will generalize to other institutions in need of sound assessment 
methods and practices.  Such instruments and practices are sorely needed by 
institutions, researchers, collegiate instructors, and other funded projects. This 
project provided the opportunity to assess the instruments’ generalizability to 
institutions serving a wider variety of missions, to help explore and present new 
models of assessment practice that other institutions can adopt or adapt for their 
own use, and to directly assess the viability and validity of the instrument’s use 
with underrepresented students.  
We believe that we can promote professional development and build 
institutional capacity to engage in quality assessment practice. This project has 
and will continue to enhance the sustainability of assessment work and 
collaboration on each campus far beyond grant funding. The development of 
scholarly and truly interdisciplinary communities within and across institutions 
will directly contribute to new research on teaching and learning that can impact 
the field. Through the formation of partnerships with the participating institutions, 
and thanks to NSF funding, we believe these lofty objectives so central to the 
assessment of student scientific and quantitative achievement will be achieved.   
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