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The Nubia-Somalia boundary is one of the least well defined plate bound-
aries. The southern extension, as it extends through the latitudes that are
co-incidental to South Africa’s geographical extent has not been defined.
This project analyses Trignet data, supplemented with other available Nu-
bian GPS data, to determine whether the North East Region of South Africa
is segregated from the Nubian Plate. A ten year GPS time series (processed
using the Bernese 5.0 precise GNSS software) is minimally constrained to
the ITRF2008, using the reprocessed IGS08 products. This processed data
was managed to alleviate GPS time series bias, which includes seasonal ef-
fects, the determination of GPS velocity uncertainty using a white+flicker
noise model, discontinuity detection using Roggero’s (2012) discontinuity
algorithm and an outlier detection using an algorithm developed for this
project for each of the 104 stations incorporated in the network.
The computed velocities were compared to the ITRF2008 published veloc-
ities and a RMS of the post fit residuals of 0.4, 0.4 and 0.7 mm/yr for
the North, East and Height were computed respectively. This RMS is of
similar magnitude to the WRMS of the post fit velocity residuals in com-
puting transformation parameters from ITRF2005 to ITRF2008, suggesting
that the threshold of ITRF2008 velocity precision has been obtained. The
resultant Euler vector was scrutinised on three fronts: an Euler vector rep-
resenting the geographical extent of South Africa, an Euler vector in which
the height velocity was minimised to zero and an Euler vector represent-
ing the North East Region of South Africa. All computed Euler vectors
are consistent, suggesting a uniform South African GPS velocity field. The
Euler vector representative of South Africa’s uniform velocity field has an
angular velocity of 0.273 deg/Myr, with a pole of rotation at lat 50.85 and
long -82.83 degrees and is consistent with the Euler vectors computed by
Altamimi et al. (2012) and Malservisi et al. (2013) for Africa and South
Africa respectively.
The consistency of the Euler vector suggests that South Africa is underlain
by a single plate (i.e. the Nubian Plate), and that the East African Rift
valley does not extend into South Africa. Hence, for future tectonic studies
and long term reference frame solutions, stations such as HARB, HRAO and
RBAY should be included, as they are not located in deformation zones.
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German scientist Alfred Lothar Wegener in 1912 argued that the land masses
of the various continents are dynamic, adding that at one stage all of the
modern day continents formed one land mass known as Pangaea, which,
over time, split up into the various continents observed today (Saigeetha
and Banyal, 2005).
This theory was based on archaeological and geological evidence. Plants and
animals of similar species found on different continents were used to support
this theory. It was further supported after the discovery of the Mid-Atlantic
ridge and the spreading thereof (Prawirodirdjo, 2004).
The advent of the Global Positioning System (GPS), the continuous ad-
dition of stations into the International GNSS Service (IGS) (url: https:
//igscb.jpl.nasa.gov/, accessed: 27 August 2015) global network as well
as the development of Continuously Operating Reference Stations (CORS),
have facilitated accurate positions to be determined on a global scale. Fur-
thermore, the amalgamation of Global Navigation Satellite System (GNSS)
with other space Geodetic techniques such as Satellite Laser Ranging (SLR)
and Very Long Baseline Interferometry (VLBI) have together made it possi-
ble for velocities of the various plates to be accurately modelled (Fernandes
et al., 2004; Nocquet et al., 2006).
One of the early applications of space geodetic techniques (such as GPS)
was the determination of the motion of continental plates (DeMets et al.,
2010). Initially, estimates of plate kinematics determined from space geode-
tic observations agreed well (within the expected uncertainty of 3 mm/yr)
with geological models (Sella et al., 2002). However, with the increase in
the number of global GPS sensor stations and with the improvement in
1
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the ephemerides, significantly refined geodetic models (i.e. plate kinematic
models) highlighted important tectonic information that was not sensed by
the more crude geologically propagated angular velocity models and by the
early space geodetic models (Sella et al., 2002).
The reasons for the difference between the refined geodetic models and the
geological models are partially due to the observation techniques and in the
difference in the temporal nature of the observed data.
Geological models are based on a 3.2 million year average of spreading rates
and thus any change in the rate of motion in that period is not considered
(Prawirodirdjo, 2004). However, space geodetic techniques have a data span
of approximately 20 - 30 years and the derived velocity estimates are geo-
logically instantaneous representing the plate motion for the last 10 000 to
100 000 years (Prawirodirdjo, 2004), so the change in plate motion cannot
be solved with space geodetic techniques alone.
One of the more robust kinematic models that is based on geological data
is the NUVEL-1A (DeMets et al., 1990, 2010) model. This model takes
into account the kinematics of 14 major plates and these rates are obtained
primarily from seafloor spreading data (Nocquet et al., 2006). This seafloor
spreading rate obtained at the plate boundary is then assumed by the entire
plate that is associated with that boundary (Nocquet et al., 2006).
The NUVEL-1A served as a kinematic model to compute the ITRF (url:
http://itrf.ensg.ign.fr/, accessed: 27 August 2015) realizations be-
tween and including ITRF88 and ITRF1997.
With the increase in the number space geodetic sensor stations (such as Very
Long Baseline Interferometry (VLBI), Global Navigation Satellite System
(GNSS),etc.) an improved ITRF 2000 reference frame was computed. ITRF
2000 and subsequent ITRF realizations are independent of geological mod-
els (Prawirodirdjo, 2004). Failing to acknowledge the African plate as two
independent plates compromises the accuracy of the NUVEL-1A model and
is one of the major sources of discrepancies between the NUVEL-1A model
and geodetic derived kinematics (Nocquet et al., 2006). The exclusion of
the Nubia-Somalia boundary in the NUVEL-1A model is attributed to the
lack of earthquakes and volcanic activity along the entirety of the respective
boundary (Nocquet et al., 2006).
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1.2 The Kinematics of the African Plate - The
Nubia-Somalia Plate Boundary
It has been established that seismic activity such as earthquakes and vol-
canoes are associated with plate boundaries. The characteristic of the
plate boundary may either be what is called a constructive plate bound-
ary, whereby more ”earth plates” are being generated (e.g. mid-atlantic
ridge) or one that is destructive, whereby a plate is consumed by the mantle
(e.g. New Zealand’s transform fault).
The Nubia-Somalia plate boundary is characterised by earthquakes and vol-
canoes as well as shown in Figure 1.1. This boundary has a general north-
south orientation that falls within the latitude range of 10 degrees north and
48 degrees south, and is constrained in the north by the Red Sea and Gulf
of Aden, and in the south by the South West Indian Ridge (SWIR).
Figure 1.1: Red dots in the 1st image (top) depicts seismic activity regis-
tering above 4.5 on the Richter scale. The 2nd image (bottom) outlines the
plate boundary based on the seismic activity. The pate abbreviations are:
NB-Nubian, AR-Arabian, SM-Somalia, LW-Lwandle, AN-Antarctica plates,
IN-Indian and EU-European (DeMets et al., 2010).
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The northern terminal of the boundary is characterised by a triple junction,
known as the Afar triple junction. The Red Sea, the Gulf of Aden and the
East African Rift (EAR) Valley constitutes this triple junction.
In previous kinematic models such as NUVEL-1A, the understanding of the
Afar triple junction and its implications on a global kinematic model was
limited. The EAR was not considered and the African plate was treated as
a single plate. Jestin et al. (1994) suggest that a two plate African system,
and a single Indian Plate better fits the existing geological data.
The East African Rift (EAR) Valley forms the southern arm of the Afar
triple junction. It is topographically distinctive with volcanic and earth-
quake activity from about 5 degrees north to about 20-22 degrees south.
Moving down south, at about 5 degrees south the EAR splits into a west-
ern and eastern arm (see Figure 1.2). The western arm extends southwards
from the northern end of the Kenyan Rift Valley through Tanzania and Lake
Tanganyka, through Malawi and Lake Malawi, and through Mozambique;
whereas the eastern arm traverses through Kenya, the Davie Ridge and the
Mozambique Channel connecting with the western arm in the southern part
of Mozambique (Fernandes et al., 2004; Hayes et al., 2014). The western
arm is subjected to higher seismic activity than the eastern arm and is gen-
erally accepted as the Nubia-Somalia boundary (Le Gall et al., 2004).
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Figure 1.2: Seismic activity of the EAR from 1900 to 2013. Each red circle
indicates an epicentre of an earthquake, with more reds circles (seismic ac-
tivity) along the western arm of the EAR. The size of the circle indicates the
earthquake intensity, with the smallest circle suggesting earthquakes with a
magnitude of less than 4.5 (Hayes et al., 2014).
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Between these arms, Jestin et al. (1994) suggest a minor plate, the Victorian
Plate, and later Fernandes et al. (2004); Calais et al. (2006); Nocquet et al.
(2006) and Stamps et al. (2008), suggested that two more plates (Rovuma
and Lwandle) exist within the Nubia-Somalia region as illustrated in Figure
1.3. These suggestions were born from the variant velocity fields derived
from Continuous GPS (CGPS) network and slip vector data in the respec-
tive areas. The seismic activity decreases as one moves south of the Malawi
Rifts and the activity ceases as one approaches South Africa, which suggest
incipient rifting (Fairhead and Henderson, 1977).
Figure 1.3: Depiction of the minor plates within Nubia-Somalia boundary
dynamics. Nu-Nubia, So-Somalia, VI-Victorian, RV-Rovuma, LW-Lwandle,
TG-Transgariep plate (Hartnady et al., 2007)
Seismic activity in South Africa is of fairly low intensity and is generally
associated with mining particularly in and around the Gauteng area. The
seismic activity that is evident in KwaZulu-Natal (KZN) and in the South-
ern Cape are, however, of a different nature.
In KZN the seismic activity is tectonic based, and Jestin et al. (1994) sug-
gests that KZN may be the location of incipient rifting of the EAR. The
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seismic activity in the Southern Cape is the result of the isostatic adjust-
ment of the earth’s crust that is associated with large scale erosion in the
area (Hales and Gough, 1960). Hales and Gough (1960) observed negative
isostatic anomalies in the area between the escarpment and the ocean (i.e
in the Southern Cape). They suggest that these anomalies are as a result of
the large scale erosion of the African escarpment in the Southern Cape and
that the lithosphere is adjusted isostatically.
The portion of the Nubia-Somalia boundary as it traverses through and exits
South Africa towards the SWIR has not been determined (Chu and Gordon,
1999; Bird, 2003; Hartnady et al., 2007; Pisani et al., 2009). This may be
attributed to the slow rifting rate (6-7 mm/yr at the Afar junction) and the
diffuse nature of the southern region of the boundary.
This study attempts to clarify the kinematics of the North East Region of
South Africa (the region in which the proposed Nubia-Somalia boundary
traverses South Africa), with the use of South African Trignet data along
with global IGS stations.
1.3 Project Objectives and Hypothesis
The objective of this project is to establish whether the North East Region
of South Africa has a different velocity field to the rest of South Africa. The
velocity field will be established with the use of Trignet and IGS GPS data.
The working hypothesis for this project is that the angular velocity of North
East Region of South Africa is different to the rest of South Africa.
1.4 Research Questions
To address the research objective, which is the establishment of the kinemat-
ics of the North East Region of South Afica, the derived research questions
are divided into two sections. These sections are Time Series Management
and Euler Vector Computation.
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1.4.1 Time Series Management
Time Series Management addresses GPS time series factors that compromise
the accuracy of the velocity that has been estimated from that time series.
The research questions are:
1. How extensive should the data series be to determine a high quality
Euler Vector for South Africa.
2. What aspects (e.g discontinuities, noise, outliers, etc.) of the time
series should be considered to compute a reliable velocity?
3. How should station velocity be computed from a Trignet GPS time
series.
1.4.2 Euler Vector Computation
Euler Vector Computation addresses factors that compromise the consis-
tency of the computed Euler vector. The research questions are:
1. How is tectonic plate stability determined with the use of GPS data?
2. Should velocity uncertainty be taken into account when computing an
Euler vector for South Africa?
3. How should different velocity fields (i.e South African, North East
Region of South Africa, etc. velocity fields) be distinguished?
1.5 Methodology
The methodology addresses Time Series Analysis and Euler Vector Compu-
tation research questions.
1.5.1 Time Series Management
South African Plate kinematics were obtained with the use of a Trignet time
series, and supplemented the series with data from the relevant GPS sta-
tions on the Nubian and Somalia plates. These supplementary stations were
either IGS stations or they were owned by other organisations and/or agen-
cies. Trignet data are hosted by National Geo-spatial Information (NGI),
an agency of the Department of Rural Development and Land Reform.
The process of selecting IGS stations to comprise this project’s network in-
cluded an investigation of the minimal GPS time series period to determine
an acceptable GPS velocity. This analysis also considered an acceptable
period for a Trignet network, as different Trignet stations were introduced
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at different times into the Trignet network.
Once the network and observation period was decided and the GPS data
processed, aspects that are typical to a GPS time series that negatively
affect velocity estimates were determined and managed such that a repre-
sentative site velocity may be estimated. These factors were determined
by investigating previous studies that addresses velocity uncertainty, plate
kinematics and reference frame definitions.
Thereafter, a strategy (that incorporates the necessary GPS time series fac-
tors) to compute a homogeneous linear solution (position and velocity) for
the adopted time series period was investigated. From this computation
acceptable site velocities are estimated.
1.5.2 Euler Vector Computation
South Africa’s kinematics in this study is described by an Euler Vector/s.
The velocities that were computed after the GPS time series have been man-
aged served as the input site velocities to determine a South African Euler
Vector.
The factors that affect the Euler vector consistency are the accuracy of the
input velocity estimates and the tectonic plate stability (the existence of
plate boundaries, intra-plate deformation, tectonic lithospheric nature, etc.
affects tectonic stability). The manner in which to assess South African
plate tectonic stability was investigated. Certain factors were considered:
The understanding of the nature of the African GPS status, the under-
standing of the South African GPS status, how these GPS status either
enhance or compromise the integrity of the South African stability status,
and how to establish plate stability from a GPS velocity field.
The determination of the consistency of the computed Euler vector was in
turn determined by following methods that were practised by previous au-
thors of plate motion models and plate tectonic research. The computed ve-
locities and Euler vectors that were computed for this study were compared
to relevant previous studies to validate their computation and consistency.
1.6 Outcomes of this project
The main outcome of this project is a South African velocity field con-
strained to the ITRF2008. The methodology (which incorporates the au-
tomation of computing GPS data within a Bernese Processing Software
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environment) is foreseen to be replicated by NGI to produce a daily net-
work of Trignet co-ordinates. The byproducts, such as the solved for tro-
pospheric parameters of the computed co-ordinates could facilitate South
African weather research (based on integrated water vapour content) and
climate once longer term time series are available.
The behaviour of stations within the processing period will also become ap-
parent with this study, and this information can be used for future planning
and assess behaviour patterns of Trignet stations under certain geophysical
and atmospheric conditions.
With respect to the research objectives, the Nubia-Somalia boundary will
be less ambiguous as this project aims to establish the kinematics of the
North East Region of South Africa. This region has been proposed by Chu
and Gordon (1999), Bird (2003), Hartnady et al. (2007), Pisani et al. (2009),
etc. as being segregated from the rest of South Africa by the Nubia-Somali
boundary.
For the derivation of global kinematics with the use of GPS, a more informed
selection of southern African stations will be possible. Furthermore, the IGS
relies on stations that are on the stable parts of plates when computing the
ITRF, this study could aid this process.
For the South African Trignet and AFREF, the understanding of the Nubia-
Somalia boundary is essential for a long term stable reference frame. Unlike
other continental plates, GPS stations are few and far in between and the se-
lection of stations that have high noise levels have a profound negative effect
on the diminished network. On the other hand, excluding stations that are
not in the deformation zone, but deeming them as unstable stations based
on assumptions may also negatively affect the computations because of the
small number of stations available (longer baselines have to be computed
then, which are susceptible to less successful GPS ambiguity resolutions).
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1.7 Dissertation Structure
The dissertation is split into the following 5 sections:
Chapter 2 contains a literature review that relates to the computation of an
Euler vector. The aspects addressed are time series management (noise and
discontinuity detection), Euler vector Computation and Plate Rigidity.
Chapter 3 contains a description of the aspects considered for IGS and
Trignet station selection. Also, seismic events between 2003 and 2013 is
provided.
In Chapter 4 a methodology for noise detection, discontinuity detection,
outlier detection, velocity field computation and Euler vector computation
is presented.
The results of the detection algorithms as applied to this project’s GPS pro-
cessing output are provided in Chapter 5, along with an assessment of the
velocity field and computed Euler vector/s.
A discussion of the implications of the dissertation findings and recommen-




In earlier years, geological data formed the corner stone in formulating a
global kinematic model. Global kinematics have been described since the
1970’s, with the first model (i.e. RM2) described by Minster and Jordan
(1978) as quoted by Altamimi et al. (2012). This model, and later models
(such as the NUVEL-1A and ”ITRF2008 plate motion model” among oth-
ers), whether geodetic or geological incorporates the Euler inversion model
that is described by Minster et al. (1974).
Global Euler inversion models such as RM2 and NUVEL-1A comprise mul-
tiple Euler vectors that describes each tectonic plate in the respective model.
An Euler vector incorporates an angular velocity that is referenced to a pole
of rotation.
If the angular velocity is known, then the velocity at a position r may be
represented with the equation:
Vr = Ω× r (2.1)
with Vr representing the instantaneous velocity at position r and Ω the
plate Euler vector (DeMets et al., 1990).
The inversion model, in which the Euler vector is solved for, is derived by
using instantaneous velocities at positions on the relevant tectonic plate/s.
These instantaneous velocities are generally observed by geological tech-
niques (such as slip vectors and seafloor spreading) and by space geodetic
techniques (such as GNSS, VLBI etc.). Hence, plate kinematics may be
represented by geological only models, by space geodetic only models or by
12
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a combination of techniques seated in these two disciplines.
2.1.1 Determining an Euler Vector
Figure 2.1 graphically represents the relationship between the instantaneous
velocity Vr at position r and Ω the plate angular velocity. This relationship
is expressed in equation 2.1.
Figure 2.1: Geographical representation of an instantaneous velocity vector
at a position r on a tectonic plate with Euler vector Ω.
In Figure 2.1, vector r may be spherically expressed with the components
(a, λ, µ), with spherical radius a, latitude λ and longitude µ. Similarly, Ω’s
vector components (ω1, ω2, ω3) may be expressed in terms ω, Θ and Φ (see
Equation 2.2), with ω the rate of rotation of the respective plate, and Θ and
Φ are the latitude and longitudinal position of the pole of rotation of that
plate (Minster et al., 1974).
The cartesian components of r and Ω may be described as :























Introducing the least squares principle:
V = AX − l, (2.3)
with V , A, X and l representing the residuals, the design matrix, the solu-
tion vector and the observation vector respectively.
Introducing the cartesian components into the least squares solution, Equa-
















The solution vector is :
Ω = (ATPA)−1ATPl, (2.5)
with P the weight matrix.
2.1.2 Plate Rigidity
An important estimation in the study of plate kinematics is plate rigidity, as
lithospheric blocks falsely modelled as rigid blocks biases the velocity com-
putation (Nocquet and Calais, 2004). Rigidity refers to a tectonic plate’s
aptness to maintain physical form. The factors that deforms a lithospheric
plate are temperature and pressure, and the lithospheric thickness and rock
type determines how the plate behaves under such conditions (Buck, 1997).
Brittle rocks tend to ”snap”, whereas ductile rocks tend to bend and fold
under intense pressure and temperature (Buck, 1997).
Mathematically, rigidity of a lithospheric block is determined by doing a χ2
test per degree of freedom. Degrees of freedom in this case are the number
of GPS sensors used to estimate the Euler vector of a particular block, less
the 3 Euler vector parameters solved for per plate. The three Euler vector
parameters are angular velocity, latitude and longitude as described in sec-
tion 2.1.1. A χ2 per degree of freedom of unity suggests a rigid lithospheric
block (Horner-Johnson et al., 2007). Rigidity is an important characteristic
of a block for the a posteriori plate closure condition to be implemented as
it (i.e. plate closure) assumes plate rigidity.
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Plate closure refers to the sum of the relative angular velocities of a series
of plates that completes a circuit. The condition for plate closure is that
this sum equates to zero (within expected tolerance). This sum is a mea-
sure of plate closure. Also, the relative velocity of a plate may be computed
within a circuit. This computed relative velocity may be compared to rel-
evant observed data (e.g slip vector data), and the agreement between the
computed and observed kinematic values may also be a measure of plate
closure (Horner-Johnson et al., 2007).
In the ideal case the condition of plate closure would be met. This is not the
case when we apply real data to determine plate kinematics, and the plate
closure condition is not met. Depending on the magnitude of the misclosure
and the associated uncertainty, the misclosure may be related to either noise
in the data, to the existence of unknown plates or deforming plates within
the kinematic system (Horner-Johnson et al., 2007). Any significant tectonic
activity (e.g earthquakes of magnitude in excess of 4.5 on the Richter scale),
isostatic adjustment or aseismic activity may classify a plate as non rigid
(Nocquet and Calais, 2004). Aseismic activity is tectonic activity in the
absence of any notable earthquake; however surface displacement is evident
(Nocquet and Calais, 2004)
Establishing Nubian Plate Rigidity
Stamps et al. (2008) follow the procedure set forth by Nocquet et al. (2006)
to establish plate velocity estimates and rigidity. Both studies compute a
χ2 value of 1.5 using 14 and 16 estimated velocities respectively, and allude
to a rigid Nubian plate based on this χ2 value.
The investigation by Sella et al. (2002) included an assessment of the North
American Plate and reports that when computing the entire North American
network of 84 GPS stations , a χ2 per degree of freedom of 1.63 is calculated.
However, when he excludes the 20 sites that are prone to glacial isostatic
adjustment, then a χ2 value of 1.05 is calculated. Even though the North
American Plate is geographically unrelated to this study, Sella et al. (2002)
demonstrates that the influence of isostatic adjustment on plate rigidity is
quite significant. Sella et al. (2002) also demonstrates the importance of site
selection and the understanding of the nature of the plate to determine its
rigidity.
However, the number of Nubian sensor stations are limited and excluding
stations from the already diminished network might weaken the solution.
Hence, the value of 1.5 may suggest a large element of noise within the Nu-
bian data, a part of the Nubian Plate being non rigid, a part of the plate
being subject to isostatic adjustment and\or the existence of minor plates
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within the Nubian Plate.
The study by Malservisi et al. (2010), ”How Rigid is a Rigid Plate” investi-
gates the rigidity of South Africa from a Trignet data set. It concludes that
South Africa is a rigid region with the χ2 value of 1.13. Within the study,
each baseline’s ellipsoidal distance is computed, and the rate of change of the
distance is divided by its initial geodesic distance Malservisi et al. (2013).
The study also computes baseline uncertainties of the obtained time series.
The uncertainties were obtained following the procedure by Hackl et al.
(2011), who investigated the Allan variance of the rate (AVR) method using
a Trignet data series. The areas with the highest RMS (uncertainty) base-
lines are in the north east of the country and in the Western Cape Province
as depicted in Figure 2.2. It is understood that the north eastern part of
South Africa and the KwaZulu-Natal Province may not form part of the
Nubian Plate and may, instead, form part of the minor Rovuma Plate, or
the Somalia Plate.
CHAPTER 2. THEORETICAL CONCEPTS 17
Figure 2.2: Baselines computed by Malservisi et al. (2010), using a 5 year
Trignet data series. The dark bold lines are baselines with low RMS, and
the light thin lines are high RMS baselines. These baselines are further
distinguished with short and long data spans as shown in the table within
the figure.
The observed magnitude of the Western Cape seismic activity is less than
the established magnitude of 4.5 suggests that there exists no plate bound-
ary and there has been no evidence of aseismic activity. Rather, the seismic
activity is related to isostatic adjustment as the result of erosion in the West-
ern Cape as described in the Fairhead and Henderson (1977) study, which
made use of seismic data only.
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2.2 Estimating an Euler Vector with the use of
GPS observations
Three factors needs to be considered when using GPS data to resolve an
Euler vector. These factors are outliers, noise within the data series and
discontinuities. Discussions on GPS noise and discontinuities are presented.
2.2.1 Noise within GPS time series
Velocity is generally derived by applying linear regression to a GPS data
series. Linear regression is a least squares adjustment, in which the day
to day error is assumed to be uncorrelated. The noise associated with this
assumption is white noise. The derived uncertainty from the amplitude of
white noise only within a GPS time series is underestimated or overly con-
fident (Williams, 2003b).
Incorporating time correlated noise along with white noise gives a more real-
istic GPS derived velocity uncertainty (Zhang et al., 1997; Mao et al., 1999;
Williams, 2003b, 2004). The time correlated noise types that are referred to
are random walk noise and flicker noise. Flicker noise is related to Earth’s
Polar motion, uncertainty in atomic clock time measurements, sunspot vari-
ability, etc.; and random walk noise is associated with the establishment of
GPS beacons (Williams, 2004). Of the noise types (i.e white, random walk
and flicker), the amplitude of a white plus flicker noise model best describes
GPS velocity uncertainty (Zhang et al., 1997; Mao et al., 1999; Williams,
2004). This relationship between GPS data series time length and the ve-
locity uncertainty related to a white plus flicker noise model is highlighted
in Figure 2.3.
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Figure 2.3: Effect of White + Flicker noise on GPS data series. Noise
influences decreases substantially with increase in the time length of the
GPS data series. The solid line represents a North American GPS station,
whereas the dashed lines represent a single station in the South American
network. The symmetry is quite evident (Sella et al., 2002).
Also, spatial correlated noise should be considered. This may be split into
regional and global networks. For regional networks, the baselines are short
and the spatial correlated noise is reduced with a prolonged data series. For
global analysis, the baselines are much longer, and hence sensor sites are
deemed to be uncorrelated.
2.2.2 Discontinuities in GPS time series
Offsets or discontinuities are almost inevitable in a GPS time series (Williams,
2003a). These offsets may be as a result of natural events such as earth-
quakes or may be humanly induced.
Unaccounted for discontinuities in a GPS time series biases both the com-
puted velocity and its uncertainty (Santamaŕıa-Gómez et al., 2011). This
is because the linearisation of the time series that is representative of the
velocity is sensitive to time series breaks.
Discontinuities in GPS data series may be as a result of a change in GPS
model, processing strategy, reference frame (Nikolaidis, 2002), GPS equip-
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ment or a change in the environment (e.g tree pruning) (Dong et al., 2002).
Williams (2003a) also emphasises that stations with discontinuities may in-
troduce discontinuities at other station time series in the network.
The velocity uncertainty is increased with the increase in discontinuities.
The worst case scenario is if the discontinuities are evenly spaced, in which
the uncertainty is amplified by a factor equivalent to the number of resultant
segments (Williams, 2003a).
Discontinuity Algorithm
The algorithm presented here refers to the work by Roggero (2012). The al-
gorithm incorporates the following system of equations which incorporates a
state vector x, (which is a position and velocity) and vector of observations,
y developed through a series of epochs t (t = 1, ..., n),
xt+1 = Tt+1x1 +Bt+1bt + Vt+1,
yt+1 = Ht+1xt+1 + Ct+1bt+1 + Vt+1 + εt+1,
bt+1 = bt.
(2.6)
In Equation 2.6, V and ε refers to system noise and observational error re-
spectively (Roggero, 2008). The dynamic matrix is represented by T , and
H is the design matrix of coefficients linking the state vector x and obser-
vation vector y. Variables B and C are matrices of discontinuities for x and
y respectively. Vector b is a bias and is constant.







and Equation 2.6 may then be interpreted as
pt+1 = pt + νt
νt+1 = νt ,
(2.8)
with p and ν position and velocity respectively. For Equation 2.8 B = C
and are composed of 1’s and 0’s with each row referring to a an epoch of
observation and each column to a discontinuity. The relationship of the dis-
continuity matrix C and the time series is graphically illustrated in Figure
2.4.
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Figure 2.4: Illustration of discontinuities and how these discontinuities may
be interpreted in the C matrix. The red crosses refers to the observations
y as in Equation 2.6, with the blue circles referring to the state vector x
(Roggero, 2012).
The detection algorithm is structured such that the null hypothesis H0 as-








4(y) = Hx+ Cb∑
(y) = Qy
. (2.9)
From this equation a variance of unit weight σ0 and σA may be obtained for
the null and alternative hypothesis respectively.
Discontinuities may now be tested using the ratio
σ2A
σ20
and the chi squared














The symbols n and r refer to the number of observations and unknowns
respectively. If the ratio exceeds these limits, then the alternative hypothesis
is true and the epoch of observation referring to the relative row in matrix
C is indeed an epoch of discontinuity.
Chapter 3
Data
An important step in determining a velocity field is station selection (Al-
tamimi et al., 2012). The integrity of a plates kinematic computation ul-
timately is reliant on the quality of the GPS sensor station network. For
this reason an effort is made to select the best possible stations using the
available information.
The investigation of suitable stations may be divided into two sections i.e.
IGS and Trignet stations. This division is because the IGS and the Trignet
serve two very different purposes with respect to datums, and hence their
beacon construction and management may be different. The IGS is con-
cerned with a homogeneous global datum, along with the associated prod-
ucts such as EOP’s and satellite orbits. Trignet provides a real time position-
ing service and provides users with daily GPS observations made available in
RINEX formatted files for static processing. Trignet is not concerned with
a homogeneous long term solution, although the Directorate of National
Geospatial Information (NGI) provides a Trignet realization of the ITRF
every two years that is based on two weeks of relevant GPS data (latest
realization: Trignet 2014).
3.1 Station Selection Factors
When selecting stations for this project then the same factors are consid-
ered for both IGS and Trignet stations. These factors are GPS Beacon
Construction, Extensiveness of Data Period, Number of Antenna Changes
and Proximity to Tectonic Boundaries.
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3.1.1 GPS Beacon Construction
The optimal station is one that is tied to bedrock (Combrinck and Chin,
2001). This limits the movement of the station with respect to the tectonic
plate, which minimises the noise element and hence minimises the velocity
uncertainty (Johnson and Agnew, 1995). Not all stations are tied to bedrock,
and this bedrock factor is compromised. Stations that are constructed on
buildings that are tied to bedrock may suffice. If there is a lack of stations
constructed on bedrock, then stations with solid foundations may be suit-
able. Stations that are constructed on unstable ground should be avoided.
3.1.2 Extensive Logging Period
Stations with extensive data that covers the full 10 year period for this
project should be selected. However, this is not possible for all stations.
The selected stations should then have at least 2.5 - 3 years of discontinu-
ity free data to accommodate for seasonal affects (Blewitt, 2002). Seasonal
effects are largely due to atmospheric pressure and hydrology (Williams,
2003b). The stations with lesser data may not be used to compute a veloc-
ity, but may aid in aligning the network to the daily ITRF realization or
to improve the network geometry for the period of data availability of that
station.
Computation of velocity uncertainty is also adversely affected by data spans
shorter than 2.5 years (Santamaŕıa-Gómez et al., 2011). Short time spans
yield underestimated velocity uncertainties as the time correlated noise is
masked in the determination of the trend of the data series (Williams, 2004;
Santamaŕıa-Gómez et al., 2011).
3.1.3 Network Geometry
The IGS stations should be globally distributed such that the network can
be aligned to the ITRF. At least 30 IGS global stations should be included
in the network to avoid the network effect (i.e. a shift between the computed
network and the ITRF) (communicated by Zuheir Altamimi at the CATREF
course, 2012, Paris). Trignet stations are generally well distributed with
baselines less than 300 km. Also, a well distributed network will limit the
length of baselines between the network stations, easing the cycle slip and
integer ambiguity resolution.
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3.1.4 Antenna Changes
The need for station maintenance is unavoidable. Station maintenance may
include the change of antenna. A change in station position may be ob-
served as a result, with a shift in either the height component, the North
component, the East component or a combination of the three components.
This change in position may be evident as a discontinuity in the GPS com-
puted time series of the respective station. Unaccounted for discontinuities
adversely effect the accuracy of the computed velocity at that station, and
ultimately the reliability of the computed Euler vector (Williams, 2004).
The time gap between discontinuities is also essential (assuming there are
sufficient time series observation points within the time gap). Time gaps of
lengths less than 2.5 years weaken the solution as it succumbs to seasonal
effects. This point is emphasised in the Rebischung et al. (2011) study, in
which a minimum threshold period of 3 years between station discontinuities
is applied in establishing the IGS08.
3.1.5 Proximity to Plate Boundaries
Stations with minimum noise levels, that has a continuous velocity with
zero break should be selected to form part of the network for this project
(Rebischung et al., 2011). Hence stations that are close to tectonic bound-
aries, which renders them to abrupt change in velocities, should be avoided.
Tectonic boundaries are associated with earthquakes and volcanoes, which
destabilises that part of the tectonic plate. In the Bird (2003) study a tec-
tonic boundary buffer zone of 100 km is proposed when computing global
kinematics.
3.2 IGS selected stations
To summarise the station selection results, a network of 104 global sensor
stations was selected. These 104 global stations are composed of 51 IGS
stations, and 63 Trignet stations with 10 stations being common to both
the IGS and Trignet. The common stations are: HARB, RBAY, SUTH,
ULDI, DEAR, ULDI, UMTA, MFKG, SBOK and HNUS.
Selected IGS stations for this project had to form part of the IGS core net-
work. Thereafter, the analysis of the IGS station logs were used to select the
optimal stations from the IGS core network, such that an optimal network
geometry is maintained too.
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3.2.1 Station Distribution
An initial step of selecting a subset of IGS core stations for this project.
Africa has a sparse GPS network, hence additional IGS stations were added
to the selected IGS core stations to optimise the network geometry as de-
picted in Figure 3.1. These IGS stations are: ANTC, RABT, SEY1, OHI1,
ADIS and MAL2; and for the stations that are common to the IGS and
Trignet network: TDOU, HRAO, DEAR and SBOK were added.
The selected IGS stations serve to satisfy two purposes i.e. for the daily
alignment of the network to the ITRF 2008 (using the IGS daily realization)
and to constrain the selected IGS velocities to obtain a reference frame to
compute velocities for stations in the network.
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The optimal IGS station (assuming that its stable with acceptable noise
quality and remains true to its reference position as determined by the ITRF
linear model (Rebischung et al., 2011)) is a station that has a daily IGS re-
alization (IGS08 daily realizations in this case) and an IGS velocity Ṫhis
is not the case for all IGS stations, and although many stations have IGS
daily realizations, they do not necessarily have IGS published velocities.
Ten IGS listed station in the network do not have published IGS velocities,
7 of which are listed as Trignet stations. The Trignet stations are DEAR,
MFKG, SBOK, HNUS, ULDI, UMTA and TDOU; with MAL2, RCMN, and
ADIS being the remaining IGS stations that do not have published velocities.
These IGS stations with absent velocities are used for the daily alignment
to ITRF if the IGS has computed daily co-ordinates for them. If no co-
ordinates are computed for them by the IGS, then they serve to densify the
network, improve the network geometry and decrease the average baseline
lengths.
The Trignet stations that are listed as IGS stations but do not have pub-
lished IGS velocities have less than 400 computed IGS daily realizations for
each station (within the time period considered for this project), and this
may be a contributing factor for these stations not having an IGS velocity.
Station MALI no longer exists, but the station’s archived data is extensive
and realistic velocity estimates may be computed for MALI. Hence station
MALI is included in the network.
3.2.2 IGS GPS Beacon Construction
Table 3.1 summarises the station site information, the station tectonic plate
and the number of antenna changes within the period 2003-2013 for each
station. Stations tied to bedrock minimise random walk noise and are rec-
ommended (Williams, 2004).
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Table 3.1: Summary of the selected IGS station information
IGS Date Site Tectonic No. of Antenna
Stations Installed Information Plate Changes Btwn.
2003-2013
ADIS 30-Jun-07 Bedrock African 1
ANTC 01-Jan-02 Bedrock S.American 0
DAV1 18-Nov-93 Bedrock Antarctica 2
GRAS 10-Feb-95 Bedrock Eurasian 3
HRAO 05-Sep-96 Bedrock African 6
IISC 20-Jan-95 Bedrock Indian 1
OHI2 14-Feb-02 Bedrock Antarctican 1
POL2 10-May-95 Bedrock Eurasian 1
QAQ1 15-Oct-01 Bedrock N.American 3
RAMO 10-Jun-98 Bedrock African 1
REUN 16-Dec-98 Bedrock African 2
SCH2 29-Jun-97 Bedrock N.American 2
SEY1 15-May-95 Bedrock African 4
SUTH 05-Dec-97 Bedrock African 1
SYOG 15-Mar-95 Bedrock Antarctica 0
VESL 18-Dec-97 Bedrock Antarctica 0

















ASC1 20-Apr-96 Roof Top African 0
BRAZ 03-Mar-95 Roof Top S.American 1
BRFT 06-Sep-05 Roof Top S.American 0
DGAR 11-Apr-96 Roof Top 1
PARC 01-Jan-99 Roof Top S.America 1
POLV 01-Mar-00 Roof Top Eurasian 0
ULDI 01-Jul-00 Roof Top African 0
USNO 24-Mar-97 Roof Top N.American 0
WIND 24-Jun-03 Roof Top African 1
ZAMB 28-Mar-02 Roof Top African 0
DEAR 08-Jul-97 Rock African 0
HNUS 29-Feb-00 Rock African 2
RBAY 10-May-00 Concrete pier African 1
COCO 30-Jul-92 Sand Australian 1
MBAR 20-Mar-03 Clay African 0
MFKG 08-Sep-01 Gravel Sand African 0
TDOU 23-Feb-01 Gravel sand African 0
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Table 3.1 continued.
IGS Date Site Tectonic No. of Antenna
Stations Installed Information Plate Changes Btwn.
2003-2013
RCMN 13-Mar-07 Gravel African 0
UMTA 23-Feb-01 Clay African 0
GOUG 08-Jan-98 N/A African 0
KERG 01-Nov-94 N/A Antarctica 2
MAL2 01-Jul-08 N/A African 1
MALI 12-Nov-95 N/A African 0
MAS1 11-Apr-94 N/A African 2
NKLG 10-Feb-00 N/A African 1
NOT1 15-Sep-00 N/A Eurasian 0
SBOK 08-Feb-00 N/A African 0
YIBL 11-Jul-03 N/A Arabian 0
BOGT 04-Nov-94 N/A S.American 6
HARB 26-May-97 N/A African 2
Of the 51 IGS selected stations, 17 were tied to bedrock directly. A further
4 stations were constructed on buildings that were built on bedrock min-
imising random walk noise.
Eleven stations were constructed on roof tops, vulnerable to building and
ground motion which may increase noise in the data.
Six stations (of which 4 are South African stations) were not tied to bedrock,
instead using a concrete foundation that is settled in the available ground.
Depending on the nature of the area and the activity (such as hydrological
pumping (Malservisi et al., 2013)), these stations may be highly susceptible
to noise.
Eleven of the station log files do not stipulate any geological or site informa-
tion (or it is not clearly communicated in these files) and their susceptibility
to random walk noise is unknown at this stage of the project. These stations
are noted with N/A under site information in Table 3.1.
3.2.3 Antenna changes
Antenna changes may introduce unnecessary discontinuities, which stands
to bias station velocity computation. For this reason, stations are selected
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with a minimum number of antenna changes. The average number of IGS
antenna changes is 1 per every 9 years (Williams, 2004). This project ad-
heres to this statistic, in which on average 1 antenna change occurs for the
10 year period between 2003-2013. Table 3.1 summarises antenna changes
for the IGS stations. The stations with the most antenna changes are HRAO
and BOGT with 6 each. Twenty-three stations had zero antenna changes.
3.2.4 Plate Boundary Proximity
Altamimi et al. (2011) and Altamimi et al. (2007) incorporates IGS GPS
stations situated within deformation zones for the alignment of the IGS daily
network and for computing a long term datum.
In light of this practise, stations in deformation zones are included in the
alignment to the ITRF and combination solution of this project (provided
no station velocity discontinuity exist). The number of stations that are in
deformation zones (excluding southern Africa as it is the research area) as
prescribed by Bird (2003) are 13.
3.3 Trignet Station Selection
The manner in which Trignet stations are analysed is different to that of the
IGS analysis. This is because Trignet does not have available station logs.
Hence an analysis of geological information, site information and station
events are not available. However, record is kept of receiver and antenna
type that are in place in a station information file.
Trignet stations are not used to align the network and, hence, all available
Trignet stations were selected for processing (as depicted in Figure 3.2) and
an aposteriori analysis is presented in sections 5 and 5.3.
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However, there are station issues that had to be accounted for before pro-
ceeding with the processing of the GPS network. These issues relates to
stations TDOU, SUTH, GEOR and to the years 2003-2005.
The station information provided for station TDOU by NGI is different to
that of the IGS. NGI accounts for an antenna change on 2008-02-14, whereas
the IGS does not. The station information as provided by NGI was adopted
in this instance.
Station SUTH and SUT1 share the same antenna, with independent re-
ceivers. Station name SUTH was adopted despite some of the GPS data
decoded by a different receiver.Station GEOR was physically relocated on 4
occasions, and hence is removed from the analysis.
In years 2003, 2004 and 2005 only 14 hours of data were observed at a large
number of Trignet stations. To include Trignet stations between 2003 and
2005, the 20 hour threshold (as suggested by Sella et al. (2002)) was eased
to a 12 hour threshold.
One of the main reasons for easing the threshold between 2003 and 2005
is that if the remaining 7 years were only accounted for and discontinuities
are introduced, then the number of eligible segments (segments with data
spans exceeding 2.5 years) may be diminished. In turn a smaller network of
reliable velocities would be available to compute a dependable Euler vector
and determine its consistency.
3.4 South African Seismic Activity
South Africa experiences seismic activity as described in section 1.2. The
record of seismic activity for South Africa between the dates 2003.0 to 2013.0
was acquired from the United States Geological Survey (USGS).
According to the USGS records, there were 76 seimic events that registered
with magnitude greater than 3.5 within South Africa. These events are
shown in Figure 3.3.
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Figure 3.3: Each white circle represents a seismic event with a magnitude
of greater than 3.5 between the dates 2003.0 to 2013.0. These data were
supplied by the USGS.
These events may help understand the discontinuities that are computed for




The primary objective of this project is to establish the kinematics of the
North East Region of South Africa with the use of GPS data. To accom-
plish this, a GPS velocity field has to be computed. From this velocity field
an Euler vector or vectors which describes the southern African kinematics
may be established.
South Africa hosts Trignet, which satisfies the need for GPS sensor sta-
tions. To optimise Trignet’s available GPS data, 10 years of GPS data are
processed and the resultant time series are analysed to address seasonal ef-
fects, data discontinuities, velocity uncertainty, etc. as discussed in chapter
2.2. These factors are discussed as resolved for this project. An overview
of the methodology (as depicted in Figure 4.1) to determine South Africa’s
kinematics is now presented.
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Figure 4.1: Overview of Methodology
4.1 GPS Data Processing
Precise daily co-ordinates are needed to meet the primary objective of this
project, with the solution represented in Normal Equation (NEQ) format.
These daily Normal Equations are then combined for the computation of
station velocities.
To establish daily NEQ’s, the Bernese 5.0 Precise GNSS Software (Dach
et al., 2007) (url: http://www.bernese.unibe.ch/, accessed: 27 August
2015) is used. The factors that the Bernese software accounts for are pre-
sented.
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4.1.1 Site Displacement Modelling
Each GPS station is attached to the Earth, and hence succumb to the mo-
tion of the Earth. These motions are tectonic motion, solid earth tides,
polar motion, ocean loading, and precession and nutation, etc., which are
considered in the Bernese 5.0 software.
Solid Earth Tides
Solid Earth Tide refers to temporal variation of Earth’s crust. Solid Earth
tides may account for as much as 30 cm and 5 cm in height and horizontal
displacement respectively (Leick, 2004). The Bernese 5.0 algorithm models
for Solid Earth tide and are in accordance with the IERS 2003 convention.
Ocean Loading
Ocean loading refers to the deformation of Earth’s crust as a result of the
tidal redistribution of Earth’s water. The displacement may be up to 5 cm
and 2 cm in height and horizontal respectively (Leick, 2004). Station spe-
cific coefficients are obtained from http://www.oso.chalmers.se/loading/ to
compensate for this effect.
4.1.2 Earth Orientation
Precession and Nutation
Precession and Nutation refers to the Earth’s instantaneous axis of rotation
in space with Precession referring to the long-period lunisolar motion, and
nutation referring to the short-period lunisolar motion (Leick, 2004). The
IAU2000 model to compensate for this motion type is adopted.
Polar Motion
Polar motion refers to the change in position of the intersection of Earth’s in-
stantaneous rotational axis and Earth’s static crust (Hoffmann et al., 1994).
The Bernese 5.0 software accommodates for this motion by employing the
subdaily pole model IERS2000.
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4.1.3 Space Geodetic Products
The products that were used in the Bernese routine processing for this
project are precise orbits, EOPs, IGS weekly co-ordinates and antenna phase
calibrations.
Orbits
The Standard Product #3 (sp3) IGS orbits were employed for the daily
processing of the network’s GPS data. The current accuracy of the sp3
orbits are 7.3 ± 0.5 mm (Griffiths and Ray, 2009), and are made available
with a two week delay.
Earth Orientation Parameters
EOPs (obtained from the IGS), which compensates for polar motion, and
precession and nutation are introduced as well. The accuracy of the EOPs
for the x and y components are 10,10 micro-arc-seconds (Altamimi et al.,
2011).
IGS Weekly Coordinates
IGS weekly co-ordinates are also obtained from the IGS which is a realiza-
tion of the ITRF2008. The co-ordinates are a combined solution of the 7
analysis centres realizations. The intrinsic GPS precision of the co-ordinates
are 1.7 mm, 1.6 mm and 4.4 mm for the North, East and Vertical compo-
nents respectively (Altamimi et al., 2011).
For the period prior to 2008, the IGS reprocessed products were used, which
included co-ordinates, orbits and EOPs. Absolute antenna phase calibra-
tions ”IGS08.atx” were incorporated in the routine processing.
4.1.4 Overview of GPS Data Processing
An overview of the GPS data processing as employed by this project is
presented in Figure 4.2.
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Figure 4.2: GPS Processing Overview implemented using the Bernese 5.0
Precise GNSS software
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Each step in the processing overview as shown in Figure 4.2 is now discussed.
4.1.5 RINEX Screening
Screening of GPS data is the first step in computing accurate co-ordinates,
in which all GPS data that are filed in RINEX (url: ftp://igscb.jpl.
nasa.gov/igscb/data/format/rinex210.txt, accessed: 27 August 2015)
format are analysed. A threshold for the minimum number of observations
in the file is set at 2400, which equates to 20 hours of 30 second observa-
tions (Sella et al., 2002). At this stage bad observations are earmarked and
excluded. Thereafter GPS stations and satellite clocks are assumed synchro-
nised to GPS time.
4.1.6 Baseline Configuration
Once the clocks are synchronised the optimal network of baselines can be
configured. Baselines are configured such that the baseline’s terminal GPS
stations have the maximum number of observations to common satellites.
4.1.7 Cycle Slips and Integer Ambiguity
These established baselines are analysed for cycle slips and integer ambi-
guities. A cycle slip is the event in which the tracking and observing of
the incoming carrier phase at the receiver end is disrupted. The partial ob-
servation phase is not affected, but the number of whole cycles observed is
abruptly changed (Hoffmann et al., 1994).
Integer ambiguities are those unknown number of L1 and L2 carrier phases
that are present in the observable. The reader is referred to Dach et al.
(2007) for the Bernese algorithm employed to solve for cycle slips and re-
solving integer ambiguity.
4.1.8 Aligning to the ITRF2008
Aligning the network of baselines that are cycle slip and integer ambiguity
free to the daily IGS08 realization is achieved through a 7 parameter trans-
formation.
This realization of Trignet should maintain its characteristics, and any de-
ficiency (daily or long term) within the network should be managed or ac-
counted for. This analysis is done on a daily basis, ensuring an optimal time
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series.
At this stage of the processing methodology, the network is referenced to the
apriori input co-ordinates (i.e. ITRF2008 co-ordinates at epoch 2005.0 prop-
agated to the relevant epoch). The baselines in this network are translated,
scaled and orientated based on the daily IGS08 realization using a mini-
mum constrained 7 parameter transformation. This minimum constrained
solution maintains the intrinsic daily datum characteristics of the proposed
network (i.e. network composed of Trignet and IGS stations) and highlights
any deficiencies in this network (Altamimi et al., 2008). If fixed constraints
are applied instead of a minimum constrained solution, then any deficiency
in the network is masked and distributed through the network (the IGS sta-
tions in the network should reveal the agreement/disagreement of the com-
puted network with that of the IGS08 daily realization) (Altamimi et al.,
2002; Altamimi, 2003).
4.1.9 Helmert Transformation
Once the transformation parameters are derived, they are applied to all
the co-ordinates including the computed co-ordinates of the IGS stations.
A Helmert transformation is then applied to determine the agreement be-
tween the resultant IGS08 co-ordinates and the published weekly IGS08
co-ordinates. A threshold agreement between the computed and published
co-ordinates is set at 1.5 cm for each of the horizontal ordinates and 3 cm
for the vertical component. These thresholds take into account the GPS
intrinsic precision as discussed by Altamimi et al. (2011), the diminished
African IGS network and the difference in network geometry between this
project’s network and the IGS network in computing the relevant IGS08
weekly realization. IGS stations with residuals exceeding the set threshold
are highlighted and excluded. The network realization of the ITRF is then
recomputed excluding the IGS problematic stations. This process is iterated
till the desired consistency is obtained.
This process is repeated for each GPS day between the years 2003 and
2013. To obtain an acceptable velocity precision as implied by Altamimi
et al. (2011) and Altamimi et al. (2012), the resultant time series has to be
analysed such that the velocity uncertainty can be determined along with
the associated discontinuities and outliers at each station.
4.2 Velocity Uncertainty Computation
Each day of GPS precise processing within the 10 year period yields a set
of co-ordinates for each station in the network (that is if the GPS data are
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available for that day). Therefore each station has a resultant time series of
co-ordinates. Each station may behave differently (difference in noise ampli-
tudes) over time and this behaviour pattern may be evident when analysing
their time series (Williams, 2003b). The patterns may be attributed to phe-
nomena such as plate tectonics, isostatic adjustment that may be related to
large scale ice melting, long term atmospheric conditions, solar flares, an-
tenna changes, GPS satellite geometry and the spatial distribution of GPS
stations (Williams, 2004).
These factors that affect the behaviour may be evident in the noise pattern
of GPS stations. As described in section 2.2.1, a white+flicker noise model
best describes GPS station uncertainty Williams (2003b). From these noise
models, the uncertainty in velocity at each station may be computed using
the Maximum Likelihood estimator (MLE). The reader is referred to the
work by Williams (2004) for a detailed description of the MLE and its use
to determine the amplitudes of white and flicker noise.
4.2.1 Input Data and Parameters
To compute the uncertainty at each station in the network, the Create and
Analyze Time Series (CATS) software (Williams, 2008) was employed. This
GPS coordinate time series analysis software applies least squares to fit a
multi-parameter (intercept, trend, annual and semi annual sinusoidal signals
and offsets) model to a GPS time series, and analyses the resultant residuals
to determine the magnitude of the stochastic noise (Williams, 2008). The
reader is referred to Williams (2008) for a more comprehensive overview of
the CATS software. The input parameters used to estimate the uncertainties
using the CATS software are: white+flicker noise model, an epoch resolu-
tion of 1 day, and an annual and semi-annual seasonal effect considered. The
CATS software considers the individual North, East and Up ordinates for
each station independently and quotes the uncertainty in North, East and
Up as well.
Discontinuities and outliers (as computed for this project) are accounted for
and excluded respectively in computation of the velocity uncertainty. The
employed discontinuity and outlier algorithms are now discussed.
4.3 Discontinuity Detection
In general, a discontinuity may be described as an abrupt change in the
trend (velocity) of a time series at a specific epoch (Williams, 2003a). This
abrupt change also coincides with an abrupt change in position between the
CHAPTER 4. COMPUTATIONAL STANDARDS 42
epoch of discontinuity and the epoch prior to the discontinuity.
To determine the discontinuities that the time series are subject to, two
methods are investigated. Both methods apply least squares linear regres-
sion. However, Method 1 analyses the change in velocity, whereas Method
two analyses the change in ratio of the variance of unit weight between an
apriori least squares solution (solving for linear velocity) and a least squares
solution in which a discontinuity is introduced into the linear solution.
4.3.1 Method 1 : Variation of Velocity
Method 1 considers the change in velocity to detect discontinuities. It em-
ploys a shifting window that is 2.5 years wide to avoid the effect of seasonal
bias. The window is then shifted by 1 month (30 days), each time linearising
the 2.5 year window for each ordinate (North, East and Up). Therefore in
a 10 year period approximately 120 computations are generated.
The output of this method for each shift is a velocity and an intersection
for each ordinate. It is expected that the velocity to be consistent from
shift to shift if no discontinuities are present. However, an abrupt change
in velocity would suggest a discontinuity. The discontinuity would occur in
the 30 day shift that corresponds to the local maximum or minimum of the
shifting window velocity computations. Figure 4.3 graphically explains this
algorithm.
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Figure 4.3: Two and a half year window that has a 30 day shift. A velocity
is computed within each 2.5 year window. An abrupt change in velocity
from window to window suggest a discontinuity.
There are two major limitations to this method. The first is that the shift
that corresponds to the discontinuity has a 30 day temporal resolution, which
may not be fine enough to sufficiently negate discontinuity bias within a net-
work solution.
The second major limitation (which is shown in Figure 4.3) is that unre-
liable velocities are computed for shifting windows that coincides with the
final 2.5 years of the time series. The shifting window shrinks by 30 days for
each consecutive computation as it traverses the final 2.5 years, hence the
computed velocities relating to these windows are subject to seasonal effects
making these computed velocities unreliable in their use to detect disconti-
nuities. These limitations led to the investigation of a second method.
4.3.2 Method 2: Variance Factor Discontinuity Algorithm
This method is described in section 2.2.2. For this method, discontinuities
are detected by analysing the variance of unit weight (Roggero, 2012). The
variance of unit weight σ0 and σA of the least squares velocity solution refers
to the null and alternative hypothesis respectively. The null hypothesis as-
sumes no discontinuities, and the alternative hypothesis assumes discontinu-
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described in section 2.2.2 from here onwards is referred to as the sigma ratio.
An overview of the discontinuity detection algorithm is shown in Figure 4.4.
Figure 4.4: Overview of the discontinuity algorithm
A discontinuity is assumed at an epoch and the resultant σ2A of the least
squares linearisation is compared to the apriori linearisation’s σ20. Here the
σ20 relates to the linearisation with no discontinuities as shown in Figure 4.5
(or to an apriori solution which may include epochs of discontinuities). The
ratio of σ2A to σ
2
0 is used to test the chi squared 95% hypothesis (Roggero,
2012). All epochs (relevant to the investigated time series) are tested for
discontinuities.
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Figure 4.5: Figure illustrating the concept of the Variance Factor Discon-
tinuity Algorithm in which the ratio of the variance factors of the null and
alternative discontinuity hypothesis is analysed. The least squares solutions
relating to the null and alternative hypothesis solutions in the top ”Discon-
tinuity free” image are depicted with separation for ease of view.
If the alternative hypothesis is true, i.e. if the computed sigma ratio exceeds
the 5 % confidence interval, then the epoch at which the discontinuity is in-
troduced is in actual fact an epoch of discontinuity (Roggero, 2012). There
may be more than one discontinuity in the time series and each needs to be
detected.
To illustrate this concept, Figure 4.6 contains a plot of the sigma ratio over
time for the North component of station COCO. A discontinuity occurs at
the ratio’s local minimum at the beginning of 2012 (i.e. if this ratio exceeds
the χ2 5% confidence interval).
CHAPTER 4. COMPUTATIONAL STANDARDS 46
Figure 4.6: Top Image : Plot of velocity sigma ratio vs. Time for the North
component of station COCO. Bottom Image : The corresponding North
ordinate time series of station COCO. The local ”Sigma Ratio” minimum
aligns with the discontinuity in year 2012.
This method as it is described in section 2.2.2 has limitations and hence the
method needs to be enhanced.
Limitation of Method 2
The limitation with this method is that the individual time series of each
ordinate is analysed independently. Thus, a discontinuity that is evident
in one ordinate may not necessarily be evident in the station’s other co-
ordinate components. Also a discontinuity detected at a specific epoch in
an individual ordinate, may be offset by a few epochs in another ordinate
because of the least squares minimisation of residuals. The small time offset
may deem one of these discontinuities as unnecessary. Thus, when 10 years
of NEQ’s are combined to compute velocities within a network, then unnec-
essary epochs of discontinuity may be introduced. This weakens the network
solution and the reliability of the estimated velocity becomes questionable.
This is especially true when the time span of the resultant segments are less
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than 2.5 years. This detection of discontinuities in different ordinates with
a small time offset (between discontinuities) is illustrated in Figure 4.7.
Figure 4.7: Limitation of the Variance Factor Discontinuity Algorithm, in
which unnecessary discontinuities are accounted for in a combined network
solution.
This small ∆t between detected discontinuities in different ordinates is cir-
cumvented by using apriori input epochs of discontinuities. These apriori
epochs of discontinuities are derived from the detected epochs of discon-
tinuities in the time series of the related ordinates. The enhancement of
Roggero’s (2012) algorithm addresses this issue.
Enhancement of Method 2
The objective of the enhancement of Method 2 is to eliminate unnecessary
computed epochs of discontinuity (EoD) as described in section 4.3.2. The
algorithm is explained as follows:
Algorithm
Firstly, discontinuities are detected in the 1st ordinate (which may be any
of N, E or H) using the method as described in section 2.2.2.
These EoD are then accounted for in the second ordinate, by forming the
apriori input EoD for that ordinate as depicted in Figure 4.8.
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Figure 4.8: Figure illustrating the Variance Factor Discontinuity Algorithm,
in which the apriori solution adopts previously detected discontinuities of
the associated ordinates.
Now, discontinuities in the second ordinate are detected (with the first or-
dinate’s detected EoD forming the apriori EoD input ). If additional EoD
are detected, then the 1st set of EoD and the additional detected EoD are
introduced to detect discontinuities in the third ordinate. Again, the previ-
ous EoD forms the apriori input.
The weakness of this approach is that depending on the sequence in which
the ordinates are analysed to detect discontinuities, a different set and num-
ber of discontinuities may be computed. So depending on the apriori epoch
of discontinuities, the solution (and hence the discontinuities) are adjusted
such that the residuals satisfy minimisation criteria.
To obtain the optimal solution, all possible combination of sequences are
computed. That is six combinations for each station. The optimal solution
would be the sequence that coincides with actual events of discontinuities
such as antenna changes, equipment changes, earthquakes, etc. If the com-
puted discontinuities do not coincide with actual events, then the optimal
solution is the sequence with the least number of discontinuities.
4.3.3 IGS Official Discontinuities
Discontinuities are computed for all stations, including the IGS stations.
The detected discontinuities of the IGS stations using this project’s discon-
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tinuity method are compared to the published IGS discontinuities.
It must be noted that because this project’s and IGS time series character-
istics are different (as a result of different processing strategies, difference in
network geometry, etc.) there may be differences in computed discontinu-
ities.
4.4 Outlier Detection
Outliers are detected to avoid their adverse effect on the discontinuity least
squares solution and the uncertainty computation as described in sections
4.3.2 and 4.2 respectively. Discontinuities are to be introduced into the com-
bination solution as described in section 4.6.3 and the velocity uncertainty
introduced in the Euler vector determination as described in section 5.3.
Hence, the detection of outliers is an integral step to maintain the integrity
of the overall solution.
4.4.1 Factors Considered for the Outlier Algorithm
Seasonal effects that impact on the GPS time series are considered along
with the GPS achievable accuracy. Seasonal effects may affect the position
in the region of 1.5 cm to 3 cm for horizontal and vertical components re-
spectively (Collilieux et al., 2010). These far exceed the expected accuracy
for GPS as discussed by Altamimi et al. (2011). The accuracy quoted for
North, East and Height are 1.6 mm, 1.7 mm and 4.4 mm respectively. This
difference emphasises the need for the outlier algorithm to consider seasonal
effects. The outlier detection method is as follows:
4.4.2 Outlier Detection Algorithm
Each of the ordinates are treated independently. The outliers that are iden-
tified will be excluded from not only the associated ordinate, but from the
observations of each of the North, East and Height co-ordinate components
of a particular station that relates to the epoch at which the outlier has been
detected.
To accommodate for seasonal affects, the time series is segregated into indi-
vidual weeks and analysed on such a basis. This algorithm is illustrated in
Figure 4.9.
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Figure 4.9: Illustration of the Outlier Algorithm. Top figure depicts the
weekly segregation. Bottom figure illustrates the weekly analysis and the
iteration in removing outliers.
The average for the week is computed for each of the ordinates. Then each
daily solution is compared to the weekly average. If the daily observa-
tion exceeds the weekly average by a given threshold (described in section
4.4.2), then it is identified as an outlier and excluded. The weekly average is
then recomputed excluding the outlier, and each individual solution is again
compared to the newly calculated average. If outliers are detected, then the
process is repeated.
The minimum number of observations in a week for this process to commence
is 3 (2 observations to compute a least squares average, 3 for redundancy),
if less than 3 observations are available then this process is terminated and
the following week is analysed.
Adopted Thresholds
The threshold for classifying an observation as an outlier is 10 mm for the
North and East components, and 20 mm for the Height component. The
reason for the seemingly lenient threshold as compared to GPS accuracies
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referred to by Altamimi et al. (2011) is that the GPS solutions used to com-
pute the accuracies by them are weekly, multi-centre (various AC solutions)
combined solutions (which is more accurate than any single AC solution
(Altamimi and Collilieux, 2008)) using an optimal global network.
The network that is used for this project is not optimal as Africa’s GPS
network is very sparse; the observations comprising this project’s time se-
ries are based on individual days; and there are no multi-centre combined
solutions. Hence, each day in the week also succumbs to weekly sinusoidal
effects; and each day is based on a single computation as opposed to a multi-
centre solution. For these reasons the daily solutions may not be as accurate
as implied by Altamimi et al. (2011) and instead of using 3σ (with sigma
referring to the GPS intrinsic accuracy) the adopted thresholds are adjusted
to be more representative of this project’s time series.
4.5 Euler Vector Computation
The velocity field is computed using a network solution within the Bernese
5.0 Precise GNSS software environment. All daily solutions for the 10 year
period are in the Bernese NEQ format. These 10 years of daily solutions
are combined to obtain a single homogeneous solution which represents a
position and velocity at a chosen epoch (which is arbitrary for this project)
for each station in the network. This combined solution makes use of the
ADDNEQ2 program, which is part of the Bernese package and is much like
the solution as described by Altamimi et al. (2011) (for more information
on the ADDNEQ2 solution the reader is referred to the work by Thaller
(2008)). However, here only GPS data are considered and the focus is on a
velocity field rather than a homogeneous reference frame.
4.6 Establishing a Velocity Field
The velocity field is computed using the combination theorem as described
by Thaller (2008). The following is discussed : Reference Frame Selection,
Accounting for Discontinuities, and the Algorithm employed to establish a
velocity field.
4.6.1 Reference Frame Selected
For the computation of the velocity field a reference frame is needed. There-
fore this project is aligned to the ITRF2008 by minimally constraining the
IGS stations co-ordinates and velocities. As discussed by Rebischung et al.
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(2011), the ITRF2008 is accessible through the IGS08 to maintain the GPS
intrinsic precision and this project adheres to this practice.
4.6.2 Accounting for Discontinuities
An important apriori step to computing velocity for station in the network
is the detection of discontinuities (Rebischung et al., 2011). The disconti-
nuities that are detected as described in section 4.3 are introduced into the
combination step. The manner in which Bernese handles these discontinu-
ities is by introducing a new station for each resultant segment (Dach et al.,
2007). The number segments is equal to n+1, with ”n” equal to the number
of discontinuities.
The number of segments at a station may be numerous and therefore the
manner in which these segments are handled plays a crucial role in obtaining
a reliable solution. This is especially important for the IGS stations that
are used to constrain the network.
A single station can not have two or more solutions, so, an important step
is to select a segment that best characterises the actual station behaviour.
Adopting all segments (each segment treated as an individual station then)
that are related to the IGS stations to align the network may weaken the
solution as there may be IGS segments that have time spans of less than
2.5 years (hence, succumb to seasonal effects). This is also true for non IGS
stations.
If all segments of a station are to be used, then the more segments (hence
discontinuities) at a particular station means that, that station has greater
influence on the final solution (each resultant segment treated as an individ-
ual station in the combination), which may bias that solution. It is desired
for stations with more discontinuities to have less influence on the final so-
lution and not vice versa.
4.6.3 Algorithm
To select the optimal station segments to represent the IGS station velocity
for this project, an iterative approach is adopted.
The IGS station segments are analysed and the longest segments are chosen
to represent their respective stations as control. This forms the first step
of establishing the velocity field as depicted in Figure 4.10. The adopted
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segments must span at least 2.5 years.
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Figure 4.10: Overview of the Combined Velocity Solution
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An initial velocity computation is then made, using the longest IGS seg-
ments to align the network. This step is mainly carried out to identify
poorly behaving IGS stations (or poorly selected segments to represent the
IGS stations) that were intended as control, by comparing the estimated
IGS station velocity to the published IGS station velocity. If the IGS sta-
tion comparison exceeds 2 mm/yr for either of the horizontal components,
and/or exceeds 3 mm/yr in the height component then that station segment
is analysed, and a different segment may be chosen to represent that station.
That station may also be excluded from aligning the velocity network.
The difference in the analysis of the Trignet segment selection as compared
to the analysis of the IGS segement selection is that no official velocities ex-
ist for Trignet. Hence, the criterion for selecting the segments that represent
the station velocities is based on the time span of the segments. Segments
with the longest time span are selected to represent a Trignet station’s ve-
locity, with an underlying prerequisite of a minimum time span of 2.5 years.
Once the segments are selected, the velocity field is recomputed using an
updated control list to align the network to the ITRF2008.
The next set of iterations are used to eliminate daily outliers at each station
in the network. First, all daily solutions with residuals greater than 100 mm
in any of the station ordinates are eliminated from the solution. The velocity
is then recomputed. This process is then repeated for residuals exceeding 50
mm, and then finally for residuals exceeding 30 mm, each time recomputing
the solution (this technique of eliminating outliers iteratively was adopted
from the CATREF course in Paris, 2012).
The estimated IGS velocities are again compared to the IGS official veloc-
ities. By this stage, a combined solution that accounts for discontinuities,
with optimal segments selected and outliers eliminated has been obtained.
The combination velocity accuracies at this stage are expected to be better
than 1 mm/yr for the horizontal co-ordinate components and 1.5 mm/yr
for the height component. This expectancy stems from the velocity pre-
cision histogram depicted in the description by Altamimi et al. (2011) of
the ITRF2008. This histogram (as shown in Figure 4.11) shows that a vast
majority of station velocity precisions are better than 1 mm/yr. For this
project, if an ordinate comparison exceeds the set threshold (compared to
official IGS velocities), then the respective station is excluded from aligning
the network to the ITRF2008 and the velocity field is recomputed.
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Figure 4.11: Improvement in position and velocity from ITRF2005 to
ITRF2008 (Altamimi et al., 2011).
4.7 Euler Vector Computation
The Euler vector is calculated for South Africa, using Trignet station ve-
locities that are computed as described in the previous section. All Trignet
station velocities computed are based on at least 2.5 years of GPS data.
The uncertainty computed using a white + flicker noise model described in
sections 2.2.1 and 4.2 is used to weight the least squares Euler Vector solu-




), with σ representing station velocity uncertainty.
4.7.1 Test for consistency
The computed Euler vector consists of a pole of rotation (latitude and lon-
gitude) and an angular velocity. To validate the output Euler vector for
South Africa, two tests are performed. The first test is a 3-sigma-3 test
proposed by Altamimi et al. (2012), and the second test is a chi squared
goodness-of-fit test.
Three-Sigma-Three test
The 3-sigma-3 test has two parts to it. The first phase analyses the residuals
of the least squares Euler vector solution. Stations with residuals exceeding
3 mm/yr are classified as outliers (Altamimi et al., 2012). The second phase
of the test scrutinises the ratio of the residual to the apriori uncertainty
(uncertainty computed as described in section 4.2). The ratio should be
less than 3, otherwise the respective input station velocity is deemed as an
outlier (Altamimi et al., 2012). The reason for a ratio of better than 3 in
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the second phase is that the uncertainty has a confidence of 1 sigma (Al-
tamimi et al., 2012), hence outliers exceeding 3 sigma are considered outliers.
Goodness-of-fit test and Plate Rigidity
The second part of the consistency analysis is the chi squared goodness-of-fit






, with Residual being the residual of each observation,
σ is the velocity uncertainty at each station and (n-3) is the degree of free-
dom with n equal to the number of observations (station velocities).
A chi squared per degree of freedom value of 1 suggests a rigid lithospheric
block (Horner-Johnson et al., 2007). Values greater than 1 alludes to a de-
forming lithospheric block, or that the station velocities are of two or more
independent tectonic plates moving at different velocities.
Chapter 5
Results and Analysis
To maintain the integrity of the velocities and Euler vector that is computed
for this project, then the management of the network’s noise, discontinuities
and outliers becomes essential. An effort is made to manage the daily so-
lutions, such that the network of velocities obtained are at the confidence
level alluded to by Altamimi et al. (2011). An analysis of the Time Series,
Velocity Computation and Euler Vector Estimate is provided in this chapter.
5.1 Time Series Analysis
5.1.1 Velocity Uncertainty
Velocity uncertainty is computed using a Maximum Likelihood Estimator
(MLE) in which a white + flicker noise model is incorporated as is described
by Williams (2004). The uncertainty is to be used in establishing an Euler
vector of South Africa, and the resultant residuals will be analysed using
a 3-sigma-3 test and chi squared goodness-of-fit test to determine whether
South Africa is a single plate, or conforms to a multi-plate tectonic system.
The uncertainty computation also reveals the behaviour patterns of stations.
This detail may prove valuable for selecting core stations (stations with bet-
ter uncertainty) in establishing a datum, similar to the ITRF.
The average velocity uncertainty computed for stations in this project’s net-
work is 0.377 (stdev:0.27), 0.37 (stdev:0.40) and 0.765 (stdev:0.580) mm/yr
for the North, East and Height components respectively. As expected the
Height component is associated with the higher uncertainty. Analysing GPS
intrinsic precision, the horizontal components for the positional precision is
approximately 2.6 times that of the height (Altamimi et al., 2011). The ve-
locity uncertainty ratio computed for Height to either of the North or East
component is approximately 2 (H/N: 0.765/0.37).
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To obtain a reasonably accurate velocity, a minimum of 2.5 years of data are
required to alleviate seasonal effects (preferably 5 years of data are required
for accurate velocity estimates (Blewitt, 2002)). Comparing the number of
observations to the uncertainty then a significant correlation is evident. The
increase in the number of observations yields a more representative veloc-
ity estimate. This equates to a correlation of -0.69 and this relationship is
shown in Figure 5.1 (an increase in observations is associated with a decrease
in velocity uncertainty).
Figure 5.1: Graph illustrating the correlation between the number of GPS
observations and GPS velocity uncertainty. The red and blue series are
Trignet and IGS stations respectively.
Besides negative correlation, Figure 5.1 reveals the difference in uncertain-
ties between the IGS and Trignet stations. Analysing the graph, the IGS
stations have lower overall uncertainty as compared to the Trignet stations.
However, the Trignet stations that behave poorly have fewer observations
(less than 1000). That said, there is a threshold of observations of approx-
imately 1500 (equating to about 4.5 years) after which the improvement is
minimal with the increase in observations. This echoes the finding in the
Blewitt (2002) study, which emphasises that beyond 4.5 years of observed
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GPS data, the precision gained in velocity estimate is negligible. The im-
provement beyond this threshold are then linked to other factors such as
monumentation, network design, etc (Blewitt, 2002; Williams, 2004).
The IGS outlier in Figure 5.1 (top right of the graph) refers to station ANTC
that experienced an earthquake in 2010. Figure 5.9 illustrates the non-linear
velocity recovery after the earthquake.
5.1.2 Discontinuities
In section 4.3 two discontinuity algorithms were described. Method 2:
Variance Factor Discontinuity Algorithm (described in section 4.3.2) was
adopted for this project because of Method 1: Variation in Velocity algo-
rithm’s (described in section 4.3.1) susceptibility to seasonal effects. Hence
only Method 2 results are discussed.
The discontinuity analysis based on Method 2’s algorithm may be split into
two sections, i.e. an IGS section and a Trignet section. IGS has an official
list of discontinuities that is adopted (on the whole) for this project, whereas
Trignet on the other hand does not have an official list of discontinuities. To
assess the performance of the discontinuity algorithm described in section
4.3.2, the computed discontinuities for the IGS stations are compared to
the IGS official discontinuities and for those that are computed for Trignet
stations are analysed and events (such as antenna changes and equipment
changes) that co-incide with the computed discontinuities are identified.
IGS Discontinuities
To assess the efficiency of the discontinuity algorithm, the detected dis-
continuities for the IGS stations are compared to the official IGS list. By
and large, the official IGS list of discontinuities was adopted for this project.
Of the 10 Trignet stations that are common to the IGS network, only HRAO,
HARB, SUTH, HNUS and RBAY has published discontinuities. The re-
maining 6 stations in this event do not have IGS listed discontinuities and
are excluded from the IGS discontinuity analysis.
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Comparison with Official IGS list
Each of the 44 IGS stations (51 IGS stations less the 7 Trignet stations that
do not have official IGS discontinuities) has a series of IGS discontinuities
listed. Of the 44 series, 37 were adopted for this project. Each station’s
computed discontinuities were compared to the official IGS discontinuities.
Twenty six of the stations discontinuity series were in agreement with the
IGS official list. A summary of the IGS station discontinuity comparison is
given in Table 5.1.
In the cases of disagreements, the Jet Propulsion Laboratory (JPL) discon-
tinuities computed for the IGS stations common to this project would be
analysed to determine which set of discontinuities to adopt. If the JPL so-
lution is more harmonised with either of the solution, then that solution is
adopted (only in the cases of disagreement). These disagreements may be
attributed primarily to large data gaps in the series that the algorithm used
for this project does not account for.
Difference in IGS discontinuities
Eighteen IGS stations discontinuities as computed in this project were in
disagreement with the official IGS list. Two of these stations showed more
agreement with JPL, and the remaining 16 showed no agreement to either
JPL or the IGS. The disagreement sequences comprises 6 stations that have
large data gaps, 3 stations in which the official IGS discontinuities were
adopted and 7 stations that showed unique solutions. These are discussed
under the headings JPL Discontinuity Agreement, Stations with Minimal
Data, IGS Adopted Discontinuities for Stations with Disagreement, and
Unique Discontinuities.
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JPL Discontinuity Agreement
Stations SCUB and YEBE have different series of discontinuities to those
of the official IGS, yet have similar discontinuities to JPL (Figure 5.2 illus-
trates the agreement for station YEBE). The official IGS discontinuities for
these stations were retained because the series of discontinuities computed
for these stations using this project’s algorithm were subtle and may have a
little influence on the velocities.
Expanding on this, analyses of the discontinuity sigma ratios as described
in section 4.3.2 for SCUB and YEBE are all greater than 0.9, which is
borderline discontinuity classification. Therefore, these discontinuities as
computed using this projects algorithm for these stations were disregarded
and the official IGS discontinuities adopted.
Figure 5.2: Comparison of computed discontinuities (magenta vertical line)
for YEBE to that of JPL (green vertical line). JPL’s solution is the time
series on the right
Stations with Minimal Data
Station ZAMB, WIND, GOUG, RBAY and ASC1 shows significant data
gaps in the plotted time series. These data gaps affect the computed least
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squares solution. This solution may be different and more true if the time
series were free of significant data gaps. The algorithm does not take into
account data gaps and therefore the IGS discontinuities were adopted for
these stations.
Similarly, station VESL has very sparse data between 2003 and 2011, in
which 6 of the 8 years has less than 300 days of data (a 300 day threshold
is suggested by Sella et al. (2002)). Hence, the official IGS discontinuities
were adopted for this station. Figure 5.3 illustrates the large data gaps and
sparse data in these stations time series (3 of the 6 stations are shown for
ease of illustration).
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IGS Adopted Discontinuities for Stations with Disagreement
Three stations showed no agreement with the IGS, yet the IGS discontinu-
ities were adopted for this project. These stations are BRFT, BOGT and
QAQ1.
At station BRFT, the step in data in year 2011 (as evident in Figure 5.4)
is not detected by this project’s discontinuity algorithm. This step in data
occurs at the beginning of 2011 and the trend is restored 3 months on. A
major draw back of this discontinuity algorithm is that the entire series is
being analysed to generate a variance of unit weight. An improvement to
the algorithm would be to mimic the procedure that would be adopted if
discontinuities were computed near real time (ie. three month delay to ac-
commodate the discontinuity least squares solution).
To accomplish this the algorithm should be adjusted by including a 3 month
incremental window. Starting with a minimum period of 2.5 years and then
incrementing this period by three months until the entire 10 year period is
incorporated, searching for discontinuities with each increment. This would
allow steps such as the step in 2011 BRFT time series to be detected. As a
result, the IGS official discontinuities for BRFT were adopted.
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Figure 5.4: Discontinuities (magenta vertical lines) computed and adopted
for station BRFT. The step in data occurs in 2011 (which is very evident
in the North component), introducing two discontinuities that were not de-
tected by this project’s algorithm.
Only two of the four IGS listed discontinuities were detected by this project
for station BOGT. As described for station BRFT, the algorithm needs to
be adjusted so that the period is analysed incrementally. Since the entire
series is analysed to generate a variance factor, the solution is given for the
entire period, not for a near real time solution. Again, the IGS official dis-
continuities were adopted for the station BOGT.
Station QAQ1 discontinuities as computed for this project shows no agree-
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ment with the IGS discontinuities, nor to that of JPL. The JPL and IGS dis-
continuities computed for QAQ1 are not consistent. The number of discon-
tinuities computed for QAQ1 is alarming large using the algorithm adopted
for this project, and hence the discontinuities as computed by the IGS were
adopted.
Unique discontinuities
Seven stations adopted the discontinuities as computed by this project.
These stations discontinuity sequence were not in complete agreement with
the IGS list. These stations are HRAO, REUN, SUTH, YIBL, SYOG, OHI2
and RABT.
The algorithm employed detected a discontinuity in 2005 for station REUN,
along with the only IGS detected discontinuity in 2008 as depicted in Figure
5.5. The discontinuity in 2008 relates to equipment and antenna change.
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Figure 5.5: Discontinuities computed (magenta vertical lines) and adopted
for station REUN. Discontinuity in 2008 relates to antenna change at station
REUN
Analysing station HRAO, additional discontinuities towards the end of 2004
and beginning of 2006 were detected by the algorithm. These discontinuities
were not published as part of the IGS list, however, the discontinuities at
the beginning of 2008 and 2009 (which were also detected by this project’s
algorithm) as depicted in Figure 5.6 were detected.
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Figure 5.6: Discontinuities computed and adopted for station HRAO
Discontinuities at 2004 08 04 and 2007 11 08 were detected for YIBL and
SUTH respectively, but are not IGS listed. The discontinuity relating to
station SUTH coincides with an antenna change and hence is maintained.
The discontinuity in YIBL time series is significant yielding a sigma ratio of
0.70 and is likewise maintained.
Both RABT and OHI2 share a discontinuity in 2008 that is not detected
by the IGS and since the discontinuities are significant as detected for this
project, it is maintained. Station OHI2 has a very noisy data series.
SYOG, which is in Antarctica shows discontinuities that are not IGS listed.
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These discontinuities occur at 2006 12 31 and 2009 10 11 as shown in Figure
5.7, which is detected when analysing the Height and North components
respectively. The sigma ratio computed for the height discontinuity is 0.79,
which is quite significant. This may be attributed to Glacial Isostatic Adjust-
ment (GIA), which is not taken into account in this project. The sequence
of discontinuities as computed by this project was adopted, because of the
significant sigma ratios.
Figure 5.7: SYOG is in Antarctica. This station may succumb to GIA, which
is not accounted for in this project. This may account for the discontinuities
in 2006 and 2009 for station SYOG.
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Earthquakes detected
The algorithm computation also revealed events of earthquakes at stations
COCO, DGAR and ANTC. COCO and DGAR experienced the same earth-
quakes at epochs 2004 12 26 and 2012 04 11 (resultant discontinuities shown
in Figure 5.8, relates to earthquakes registering 9 and 8.6 on the Richter
scale respectively). COCO and DGAR are situated on two different plates
i.e. DGAR on the Somalia Plate and COCO on the Australian Plate. Both
of these stations are fairly distant from a plate boundary.
Figure 5.8: Time series of DGAR and COCO showing the same discontinu-
ities at the end of 2004 and in the year 2012 which corresponds to earth-
quakes. The earthquake on the day of the 26th December 2004 corresponds
to the Tsunami that hit South East Asia
.
ANTC on the other hand is situated on the South American Plate close
to a plate boundary. The Chile earthquake on 2010 02 27 is detected by
the algorithm, which measured 8.8 on the Richter scale. The manner in
which ANTC recovers from the earthquake is different to that of COCO and
DGAR, which may be because of its close proximity to the plate boundary.
ANTC experiences a ”hangover effect” long after the earthquake has oc-
curred and this post-seismic effect is evident in the time series.
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Figure 5.9: Time series of ANTC showing the recovery after the Chile earth-
quake in 2010.
Analysis of Trignet Discontinuities
There is no official discontinuity list for Trignet, none the less this project
has revealed some interesting information with respect to Trignet station
behaviour.
Although a large number of the discontinuities are unaccounted for (un-
accounted for discontinuities are not out of the ordinary), which is partly
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attributed to the lack of logging of Trignet maintenance activity.
Antenna and equipment changes
A total of 67 Trignet discontinuities were detected. Of this 67 discontinuities,
only 22 coincide with antenna changes, and 1 discontinuity with equipment
changes.
Antenna Baseplate Change
Communication with Trignet staff revealed that antenna base plate changes
occurred at stations GEOR, PELB and ELDA in the week of 2005 02 16.
Station GEOR has four different positions as mentioned in section 3.3, and
is excluded from the analysis. This base plate change was not detected at
station ELDA, but this change coincides with the discontinuity in week 2005
02 16 of station PELB. This again illustrates the need to log station main-
tenance.
Antenna Changes
Analysis of the station information file used by NGI to process Trignet data
reveal antenna changes in week of 2007 11 08 for stations GDAL, KSTAD,
VERG, SUTH, EMLO and BETH. These antenna changes were detected as
discontinuities using this project’s algorithm. Figure 5.10 shows the 2007 11
08 discontinuity that relates to antenna changes at stations EMLO, GDAL
and VERG.
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However, there are stations that share an epoch of discontinuity that can-
not be accounted for. In the week of 2011 01 15, four stations experienced a
discontinuity in that week (i.e. ELDN, NYLS, PMBG, TDOU). ELDN has
an antenna change in that week and can be accounted for, however discon-
tinuities at NYLS, PMBG and TDOU are unaccounted for.
Likewise in week 2008 01 09 BWES, ERAS and CALV experience disconti-
nuities which are unaccounted for. Analysing these three stations time series
shown in Figure 5.11, it is quite evident that a change in height occurs in
that week.
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There are two seismic events for the period 2007 10 15 to 2008 03 30 as
shown in Figure 5.12. In this period, stations VERG, GDAL and EMLO
(which have discontinuities that have been accounted for) are closer to the
seismic events than stations CALV, BWES and ERAS which have unac-
counted for discontinuities. Thus, detected GPS time series discontinuities
do not necessarily relate to mining or hydrological seismic activity, despite
the detected discontinuities co-inciding with seismic events of such nature.
Figure 5.12: Seismic activity for the period 2007 10 15 to 2008 3 30. Seismic
activity above 3.5 are depicted with red circles. Stations with accounted
for discontinuities are for this period are shown in green, and stations with
unaccounted for discontinuities are shown with blue circles. Station VERG
is in the same vicinity as a seismic event, and is annotated as such for ease
of view. Station VERG discontinuities are accounted for.
Similarly, for stations NYLS, PMBG and TDOU, their unaccounted for
discontinuities are not related to seismic activity. Figure 5.13 shows the ge-
ographical relation between the seismic activity and stations NYLS, PMBG
and TDOU for the period 2010 11 30 to 2011 02 28. Four of the five seismic
events occurred between 2011 01 07 and 2011 01 25 with magnitudes 4.1,
4.2, 4.4 and 4.4, with the fifth registering at 4.6 on 2011 02 21. The unac-
counted for discontinuities occurred on the 2011 01 15, but is geographically
unrelated.
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Figure 5.13: Seismic activity for the period 2010 11 30 to 2011 02 28. Seismic
activity above 3.5 are depicted with white circles. Five such events occurred
in the said period. Stations with unaccounted for discontinuities are shown
with blue circles.
Station BFTN has unexplainable behaviour too as is illustrated in Figure
5.14. BFTN is excluded from the calculation of a South African network
velocity and Euler vector because of its large number of outliers computed
in the combined solution.
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Figure 5.14: Time series of BFTN in which the station behaviour is unac-
counted for.
Working with limited station information is challenging, and it becomes dif-
ficult to answer questions that relate to station behaviour. It becomes even
more challenging when dealing with a topic such as plate tectonics, in which
discontinuities may be misinterpreted as tectonic activity. For this project,
the computed velocities are key to establishing an Euler vector. Stations
with low velocity certainty may erroneously deem that South Africa is un-
derlain by more than one plate, or vice versa.
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Beyond this project, if an African Reference Frame (AFREF) is to be es-
tablished, then Trignet, AFREF and the ITRF has to be in sync. At this
moment in time, with the lack of logging of metadata (such as station main-
tenance), this condition may be difficult to satisfy.
5.2 Outliers
A total of 7034 outliers were detected. This equates to 2.7 % of the to-
tal population of 252475 observations. That is 97 % of the observations
are retained to compute discontinuities and the uncertainty at each station.
This 97 % of retained data is indicative of the maintenance of the station
behaviour.
The graphic in Figure 5.15 is indicative of the improvement made to the
time series once the outlier algorithm is applied.
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Figure 5.15: Station PBWA time series showing the improvement once the
outlier algorithm is applied to its data Series. The series on the left is before
the algorithm is applied and the series on the right is the resultant outlier
free data set.
Comparing the two time series in Figure 5.15, the large number of outliers
(especially around 2004) has reduced after the algorithm has been applied.
The series on the right also emphasises that the station behaviour is main-
tained. The seasonal effects is very evident in the ”Up” component.
Analysing the first 3 years (2003, 2004 and 2005) of observations for this
project in which the threshold was adjusted to accept 12 hour GPS RINEX
files as opposed to a threshold of 20 hours when screening RINEX files, then
this period yields 2937 outliers. This equates to 42 % of the total number
of outliers and 4.9 % of the total population between 2003 and 2005. This
is almost double the average of 2.7 % outliers for the entire 10 year period.
This high percentage may be attributed to the 14 hour Trigtnet files (less
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observations to resolve integer ambiguities), to the fewer number of available
GPS stations in earlier years or to a combination of these factors.
The 12 stations that had more than 5 % of outliers were IGS stations.
These 12 stations are remotely situated in terms of this project’s network,
hence longer baselines have to be resolved in order for their daily positions
to be computed. Generally, baselines between IGS stations, and IGS and
Trignet stations for this project are longer as compared to the average 200
km Trignet baselines.
Calculating the correlation between the percentage of outliers and station
velocity uncertainty, which uses a white + flicker noise model, yields a value
of 0.38 for stations with more than 1000 observations (and excluding sta-
tions with greater than 10 % of outliers i.e. GOUG and ANTC). Analysing
the IGS and Trignet stations independently, then correlations of 0.63 and
0.37 are computed respectively.
The significant correlation computed independently for IGS suggests that
an increase in the percentage of outliers is associated with an increase in the
velocity uncertainty at IGS stations.
On the other hand, the independent Trignet correlation of 0.37 suggests that
a decrease in percentage of outliers does not necessarily equate to a decrease
in velocity uncertainty at Trignet stations.
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Figure 5.16: Outlier vs. velocity uncertainty graph for IGS and Trignet
stations. The graph reveals the difference in uncertainty behaviour between
IGS stations and Trignet stations that have more than 1000 observations.
The outlier vs. uncertainty graph in Figure 5.16 emphasises the difference
in velocity uncertainty behaviour between the IGS and Trignet stations.
This difference in behaviour may be due to the poor beacon construction of
Trignet stations, in which the tectonic and long term station stability were
not considered.
5.3 Velocity Computation
The IGS (along with the supporting organisations) is the internationally
accepted organisation in determining an ITRF. In developing an ITRF, po-
sition and velocity of IGS stations are determined and published. Thus, it is
interesting to verify this project’s computed velocities by comparing them to
the IGS published velocities. It is also understood that because this project
is referenced to the ITRF, any deficiency in the ITRF is inherited by this
project’s results. This verification will also serve to determine whether ac-
ceptable velocities can be computed by accepting segments of the time series
to represent a GPS station.
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5.3.1 Velocity Estimation Precision: IGS stations
In determining station velocities with the use of 10 years of GPS data,
discontinuities and outliers were considered. Time series segments with the
longest observing period, that gave optimum least squares results when com-
bining the 10 years of NEQ solutions were selected to represent the respective
station velocities.
Table 5.2 summarises the comparison of the computed velocities with that
of the published velocities for IGS stations. It is expected ( borne from the
analyses of the work by Altamimi et al. (2011)) that each velocity computa-
tion to compare better than 1 mm/yr for each of the horizontal co-ordinate
components and better than 1.5 mm for the height component. Of the 48
IGS stations, only 31 stations (10 IGS stations do not have published veloc-
ities, and a further 7 were excluded) were eventually selected to align the
network to the ITRF and to compute a velocity field by combining 10 years
of daily NEQ files.
The 7 excluded stations are highlighted in bold print in Table 5.2.
IGS Station Exceptions
Of the chosen IGS subset of stations, a few exceptions were made. Station
SYOG, MALI and SEY1 were included despite their 3.2 mm/yr Height, 1.7
mm/yr Height and 1.2 mm/yr Easting respective disagreement with the IGS.
Station SYOG was included to allow better network distribution as there
are very few GPS stations between South Africa and Antarctica. Also, the
properties of the SYOG time series were such that the discontinuities split
the time series into three approximately equal segments (see Figure 5.7). Se-
lecting the earliest segment gave the largest height misclosure of 4.9 mm/yr.
Constraining either of the two remaining segments resulted in a similar mag-
nitude misclosure, but opposite in orientation. Considering the two latter
segments, the unconstrained SYOG segment (as opposed to the segment
that is being constrained), in either scenario shows better agreement with
the IGS published velocities for SYOG (within 1 mm/yr). This effect may
be as result of GIA (Prawirodirdjo, 2004), which was not accounted for in
this project. The final three year segment was therefore selected to represent
SYOG’s site velocity.
Similarly, SEY1 and MALI, which just about exceeds the threshold in East-
ing and Height respectively were retained to allow better GPS distribution
and density on the African plate.
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Excluded IGS Stations
Stations ZAMB,COCO, YIBL, PARC and IISC were all excluded because
they failed the threshold test. Analysis of these stations may reveal reasons
for their poor performance. Station ZAMB has very sparse data, with large
data gaps which yield an unreliable velocity (data gaps should not exceed 8
weeks (Blewitt, 2002)).
Station COCO is situated close to a tectonically active plate boundary and
may succumb to tectonic noise (Rebischung et al., 2011). The station beacon
construction is not tied to bedrock, and has its concrete foundation settled
in sand, biasing the velocity (Combrinck and Chin, 2001). Also JPL and
the IGS publish different velocities for station COCO.
Despite YIBL six year data span, its data series shows a large data gap
(almost a year gap between 2007 and 2009) as well as very sparse data in
the year 2005, which bias the computed velocity (Blewitt, 2002). There is
no continuous segment that exceeds 2.5 years.
Station PARC is constructed on a roof top of a building that is not tied to
bedrock. Analysis of the time series suggest a very noisy station, which may
bias the velocity solution. (e) The reason for IISC’s large discrepancy is not
evident.
Station RBAY and VESL were excluded despite agreeing quite well with the
IGS published velocities. This exclusion was because of their sparse data
time series.
Earthquake affected station: ANTC
Importantly, station ANTC was included in the network despite the 2010
earthquake that it experienced (see 5.9). For this station, only the data
between 2003 and 2010 were considered to compute its velocity, to compute
a network velocity, and to align the network.
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Table 5.2: Difference in estimated and published IGS velocities expressed as North,
East and Height components
Station NDiff EDiff Vdiff Tectonic Segment Align
Name (m/yr) (m/yr) (m/yr) Plate Span (yrs) to ITRF
ANTC 0.0007 0.0005 0.0010 SOAM 8 Yes
BRAZ 0.0004 0.0009 -0.0004 SOAM 6 Yes
BRFT 0.0008 -0.0002 0.0012 SOAM 3.5 Yes
DAV1 0.0000 -0.0005 0.0004 ANTA 4.5 Yes
DGAR 0.0001 -0.0001 -0.0008 AUST 7.5 Yes
GRAS 0.0002 -0.0002 0.0006 EURA 8 Yes
HARB 0.0000 -0.0004 0.0004 AFRC 7 Yes
HRAO 0.0006 0.0001 -0.0010 AFRC 4 Yes
KERG 0.0003 -0.0010 0.0006 ANTA 9 Yes
MALI 0.0006 -0.0003 0.0017 AFRC 5.5 Yes
MAS1 0.0000 -0.0003 -0.0011 AFRC 4.5 Yes
MBAR 0.0003 -0.0003 0.0006 AFRC 6 Yes
NKLG 0.0006 -0.0005 0.0005 AFRC 7 Yes
NOT1 0.0001 -0.0002 0.0005 EURA 10 Yes
OHI2 0.0007 0.0001 -0.0008 ANTA 6 Yes
PDEL -0.0004 -0.0005 0.0000 EURA 4.5 Yes
POL2 0.0003 -0.0003 -0.0011 EURA 7 Yes
POLV 0.0004 -0.0004 -0.0005 EURA 10 Yes
QAQ1 0.0001 -0.0002 -0.0002 NOAM 9 Yes
RABT 0.0001 -0.0002 -0.0010 AFRC 6 Yes
RAMO 0.0005 -0.0006 0.0004 ARAB 9 Yes
REUN 0.0003 -0.0005 0.0005 AFRC 3 Yes
SCH2 0.0003 0.0000 -0.0014 NOAM 5 Yes
SCUB -0.0002 0.0006 0.0003 NOAM 9.5 Yes
SEY1 0.0004 0.0012 -0.0007 AFRC 6 Yes
SUTH 0.0004 -0.0003 0.0007 AFRC 5 Yes
SYOG 0.0007 -0.0005 -0.0032 ANTA 4 Yes
USNO 0.0003 0.0001 -0.0009 NOAM 10 Yes
WIND 0.0006 -0.0009 0.0013 AFRC 4 Yes
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Tabel 5.2 continued
Station NDiff EDiff Vdiff Tectonic Segment Align
Name (m/yr) (m/yr) (m/yr) Plate Span (yrs) to ITRF
WSRT -0.0001 -0.0002 0.0000 EURA 10 Yes
YEBE 0.0002 -0.0001 0.0001 EURA 7 Yes
COCO -0.0012 0.0006 0.0019 AUST 3.5 no
IISC 0.0007 -0.0011 0.0016 INDI 3 no
MAL2 0.0030 -0.0018 0.0002 AFRC 4 no
PARC 0.0013 0.0003 0.0016 SOAM 4 no
RBAY 0.0005 -0.0007 0.0003 AFRC 10 no
VESL 0.0008 -0.0007 0.0000 ANTA 10 no
YIBL 0.0008 0.0009 0.0020 AFRC 6 no
ZAMB 0.0005 -0.0005 0.0024 AFRC 10 no
Comparison between IGS computed velocities and the published velocities.
Table 5.2 contains the North, East and Height difference, the tectonic plate
for each station and whether the station is used in minimally constraining
the network to the ITRF2008 in the combination solution. The plates are:-
SOAM : S.America, AUST : Australia, NOAM : N.America, EURA : Eu-
ropean, ARAB : Arabian, ANTA: Antarctica, AFRC : African and INDI :
Indian plate.
Computing standard deviation of the agreement between this project’s 31
accepted IGS computed velocities with that of the IGS08 published veloci-
ties, yields 0.0003, 0.0005, and 0.0010 m/yr for Northing, Easting and Height
respectively. This agreement is indicative of the precision of the network.
This high precision suggests that the alignment of the network to the ITRF
is acceptable and that the computed velocities for non IGS stations within
this project’s network (such as Trignet stations) may have similar precision.
Also, the agreement between the IGS published velocities and the computed
velocities is independent of the length of the data span of the segment repre-
sentative of the station velocity (that is for segments greater than 2.5 years)
which is emphasised by a 0.23 computed correlation.
Excluding SYOG, MALI, and SEY1 (the IGS stations that were made ex-
ception for in aligning to the ITRF), then an RMS of the post fit velocity
residuals of 0.00037, 0.00042 and 0.00072 m/yr (as listed in Table 5.3) for
North, East and Height respectively is computed. This RMS of the post
fit residuals is of equal magnitude to the WRMS of the post fit velocity
residuals of the 14 parameter transformation between the ITRF2005 and
ITRF2008 (these parameters are cited by Altamimi et al. (2011)).
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Table 5.3: WRMS and RMS of the post fit velocity residuals for the 14
parameter transformation from ITRF2005 to ITRF2008 and this Projects
Network to the ITRF2008 respectively, as well as average velocity uncer-
tainty.
North (m/yr) East (m/yr) Height (m/yr)
ITRF05 - ITRF08 0.0004 0.0004 0.0007
(WRMS)
Proj NetW. - ITRF08 0.00037 0.00042 0.00072
(RMS)
Velocity Uncertainty 0.00037 0.00037 0.00076
(Mean)
In computing a 14 parameter transformation between the ITRF2005 and
ITRF2008 using 179 common stations, the WRMS of the post fit residuals
of 0.0004, 0.0004, and 0.0007 m/yr for North, East and Height components
are respectively (Altamimi et al., 2011). This WRMS of the post fit residu-
als may be as a result of ITRF2005 deficiency, ITRF2008 deficiency, velocity
precision or a combination of these factors. The GPS intrinsic precision has
improved minimally overtime (Ray, 2010). This is true for GPS precision
whether expressed solely in the ITRF2005 or ITRF2008 (Ray, 2010). With
this in mind then the WRMS of the post fit residuals may be representative
of the GPS intrinsic velocity precision, rather than being entirely dominated
by ITRF system noise.
This WRMS of the post fit velocity residual between ITRF’s is echoed in
section 5.1.1, in which an average velocity uncertainty of 0.00037, 0.00037
and 0.00076 m/yr is computed for the North, East and Height components
respectively, suggesting that the WRMS of the post fit residuals between the
ITRF2005 and ITRF2008, and the RMS of the post fit residuals between
this projects estimated IGS velocities and the published IGS velocities may
indeed represent GPS intrinsic velocity precision.
5.3.2 Trignet velocity field
The interrogation of Trignet segment spans forms the basis of its station
velocity analysis. Only segments with data spans in excess of 2.5 years were
accepted to represent the relevant station’s velocity. If a station has two or
more segments, then the segment with the longest data span that does not
have significant data gaps and has a data series that is sufficiently dense is
selected to represent that station’s velocity.
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Table 5.4 shows the computed velocity for the North, East and Height com-
ponents for the Trignet stations along with the data span of the selected
stations.
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Table 5.4: Computed velocities of the North, East and Height components
for Trignet stations
Station Northing Easting Height Segment Type
Name (m/yr) (m/yr) (m/yr) Span (yrs)
ANTH 0.0183 0.0171 -0.0001 10 TRIGNET
BENI 0.0180 0.0167 -0.0001 3 TRIGNET
BETH 0.0178 0.0173 -0.0002 5 TRIGNET
BISO 0.0185 0.0150 0.0002 2.5 TRIGNET
BRIT 0.0182 0.0188 0.0001 4 TRIGNET
BRNK 0.0182 0.0182 -0.0001 2.5 TRIGNET
BWES 0.0187 0.0172 -0.0005 5 TRIGNET
CALV 0.0188 0.0177 -0.0005 5 TRIGNET
CTWN 0.0187 0.0171 -0.0001 4.5 TRIGNET
DEAR 0.0184 0.0175 -0.0002 10 IGS
DRBN 0.0174 0.0170 -0.0001 5 TRIGNET
ELDN 0.0180 0.0164 -0.0007 6 TRIGNET
EMLO 0.0170 0.0182 0.0010 5 TRIGNET
ERAS 0.0177 0.0188 0.0006 5 TRIGNET
GDAL 0.0181 0.0190 -0.0014 5 TRIGNET
GRHM 0.0176 0.0160 -0.0001 5 TRIGNET
GRNT 0.0186 0.0179 -0.0004 5 TRIGNET
HEID 0.0175 0.0172 0.0010 2.6 TRIGNET
HNUS 0.0188 0.0171 -0.0009 10 IGS
IXOP 0.0177 0.0169 -0.0032 2.6 TRIGNET
KLEY 0.0182 0.0180 -0.0003 10 TRIGNET
KMAN 0.0183 0.0186 -0.0002 7.5 TRIGNET
KSTD 0.0179 0.0178 0.0003 5 TRIGNET
LGBN 0.0190 0.0178 -0.0009 10 TRIGNET
LSMH 0.0177 0.0175 -0.0002 7.5 TRIGNET
MALM 0.0184 0.0176 -0.0019 3 TRIGNET
MBRG 0.0183 0.0176 -0.0012 3.5 TRIGNET
MFKG 0.0191 0.0192 -0.0008 6 IGS
MRIV 0.0174 0.0172 -0.0002 2.7 TRIGNET
NSPT 0.0174 0.0180 -0.0001 10 TRIGNET
NYLS 0.0177 0.0186 -0.0009 6 TRIGNET
PBWA 0.0173 0.0187 -0.0001 5 TRIGNET
PELB 0.0182 0.0163 -0.0004 5 TRIGNET
PMBG 0.0176 0.0167 0.0000 5 TRIGNET
PRET 0.0161 0.0186 0.0000 7 TRIGNET
PSKA 0.0185 0.0180 -0.0003 8.5 TRIGNET
PTBG 0.0180 0.0184 -0.0007 6 TRIGNET
QTWN 0.0181 0.0170 -0.0004 3.5 TRIGNET
SBOK 0.0189 0.0185 -0.0005 10 IGS
SCOT 0.0182 0.0166 -0.0007 2.7 TRIGNET
SPRT 0.0186 0.0190 -0.0014 2.8 TRIGNET
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Tabel 5.4 continued
Station Northing Easting Height Segment Type
Name (m/yr) (m/yr) (m/yr) Span (yrs)
STBS 0.0189 0.0174 -0.0005 3 TRIGNET
TDOU 0.0159 0.0191 -0.0001 5 IGS
ULDI 0.0178 0.0170 -0.0024 6 IGS
UMTA 0.0176 0.0169 -0.0002 8 IGS
UPTA 0.0184 0.0185 -0.0002 5 TRIGNET
VERG 0.0179 0.0177 -0.0004 4 TRIGNET
WORC 0.0190 0.0176 -0.0023 3 TRIGNET
To improve the consistency of the combined velocity solution, eleven Trignet
stations were excluded. This exclusion was based on an iterative solution,
which incorporated a crude comparison with velocities generated using the
NUVEL-1A velocity model, and examining the outliers. These stations
are GEOR, GEOA, BFTN, KRUG, POTG, GREY, CPNT, STAN, OKNY,
MBRY and DRBA.
Analysis of these stations time series reveal that: (a) stations GEOR and
GEOA have multiple physical locations, and is not suitable for such study.
(b) Station BFTN shows unexplainable behaviour as depicted in the time se-
ries plot in Figure 5.14. Station BFTN’s unexplainable behaviour is echoed
by Malservisi et al. (2013), who suggests that the station’s position may
succumb to hydrological effects. (c) Station KRUG has 6 unaccounted dis-
continuities in a 6 year period, hence no segment longer than 2.5 years. (d)
Stations POTG, GREY, CPNT, STAN, OKNY, MBRY and DRBA all have
less than 2.5 years of logged GPS data, or do not have resultant data seg-
ments corresponding to more than 2.5 years of logged data.
These computed velocities in Table 5.4 along with the IGS, Trignet stations
HRAO, HARB and SUTH velocities as estimated for this project, will be
used to solve for an Euler vector for South Africa, determine South Africa
plate rigidity, and determine whether the North East Region of South Africa
has a statistically different GPS velocity field to the rest of South Africa.
5.3.3 Euler Vector Estimate
This section analyses the computed Euler vector that is derived using the
Trignet estimated velocities in section 5.3.2 and introducing the uncertainty
value for each estimated station velocity as derived in section 5.1.1.
The consistency of the computed Euler Vector is investigated using two
tests: the Altamimi et al. (2012) 3-sigma-3 test in which the residual and
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its relation to the input uncertainty is considered, and the second test is a
χ2 goodness-of-fit test (GoF).
The CATS uncertainty computed for each station is used to weight the least
squares Euler vector solution. Since the uncertainty is computed in a pro-
jected local system (i.e. North, East and Height), it is converted to X, Y and
Z cartesian system that is compatible with the Euler vector computation.
Thereafter, the weighting takes on the form 1/(uncertainty)2, with uncer-
tainty representing the uncertainty along the respective X, Y or Z cartesian
axes.
An Euler vector with an angular velocity 0.277 deg/Myr (i.e. degrees per
million years) and a pole of rotation at latitude 50.768 and longitude -84.865
degrees is computed. In establishing this Euler vector an iterative method
was adopted. A description of the solution is as follows. (a) Only station
IXOP residual exceeded the 3 mm/yr threshold (the first part of the 3-
sigma-3 test). (b) In the second part of the 3-sigma-3 test, in which the
residual should not exceed three times the respective station velocity un-
certainty, then PRET, TDOU and ULDI fail the test. (b) Including these
stations in the solution yields a goodness-of-fit test of 2.43, suggesting very
poor fit. These stations were excluded and the solution iterated. (c) Anal-
ysis after iteration: All stations passed the 3-sigma-3 test, however a poor
GoF value of 1.76 was computed. (d) Eventually a GoF value of 1.07 was
computed through iteration by excluding PRET, TDOU, MFKG, ULDI,
MBRG, IXOP, SPRT and GDAL.
Station MFKG and IXOP fall outside of the area being investigated. How-
ever, MFKG, PRET, TDOU and GDAL have been identified in the previous
study by Malservisi et al. (2013) as being problematic. PRET is stationed on
top of a building, increasing its uncertainty. MFKG and TDOU are erected
in gravel sand (see Table 3.1), rendering them unstable.
Station IXOP has an excessive height velocity as compared to the rest of
the South African stations. The GPS height velocity is known to be poorly
defined compared to the horizontal component velocities (Blewitt, 2002; Al-
tamimi et al., 2011). For this reason an Euler vector was computed by
minimising the height velocities of the input station velocities to zero. The
analysis assumes the same procedure as with the height inclusive Euler vec-
tor.
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Euler Vector: Minimised Height Velocity Solution
For this test, the height uncertainty is also reduced to zero before converting
the uncertainty to an XYZ cartesian system.
An Euler vector with an angular velocity of 0.273 deg/Myr and a pole of
rotation at latitude 50.845 and longitude -82.828 is estimated through iter-
ation. A final 1.10 GoF is computed by excluding stations PRET, TDOU,
MFKG, BENI, GRNT and EMLO. In this computation IXOP is statistically
accepted as part of the solution, as well as MBRG, GDAL and SPRT.
The difference in angular velocity between the two solutions equates to 0.4
mm/yr, which is within the error bounds of GPS (error bounds as described
by Altamimi et al. (2012)). That said, reducing the height velocity to zero
resulted in only 6 stations being excluded as opposed to 8. Three of these
stations are common. They are PRET, TDOU and MFKG.
GRNT, along with these three stations are highlighted by Malservisi et al.
(2013) as misfits to the computed Euler vector in their study. GRNT may
be subject to noise relating the filling of artificial lakes as suggested by
Malservisi et al. (2013).
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Analysing the North East Euler Vector
An Euler vector for the North East Region is computed and the consistency
of the solution is analysed (following the same method of analysis as de-
scribed in section 5.3.3). Here, the vertical velocity was minimised to zero.
The North East boundary is estimated based on the boundary used in the
Altamimi et al. (2012) global kinematic model. This boundary is depicted
in Figure 5.17.
An initial χ2 per degree of freedom value of 5.79 was computed. For this so-
lution, stations TDOU, PRET, MBRG and BENI failed the second phase of
the 3-σ-3 test. An eventual χ2 per degree of freedom of 1.09 is computed by
excluding stations TDOU, PRET, MBRG, BENI, EMLO and GDAL. The
angular velocity computed for this solution is 0.269 deg/Myr, with a pole of
rotation at latitude 50.936 and longitude -81.160. These results are statisti-
cally similar to the previous Euler computations as described in section 5.3.3.
Stations TDOU, PRET, BENI, GDAL and EMLO were also excluded in the
previous solution in which the vertical velocity was minimised as described
in section 5.3.3. Station MBRG was excluded in the previously computed
solution that included vertical velocities. The fact that the same stations are
excluded to attain acceptable GoF values for the computation of the kine-
matics of the North East Region and for the entire South African velocity
network alludes to a constant GPS velocity field across South Africa. This
further emphasis that these misfit stations computed velocities may not be
representative of the actual site velocities.
The network of stations that surrounds these misfit stations are statistically
accepted as part of the greater South Africa GPS velocity field. These mis-
fit stations are also geographically scattered, further alluding to a uniform
South African GPS velocity field. These problematic stations may not be
suitable for a long term solution.
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5.3.4 South African Plate Rigidity
South Africa’s Euler vector consistency has been extensively investigated in
this section. Within each of the 3 Euler investigations, i.e. Euler height
inclusive vector, Euler height exclusive vector and North East Euler Vector,
yields GoF value of approximately 1, which suggests a rigid South African
plate. Stations MFKG, PRET, TDOU, GRNT, BENI and EMLO are SA ve-
locity field misfits. These misfit station velocities may be attributed to their
monumentation. This plate rigidity conclusion is confirmed by Malservisi
et al. (2013) study.
5.3.5 Comparing the computed Euler Vector to Previous
Work
Table 5.5 summarises the comparison of this projects computed Euler Vec-
tor to previously computed Euler vectors that may describe South Africa’s
velocity field.










Fernandes et al. (2004) 0.256 51.07 -81.11
Stamps et al. (2008) 0.244 51.24 -80.39
Altamimi et al. (2012) 0.262 50.05 -80.97
Malservisi et al. (2013) 0.275 49.71 -82.39
Computed for Project 0.273 50.85 -82.83
Fernandes et al. (2004) computes an Euler vector for the Nubian plate using
15 GPS stations. An angular velocity of 0.256 with a pole of rotation at
latitude: 51.07 and longitude: -81.11 is computed in their study.
In determining a set of stations that best describes a plate, Stamps et al.
(2008) chose four sensor stations that showed the best agreement in de-
scribing the Nubian Plate. Thereafter, each of the remaining GPS stations
within the Nubia system were added one-by-one to the four core stations
based on their statistical agreement. A subset of 14 stations best described
the Nubian kinematics within the ITRF2005 reference frame. They compute
CHAPTER 5. RESULTS AND ANALYSIS 100
a pole of rotation at latitude: 51.2445 longitude: -80.3948 and an angular
velocity of 0.2441 degrees per million years (deg/Myr).
Altamimi et al. (2012) computes the Nubian Plate kinematics using 11 GPS
stations as part of a global solution within the ITRF2008 reference frame.
Their solution excludes HRAO, HARB and RBAY because of these stations
proximity to the proposed Nubia-Somalia plate boundary as it traverses
South Africa. Their Euler vector computed for South Africa has an angular
velocity of 0.262 deg/Myr with a pole of rotation at latitude: 50.0544 and
longitude: -80.9733.
Malservisi et al. (2013) compute an Euler vector for South Africa of latitude:
49.71, longitude: -82.39 and 0.275 deg/Myr using 36 Trignet stations within
the ITRF2005.
The difference in position is minor, however the difference in the angular
velocities between certain projects are significant. Using Altamimi et al.’s
(2012) study as a reference, Stamps et al. (2008) compute an angular ve-
locity that differs by 2 mm/yr, which exceeds the current expected velocity
accuracy. This may be attributed to differences in reference frame and in
station selection.
The Fernandes et al.’s (2004) study agrees well with Altamimi et al.’s (2012)
study (within 1 mm/yr linear velocity). However, 8 of the 15 stations had
less than 2,5 years of GPS observations (see section 3.1.2) which lowers the
confidence in the computation, and, hence, is not considered.
Comparing Malservisi et al.’s (2013) computed Euler vector to Altamimi
et al.’s (2012) computed Euler vector, a difference of 1.4 mm/yr in the lin-
ear velocity is observed. This difference may also be attributed to differences
in reference frames, as well as to the spatial distribution of the stations as
Malservisi et al.’s (2013) study was centred around South Africa, rather
than the entire Nubian Plate.
Similarly, this project’s angular velocity agrees within 1.2 mm/yr to that
computed by Altamimi et al. (2012).
This project, Malservisi et al. (2013), and Altamimi et al. (2012) Euler vec-
tors are statistically similar. However this project shows more agreement
with the Malservisi et al. (2013) study. The Altamimi et al. (2012) study
made use of 11 stations across the Nubian plate, whereas this projects Euler
vector is computed with South African station velocities.
The similarity between this project’s solution and Malservisi et al.’s (2013)
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solution may be due to (a) this study and the Malservisi et al. (2013) study
being centred around South Africa; (b) both making use of Trignet data;
(c) similar data spans were used in both studies; (d) both studies used the
Bernese 5.0 Precise GNSS Processing software to process the data; and (e)
Malservisi et al. (2013) makes use of the Alan Variance of Rate (AVR) es-
timator to determine GPS station velocity uncertainty which has similar
performance to the CATS algorithm (Hackl et al., 2011).
The consistency of the Euler vector computations between these studies (i.e
Altamimi et al. (2012), Malservisi et al. (2013) and this study) validates this
project’s method in determining a South African Euler Vector.
5.3.6 Synthesis of Results
In concluding this section, the optimal solution that is representative of
South Africa’s GPS kinematics is the minimised vertical velocity solution
that incorporates all Trignet stations (with acceptable data spans) used for
this project, excluding PRET, TDOU, MFKG, BENI, GRNT and EMLO.
PRET is constructed on a building, MFKG and TDOU’s foundation are
placed in unstable ground and not tied to bedrock, GRNT may be affected
by hydrological affects, and EMLO and BENI monumentation is unknown.
The Euler vector that relates to this solution has an angular velocity of 0.273
deg/Myr, with a pole of rotation at latitude 50.845 and longitude -82.828.
Analysis of an independent North East Region reveals that statistically sim-
ilar Euler vectors are computed for this independent solution and for the
entire Trignet network solution. Also, these solutions exclude a similar set
of stations.
With respect to aligning to the ITRF2008, an RMS of the postfit velocity
residuals of 0.00037, 0.00042 and 0.00072 m/yr for North, East and Height
components respectively was computed. This RMS of the post fit residuals is
similar to the WRMS post-fit velocity residuals of the 14 parameter trans-
formation from ITRF2005 to ITRF2008. This suggest that this project’s
computed velocity may have attained the current ITRF velocity precision
threshold.
This project finds that South Africa, which includes the North East Region,
has a uniform velocity field. This implies that there are no intra-continental
blocks and no evidence of an extension of the EAR in South Africa. The
reasons for this support are: (a) a uniform GPS velocity field has been es-
tablished with the use of Trignet and IGS GPS data; (b) the computed Euler
vector is in agreement with previous kinematic studies (such as Altamimi
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et al. (2012) and Malservisi et al. (2013)); and (c) this projects computed




The use of GPS in the study of tectonic plate kinematics over the years has
proved very effective. For plates to be accurately modelled, the GPS data
processing strategy and the management of the time series are essential.
This is particularly necessary when the rifting rate between tectonic plates
are small, approaching the GPS velocity precision threshold.
The EAR has one of the slowest divergent rates, with 6-7 mm/yr at the
Northern end and approximately 2 mm/yr at about 25 degrees south (which
coincides with the northern latitudes of South Africa). Hence, to determine
the kinematics of the North East Region of South Africa, through which the
Nubia-Somalian boundary may traverse, careful management of the data
series is essential to avoid bias.
An extensive research method was applied to determine an accurate and
precise South African GPS velocity field. The results of the research are
summarised under ”Synthesis of Results” in section 5.3.6. This chapter
contains implications of the results and recommendations.
6.1 Implications
A high quality South African velocity field has been established for this
project. Based on these Trignet velocities, an Euler vector and its consis-
tency has been validated. The South African GPS velocity field is uniform
within the scope of this project. The implications of a uniform South African
velocity may be twofold:
1. If South Africa’s velocity field is accepted as uniform, then the EAR is
likely to extend east of South Africa, rather than through the North East
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Region of South Africa.
2. Secondly, the rifting rate of the Nubian-Somalia boundary at the lati-
tudes of South Africa is approximately 2 mm/yr. The current GPS velocity
precision is 1-2 mm/yr. To be able to detect rifting velocities of this magni-
tude, then a system that has a velocity precision of better than 0.7 mm/yr
is required. This project velocity precision exceeds this threshold.
Further implications of this study is that GPS global kinematic studies such
as the ITRF2008 plate motion model, should include stations such as HRAO
and HARB (rather than being excluded on the basis of tectonic boundary
proximity) in its study as South Africa’s GPS velocity field is uniform. This
will improve the stability of the Nubian velocity computation as more sta-
tions will be available.
6.2 Recommendations
It is recommended that Trignet station beacon construction be documented
and made available to users. All new Trignet stations should be tied to
bedrock (if possible) to ensure a long term, stable solution.
To improve the Trignet network and to investigate poor performing stations,
it is recommended that the Trignet network be computed daily. These daily
computations may be combined to form various long term Trignet realiza-
tions, following the combined methodology presented in this thesis. This
practice should be extended to an African Reference Frame (AFREF) in
which Trignet, AFREF and the ITRF frames are aligned.
It is recommended that Trignet station events such as maintenance, antenna
changes, equipment changes, etc., be documented to aid in the detection of
discontinuities. The Variance Factor Discontinuity Algorithm adopted for
this project should be extended to include incremental windows, so that
jumps in time series that are separated by a minimal time difference can be
detected.
The latest version of Bernese GNSS software (i.e. Bernese 5.2) should be
used to process daily GPS solutions to determine accurate and precise sta-
tion velocities. Bernese version 5.2 makes use of improved atmospheric mod-
els and processing strategies which improves the precision of the daily solu-
tion. Along with the improved processing algorithms, the ITRF2013 should
be employed when available, and all daily solutions should be aligned to this
latest ITRF.
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With respect to station segment selection to represent site velocity, a method
of tying the resultant segments before and after a time series discontinuity
to compute the combined solution is an alternative approach that can be
applied (rather than selecting station time series segments to represent site
velocities) and should be investigated within the realms of a South African
velocity field.
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