We study the combinatorial problem which consists, given a system of linear relations, of nding a maximum feasible subsystem, that is a solution satisfying as many relations as possible. The computational complexity of this general problem, named Max FLS, is investigated for the four types of relations =, , > and 6 =. Various constrained versions of Max FLS, where a subset of relations must be satis ed or where the variables take bounded discrete values, are also considered. We establish the complexity of solving these problems optimally and, whenever they are intractable, we determine their degree of approximability. Max FLS with =, or > relations is NP-hard even when restricted to homogeneous systems with bipolar coe cients, whereas it can be solved in polynomial time for 6 = relations with real coe cients. The various NP-hard versions of Max FLS belong to di erent approximability classes depending on the type of relations and the additional constraints. We show that the range of approximability stretches from Apxcomplete problems which can be approximated within a constant but not within every constant unless P=NP, to NPO PB-complete ones that are as hard to approximate as all NP optimization problems with polynomially bounded objective functions. While Max FLS with equations and integer coe cients cannot be approximated within p " for some " > 0, where p is the number of relations, the same problem over GF (q) for a prime q can be approximated within q but not within q " for some " > 0. Max FLS with strict or nonstrict inequalities can be approximated within 2 but not within every constant factor.
Introduction
We consider the general problem of nding maximum feasible subsystems of linear relations for the four types of relations =, , > and 6 =. The basic versions, named Max FLS R with R 2 f=; ; >; 6 =g, are de ned as follows: Given a linear system AxRb with a matrix A of size p n, nd a solution x 2 R n which satis es as many relations as possible.
Di erent variants of these combinatorial problems occur in various elds such as pattern recognition 38, 13] , operations research 23, 18, 17] and arti cial neural networks 3, 21, 33, 32] .
Whenever a system of linear equations or inequalities is consistent, it can be solved in polynomial time using an appropriate linear programming method 27] . If the system is inconsistent, standard algorithms provide solutions that minimize the least mean squared error. But such solutions, which are appropriate in linear regression, are not satisfactory when the objective is to maximize the number of relations that can be simultaneously satis ed.
Previous works have focused mainly on algorithms for tackling various versions of Max FLS. Among others, the weighted variants were studied in which each relation has an associated weight and the goal is to maximize the total weight of the satis ed relations. Surprisingly enough, only a few results are known on the complexity of solving some special cases of Max FLS to optimality and none concerns their approximability.
Johnson and Preparata proved that the Open Hemisphere and Closed Hemisphere problems, which are equivalent to Max FLS > and Max FLS , respectively, with homogeneous systems and no pairs of collinear row vectors of A, are NP-hard 23] . Moreover, they devised a complete enumeration algorithm with O(p n?1 log p) time-complexity, where n and p denote the number of variables and relations, that is also applicable to the weighted and mixed variant.
Greer developed a tree method for maximizing functions of systems of linear relations that is more e cient than complete enumeration but still exponential in the worst case 18]. This general procedure can be used to solve Max FLS with any of the four types of relations.
Recently the problem of training perceptrons, which is closely related to Max FLS > and Max FLS , has attracted a considerable interest in machine learning and discriminant analysis 19] . For nonlinearly separable sets of vectors, the objective is either to maximize the consistency, i.e. the number of vectors that are correctly classi ed, or to minimize the number of misclassi cations. These complementary problems are equivalent to solve optimally but their approximability can di er enormously. While some heuristic algorithms have been proposed in 15, 14, 32] , Amaldi extended Johnson's and Preparata's result by showing that solving these problems to optimality is NP-hard even when restricted to perceptrons with bipolar inputs in f?1; 1g 3] . In other words, Mixed Hemisphere remains NP-hard if the coe cients take bipolar values. H o gen, Simon and van Horn proved in 21] that minimizing the number of misclassi cations is at least as hard to approximate as minimum set cover. Thus, according to 9], it is very hard to approximate. But nothing is known about the approximability of maximizing perceptron consistency.
Variants with mixed types of relations do also occur in practice. A simple example arise for instance in the eld of linear numeric editing. Assuming that a database is characterized by all vectors in a given polytope, we try to associate to every given vector a database vector while leaving unchanged as many components as possible 18] . In terms of linear systems, this amounts to nding a solution that satis es as many 6 = relations as possible subject to a set of nonstrict inequality constraints.
There have recently been new substantial progresses in the study of the approximability of NP-hard optimization problems. Various classes have been de ned and di erent reductions preserving approximability have been used to compare the approximability of optimization problems (see 25] ). Moreover, the striking results which have recently been obtained in the area of interactive proofs triggered new advances in computational complexity theory. Strong bounds were derived on the approximability of several famous problems like maximum independent set, minimum graph colouring and minimum set cover 6, 31, 9] . These results have also important consequences on the approximability of other optimization problems 8] .
A remarkably well-characterized approximation problem is that relative to Max FLS = over GF(q) where the equations are degree 2 polynomials that do not contain any squares as monomials. H astad, Phillips and Safra have shown that this problem can be approximated within q 2 =(q ? 1) but not within q ? " for any " > 0 unless P = NP 20] . The same problem over the rational numbers or over the real numbers cannot be approximated within n 1?" for any " > 0, where n is the number of variables.
The paper is organized as follows. Section 2 provides a brief overview of the important facts about the hierarchy of approximability classes that will be used throughout this work.
In section 3 we prove that solving the basic Max FLS R with R 2 f=; ; >g optimally is intractable even for homogeneous systems with bipolar coe cients and we determine their degree of approximability. Various constrained versions of the basic problems are considered in sections 4 and 5. First we focus on variants where a subset of relations must be satis ed and the objective is to nd a solution ful lling all mandatory relations and as many optional ones as possible. Then we consider the particular cases in which the variables are restricted to take a nite number of discrete values. In section 6 the overall structure underlying the various results is discussed and open questions are mentioned. The appendix is devoted to three interesting special cases whose last two arise in discriminant analysis and machine learning. S F (x) is the space of feasible solutions on input x 2 I F . The only requirement on S F is that there exist a polynomial q and a polynomial time computable predicate such that for all x in I F , S F can be expressed as S F (x) = fy : jyj q(jxj)^ (x; y)g where q and only depend on F. m F : I F ! N, the objective function, is a polynomial time computable function. m F (x; y) is de ned only when y 2 S F (x). opt F 2 fmax; ming tells if F is a maximization or a minimization problem.
Solving an optimization problem F given the input x 2 I F means nding a y 2 S F (x) such that m F (x; y) is optimum, that is as large as possible if opt F = max and as small as possible if opt F = min. Let opt F (x) denote this optimal value of m F .
Approximating an optimization problem F given the input x 2 I F means nding any y 0 2 S F (x). How good the approximation is depends on the relation between m F (x; y 0 ) and opt F (x). The performance ratio of a feasible solution with respect to the optimum of a maximization problem F is de ned as R F (x; y) = opt F (x)=m F (x; y) where x 2 I F and y 2 S F (x). De nition 2 An optimization problem F can be approximated within c for a constant c if there exists a polynomial time algorithm A such that for all instances x 2 I F , A(x) 2 S F (x) and R F (x; A(x)) c. More generally, an optimization problem F can be approximated within p(n) for a function p : Z + ! R + if there exists a polynomial time algorithm A such that for every n 2 Z + and for all instances x 2 I F with jxj = n we have that A(x) 2 S F (x) and R F (x; A(x)) p(n).
Although various reductions preserving approximability within constants have been proposed (see 7, 10, 26, 35] The class of all polynomially bounded NPO problems is called NPO PB.
All versions of Max FLS are included in NPO PB since their objective function is the number of satis ed relations or the total weight of the satis ed relations.
De nition 5 Given an NPO problem F and a class C, F is C-hard if every G 2 C can be L-reduced to F. F is C-complete if F 2 C and F is C-hard.
In the middle of this range we nd the important class Apx, which consists of problems that can be approximated within some constant, and the subclass Max SNP, which is syntactically de ned 36]. Several maximization problems have been shown to be Max SNP-complete, and recently it was shown that these problems are also Apx-complete 28, 7] .
Provided that P 6 = NP it is impossible to nd a polynomial time algorithm that approximates a Max SNP-hard (or Apx-hard) problem within every constant 6]. Thus showing a problem to be Apx-complete describes the approximability of the problem quite well: it can be approximated within a constant but not within every constant.
The maximum independent set problem cannot be approximated within n " for some " > 0, where n is the number of nodes in the input graph 6]. If there is an approximation preserving reduction from Max Ind Set to an NPO problem F we say that F is Max Ind Set-hard, which means that it is at least as hard to approximate as the maximum independent set problem.
There exist natural problems that are complete in NPO PB, for example Max PB 0 ? 1 Programming 10] . These are the hardest problems to approximate in this class since every NPO PB problem can be reduced to them using an approximation preserving reduction 11].
The purpose of this paper is to show where the di erent versions of Max FLS are placed in this hierarchy of approximability classes. We will see that the approximability of apparently similar variants can di er enormously.
Complexity of Max FLS R
In this section we focus on the basic Max FLS R with R 2 f=; ; >g. We rst prove that these problems are hard to solve optimally and then determine their degree of approximability. Several special cases that can be solved in polynomial time are also mentioned. Note that Max FLS with 6 = relations is trivial because any such system is feasible. Indeed, for any nite set of hyperplanes associated with a set of linear relations there exists a vector x 2 R n that does not belong to any of them.
Optimal solution
In order to determine the complexity of solving Max FLS R with R 2 f=; ; >g to opti- a ij x j = 1 for i = 1; : : :; 3q;
where a ij = 1 if the element s i 2 C j and a ij = 0 otherwise, as well as the additional ones x j = 1 for j = 1; : : :; m; (2) x j = 0 for j = 1; : : :; m:
Moreover, we set K = 3q + m. Clearly K is equal to the largest number of equations that can be simultaneously satis ed.
Given any exact cover C 0 C of (S; C), the vector x de ned by Conversely, suppose that we have a solution x that satis es at least K = 3q +m equations of (A; b). By construction, this implies that x ful ls all equations of type (1) and m equations of types (2){(3). Thus the subset C 0 C de ned by C j 2 C 0 if and only if x j = 1 is an exact cover of (S; C).
The reduction can easily be extended to homogeneous Max FLS = . We just need to add a new variable x m+1 with a i;m+1 = ?b i for all i, 1 i p, and to observe that in any non trivial solution x we must have x m+1 6 = 0. Indeed, x m+1 = 0 would necessarily imply x j = 0 for all j, 1 j m. 2
The question arises as to whether the problem is still intractable for systems with bipolar coe cients in f?1; 1g. Corollary 2 Max FLS = remains NP-hard for homogeneous systems with bipolar coecients. Proof We extend the above reduction by using a duplication technique that allows to reduce systems with ternary coe cients in f?1; 0; 1g to systems with bipolar coe cients in f?1; 1g. The idea is to replace each variable x j , 1 j n, by two variables that are forced to be equal and that have only bipolar coe cients.
Consider an arbitrary instance of homogeneous Max FLS = with ternary coe cients arising from an instance of Exact 3-sets Cover. Without loss of generality, we can assume that a ij 2 f?2; 0; 2g. This simple multiplication by a factor 2 does not a ect the set of solutions but makes all coe cients even. Since the absolute value of a ij is either 0 or 2, we can construct a system with bipolar coe cients that is equivalent to (1) given by y j = x d j 2 e satis es the corresponding equationãy = 0. Furthermore, if y 2i = y 2i?1 for 1 i n andãy = 0 then the vector x given by x i = y 2i?1 , 1 i n, is a solution of ax = 0. Thus, in order to construct an equivalent system with only f?1; 1g coe cients we must add new equations that eliminate the n additional degrees of freedom that have been introduced by mapping the original n-dimensional problem into the 2n-dimensional one. In particular, we should ensure that y 2i = y 2i?1 for all 1 i n. 
Thus we have a system with jV j variables and jEj + jV j strict inequalities. We claim that the given graph G contains an independent set I of size s if and only if there exists a solution x satisfying all inequalities of type (5) and s inequalities of type (6) .
Given an independent set I V of size s, the solution obtained by setting
satis es all edge-inequalities (5) and all the node-inequalities (6) corresponding to a node v i 2 I. Moreover the jV j ? s inequalities associated with v i = 2 I are not ful lled because x i < 0.
Conversely, given an appropriate solution x we consider the set I V containing all nodes whose second type inequality is satis ed. The size of I is obviously equal to s. We verify by contradiction that I is an independent set. Suppose that x ful ls all edge-inequalities and s node-inequalities. If I contains two adjacent nodes v i and v j , then we must have, on one hand, x i > 0 and x j > 0 and, on the other hand, x i + x j < 0, which is impossible. Hence I is an independent set of cardinality s.
In order to complete the proof we must make sure that all edge-inequalities are satis ed. This can be achieved by adding jV j equivalent copies of each one of them, and in particular by multiplying each edge-inequality by di erent integer factors f 2 f2; : : :; jV j + 1g. Thus we have a system with (jV j + 1)jEj inequalities of the rst type and jV j of the second one. Clearly, the given graph G contains an independent set I of size s if and only if there exists a solution x satisfying (jV j + 1)jEj + s strict inequalities.
This polynomial time reduction can be extended to Max FLS > with bipolar coe cients by applying Carver's transposition theorem 37]. According to this result, a homogeneous system Ax < 0 is feasible if and only if y = 0 is the unique solution of A t y = 0 y 0:
Thus any instance of Max FLS > can be associated with such a system. Using the technique described in the proof of corollary 2, it is then possible to construct, for each system (7) with integer coe cients taking their values in f?(jV j + 1); : : :; 0; : : :; jV j + 1g, an equivalent system with only bipolar coe cients. It su ces to add a large enough number of appropriate equations forcing the new variables associated with any original variable to be equal. 2
Consequently, Max FLS R with R 2 f=; ; >g is intractable not only when the points corresponding to the rows of A lie on the n-dimensional hypersphere but also when they belong to the n-dimensional hypercube. In such instances no pairs of relations di er by a multiplicative factor.
Since these problems are NP-hard for bipolar coe cients, they turn out to be strongly NP-hard, i.e. intractable even with respect to unary coding of the data. According to a well-known result concerning polynomially bounded problems 16], they do not have a fully polynomial time approximation scheme (an "-approximation scheme where the running time is bounded by a polynomial in both the size of the instance and 1=") unless P=NP.
Before turning to the approximability of Max FLS, it is worth noting that some simple special cases are polynomially solvable. If the number of variables n is constant, Max FLS R with R 2 f=; ; >g can be solved in polynomial time using Greer's algorithm that has an O(n p n =2 n?1 ) time-complexity, where p and n denote respectively the number of relations and variables. For a constant number of relations, these problems are trivial since all subsystems can be checked in time O(n). Moreover, they are easy when all maximal feasible subsystems (with respect to inclusion) have a maximum number of relations because a greedy procedure is guaranteed to nd a maximum feasible subsystem.
Approximate solution
The previous NP-hardness results make extremely unlikely the existence of polynomial time methods for solving the three basic versions of Max FLS to optimality. But in practice optimal solutions are not always required and approximate algorithms providing solutions that are guaranteed to be a xed percentage away from the actual optimum are often satisfactory.
We will now show that Max FLS R with R 2 f=; ; >g and integer coe cients cannot be approximated within every constant unless P=NP. The proofs are by L-reductions from the known Apx-complete problem Max 2Sat that is de ned as follows 16]. Given a nite set X of variables and a set C = fC 1 ; : : :; C m g of disjunctive clauses with at most 2 literals in each clause, nd a truth assignment for X that satis es as many clauses of C as possible.
In homogeneous Max FLS R with R 2 f=; g we are only interested in solutions where the variable(s) occurring in the largest number of satis ed equations are nonzero. This rules out the trivial solutions as well as those obtained by setting all variables to zero except one of the variables occurring in the smallest number of equations. a ij 1 x j 1 + a ij 2 x j 2 = 2 (8) a ij 1 x j 1 + a ij 2 x j 2 = 0 (9) x j 1 ; x j 2 = 1 (10) x j 1 ; x j 2 = ?1 (11) where a ij = 1 if x j occurs positively in C i and a ij = ?1 if x j occurs negatively. Thus we have a system with 6m equations.
Given a truth assignment that satis es s clauses of the Max 2Sat instance, we immediately get a solution x that satis es 2m + s equations of the Max FLS = instance. This is simply achieved by setting the variables x j to 1 or ?1 depending on whether the corresponding boolean variable is true or false in the assignment.
Consider any solution x of the Max FLS = instance. For each i, 1 i m, at most 3 equations can be simultaneously satis ed: at most one of (8){ (9) and at most one of (10){ (11) for each of the two variables. If any component of x is neither 1 nor ?1, we can set it to 1 without decreasing the number of satis ed equations. In other words, we can suppose that any solution x has bipolar components. fx jXj+i ? fx jXj+m+1 = 0 for all f 2 f1; 2; 3; 4g (18) ?fx jXj+i + fx jXj+m+1 = 0 for all f 2 f1; 2; 3; 4g (19) where the coe cients a ij are de ned as above. Thus we have a system with 14m equations and jXj+m+1 variables. Here the correspondence is between solutions of the Max 2Sat instance satisfying s clauses and feasible solutions x ful lling 10m + s equations of this homogeneous system.
Given a truth assignment that satis es s clauses, the solution obtained by setting x j = 1 for 1 j jXj depending on whether the corresponding boolean variable is true or false and x jXj+i = 1 for 1 i m + 1 satis es at least 10m + s equations. Conversely, consider an arbitrary solution x satisfying 10m + s equations. By de nition of homogeneous Max FLS = , we know that x jXj+m+1 is nonzero for m 3 because it occurs in at least 4m + s satis ed equations while any x j with 1 j jXj occurs in at most 4m equations and any x jXj+i with 1 i m in at most 13. If x jXj+i 6 = x jXj+m+1 for any i, 1 i m, we can set it to x jXj+m+1 without decreasing the number of satis ed equations. According to the same argument, any x j with 1 j jXj that is neither x jXj+m+1 nor ?x jXj+m+1 can be set to x jXj+m+1 since x jXj+i = x jXj+m+1 6 = 0 for 1 i m. Thus we can assume that all equations of types (18) ?1 (20) x j 1 ; x j 2 1
?x j 1 ; ?x j 2 ?1 (22) x j 1 ; x j 2 ?1 (23) ?x j 1 ; ?
where a ij = 1 if x j occurs positively in C i and a ij = ?1 if x j occurs negatively. The overall system has 9m inequalities.
Clearly, any solution x satis es at least two and at most three of equations (21) By taking right hand side terms with 0:1 or 0:9 absolute values, the L-reduction for Max FLS can be adapted to show that Max FLS > with no pairs of identical relations is Apx-hard. This holds for homogeneous systems with no identical inequalities and integer coe cients.
If identical relations are allowed, Max FLS is Apx-hard for systems with ternary coe cients while the L-reduction for Max FLS > can be extended to bipolar coe cients using the duplication technique of theorem 4.
The following results give a better characterization of the approximability of Max FLS R with R 2 f=; ; >g in terms of the various classes mentioned in section 2. We will consider Ramanujan graphs as G. Choose m as the least odd integer greater than log p (where log is the logarithm in base 2). We identify each node in G with an equation e i = 0, 1 i p. As If S is the set of nodes corresponding to the s equations contained in some maximum feasible subsystem, P(S; m) will be exactly the number of good m-tuples.
By assigning variables as in the optimal solution of the original problem we will satisfy at least T P(S; m) equations, so we know that any optimal solution of the new problem ful ls 
(rounded to an integer) equations.
We will show that the quotient between (25) and (26) can be bounded from below by (NT) " for some " > 0. If there exists an algorithm approximating Max FLS = within p " (where p is the number of equations) we can apply it to the constructed problem with NT equations and be sure that it gives us a solution containing more satis ed equations than (26) . Therefore the assignment given by the algorithm will approximate the original problem within 1=(1 ? ), but this is NP-hard since Max FLS = is Apx-hard (by theorem 5). Thus we just have to bound the quotient between (25) and (26) 
Using (27) and (28) we can bound the quotient between (25) and the rst term of (26) (29) We now consider N(m ? 1), the second term of (26) . In this case, we have (25) N(m ? 1) NT p ? log which, given and choosing 0 and " 0 small enough, is a positive constant, slightly smaller than = ln(1= 2 ). 2
While completing this paper we discovered that Arora, Babai, Stern and Sweedyk simultaneously addressed the complexity of one variant of this broad class of problems, namely Max FLS = 5]. They independently proved that the problem cannot be approximated within any constant factor unless P = NP, and not within a factor 2 log 0:5?" n for any " > 0 unless NP DTIME(n polylog n ), where n is the number of variables or equations. But theorem 7 is stronger because, on one hand, for large n the factor 2 log 0:5?" n is smaller than n for any xed > 0 and, on the other hand, P 6 = NP is more likely to be true than NP 6 DTIME(n polylog n ). Max This algorithm is guaranteed to provide a 2-approximation because we can always assign to y a value that satis es at least half of the inequalities in F(y). Moreover, it runs in polynomial time since each variable and each inequality are considered only once.
Since Max FLS R with R 2 f ; >g is Apx-hard and can be approximated within 2, both problems are Apx-complete. 2
Notice that this greedy-like method is similar to the 2-approximation algorithm that has been proposed for Max Sat In the appendix we deal with two interesting special cases of Max FLS R with R 2 f=; ; >g related, on one hand, to nite eld computation and, on the other hand, to discriminant analysis and machine learning.
Finally we should point out that in many practical situations di erent relations may have di erent importances. This can be modeled by assigning a weight to each relation and looking for a solution that maximizes the total weight of the satis ed relations.
Such weighted versions of Max FLS turn out to be equally hard to approximate as the corresponding unweighted versions. If the weights are polynomially bounded integers, we just need to make for each relation a number of copies equal to the associated weight. Otherwise we reduce to the polynomially bounded case by dividing the weights byw=p, wherew is the largest weight, and rounding them to the nearest integer. It is easily veri ed that the absolute error due to scaling and rounding is bounded by a constant times the optimum value. 4 Hardness of constrained Max FLS An interesting and important special case of weighted Max FLS is the constrained version, denoted by C Max FLS, where some relations are mandatory while the others are optional. The objective is then to nd a solution that satis es all mandatory relations and as many optional ones as possible. Any instance of C Max FLS is equivalent to the particular instance of weighted Max FLS where each optional relation is assigned a unit weight and each mandatory relation a weight larger than the total number of optional ones.
However, while the weighted versions of Max FLS are equally hard to approximate as the unweighted versions, most of the constrained versions turn out to be at least as hard to approximate as Max Ind Set. Thus, unless P=NP, they cannot be approximated within m " for some " > 0, where m is the size of the instance.
When considering mixed variants of C Max FLS with di erent types of mandatory and optional relations, C Max FLS R 1 ;R 2 with R 1 , R 2 2 f=; ; >; 6 =g denotes the variant where the mandatory relations are of type R 1 and the optional ones of type R 2 . Theorem 10 C Max FLS R 1 ;R 2 with R 1 , R 2 2 f ; >g is Max Ind Set-hard even for homogeneous systems. According to theorem 5, Max FLS and Max FLS > are Apx-hard and the constrained versions C Max FLS 6 =; and C Max FLS 6 =;> must be at least as hard. To approximate these problems within 2 we modify the greedy algorithm in proposition 9 so that it also takes into account the mandatory relations. When a variable value is chosen it should not contradict any of the mandatory relations that have a single unassigned variable. This is always possible since there is only a nite number of such relations while the number of possible values satisfying the largest number of optional relations is in nite. 2 
Approximability of Max FLS with bounded discrete variables
In this section we assess the approximability of Max FLS R with R 2 f=; ; >g when the variables are restricted to take a nite number of discrete values. Both extreme cases with binary variables in f0; 1g and bipolar variables in f?1; 1g are considered. The corresponding variants of Max FLS are named Bin Max FLS R and Bip Max FLS R respectively. Theorem 13 Bin Max FLS R with R 2 f=; ; >g is Max Ind Set-hard even for systems with ternary coe cients. Proof The proof is by cost preserving polynomial transformation from Max Ind Set. We rst consider Max FLS > .
Let G = (V; E) be the graph of an arbitrary instance of Max Ind Set. For each node v i 2 V we construct the strict inequality
where j is included in N(v i ) if and only if v j is adjacent to v i . Thus we have a system of jV j homogeneous inequalities with ternary coe cients. By construction, the ith inequality is satis ed if and only if x i = 1 and x j = 0 for all j, 1 j jV j, such that a j = ?1.
It is easy to verify that given an independent set I V of size s we get a binary solution satisfying the s corresponding inequalities by setting x i = 1 if v i 2 I and x i = 0 otherwise. Conversely, given any binary solution x satisfying s inequalities we obtain an independent set of size s by including in I all nodes v i , 1 i jV j, such that x i = 1.
Notice that this cost preserving polynomial transformation works also for Ax 1 or Ax = 1. This construction can be adapted to show that Bin Max FLS R with R 2 f=; ; >g is hard to approximate even when restricted to homogeneous systems. However, we must allow the coe cients to take their values in f?2; 0; 1g instead of in f?1; 0; 1g. 2 Corollary 14 Bip Max FLS R with R 2 f=; ; >g is Max Ind Set-hard even for systems with ternary coe cients and integer right hand side components.
Proof By simple cost preserving transformation from Bin Max FLS R with R 2 f=; ; >g. Proof We rst deal with homogeneous Bip Max FLS . Take an arbitrary bipolar vector x and consider the number of satis ed relations for x and ?x. If the left hand side of a relation is positive for x it will be negative for ?x and vice versa. Thus one of these antipodal vectors satis es at least half of the inequalities.
This trivial algorithm does not work for homogeneous Bip Max FLS > because many relations may be zero for both antipodal vectors. Therefore we rst look for a solution with many nonzero relations. A greedy approximation algorithm similar to the one in proposition 9 provides a solution x for which at least half of the relations are nonzero. Now one of x and ?x makes at least half of these relations, and therefore a quarter of all relations, positive. A similar reduction is used for Bin Max FLS 6 = . Both problems are in Apx since they can be approximated within 2 using a greedy algorithm similar to the one in proposition 9. 2
The following result shows that the constrained variants of Bin Max FLS R with mandatory relations, named C Bin Max FLS R 1 ;R 2 , are NPO PB-complete, that is, at least as hard to approximate as every NP optimization problem with polynomially bounded objective function.
Proposition 17 C Bin Max FLS R 1 ;R 2 is NPO PB-complete for R 1 ; R 2 2 f=; ; >; 6 =g, even for systems with ternary coe cients.
Proof We rst show the result for the problem C Bin Max FLS >;> and then extend the result to the other variants.
We proceed by cost preserving transformations from Max Dones that is known to be NPO PB-complete 25] and is de ned as follows 35]. Given two disjoint sets X; Z of variables and a collection C = fC 1 ; : : :; C m g of disjunctive clauses of at most 3 literals, nd a truth assignment for X and Z that satis es every clause in C so that the number of Z variables that are set to true in the assignment is maximized. Suppose we are given an arbitrary instance of Max Dones with the boolean variables y 1 ; : : :; y n where y j 2 Z if 1 j jZj and y j 2 X if jZj < j n. For each clause l j 1 _ l j 2 _ l j 3 2 C we consider the mandatory inequality t j 1 + t j 2 + t j 3 > 0
where, for 1 k 3, t j k = x j if l j k = y j k , t j k = 1 ? x j k if l j k = y j k , and t j k = 0 if there is no l j k (i.e. if the clause contains less than three literals). For each variable y j 2 Z with 1 j jZj we consider the optional inequality x j > 0: is valid for all versions of C Bin Max FLS R 1 ;R 2 and C Bip Max FLS R 1 ;R 2 , wherep is the number of optional relations.
Conclusions
The various versions of Max FLS R with R 2 f=; ; >; 6 =g that we have considered are obtained by placing constraints on the coe cients (left and right hand sides), on the variables and on the relations that must be satis ed. Table 1 summarizes our main approximability results. All these results hold for inhomogeneous systems with integer coe cients and no pairs of identical relations, but most of them are still valid for homogeneous systems with ternary coe cients.
Thus the approximability of similar variants of Max FLS can di er enormously depending on the type of relations. Nevertheless, there is some structure: all basic versions of Max FLS R with R 2 f=; ; >g are Apx-hard, restricting the variables to binary (bipolar) values or introducing a set of relations that must be satis ed makes them harder to approximate, and if both restrictions are considered simultaneously all problems become NPO PB-complete. The case of Max FLS 6 = is considerably di erent. Its constrained variants are intrinsically easier than the corresponding problems with the other types of relations except when constraints are imposed both on the relations and the variables. When the equations are in GF(q), it is easy to nd a solution that satis es at least 1=q of the equations. This can be achieved using a simple greedy algorithm similar to that presented in the proof of proposition 9. ? 0 for every 0 > 0; and the quotient between (25) and the rst term of (26) is, using (27) and (28) 19] . Given a set of vectors S = fa k g 1 k p R n labeled as positive or negative examples, we look for a hyperplane H, speci ed by a normal vector w 2 R n and a bias w 0 , such that all the positive vectors lie on the positive side of H while all the negative ones lie on the negative side. A halfspace H is said to be consistent with an example a k if wa k > w 0 or wa k w 0 depending on whether a k is positive or negative. In the general case where S is nonlinearly separable, a natural objective is to maximize the consistency, i.e. to nd a hyperplane that is consistent with as many a k 2 S as possible 3, 15, 32] . Proposition 20 Max H-Consistency is Apx-complete and can be approximated within 2.
Proof Max H-Consistency can clearly be approximated within 2 using the greedy algorithm of proposition 9.
In order to show that it is Apx-hard we adapt the L-reduction from Max 2Sat to Max FLS given in the proof of theorem 5. Starting with the system of 9m inequalities (20) { (24), we add two extra variables w jXj+1 and w 0 (the bias) as well as a large enough number of nonstrict inequalities forcing w 0 ; w jXj+1 0. For each clause C i , 1 i m, containing two variables x j 1 and x j 2 we consider the 10 positive examples in R n with n = jXj + 1 associated to the following inequalities: 10a ij 1 w j 1 + 10a ij 2 w j 2 + 2w jXj+1 > w 0 (37) 10w j 1 ? 8w jXj+1 > w 0 (38) ?10w j 1 + 12w jXj+1 > w 0 (39) where 1 i 3m and w jXj+i+1 are (free) variables occurring in a single inequality. Clearly, any solution (w; w 0 ) satisfying at least one pair of inequalities is such that w 0 0. Since the absolute values of all w jXj+i+1 can be taken as small as needed (these variables are unconstrained) and since at most 7m inequalities of types (38) 35] and is de ned as follows 16]. Given a nite set X of variables and a set C = fC 1 ; : : :; C m g of 2-literal clauses with only negated variables, nd a truth assignment for X that satis es every clause and that contains as many true variables as possible.
For each clause x j 1 _ x j 2 we construct a negative example a 2 R n with n = jXj, a j 1 = a j 2 = 1 and a j = 0 for 1 j n with j 6 = j 1 and j 6 = j 2 . The trivial vector 0 is also included as a negative example. Finally, we construct for each boolean variable x j the positive example a where a j = 1 and a l = 0 for 1 l n with l 6 = j. 
