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Abstract
We present results on interpolation and L1-approximation of periodic functions by trigonometric
polynomials and trigonometric blending functions. In Section 1, we obtain an error-representation formula
for Hermite–Lagrange interpolation by trigonometric polynomials in terms of the differential operator
D(2n+1) := Dnk=1(D2 + k2). In Sections 2 and 3, we establish canonical set characterization of the
best and best one-sided trigonometric L1-approximants under some restrictions. In Section 4, we obtain an
error-representation formula for multivariate Hermite–Lagrange transfinite interpolation by trigonometric
blending functions that form the kernel of the differential operator D(2m+1)θ D
(2n+1)
η . In Section 5, we give
explicit constructions of the best trigonometric blending L1-approximants to multivariate periodic functions
in terms of Hermite–Lagrange transfinite interpolation on canonical sets. Our results on best and best one-
sided L1-approximation reveal the close relationship between interpolation and best L1-approximation (see
e.g. Pinkus (1989) [15]). The non-linear problem of best L1-approximation becomes a linear interpolation
problem on certain convexity functional cones. The interpolation point set of the interpolants that are
best L1-approximants does not depend on the function to be approximated. For that reason, such an
interpolation set is called canonical set of best L1-approximation. In Section 6, we construct one-sided
transfinite trigonometric blending interpolants to multivariate periodic functions. Then, we show that
the best one-sided trigonometric blending L1-approximants to multivariate periodic functions are not
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transfinite trigonometric blending interpolants on interpolation sets consisting of vertical and horizontal line
segments.
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1. Hermite–Lagrange interpolation by trigonometric polynomials
Let
Tn := span

cos(kθ)nk=0, sin(kθ)
n
k=1

be the vector space of all trigonometric polynomials of degree ≤n. Let
θ¯l := (θ0, θ1, . . . , θl), 0 ≤ θ0 < θ1 < · · · < θl < 2π
be l + 1 interpolation nodes with positive integer multiplicities λ0, λ1, . . . , λl , correspondingly.
Denote λ¯l = (λ0, λ1, . . . , λl).
Hermite–Lagrange trigonometric interpolation problem. Given interpolation nodes θ¯l with
multiplicities λ¯l . Let f be a sufficiently smooth 2π -periodic function. Find a least
degree trigonometric polynomial interpolant t f,θ¯l ,λ¯l (θ) to f (θ) that satisfies the following
Hermite–Lagrange interpolation conditions:
t ( j)
f,θ¯l ,λ¯l
(θs) = f ( j)(θs), s = 0, 1, . . . , l; j = 0, 1, . . . , λs − 1. (1)
The solution of the Hermite–Lagrange trigonometric interpolation problem depends on the parity
of the sum of the multiplicities ω(λ¯l) :=lj=0 λ j .
Theorem A ([4]). If ω(λ¯l) is odd, then the interpolation problem (1) has a unique solution in
the vector space Tω(λ¯l )−1
2
.
Let ω(λ¯l) := 2n + 1, where n = ω(λ¯l )−12 is a non-negative integer. Denote D := ddθ . The vector
space Tn is the kernel of the linear differential operator
D(2n+1) := D(D2 + 12)(D2 + 22) · · · (D2 + n2).
In other words [18, pp. 100–105], the general solution of the linear homogeneous differential
equation D(2n+1) t = 0, t = t (θ), θ ∈ [0, 2π ] consists of all trigonometric polynomials t ∈ Tn ,
taking into account that the order of the differential equation is 2n + 1 and the dimension of Tn
is 2n + 1.
Let C˜2n+1[0, 2π) be the vector space of all 2π -periodic functions having continuous
derivatives on [0, 2π) up to order 2n + 1.
Remark 1. Note that we do not assume continuity at the points 2πk, k integer for the
functions from C˜2n+1[0, 2π). Moreover, it follows by the generalized Taylor expansion formula
[16, pp. 376,453,456] that if f satisfies D(2n+1) f (θ) ≥ 0 for θ ∈ [0, 2π) and f ∉ Tn , then
f (2π−) > f (0) and thus, f is discontinuous at 2πk, k integer. An example of such a function
is the first 2π -periodic Bernoulli function B1(θ) := θ − π, θ ∈ [0, 2π).
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We shall need the next Rolle’s type theorem for the differential operator D(2n+1). Denote by
Z {[0, 2π), f } the number of zeros for the function f in [0, 2π), counting multiplicities.
Theorem B ([10]). Let f ∈ C˜2n+1[0, 2π). Then
Z

[0, 2π), D(2n+1) f

≥ Z {[0, 2π), f } − 2n − 1.
Remark 2. By the proof of Theorem B (see [10] for details), if f ∈ C˜2n+1[0, 2π) has two
distinct zeros in [0, 2π) and at least 2n + 2 zeros counting multiplicities in [0, 2π), then there is
a ξ between the first and the last zero of f (in particular ξ ∈ (0, 2π)) such thatD(2n+1) f (ξ) = 0.
As a corollary by Theorem B we obtain an error representation formula for Hermite–Lagrange
interpolation by trigonometric polynomials. Denote by t f,θ¯l ,λ¯l (η) the unique Hermite–Lagrange
interpolation solution to the function f ∈ C˜2n+1[0, 2π) from Tn of the interpolation problem
(1), where ω(λ¯l) = 2n + 1.
Corollary 1. (a) Mean Value Theorem.Let f and g belong to C˜2n+1[0, 2π). Then for each
η ∈ [0, 2π) there exists ξ = ξ(η) ∈ (0, 2π) such that
f (η)− t f,θ¯l ,λ¯l (η)

D(2n+1)g(ξ) =

g(η)− tg,θ¯l ,λ¯l (η)

D(2n+1) f (ξ). (2)
(b) Error-representation formula. Let f belong to C˜2n+1[0, 2π). Then the following point-wise
error representation holds
f (η)− t f,θ¯l ,λ¯l (η) =
D(2n+1) f (ξ)
[n!]2

B1(η)− tB1,θ¯l ,λ¯l (η)

, (3)
where B1(η) := η − π, η ∈ [0, 2π) and ξ = ξ(η) ∈ (0, 2π).
Proof of (a). If η = θi for some i ∈ {0, . . . , l}, the equality (2) is trivial. Suppose η ∉
{θ0, . . . , θl} and consider for a fixed η the auxiliary function
F(θ) :=

f (θ)− t f,θ¯l ,λ¯l (θ)
 
g(η)− tg,θ¯l ,λ¯l (η)

−

g(θ)− tg,θ¯l ,λ¯l (θ)
 
f (η)− t f,θ¯l ,λ¯l (η)

which takes the value 0 at the points η, θ0, θ1, . . . , θl with multiplicities 1, λ0, λ1, . . . , λl .
Hence, the function F has at least 2n+ 2 zeros in [0, 2π) counting multiplicities. By Theorem B
there is a ξ ∈ (0, 2π) such that D(2n+1)F(ξ) = 0. Observing that Tn is the kernel of the
differential operator D(2n+1) and applying the differential operator D(2n+1) to F at ξ , we
complete the proof of (a). 
The error-representation (b) is a particular case of (2) with g = B1, taking into account that
D(2n+1)B1(θ) = [n!]2.
2. Best L1-approximation by trigonometric polynomials
Consider the normed vector space L1[0, 2π ] of 2π -periodic functions whose absolute value
has a finite integral on [0, 2π ] and equipped with the norm
∥ f ∥L1[0,2π ] :=
 2π
0
| f (θ)|dθ.
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Denote for simplicity ∥ f ∥1 := ∥ f ∥L1[0,2π ]. Obviously, Tn ⊂ L1[0, 2π ]. Let f ∈ L1[0, 2π ]. The
quantity
En( f )1 := inf {∥ f − t∥1 : t ∈ Tn}
is called best L1-approximation to f from Tn . The vector space Tn is a finite-dimensional
subspace of L1[0, 2π ]. According to [1, pp. 10–11], for a given f ∈ L1[0, 2π ], there exists
a best L1-approximant t∗ ∈ Tn such that En( f )1 = ∥ f − t∗∥1. See [15] for qualitative results
on best L1-approximation from finite-dimensional subspaces.
Theorem 1. Let f ∈ C˜2n+1[0, 2π) and let s f,n be the unique trigonometric interpolant from Tn
to f at the interpolation nodes kπ/(n + 1), k = 1, . . . , 2n + 1, each of multiplicity 1.
(a) If D(2n+1) f (θ) ≥ 0 for θ ∈ [0, 2π), then s f,n(θ) is the unique best L1-approximant of f
from Tn , i.e., s f,n(θ) is the unique trigonometric polynomial from Tn such that
∥ f − s f,n∥1 = En( f )1. (4)
(b) If |D(2n+1) f (θ)| ≤ M2n+1 for θ ∈ [0, 2π), then
En( f )1 ≤ M2n+1[n!]2
π2
n + 1 . (5)
Proof. The proof of (a) follows the ideas of Markov’s approximation theorem [1, pp. 82–88]
concerning L1-approximation. First, the function ψn(θ) := sign [sin((n + 1)θ)] is orthogonal to
each trigonometric polynomial from Tn with respect to the scalar product
(h1, h2) =
 2π
0
h1(θ)h2(θ)dθ, i.e.,
 2π
0
ψn(θ)t (θ)dθ = 0, t ∈ Tn . (6)
Next, Rolle’s theorem yields
ψn(θ) = δ sign

B1(θ)− sB1,n(θ)

, θ ∈ [0, 2π), δ = 1 or δ = −1. (7)
In order to complete the proof, we consider 2 cases.
(i) Assume D(2n+1) f (θ) > 0, θ ∈ [0, 2π). Let t ∈ Tn be arbitrary. From (6) and (7) we obtain
∥ f − s f,n∥1 =
 2π
0
δψn(θ)

f (θ)− s f,n(θ)

dθ =
 2π
0
δψn(θ) [ f (θ)− t (θ)] dθ
≤
 2π
0
|δψn(θ)| | f (θ)− t (θ)| dθ =
 2π
0
| f (θ)− t (θ)| dθ
with the case of equality only when ( f − t)(kπ/(n+ 1)) = 0, k = 1, 2, . . . , 2n+ 1 and this
holds only when t (θ) ≡ s f,n(θ).
By using the orthogonality relation (6), we compute
∥B1 − sB1,n∥1 =
 2π
0
B1(θ)− sB1,n(θ) dθ
=
 2π
0
sign

B1(θ)− sB1,n(θ)

B1(θ)dθ
=
 2π
0
δ signψn(θ)B1(θ)dθ
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= δ
2n+1
k=0
 (k+1)π/(n+1)
kπ/(n+1)
(−1)k(θ − π)dθ
= δ π
2
2(n + 1)2
2n+1
k=0
(−1)k(2k + 1)
= − δπ
2
n + 1 ⇒ ∥B1 − sB1,n∥1 =
π2
n + 1 (δ = −1). (8)
(ii) In the case D(2n+1) f (θ) ≥ 0 for θ ∈ [0, 2π) we need more considerations. For ε > 0, the
auxiliary function f + ε B1 − sB1,n satisfies
D(2n+1)  f + ε B1 − sB1,n > 0.
In view of this, we conclude from (i) that the trigonometric interpolant s := s f+εB1−sB1,n,n
is the unique best L1-approximant from Tn to the function f +ε

B1 − sB1,n

. Obviously, the
best L1-approximant s from Tn to f + ε

B1 − sB1,n

does not depend on the parameter ε.
By Fatou’s lemma, taking ε→ 0+ we obtain ∥ f − s∥1 = En( f )1. Hence, the trigonometric
interpolant s to f + ε B1 − sB1,n is also a best L1-approximant from Tn to f .
Uniqueness of the best trigonometric L1-approximant. In view of Corollary 1, by taking a limit
when ε→ 0+, we obtain
f + ε B1 − sB1,n− s B1 − sB1,n ≥ 0, ε ≥ 0.
Let s˜ ∈ Tn be another best L1-approximant to f from Tn , i.e., ∥ f − s˜∥1 = En( f )1. Then,
∥ f − s∥1 + ∥B1 − sB1,n∥1 = ∥ f + (B1 − sB1,n)− s∥1 ≤ ∥ f + (B1 − sB1,n)− s˜∥1
≤ ∥ f − s˜∥1 + ∥B1 − sB1,n∥1
= ∥ f − s∥1 + ∥B1 − sB1,n∥1.
Hence, the trigonometric polynomials s and s˜ are best L1-approximants to f + B1 − sB1,n . In
view of D(2n+1)( f + B1 − sB1,n) > 0 we conclude from (i) that s ≡ s˜. The proof of (a) is
completed.
The estimate (5) is a corollary by (3) and (8). It can be derived also by the inequality published
in [11, Theorem 2.4]. The proof of Theorem 1 is completed. 
Canonical set of best trigonometric L1-approximation. By Theorem 1, the non-linear problem
of best trigonometric L1-approximation becomes a linear interpolation problem in the convexity
cone
C˜2n+1+ :=

f : f ∈ C˜2n+1[0, 2π), D(2n+1) f (θ) ≥ 0 for θ ∈ [0, 2π)

.
The set of the interpolation nodes of the unique interpolant to f , that is the best L1-approximant
to f , does not change with f . In other words, the set of the interpolation nodes is invariant
with respect to the choice of the function f ∈ C˜2n+1+ . For that reason, the set of interpolation
nodes kπ/(n + 1), k = 1, 2, . . . , 2n + 1 is called canonical set of best L1-approximation to the
convexity cone C˜2n+1+ . For other results on canonical sets of best L1-approximation, see [15].
Nagy criterion and Krein kernel. Suppose that a function f˜ ∈ L1(−∞,∞) satisfies Nagy
criterion [1, pp. 183–187] with T = n + 1. Then, f˜ must be either odd or even. Suppose that f˜
is odd. If Nagy criterion holds for f˜ , then f˜ is a Krein kernel (see [1, pp. 176–183] for details),
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i.e., there exists an odd entire function f˜n ∈ L1(−∞,∞) of exponential type (n + 1) − 0 such
that
ε

f˜ (θ)− f˜n(θ)

× sin((n + 1)θ) ≥ 0, ε = ±1
almost everywhere on (−∞,∞). Then, the 2π -periodic odd functions
f (θ) :=
∞
k=−∞
f˜ (θ + 2kπ), tn(θ) :=
∞
k=−∞
f˜n(θ + 2kπ)
belong to L1[0, 2π ] and satisfy the sign inequality
ε [ f (θ)− tn(θ)]× sin((n + 1)θ) ≥ 0, ε = ±1
almost everywhere on [0, 2π). The 2π -periodic function tn , being entire of exponential type
(n + 1) − 0, is an odd trigonometric polynomial from Tn . Taking the above considerations into
account, we can say that the function f is a 2π -periodic Krein kernel. Hence, from Krein kernels
on (−∞,∞)we can construct 2π -periodic Krein kernels. From the above sign inequality we can
derive also that tn is a best L1-approximant to f from Tn . Note that in order Nagy criterion to
hold, the functions under consideration are to be either odd or even.
Comments on Theorem 1. The proof of Theorem 1(a) is based on the following fact. If a 2π -
periodic function f ∈ C˜2n+1[0, 2π) satisfies D(2n+1) f (θ) ≥ 0 for θ ∈ [0, 2π), i.e., f belongs
to the convexity cone C˜2n+1+ , then
s f,n(θ)− f (θ)
× sin((n + 1)θ) ≥ 0, θ ∈ [0, 2π).
In view of this, f is a 2π -periodic Krein kernel. Hence following the proof of Theorem 1(a), a
sufficient condition for f to be a 2π -periodic Krein kernel is f ∈ C˜2n+1+ .
Suppose that f ∈ C˜2n+1[0, 2π) and D(2n+1) f (θ) > 0 for θ ∈ [0, 2π). Then by Corol-
lary 1(b) we have f (2π−) > f (0) (see also Remark 1) and in view of this, the function f (or
any of its horizontal shifts) cannot be even. This gives a hint why the sign condition in Theo-
rem 1(a) is in terms of sin((n + 1)θ) (compare with Nagy criterion [1, pp. 183–184]).
We give examples of 2π -periodic Krein kernels that belong to the convexity cone C˜2n+1+ but
they are neither odd nor even.
Example 1. If f is such that f ′ ≥ 0, f ′′′ ≥ 0, . . . , f (2n+1) ≥ 0 on [0, 2π), then f ∈ C˜2n+1+ . In
particular, consider the 2π -periodic function f1, defined for θ ∈ [0, 2π) and an arbitrary fixed
real number θ0 by
f1(θ) :=
∞
s=0
As e
αs (θ−θ0), Asαs > 0, 0 < αs ≤ α,
∞
s=0
|As | <∞.
The function f1 belongs to C˜
2n+1+ . It is a 2π -periodic Krein kernel, Theorem 1(a) holds for it and
in general, f1 is neither odd nor even.
The same properties are shared by the 2π -periodic function f2, defined for θ ∈ [0, 2π) and
θ0 ∈ [0, 2π ], θ0 ≠ π by
f2(θ) :=
∞
s=0
Bs (θ − θ0)2s+1, Bs > 0,
∞
s=0
Bs(2π)2s+1 <∞.
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Example 2. The 2π -periodic function
f (θ) :=
∞
s=1
αs

sin(βsθ)− cos(γ sθ) , θ ∈ [0, 2π), 0 < α < 1, 0 < β, γ < 1/4
satisfies D(2n+1) f (θ) > 0 for θ ∈ [0, 2π). Hence, f ∈ C˜2n+1+ is a 2π -periodic Krein kernel that
is neither odd nor even and Theorem 1(a) holds for f .
The next example is an integral analogue to Example 2.
Example 3. Let g ∈ C[0, 1/4], g(t) > 0 for t ∈ (0, 1/4), and h ∈ C[0, 1/4], h(t) < 0 for
t ∈ (0, 1/4). Then the 2π -periodic function f , defined by
f (θ) :=
 1/4
0
g(t) sin(tθ)dt +
 1/4
0
h(t) cos(tθ)dt, θ ∈ [0, 2π),
belongs to C˜2n+1+ . The function f is a 2π -periodic Krein kernel that is neither odd nor even and
Theorem 1(a) holds for f .
We conclude our comments on Theorem 1 by the remark that the result from Theorem 1(b) is an
exact estimate for the approximation via trigonometric interpolation with minimal interpolation
L1-error in the convex cone of functions f from C˜2n+1[0, 2π), satisfying |D(2n+1) f (θ)| ≤
M2n+1 for θ ∈ [0, 2π).
3. Best one-sided L1-approximation by trigonometric polynomials
Suppose that f ∈ L1[0, 2π ] and f is bounded on [0, 2π ]. The quantities
E−n ( f )1 := inf {∥ f − t∥1 : t ∈ Tn, t (θ) ≤ f (θ), θ ∈ [0, 2π ]} ,
E+n ( f )1 := inf {∥ f − t∥1 : t ∈ Tn, t (θ) ≥ f (θ), θ ∈ [0, 2π ]}
are called best one-sided L1-approximations from Tn to f from below and from above,
respectively. The vector space Tn is of finite dimension. Hence [2,15], there exist trigonometric
polynomials t−, t+ ∈ Tn , called best one-sided approximants from Tn to f , such that E−n ( f )1 :=
∥ f − t−∥1 and E+n ( f )1 := ∥ f − t+∥1. The example f (θ) = | cos(nθ)|, t−(θ) = k cos(nθ), −
1 ≤ k ≤ 1 (see [2,3]) shows that even the continuity is not enough to conclude uniqueness of the
best one-sided trigonometric L1-approximant.
In view of Theorem A, let s−f,n(θ) ∈ Tn be the unique interpolant from Tn to f at the
interpolation nodes 2kπ/(n + 1), k = 1, 2, . . . , n with multiplicities 2 and s−f,n(0) = f (0).
Analogously, let s+f,n(θ) ∈ Tn be the unique interpolant from Tn to f at the interpolation nodes
2kπ/(n + 1), k = 1, 2, . . . , n with multiplicities 2 and s+f,n(2π) = f (2π−). Then [7], s−B1,n
and s+B1,n are the unique best L1-approximants from Tn to B1 from below and from above,
correspondingly. In [7,17], the best one-sided approximants s−B1,n and s
+
B1,n
to B1 are used
to obtain estimates for the best one-sided L1-approximation to a function f by the best L1-
approximation En( f ′)1 of its derivative.
Next theorem is an extension of a result published in [7].
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Theorem 2. Let f ∈ C˜2n+1[0, 2π) and D(2n+1) f (θ) ≥ 0 for θ ∈ [0, 2π).
(a) The trigonometric interpolant s−f,n is the unique best one-sided from below L1-approximant
to f from Tn , i.e., ∥ f − s−f,n∥1 = E−n ( f )1. The trigonometric interpolant s+f,n is the unique
best one-sided from above L1-approximant to f from Tn , i.e., ∥ f − s+f,n∥1 = E+n ( f )1.
(b) If |D(2n+1) f (θ)| ≤ M2n+1 for θ ∈ [0, 2π), then
E±n ( f )1 ≤
M2n+1
[n!]2
2π2
n + 1 . (9)
Proof. (a) By Corollary 1, we have
s−f,n(θ) ≤ f (θ) ≤ s+f,n(θ).
Let t ∈ Tn and t (θ) ≤ f (θ). Applying a quadrature formula of maximal trigonometric degree of
precision [4, Corollary 7.1] we obtain
∥ f − s−f,n∥1 =
 2π
0

f (θ)− s−f,n(θ)

dθ
=
 2π
0
[ f (θ)− t (θ)] dθ +
 2π
0

t (θ)− s−f,n(θ)

dθ
= ∥ f − t∥1 + 2πn + 1
n
k=0

t (2kπ/(n + 1))− s−f,n(2kπ/(n + 1))

≤ ∥ f − t∥1
with the case of equality in the above inequality only when the trigonometric polynomial
[t − s−f,n] ∈ Tn has zeros of even multiplicities (≥2) at the interpolation nodes 2kπ/(n+ 1), k =
1, 2, . . . , n and t (0) = s−f,n(0). By Theorem A, we conclude that t ≡ s−f,n .
(b) By using Corollary 1(b) and an appropriate quadrature formula [4, Corollary 7.1] we
compute
E−n ( f )1 =
 2π
0

f (θ)− s−f,n(θ)

dθ
=
 2π
0
D(2n+1) f (ξ(θ))
[n!]2

B1(θ)− s−B1,n(θ)

dθ
≤ M2n+1[n!]2
 2π
0

B1(θ)− s−B1,n(θ)

dθ = M2n+1[n!]2
2π2
n + 1 .
The statement of the theorem for s+f,n can be proved in a similar way taking into account that s
+
f,n
is the unique interpolant from Tn to f at the interpolation nodes 2kπ/(n + 1), k = 1, 2, . . . , n
with multiplicities 2 and s+f,n(2π) = f (2π−). 
4. Hermite–Lagrange transfinite interpolation by trigonometric blending functions
In bivariate case, transfinite interpolation is to construct a simple interpolation function
(blending trigonometric interpolant, for example) over a planar domain in such a way that it
matches (interpolates) a function and its partial derivatives on curves. Transfinite interpolation
is an approximate recovery of functions with variety of applications for example in geometric
D. Dryanov, P. Petrov / Journal of Approximation Theory 164 (2012) 1049–1064 1057
modelling and finite element methods. The notion can be extended in a natural way for higher
dimensions.
Let C˜2m+1,2n+1[0, 2π)2 be the vector space of all two-variable functions f (θ, η) which are
2π -periodic in each variable and
D(2m+1,2n+1) f (θ, η) := D(2m+1)θ D(2n+1)η f (θ, η)
is continuous on [0, 2π)2. The vector space Btm,n of all trigonometric blending functions of order
(m, n) is defined as
Btm,n :=

h(θ, η) ∈ C˜2m+1,2n+1[0, 2π)2 : D(2m+1,2n+1)h(θ, η) = 0

.
Each trigonometric blending function h ∈ Btm,n can be represented in the form
h(θ, η) =
m
k=0
[ak(η) cos(kθ)+ bk(η) sin(kθ)] +
n
p=0
[cp(θ) cos(pη)+ dp(θ) sin(pη)],
where ak, bk, cp and dp are sufficiently smooth 2π -periodic functions. Note that the above
representation of h ∈ Btm,n is not unique in contrast to the uniqueness of the corresponding
representation in Tn .
Let θ¯l1 := (θ0, θ1, . . . , θl1), 0 ≤ θ0 < θ1 < · · · < θl1 < 2π be l1 + 1 interpolation nodes
with positive integer multiplicities λ¯l1 := (λ0, λ1, . . . , λl1) and η¯l2 := (η0, η1, . . . , ηl2), 0 ≤
η0 < η1 < · · · < ηl2 < 2π be l2 + 1 interpolation nodes with positive integer multiplicities
β¯l2 := (β0, β1, . . . , βl2).
Hermite–Lagrange transfinite interpolation by trigonometric blending functions. Let f (θ, η) ∈
C˜2m+1,2n+1[0, 2π)2. Given the interpolation nodes with corresponding multiplicities (θ¯l1 , λ¯l1)
and (η¯l2,β¯l2), such that
l1
i=0 λi = 2m+1 and
l2
j=0 β j = 2n+1. Find a trigonometric blending
function
b f,(θ¯l1 ,λ¯l1 ),(η¯l2,β¯l2 )
(θ, η) := b f,m,n(θ, η) ∈ Btm,n
of order (m, n), satisfying the following Hermite–Lagrange interpolation conditions ( f (i, j)
denotes the partial derivative ∂ i+ j f/∂θ i∂η j ):
b(i,0)f,m,n(θs1 , η) = f (i,0)(θs1 , η), s1 = 0, 1, . . . , l1; i = 0, 1, . . . , λs1 − 1
b(0, j)f,m,n(θ, ηs2) = f (0, j)(θ, ηs2), s2 = 0, 1, . . . , l2; j = 0, 1, . . . , βs2 − 1.
(10)
Theorem 3. Let f (θ, η) ∈ C˜2m+1,2n+1[0, 2π)2. Given the interpolation nodes with
corresponding multiplicities (θ¯l1 , λ¯l1) and (η¯l2,β¯l2) such that
l1
i=0 λi = 2m+1 and
l2
j=0 β j =
2n+1. Then, there exists a unique trigonometric blending interpolant b f,m,n from Btm,n (of order
(m, n)) to f satisfying the transfinite interpolation conditions (10). In addition, the following
point-wise error representation holds
f (θ, η)− b f,m,n(θ, η) = D
(2m+1,2n+1) f (ξ, ζ )
[m!]2[n!]2

B(θ, η)− bB,m,n(θ, η)

, (11)
where (ξ(θ, η), ζ(θ, η)) ∈ (0, 2π)2 and B(θ, η) := B1(θ)B1(η).
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Proof. Let Tm,θ f and Tn,η f denote the trigonometric interpolation polynomials with
interpolation data (θ¯l1 , λ¯l1) and (η¯l2 , β¯l2), correspondingly. Denote
Rm,θ f := f − Tm,θ f and Rn,η f := f − Tn,η f.
Interpolating first f with respect to θ and then, the remainder Rm,θ f with respect to η we obtain
f = Tm,θ f + Rm,θ f = Tm,θ f + Tn,ηRm,θ f + Rn,ηRm,θ f
= Tm,θ f + Tn,η[ f − Tm,θ f ] + Rn,ηRm,θ f
= Tm,θ f + Tn,η f − Tn,ηTm,θ f + Rn,ηRm,θ f. (12)
Then, clearly
b f,m,n(θ, η) = Tm,θ f (θ, η)+ Tn,η f (θ, η)− Tn,ηTm,θ f (θ, η) ∈ Btm,n
satisfies the interpolation conditions (10) on the blending grid
G θ¯l1 ,η¯l2
:=

(θ, η) ∈ [0, 2π ]2 :
l1,l2
s1=0,s2=0
(θ − θs1)(η − ηs2) = 0

consisting of horizontal and vertical line segments. From (3) and (12), we obtain
f (θ, η)− b f,m,n(θ, η) = Rn,ηRm,θ f
= Rn,η

D(2m+1) f (ξ, η)
[m!]2

B1(θ)− Tm,θ B1(θ)

= D
(2m+1,2n+1) f (ξ, ζ )
[m!]2[n!]2

B1(θ)− Tm,θ B1(θ)

× B1(η)− Tn,ηB1(η)
= D
(2m+1,2n+1) f (ξ, ζ )
[m!]2[n!]2

B(θ, η)− bB,m,n(θ, η)

,
where B(θ, η) = B1(θ)B1(η) and bB,m,n(θ, η) = B1(θ)Tn,ηB1(η) + B1(η)Tm,θ B1(θ) −
Tm,θ B1(θ)Tn,ηB1(η). 
Uniqueness of the Hermite–Lagrange trigonometric blending interpolant. Suppose that there
is another trigonometric blending interpolant b˜ f,m,n ∈ Btm,n to f satisfying the interpolation
conditions (10). Evidently, bb˜ f,m,n ,m,n = b f,m,n . Therefore, by using (11)
b˜ f,m,n − bb˜ f,m,n ,m,n =
D(2m+1,2n+1)b˜ f,m,n(ξ, ζ )
[m!]2[n!]2

B(θ, η)− bB,m,n(θ, η)

= 0 ⇒ b˜ f,m,n = bb˜ f,m,n ,m,n = b f,m,n .
The proof of Theorem 3 is completed.
Lemma 1. Let bB,m,n(θ, η) be the unique trigonometric blending interpolant from Btm,n to
B(θ, η) = B1(θ)B1(η) satisfying the transfinite interpolation conditions (10) on the blending
grid G θ¯l1 ,η¯l2
. Then,
B(θ, η)− bB,m,n(θ, η)
 ≠ 0 for (θ, η) ∉ G θ¯l1 ,η¯l2 .
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Proof. By Theorem B (see also Remark 2) we conclude that B1(θ) − Tm,θ B1(θ) ≠ 0 for
θ ≠ θs1 , s1 = 0, 1, . . . , l1 and B1(η) − Tn,ηB1(η) ≠ 0 for η ≠ ηs2 , s2 = 0, 1, . . . , l2. We
complete the proof observing that
B(θ, η)− bB,m,n(θ, η) =

B1(θ)− Tm,θ B1(θ)
 
B1(η)− Tn,ηB1(η)

. 
Corollary 2. Let b f,m,n be the unique trigonometric blending interpolant from Btm,n
to f ∈ C˜2m+1,2n+1[0, 2π)2 satisfying the transfinite interpolation conditions (10). If
D(2m+1,2n+1) f (ξ, ζ ) ≠ 0 for (ξ, ζ ) ∈ [0, 2π)2, then
f (θ, η)− b f,m,n(θ, η) ≠ 0 for (θ, η) ∉ G θ¯l1 ,η¯l2 .
Proof. The proof follows by (11) and Lemma 1. 
Corollary 3 (Multivariate Mean Value Theorem). Let f and g belong to C˜2m+1,2n+1[0, 2π)2.
Let b f,m,n and bg,m,n be the unique trigonometric blending interpolants from Btm,n to f and
g, respectively, satisfying the transfinite interpolation conditions (10). Then for each point
(θ¯ , η¯) ∈ [0, 2π)2 there exists a point (ξ, ζ ) ∈ (0, 2π)2 such that
f (θ¯ , η¯)− b f,m,n(θ¯ , η¯)
D(2m+1,2n+1)g(ξ, ζ )
= g(θ¯ , η¯)− bg,m,n(θ¯ , η¯)D(2m+1,2n+1) f (ξ, ζ ).
Proof. Let (θ¯ , η¯) ∉ G θ¯l1 ,η¯l2 . Consider the auxiliary function
F(θ, η) :=  f (θ, η)− b f,m,n(θ, η) g(θ¯ , η¯)− bg,m,n(θ¯ , η¯)
− g(θ, η)− bg,m,n(θ, η)  f (θ¯ , η¯)− b f,m,n(θ¯ , η¯)
which takes the value 0 at the fixed point (θ¯ , η¯) and satisfies the zero interpolation conditions
(10). By Corollary 2, there is a point (ξ, ζ ) ∈ [0, 2π)2 such that D(2m+1,2n+1)F(ξ, ζ ) = 0.
Applying the linear operator D(2m+1,2n+1) to F at the point (ξ, ζ ), we complete the proof. 
5. Best L1-approximation by trigonometric blending functions
Consider the normed vector space L1[0, 2π ]2 of functions that are 2π -periodic in each
variable, whose absolute value has a finite integral on [0, 2π ]2 and equipped with the norm
∥ f ∥L1[0,2π ]2 :=

[0,2π ]2
| f (θ, η)|d A
= (Fubini’s Theorem)
 2π
0
 2π
0
| f (θ, η)|dθdη,
where A is the area measure. Denote for simplicity ∥ f ∥1 := ∥ f ∥L1[0,2π ]2 . We restrict Btm,n to
Btm,n ⊂ L1[0, 2π ]2. Let f ∈ L1[0, 2π ]2. The quantity
Em,n( f )1 := inf
∥ f − h∥1 : h ∈ Btm,n
is called best L1-approximation to f from Btm,n . Approximation by blending functions is useful
in problems of improving the efficiency of data transfer systems, image processing, reducing the
size of the table of a function of many variables, cubature formulae, and numerical solutions
1060 D. Dryanov, P. Petrov / Journal of Approximation Theory 164 (2012) 1049–1064
of differential and integral equations. Note that the vector space Btm,n is infinite-dimensional, in
contrast to the fact that Tn is of finite dimension. For results on existence of best blending L1-
approximants, see [12,13]. Explicit constructions of best algebraic blending L1-approximants
are given in [9]. Degree results on best approximation by trigonometric blending functions are
published in [8].
Let
C˜2m+1,2n+1+ := { f ∈ C˜2m+1,2n+1[0, 2π)2 and D(2m+1,2n+1) f (θ, η) ≥ 0
for (θ, η) ∈ [0, 2π)2}.
Our goal in this section is to construct best L1-approximants from Btm,n to functions in the
convexity cone C˜2m+1,2n+1+ .
Following the interpolation problem (10) let θ¯ = {iπ/(m + 1), i = 1, . . . , 2m + 1} and
η¯ = { jπ/(n + 1), j = 1, . . . , 2n + 1}, where all interpolation nodes are of multiplicity
1. By Theorem 3, there exists a unique trigonometric blending interpolant b f,m,n ∈ Btm,n to
f ∈ C˜2m+1,2n+1+ on the blending grid
Gm,n :=

(θ, η) ∈ [0, 2π ]2 :
2m+1,2n+1
i=1, j=1
[θ − iπ/(m + 1)] [η − jπ/(n + 1)] = 0

,
consisting of 2m + 1 vertical and 2n + 1 horizontal line segments.
Theorem 4. (a) Let f ∈ C˜2m+1,2n+1+ . Then b f,m,n is the unique best L1-approximant to f from
Btm,n , i.e.,
∥ f − b f,m,n∥1 = Em,n( f )1.
(b) Let f ∈ C˜2m+1,2n+1. If |D(2m+1,2n+1) f (θ, η)| ≤ M2m+1,2n+1 for (θ, η) ∈ [0, 2π)2, then
Em,n( f )1 ≤ M2m+1,2n+1[m!]2[n!]2
π4
(m + 1)(n + 1) .
Proof. By using (6) we observe that the function ψm,n(θ, η) = ψm(θ)ψn(η) satisfies the
following orthogonality condition 2π
0
 2π
0
ψm,n(θ, η)h(θ, η)dθdη = 0, h ∈ Btm,n . (13)
(i) Suppose D(2m+1,2n+1) f (θ, η) > 0 for (θ, η) ∈ [0, 2π)2. By using Corollary 2 and (13) we
obtain for an arbitrary h ∈ Btm,n
∥ f − b f,m,n∥1 =

[0,2π)2
ψm,n( f − b f,m,n)d A
=

[0,2π)2
ψm,n( f − h)d A ≤ ∥ f − h∥1
with the case of equality only when ψm,n(θ, η)( f − h)(θ, η) ≥ 0 a.e. in [0, 2π)2. This implies
( f − h)(θ, η) = 0 for (θ, η) ∈ Gm,n . By virtue of Theorem 3, h ≡ b f,m,n .
(ii) Suppose D(2m+1,2n+1) f (θ, η) ≥ 0 for (θ, η) ∈ [0, 2π)2. Consider the function
f + ε B − bB,m,n , ε > 0, D(2m+1,2n+1)  f + ε B − bB,m,n > 0.
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By using (i), we conclude that the trigonometric blending function
b := b f+ε[B−bB,m,n],m,n = b f,m,n
is the unique best L1-approximant from Btm,n to f + ε

B − bB,m,n

. It does not depend on the
parameter ε > 0. By Fatou’s lemma, taking ε→ 0, we obtain ∥ f −b∥1 = Em,n( f )1. Hence, the
trigonometric blending interpolant b to f + ε B − bB,m,n is a best L1-approximant to f from
Btm,n also.
Using Corollary 2, we conclude that
f + ε B − bB,m,n− b B − bB,m,n ≥ 0, ε ≥ 0.
Let b˜ ∈ Btm,n be a best L1-approximant to f from Btm,n , i.e., ∥ f − b˜∥1 = En( f )1. Then,
∥ f − b∥1 + ∥B − bB,m,n∥1 = ∥ f + (B − bB,m,n)− b∥1 ≤ ∥ f + (B − bB,m,n)− b˜∥1
≤ ∥ f − b˜∥1 + ∥B − bB,m,n∥1
= ∥ f − b∥1 + ∥B − bB,m,n∥1.
Therefore, the trigonometric blending functions b˜ and b are best L1-approximants to f + B −
bB,m,n from Btm,n . In view of D(2m+1,2n+1)( f + B − bB,m,n) > 0, we conclude from (i) that
b˜ ≡ b. 
6. One-sided L1-approximation by trigonometric blending functions
Consider the normed vector space L1[0, 2π ]2 and restrict Btm,n ⊂ L1[0, 2π ]2. Suppose that
f ∈ L1[0, 2π ]2 and f is bounded on [0, 2π ]2. The quantities
E−m,n( f )1 := inf

∥ f − h∥1 : h ∈ Btm,n, h(θ, η) ≤ f (θ, η), (θ, η) ∈ [0, 2π ]2

,
E+m,n( f )1 := inf

∥ f − h∥1 : h ∈ Btm,n, h(θ, η) ≥ f (θ, η), (θ, η) ∈ [0, 2π ]2

are called best one-sided L1-approximations from Btm,n to f from below and from above,
respectively. For results on best one-sided approximation by algebraic blending functions, see
[5,6,14].
Let f (θ, η) ∈ C˜2m+1,2n+1[0, 2π)2. For a fixed η, let T−m,θ f (θ, η) denote the trigonometric
interpolation polynomial with respect to θ with interpolation nodes θk = 2kπ/(m + 1), k =
1, 2, . . . ,m each of multiplicities 2 and T−m,θ f (0, η) = f (0, η). For a fixed η, let T+m,θ f (θ, η)
denote the trigonometric interpolation polynomial with respect to θ with interpolation nodes
θk = 2kπ/(m + 1), k = 1, 2, . . . ,m each of multiplicities 2 and T+m,θ f (2π, η) = f (2π−, η).
Analogously, for a fixed θ , let T−n,η f (θ, η) denote the trigonometric interpolation polynomial
with respect to η with interpolation nodes ηk = 2kπ/(n + 1), k = 1, 2, . . . , n each of
multiplicities 2 and T−n,η f (θ, 0) = f (θ, 0). For a fixed θ , let T+n,η f (θ, η) denote the trigonometric
interpolation polynomial with respect to η with interpolation nodes ηk = 2kπ/(n + 1), k =
1, 2, . . . , n each of multiplicities 2 and T+n,η f (θ, 2π) = f (θ, 2π−).
One-sided trigonometric blending interpolants. By using the error-representation (11) and
Theorem 2(a) we construct one-sided trigonometric blending interpolants from Btm,n to f ∈
C˜2m+1,2n+1+ . Let f ∈ C˜2m+1,2n+1+ . Then clearly, b−f,m,n = T−m,θ f + T−n,η f − T−n,ηT−m,θ f ∈ Btm,n
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is one-sided from below trigonometric blending interpolant to f satisfying
f (θ, η)− b−f,m,n(θ, η) =
D(2m+1,2n+1) f (ξ, ζ )
[m!]2[n!]2 [B1(θ)− T
−
m,θ B1(θ)]
× [B1(η)− T−n,ηB1(η)] ≥ 0 for (θ, η) ∈ [0, 2π)2.
Analogously, b+f,m,n = T+m,θ f + T−n,η f − T−n,ηT+m,θ f ∈ Btm,n is one-sided from above
trigonometric blending interpolant to f satisfying
f (θ, η)− b+f,m,n(θ, η) =
D(2m+1,2n+1) f (ξ, ζ )
[m!]2[n!]2 [B1(θ)− T
+
m,θ B1(θ)]
× [B1(η)− T−n,ηB1(η)] ≤ 0 for (θ, η) ∈ [0, 2π)2.
The following theorem holds from the estimates given in the proof of Theorem 2(b) and the
above constructions of one-sided trigonometric blending interpolants.
Theorem 5. Let f ∈ C˜2m+1,2n+1+ and |D(2m+1,2n+1) f (θ, η)| ≤ M2m+1,2n+1 for (θ, η) ∈
[0, 2π)2. Then,
E±m,n( f )1 ≤
M2m+1,2n+1
[m!]2[n!]2
4π4
(m + 1)(n + 1) .
Remark 3. By analogy with the case of L1-approximation without one-sided restriction (see
Theorem 4(a)) one might expect that best one-sided L1-approximants to f ∈ C˜2m+1,2n+1+
from Btm,n are Hermite–Lagrange trigonometric blending interpolants to f on interpolation grids
consisting of vertical and horizontal line segments. The next theorem shows that this is not the
case.
Theorem 6. Let f ∈ C˜2m+1,2n+1[0, 2π)2 and D(2m+1,2n+1) f (θ, η) > 0 for (θ, η) ∈ [0, 2π)2.
Then, there exists a trigonometric blending function b∗ ∈ Btm,n such that
(1) f (θ, η) ≥ b∗(θ, η);
(2)

[0,2π ]2

f (θ, η)− b∗(θ, η) dθdη < [0,2π ]2  f (θ, η)− b−f,m,n(θ, η) dθdη.
Hence, the one-sided trigonometric blending interpolant b−f,m,n to f is not a best one-sided L1-
approximant to f from Btm,n .
Proof. Note first that b−f,m,n is a trigonometric blending interpolant from Btm,n to f on the
interpolation grid
Gm,n :=

(θ, η) ∈ [0, 2π ]2 :
m,n
i=0, j=0
[θ − 2iπ/(m + 1)] [η − 2 jπ/(n + 1)] = 0

with the corresponding multiplicities. Substituting f by f − b−f,m,n , we assume without any
restriction that b−f,m,n ≡ 0. The error representation (11) and Corollary 2 yield f (θ, η) > 0 for
all (θ, η) ∉ Gm,n .
Choose an arbitrary point of intersection (θi0 , η j0) = (2i0π/(m + 1), 2 j0π/(n + 1)) on the
interpolation grid Gm,n , where 1 ≤ i0 ≤ m and 1 ≤ j0 ≤ n. Let Sε(θ, η) be 2π -periodic in each
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variable and let Sε(θ, η) be defined on [0, 2π ]2 as
Sε(θ, η) :=

− exp

1− ε
2
ε2 − (θ − θi0)2 − (η − η j0)2

for (θ − θi0)2 + (η − η j0)2 < ε2
0 elsewhere on [0, 2π ]2,
where the sufficiently small ε > 0 is such that Sε[2iπ/(m + 1), 2 jπ/(n + 1)] = 0 for
(i, j) ≠ (i0, j0).
Define Sε,δ(θ, η) := Sε(θ, η) − δ, where δ > 0 is sufficiently small. Consider the
trigonometric blending interpolant
hε,δ := T−m,θSε,δ + T−n,ηSε,δ − T−n,ηT−m,θSε,δ ∈ Btm,n
to Sε,δ satisfying the same as b−f,m,n Hermite–Lagrange transfinite interpolation conditions on
the blending grid Gm,n . Applying a quadrature formulae of maximal trigonometric degree of
precision [4, Corollary 7.1] we obtain
[0,2π ]2
hε,δ(θ, η)dθdη = 2πm + 1
m
i=0
 2π
0
T−m,θSε,δ(2π i/(m + 1), η)dη
+ 2π
n + 1
n
j=0
 2π
0
T−n,ηSε,δ(θ, 2π j/(n + 1))dθ
− 4π
2
(m + 1)(n + 1)
m
i=0
n
j=0
T−n,ηT−m,θSε,δ
× (2π i/(m + 1), 2π j/(n + 1))
≥ − 2π
m + 1 [2πmδ + (2π − 2ε)δ + 2ε(1+ δ)]
− 2π
n + 1 [2πnδ + (2π − 2ε)δ + 2ε(1+ δ)]
+ 4π
2
(m + 1)(n + 1) [(1+ δ)+ [(m + 1)(n + 1)− 1]δ]
> 0
for ε and δ sufficiently small.
On the other hand, hε,δ(θ, η) ≤ −δ for each (θ, η) ∈ Gm,n . The blending grid Gm,n ⊂
[0, 2π ]2 is a compact set and the blending function hε,δ ∈ Btm,n is uniformly continuous on
[0, 2π ]2 (and being 2π -periodic, it is uniformly continuous on the entire plane). In view of this,
there exists κ > 0 such that hε,δ(θ, η) ≤ −δ/2 on the set
Gκm,n :=

(θ, η) ∈ [0, 2π ]2 : min
(θ˜ ,η˜)∈Gm,n

(θ − θ˜ )2 + (η − η˜)2

< κ2

.
Let M := max |hε,δ(θ, η)| : (θ, η) ∈ [0, 2π ]2. By Corollary 2, taking into account that f is
continuous on [0, 2π ]2, we obtain
mκ := min

f (θ, η) : (θ, η) ∈ [0, 2π ]2 \ Gκm,n

> 0.
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Choose now a sufficiently small positive number γ such that γ M ≤ mκ . Then, the trigonometric
blending function b∗(θ, η) := γ hε,δ(θ, η) ∈ Btm,n has the following properties:
(1) b∗(θ, η) < 0 for (θ, η) ∈ Gκm,n hence, f (θ, η) > b∗(θ, η) on Gκm,n since f (θ, η) ≥ 0,
(θ, η) ∈ [0, 2π ]2;
(2) b∗(θ, η) ≤ γ M ≤ mk ≤ f (θ, η), (θ, η) ∈ [0, 2π ]2 \ Gκm,n ;
(3)

[0,2π ]2 b
∗(θ, η)dθdη = γ [0,2π ]2 hε,δ(θ, η)dθdη > 0.
In view of the above considerations, we conclude that f (θ, η) ≥ b∗(θ, η) and
E−m,n( f )1 ≤

[0,2π ]2

f (θ, η)− b∗(θ, η) dθdη
<

[0,2π ]2

f (θ, η)− b−f,m,n(θ, η)

dθdη.
This completes the proof. 
The results in Sections 4–6 can be formulated for higher dimensions. The proofs are analogous.
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