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Cuprous iodide is an important transparent p-type semi-
conductor, it has an illustrious history and has recently 
enjoyed a renaissance. In this work we investigate the 
electronic band structure and absolute electron energies 
of the three major known phases of CuI, zincblende 
(F43m), wurtzite (P63mc) and rock salt (Fm-3m). We al-
so consider CdO, an important n-type transparent semi-
conductor in these three phases, in order to assess the 
possibility of constructing transparent bipolar hetero-
junctions from the two materials. We calculate the rela-
tive stability of all three phases of both materials, demon-
strating that all three phases should be accessible through 
non-equilibrium growth techniques. We then calculate 
the band structures of all six phases, as well as the abso-
lute electron energies (ionisation potentials and electron 
affinities). Thus, we are able to construct energy band 
alignment diagrams between the materials in the three 
different structures. These diagrams reveal that one can 
achieve type-I, type-II or type-III offsets depending on 
the crystal structure of the materials. We consider possi-
ble applications opened up by these findings.  
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1 Introduction  
Cuprous iodide (CuI) occupies a privileged place in semi-
conductor history as the first intentionally doped conduc-
tor; Karl Bädeker first observed a positive Hall coefficient 
whilst measuring the conductivity of samples he had pro-
duced1. It took several years and the contribution of scien-
tific luminaries such as Werner Heisenberg2 and Robert 
Peierles3 before the full meaning of Bädeker’s measure-
ments - the first observation of conductivity mediated by 
holes (p-type) -  became apparent. This historical im-
portance alone would make CuI an important material, but 
there’s much more to CuI than this. 
The property of being a transparent p-type semiconductor 
also places CuI in a particularly important position from a 
technological perspective. Bipolar (p-n) semiconductor 
hetero-junctions are basis of a staggering amount of to-
day’s technology4,5, the ability to produce fully transparent 
p-n hetero-junctions opens up wide new areas of techno-
logical application6–8, providing electronic devices which 
do not impinge on the operation and aesthetics of their en-
vironment. Transparent semiconductors with n-type (elec-
tron conducting) character are well known and the trans-
parent conductive oxides (TCOs) represent one of the 
greatest areas of materials’ development in the past dec-
ades. However, the development of p-type transparent 
conductors has been far more difficult, examples such as 
NiO9,10 and CuAlO11 are known. Nonetheless, the quest for 
p-type transparent conductors continues apace to this day, 
with the full arsenal of cutting edge experimental12,13 and 
theoretical techniques14–18 being employed in the search. 
The problem is that stabilisation of a hole in the valence 
band of a material requires that that material have relative-
ly small ionisation potential – placing the valence band 
maximum (VBM) close to the vacuum level, whilst optical 
transparency generally requires a wide band gap (> 2.5 eV). 
The result of these predicates is that the conduction band 
minimum (CBM) must be even closer to the vacuum level. 
This set of necessary conditions for p-type transparent 
conductors is seldom fulfilled in traditional oxide transpar-
ent semiconductors.  
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Recently, however, reports of functioning transparent p-n 
hetero-junctions based on a CuI/ZnO architecture have 
emerged19,20. These papers report highly rectifying junc-
tions with type-II band offset. These junctions are reported 
to have ideality factors greater than 2, which have been at-
tributed to the fact that current flow across the interface 
occurs via recombination of carriers (electrons and holes) 
at the junction. Such type-II offset junctions have several 
important technological applications, including photode-
tectors and field-effect transistors. Additionally they have 
been mooted as possible materials for transparent photo-
voltaics, although we feel that the twin properties of light 
to energy conversion and transparency to be somewhat 
contradictory. 
CdO is another transparent conductor first reported by 
Bädeker21, unlike CuI it displays ‘regular’ Hall behaviour, 
with a negative coefficient and electron mediated transport. 
It occurs naturally in the rock-salt (Fnma) structure and is 
recognised as a useful n-type transparent semiconductor. 
CdO has been heavily studied in recent years, both exper-
imentally22,23 and theoretically24,25, due to its intrinsic in-
terest and technological relevance. The former includes an 
indirect band gap and large Moss-Burstein24 shift in the 
energy transitions, the latter includes, in particular, appli-
cation in light emitting diodes26. 
 
 Although CdO and CuI have different ground state phases 
both have known structures in the other’s ground state con-
figuration, i.e. rock salt CuI and zincblende CdO are 
known structures. With the advent of non-equilibrium 
growth techniques this presents the intriguing possibility of 
a ‘Bädeker diode’ comprised of either rock salt,  
zincblende or indeed wurtzite hetero-junctions of these ma-
terials. In this contribution we show that the junction can 
display any of type-I , type-II or type–III band offsets. 
Such configurations could be of great utility as outlined 
above and in a range of other important technological ap-
plications as discussed in § 3.4. The question remains as to 
whether such a junction is feasible and exactly what type 
of band structure it would display. Computational model-
ling, based on density functional theory (DFT) provides a 
way to answer these questions without recourse to expen-
sive experimental investigations 
2 Computational methods 
All calculations in this study were performed using the 
VASP package 27, within the projector augmented wave 
formalism28,29. The structures were optimised using the 
PBE-Sol functional 30, with a plane-wave cutoff energy of 
500 eV and k-point mesh sampling defined as an evenly 
spaced grid in reciprocal space with a density scaled to the 
unit cell size to achieve uniform sampling with a target 
length cutoff of 1 nm, as described by Moreno and Soler31. 
Using the vacuum level of the various materials and phases 
as an absolute reference we align the band edges. The ref-
erence energy level for the valence band maximum (VBM) 
is then the ionisation potential (IP), the conduction band 
minimum (CBM) is calculated as IP + band gap (Eg). IP is 
defined as the difference between vacuum electrostatic po-
tential (Vvac) and the VBM in the slab. As the VBM in the 
slab calculation is affected by nascent states induced by the 
surface, we calculate the VBM of the material by reference 
to a bulk calculation. The bulk calculation of band edge 
position is performed using the hybrid HSE06 functional32. 
This means that in addition to removing the nascent sur-
face states, this correction also accounts for the shift in 
band edges from the exact treatment of electron correla-
tion. This method for solid and porous materials is de-
scribed in greater detail elsewhere33–35. All required proper-
ties are acquired by processing of the electrostatic potential 
from the DFT calculations using the MacroDensity pack-
age, which is freely available with examples and tutorials36. 
      3 Results 
3.1 Phase stability The total energies of the phases 
of CuI and CdO are presented in table 1. The energies 
demonstrate that the wurtzite and zincblende phases of CuI 
are almost degenerate energetically, actually the DFT cal-
culation predicts that the zincblende phase is slightly more 
energetically favourable than the wurtzite phase (4 meV), 
which matches the observation that zincblende is the low 
temperature ground state. The rock salt phase is signifi-
cantly more energetically unfavourable, the preference for 
tetrahedral (zincblende/wurtzite) structures over octahedral 
can be understood as arising from the ratios of the ionic ra-
dii of the species37.  
 
 
Table 1 Assorted energetic and electronic properties of the zincblende, wurtzite and rock salt phases of CuI and CdO. The energy 
difference from the ground state phase per formula unit (ΔE), the direct band gap (Eg dir), the indirect band gap (Eg ind), the ionisa-
tion potential (IP) and electron affinity (EA). 
Species Phase ΔE (eV) Eg(dir) (eV) 
 
Eg(ind) (eV) IP  (eV) EA  (eV) 
CuI ZB 0.00 2.43 2.43 5.80 3.37 
 
WZ 0.00 3.02 3.02 5.20 2.18 
 
RS 0.39 2.28 0.68 5.30 4.62 
CdO ZB 0.15 3.12 3.12 6.31 3.19 
 
WZ 0.11 0.98 0.98 6.46 5.48 
  RS 0.00 2.03 0.78 6.02 5.24 
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Figure 1 The electronic band structure of the zincblende, wurtzite 
and rock salt phases of CuI and CdO. Left column CuI, right col-
umn CdO. Phases from top to bottom, zincblende, wurtzite, rock 
salt. The VBM is set to zero, valence bands are jet black, conduc-
tion bands are crimson, and the band gap is golden brown. 
Conversely CdO is well known to prefer the rock salt 
structure, also in line with the calculated energies of the 
phases. Although both materials have a preference for dif-
ferent phases, the energetic difference between the phases 
is sufficiently small that it may be possible to grow com-
mensurate phases of one on the other by means of epitaxy. 
To further explore the potential properties of such a struc-
ture we now turn to the electronic structure of the phases.   
3.2 Bulk electronic structure: The bulk electronic 
band structures are plotted in figure 1. Both species are di-
rect band gap semiconductors in the tetragonal phases 
(zincblende and wurtzite) and indirect gap semiconductors 
in the rock salt phase. In the zincblende phase both CuI 
and CdO are transparent with band gaps of 2.43 and 3.12 
respectively. Note that in our simulations we use the 
HSE06 hybrid functional with 25 % of exact Hartree-Fock 
exchange, this probably leads to an under-estimation of the 
band-gap in CuI, due to the overestimation of long-range 
exchange screening. This explains the fact that the band 
gap for CuI is underestimated by around 0.6 eV with re-
spect to experimental values.  
In the wurtzite phase the two materials show opposite 
trends. CdO has a rather narrow gap (0.98 eV) at the 
Gamma point, whereas CuI has a wider gap than in 
zincblende, by around 0.6 eV. The opposite trends can be 
interpreted by considering the bonding contributions to the 
VBM. In CuI the VBM is comprised of Cu d and I p orbit-
als which are hybridised. In the wurtzite structure the at-
oms are closer together, thus the hybridisation is stronger. 
This leads to greater stabilisation of the VBM with respect 
to the CBM. This is the classic behaviour displayed by tet-
rahedral semiconductors38. In the CdO structures the VBM 
is comprised solely of O p states, so there is no hybridisa-
tion, consequently no opening up of the band gap. Rather, 
the increased kinetic energy caused by the reduction in the 
interatomic distance leads to band broadening and a re-
duced gap. 
In the rock salt phase the direct and indirect band gaps 
of CdO are 2.03 and 0.78 eV respectively, in good agree-
ment with experimental and previously calculated values24. 
In CuI the gaps are similar 2.28 and 0.68 eV for direct and 
indirect gaps. 
3.3 Absolute electron energies: We now turn our 
attention to the calculated electronic energies of the slab 
models. For all structures surface cuts with zero net dipole 
were constructed using the METADISE program39. This 
choice ensures no macroscopic electric field across the slab 
model. For rock salt structures the (001) surface was used, 
for wurtzite and zincblende the (110) surfaces were used.  
The calculated electron energies - IPs and electron af-
finities (EAs) - are presented in table 1. The electron ener-
gies for CuI are consistently closer to the vacuum level 
than those in CdO. This can be understood from the Made-
lung potential40 of the ionic sites. The Madelung potential 
expresses the energy required to remove an ion from its 
site in a crystal lattice, this means that it also corresponds 
to the amount by which the ion is stabilised by the electro-
static environment of the crystal. The electrostatic potential 
is the leading order term in determining the stability of an 
electron in a solid (further terms such as kinetic and ex-
change-correlation energy also contribute), therefore it is a 
good indicator of the IP and EA. CuI is comprised of +/- 1 
formally charged ions, whist CdO is comprised of +/- 2 
formally charged ions. Therefore the Madelung potential is 
far greater in the CdO lattice. The relative values of the IP 
and EA also explain why CuI is p-type, whilst CdO is n-
type. The greater the Madelung potential and hence the EA 
the greater is the stabilisation energy of an excess electron 
in the lattice.  
With the series of CuI phases the trends in IP and EA 
are subject to a more subtle interplay of factors. The bond 
length determines the strength of individual electrostatic 
interactions, whilst the crystal structure determines the 
number of such interactions in the first sphere of the ion. 
Shorter bond lengths however also contribute to higher ki-
netic energy of electrons and hence band broadening. As 
such it is difficult to predict a priori which of the phases 
will have the largest IPs and EAs. Interestingly the ground 
state of CuI has the greatest IP whilst the ground state of 
CdO has the smallest IP, demonstrating the difficulty in 
predicting the IPs from simple electrostatic arguments.  
3.4 Band alignments With knowledge of the elec-
tron energies on an absolute scale we can now construct 
energy band alignment diagrams for the different phases, 
predicting the offsets in the energy levels if epitaxial het-
ero-structures were produced. We note that the offsets pre-
dicted here are first approximations to those a real hetero-
structure, where the effects of strain (deformation potential 
38,41–43) and interface dipoles33,44–46 would also play an im-
portant role. Nonetheless, the offsets from the single phas-
es are the dominant contribution and the calculated offsets 
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highlight the ability to design different interface types by 
changing the crystal phases, with each crystal structure 
displaying a different type of offset. 
The zincblende junction displays the straddled gap 
type- I band offsets. The IP of CdO is greater and the EA 
of CdO is smaller than the corresponding values in CuI. 
This arrangement of electron energies means that excitons 
in such a system would be confined to the CuI system. 
This type of offset is often applied in core-shell structures 
for fluorescence.  
The wurtzite junction has a broken gap type-III offset. 
The energy IP of CuI is smaller than the EA of CdO. This 
results in a spontaneous flow of electrons from the CuI va-
lence band to the CdO conduction band, forming a metallic 
interface and compensating space charge regions in the 
materials, to maintain charge neutrality. This type of offset 
has been predicted to lead to high frequency operation at 
low voltages, as such it could be applied in various power 
constrained scenarios including implantable medical appli-
cations and ultra-mobile computing technologies 47.  
The rock salt structure has type-II staggered offset with 
the IP and EA of CdO greater than in CuI. This type of 
staggered offset is useful in applications where charge sep-
aration is required. Holes are stabilised in CuI and elec-
trons in CdO, this is similar to the offset in CuI/ZnO junc-
tions, which display high rectification48. 
 
 
 
4 Conclusions We have considered the zincblende, 
wurtzite and rock salt phases of CuI and CdO. Comparison 
of total internal energies demonstrates that all three phases 
in both materials are either stable or meta-stable, meaning 
that any of the phases should be accessible through equilib-
rium or non-equilibrium growth techniques.  
We considered the electronic structure of each of these 
phases, explaining the differences in observed trends upon 
phase transition by considering the hybridisation of the 
electronic states which constitute the valence band edge. 
CuI is found to display the behaviour expected of tetrahe-
dral semiconductors, due to the p-d hybrid nature of the 
VBM. In CdO where the band edge is almost purely O p in 
character kinetic band broadening effects dominate. 
We calculate the absolute electron energies of the band 
edges with respect to the vacuum level, thus allowing us to 
construct energy band alignment diagrams for all three 
crystal structures. The diagrams reveal that zincblende has 
a type-I offset, wurtzite has a type-III offset and rock salt 
has a type-II offset. Finally we propose possible technolog-
ical applications of interest given these band offset config-
urations. 
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