We have measured the bias of QSOs as a function of QSO luminosity at fixed redshift (z < 1) by cross-correlating them with Luminous Red Galaxies (LRGs) in the same spatial volume, hence breaking the degeneracy between QSO luminosity and redshift. We use three QSO samples from 2SLAQ, 2QZ and SDSS covering a QSO absolute magnitude range, −24.5 < M bJ < −21.5, and cross-correlate them with 2SLAQ (z ≈ 0.5) and AAOmega (z ≈ 0.7) photometric and spectroscopic LRGs in the same redshift ranges. The spectroscopic QSO samples, in the spectroscopic LRG areas, contain 300-700 QSOs and in photometric LRG areas up to 7000 QSOs. The 2-D and 3-D cross-clustering measurements are generally in good agreement. Our (2SLAQ) QSO-LRG clustering amplitude (r 0 = 6.8
INTRODUCTION
Useful constraints on the nature of QSOs can be drawn from even the simplest measure of QSO clustering, the amplitude of the real-space 2-point correlation function. For ex-⋆ E-mail: georgios.mountrichas@durham.ac.uk ample, measuring QSO clustering on small scales can constrain models of galaxy mergers and quasar formation (Myers et al. 2007 ). Furthermore, the redshift evolution and luminosity dependence of the QSO bias can be studied. Recent work on the clustering dependence of the QSO bias on redshift suggested evolution of the 2QZ QSO bias (Croom et al. 2005 ). However, the fact that the most luminous QSOs lie at high redshifts, while the faintest are at low redshifts, made it difficult to study how QSO properties depend on luminosity. Now, surveys such as 2SLAQ (Cannon et al. 2006) that span a wide range of QSO luminosities, have broken that redshift-luminosity degeneracy and revealed little QSO clustering dependence on luminosity, at fixed redshift (dâ Angela et al. 2006) . Moreover, the amplitude of the QSO clustering is correlated with the average mass of the halos associated with the QSOs, providing indications of QSO lifetimes and making it possible to constrain QSO evolutionary models (Croom et al. , daÂngela et al. 2008 .
Redshift space distortions of the clustering pattern also contain dynamical information on the QSO bias that are independent of any assumption about underlying mass clustering. The clustering is affected at small scales by the rms velocity dispersion of QSOs along the line-of-sight (Fingers of god) and by dynamical infall of matter into higher density regions, which causes a flattening of the clustering pattern in the redshift direction. In addition to these dynamical distortions, geometrical distortions are introduced if an incorrect cosmological model is used in order to convert the observed redshifts into comoving distances. They therefore also constrain, more weakly, the value of the cosmological density parameter, Ωm.
In the linear regime of clustering, dynamical infall is governed by the parameter β = Ω 0.6 m /b. (Peebles, 1980 , Kaiser 1987 , Loveday et al. 1996 , Matsubara & Suto 1996 , Matsubara & Szalay 2001 , Peacock et al. 2001 , Hoyle et al. 2002 , Coil et al. 2005 , Myers et al. 2006 , 2007 , Porciani & Norberg 2006 , daÂngela et al. 2008 , Ross et al. 2007 ). In recent years, measurements of QSO clustering (dâ Angela et al. 2008 ) yielded a βQSO(z = 1.4) = 0.60 +0.14 −0.11 and bQSO(z = 1.4) = 1.5 ± 0.2 for a combined sample of QSOs from the 2dF QSO Redshift Survey (2QZ, Croom et al. 2004 ) and the 2dF-SDSS LRG and QSO Survey (2SLAQ, Cannon et al. 2006) . Ross et al. (2007) performed similar measurements on the 2SLAQ Luminous Red Galaxies (LRGs) clustering and found βLRG(z = 0.55) = 0.45 +0.05 −0.05 and bLRG(z = 0.55) = 1.66 ± 0.35.
In this paper we use QSOs from the 2QZ, 2SLAQ and SDSS (York et al. 2000) Data Release 5 (DR5; AdelmanMcCarthy 2007) surveys and LRGs from 2SLAQ and AAOmega first to study the dependence of QSO-LRG clustering amplitude on QSO luminosity. We also measure QSO-LRG redshift distortions to estimate the dynamical infall parameter, β. These surveys provide large numbers of QSOs and LRGs with a range of luminosities at fixed redshifts. So our results, for example on QSO bias, should be statistically improved over those from QSO-QSO clustering. Moreover, we use photometric LRG samples, which are significantly larger than the spectroscopic ones and measure QSO 2-D correlation function amplitudes, using Limber's formula to convert to 3-D real-space measurements.
In section 2 we describe the QSO and LRG samples we use in our measurements. In section 3 we present results from the 2-point cross-correlation function ω(θ), in Sections 4 and 5 we show our results for the redshift-space cross-correlation function, ξs, and the semi-projected cross-correlation function, wp(σ)/σ, respectively. Section 6 has our results for the real-space cross-correlation function and in Section 7 we present our ξ(σ, π) results, model the redshift-space distortions and estimate the QSO infall mass and bias. We also study, in Section 8, the dependence of the redshift-space cross-correlation function, the QSO bias and the mass of the QSO-LRG Dark Matter Haloes (MDMH ) on QSO luminosities at fixed redshifts. Finally, in Section 9 we present our conclusions.
DATA

Spectroscopic data
Our spectroscopic LRG sample is taken from the 2SLAQ and consists of 8,656 LRGs within 0.35 z 0.75 (that is the 'Gold Sample' of Ross et al. (2007) , see their Fig. 1 for the LRG distribution). 5,995 LRGs are in the Northern strip (sectors a, b, c, d, e, from Fig. 1 of Ross et al. 2007 ) and 2,661 LRGs in the Southern strip (sector s).
Our QSOs are taken from three spectroscopic samples; the NGC of 2QZ, the NGC+SGC of 2SLAQ and the Data Release 5 (DR5) of SDSS. The QSO redshift range mainly used in our analysis is the same one as for the 2SLAQ LRGs (0.35 z 0.75). The 2SLAQ QSOs have the same distribution on the sky as the spectroscopic 2SLAQ LRGs (see Fig. 2 
Photometric data
For measuring the 2-point angular cross-correlation function, w(θ), we can also use larger, photometric LRG samples from the 2SLAQ and the AAOmega surveys. For the AAOmega LRGs we have followed the selection criteria of Ross et al. (2007) . The numbers for these LRG data sets and the new matched QSO samples are shown in Table 2 . We should mention here that in the case of photometric 2SLAQ and AAOmega LRGs with the 2SLAQ QSOs we did not perfectly match the two areas. The photometric 2SLAQ LRG area is a rectangle (137.5
• ra 230.0 • , −1.25
• dec 1.0 • ) which covers the whole NGC of 2SLAQ, including the gaps in between the sectors a, b, c, d, e, whereas the 2SLAQ QSOs have the distribution mentioned in the previous Section. This slight mis-match does not affect our results, but is the reason that, in Table 2 , photometric 2SLAQ LRGs matched with 2SLAQ QSOs appear more numerous than the spectroscopic 2SLAQ LRGs matched with 2SLAQ QSOs in Table 1 (19,300 vs. 8,656) . Furthermore, the 2SLAQ QSO set, in the 2SLAQ photometric area, is smaller than that in the 2SLAQ spectroscopic area (503 vs 699) because in the photometric case we do not use the SGC part of 2SLAQ (sector s).
The redshift distribution of all the QSO samples, in a redshift range of 0.0 < z 1.0 is shown in Fig. 1 . The 2SLAQ and 2QZ distributions are, as expected, very similar. The SDSS distribution is roughly flat, in the redshift range we are interested in, although we note a peak at z ≃ 0.2 which is outside our region of interest.
QSO-LRG ANGULAR CROSS-CORRELATION FUNCTION
Cross-correlation and error estimators
In this section we first estimate the 2SLAQ QSO−2SLAQ LRG and 2QZ QSO−2SLAQ LRG angular cross-correlation functions w(θ) using our spectroscopic samples, both for QSOs and LRGs. We then use our photometric 2SLAQ and AAOmega LRG samples and cross-correlate them with 2SLAQ, 2QZ and SDSS (DR5) QSOs. The estimator we use, in all cases, is
where N rd is the number of points in our random catalogue, NLRG is the number of LRGs, DD(θ) are the data-data pairs, i.e. QSO-LRG pairs and DR(θ) are the QSO-random point pairs counted at angular separation θ. Our spectroscopic LRG random catalogue is the same as that described by Ross et al. (2007) (with 20× more randoms than LRGs) whereas the photometric 2SLAQ and AAOmega LRG random catalogues contain ≃ 11× more randoms than LRGs. Coverage completeness and spectroscopic completeness are taken into account in the construction of all random catalogues.
The error estimator we use throughout this paper is the so-called Field-to-Field estimator. The accuracy of the errors on our measurements plays an important role, particularly when we use our results to model the redshift-space distortions in Section 8. The reason for not using a different error estimator, such as the Poisson estimator (σ(θ) = √
) is that it becomes increasingly inaccurate at larger scales, as the QSO-LRG pairs become less independent. In order to calculate the Field-to-Field errors we have divided the 2SLAQ area into 4 approximately equal areas and then measure the cross-correlation functions in each one of these areas. The Field-to-Field error is then given by the following expression (Myers et al. 2005 )
where DRL(θ) is the data-random pairs in the subarea, DR(θ) is the overall number of data-random pairs, ωL(θ) is the correlation function measured in the subarea and ω(θ) is the overall correlation function.
3.2 w(θ) results from the redshift samples and correction for fibre collision 75. The fibre collision problem affects our results as can be seen from the anti-correlation we find, in all cases, between our QSOs and LRGs on small scales. The results are very similar when we use 2SLAQ QSOs in the whole redshift range and within 1.0 z 2.2. The anticorrelation amplitude is increased when we use our low redshift QSO sample, which also shows an increased fibre effect, but its statistical significance is smaller as the sample is much smaller than the other two. Now, we shall use these results in order to correct our 2-D and 3-D results, for fibre collisions.
We shall base our correction on the Hawkins et al. (2003) expression, i.e.
wp is the cross-correlation results when our samples come from the input catalogue; in our QSO-LRG case wp = 0 if there is no redshift overlap between QSOs and LRGs and assuming no lensing. wz represents the cross-correlation results from the 2SLAQ catalogue and these are the results shown in Fig. 2 . The correction should therefore be
We determine wz based on the measurements shown in Fig. 2 . As already noted, on small scales ( 2 ′ ), we see the anti-correlation caused by the fibre effect. We also note a small positive bump on scales up to ∼ 80 ′ . This bump is expected to be caused by physical QSO-LRG crosscorrelations for the 0.35 z 0.75 range (triangles) and also to a lesser extent in the unrestricted redshift range (closed circles). The cause of small positive excess seen at the 1.0 z 2.2 could be due to the fibre collision effect. If we include this small positive bump in the fibre correction, our ξ(s) cross-correlation measurements do not change; therefore this bump will be ignored when we present our 3-D results in the next Section. Nevertheless, the feature's effect is larger for the 2SLAQ QSO-2SLAQ (photometric) LRG Figure 1 . The solid line shows N(z) for the 2SLAQ sample, the dashed line for the 2QZ and the dotted line for the SDSS sample. The long dashed line and the dashed-dotted line show the redshift range we use for our measurements, when we cross-correlate our QSO samples with the 2SLAQ and AAOmega LRGs, respectively. The 2SLAQ and 2QZ distributions are, as expected, very similar. The SDSS distribution is flat, in the 2SLAQ and AAOmega redshift ranges we are interested in. w(θ) measurements which will be presented later (Fig. 4 ) and it will be taken into account there.
Finally, Fig. 3 shows our results when we cross-correlate 2QZ QSOs with spectroscopic 2SLAQ LRGs. No fibre collision effect is expected in this case since 2QZ QSOs had higher priority than 2dFGRS galaxies for spectroscopic observations. Thus there is no issue of fibre incompleteness (see also, e.g., Myers et al. 2003) . The reason for performing these measurements is to see if we can detect any signal in the case of the overlapped redshift range (triangles). Although the results when we use 2QZ QSOs in 1.0 z 2.2 range (open circles) seem to give a null average signal as expected, in the case of the common QSO-LRG redshift range (triangles) the samples are small and the results appear too noisy to draw any statistically significant conclusions.
Results from the photometric samples
Before we proceed to measure the redshift-space crosscorrelation function, we shall repeat our w(θ) measurements, cross-correlating our spectroscopic QSO samples from SDSS, 2QZ and 2SLAQ with the photometric LRG samples, which were presented in Section 2.2 and Table 2 . The purpose of these measurements is to see how the LRGs correlate with bright and faint QSOs and then use Limber's formula to convert these 2-D measurements into 3-D real-space measurements and compare them with our results from the spectroscopic samples (Section 4).
The results using 2SLAQ photometric LRGs are shown in Fig. 4 (filled circles are corrected for fibre collisions, from 0.1 ′ < θ < 100 ′ , i.e. including the bump in Fig. 2 ) and the results using the AAOmega photometric LRGs are shown in Fig. 5 . We should note that neither the AAOmega nor the 2SLAQ results have been corrected for stellar contamination of the LRGs (≃ 15% in AAOmega and ≈ 5% in 2SLAQ).
In both cases, triangles show the results using SDSS QSOs, filled circles using 2SLAQ QSOs and open circles using 2QZ QSOs. The θ0 and r0 values from the fits (in the range 0.1 ′ -100 ′ ) to these measurements are also shown. Both results show a slightly steeper slope for the brightest QSO sample (SDSS, γ = −0.8±0.1) compared to the other QSO samples.
Comparing our w(θ) results from 2QZ QSOspectroscopic LRGs (triangles of Fig. 3 ) with those from 2QZ QSO-photometric LRGs (open circles of Fig. 4) we note that the latter shows a positive signal whereas the former shows no signal, at least on small scales, and appears to be noisy. This is probably because the 2QZ QSO sample is much larger (≈ 3×) in the photometric LRG area (Table  2) than it is in the spectroscopic LRG area (Table 1) .
3-D CROSS-CORRELATION FUNCTIONS, ξ(s) AND ξ(r)
In this Section we present our results for the QSO-LRG redshift-space cross-correlation function, ξ(s), for different QSO and LRG samples. We have also plotted the fits to these measurements. We note that the slope is steeper for the brightest SDSS QSO sample comparing to the fainter 2QZ and 2SLAQ QSO samples. We have also plotted the fits to these measurements. Once more, we note that the slope is steeper for the brightest SDSS QSO sample comparing to the fainter 2QZ and 2SLAQ QSO samples.
the fibre collision is taken into consideration, as described in the previous Section. As we can see the effect is bigger on small scales (i.e. s 3h −1 Mpc) than it is on larger scales. We also repeat this redshift-space cross-correlation measurement using the 2QZ and the SDSS QSO samples, both within a redshift range of 0.35 z 0.75, and spectroscopic 2SLAQ LRGs. As already mentioned, the 2QZ survey has a brighter magnitude limit than 2SLAQ, i.e. bJ = 20.85 instead of bJ = 21.85. The brightest of the three samples is that from SDSS (iAB < 19.1). Our results are shown in Fig. 7 . On small scales, 5h
−1 Mpc we can see the suppression of ξ(s), due to the non-linear redshift-space distortions (small-scale peculiar velocities, w 2 z 1/2 ). The effect is less for SDSS, possibly because SDSS uses narrow lines to determine redshifts for QSOs at low redshift and [OIII] 5007 is seen for the whole redshift range in question for SDSS spectra. 2SLAQ/2QZ redshifts are purely template fits and so will instead be driven by the broad lines. On larger scales the results are in good statistical agreement, regardless of the brightness of the QSO sample. This agreement is also confirmed by the fits to these measurements (Table 4) . Since the results are affected by the Finger of god effect on small scales, the fits are applied on 5 − 25h −1 Mpc scales. The agreement between the ξ(s) results, suggests that QSO bias is also independent of QSO luminosity since the QSOs span a range of more than 2 magnitudes at fixed redshift.
To further check our observations, we use Limber's formula (Limber 1953 , Rubin 1954 ) and following Phillipps et al. (1978) we calculate the real-space cross-correlation function, ξ(r) from our previous (Section 3) w(θ) measurements from the photometric LRG samples. The fits appear in Fig.  8 and in Table 3 . The black solid line (r0 = 7.5 ± 0.3, γ = 1.7 ± 0.2) is the fit using the 2SLAQ QSO-2SLAQ LRG sample, the dotted line (r0 = 8.0 ± 0.4, γ = 1.7 ± 0.2) using the 2QZ QSO-2SLAQ LRG sample and the dashed line (r0 = 7.0 ± 0.3, γ = 1.8 ± 0.1) using the SDSS QSO-2SLAQ LRG sample. The blue lines are the fits using our QSO samples with AAOmega LRGs. Once again, we note that the results are approximately independent of the luminosity of the QSO sample.
In Fig. 7 we have plotted the fits from the QSO-2SLAQ (photometric) LRGs with the results from the spectroscopic 2SLAQ LRGs already discussed. This is a comparison between ξ(r) (photometric) and ξ(s) (spectroscopic) results. As we can see from Fig. 7 the agreement is not good at small scales (< 5h −1 Mpc) but this is due to non-linear redshiftspace distortions (Finger of god) that affect ξ(s) but not the ξ(r) measurements on small scales. A fairer comparison can be made on larger scales. Taking into account the Kaiser boost (≈ 1.25 for β = 0.35, as we shall see next) we compare the fits (Tables 3 and 4) to the QSO-2SLAQ (photometric) LRGs and QSO-2SLAQ (spectroscopic) LRGs, respectively. We see that they are in reasonable agreement.
Finally, in Fig. 9 we compare our redshift-space measurements for QSO-LRGs with QSO-QSO (daÂngela et al. 2008 ) and LRG-LRG (Ross et al. 2007 ) measurements. Triangles show the 2QZ+2SLAQ QSO ξ(s) results, filled circles show the 2SLAQ LRG ξ(s) results and open circles show our results for the 2SLAQ QSO-2SLAQ (spectroscopic) LRG redshift-space cross-correlation. The fact that QSO-QSO and QSO-LRG results appear flatter than the LRG-LRG ones, on small scales, may be explained by the intrinsic dispersion and the redshift errors, which are higher for broad emission line QSOs than for LRGs (≈ 650kms −1 vs. ≈ 300kms −1 ). This would affect mostly the QSO-QSO results and the least the LRG-LRG results, as observed. The QSO-LRG measurements should then lie in between the QSO-QSO and LRG-LRG measurements (as they do). On larger scales ( 5h −1 Mpc) the QSO-QSO correlation amplitude appears lower than the LRG-LRG one. This implies that the QSO bias is smaller than the LRG bias. Assuming the model ξmm =
2), the agreement between the QSO-LRG amplitude and the LRG-LRG amplitude would imply that bQ ≈ bL. So the overall conclusion is that bQ bL. These issues will be further discussed in Section 8.
THE SEMI-PROJECTED CROSS-CORRELATION FUNCTION
If s1 and s2 are the distances of two objects 1, 2, measured in redshift-space, and θ the angular separation between them, then σ and π are defined as
The effects of redshift distortion appear only in the radial component, π; integrating along the π direction, we calculate what is called the projected correlation function, wp(σ)
In our case we take the upper limit of the integration to be equal to πmax = 70h −1 Mpc. This limit has been chosen to minimise the effect of the small-scale peculiar velocities and redshift errors (daÂngela et al. 2008 ). If we include very large scales, the signal will become dominated by noise and; on the other hand, if we take our measurements on very small scales then the amplitude will be underestimated. Now, since wp(σ) describes the real-space clustering, the last equation can be written in terms of the real-space correlation function, ξ(r), (Davis & Peebles, 1983) , i.e.
Calculating the projected cross-correlation function wp(σ) will help us estimate the real-space cross-correlation function, ξ(r). The r0 from the wp(σ)/σ fits is estimated using the following equation:
where Γ(x) is the Gamma function. Fig. 10 shows our wp(σ)/σ measurements from the different QSO samples cross-correlated with the spectroscopic 2SLAQ LRGs. Filled circles show the results using 2SLAQ QSOs-2SLAQ LRGs, open circles using 2QZ QSOs-2SLAQ LRGs and triangles SDSS QSOs-2SLAQ LRGs. We see that the semi-projected cross-correlation function confirms our results in redshift-space, i.e. the measurements are in agreement regardless of the luminosity of the QSO sample. This can also be confirmed by the fits to these measurements shown in Table 5 . As for the ξ(s) case, we also include the fits from the w(θ) measurements of the photometric 2SLAQ LRG sample, using Limber's formula. The photometric fits are, again, in good agreement with the spectroscopic measurements, further supporting the idea that the cross-clustering is independent of QSO luminosity. Fig. 11 shows the wp(σ)/σ results for the 2SLAQ QSOLRGs (filled circles). As in the previous Section, we have also included the semi-projected correlation function results for the (2QZ+2SLAQ) QSO (open circles) and the 2SLAQ LRG-LRG (triangles) from daÂngela et al. (2008) and Ross et al. (2007) , respectively. We note that, at small scales ( 3h −1 Mpc), although the results are noisier than for the ξ(s) measurements, QSO-LRG and QSO-QSO measurements have a slightly smaller amplitude than the LRG-LRG one but to a much lesser degree than in the ξ(s) measurements. This confirms our previous interpretation that the amplitude difference in the redshift-space measurements at small scales is due to the QSO redshift errors, an effect which does not affect the wp(σ)/σ measurements. On larger scales, wp(σ)/σ measurements confirm our previous observations for lower QSO-QSO amplitude comparing with the QSO-LRG and the LRG-LRG amplitude. Finally, the solid line shows our χ 2 fit to the QSO-LRG data from 5 − 25h −1 Mpc (for consistency reasons with the ξ(s) fits), which gives r0 = 6.8
Mpc and γ = 1.7
3 . This is similar to the (2SLAQ) LRG-LRG auto-correlation amplitude (r0 = 7.45 ± 0.35h −1 Mpc) and both are higher than the (2QZ+2SLAQ) QSO-QSO amplitude (r0 ≃ 5.0h −1 Mpc) at z = 1.4.
THE REAL-SPACE CROSS-CORRELATION FUNCTION
Using the results from the projected cross-correlation function, described in the previous Section, and following Saunders et al. 1992, we can calculate the real-space crosscorrelation function, ξ(r), as follows:
and assuming a step function for wp(σ) = wi we finally get,
for r = σi. The QSO-2SLAQ (spectroscopic) LRG real-space results are shown in Fig. 12 . In the same Figure we have also plotted the ξ(r) fits from the QSO-photometric LRG w(θ) measurements, described in Section 4. All the samples seem to give consistent results although, as already mentioned, these ξ(r) measurements from the spectroscopic samples are very noisy and no significant conclusions can be drawn. Finally, Table 6 shows the r0 and γ values from the fits to the spectroscopic samples, on scales of 5 r 25h −1 Mpc. 
CONTRAINTS ON β FROM REDSHIFT-SPACE DISTORTIONS
The ξ(σ, π) cross-correlation function
As already noted, QSO-LRG velocity dispersion and their dynamical infall into higher density regions are two mechanisms that distort the spherically symmetric clustering pattern in real space. We measure the ξ(σ, π) cross-correlation function in the case of 2SLAQ, 2QZ and SDSS QSOs with the (spectroscopic) 2SLAQ LRGs. The purpose is to use the shape of the ξ(σ, π) and our previous ξ measurements in order to model the redshift-space distortions and put constraints on β. Fig. 13 shows a comparison between our 2SLAQ QSO-2SLAQ LRG ξ(σ, π) (solid line) results and the results using our model I (dashed line, see below). Model I is in very good agreement with the data both on small and large scales.
Description of ξ(σ, π) models
In order to place constraints on the infall parameter we model the redshift-space distortions measured above. First, we define our models for bias, b, and infall parameter β,
where bQ and bL are the QSO and LRG bias, respectively, given by
where βQ and βL are the QSO and LRG infall parameter, respectively and Ωm is given in a flat universe as
In our analysis in this Section we shall use two models. Model I is the one used in daÂngela et al. (2008) modified accordingly to match our cross-correlation analysis, instead of the auto-correlation (QSO-QSO) which was used in that study.
In general, the power spectrum in real and redshift space is given by (Kaiser 1987 )
and the similar relation between ξ(r) and ξ(s) is (Hamilton 1993 )
where Ps(k) is the power-spectrum in redshift-space, Pr(k) is the power-spectrum in real-space, and µ k is the cosine of the angle between the wavevector k and the line-of-sight. Equation 15 can also take the form,
µ is now the cosine of the angle between r and π, P l (µ) are the Legendre polynomials of order l and ξ0(r), ξ2(r) and ξ4(r) being the monopole, quadrupole and hexadecapole components of the linear ξ(r).
In our analysis there are two infall parameters, βQ and βL, one for QSOs and one for LRGs. Therefore, equations 16, 15 and 17 (Y. P. Jing, priv. communication) should be modified as follows:
The problem with this formalism is that the model only constrains the sum of the infall parameters, i.e. βQ + βL, and not to each of them individually. So, in what follows we keep βL constant using the value found by Ross et al. (2007) , βL = 0.45±0.05 and constrain the QSO infall parameter βQ. The magnitude of the elongation along the π-direction of the ξ(σ, π) plot caused by the peculiar velocity of the object is denoted by ω 2 z 1/2 , which can be expressed by a Gaussian (Ratcliffe et al. 1996) , as
To include the small scale redshift-space effects due to the random motions of galaxies, we convolve the ξ(σ, π) model with the peculiar velocity distribution, given by equation 21. Then, ξ(σ, π) is given by
where ξ ′ (σ, π − ωz(1 + z)/H(z)) is given by equation 17. Finally, we exploit the Alcock−Paczynski effect ( Alcock & Paczynski 1979) which says that the ratio of observed angular size to radial size varies with cosmology (isotropic clustering). If we assume that the cluster is isotropic, then we can constrain the cosmological parameters by requiring that they produce equal tangential and radial sizes. In our case the angular and the radial size are σ and π. Keeping the meanings of test and assumed cosmology as used by dâ Angela et al. (2008) and following their fitting procedure we obtain our results (see below). In particular, we use the γ values from our fits to ξ(s), let r0 and the velocity dispersion vary as free parameters and compute the χ 2 values for each Ω 0 m − β(z) pair.
The second model (model II) is as follows. ξ(σ, π) is now defined as (Peebles 1980 , Hoyle 2000 1 + ξ(σ, π) = (23) where the f (ωz) is given, as before, by equation 21. Next we introduce the infall velocity of the galaxies, υ(rz), as a function of the real-space separation along the π direction, rz. This can be derived from the equation of conservation of particle pairs, which are within a comoving separation r from a mass particle, i.e. (Peebles 1980) δ δt
where a(t) is the scale factor. Assuming that ξ(r) is described by a power law model, we solve the above equation to find the infall velocity of the particles
We now modify equation 23 to include the effects of the bulk motions
This is the model II ξ(σ, π); we then follow the same implementation of the "Alcock-Paczynski" effect and fitting procedure as for model I. As in model I, we keep bL constant, using the same value as above (Ross et al. 2007 ), i.e. βL = 0.45 ± 0.05 and bL = 1.66 ± 0.35.
Results
We now use our ξ(σ, π) measurements from the previous Section and the s0 and γ values from the ξ(s) fits shown in Table 4 to put constraints on βQ and bQ and ω 2 z 1/2 for each of the QSO samples. The results are shown in Table 7 and in Figures 14-19 .
Comparing the results from both models from the three different QSO samples associated with the same spectroscopic 2SLAQ LRG sample, we note that model I gives slightly lower QSO-LRG velocity dispersions than model II, but both are consistent (∼620kms −1 and ∼ 727kms −1 ) with the expected ω 2 z 1/2 ≃728kms −1 , produced by adding in quadrupole QSO and LRG velocity dispersions from previous QSO-QSO and LRG-LRG studies, which gave 800kms −1 and 330kms −1 , respectively. Comparison of bQ between the different samples (for both models) shows that the results are in good statistical agreement (Table 7) . The best way to summarise the results is to average them. All six measurements (the three samples and the two models) give an average of βQ = 0.55 ± 0.10 and bQ = 1.4 ± 0.2 at z=0.55, which is consistent with the values found by daÂngela et al. (2008), βQ = 0.60 +0.14 −0.11 and bQ = 1.5 ± 0.2 at z=1.4 and bQ = 1.1 ± 0.2 at z ≃ 0.6 (see their Fig. 13 ).
QSO BIAS AND HALO MASSES
QSO-LRG clustering dependence on luminosity
Previous attempts to study the dependence of clustering on luminosity, were not successful because of the redshiftluminosity degeneracy, as higher luminosity QSOs reside at higher redshifts. Here, combining QSOs with large LRG samples we get the statistical power to break this degeneracy. In this Section, we shall try to examine if and how the QSO-LRG clustering depends on QSO luminosity, at fixed redshift.
We first estimate the average absolute magnitude of each of our QSO samples, as follows:
where M b J is the absolute magnitude of each QSO, bJ (or g) is its apparent magnitude , dL is the luminosity distance (Mpc) that corresponds to the redshift z and the last term is the k-correction, where we have assumed a QSO spectral index α ′ = −1.0. We should note here that we treat the bJ band (2QZ) as being equivalent to the g band (2SLAQ, SDSS; Richards et al. 2005) .
To check if there is a dependence of QSO-LRG clustering on luminosity we use the integrated correlation function, as a more robust statistical tool (see daÂngela et al. 2008) . We calculate it up to scales of 20h −1 Mpc and normalise the result to the volume contained in a sphere with radius of 20h −1 Mpc:
The choice of the radius has been made for two reasons. The 20h −1 Mpc scale is large enough to apply linear theory , and redshift-space distortions (finger of god or redshift errors) do not significantly affect the measurements.
In the case of the QSOs-2SLAQ (spectroscopic) LRGs we have estimated ξ20 via equation 28 using the ξ(s) measurements shown in Fig. 7 . For the QSO-2SLAQ (photometric) and AAOmega LRGs we have substituted the ξ(s) in equation 28 with the ξ(r) fits shown in Fig. 8 . The results using 2SLAQ LRGs (spectroscopic and photometric) are shown in Fig. 20 and using AAOmega LRGs are shown in Fig. 21 . No conclusion can be drawn about the redshift evolution of the QSO-LRG clustering as the average redshift of the samples is too restricted. Although the ξ20 results using the AAOmega LRGs, show some indications that bright QSOs (SDSS) cluster less with LRGs than faint QSOs (2SLAQ), the results using the 2SLAQ LRG samples (both spectroscopic and photometric) stay statistically constant, thus confirming the results in the previous Sections, that the QSO-LRG clustering is independent of QSO luminosity.
QSO bias
Having tested the luminosity dependence of the QSO-LRG clustering, we now investigate the dependence of the QSO bias on the luminosity. Assuming that this bias is independent of scale, we calculate the QSO bias using:
where ξρ is the matter real-space correlation function, averaged in 20h −1 Mpc spheres. In the case of QSO-photometric LRGs we use our ξ(r, 20) measurements as estimated before. For consistency, for the QSO-2SLAQ (spectroscopic) LRGs, we use our wp(σ) measurements (shown in Table 8 ) since they are less noisy than those for ξ(r). To estimate ξmm we use the values as estimated by daÂngela et al. 2008 . So in the case of QSO-AAOmega LRGs ξmm = 0.11 at (z ≈ 0.7), and in the case of QSO-2SLAQ LRGs ξmm = 0.12 (z ≈ 0.55). Finally, we calculate the LRG bias for the AAOmega and 2SLAQ, based on the results shown in Table 4 of Ross et al. (2007) (AAOmega: r0 = 9.03 ± 0.93 and γ = 1.73 ± 0.08, 2SLAQ: r0 = 7.45 ± 0.35 and γ = 1.72 ± 0.06). We find, b L(AAΩ) = 2.35 ± 0.20 and b L(2SLAQ) = 1.90 ± 0.08. The latter is in reasonable agreement with the value found by Ross et al. (2007) , from redshift-space distortions, b L(2SLAQ) = 1.66 ± 0.35. The derived QSO bias values for each case are shown in Table 8 (as well as the corresponding βQ values) and in Figures 22 and 23 .
Comparing the values for the QSO biases from the different samples, we note that the QSO biases using 2SLAQ LRG samples show indications for luminosity dependent QSO bias, in the sense that bQ reduces for higher luminosity samples, at least in the case of spectroscopic 2SLAQ LRGs. The same pattern is repeated when using AAOmega LRG samples. The spectroscopic samples yield lower bQ values than the photometric samples. This is due to the fact that the amplitude of the ξ(r) measurements of the photometric samples is higher than the amplitude of the wp(σ) measurements of the spectroscopic samples (see Fig. 10 ). Combining the 2SLAQ (photometric and spectroscopic) samples with the photometric AAOmega samples we find bQ = 1.90±0.16, bQ = 1.85 ± 0.23 and bQ = 1.45 ± 0.11, for 2SLAQ, 2QZ and SDSS QSOs, respectively. Comparing now the values for the QSO bias from the spectroscopic 2SLAQ LRG samples with those obtained in Section 7.3, we note that the amplitude results, give an average of bQ = 1.5 ± 0.1 which is in very good agreement with the average of bQ = 1.4 ± 0.2 obtained from the redshift-space distortion results. Our measurements give an overall QSO bias of bQ ≈ 1.5 at z = 0.55 and M b J ≈ −23.
In Figures 22 and 23 we have also plotted two points (stars), that are at low redshifts, taken from Fig. 13 of dâ Angela et al. (2008) . The one with M b J ≃ −24.0 at z ≃ 0.7 is in statistical agreement with our bQ values from the AAOmega LRG samples, at the same mean redshift and brightness. The second one with M b J ≃ −22.9 at z ≃ 0.6 is lower than our bQ values from 2SLAQ LRG samples, at z = 0.55, but statistically not rejected by them (at least not by those from the spectroscopic samples). The overall impression is that our bQ ≈ 1.5 at z = 0.55 is in agreement with the values found by daÂngela et al. (2008), bQ = 1.5 ± 0.2 at z = 1.4 and slightly higher than bQ = 1.1 ± 0.2 found at z ≃ 0.6.
Dark Matter Halo Mass
Since the bias of Dark Matter Halos is correlated to their mass (Mo & White 1996) , we shall attempt to measure this mass (MDMH). In our analysis we shall follow daÂngela et al. and Croom et al. and assume an ellipsoidal collapse model, described by Sheth et al. (2001) . The bias and the MDMH are related via
where α = 0.707, b = 0.5 and c = 0.6. ν is defined as ν = δc(z)/σ(MDMH, z), with δc to be the critical density for collapse, given by, δc = 0.15(12π)
is the rms fluctuation of the density field on the mass scale with value MDMH and G(z) is the linear growth factor (Peebles 1984) . The σ(MDMH) can then calculated as
with P(k) to be the power spectrum of density perturbations and w(kr) is the Fourier transform of a spherical top hat, which is given by (Peebles 1980) :
where the radius and mass are related through
where ρ0 is the present mean density of the Universe, given
The power spectrum used in our analysis has the linear form, P (k) = P0T (k) 2 k n , with P0 to be a normalisation parameter which depends on σ8 and T(k) is the transfer function (Bardeen et al. 1986) .
The results are shown in Figures 24 and 25 . Once again, although for the AAOmega LRG samples the derived QSO halo masses show indications of increasing as we move to fainter QSO samples, in the case of 2SLAQ (photometric and spectroscopic) LRG samples halo masses stay statistically constant. The average value is MDMH = 10 13 h −1 M ⊙ . Comparing now this result with those from other authors (Croom et al. , daÂngela et al. 2008 , we note that their MDMH estimates are generally lower than ours (∼ 3 × 10 12 h −1 M ⊙ ) although at higher redshifts (z = 1.4). They also find that the hosts of QSOs have the same mass at all redshifts, thus rejecting cosmologically long-lived QSO models. Our higher masses at z = 0.55 may be more consistent with the longlived predictions of 6×10 14 h −1 M ⊙ at z = 0 and 10 13 h −1 M ⊙ at z ≃ 0.5. The caveat is that for our measurements we need to use a value for bL in order to derive bQ.
DISCUSSION + CONCLUSIONS
In this paper we have performed an analysis of the clustering of QSOs with LRGs. For this purpose, we first used the 2-point angular cross-correlation function, w(θ), and measured the cross-correlation between 2SLAQ and AAOmega LRGs and different luminosity QSOs. The results show that there is little cross-correlation dependence on QSO luminosity.
Next, we measured the redshift-space cross-correlation function. We again see no QSO-LRG clustering dependence on QSO luminosity, as all the QSO-spectroscopic LRG samples gave similar results. We used Limber's formula to fit r0 to 2-D results. The fits for r0 from 3-D ξ(s) are in very good agreement with the fits to the 2-D w(θ) results. Then, we compared our QSO-LRG clustering with 2SLAQ LRG-LRG (Ross et al. 2007 ) and 2QZ+2SLAQ QSO-LRG (daÂngela et al. 2008) clustering results. On small scales, the QSO-QSO and QSO-LRG results appear flatter than the LRG-LRG results. As confirmed later by the wp(σ)/σ measurements, this appears to be due to the larger QSO redshift errors (broadlines). On larger scales ( 5h −1 Mpc) the QSO-QSO correlation amplitude appears lower than the QSO-LRG and LRG-LRG amplitudes, suggesting that bQ bL. The fractional errors on ξQL are ∼ 50% smaller than those on ξQQ in same redshift range.
The results from the semi-projected cross-correlation function, wp(σ)/σ, are in agreement with our ξ(s) observations, yielding consistent r0 and γ values. The comparison with the 2SLAQ LRG-LRG (Ross et al. 2007 ) and 2QZ+2SLAQ QSO-LRG (daÂngela et al. 2008 ) confirms our results from redshift-space, i.e. that the small-scale amplitude difference in ξ(s) is due to the larger QSO redshift errors and that QSO-QSO clustering amplitude is lower than QSO-LRG and LRG-LRG amplitude. The real-space crosscorrelation function, ξ(r), also seems to agree with the ξ(s) and wp(σ)/σ results, although it is noisier.
Then, we measured the ξ(σ, π) cross-correlation function for all our (spectroscopic) samples and used the results to model the redshift-space distortions. For that, we used two models which gave consistent results with each other and between the different samples. The redshift-space distortions yielded an average of βQ = 0.55±0.10, bQ = 1.4±0.2 which is slightly higher than bQ = 1.1 ± 0.2 at z ≃ 0.6, from daÂngela et al. (2008) . Note that this latter result does not come from analysing the amplitude of ξQQ; there being too few QSO pairs to make redshift-distortion auto-correlation analysis viable at z ∼ 0.6.
After calculating the average absolute magnitude of each QSO sample we measured the integrated crosscorrelation function for each one of our QSO-LRG samples. No evidence was found for QSO-LRG clustering dependence on QSO luminosity. Then, using LRG biases as estimated by previous studies, we calculated the QSO biases. There were indications of luminosity dependence, in the sense that bQ may reduce as we move to brighter QSO samples. Our analysis yielded a bQ = 1.5 ± 0.1 (at M b J ≈ −23) which is in very good agreement with our result from redshift-space distortions.
Finally, using the relation between bias and MDMH suggested by Sheth et al. 2001 , we calculated the corresponding masses of the QSO hosts. QSO halo masses were estimated to be ∼ 10 13 h −1 M ⊙ at z ≈ 0.55. Our MDMH estimations are higher than those from Croom et al. (2005) and daÂngela et al. (2008) (at z = 1.4) and may be explained by long-lived QSO population models. Since the bias values are independent of QSO luminosity at fixed redshift, the halo masses are also independent of luminosity and this represents the main result of this paper. (2008) . The fainter one is at z ≃ 0.6 and the brighter at z ≃ 0.7.
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