Wavefront parallelization of recurrent neural networks on multi-core architectures by Sharma, Robin Kumar & Casas Guix, Marc
Wavefront Parallelization of Recurrent Neural Networks on
Multi-core Architectures
Robin Kumar Sharma








Recurrent neural networks (RNNs) are widely used for natural
language processing, time-series prediction, or text analysis tasks.
The internal structure of RNNs inference and training in terms of
data or control dependencies across their fundamental numerical
kernels complicate the exploitation of model parallelism, which is
the reason why just data-parallelism has been traditionally applied
to accelerate RNNs.
This paper presents W-Par (Wavefront-Parallelization), a com-
prehensive approach for RNNs inference and training on CPUs
that relies on applying model parallelism into RNNs models. We
use ne-grained pipeline parallelism in terms of wavefront com-
putations to accelerate multi-layer RNNs running on multi-core
CPUs. Wavefront computations have been widely applied in many
scientic computing domains like stencil kernels or dynamic pro-
gramming. W-Par divides RNNs workloads across dierent parallel
tasks by dening input and output dependencies for each RNN cell.
Our experiments considering dierent RNNs models demonstrate
that W-Par achieves up to 6.6× speed-up for RNN models inference
and training in comparison to current state-of-the-art implementa-
tions on modern multi-core CPU architectures. Importantly, W-Par
maximizes performance on a wide range of scenarios, including
dierent core counts or memory hierarchy congurations, without
requiring any change at the source code level.
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1 INTRODUCTION
Neural networks composed of multiple layers are called Deep Neu-
ral Networks (DNNs) [38]. DNNs are widely used to automatically
carry out activities like classication or pattern detection of text,
images, speech, motions, or any other data format. While feed-
forward [14] and convolutional DNNs [39] have shown a very re-
markable capacity for pattern detection and classication of image
data sets, they do not have any internal dynamic state describing
connections between past and future data, which is a fundamental
feature to successfully carry out activities like automatic speech
recognition (ASR), speech translation (ST), and text-to-speech (TTS).
Recurrent Neural Networks (RNNs) [51] contain memory units able
to display dynamic and temporal connections between past and
future data. The outstanding text and signal analysis properties of
RNNs and other recurrent models like Long-Short Term Memories
(LSTMs) [27] and Gated Recurrent Units (GRUs) [19] make them the
prevalent choice to analyze sequential and unsegmented data like
text or speech signals. The internal structure of RNN inference and
training in terms of dependencies across their fundamental numeri-
cal kernels complicate the exploitation of model parallelism, which
has not been fully exploited to accelerate forward and backward
propagation of RNNs on multi-core CPUs.
This paper proposes W-Par, a parallel execution model for RNNs
and its variants LSTMs and GRUs. W-Par exploits all possible con-
currency available in forward and backward propagation routines
of RNNs. These propagation routines display complex data and
control dependencies that require sophisticated parallel approaches
to extract all possible concurrency. W-Par represents RNNs forward
and backward propagation as a computational graph [37] where
nodes represent computation and edges identify data and control
dependencies across them. A run-time system software takes re-
sponsibility for orchestrating the parallel execution of RNNs across
multi-core CPU devices by scheduling computing pieces as soon as
their data or control dependencies are fullled. The programmer
does not need to dene explicitly the parallel execution schedule
at the source code level as it is managed on run-time by the sys-
tem software, which makes it possible to apply W-Par on a wide
range of parallel hardware with dierent core counts, cache hierar-
chies, or CPU clock frequencies. Programming environments like
OmpSs [23] or OpenMP [20] support the denition of input and
output dependencies and the dynamic management of them, which
can be used to implement W-Par and to use it in a wide range of
parallel computing scenarios.
This paper makes the following contributions over the state-of-
the-art:
• We propose W-Par, a parallel execution model for RNNs
and its variants LSTMs and GRUs. W-Par exploits model
parallelism and it relies on source-code annotations of
input and output dependencies across dierent RNNs com-
pute kernels. W-Par can be applied to a wide range of par-
allel scenarios without requiring any change at the source
code level.
• We carry out an extensive evaluation campaign consid-
ering data and model parallelism, a wide range of model
parameters, and a state-of-the-art implementation of RNNs
and its variants, LSTMs and GRUs. W-Par reaches perfor-
mance speed-up up to 6.6× in comparison to the most
recent implementation of the state-of-the-art Keras [18]
deep learning framework, backed by Tensorow 2.0 [10].
The rest of this paper is organized as follows: RNNs and its
variants, LSTMs and GRUs, are described in Section 2. We describe
the W-Par approach and how it exploits model parallelism on RNNs
models in Section 3. Section 4 contains an exhaustive evaluation
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Figure 1: A 4-layer RNN represented in terms of directed
cyclic graphs and corresponding unrolled RNN.
of W-Par and describes its specic experimental setup. Section 5
details the previous work done on parallelizing RNNs models on
CPUs and GPUs. Finally, Section 6 provides a concluding remark
with future directions for W-Par.
2 BACKGROUND ON RNN
RNNs adapt the standard feed-forward neural network model [14]
to process sequential pieces of data like speech signals or text. RNNs
have recurrent hidden states whose activation at a particular time
is dependent on their values on previous times. More specically,
RNNs contain internal and time-dependent states that are updated
following directed cycles of dependencies. These cycles inuence
the network activations by taking their values on previous time
steps as inputs. At every time step, RNNs update their hidden state
and predict by leveraging data corresponding to previous states,
which improves the quality of its predictions. RNNs are widely used
for sequence prediction [29] and classication tasks such as speech
recognition or text analysis.
RNNs can be either expressed in terms of directed cyclic graphs,
with their corresponding recurrent connections or via unfolded
representations. The process of unfolding a recurrent network re-
quires the removal of all cycles to form a directed acyclic graph [25].
Figure 1 represents a 4-layer RNN with recurrent connections. To
unfold this model, we make a copy of each RNN cell for each time
step with the corresponding input and output dependencies. Fig-
ure 1 shows the corresponding unfolded model, which does not
have recurrent connections. The number of times we unroll RNN
models is termed as sequence length or unrolling length. In Figure 1,
t represents the sequence length.
Figure 2 shows a 4-layer deep RNN with a sequence length of 5.
This RNN has 20 cells. Figure 2 also displays green arrows, which
represent data dependencies involved in forward propagation, and
red arrows, which represent dependencies for backward propaga-
tion. Data dependencies signicantly constrain the order in which
the dierent cells can be processed. For example, RNN cell 6 can
only be processed once RNN cells 2 and 5 have nished updating
their internal states. While Figure 2 displays a unidirectional model,
it is also possible to train RNNs using a bidirectional paradigm [54],
which has additional data dependencies. RNN cells are composed
of either the Vanilla RNN, LSTM, or GRU structures, which are
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Figure 2: RNNs with 4 layers and 5 sequence length
2.1 Vanilla RNN
As the most basic RNN structure, the RNN or Vanilla RNN [24]
adds a simple extension to feed-forward networks [14]. Its hidden







Figure 3: Vanilla RNN Cell Structure
Figure 3 shows the cell structure of Vanilla RNN. Equations 1
and 2 describe the update of Vanilla RNN cells and Table 1 denes
the parameters of these equations.
Ht = tanh(Wh ∗ [Xt ,Ht−1] + Bh ) (1)
Ot = (Wo ∗ Ht ) + Bo (2)
Vanilla RNNs are not able to capture long term dependencies
on sequential data due to issues like the vanishing gradient prob-
lem [17]. Vanilla RNNs can make use of information in arbitrarily
long sequences, but in practice, they are limited to looking back
only a few steps. Two more advanced RNN architectures, the LSTM
and the GRU networks aim to solve this problem. Both LSTMs and
GRUs are an evolution of Vanilla RNN cells that maintain better
long term dependencies and can be trained without suering from
gradient vanishing issues.
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Table 1: Equation Parameters.
Parameter Description
Xt : Input vector
Ht−1: Previous hidden state
Ht : Current hidden state
Wh : Weight Matrix for hidden state
Wi : Weight Matrix for input gate
Wo : Weight Matrix for output gate
Wf : Weight Matrix for forget gate
Wu : Weight Matrix for update gate
Wr : Weight Matrix for reset gate
Bh : Bias Matrix for hidden state
Bi : Bias Matrix for input gate
Bo : Bias Matrix for output gate
Bf : Bias Matrix for forget gate
Bz : Bias Matrix for update gate
Br : Bias Matrix for reset gate
Ct−1: Previous cell state
Ct : Current cell state
ft : Forget gate [4]
It : Input gate [4]
Ot : Output gate [4]
Zt : Update gate [4]
Rt : Reset gate [4]
siдm: Sigmoid Activation function [46]
tanh: Tanh Activation function [46]
2.2 LSTM
The Long-Short Term Memory (LSTM) [27] is capable of modelling
temporal sequences and their long-range dependencies accurately
as compared to Vanilla RNN [24]. LSTMs are very widely used in
the eld of speech recognition [28], handwriting recognition [44],
and speech synthesis [52]. Figure 4 presents the structure of the
LSTM cell, which is the building block of any LSTM-based RNN
model. It has special units called memory blocks, which contain
memory cells with self-connections storing the temporal state of
the network, along with special multiplicative units known as gates
to control the information ow. Equations 3-8 dene the update of
LSTM cells [27], moreover, Table 1 denes the parameters of these
equations. Operators ∗ represent matrix multiplications while oper-
ators  and + represent element-wise multiplications and additions,
respectively.
ft = siдm(Wf ∗ [Xt ,Ht−1] + Bf ) (3)
It = siдm(Wi ∗ [Xt ,Ht−1] + Bi ) (4)
C̄t = tanh(Wc ∗ [Xt ,Ht−1] + Bc ) (5)
Ot = siдm(Wo ∗ [Xt ,Ht−1] + Bo ) (6)
Ct = ft  Ct−1 + It  C̄t (7)

















Figure 4: LSTM Cell Structure
2.3 GRU
The Gated Recurrent Unit (GRU) [19] is an evolution of the LSTM
cell with a reduced number of parameters. They are faster than
LSTMs and oer similar prediction accuracy. GRUs have gating
units, which allow them to adaptively capture dependencies from
extensive sequential data without discarding information from the
earlier part of the sequence. Figure 5 shows a GRU cell structure,
which is remarkably more straightforward than the LSTM cell that
Figure 4 displays. Equations 9-12 dene GRU cell computations
and Table 1 denes their corresponding parameters. GRUs are an
evolution of Vanilla RNNs widely used for automatic speech recog-













Figure 5: GRU Cell Structure
Zt = siдm(Wz ∗ [Xt ,Ht−1] + Bz ) (9)
Rt = siдm(Wr ∗ [Xt ,Ht−1] + Br ) (10)
H̄t = tanh(Wh ∗ [Xt ,Rt  Ht−1] + Bh ) (11)
Ht = Zt  H̄t + (1 − Zt )  Ht−1 (12)
2.4 Computational Graph
In parallel computing, the computational graph is a common way
to represent computation tasks and their dependencies [37]. A
computational graph is a directed acyclic graph (DAG) with each
computation node representing an operation like matrix multiplica-
tion, a convolution, or an element-wise multiplication or addition.
Computational graphs dene the execution order of the dierent
numerical kernels that compose a parallel workload. In Figure 6,
a directed edge pointing from node X to node Y and from W to
Y represents that node Y is dependent on nodes X and W, i.e. the
3
output of X and W constitute part of the node Y input. In addition,





Figure 6: Computational graph with 5 computation nodes
Deep learning frameworks such as TensorFlow [10], MXNet [16]
and Cae [35] exploit computational graphs to represent deep learn-
ing workloads such as Vanilla RNN, LSTM and GRU [30]. Keras [18]
is a high-level Application Programming Interface (API) for neural
networks that run on top of TensorFlow or other packages. As such,
it also exploits computational graphs. Keras [18] is widely used in
software industries such as CERN [5], Uber [7], Google, Microsoft,
Amazon Web Services [9].
The training and inference of a deep learning model is essentially
the execution of its corresponding computational graph. Either
training or inference of neural networks may rely on computa-
tional graphs to orchestrate their execution. For example, during
training, the gradients of the loss function are computed by taking
the weights and the biases as input. The weights are updated using
gradient descent. A computational graph can eciently express this
workload. By default, the execution engines of the existing deep
learning frameworks execute the computational graph in sequence
according to its topological order. One training iteration of a batch
consists of a single complete execution on the graph.
3 W-PAR APPROACH
We propose W-Par (Wavefront-Parallelization), an approach to par-
allelize multi-layer RNNs [57]. W-par conceives RNNs forward and
backward propagation as a computational graph where nodes rep-
resent computation and edges identify data and control dependen-
cies across them. W-Par exploits model parallelism on multi-layer
RNNs network by creating multiple parallel tasks and specifying
at the source code level their data or control dependencies. A run-
time system software orchestrates the parallel execution by taking
into account dependencies across dierent computing routines and
scheduling them across multi-core CPU devices. W-Par relies on
the basic structure of multi-layer RNNs, where a cell on a partic-
ular layer depends on the previous cell of the same layer and its
counterpart cell of the previous layer.
The unrolled representations of RNNs, LSTMs and GRUs are
composed of cells, which contain dierent state parameters like
weights, biases, hidden states, etcetera. Table 2 represents the total
number of states contained in single LSTM, GRU, and Vanilla RNN
cells. To keep the information belonging to a single Vanilla RNN
cell and its corresponding update operations, which are dened in
equations 3-8, 13 dierent states are required. A 20-cell network
composed of 4 layers of Vanilla RNN cells with a sequence length of
5 requires 199 states. Since cells belonging to the same layer share
some of their states, we need 199 of them to represent a 20-cell
network instead of 260. To represent a single LSTM cell and its
update equations 3-8, we require 43 states. Similarly, to represent a
single GRU cell, 34 states are required.
Table 2: Number of states required to represent Vanilla RNN,
LSTM, and GRU cells.
Model 1 Cell 20 (4x5) Cells


















































Figure 7: 4 layer with 5 sequence length unrolled deep
LSTMs network with initial and nal computational graph
indexes per each cell
Figure 7 represents an unrolled LSTMs network with 4 layers and
a sequence length of 5 with the corresponding initial and nal state
numbers per each cell. State-of-the-art RNN forward propagation
compute cell outputs in the sequential order displayed in Figure 2,
which implies processing rst Cell 1, then Cell 2, until Cell 20.
W-Par maps each cell computations in a single sequential task
and orchestrates the parallel run taking into account dependencies
across tasks, which denes a wavefront parallel scheme where
Cell 1 is processed rst, which produces the input dependencies
consumed by Cells 2 and 5. For the case of LSTM cells, the 43 states
of each cell and its corresponding updates are encapsulated within
a single sequential task. Similarly, backward propagation can be
parallelized by performing the update of Cell 20 as the starting
sequential task.
Table 3 explicitly shows the input (In-dep) and output (Out-dep)
dependencies for each cell in forward and backward propagation for
the RNN example displayed in Figure 7. The input dependency (In-
Dep) expresses the cells on which the execution of the current cell
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Table 3: RNNs Cells forward and backward propagation de-
pendencies
Forward propagation Backward Propagation
Cell In-Dep Out-Dep In-Dep Out-Dep
1 - 2,5 2,5 -
2 1 3,6 3,6 1
3 2 4,7 4,7 2
4 3 8 8 3
5 1 6,9 6,9 1
6 2,5 7,10 7,10 2,5
7 3,6 8,11 8,11 3,6
8 4,7 12 12 4,7
9 5 10,13 10,13 5
10 6,9 11,14 11,14 6,9
11 7,10 12,15 12,15 7,10
12 8,11 16 16 8,11
13 9 14,17 14,17 9
14 10,13 15,18 15,18 10,13
15 11,14 16,19 16,19 11,14
16 12,15 20 20 12,15
17 13 18 18 13
18 14,17 19 19 14,17
19 15,18 20 20 15,18
20 16,19 - - 16,19
relies and output dependency shows the cells which will rely on the
current cell. Figure 8 shows a task dependency graph corresponding
to the RNN shown in Figure 7. As we can see, cells belonging to
the same depth level can be computed in parallel once their parent
cell output is available. Similarly, for backward propagation, the
dependency graph starts from the last cell processed in forward
propagation. For a 4-layer RNN with a sequence length of 5, the
maximum number of tasks running in parallel is 4. In general, for a
N -layer RNN model with a sequence length of M , the maximum
degree of parallelism is minimum(N ,M). Figure 8 displays data
dependencies between the last tasks of the forward and backward
propagation and their corresponding nal task, which is focused on
computing some average values. These dependencies enforce that
there is no accuracy loss in W-Par as compared to the sequential
version. Also, they enforce that no stale weights are used during
the Training and Inference of the RNNs model.
3.1 Implementation of W-Par
The implementation of W-Par relies on the OmpSs [23] program-
ming model. We introduce source code annotations to encapsulate
sequential pieces of work that correspond to the update of a single
RNN cell. We denote these sequential pieces of code as tasks. Our
annotations specify all input and output dependencies per each task.
Our W-Par code runs on the top of run-time system software that
dynamically generates the task dependency graph by exploiting
source code annotations. The run-time system maintains a list of
ready to be executed tasks and assigns them to free CPU cores as
soon as they become available. This execution model makes our
W-Par implementation independent of hardware parameters like





















Figure 8: Forward and Backward propagation dependency
graph
0 43 85 127 178 206 233 260 293 321 348 375 408 436 463 490 523 551 578 605
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Figure 9: Initial and nal state indexes per cell for a 4-layer
LSTM network with sequence length of 5
Algorithm 1 displays a pseudo-code representation of the W-
Par Forward Propagation. The Total_Cells parameter represents
the total number of RNN cells. Figure 7 shows one example with
a Total_Cells parameter equal to 20. The CG_Start and CG_end
arrays contain the initial and the nal indexes of all states mapped
at each cell, respectively. Figure 9 shows an example of these arrays
corresponding to the network displayed in Figure 7. Depending
on the number of input and output dependencies of each cell, the
corresponding f orward_propaдation task is instantiated by a dif-
ferent pragma annotation. W-Par applies the same approach to
Backward Propagation by launching parallel tasks based on the
input and output dependencies of the corresponding cell. The last
cell of the forward pass is the rst one of the backward propagation,
as Figure 7 shows. During backward propagation, the states marked
in red and black in Figure 7 represent the initial and the nal states,
respectively, assigned to each sequential task.
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Algorithm 1 Forward Propagation
1: Total_Cells . For a 4-layer RNN with a sequence length of 5,
the total number of cells is 20
2: a . Computation graph
3: CG_Start . Array containing initial state indexes
4: CG_End . Array containing nal state indexes
5: cell = -1 . current cell being processed
6: for U ← 0 to seq.lenдth do . traverse through sequence
length
7: for L← 0 to layers do . traverse through layers
8: s =CG_Start[U∗layers + l] . Starting index of a cell
9: e =CG_End[U∗layers + l] . End index of a cell
10: + + cell
11: if u > 0 and l> 0 then
12: #pragma omp task in(a[s − 1], a[CG_End[cell − lay-
ers]]) out(a[e]) . Task with 2 In-Dep and 2
Out-Dep
13: f orward_propaдation(s, e,a)
14: end if
15: if u = 0 and l> 0 then
16: #pragma omp task in(a[s−1]) out(a[e]) . Task with
1 In-Dep and 2 Out-Dep
17: f orward_propaдation(s, e,a)
18: end if
19: if u > 0 and l= 0 then
20: #pragma omp task in(a[CG_End[cell−layers]])
out(a[e]) . Task with 1 In-Dep and 1 Out-Dep
21: f orward_propaдation(s, e,a)
22: end if
23: if u = 0 and l= 0 then . Starting node in computation
graph
24: #pragma omp task in(a[s]) out(a[e]) . Task with 1
In-Dep and 1 Out-Dep




29: Task wait .Wait for all Forward propagation tasks to nish
4 EVALUATION
4.1 Experimental setup
We conduct our experiments on a 48-core system composed of
two 24-core Intel Xeon Platinum 8160 processors at 2.1 GHz with
SuSe Linux OS with the following cache storage: L1D 32K; L1i
32K; L2 cache 1024K; L3 cache 33792K. We use the C program-
ming language-based KANN framework [3] to build the W-Par
approach. We extend the KANN framework with the OmpSs [23]
programming model. The OmpSs runtime system is in charge of
dynamically scheduling task instances to the compute units. We
compile all RNNs models with GCC 8.1.0 with -O3 optimization
ag and use the sequential Intel MKL library 2019.04. Each experi-
ment consists of 200 repetitions. We do not consider the rst set of
100 repetitions when we measure performance, to avoid measure-
ment noise. Our performance metric is the mean execution time in
milliseconds [ms].
We compare W-Par against the Keras 2.3.1 [18] framework backed
by Tensorow 2.0.0 [10]. Keras experiments run using python 3.6.4
with the Intel MKL library 2019.04, which can run on multiple
threads. We use the Intel optimized TensorFlow [8] installation for
our experiments. Tensorow relies on Intel MKL-DNN primitives.
Keras performance is optimized using the widely supported Intel
suggestions for thread parallelism [6]. For both W-Par and Keras
experiments, we map one thread per core. We use for both Keras
and W-Par experiments the same RNN initial conguration. We
extend the Keras implementation of the LSTM benchmark [15] for
our work. We initialize all the biases to one, and we use a ran-
dom uniform distribution for the weights, no layer normalization,
stateful implementation, and a dropout layer for input. We use the
RmsProp [33] optimizer. In all our experiments, W-Par and Keras
implementations display very similar accuracy.
Our evaluation also considers an approach implemented with
KANN that entirely relies on data parallelism. We call this ap-
proach Seq. Seq splits batches of samples into mini-batches that
are processed in parallel. Seq only relies on data-parallelism and
processes each mini-batch sequentially. W-Par relies on both data-
and model-parallelism, which means that it can split a batch into
several mini-batches and process each mini-batch in parallel.
Data-set: We consider three dierent data-sets in our evalua-
tion: The TIDIGITS speech corpus data-set [41], the real-world
text-corpus Wikipedia data-set [31, 55] and synthetic data. TIDIG-
ITS contains speech which was originally designed and collected
to evaluate algorithms for speaker-independent recognition of con-
nected digit sequences. Section 4.2 contains results considering the
TIDIGITS data-set. Wikipedia is a data-set of 1.4 billion words. We
consider the next character prediction problem when employing the
Wikipedia data-set. Synthetic data is composed of 4-digit numbers
generated from a randomly sampled uniform distribution [1, 104].
The long binary addition and multiplication problems [34, 36, 45]
are considered when using synthetic data. These two problems are
commonly used for evaluating the viability of new RNN designs,
and usually, the numbers to be added or multiplied are explicitly en-
coded by a single input vector at each time step. Section 4.3 contains
results considering the Wikipedia and the Synthetic data-sets.
4.2 Performance on Speech Recognition Tasks
In this section we provide an evaluation of W-Par against both
Keras and Seq considering a speech recognition task on the TIDIG-
ITS [41] data-set. We present general results considering dierent
model parameter settings. We also evaluate in detail the impact on
performance of key parameters.
Speed-up on CPUs: W-Par is several times faster than Keras
for a wide range of RNN models and congurations on CPUs. Ta-
ble 4 displays single batch training time for 6-layer RNN models
composed of LSTMs, GRUs, and Vanilla RNNs using the Seq and
W-Par approaches. Training time includes the forward and back-
ward propagation plus the gradient update time per batch. The
rst columns present the conguration values of the considered
models in terms of input dimension, hidden dimension (number of
neurons), batch size, and sequence length (unrolling length). These
congurations represent similar workloads belonging to the LSTM
benchmark [15] and DeepCPU benchmark [58]. Table 4 reports
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Keras, Seq and W-Par training times. The speed-up is reported for
W-Par in comparison to Keras RNNs models Training time. We
let Keras select appropriate degrees for inter-op and intra-op [10]
parallelism. Our results show that W-Par signicantly outperforms
Keras and Seq, with speed-up in range of 1.5x to 4.7x.
Speed-up on GPUs: We consider the same congurations of 6-
layer LSTMs and GRUs models as Table 4 on a Tesla V100 SXM2 16
GB GPU using Tensorow version 2.1.0. Table 5 shows the training
time speed-up for W-Par running on the multi-core CPU described
in Section 4.1 against Keras on the V100 GPU. For small batch-sizes
W-Par improves Keras execution time but, as model parameters in-
crease their values, Keras executions outperform W-Par since GPU
many-cores eciently compute large matrix-matrix multiplications.
Similar results are obtained for inference.
Next, we look into the 5 relevant parameters that impact on the
performance of RNNs models training and inference time: the size
of the hidden state, batch size, number of cores, mini-batch size and
number of layers. To demonstrate the signicance of W-Par, we
conduct the next experiments considering both 8-layer and 12-layer
LSTM models keeping the sequence length 100 and input size as
256, unless explicitly stated otherwise. For all experiments, the best
execution times are reported when we execute Keras, W-Par, and
Seq on core counts 1, 2, 4, 8, 16, 24, 32, 48.
Varying number of cores andmini-batch size training: We
evaluate W-Par and Seq considering mini-batch sizes [43] of 1, 2, 4,
and 6 on dierent core counts. Gradients are computed considering
contributions from all mini-batches. Figure 10 and Figure 11 show
the speed-up of W-Par and Seq, respectively, while using dierent
mini-batch sizes. Categories mbs:1, mbs:2, mbs:4, and mbs:6, repre-
sent the speed-up of W-Par when using mini-batch sizes of 1, 2, 4,
and 6 respectively against Seq using a mini-batch size of 1.
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Figure 10:W-Par speed-up against Seq-mbs:1. Batch size 128.
For both W-Par and Seq, we achieve the best performance when
training both 8- and 12-layers networks with mbs:6. It is the con-
guration that exposes more parallelism to the underlying parallel
hardware since it splits the 128 samples mini-batch into 6 dierent
subsets that can be processed in parallel. The performance benets
of this data-parallel approach correspond to the one’s displayed
by Seq in Figure 11. Additionally, W-Par parallelizes backward and
forward propagation’s performed over the samples of each sub-
set, which is the reason why W-Par runs much faster than Seq in
general, as Figures 10 and 11 show.














mbs:1 mbs:2 mbs:4 mbs:6














Figure 11: Seq speed-up against Seq-mbs:1. Batch size 128.
For both Seq and W-Par, 8- and 12-layer scalability decreases
when going from 24 to 32 cores. This eect is due to Non-Uniform
Memory Access (NUMA) eects, which appear when we need to
use the two sockets of our experimental platform. For executions
on less than 24 cores, a single socket can be used and thus there are
no NUMA performance issues. The only approach that increases its
performance when going from 24 to 32 cores is W-Par mbs:6. The
substantial amount of concurrency exposed by this conguration
takes advantage of the additional cores and provides additional
performance despite NUMA eects.
(a) Seq thread trace
(b) W-Par thread trace
Figure 12: Parallel training of an 8-layer LSTM on 48 cores.
Figure 12 displays parallel executions corresponding to both
W-Par and Seq when training an LSTM 8-layer model using a mini-
batch size of 6. The x-axis displays time and the y-axis represents
the dierent cores involved in the parallel execution. For specic
time and core, Figure 12 displays either green or white color. Green
means that the core is running useful work while the white color
encodes idle time. For both Seq and W-Par, we show a general
view of the execution on the left-hand side plot and a more detailed
representation of a specic time interval on the right-hand side plot.
For the case of Seq, Figure 12a displays large white areas, which
indicates idle CPU time. In the ne-grain representation displayed
in the right-hand side, we see how Seq never uses more than 6
cores, which corresponds to the maximum parallelism allowed by
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Table 4: Training times and speed-up of LSTMs, GRUs and RNN, comparing W-Par, Seq and Keras on CPU





KERAS Seq W-Par KERAS Seq W-Par KERAS Seq W-Par LSTM GRURNN
64 256 128 100 1,983.8 1,601.2 436.1 1,343,4 975.4 349.1 341.1 365.5 118.6 4.5 3.9 2.9
256 256 128 100 1,966.3 1,669.0 461.9 1,340.5 962.2 323.3 345.1 381.6 110.0 4.3 4.2 3.5
1024 256 128 100 2,053.7 1,846.3 624.5 1,376.1 1,089.1 444.6 377.2 406.7 131.1 3.3 3.1 2.9
256 256 1 2 9.43 7.7 6.4 8.4 5.3 5.2 3.6 1.8 2.0 1.5 1.7 1.9
256 256 1 10 31.3 20.2 10.0 35.8 7.0 7.6 8.9 6.5 4.0 3.1 4.7 2.2
256 256 1 100 312.5 237.9 66.8 362.8 160.3 47.7 76.2 59.5 28.8 4.7 7.6 2.6
64 256 256 100 2,972.1 2,788.5 821.4 2,129.9 1,687.2 598.1 620.1 683.0 201.1 2.4 3.6 3.1
64 1024 256 100 28,108.6 31,539.9 8,852.1 22,014.2 19,490.6 6,534.5 6,476.4 6,889.6 2,247.4 3.2 3.4 2.9
256 256 256 100 2,986.8 2,796.5 694.0 2,140.1 1,623.2 527.9 623.7 663.8 184.7 4.3 4.1 3.4
256 1024 256 100 28,157.6 42,245.5 9,051.1 21,963.3 19,734.9 6,504.2 6,483.7 7,617.1 2,081.4 3.1 3.4 3.1
1024 256 256 100 3,077.6 3,021.4 903.3 2,193.1 1,793.5 650.8 684.5 730.6 226.4 3.4 3.4 3.1
1024 1024 256 100 28,220.4 31,444.4 8,992.8 22,039.2 23,429.2 6,619.3 6,558.4 7,078.6 2,078.7 3.1 3.3 3.2
Table 5: Training times and speed-up of LSTMs and GRUs, comparing W-Par on CPU and Keras on GPU
Model Parameters LSTM exec. time (ms) GRU exec. time (ms) Speed-up
Input HiddenSize Batch Size Seq Len Keras-GPU W-Par-CPU Keras-GPU W-Par-CPU LSTM GRU
64 256 128 100 641.27 436.10 556.53 349.15 1.47 1.59
256 256 128 100 660.32 461.95 531.04 323.30 1.43 1.64
1024 256 128 100 622.33 624.57 572.70 446.65 1.00 0.37
256 256 1 2 22.14 6.40 18.15 5.23 3.46 3.47
256 256 1 10 67.78 10.09 66.46 7.63 6.72 8.72
256 256 1 100 607.89 66.86 571.09 47.70 9.09 11.97
64 256 256 100 651.71 821.44 589.70 598.13 0.79 0.99
64 1024 256 100 870.78 8,852.11 748.52 6,534.56 0.10 0.11
256 256 256 100 640.98 694.08 566.50 527.91 0.92 1.07
256 1024 256 100 887.27 9,051.15 759.18 6,504.25 0.10 0.12
1024 256 256 100 646.65 903.34 600.79 650.86 0.72 0.92
1024 1024 256 100 928.20 8,992.87 776.96 6,619.37 0.10 0.12
a mini-batch size of 6. For the case of W-Par, the ne-grain plot of
Figure 12b displays a much more intense use of the CPUs, which
corresponds to the large degree of concurrency exposed to the
hardware by W-Par. The maximum degree of parallelism that W-
Par can expose for this 8-layer LSTM model with a sequence length
of 100 is 8, as Section 3 indicates. Since each batch is split into 6
mini-batches that can be processed independently, the maximum
degree of parallelism, in this case, is 48.
When the number of available cores is smaller than the maximum
possible parallelism, W-Par achieves good performance because of
it exposes more parallelism than the one the hardware can consume.
In this case, parallelism is handled in the same way as having more
cores than parallel tasks, that is, W-Par lets the runtime system
assign ready tasks to cores as they become available. For example,
Figure 10 shows an experiment where the number of available
cores is 48, and for the mbs:6 conguration, the maximum available
parallelism is 72 (12x6). The mbs:6 congurations outperform all
the other scenarios.
Varying hidden/batch size: In Figure 13 we display Seq and
W-Par training time speed-up for the 8-layer and 12-layer RNN
LSTM models with a batch size varying from 128 to 1024 in a combi-
nation of 128 and 256 long-hidden states comparing to Keras. W-Par
achieves very signicant speed-up within the 4.0−6.5× range for all
congurations. The dierence between W-Par and Keras is smaller
for congurations using the largest hidden and batch sizes since
the parallel MKL implementation that Keras uses provides the best
performance in these scenarios. Importantly, W-Par beats Keras
even in these scenarios. Seq can signicantly beat Keras just for
congurations using 128 and 256 batch sizes and a hidden size of
128. When using 512 and 1024 batch sizes, Keras performance im-
proves and almost matches Seq. This eect is explained by the good
performance in these scenarios of the parallel MKL implementation
that Keras uses.
Varying number of layers: Figure 14 displays the speed-up
achieved for training and inference by W-Par and Seq in comparison
to Keras while varying the number of layers. Both the batch size and
the hidden layer size parameters are set to 128. W-Par training time
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Figure 13: W-Par and Seq speed-up against Keras
speed-up grows as the number of layer increases for both training
and inference time since the more layers the model have, the more
signicant is the parallelism exposed by W-Par. For all layer counts,
W-Par exposes more parallelism than Keras and outperforms it. For
a 12-layer LSTM model, the speed-up achieved by W-Par is 6.6× and
5.4× for inference and training, respectively. The parallelism that
Seq exposes is independent of the number of layers of the model.
The speed-up of Seq against Keras is the same for all the considered
layer counts, therefore, Keras does not expose more parallelism
with larger layer counts.





























Figure 14:Multi-layerW-Par and Seq speed-up against Keras
Task andCoreComplexity: For an LSTM model with hyperpa-
rameters Seq Length=100, Batch Size=128, Input Size=256, Hidden
size=512, and mbs=6, the working set size of each LSTM cell, which
is processed by one task, is 4.71 MB. The LSTM cell working set size
does not t in the cache hierarchy of our experimental platform,
which is described in Section 4.1. Table 6 shows the average work
done by each core and task on 48-cores executions. As we increase
the number of layers, data per core increases since the model be-
comes larger, and more tasks run on each core. Task time decreases
as we increase the number of layers because the increasing amount
of concurrency exposed to the multi-core architecture reduces the
idle time of the parallel run. For 12 layers, there is an increase in
task time due to a small increase in the overhead to manage the
parallel workload.






2 0.374 18.817 19.660
4 0.267 26.809 39.321
6 0.239 35.959 58.982
8 0.237 47.642 78.643
12 0.250 74.948 117.964
4.3 Performance on Next Character Prediction,
Addition and Multiplication Tasks
In this section, we compare Keras and W-Par for the next character
prediction, addition and multiplication tasks.
Next Character prediction task: We consider next character
prediction on a real-world Wikipedia text-corpus [31, 55] where
RNN models are commonly used. The complete set is about 1.4 bil-
lion characters long. Each character is represented by one-out-of-N
coding. We used 95 of the most common characters (including small
letters, capitals, numbers and punctuation), and one ’unknown’
character used to map any character not part of the 95 common
ones. We run experiments considering the Keras and W-Par ap-
proaches. RNN models are used here to predict the probability
distribution of the next character given a sequence of text. The
models use unrolling length of 100. Figure 15 reports the speed-up
of W-Par for LSTMs, GRUs and Vanilla RNNs against Keras. We
consider batch sizes of 64, 128, 256, 512, 1024, and hidden state
sizes of 128 and 256. W-Par achieves a maximum speed-up of 3.69×,
5.49×, 6.10×, and 5.88× for 2, 4, 8, and 12 layers, respectively, with
respect to the Keras across all congurations in Figure 15.
Addition Task: We also evaluate our models considering the
addition task [34, 45]. For this task, the length of the input depends
on the numerical range of the input set and, therefore, determines
the diculty of the addition prediction since larger inputs imply
larger numbers. We consider the addition of two 4-digit numbers
of chosen uniformly from [1, 104]. Figure 16 displays the results
of our evaluation. W-Par achieves a maximum speed-up of 3.51×,
4.26×, 4.27×, and 4.38× for 2, 4, 8, and 12 layers, respectively, with
respect to Keras across all congurations.
Multiplication Task: The multiplication task [36] is similar to
the addition task. We compare the output against the multiplication
of two 4-digit numbers. Figure 17 shows how W-Par achieves a max-
imum speed-up of 3.64×, 4.86×, 5.09×, and 6.21× for 2, 4, 8, and 12
layers, respectively, with respect to Keras across all congurations.
5 RELATEDWORK
A large amount of work has been devoted in the previous years
to accelerate RNNs [53]. One of the most commonly applied ap-
proaches is to accelerate RNNs by using GPU accelerators [40].
These approaches are useful although they typically rely on data
parallelism instead of model parallelism, as we do in this paper.
Expressing parallel workloads as directed acyclic graphs where
edges represent control or data dependencies and nodes represent
computation pieces dates back to the data ow computation con-
cept [21] developed in the 1960s. This approach mostly targets
9
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Figure 15: Next Character task
performance improvements via compiler or run-time system opti-
mizations [1, 47, 48]. W-Par leverages this previous idea and applies
it to Multi-layer RNNs on many-core CPUs architecture.
W-Par relies on wavefront parallel patterns, which also appear
in critical scientic applications such as sequence alignment [11]
or dynamic programming [56]. This concept was proposed several
decades ago [42]. Previous research work [12, 22] has explored the
applicability of the task programming model in the parallelization
of wavefront patterns.
One key factor aecting the performance of conventional multi-
layer RNNs models are the dependency among the cells in both the
same layer as well as the next layer. Dependency among cells is the
fundamental aspect that W-Par exploits. Previous work targeting
RNNs acceleration on GPUs very briey describe this idea but do
not provide specic details on how to use it [13]. It is unclear how
to exploit the irregular parallelism of W-Par in the context of GPUs,
where parallel executions are composed of a large number of warps,
which are groups of threads executing the same instruction on
dierent pieces of data.
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Figure 16: Addition task
Some previous approaches [49] aim at increasing the perfor-
mance of LSTM models by leveraging three techniques: multipro-
gramming, model parallelism, and a helper core to accelerate matrix-
vector products. These approaches do not fully exploit model par-
allelism since they apply a static scheduling approach in a 2-core
design implemented in an FPGA. They achieve a 1.75× speed-up
with respect to a single core execution by exploiting model par-
allelism, while W-Par achieves linear speed-up when running on
two and four cores. Overall, these approaches focus on FPGA accel-
eration, while W-Par squeezes all the available performance that
model parallelism can deliver.
Deep learning frameworks such as TensorFlow [10], MXNet [16]
or Cae [35] mostly express the computation of deep learning
models in terms of computational graphs [37]. TensorFlow uses
both the Eigen Library [2] and OpenMP [20], each with their thread
pool, which results in more software threads than available physical
cores. This is a conceptually simple and feasible approach for neural
networks since they are in general able to expose a large amount of
parallelism within each thread pool. However, performance issues
10
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Figure 17: Multiplication task
due to thread migration and interference often result in sub-optimal
performance, especially when large core counts are involved in the
parallel run.
Previous work reports results on LSTMs parallel execution time
using well-known software tools like Tensorow, Keras, or Py-
Torch [15]. This previous work relies entirely on data parallelism to
accelerate RNNs workloads. Model parallelism is not used in these
research activities. Our paper compares W-Par with some of these
software tools and demonstrates its superior performance.
Some previous approaches characterize RNNs workloads and
identify low data reuse as one of the main factors causing low
performance [58]. Techniques like cache partitioning are used to
improve data reuse at the cache hierarchy level. The authors of [58]
achieve very signicant performance improvements by improving
data reuse. These approaches based on improving data reuse of
RNNs in the context of multi-core CPU devices are orthogonal to
our approach and can be combined with it.
Previous work-study the eect of a hierarchy of recurrent neural
networks on processing time series [32]. Each layer is a recur-
rent network that uses the hidden state of the previous layers as
input. This architecture enables hierarchical processing for chal-
lenging tasks and captures the structure of the time series. This
previous work achieves remarkable performance using simple train-
ing approaches and shows the importance of having multi-layer
schemes [26], which can be easily parallelized by W-Par.
6 CONCLUSION
This paper shows that W-Par1 is a convenient approach for ac-
celerating training and inference of multi-layer RNNs models on
multi-core CPU devices. It outperforms popular software frame-
works like Keras or Tensorow. Indeed, W-Par achieves up to 6.6×
speedup with respect to the state-of-the-art on massive data-sets
composed of the real text. Additionally, we present experimental
evidence on the benets of running RNNs on relatively large core
counts, although NUMA eects may undermine performance on
specic scenarios. This paper shows that RNN models training
and inference can run on multi-core CPUs and achieve excellent
performance, which complements the state-of-the-art approaches
based on executing RNNs models on GPUs. Applying cache and
memory reuse optimizations [58] on W-Par can potentially increase
its benets even more.
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