Bayesian and semi-Bayesian estimators of parameters of the generalized inverse Weibull distribution are obtained using Jeffreys' prior and informative prior under specific assumptions of loss function. Using simulation, the relative efficiency of the proposed estimators is obtained under different set-ups. A real life example is also given.
Introduction
The three-parameter Generalized Inverse Weibull distribution (GIWD), introduced by de Gusmão, Ortega, and Cordeiro (2011) , is a positively skewed distribution used to model the income data and, because of its ability of possessing decreasing and unimodal failure rate, is also useful in reliability and biological studies. GIWD is the generalization of various well-known and useful distributions. Most of the sub-cases of GIWD are families of inverse distributions, which play an important role in many applications (Drapella, 1993; Jiang, Murthy, & Ji, 2001; Nelson, 1982; Khan, Pasha, & Pasha, 2008; Zaharim, Najid, Razali, & Sopian, 2009) and are also fitted to income-related data. These distributions have two parameters but, in order to fit better at the tails (Lubrano, 2014; Kakwani, 1980) , a distribution with three parameters (GIWD) is used in the present study.
The cdf of GIWD is ( ) • For α = 1, it reduces to inverse Weibull (IW) distribution.
• For γ = α = 1, it reduces to Fréchet (F) distribution.
• For β = 2, α = 1, it reduces to inverse Rayleigh (IR) distribution.
• For γ = β = 1, it reduces to inverse exponential (IE) distribution.
Properties of Generalized Inverse Weibull Distribution
The Mean and variance of GIWD have been obtained by de Gusmão et al. (2011) and are given by In the classical setup, MLEs are used to estimate the parameters of GIWD. However, in the Bayesian context, estimators of these parameters still await attention of the researchers. In the Bayesian setup, one may use a full-Bayesian approach or semi-Bayesian approach, referred to as generalized maximum likelihood estimators. In the present paper, both these approaches are used to estimate the parameters of GIWD.
For Bayesian estimation, the choice of priors and loss functions are two important aspects. Both informative and non-informative priors are used for the study in case of semi-Bayesian and full-Bayesian approach. In full-Bayesian approach both symmetrical and asymmetrical loss functions are used for the study; however no loss function is required for estimating the parameters in case of semiBayesian approach.
Prior and Posterior Densities Informative Prior for the Parameters of Generalized Inverse Weibull Distribution
The informative prior depends on the elicitation of a prior distribution based on preexisting scientific knowledge in the area of investigation. This information may be available from previous investigations or from non-statistician experts.
Assuming independence among parameters α, β, γ of GIWD, priors for α, β, γ are chosen to be gamma distributions as follows: 
The joint prior distribution for α, β, and γ is ( ) ( )
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Non-Informative Prior (Jeffreys' Prior) for the Parameters of Generalized Inverse Weibull Distribution Jeffreys' (1946) prior based on Fisher's information is defined as
In the case of GIWD, Jeffreys' prior is the square root of Fisher's information matrix of order 3 × 3, given by 

The expected value of double derivatives is not in a closed form, hence the explicit expression for the Jeffreys' prior is not obtained. For simplicity it is assumed that all the three parameters are independent; therefore joint prior in case of Jeffreys' prior (Guure, Ibrahimm, & Ahmed, 2012; Singh, Singh, & Kumar, 2011 ) is written as
   is a special case of the informative prior by taking the hyperparameters to be zero (a1 = b1 = a2 = b2 = a3 = b3 = 0). The joint posterior distribution for α, β, γ in the case of GIWD is given by ( )
Full-Bayesian Approach
To obtain the Bayesian estimators of α, β, and γ in the case of GIWD, it may be noted that the joint posterior distributions of α, β, and γ, for both informative and non-informative priors, is a ratio form that involves an integration in the denominator and cannot be reduced to a closed form. Hence the evaluation of the posterior expectation for obtaining the Bayesian estimators of α, β, γ will be tedious. Among the various methods suggested to approximate the ratio of integrals of the above form, the simplest one is Lindley's approximation method (Lindley, 1980) , which approaches the ratio of the integrals as a whole and produces a single numerical result.
( ) 
where L(θ1, θ2, θ3) is the log of likelihood and G(θ1, θ2, θ3) is the log of the joint prior of θ1, θ2, and θ3. I(x) can also be written as ( ) 
subscripts 1, 2, 3, on the right-hand sides above refer to θ1, θ2, and θ3, respectively, ρ is the logarithm of the joint prior density, 
and σij is the (i, j) th element of the inverse of the matrix having elements {-Lij}.
Remark:
The expression I(x) leads to the approximate expression for the Bayesian estimators.
Lindley's Approximation for Generalized Inverse Weibull Distribution in case of Informative Prior
The various terms as listed above are derived below for the three parameters α, β, and γ in the case of GIWD using informative prior.
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The log-likelihood, using equation (3), is given by L , , log log 2 log log 
Using these general expressions of Lindley's approximation, Bayesian estimators for α, β, γ for different loss functions are derived below.
Bayesian Estimators of α, β, γ for Informative Prior using Lindley's Approximation in Case of Squared Error Loss Function (SELF)
The squared error loss function is
where  is the estimator of θ. The Bayes estimator of θ under the SELF is
where expectation is taken with respect to posterior density. Note the Bayesian estimator of θ using Lindley's approximation is directly given by the expression I(x) in equation (12).
Bayesian Estimator of α under Squared Error Loss Function
In this case, u(θ1, θ2, θ3) = u(α, β, γ) is function of α only and it is given by uαs = u(α, β, γ) = α, since parameters α, β, γ are assumed to be independent. Hence, using equation (12),
the first derivative of uαs with respect to α is (22)- (27) The LINEX loss function is appropriate in case of shape parameter. So, it is not appropriate for α, but for β and γ we make use of the LINEX loss function and obtain Bayesian estimators of β and γ under this set-up.
The LINEX loss function is given by ( ) 
The terms in the estimator are the same as explained earlier. 
Bayesian Estimator of
The LINEX loss functions for β and γ are ( ) 
Bayesian Estimators of α for Informative Prior using Lindley's Approximation in Case of General Entropy Loss Function (GELF)
The LINEX loss function is not as appropriate for estimation of scale parameter as it is for shape parameter (Basu & Ebrahimi, 1991; Parsian, Sanjari, & Nematollahi, 1993) . So, for estimation of α, an entropy loss function is used. The general entropy loss function is defined as 
The terms in I(x) are same as explained earlier. Therefore, the Bayesian estimator of α under the general entropy loss function is given by 
The general entropy loss function for α is
Bayesian Estimators of α, β, and γ using Non-Informative Prior (Jeffreys' Prior)
Referring to equation (11), the joint posterior distribution for α, β, γ using Jeffreys' prior, i.e. non-informative prior, is given by
The form of posterior distribution is complex, so the evaluation of the Bayesian estimators of α, β, γ is tedious. Therefore, using Lindley's approximation method, the Bayesian estimators of the parameters are obtained in the case of symmetrical and asymmetrical loss functions for Jeffreys' prior. The expression for Bayesian estimators in this case will also depend upon the various loss functions.
(i) Using Lindley's approximation, Bayesian estimators of α, β, γ under squared error loss function is The expression of ρ depends on prior density, therefore ρ is computed for noninformative prior and given below. The log of joint prior density (ρ) in the case of non-informative prior, referring to equation (10) The terms in I(x) are the same as already explained. By using these expressions of different loss functions, i.e. the squared error loss function, LINEX loss function, and general entropy loss function, Bayesian estimators of α, β, γ are obtained for non-informative prior and presented in Table  1 .
Semi-Bayesian Approach
Generalized maximum likelihood estimators are obtained for the parameters of GIWD using informative and non-informative prior. It is known generalized maximum likelihood estimators are maximum likelihood estimators of the posterior distribution.
Generalized Maximum Likelihood Estimators of Parameters (α, β, γ) of Generalized Inverse Weibull Distribution using Informative Prior
Assuming independence among parameters, the posterior distribution using informative prior is given by ( ) By solving these three equations simultaneously, the GMLE of α, β, and γ are obtained. As the expressions are not in explicit form, one may use various numerical methods to obtain the estimators, e.g. Newton Raphson's method (Raphson, 1690) or the Optim function in R (Nash, 1990) . In the present study, the latter approach, i.e. Optim function in R, is used to obtain the estimators of the parameters (α, β, γ) of GIWD.
Note:
Generalized maximum likelihood estimators of parameters (α, β, γ) of the GIWD using Jeffreys' prior are computed in a similar manner by taking the values of the hyperparameters to be zero (a1 = b1 = a2 = b2 = a3 = b3 = 0).
Optimization of Hyperparameters
The hyperparameters, the parameters used in the informative prior, also play an important role in the simulation exercise. So, the choice of hyperparameters is crucial and important to any simulation study. In literature, there are many approaches to estimate these hyperparameters, like using their maximum likelihood estimators, choosing hyperparameters randomly, min/max approach, estimating from past data, or the method of elicitation using a prior predicative distribution (Sinha & Howlander, 1980; Ali, Aslam, Abbas, & Kazmi, 2012; Aslam, 2003) . In the previous sections, the min/max approach (Sinha & Howlander, 1980 ) is used to check the robustness of hyperparameters. In the present section, a scaled total misfit technique is used, which leads to the best fitted hyperparameters out of random choice of some combination of hyperparameters with the parameters of distribution.
A Scaled Total Misfit Measure (Park, 2005)
First define a scaled misfit measure from a quantile estimation method as follows:
where xq is the true value for the q-quantile and ˆq x is the estimated q-quantile computed from GIWD. This measure can be viewed as the chi-square goodness-offit criterion for numeric estimates of quantiles. Now the above misfit measure is extended to various sample sizes. This measure is computed for N, the number of Monte Carlo samples for different sample sizes n (denoted by Nn), and then averaged: 
Simulation Study
A simulation study is conducted in two parts: firstly, for the selection of the best hyperparameters as per scaled total misfit measure; and secondly to see the relative efficiency of Bayesian, semi-Bayesian (GMLE's), and non-Bayesian (MLE's) approach. The coding and the analysis are performed using the R programming language. Random variables from GIWD have been generated using the transformation
where u has uniform U(0, 1) distribution. The different sample sizes n = 10, 20, 40, 80, 100, 150 and quantiles q = 0.1, 0.2,…, 0.9 are used to compute misfit measure, and Nn = 1000 for different combinations of parameters and hyperparameters. The method used in misfit measure is the generalized maximum likelihood estimator and tables for the three parameters are given in Tables 2-4. From Tables 2-4 , the hyperparameter having minimum sum are selected for the further study:
(i) optimum selection of hyperparameters for α is a2 = b2 = 4 (from Table  2 ) (ii) optimum selection of hyperparameters for β is a3 = b3 = 4 (from Table  3 ) (iii) optimum selection of hyperparameters for γ is a1 = b1 = 6 (from Table  4 )
Relative Efficiency of Various Approaches
The mean square errors are computed using maximum likelihood, generalized maximum likelihood, and Bayesian with Jeffreys' and informative prior for the parameters which are obtained using squared error loss function, LINEX loss function, and general entropy loss function. These estimated losses are computed using 10,000 Monte Carlo simulations for different sample sizes n = 30, 50, 100 with parameter combinations α = β = γ = 2.5, 4. The combinations of hyperparameters are (i) a2 = b2 = 4 for α, (ii) a3 = b3 = 4 for β, (iii) a1 = b1 = 6 for γ taken for the simulation study according to misfit measure.
Comparison of Non-Bayesian Approach (MLE's) and Semi-Bayesian Approach (GMLE's)
The mean square errors of estimators using non-Bayesian approach (MLE's) and semi-Bayesian approach (GMLE's) are computed for parameters of GIWD and presented in Tables 5-7 . From Tables 5-7, it is observed that (i) GMLE's using Jeffreys' prior and informative prior have less mean square error in comparison with MLEs, i.e. semi-Bayesian approaches (GMLEs) give better estimators than non-Bayesian approaches (MLEs).
(ii) In the case of the semi-Bayesian approach, GMLEs using Jeffreys' prior perform better in comparison with informative prior as they have smaller mean square error for all the parameters. 
Real Data Examples
The data of percentage growth of per capita net state domestic product at current prices 2010-11 is taken from Directorate of Economics & Statistics of respective State Governments, and All-India, CSO as on August 14, 2012. The data fits well to GIWD with p-value 0.637 of the Kolmogorov-Smirnov test at 5% level of significance. The Bayes estimators obtained using semi-Bayesian (GMLE) and full Bayesian approaches have been compared with the classical approach (MLE) to see their relative efficiency. The analysis is done using both informative and noninformative priors and three loss functions, SELF, LINEX loss function, and GELF, along with the same choices of hyperparameters as taken earlier in the case of simulation work. The results obtained are given in Tables 11 and 12 . As it is obvious the findings from the analysis of real life example are in accordance with those of simulation study.
