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Abstract
The Monge problem [23], [27], as reformulated by Kantorovich [19], [20]
is that of the transportation, at a minimum "cost", of a given mass distribu-
tion from an initial to a nal position during a given time interval. It is an
optimal transport problem [28, sects. 1, 2]. Following the uid mechanical
solution provided by Benamou and Brenier for quadratic cost functions [4]
,[28, sects. 5.4, 8.1] and, by analogy with the xed end problem in Analytical
Mechanics, Lagrangian formulations are needed to solve this boundary value
problem in time. They are also needed to determine the Actions as time in-
tegral of Lagrangians, that are measures of the "cost"of the transportations
[4, proposition 1.1]. Four versions of explicit constructions of Lagrangians are
proposed in section 3. They are associated to the Hamiltonians of perfect and
self-interacting systems presented in section 2. These Hamiltonians are ex-
pressed in function of pairs of the well known canonically conjugated Clebsch
variables, namely mass densities and velocity potentials [14], [15]. The rst
version consists in the elimination of the velocity potentials as a function of the
densities and their time derivatives by inversion of the continuity equations de-
rived from given Hamiltonians. The second version consists in the elimination
of the gradient of the velocity potentials from the continuity equations thanks
to the introduction of vector valued applications such that their divergences
give the mass densities. It turns out that, up to a sign factor, these vector
elds are canonically conjugated to Euler velocity elds. The third version is
a generalization in nD of Gelfand mass coordinate, a constant of the motion
in 1 D [17], by the introduction of n-dimensional vector valued applications
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that enable to determine the mass densities as the determinant of their Jaco-
bian matrices. Comparison of this set of mass coordinates with other sets of
constants of the motion familiar in Fluid Dynamics is made in sub-section 3.3.
Note that version two and three are identical for one-dimensional problems.
The fourth version is based on the introduction of the Lagrangian coordinates
that describe the characteristics of the di¤erent models and are parametrized
by the former auxiliary vector elds. As illustrations, weak solutions of several
models of Coulombian and Newtonian systems known in Plasma Physics and
in Cosmology, respectively, with spherically symmetric boundary densities are
given in section 4. However, and up to one exception given in the sub-section
3.3, calculations of the actions associated to these illustrations are not reported
in this paper, nor the important analysis of the convexity-concavity properties
of our Lagrangians. Lastly, and for the same models as those evoked above, a
survey of past work concerning weak solutions of the Cauchy problem obeying
the Hopf-Lax variational principle extended to negative time and having cor-
related initial conditions is given in the Introduction as well as the derivation
of the continuum uid limit from many particle Hamiltonians.
Keyword: Perfect, Coulombian and Newtonian uids; Boundary value
problems in time; explicit Lagrangian formulations; Weak Mean Field solu-
tions..
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1 Introduction
In an earlier paper [8], a non-local Hamiltonian classical eld theory of inviscid, com-
pressible and vorticity-free liquids, initially modeled by many-particle Hamiltonians
[8, eqn. 3], was set up, using pairs of collective and canonically conjugate variables,
to describe the strongly correlated motion of their constituents subject to pair inter-
actions of short and/or long range. For simple systems such as assemblies of identical
and massive particles, the natural collective variables are known to be the particle or
the mass densities. Advantages of these variables are their invariance with respect
to the permutation group of the particles and the fact that the potential energy re-
sulting from pair interactions among the particles is quadratic in the densities, up
to self-energy terms.
Considering next the conjugate variables, it was shown that, as a result of the
identity required between the Actions expressed as a function of the cartesian coor-
dinates of the models (at two di¤erent times) and that expressed as a function of
the corresponding particle or mass densities (the collective variables at two di¤erent
times), and of the ensuing equations relating their derivatives with respect to the
corresponding coordinates (cartesian and collective), [8, eqn. 18, sects. 1 & 6] they
are given by the momentum or by the velocity potentials, respectively. For nite sys-
tems, the two pairs of canonically conjugate variables are equivalent, as illustrated
by the Hamiltonians given in [8, eqns. 29 & 32]. For innite systems, this is no
longer true [8, sect. 4]; particle densities come into play in the thermodynamic limit
of Statistical Mechanics and mass densities in the continuum limit of Fluid Dynam-
ics. Together with the velocity potentials, they constitute the well known pairs of
canonically conjugate Clebsch variables It is this case which applies in the present
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paper and the Hamiltonian of a self-gravitating uid in 3D (D for dimension), is
given as example in [8, eqn. 42]. It is notably shown why and how the self-energy
terms vanish in that limit.
Similarly, the continuum limit of several many-particle Hamiltonians can be per-
formed and gives rise to Hamiltonians depending upon the corresponding velocity
potentials and mass densities. A few representative examples are given in section 2.
The equations of motion resulting from these Hamiltonians are the continuity equa-
tions for the densities, the Bernoulli equations for the velocity potentials and the
Euler equations for the velocity elds, all generally non-local and non-linear. Their
solutions with prescribed initial conditions represent the motions of test or tagged
particles that experience the forces due to all the real particles or constituents of the
models but do not react on them. The resulting trajectories, called characteristics,
are the Mean Field solutions of the problems at hand. These solutions, called weak or
generalized, can be both regular and singular and they have to obey Hopf-Laxvari-
ational principle [28, sect. 5.4.6] or formula as shown in [10, eqn. 28], [11, eqn. 22],
[12, eqn. 44] and [13, eqn. 13]. This latter formula is the uid mechanical equivalent
of the "equal area rule" or Maxwell construction or convex envelope construction of
Free Energies in Statistical Mechanics .
In the next paper [9], an instructive comparison has been made between the equa-
tions that govern the equilibrium properties of classical ferro- and antiferromagnets
in the Mean Field Approximation and those that are relevant for the space-time
evolution of a compressible Burgersuid in 1D. A consequence of this analogy is
the necessity to investigate weak solutions of the Burgers equation for negative time
corresponding to the Curie-Weiss transition in ferromagnets and, thus, implying an
extension of the Hopf-Lax formula to negative time [9, section 3], Self-explanatory
illustrations of the space-time evolution of the density and velocity eld for positive
and negative times are shown in [9, Figs. 1 & 2, p. 851].
In subsequent papers [10], [11] and [13], theoretical and numerical investigations
concerning a class of integrable models in 1, 2 and 3D consisting of Coulombian
systems known in Plasma Physics and of Newtonian systems known in Cosmology
were reported. Their Hamiltonians are particular cases of a generic one [13, eqn.1]
and the integrability of the corresponding equations of motion results from the fol-
lowing facts. Firstly, their interaction potential being Coulombian or Newtonian,
local PDEs in the densities are obtained after taking the laplacian or the divergence
of the Bernoulli or Euler equations, respectively; secondly, and assuming radially
symmetric densities, re-integration of the radial divergences results in Gelfand type
of mass coordinates which are constants of the motion [11, eqn. 19], [13, eqn. 12]
and (5.18). Another important feature concerns the initial conditions satised by
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the mass densities and by the velocity elds. They are said to be correlated in the
sense that the initial densities are proportional to the determinant of the Hessian
matrix of the initial velocity potential [11, cf. footnote p. 173]. Lastly, they sat-
isfy the Hopf-Lax variational principle extended to negative time [9, sect. 3]. A
remarkable and unique consequence of the preceding conditions and properties is
that for all the one-dimensional models treated in [10] and [11], the weak solutions
of the Cauchy problems are of the Burgers type, the time variable being replaced
by model dependant functions of the time [10, eqn. 18, Figs. 5, 6, 9] and [11, eqns.
31 & 34].
In this paper we develop a classical eld theoretical formulation, extended to
self-interacting systems, of the celebrated Monge mass transfer problem [23], [27],
dened above and since it is a boundary value problem in time, then, by analogy
with the xed-end problem in Analytical Mechanics, the relevant functionals are
Lagrangians which depend upon the densities or other generalized coordinates and
their time derivative and which are obtained from given Hamiltonians by suitable
Legendre transforms.
Section 2 is devoted to the presentation of the generic Hamiltonian quoted above
and of the resulting equations of motion, namely the continuity, the non-local Bernoulli,
the ensuing Euler and div-Euler equations from which all the particular models can
be specied.
Owing to the importance of the subject, four Lagrangian formulations of the
Monge problem are developed in the third section. By analogy with the elimina-
tion of the momenta as functions of the coordinates and their time derivatives in
Analytical Mechanics,the rst one consists in the elimination of the velocity poten-
tials as functions of the mass densities and their time derivatives by inversion of the
continuity equations. By means of natural Legendre transforms we obtain the rst
Lagrangians, labeled L1(@t; ) (3.10) useful for further theoretical work, with the
kinetic energies expressed as a quadratic form in the time derivatives of the mass
densities convoluted with the density dependent inversion kernels and the potential
energies, as a quadratic form in the mass densities convoluted with the interaction
potentials. The second ones consists in the elimination of the gradient of the velocity
potentials from the continuity equations thanks to the introduction of vector valued
applications  (x; t) such that their divergences give the mass densities  (x;t). The
corresponding Lagrangians are labeled L2(@t; hr;i) (3.28). Their kinetic energies
become local functions of the space and time derivatives of these eld variables and
it turns out that, up to a sign factor, these vector elds are canonically conjugated to
Euler velocity elds. This means that strict canonicity can be obtained in permut-
ing the roles of generalized coordinate and conjugate momentum. The third version
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is based on the introduction of auxiliary vector valued applications (x; t) that are
n-dimensional generalizations of Gelfand mass coordinates in 1D in the sense that
the n components of (x; t) are constants of the motion, like in [26, eqn. 3.4]. An
important, although not unique, advantage of our mass coordinates is that the mass
densities are given by the determinant of their Jacobian matrix and we obtain the
third Lagrangians, labeled L3 (@t; det (Dx)) (3.36), which are functionals of both
time and spatial derivatives of (x; t). The last and very useful version is based on
the Lagrangian coordinates x(; t) of the characteristics of the models parametrized
by . We obtain the fourth Lagrangians, labeled L4 (@tx;x) (3.51), which are func-
tionals of x (; t) and their time derivatives and we establish the generic equations
of motion (3.52).
Section 4 is dedicated to the presentation of weak solutions of (3.52) and (4.4) for
several models obeying linear second order ODEs with or without time-dependant
coe¢ cients. Their integrability, like that of all the models dealt with in this paper,
relies on three properties: i) separability of the motion of the barycenter, b (t) ;
of the mass densities from the motion, y (;t) ; of their constituents relative to this
center (what could be called the "barycenter theorem"), a property expressed through
the equation (4.1), ii) parallelism of y (;t) with  for all times with the purpose
of minimizing the "cost" of the mass transportation and iii) spherically symmetric
boundary densities that entail that if y (;t) is a solution then  y(;t) is also a
solution. The corresponding trajectories, called sister-trajectories, may or may not
collide and if they do, they generate nite, semi-innite or even periodic shocklines,
depending upon the force elds that they are subject to. A particular attention is
paid in this section to the identication, in their parameter space, of the regularity
and singularity domains of the weak solutions of the models investigated.
2 The models, their Hamiltonians and equations
of motion
We consider the models dealt with in references [9], [10], [11] and [13], i.e., the invis-
cid, compressible, vorticity-free, perfect and self-interacting one component systems
subject to Coulombian and Newtonian interactions in nD, with n = 1; 2; 3; includ-
ing those with densities departing from uniform backgrounds and those implying
universes in expansion.
Let  (x;t), the mass density and S (x; t), the velocity potential be the canonically
conjugate Clebsch variables for all models. We have that (x; t) 2 Rn  R,  2 R+,
S 2 R, and assume that  is Borel measurable with total mass M and that S
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is globally Lipschitz continuous. The force elds being the gradients of potential
functions are curl-free and so are the acceleration and velocity elds. For the latter,
we set U (x;t) = rS (x;t), the symbol r meaning the gradient operator. Like in
[13, eqn.1], the generic Hamiltonian expressed in terms of the comoving coordinates
x (in the cases of the cosmological models) is given, in the continuum and in a
dimensionality- dependent limit, by
H (S; ) = T (S; ) + V (  b) = (2.1)
1
2a (t)2
Z
dx (x;t) (rS (x;t))2
+
g
2a (t)
Z Z
dxdy ( (x;t) v   b) (jx  yj) ( (y;t)  b) (2.2)
where all the integrations are carried over Rn, in the sequel as well, unless other-
wise specied, and where a (t) is the dimensionless cosmological scale factor discussed
below. We recall that the total mass M = Nm, is prescribed in the continuum limit
with the number of particles N !1 whereas their massm! 0. We recall also that,
in 1D, we have the motion, normal to their plane, of stratied sheets of matter of
given surface number density 2 with g = ga (1) =  4G2, (a, for attractive) in the
Newtonian cases where G is the gravitational constant and g = gr (1) = 4 (e=m)
2 2
(r,for repulsive) in the Coulombian cases, where the ratio e=m = e (charge of the
particle divided by their mass) in the continuum limit, while e ! 0 and m ! 0.
Moreover, the one-dimensional prescribed background density is b (1) = m, with
m ! 0 and the concentration of the sheets  ! 1. Lastly, with x = jxj, the inter-
action potential is  (x; 1) =  x=2. In 2D, we have the motion of parallel lines of
matter, normal to the plane, of given linear density , with g = ga (2) =  4G,
and g = gr (2) = 4 (e=m)
2 , b (2) = m
2, 2 !1 being the concentration of the
lines in the plane and  (x; 2) =   (1=2) log x. In 3D, we have the motion of point
particles with g = ga (3) =  4G, gr (3) = 4 (e=m)2, b (3) = m3, 3 ! 1 being
the number density of the particles and  (x; 3) = 1= (4x). We observe that the
Jeans (imaginary) frequencies and the plasma frequencies come into play in the form:
ga (n) b (n) = 
J (n)
2 and gr (n) b (n) = 
P (n)
2.
The di¤erent models can now be characterized. In the perfect uids cases, labeled
PF n, we have a (t) = 1 and g = 0. In the Coulombian cases, we consider rst the
purely repulsive ones, labeled Cn1 , with a (t) = 1, b (n) = 0, and g = gr (n), and
then, those with densities departing from a homogenous and neutralizing background,
called One-Component-Plasma (OCP), labeled Cn2 with a (t) = 1, g = gr (n) and
b (n) > 0. In the Newtonian cases, we consider rst the purely attractive one,
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labeled Nn1 , with g =  ga (n), a (t) = 1 and b (n) = 0, and two cosmological
models. The latter consist of pressure-less (cold), collision-less (dark) dust (matter)
in a at expanding universe characterized by cosmic scale factors depending or not
upon the cosmological constant , labeled Nn2 and N
n
3 , respectively. In the N
n
2 cases,
a (t) =
 
t=~t0
2=3
, with ~t 20 =
3
2

J (n)
2, g =  ga (n) and b (n) > 0, we have the so
called Standard Cold Dark Matter models (SCDM) [24, p.81]. In the Nn3 cases, called
CDM models [16, p.248] we have a (t) =
 
sinh
 
t=~t0

=
2=3
where 2 is the ratio
of the vacuum energy to the mass energy, i.e., in 3D, c2=8Gb = 0:7=0:3 [16, p
254]. We recall that one of the purposes of the cosmological models is to understand
the formation of large structures of the universe [7], [22].
As mentioned in the Introduction, results of theoretical and numerical investiga-
tions concerning solutions of the Cauchy problem for the model PF 1 are reported in
[9],for the model C11 and N
1
1 , in [10],for the models C
1
2 , N
1
2 and N
1
3 , in [11] and for
the model N23 , in [13].
We proceed with Hamilton equations of motion which are @t = H=S and @tS =
 H=, the r.h.s. being functional derivatives. With ha;bi and a ^ b designating
the scalar and wedge products of the two vectors a and b, with hr; for the divergence
operator, this gives the continuity equation
@t+
1
a2
hr; rSi = 0, (2.3)
for the mass densities and, with the symbol  designating the convolution product
of two functions over Rn, the non-local Bernoulli equation
@tS +
1
2a2
(rS)2 + g
a
  (  b) = 0, (2.4)
for the velocity potential. The velocity eld being curl-free, Euler equation is
@tU+
1
a2
hU;riU+g
a
r  (  b) = 0: (2.5)
Furthermore, with , the Laplace operator and since  =   (x), it is useful
to consider the so-called lap-Bernoulli or div-Euler equation which are local in the
densities, namely 
r;

@tU+
1
a2
hU;riU

  g
a
(  b) = 0: (2.6)
Notice here that, by introducing the peculiar velocity eld v (x; t) through U (x; t) =
a (t)v (x;t) in (2.5), the proper mass density P (x;t) through  (x;t) = a (t)3P (x;t)
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in (2.3) and (2.5) and putting g = ga (3) =  4G in (2.5), we obtain exactly the
equations for single speed solutions in 3D of the Jeans-Vlasov-Poisson description
of the Newtonian models, i.e. [3, eqn. 7] for example. If f (x;p;t) is a Vlasovian
distribution function on the 6-dimensional phase space (x;p), then its corresponding
equation [3, eqn.3] admit single-speed solutions, [3, eqn. 6] in the form f (x;p;t) =
a (t)3P (x;t)  (p mav (x;t)).
For our purposes it is more convenient to introduce the particle velocity eld
u (x;t) through U =a2u. Then, (2.3) becomes
@t+ hr; ui = 0; (2.7)
and, after division by a2, (2.5) and (2.6) become, with
:
a = da=dt,
@tu+2
:
a
a
u+ hu;riu+ g
a3
r  (  b) = 0; (2.8)
r;

@tu+2
:
a
a
u+ hu;riu

  g
a3
(  b) = 0: (2.9)
For later comparison with the Lagrangian equation of motion (3.20), it is meaningfull
to establish the PDE for @2t . Introducing the mass current
j =

a2
rS = 
a2
U = u; (2.10)
we have
@t+ hr; ji = 0; (2.11)
and, in a form still containing rS via (2.10), to be later eliminated in function of
generalized coordinates and their time derivatives,
@2t + 2
:
a
a
 
D
r;

hr; jiu+ hj;riu+ g
a3
r  (  b)
E
= 0: (2.12)
3 Lagrangian formulations of the Monge problem
Interested in analytical tools aimed at dealing with di¤erent aspects of boundary
value problems in time, in Fluid Dynamics, we present here four Lagrangian for-
mulations of our models. The rst one is directly connected to the Hamiltonian
H (S; ) of equation (2.2) in the sense that, by means of the inversion of the con-
tinuity equation (2.3) and of an appropriate Legendre transform, it leads to the
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Lagrangian L1 (@t; ) given by (3.10).The second one is based on the idea to elimi-
nate  rS instead of S from the continuity equations in introducing vector valued
applications  (x; t) such that  (x;t) = hr; (x; t)i. It leads to the Lagrangian
L2 (@t;hr;i) given by (3.28). The third one is based on the introduction of an
auxiliary vector valued application  (x; t) that is an n-dimensional generalization of
the Gelfand mass coordinate in n = 1, in the sense that the n components of  are
constants of the motion like in [25, eqn. 1.11] or in [26, eqn. 3.4]. In this version, the
mass density is given by the determinant of the Jacobian matrix Dx, with elements
(Dx)i;j = @i=@xj = @ji and the Lagrangian becomes L3 (@t; det (Dx)) given by
(3.36). The last version, most useful in practice, is based on the Lagrangian coor-
dinates x (; t) of the characteristics of the models, parametrized by , and leads to
the Lagrangian L4 (@tx;x) given by (3.51).
3.1 First version
The aim is, here, to express S as a function of  and of @t. To do so, we start from
the continuity equation (2.3) and re-write it in the form
@t = 
S (3.1)
where 
 =  a 2 hr; ri is a Hermitian operator and a function of  andr. Next
we introduce the symmetric kernel K (x;y; ) in such a way that
S (x) =
Z
dyK (x;y; ) @t (y) := K  @t: (3.2)
It follows that, formally: 
 K =  (x  y), i.e., that
  1
a2
hr;  (x)rK (x;y; )i =  (x  y) : (3.3)
At this point, we introduce the n-dimensional kernel, generally non-symmetric,
W (x;y; ) :=
1
a2
 (x)rK (x;y; ) (3.4)
that satises the equation
hr;W (x;y; )i =   (x  y) ; (3.5)
and we notice that
j =W  @t: (3.6)
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The general solution of (3.5) for n > 1 is established in the rst Appendix. It is shown
that W is a function of r ln  with the important consequence that its functional
derivative with respect to  vanishes. The explicit form of the solutions forW and
K in 1D are given below.
We consider next the kinetic part T1 (@t; ) of the rst Lagrangian. It is the
Legendre transform of the kinetic part T (S; ) of the Hamiltonian (2.1). With
 (rS)2 = hr; (SrS)i   S hr; rSi, with the denition of 
 and in assum-
ing, as usual, the vanishing of the surface integral of SrS, the kinetic part of the
Hamiltonian (2.1) can also be written in the form
T (S; ) =
1
2
Z
dxS (x) 
 ( (x))S (x) : (3.7)
Thus
T1 (@t; ) = sup
S
Z
dx@t (x)S (x)  1
2
Z
dxS (x) 
 ( (x))S (x)

=
1
2
Z
dx@t (x)S (x) ; (3.8)
or
T1 (@t; ) =
1
2
Z
dxdy@t (x)K (x;y;) @t (y) ; (3.9)
and the generic Lagrangian associated to the rst version is
L1 (@t; ) =
1
2
Z
dxdy@t (x)K (x;y; ) @t (y)
  g
2a
Z
dxdy ( (x)  b) (jx  yj) ( (y)  b) : (3.10)
Several investigations of theoretical interest can be based on (3.10) and (3.9). For ex-
ample, setting  = b inK which becomes=  a2 (b) 1  (x  y) = a2 1b  (jx  yj),
or  = m (m for mean value) if b = 0 produces a quadratic approximation of L1 in
 (x) =  (x) b or  (x) m that can be diagonalized by Fourier transform. With
an interaction of positive type for instance, this gives an excellent approximation to
the longitudinal collective excitations of the uid [8, eqn. 45], and to the plasmons
in the case of the OCP for example. Moreover, the Riemannian structure of formula
(3.9) ought to be of interest in the mathematical analysis of the Monge problem of
perfect uids, as alluded to by Villani in [28, sect. 8.1.2].
It is thus appropriate to give some more details about K (x;y; ). We notice rst
that, owing to the conservation of the total massM , (3.2) leaves us with the freedom
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of an additive constant in the kernel. We establish next a non-linear identity that
K has to satisfy. This identity results from the fact that the kinetic energy given
by, (3.9) is linear in K whereas that given in (2.1), with (3.2), gives a quadratic
expression in rK. Combining these two properties gives
K (x;y; ) =
1
a2
Z
dz (z)
 hrzK (z;x; ) ;rzK (z;y; )i   (rzK (z;0; ))2 :
(3.11)
This is the fundamental integro-di¤erential equation for K, with the property that
K (0; 0; ) = 0. We have also that
K (x;y; ) = a2
Z
dz (z) 1
 hW (z;x; ) ;W (z;y; )i  W (z;0; )2 : (3.12)
At this point, we can check that (3.11) satises (3.3).This is done in three steps.
First, apply the operator 
 on the integrand of (3.11) and use (3.3).The term rz
 (z  x) appears in the integrand. Next, integrate by part : there occur a vanishing
surface integral and a remainder with a negative sign. Then, use again (3.3) and
obtain a convolution of delta distributions, namely

K =   1
a2
hr; riK =
Z
dz (z  x)  (z  y) =  (x  y) : (3.13)
As illustration, consider the 1D case. From (3.5) we have
W (x;y) =  1
2
x  y
jx  yj ; (3.14)
and from (3.4), we get
K (x;y; ) = a2
xZ
y
dz (z) 1W (z;y) =  a21
2
(x  y)
jx  yj
xZ
y
dz (z) 1 : (3.15)
It is easy to check that the same result is obtained from (3.12).
We proceed in establishing the Euler-Lagrange equation resulting from (3.10). It
is
@t
L1
@t
=
L1

 

r; L1
r

: (3.16)
Consider rst the l.h.s of (3.16). We have
@tS = (@tK)  @t+K  @2t : (3.17)
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It is convenient to isolate the term @2t  in applying the operator 
 on (3.17). Thus,
and using the fact that 
 (@tK) =   (@t
)K, we get

@tS = @
2
t   (@t
)K  @t = @2t + 2
:
a
a
  hr; hr; jiui ; (3.18)
with the help of (2.10), (2.11), (3.1) and (3.2).
Consider next the r.h.s. of (3.16) and use (3.12) for K, function of  and W.
Since, as proved in the Appendix 5.1, W turns out to be a function of r ln 
with the property that the r.h.s. of (3.16) applied on a di¤erentiable function of
W(x;y;r ln) vanishes, the rst term of this side only contributes to the Euler-
Lagrange equation and, with (2.10) and (2.11) again, we nd
L1

=  1
2
a2u2   1
a
  (  b) : (3.19)
Applying the operator 
 on (3.19) gives, for vorticity-free uids, by dividing by a2
and combining the result with (3.18), the nal equation
@2t + 2
:
a
a
 
D
r;

hr; jiu+ hj;riu+ g
a3
r  (  b)
E
= 0: (3.20)
which is exactly (2.12).However, notice that, here, we have j = u =W  @t.
It remains to focus on the Actions generally understood to be the generating func-
tions of canonical transformations depending upon coordinates prescribed at initial
and nal times, t0 and t1, as time integral from t0 to t1 of Lagrangians depending
upon the coordinates and their time derivatives and, also, as solutions of the ensuing
Hamilton-Jacobi equations. In the present case, the coordinates are the densities
with prescribed initial and nal values f0g and f1g; the Actions are symbolically
written as A1 (0; 1) := A1 (f0g ; t0; f1g ; t1) and the Hamilton-Jacobi equations are
@t1A1 (0; 1) +H

A1 (0; 1)
1
; 1

= 0; (3.21)
and
 @t0A1 (0; 1) +H

 A1 (0; 1)
0
; 0

= 0: (3.22)
Alternatively, with T (S; ) given by (3.7), (3.21) becomes
@t1A1 (0; 1) +
1
2
Z
dx
A1 (0; 1)
1 (x)

 (1 (x))
A1 (0; 1)
1 (x)
+
g
2
Z
dxdy (1 (x)  b) (jx  yj) (1 (y)  b) = 0; (3.23)
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a similar equation being associated to (3.22).
At this point we should stress that Kantorovich [19], [20] has reformulated the
Monge problem which, in the mean-time, had been studied by Appell [1], [2], as an
optimal transport problem. Furthermore, for the case of interest here, (the so-called
L2 Kantorovich or Wasserstein distance) and on the basis of a seminal work on the
polar factorization of certain vector elds by Brenier [5], [6], Benamou and Brenier [4]
have proved, by means of an original uid mechanical formulation, that the minimal
cost of transportation equals the minimum of the Action A1 (0; 1) for a perfect uid
over the paths which lead from 0 to 1, paths which are solutions of (3.20) with
g = 0 and a = 1. An outstanding presentation of the results quoted above can be
found in Villanis book [28, sects. 1, 2, subsects. 5.4.6, 8.1.1 & 8.1.2] in particular.
3.2 Second version
Here, the idea is to eliminate  rS instead of S from the continuity equation in
introducing vector valued applications  (x; t)such that
 (x;t) = hr; (x; t)i: (3.24)
With this Ansatz, the continuity equation (2.3) becomes
hr;

@t+
1
a2
hr;irS

i = 0: (3.25)
Considering the homogenous solution of the expression in parenthesis, we get
 rS = a2 @thr;i (3.26)
and thus, the kinetic energy becomes
T2 (@t;hr;i) = 1
2
a2
Z
dx
(@t)
2
hr;i (3.27)
In contrast with T1 (@t; ) it is noticed that T2 (@t;hr;i) is local in the eld
variables and the corresponding Lagrangians read
L2 (@t;hr;i) = T2 (@t;hr;i)  V (hr;i b) : (3.28)
At this point we observe that the vector eld variable conjugated to , called ,is
 = T2 (@t;hr;i) = =a2 @thr;i ; (3.29)
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and we notice that
 =  rS: (3.30)
It follows that the Hamiltonian associated to the pair (;) is
H2(;) =
1
2a2
Z
dxhr;i2 + V (hr;i b) : (3.31)
It is interesting to observe that Euler equations and the continuity equations in a
divergence form can be put in a Hamiltonian form with H2( U;) and that the
nal equation of motion (2.12) can also be put in a divergence form, with  (x;t) =
hr; (x; t)i, j(x;t) =  @t (x; t) and u (x;t) =   (@t (x; t) =hr;i).:
3.3 Third version
This version is based on the idea to generalize Gelfand mass coordinate in 1D [17,
eqns 6.1 & 6.9, pp 318,319] by the introduction of an n-dimensional vector valued
application  (x;t) 2 C2 (Rn  R;Rn) such that each component is a constant of the
motion,namely
@t + hu;ri  =0; (3.32)
where u (x; t) is the particle velocity eld occurring in (2.7). In fact,and despite
their di¤erent physical meanings, these constants of the motion called here mass
coordinates can be compared with the labeling coordinates introduced by Salmon
[26, Section 2] in the sense that the mass densities are given by the same determinant
[26, eqn. 2.2] and (3.33),and that both are relevant in the theory of irrotational uids
like those considered in this paper. Other sets of constants of the motion are the
Clebsch potentials [15, p.2] and the constraints introduced by Lin [21, eqn. III.3.7],
both relevant in the theory of rotational systems as emphasized in particular by
Rylov [25] .
The crucial advantage of  (x;t) is, indeed, that we can express the density  (x;t)
as the determinant of the Jacobian matrix Dx, i.e.,
 (x;t) = det (Dx (x;t)) ; (3.33)
a relation known to satisfy the continuity equation (2.3) as recalled in the second
Appendix for convenience. Notice also that if
 =r; (3.34)
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then (3.33) is the Monge-Ampère equation and  is the determinant of the Hessian
matrix of . We proceed in expressing the velocity eld u as a function of @t and
Dx. Noticing that hu;ri  = Dx:u , we have
u =  (Dx) 1 @t: (3.35)
The corresponding Lagrangian becomes
L3 (@t; det (Dx)) =
a2
2
Z
dx (det (Dx))
 
(Dx)
 1@t
2
  1
2a
Z Z
dxdy ((det (Dx))  b) (jx  yj) ((det (Dx))  b) : (3.36)
It is not necessary to derive again the equation of motion (2.12). It su¢ ces to point
out that, in the present version,
j =  u =   det (Dx) (Dx) 1 @t: (3.37)
However, it is instructive to illustrate solutions of the equation of motion for the
simplest case labeled PF1. Considering one-dimensional problems at this point, we
notice that,in fact, Kalman stream function  [18, section 2] is equal to -Gelfand
mass coordinate ! With (x; t) 2 (RR),with  (x;t) = (x; t) in the illustration, we
have
L3 (@t; @x) =
1
2
Z
dx
(@t)
2
@x
(3.38)
and the equation of motion reads
@2t  = @x
 
(@t)
2 =@x

: (3.39)
Notice here that if we set  = @x;then the above equation becomes an homogenous
Monge-Ampère equation for  in the variables  and t. We proceed by making the
Ansatz
 (x; t) =  (z (x; t)) : (3.40)
It is easily shown that z (x; t) satises exactly the same PDE than  i.e.
@2t z = @x
 
(@tz)
2 =@xz

(3.41)
An analysis of this PDE suggests that the sought solutions have to be a dimensionless
ratio of a linear function of x and t divided by a linear function of t. Setting s =
16
(t   t0)=(t1   t0), z = z (x; s), z (x; 0) = x=o and z (x; 1) = (x   l)=1, l being a
shift dened below, we nd
z(x; s) = (x  ls)=(o + (1   o)s): (3.42)
It follows that
(x; s) = @z (z (x; t)) =(o + (1   o)s): (3.43)
For example, if we choose M = 2 and  (z) = tanh(z);then
 (x; s) = (o + (1   o)s) 1(cosh2(x  ls)=(o + (1   o)s) 1 (3.44)
with
 (x; 0) = (o)
 1(cosh2(x)=(o) 1; (3.45)
 (x; 1) = (1)
 1(cosh2(x  l)=((1)) 1 (3.46)
and l is identied as the shift experienced by the barycenter of the mass distributions
during the time interval t1   to. For this example, the Lagrangian and the Action
read, by setting  = t1   t0
L3
 
 1@s;@x

=
1
2 2
Z
dx
(@s)
2
@x
=
1
2 2
1
o + (1   o)s

2l2 + (1   o)2
2
6

(3.47)
and
A2 (0; 1) = 
1Z
0
dsL2
 
 1@s;@x

=
1
2

2l2 + (1   o)2
2
6

1
1   0 ln
1
0
: (3.48)
Notice that if 1 ! 0 and by restoring the fact that 2 = M , A2 (0; 1) ! 12M l2= ,
which is the action of an undeformed mass distribution just translated during the
time interval  with the velocity l= .
An important remark has to be made here: it is that the Ansatz (3.40) character-
izes solutions of the Monge problem that preserve the shape of the mass distributions
during their transport, very much like the solutions of the Cauchy problem [9, p. 851
g. 1], [10, p. 231, 234, 238, g. 1, 3, 7], [12, p. 182 Ex. 5] in their domain of regu-
larity. As of now and in the sequel all solutions of the models considered in this paper
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which preserve the shape of their mass distributions will be called monomorphic. By
contrast, we will call dimorphic the solutions characterized by initial and nal mass
distributions being of di¤erent shape. More precisely, we consider one-parameter
families of radial and normalized mass distributions   nfn (x=) which are such
that, as  ! 0;these distributions ! Dirac n (x) and we dene by monomorphic
the cases where both boundary densities belong to the same family and by dimor-
phic, the cases where the boundary densities belong to di¤erent families.By analogy
with the concept of correlated and uncorrelated initial conditions utilized in previ-
ous work for solving the Cauchy problem,we could also speak here of correlated and
uncorrelated boundary conditions Moreover, in order to insure the integrability of
our examples and to have an easy access to their explicit and/or implicit solutions,
only radially symmetric initial and nal mass distributions will be considered as illus-
trated in the third Appendix This restriction denes the class of solutions announced
in the title of this paper. Two subclasses: the monomorphic (correlated) and the
dimorphic (uncorrelated) ones will be distinguished in the next section.
3.4 Fourth version
This is the most useful version when dealing with applications. It is in fact an
outcome of the third version in the sense that the auxiliary vector valued application
 will serve to parametrize the characteristics x (; t) of the di¤erent models. On the
basis of (3.35) and from a known formula concerning partial derivatives, we have
u (x; t) =  (Dx) 1 @t = @tx (;t) : (3.49)
We have furthermore that
det (Dx) dx = d: (3.50)
The new Lagrangian is consequently, with $ () designating the range of ;
L4 (@tx;x) =
1
2
a2
Z
$
d (@tx (;t))
2   g
2a
0@Z
$
d
Z
$
d0 (jx () y (0)j)
 2
Z
$
d
Z
dy (jx () yj) b
+
Z Z
dxdy (jx  yj) 2b

: (3.51)
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The kinetic part of this Lagrangian with a = 1 is precisely that of [26, eqn. 2.6].The
equation of motion resulting from the above Lagrangian is, after division by a2,
@2t x (;t)+2
:
a
a
@tx (;t)+
g
a3
0@Z
$
d0r (jx () y (0)j) 
Z
dyr (jx () yj) b
1A = 0
(3.52)
Solutions of (3.52) are of the form x (;t) = x (x0 () ; t0;x1 () ; t1; t) where x0 ()
and x1 () are the coordinates of the characteristics at t = t0 and t = t1. With these
coordinates, we can determine the inverse of the mass densities e throughe (;t) 1 = det (Dx (;t)) (3.53)
and, similarly, for e0 () 1 and e1 () 1. On the other hand, we have  (x;t) =
det (Dx). Inversion of the function x (;t) into  (x;t) is therefore necessary for
determining
 (x;t) = e ( (x;t) ;t) : (3.54)
In this version , the Action A4 (0; 1) reads :
A4 (0; 1) = A4 (fx0g ; t0; fx1g ; t1) =
t1Z
t0
dtL4 (@tx;x) . (3.55)
4 Examples of integrable solutions of (3.52)
Three properties are associated to the solutions of (3.52) considered in this section.
The rst one is general (for our class of Newtonian and Coulombian systems) in the
sense that it is independent of the boundary mass densities chosen. It is that the
motion of the barycenter of the mass distribution can be separated from that of its
constituents relative to this center. This property follows from the linearity of the
rst two terms of (3.52), of the translational invariance of the third term of this
equation and of the linearity also of its last term due to the fact that the potential
due to the background term being quadratic in the coordinates of the test particle,
the force eld is linear in these coordinates. Designating by b (t) the coordinates of
the barycenter, we set
x (;b; t) = b (t)+y (;t) ; (4.1)
where y (;t) satises (3.52) with prescribed boundary conditions discussed below
and where b (t) satises the generic equation
@2t b+ 2
:
a
a
@tb+
g (n)
a3n
bb =0; (4.2)
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where
:
a := da=dt, b(t0) = 0 and b (t1) = l.
The next two properties of our solutions follow from the assumption of spherically
symmetric boundary densities i (x), ei () with i = 0; 1:The rst one is
yi () =


yi () (4.3)
with non negative amplitudes yi () :Equation (4.3) means that the initial and nal
coordinates are vectors parallel to :This does not mean that y (;t) be parallel to 
for all times. In general and considering a reference system where  represents the
z axis, we can write y (;t) = yk (;t) + y? (;t) and y? (;t) has to satises (3.52)
with Dirichlet boundary conditions at t = t0 and t = t1. It is nevertheless clear that
a non vanishing y? (;t) will increase the kinetic part of the action associated to
the corresponding trajectory and thus, according to Benamou and Brenier [4], that
it will increase the "cost" of the mass transportation. In the spirit of the Monge
problem, solutions with y? (;t) = 0 should therefore be favored. Consequently, the
assumption will be made in the sequel that y be parallel to  for all times.
The second one is that if y (;t) is a solution of (3.52) satisfying our boundary
conditions, then  y (;t) is also a solution. Such pairs of symmetric trajectories
that stem from the same set of initial conditions have been called sister trajectories
in [11, pp. 178, 180] & [13, p. 44]. The corresponding pairs of test particles with
opposite initial coordinates and velocity may or may not collide. If they dont, their
trajectories belong to the set of regular solutions. If they do at some collision time tc
that may or may not be in the time interval t1 t0 =  , the rules of the adhesion model
[10, p.246] & [10, ref.4, 6] tell us that they do not cross but merge, stick together
and pursue their motion along the y = 0 or x = b axis, generating a nite, a semi-
innite or even a periodic shock-line according to the force elds they are subject
to, as illustrated in [10, g. B.1.b] and [11, p. 178]. Needless to say, the mass
densities are singular (Dirac measures) along the shock-line with time-dependent
amplitude. Examples are given in [10, p, 236, 237, eqn. 28, g. 6] and [12, p. 177
& 182] for solutions of the Cauchy problem in 1D. We can now proceed with the
presentation of examples of solutions of the Monge problem which, as a consequence
of our assumptions, will give rise to mass densities function of jx  bj = jyj.
It is instructive to begin with the one-dimensional version of the models, in par-
ticular since their equations of motion are linear second order ODEs with or without
time-dependant coe¢ cient. A convenient way to establish their generic ODE is to
start from (2.9) in 1D, to set  = @x, to integrate the resulting PDE, to set the
constant of integration equal zero and lastly to go over to the equation of the char-
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acteristics. This procedure gives
@2t x (;t) + 2
:
a
a
@tx (;t) g (1)
a3
( bx (;t))=0: (4.4)
We proceed by considering the PF 1, C11 and N
1
1 , C
1
2 , N
1
2 models,we present a short
generalization concerning the PF none since the corresponding ODE is also linear
and leave aside the N13 as well as the other models for n > 1 one since they imply
more elaborate numerical analysis.
4.1 The PF 1 model
Here: a = 1, g (1) = 0, @2t b =0 and @
2
t y = 0. Setting s = (t  t0) = (t1   t0) gives
b (s)=sl (4.5)
and
y (; s) =


(y0 () (1  s) + y1 () s) (4.6)
: =


y (; s) : (4.7)
The regular set of solutions is characterized by y (; s) > 0; which means that pairs of
sister trajectories do not collide. The singular set is characterized by the occurrence
of shocklines s (), solution of y (; s) = 0 ,i.e.
s () =
y0 ()
y0 ()  y1 () =

1  y1 ()
y0 ()
 1
: (4.8)
With the examples given in the third Appendix, we may set
yi () = i
 
=; 1; ki

; (4.9)
where the amplitude i > 0 and we recall that the dimorphic cases are characterized
by k1 6= k0 whereas k0 = k1 correspond to the monomorphic ones, and (4.8) with
(4.9) becomes
s () =
 
1  1
 
=; 1; k1

0
 
=; 1; k0
! 1 . (4.10)
At this point and in setting
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i := @yi ()j=0 = i@
 
=; 1; ki

=0
; (4.11)
we notice that in the limit  ! 0
s (0) =

1  1
0
 1
: (4.12)
This relation is true for all possible ratios of 
 
=; 1; ki

. We show now that (4.12)
is also the value of the critical time sc which signals the onset of singular densities.
We have indeed that, b (s) being independent of ,
e 1 () = @ (y0 () (1  s) + y1 () s) (4.13)
and e 1 () = 0 implies that
sc =
@y0 ()
@y0 ()  @y1 ()

=0
= lim
!0
y0 ()
y0 ()  y1 ()
=
0
0   1
= s(0) (4.14)
according to LHospital rule. This result means that, at criticality, the monomor-
phic and dimorphic cases coincide. The last step is to determine the mass density
 (x; s) = e ( (x; s) ; s). This implies to solve for  (y; s) the equation
y = (y0 () (1  s) + y1 () s)
= 0
 
=; 1; k0

(1  s) + 1
 
=; 1; k1

s: (4.15)
In the dimorphic cases the solutions of this implicit equation requires numerical
analysis. Fig.4.1 shows an illustration for the density prole corresponding to 0 = 1,
k0 = 1, 1 = 2, k1 = 2 and l = 6 In this case, it turns out that an explicit solution
can be given for s = 1=2;that the critical time sc =  1 and that the regular solutions
ceases to exist for s   1. Symmetrically if we had chosen k0 = 2, 0 = 2 and
k1 = 1, 1 = 1, the regular solutions would cease to exist in the future after s  2.
In the monomorphic case we have
jx  slj = y =  (s)   =; 1; k (4.16)
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Figure 4.1:  (x) at di¤erent times for the PF 1 model
where  (s) = a0 (1  s) + 1s, and thus, for k = 2 for instance
 (x; 1; 2) =
M
2
1
 (s)
1
cosh2 (jx  slj = (s)) (4.17)
in agreement with (3.44) for M = 2. It is clear that as s !  1,  (x; 1; 2) !
M (x+ l).
4.2 The C11 and N
1
1 models
In this case: a = 1; g (1) = fgr (1) ; ga (1)g, b = 0, @2t b =0 and @2t y = g. The
solutions are, in setting again s = (t  t0) = (t1   t0) and  = 12g (1) (t1   t0)2, b = sl
for the barycenter and
y (; s) = y0 () (1  s) + y1 () s  s (1  s) (4.18)
for the coordinates relative to the barycenter. Here again the regular set is charac-
terized by y > 0 and for singular solutions the shockline s () are solutions of the
quadratic equation
y0 () (1  s ()) + y1 () s ()  s () (1  s ()) = 0: (4.19)
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As  ! 0 we obtain for sc, after division by  6= 0, the equation
s2c  

1  1   0


sc +
0

= 0: (4.20)
The solutions of the above equation are
sc =
1
2

1  1   0



p
; (4.21)
with the discriminant
 =
1
4

1  1   0

2
  0

=
1
4
 
1  2(1 + 0)

+
(1   0)2
2
!
=
1
4

1  
 


1  
+


; (4.22)
with
 =
p
1 
p
0
2
: (4.23)
It follows that the solutions of (4.18) are regular as long as  2 ( ; +) and we have
sc =
1
2

1  1   0


 1
2
 
1  2(1 + 0)

+
(1   0)2
2
!1=2
: (4.24)
We have also that s c =
0
0 1 + o () and s
+
c =
0 1

  0
0 1 + o (), and thus as
 ! 0, s+c !1.
We have noticed that it is only in the repulsive cases (C11) and for  2 ( ;
+) that regular solutions exist for all times. In all other cases there are pairs of
critical times sc () from which, as time proceeds, either singular solutions emerge
and disappear or, conversely, disappear and re-emerge:The corresponding density
distributions, normalized to the total massM , consist of a Dirac peak and of density
tails with time-dependant amplitudes, that of the Dirac peak ! M as s ! 1 in
the attractive case (N11 ),but remaining < M and lying in the interior of the time
interval (0; 1)in the repulsive case (C11).
It is also interesting to consider, at criticality, the case with 0 = 1that can be
set = 1 without loss of generality. In this case, (4.20) becomes simply, for  6= 0
s2c   sc + 1= = 0; (4.25)
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Figure 4.2: Regularity interval and singularity domains for 0 = 1 = 1:
i.e.
sc = 1=2(1 (1  4=)1=2): (4.26)
Fig.4.2 shows the graph of sc () given by (4.26). It is noticed that whatever the
choice of the basis functions (1; ; k), the solutions s+c and s
 
c lie in the interval
(0; 1) for   4 and outside this interval for  < 0:
It is nally worth considering the monomorphic case with k0 = k1 = 2 and
0 = 1 for example. Indeed, restoring the vectorial character of the variables in 1D
, setting  (s) =  s(1  s),
 
 = 1, i.e. M = 2, we have
x  ls = y =  (s)  + (=2) ln ((1 + ) = (1  ))
=  (s)  + 1=2 ln ((1 + ) = (1  )) (4.27)
or
 = tanh(y  (s) ) (4.28)
in complete analogy with [10, eqns. 26 and 24]. In fact (4.28) holds also for the
velocity eld v(x;) that satises the Burgers type of equation [10, eqn. 19] and
solves a Cauchy problem with v(x;0) chosen so that (x; 0)  @xv(x;0), the said
correlated initial conditions that played an important role in previous work [10, p.
230, 232, 236], [11, section 1 footnote p. 173] and [13, p. 42]. Notice also that
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(x; ) = @x(x;)  @xv(x;) which means that for Burgers type of equations 
 v up to a proportionality constant, and we recall here the quantitative analysis
and illustrations given in [9, p. 851 g. 1, 2], in [10, p. 237, 246 g. 6, B.1] as well
as the exact expressions for the density proles of singular solutions given in [9, p.
851 eqn. 42], in [10, p. 236, eqn. 28] and in [12, p. 177].
4.3 The C12 model
Here, a = 1; g(1) = gr(1); b > 0; bgr = 

2
P and the corresponding equations are
@2t b+

2
Pb = 0 (4.29)
and
@2t y+

2
P
 
y  1b 

= 0: (4.30)
Setting ' = 
pt = 
p (t0 + (t1   t0) s) = '0+s;where  = '1 '0 = (bgr)1=2 (t1   t0)
is a coupling constant playing here the same role as 1=2in the C11model, the relevant
solutions of the above equations are
b (; s)=
sin (s)
sin
l (4.31)
and, setting y =(=) y;
y(; s) =  1b  + (sin)
 1  (y0()   1b  sin   (1  s) + (y1 ()   1b  sin (s)
(4.32)
We have also,b being independent of ,
e(; s) 1 =  1b + (sin) 1 (  e0() 1    1b  sin ( (1  s)) + ( e1() 1    1b ) sin (s))
(4.33)
The equilibrium properties of this model being  1b periodic, it is natural to consider
also  1b periodic boundary densities. Measuring the latter in unit of b, one pos-
sibility is to periodize the density given in the rst example of the third appendix.
Shifting for convenience the origin of the x axis by half a period, we have
(x) =
X
n2Z
M
2
exp ( (1=) jx  n 1=2j) = M
2
Ch (x=)
Sh (1=2)
; 0 < x < 1=2: (4.34)
26
We have next
(x) = 2
xZ
0
dx0(x0) = 2 (x) =MSh(x=)=Sh(1=2) =M= (4.35)
with M = 2 (1=2) = 2. It follows that
x= = ln(Sh(1=2)= +

(1 +
 
Sh(1=2)=
2
)1=2

:= 
 
Sh(1=2)=; 1; 4

:
(4.36)
Another case to be considered is a density with compact support and  1b periodic.
One example is
(x) =
2M


1  2x


; x  =2; 0 <   1 (4.37)
and
(x) = 0; =2 < x  1=2: (4.38)
Then,with  =M=2;
(x)=M = = =
4

x

1  x


(4.39)
and
x

=
1
2

1   1  =1=2 :=   =; 1; 5 : (4.40)
With  i(=) designating one of the basis functions described above, the general
solution for this model is
y(; s) =  + (sin) 1
 
00(=)  

sin( (1  s)) + (11(=)  )) sin (s)

(4.41)
and the equation for sc is, with  6= 0; 0 > 0; 1 > 0;e(0; sc) 1 = 1 + (sin) 1 ((0   1) sin( (1  sc) + (1   1) sin (sc)) = 0: (4.42)
As illustration consider the situation along the diagonal 0 = 1 = :In this case,
we have e(0; sc) 1 = 1  (cos(=2)) 1((1  ) cos ( (sc   1=2)) = 0 (4.43)
or
2sc   1 = 2

arccos

1
1   cos


2

: (4.44)
It is clear that singular solutions exist in the domain dened by
 11  cos  2  1:In
the (; )plane it is given by   1  cos 
2
 for 0 <   1 and by  > 1+ cos 
2
for
 > 1:
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4.4 The N 12 model.
Here, a (t) =
 
t=~t0
2=3
; g(1) =  ga(1); b > 0; gab = 
2J = 23~t 20 .Noticing that
gab
a(t)3
= 2
3
t 2; the equations of motion become
@2t b+
4
3t
@tb  2
3t2
b = 0 (4.45)
and
@2t y+
4
3t
@ty  2
3t2

y  
b

= 0: (4.46)
The Ansatz  tp gives p(p   1) + 4
3
p   2
3
= 0; i.e. p = 2
3
and p =  1; the so-called
growing and decaying modes, respectively. The corresponding eigenfunctions, f0(t)
and f1(t) are such that f0(t0) = 1; f0(t1) = 0 and f1(t0) = 0; f1(t1) = 1:One nds
f0(t) =
t0

t
5=3
1   t5=3

t

t
5=3
1   t5=30
 (4.47)
and
f1(t) =
t1

t5=3   t5=30

t

t
5=3
1   t5=30
 (4.48)
The solutions of the equations of motion become accordingly
b(t) =f0(t)l (4.49)
and, setting again y =(=) y;
y (; t) =  1b  + (yo ()   1b )f0(t) +
 
y1 ()   1b 

f1(t) (4.50)
We have also
e (;t) 1 = @y (; t) =  1b +   e0 () 1    1b  f0(t) +   e1 () 1    1b  f1(t) (4.51)
For the boundary densities, we can choose local deviations from bwith vanishing
mean values and require that  (x)be invertible. A two parameter family of such
densities is, f.i.,given by:
 (x) = b
 
1 + 

1 
x

q
exp
 
 
 
x

q
q
!!
; q > 0; 0 <  <
exp 1+q
q
q
: (4.52)
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The corresponding  (x)is:
 (x) =
Z x
0
dx0 (x0) = bx
 
1 +  exp
 
 
 
x

q
q
!!
(4.53)
and
x

:= 


b
; ; q

: (4.54)
With  i(

b
) = 


b
; i; qi

designating any one of the basis functions dened above
and with yi = i i;the solution for y (; t)becomes
y (; t) =  1b  +

00


b

   1b 

f0(t) +

11


b

   1b 

f1(t) (4.55)
and the equation for the critical times tc is
be (0;tc) 1 = 1 + (0   1) f0(tc) + (1   1) f1(tc) = 0; (4.56)
or, invoking f0(t)and f1(t);
tc

t
5=3
1   t5=30

+ (0   1) t0

t
5=3
1   t5=3c

+ (1   1) t1

t5=3c   t5=30

= 0 (4.57)
A complete analysis of this equation lies outside the scope of this paper. As illustra-
tion,we consider the diagonal situation 0 = 1 = :This gives,after re-arrangement
of the terms,
t
5=3
1   t5=30

tc + (   1)

(t1   t0) t5=3c + t0t1

t
2=3
1   t2=3o

= 0: (4.58)
Introducing the dimension-less parameter #1 = t1to > 1 and the variables # =
t
t0
; #c =
tc
t0
> 0;the above equation becomes
#
5=3
1   1

#c + (   1)

(#1   1)#5=3c + #1

#
2=3
1   1

= 0: (4.59)
It is clear that for  > 1 there are no real solution of #c, all solutions are threrefore
regular. It is also interesting to observe that for the un-physical value of  = 0;
we have the two solutions: #c = 1 and #c = #1. They act as separatrices. The two
branches of real solutions for  = 0:1; 0:3; and 0:5, shown in the Fig.4.3,are then easily
understood.For a given #1, we have two roots: #
 
c < 1 and #
+
c > #1.The singular
set of solutions for e ((x; t);t) = (x; t) is precisely dened by #  # c and # > #+c
whereas the regular set of solutions is dened by # c < # < #
+
c :This interesting
situation is reminiscent of the behavior noticed in the self-gravitating (N11 ) model in
which singular solutions occur outside the time interval (t0; t1).
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Figure 4.3: The critical time c as a function of 1 for 4 values of the parameter .
4.5 The PF n model for n > 1
In these cases we have again
b (s)=sl (4.60)
and
y (; s) =


(y0 () (1  s) + y1 () s) := 

y (; s) : (4.61)
where yi() = i(=; n; ki) given in the third Appendix: For e (; n) 1we have next
and this is a general property for the class of solutions of the Monge problem dealt
with in this paper,
e (; s; n) 1 = 1
nn 1
@y (; s)
n =
1
n 1
y (; s)n 1 @y (; s) (4.62)
and we notice that the equation for sc is, like in 1D, given by y (0; s) = 0. For the
present model,we have
e (0; sc; n) 1 = (0 (1  sc) + 1sc)n = 0; (4.63)
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with i = i
 1
for the three examples given in the third Appendix. It is also from the
equations of the characteristics relative to the barycenter, namely y = y (; s),which
are invertible, that  =  (y; s) has to be evaluated for constructing the densitiese ( (y; s) ; s; n) = (y; s) and then to insert y = jx  lsj. As illustration consider the
monomorphic case for k = 2. We have
 (x; s; n; 2) =
 
= (0 (1  s) + 1s)
n
(cosh (jx  lsj =(0 (1  s) + 1s))n) 2 :
(4.64)
In the dimorphic case,numerical analysis is required. For the case dealt with under
PF 1, we nd, for n = 2 and setting  = 1 for simplicity, i.e. 0 = 0 = 1; 1 =
1 = 2 and also k0 = 1; k1 = 2; the results shown in the gures 4.4 and 4.5, namely
 (x1; x2 = 0; s), with x =(x1;x2),  (x1 = ls; x2; s). For n > 2 the behavior of the
corresponding density proles are qualitatively similar [22, section 3].
10 5 0 5 10 15 20
x1
0.5
1.0
1.5
x1 ,0,s
Figure 4.4:  (x1; 0; s) for the PF 2 model for s =  0:9, 0, 0:5, 1, 2.
So far, we have illustrated only solutions of linear ODEs of our models It is
clear that many more integrable solutions of non linear ODEs can be envisaged.
In addition,we see open problems, also computational,with more general boundary
densities like those known in reconstruction problems in cosmology for instance, as
suggested in [22, sect. 3] ; with systems with vorticity, with dissipative systems and,
as conclusion, we suggest as exercise to solve the problem posed by Monge at the
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ls,x2 ,s
Figure 4.5:  (ls; x2; s) for the PF 2 model for s =  0:9, 0, 0:5, 1, 2
end of his Mémoire [23, p704], that is to take into account the e¤ect of gravity in the
transport of masses!
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5 Appendices
Three appendices quoted in the main text are presented below.
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5.1 PDE for W(x;y;) with 1 < n  3
We start from (3.4) and (3.5), i.e.,
W(x;y;) =
1
a2
 (x)rK (x;y; ) (5.1)
and
hr;W(x;y;)i =   (jx  yj) =  (jx  yj) : (5.2)
We make the Ansatz
W(x;y;) =r (jx  yj) +r ^ ~A (x;y;) : (5.3)
Thus,and since hr; ~A(x;y;)i can be set to vanish,
r ^W (x;y;) =  ~A (x;y;) : (5.4)
On the other hand,
r ^W (x;y;) = 1
a2
hr ^rK (x;y; )i = hr ln  ^W(x;y;)i; (5.5)
and, using the Ansatz forW(x;y;) and introducing the vector eld
() : =r ln  = r

; (5.6)
we get
 ~A (x;y;)  () ^r ^ ~A (x;y;) =  ()^r jx  yj : (5.7)
It follows that W (x;y;)and ~A (x;y;) are functions of () and thus, that the
r.h.s. of (3.16) applied on any di¤erentiable function ofW or ~A, vanishes, as claimed
in section 3 , since  
@
@
 
nX
i=1
@j
@
@@j
!
@i


= 0; i = 1; :::; n (5.8)
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5.2 Continuity equation for  (x;t)
We start from (3.33),i.e.
 (x;t) = det (@1; ::@j; :::@n) : (5.9)
Using the equations (3.32) for ;we compute
@t (x;t) =
nX
j=1
det (@1; ::@j@t; :::@n)
=  
nX
j;k=1
det (@1; ::@juk@k; :::@n)
=  
nX
k=1
(uk@k + (@kuk)) (x;t) 
nX
j 6=k=1
(@juk) det(@1; ::@k; :::@n)
=  
nX
k=1
@k(uk (x;t)) + 0; (5.10)
i.e., the continuity equation (2.7), the remaining determinants vanishing since two of
their columns are identical.
5.3 Explicit  of x relations for radially symmetric boundary
densities
Let jxj = x, jj =  be the radial coordinate of any spherically symmetric boundary
mass densities in nD:  (x; n) and e (; n) that satisfy the invertibility relations
 (x; n) = e ( (x) ; n) (5.11)
and e (; n) =  (x () ; n) : (5.12)
We set
 (x) =r (x; n) = x
x
@x (x; n) =: x  (x; n) (5.13)
and thus,  being parallel to x;
 (x) = x  (x; n) : (5.14)
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We need next
(Dx (x))ij = ij (x; n) + xixj
1
x
@x (x; n) (5.15)
and thus
 (x; n) = det (Dx (x))
=  (x; n)n +
hx;xi
x
 (x; n)n 1 @x (x; n) ; (5.16)
all determinants with elements / xixj and of order  2 vanishing since the ith line
and column (i 2 f1; ::; ng) are identical. Thus
 (x; n) =  (x; n)n + x  (x; n)n 1 @x (x; n)
=
1
nxn 1
@x (x
n (x; n)n) (5.17)
or with (5.14)
 (x; n) =
1
nxn 1
@x (x)
n : (5.18)
It is useful to identify the above equation as the radial divergence of  (x)n.Let us
introduce here the mass coordinate  (x; n). If !n designates the surface of an n-
dimensional unit sphere, we have
 (x; n) = !n
xZ
0
dx0x0n 1 (x0; n)
=
!n
n
 (x)n : (5.19)
and, if  (1; n) =M , we get for the range of 
 

Mn
!n
 1
n
:= ; (5.20)
so that
 (x; n) =M
 
=
n
:
Similarly we set
x () =re (; n) = 

@e (; n) =:  e (; n) (5.21)
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i.e.,
x () =  e (; n) : (5.22)
Then and by analogy with the previous case
e (; n) 1 = det (Dx ())
=
1
nn 1
@x ()
n (5.23)
and e (; n) 1 = !n
n
xn () : (5.24)
We proceed by giving three examples of explicit  of x relations and of their corre-
sponding boundary densities  (x; n; k) and e (; n; k), k 2 f1; 2; 3g.
5.3.1 Example 1
 (x; n; 1) =
 
=
n
e (x=)
n
(5.25)
 (x; n; 1) = M

1  e (x=)n

= M
 
=
n
: (5.26)
Therefore
 (x; 1)n = 
n

1  e (x=)n

(5.27)
and thus
(x=)n =   log

1   =n :=   =; n; 1n : (5.28)
We have also e (; n; 1) 1 =  =n 1   =n 1 : (5.29)
It is easy to check that
 (x () ; n; 1) = e (; n; 1) : (5.30)
5.3.2 Example 2
 (x; n; 2) =
 
=
n
(cosh (x=)n)
 2
 (x; n; 2) = M tanh (x=)n
= M
 
=
n
; (5.31)
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thus
(x=)n =
1
2
log
 
1 +
 
=
n
1   =n
!
:= 
 
=; n; 2
n
(5.32)
e (; n; 2) 1 =  =n 1
1   =2n : (5.33)
5.3.3 Example 3
 (x; n; 3) =
 
=
n 1 
1 +
 
x

n2 (5.34)
 (x; n; 3) = M
(x=)n
1 + (x=)n
= M
 
=
n
(5.35)
(x=)n =
 
=
n
1   =n :=   =; n; 3n (5.36)
e (; n; 3) 1 =  =n 1
1   =n2 : (5.37)
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