Abstract. To solve non-Hermitian linear system Ax = b on parallel and vector machines, some paralell multisplitting methods are considered. In this work, in particular: i) We establish the convergence results of the paralell multisplitting methods, together with its relaxed version, some of which can be regarded as generalizations of analogous results for the Hermitian positive definite case; ii) We extend the positive-definite and skew-Hermitian splitting (PSS) method methods in [SIAM J. Sci. Comput., 26:844-863, 2005] to the parallel PSS methods and propose the corresponding convergence results.
1. Introduction. Many problems in scientific computing give rise to a system of n linear equations in n unknowns, Ax = b, A = (a ij ) ∈ C n×n nonsingular, and b, x ∈ C n , (1. 1) where A is a large, sparse non-Hermitian matrix. In this paper we consider the important case where A is positive definite; i.e., the Hermitian part H = (A + A * )/2 is Hermitian positive definite, where A * denotes the conjugate transpose of the matrix A. Large, sparse systems of this type arise in many applications, including discretizations of convection-diffusion problems [11] , regularized weighted least-squares problems [5] , real-valued formulations of certain complex symmetric systems [4] , and so forth.
In order to solve system (1.1) iteratively on parallel and vector machines, O'Leary and White [24] introduced the multisplitting technique for linear system. Later, this technique was further studied by many authors; see e.g. [3] , [14] , [15] , [23] , [34] , [35] , [37] , [16] , [7] , [8] , [22] , [12] , [27] , [28] , [29] , [20] , [9] , [39] , [40] , [41] [32] , [33] , [10] , etc.
As defined in [24] and [28] a multisplitting of A is a collection of triples of matrices (M k , N k , E k ) m k=1 satisfying
• The matrix A can be split into
where M k is nonsingular;
• E k , k = 1, 2, · · · , m, are diagonal matrices with nonnegative entries and satisfy m k=1 E k = I, the identity matrix.
Algorithm 1.1. Given any initial vector x
(0) .
• For i = 0, 1, 2, · · · , until convergent.
• For k = 1 to m
It is easy to see that Algorithm 1.1 corresponds to the following iteration
E k P k x (i) , i = 0, 1, 2, . . . (1.5) where the operators P k : C n → C n , 1 ≤ k ≤ m, are defined as
Thus, iteration (1.5) can be rewritten as
k b, i = 0, 1, 2, . . . Conditions on the splittings (1.2) and on the weighting matrices which ensure the convergence of Algorithm 1.1 in some important cases where given by O'Leary and White [24] , Nabben [22] , Neumann and Plemmons [23] , Frommer et al [14] , [15] , Song et al [27] , [28] , [29] , Li et el [20] , Hadjidimos and Yeyios [16] , Cao and Song [7] , etc. They showed that Algorithm 1.1 (semi)converges when
• A is Hermitian (or symmetric) positive definite and the splittings (1.2) are P −regular; • A is monotone and the splittings (1.2) are (weak) regular; • A is an H−matrix and the splittings (1.2) are H−compatible splittings [41] ;
• A is Hermitian (or symmetric) positive semidefinite and the splittings (1.2) are P −regular; • A is a singular M −matrix and the splittings (1.2) are (weak) regular.
Recently, there has been considerable interest in the positive-definite and skewHermitian splitting (PSS) method introduced by Bai, Golub, Lu and Yin for solving non-Hermitian positive definite linear systems, see [1] . In this paper we further study this method and generalize it to the parallel PSS method. Let
where M k = 0 and N k = 0. If A is non-Hermitian positive definite, so is • For i = 0, 1, 2, · · · , until convergent.
In matrix-vector form and for each k, k = 1, 2, · · · , m, the PSS iteration (1.9) can be equivalently rewritten as
Thus, Algorithm 1.2 can be rewritten as the following iteration scheme
is the iteration matrix.
When the matrix N k in (1.8) is triangular or block triangular, the splittings (1.8) are TS splittings or BTS splittings, and thus, Algorithm 1.2 becomes Parallel TSS method or Parallel BTSS method.
In Algorithms 1.1 and 1.2 a relaxation parameter ω ∈ R, ω = 0, can be introduced by replacing the computation of x (i+1) in (1.4) with the equation
where T ω = ωX + (1 − ω)I is the iteration matrix with either X = T or X = M (α). Clearly, with ω = 1, equation (1.4) is recovered. In the case of ω = 1, we have a Relaxed Multisplitting (see [14] and [24] ) or a Relaxed Parallel PSS (TS, BTSS) Algorithm.
There have been several studies on the convergence of multisplitting iterative methods for non-Hermitian positive definite linear systems. In [16] and [31] some convergence conditions of multisplitting methods for non-Hermitian positive definite matrices have been established.
Continuing in this direction, in this paper we establish new results on multisplitting methods for solving system (1.1) iteratively, focusing on a particular class of splittings. For a given matrix A ∈ C n×n , a splitting A = M − N with M nonsingular is called a P -regular splitting if the matrix M * + N is positive definite, i.e., the Hermitian part of M * + N is Hermitian positive definite [26] . It is a well known result [36, 26] that if A is Hermitian positive definite and A = M − N is a P -regular splitting, then the splitting iterative method is convergent: ρ(M −1 N ) < 1. An extension of P -regular splitting was introduced by Ortega and Plemmons [25] and [6] . A splitting A = M − N with M nonsingular is called an extended P -regular splitting if the matrix M * (A −1 ) * A + N is positive definite. A stronger condition of the splitting A = M − N proposed by Yuan [38] that M * A + A * N is positive definite guarantees that the splitting iterative method is convergent. In this paper, we propose some conditions such that the parallel multisplitting methods converge by examining the spectral properties of the iteration matrix induced by these special multisplittings of a non-Hermitian positive definite matrix.
The paper is organized as follows. Some notations and preliminary results are given in Section 2. In section 3 we study the convergence of Algorithm 1.1, together with its relaxed version. In section 4 we discuss the convergence of Algorithm 1.2. Some conclusions are given in section 5.
2. Notation and preliminaries. For convenience, some of the terminology used in this paper will be given.
The symbol C n×n will denote the set of all n × n complex matrices. Let A, B ∈ C n×n . We use the notation A ≻ 0 ( The proof can be found, e.g, in [42] . 
is positive definite. Theorem 2.5. (see [38] ) Let A ∈ C n×n be nonsingular, and let
A convergence result on multisplitting method for nonsymmetric positive definite linear system is introduced by Hadjidimos and Yeyios [16] . Theorem 2.6. (see [16] ) Let A = (a ij ) ∈ R n×n be nonsymmetric positive definite
2)
L, U are strictly lower and upper triangular matrices satisfying
3. Convergence of stationary multisplitting method. In this section we discuss convergence of the parallel mulitisplitting iterative methods for non-Hermitian linear systems, especially, non-Hermitian positive definite linear systems.
satisfying one of the following conditions: Proof. The iteration matrix of Algorithm 1.
1) Assume that the condition (i) holds. Then, similar to the proof of Theorem 1 in [24] , one has
where
It is observed that
As a result, (3.1), (3.3) and (3.4) indicate A * A − T * A * AT ≻ 0. Since A is nonsingular, A * A ≻ 0. It follows from Stein's Theorem (see, e.g., [26, 30] ) that T is convergent, i.e., ρ(T ) < 1. Thus, Algorithm 1.1 is convergent.
2) Now, assume that the condition (ii) holds, that is,
which shows that Algorithm 1.1 is convergent. This completes the proof. In what follows some convergence results on parallel mulitisplitting method for nonHermitian positive definite linear systems will be established. At first, the following lemma will be used in this section. Lemma 3.3. (see [6] ) Let A = M − N ∈ C n×n with A and M nonsingular and let 
Proof. Since the multisplitting (M
It follows from Lemma 3.3 that
Again, Theorem 2.3 shows that ρ(T k ) < 1, and consequently I − T k is nonsingular.
shows that A − T * k AT k is also positive definite for k = 1, 2, · · · , m. Noting that A is positive definite, its Hermitian part
As a result,
Therefore, we have with (3.6) and (3.10) that
which shows Algorithm 1.1 is convergent. This completes the proof.
In Theorems 3.1 and 3.4, some conditions such that Algorithm 1.1 converges have been presented. But, it is difficult for us to construct a multisplitting such that these conditions are easy to determine since they concern very complex matrix operations. In the following, we will propose a practical condition which is are easy to determine such that Algorithm 1.1 converges.
For the convenience of the proof of the following theorems, we will introduce a type of block matrices--extended H−matrices which is further extension of generalized M −matrices and generalized H−matrices introduced by Elsner and Mehrmann [13] and Nabben [21] , respectively. Definition 3.5. (see [13] ) Definition 3.6. We define a set of n×n matrices Ω n = { A ∈ C n×n | there exsits a nonsingular matrix C ∈ C n×n such that A = C * DC, where
Then there must exsit a nonsingular matrix C ∈ C n×n such that A = C * DC, where
where |D| = diag(|d 1 |, · · · , |d n |) ∈ R n×n .
Remark 3.7. The set Ω n includes many families of matrices such as unitary matrices, Hermitian matrices, skew-Hermitian matrices, normal matrices and positive definite matrices (not necessarily Hermitian, see Theorem 3 in [19]).
Definition 3.8.
Φ
mk×mk is the block comparison matrix of A and defined as Proof. Observe that B can be decomposed as
where 13) shows that the Hermitian matrices B and D are congruent, and therefore they must have the same inertia. Hence, all we need to show is that D is positive semidefinite. Letting P denote the odd-even permutation matrix of order 2n, it is immediate to see that
Hence, P * DP is just a direct sum of n two-by-two Hermitian matrices, each of which is obviously positive semidefinite. This shows that D 0, and the proof is complete.
Lemma 3.10. Let
where B = diag(B 11 , · · · , B mm ) and
for all i ∈ N = {1, · · · , m}. Multiply the inequality (3.16) by v i and define
Then following (3.17), we have
Furthermore, according to (3.14), we have (3.19) where
for all i = 1, · · · , m, C ii = B ii − A ii and hence, coming from (3.15), we have
where DÃ = diag(Ã 11 , · · · ,Ã mm ). (3.15), (3.19) and (3.21) imply
and
Since (3.18) yields ∆ ≻ 0 and Lemma 3.9 indicates R ij 0 and S ij 0, K t ≻ 0 and hence A t ≻ 0 for all t ∈ R. This completes the proof.
, where E i = e i I ∈ R k×k and F i = f i I ∈ R k×k with e i > 0 and
Proof. The proof can be immediately obtained from Lemma 3.1 in [18] .
. Lemma 3.12 shows that there exist two positive diagonal matrices
for all t ∈ R. Lemma 3.11 shows that ρ(B −1Ĉ ) < 1. Again,
ThenB −1Ĉ and B −1 C have the same eigenvalues. As a result,
which shows that we complete the proof.
, where ρ(T ) denotes the spectral radius of the matrix T .
Proof.
where B and C are defined as (3.27) . This completes the proof. Proof. We only prove ρ(T ) < 1. Lemma 3.1 shows ρ(T ) = ρ(B −1 C), where B and C are defined as (3.27) , andÂ = B − C. Since E k = β k I, 
and consequently, (3.32) which shows that
As a consequence,
This leads to Now, we study the convergence of the relaxed multisplitting method.
Theorem 3.18. Let A ∈ C n×n be nonsingular with a multisplitting
satisfying one of the following conditions:
Then the relaxed multisplitting algorithm converges to the unique solution of (1.1) for any choice of the initial guess x (0) , provided ω ∈ (0, 2/(1 + ρ)), where ρ = ρ(T ) and T is defined in (1.7) .
Proof. Since the iteration matrix of the relaxed multisplitting algorithm is T ω = ωT + (1 − ω)I, where T is the iteration matrix of Algorithm 1.1. Let λ i , i = 1, · · · , n, be eigenvalues of T , then ωλ i + (1 − ω), i = 1, · · · , n, are eigenvalues of T ω . Assume ρ(T ω ) = |ωλ 1 + (1 − ω)|. Then ρ(T ω ) ≤ ω|λ 1 |+ |1 − ω| ≤ ωρ(T )+ |1 − ω|. Since Theorem 3.1 gives ρ(T ) < 1 and ω ∈ (0, 2/(1 + ρ(T ))), ρ(T ω ) < 1, which shows that the relaxed multisplitting algorithm converges for any initial vector x (0) , provided ω ∈ (0, 2/(1+ρ)). 
Proof. Similar to the proof of Theorem 3.18, the proof can be obtained immediately from Theorem 3.3, Theorem 3.16 and Corollary 3.17.
4. Convergence of parallel PSS method. In this section some convergence results on the parallel PSS methods for non-Hermitian positive definite linear systems will be presented. The following lemma will be used in this section.
Lemma 4.1. (see [1] ) Let A ∈ C n×n be non-Hermitian positive definite, let M (α k ) defined in (1.12) be the iteration matrix of the PSS iteration, and let Proof. Observing that the iteration matrix of Algorithm 1.2 is defined as As is pointed out in [1] , there are two important problems to be further studied for the Parallel PSS method. One is the choice of the skew-Hermitian matrix S k = N k −N * k , here is the choice of the matrix N k such that P k = M k +N * k is easily inverted. Here, N k can be chosen as triangular or block triangular matrix (see [1] ) such that P k = M k +N * k is triangular or block triangular matrix. , (4.5) where x satisfies x 2 = 1 and G −1 Kx = ρ(G −1 K)x with G = (α k I + P k ) * (α k I + P k ) and K = (α k I − P k ) * (α k I − P k ), and σ Proof. Since V (α k ) 2 = ρ(V (α k ) * V (α k )) and (4.1),
(4.6)
x 2 = 1, G −1 Kx = ρ(G −1 K)x and (4.6) show that it holds that
where f (α k ) = 4α k x * H k x α 2 k + 2α k x * H k x + x * P * k P k x
. As a result,
f (α k ) is gradually increasing if α k ∈ (0, x * P * k P k x), f (α k ) is gradually decreasing if α k ∈ ( x * P * k P k x, ∞) and consequently, when α k = x * P * k P k x, f (α k ) gets its maximum max α k >0 f (α k ) = 2x * H k x
