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Abstract
The U(1) BF Quantum Field Theory is revisited in the light of Deligne-Beilinson Co-
homology. We show how the U(1) Chern-Simons partition function is related to the
BF one and how the latter on its turn coincides with an abelian Turaev-Viro invariant.
Significant differences compared to the non-abelian case are highlighted.
For Raymond Stora, in memoriam. The construction continues, but the edifice will never
be the same shape.
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1 Introduction
Deligne-Beilinson Cohomology [1, 2] takes its roots in Algebraic Geometry, and more
specifically in the theory of Regulators and L-Functions as well as in K-Theory [3].
It is also effective in the study of flat vector bundles [4, 5] or in the classification of
abelian Gerbes with connections [6]. Alternative descriptions are provided by Cheeger-
Simons Differential Characters [7, 8, 9], Hopkins-Singer Differential Cohomology [10] and
Harvey-Lawson Sparks [11], all these notions being themselves equivalent in some sense
[12]. These mathematical objects can be seen as refinement of the usual Characteristic
Classes appearing in the attempt to classify vector bundles. For instance, the Deligne-
Beilinson cohomology group H1D(M,Z) of a closed manifold M can be seen as the set
of equivalence classes of U(1)-bundles with connection (i.e. gauge potential) over M .
It is precisely this identification that allows to revisit and reinterpret the Ehrenberg-
Siday-Aharonov-Bohm Effect [13, 14] thus providing the first clue of a possible use of
Deligne-Beilinson Cohomology in the context of Quantum Physics. This is confirmed in
the so-called Geometric Quantization [15].
The occurrence of the Chern-Simons Lagrangian – also known as the Hopf or White-
head Lagrangian in the abelian case – in Quantum Physics is also a quite old story
[16, 17, 18, 19, 20, 21, 22, 23] and similarly for the ”brother” BF Lagrangian [24, 25, 26,
27, 28]. For instance the Chern-Simons Lagrangian has been used in (2+1)-dimensional
topological gravity [29] and has provided arguments for developments in Loop Quantum
Gravity [30], a theory in which the BF Lagrangian appears to play also an important role
[31]. The U(1) Chern-Simons and BF Lagrangians have also proven fruitful in Condensed
Matter physics and more specifically in the description of Quantum Hall Effect [32], Su-
perconductors [33] and Topological Insulators [34]. Although the relationship of these
Lagrangians with Differential Characters was known to mathematicians since the mid-70s
[7, 8], this aspect of things was most of the time ignored by physicists mainely because
Quantum Physics usually deals with R3 and not with generic 3-dimensional manifolds.
In 1989 E. Witten [35] made a breakthrough in the understanding of the non-abelian
Chern-Simons (CS) Quantum Field Theory by showing how it is related to Knot Theory
[36] in dimension 3. Up to some normalization Witten’s article points out how the
expectation values of Wilson loops in the SU(2) Chern-Simons theory identify themselves
with the Jones polynomials [37]. Shortly after [38] this was perturbatively confirmed,
that is to say by using Quantum Field Theory technics [39]. It was also observed at that
time that the Chern-Simons Lagrangian can be seen as a Deligne-Beilinson cohomology
class of degree 3 and similarly that the Wess-Zumino-Witten term is a Deligne-Beilinson
cohomology class of degree 2 on the associated Lie group [40, 41]. This Wess-Zumino-
Witten term arises when checking the gauge invariance of the Chern-Simons theory at
the quantum level which involves quantization of the coupling constant of this theory.
However the role of Deligne-Belinson cohomology at the level of quantum fields is not
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evident in the non-abelian context. Nevertheless some recent results suggest that even in
the non-abelian framework Deligne-Belinson cohomology could help to understand the
Chern-Simons theory [42]. As for the BF Quantum Field Theory, its relation with knots
and links was also stressed out in some articles [43, 44]. In [44] it was shown at the
level of functional integration how the partition function of the SU(n) BF model with
cosmological constant coincides with the absolute square of the SU(n) Chern-Simons
partition function for an appropriate choice of coupling constants. It is one of the aims
of the present article to check whether this property holds true in the U(1) case.
Although the generic role of Deligne-Beilinson Cohomology in Quantum Field Theory
was stressed out in some articles [45, 46], it is in the context of the U(1) Chern-Simons
Quantum Field Theory that this role has been specially relevant. It was shown that all
the results usually obtained by surgery arguments can be recovered from a functional inte-
gration point of view, even in dimensions 4n+3 [47], once Deligne-Beilinson Cohomology
is introduced into the game [48, 49, 50, 51]. For instance the use of the Deligne-Beilinson
cohomology group H1D(M,Z) as configuration space implies quantization of the coupling
constant and charges of the theory albeit no Wess-Zumino term occurs in the abelian
context. It was also proven that for any oriented closed 3-manifold M the partition
function of the U(1) Chern-Simons coincides, up to a normalization which is universal
in its form, with a Reshetikhin-Turaev (RT) invariant of M [51]. Eventually some kind
of ”algebraic surgery” ermerges thus allowing to express all the results obtained in M as
ones in S3 [52].
Reshetikhin-Turaev invariants, originally based on Hopf algebra and Quantum groups
[53], were introduced with the intention to get a better understanding of Jones polyno-
mials and in the hope to obtain new invariant polynomials. These invariants are now
well understood in the more abstract language of modular category [54]. Another set
of topological invariants for closed 3D manifolds, named Turaev-Viro (TV) invariants,
was introduced by using 6-j symbols and Quantum Groups [55]. As for RT ones, the
construction of TV invariants can be rephrase in the language of categories, the spherical
ones [56, 57, 58]. These two sets of invariant are actually related since for a given modular
category the absolute square of the RT invariant is equal to the TV invariant [54]. It has
to be pointed out that in the SU(2) case the TV invariant can be seen as a regularization
of the Ponzano-Regge formula [59], itself being presented as a discretization of the SU(2)
BF theory [60]. It is another aim of this article to check whether the SU(2) BF theory
is also associated with a TV invariant. Deligne-Beilinson cohomology is used in order to
explicitly compute the partition functions of the U(1) CS and BF Quantum Field Theory
and then to check if the absolute square of the former equals the latter.
Strictly speaking it is smooth Deligne cohomology which is involved in the article.
Nonetheless we keep the terminology Deligne-Beilinson cohomology for the sake of conti-
nuity with the choice originally made in [46]. Moreover Deligne-Belinson cocycles actually
depend on two integers: one defining the length of the Deligne-Belinson complex (which
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is where the de Rham complex is truncated) and the second being the degree of the
cohomology under consideration. We only consider the case where these two integers
are equal. Note also that most results concerning CS have already been obtained (see
[51, 52] for instance).
In Subection 2.1 and 2.2 some basic facts about DB cohomology are recalled and applied
in the context of U(1) CS and BF theories which yields:
Lemma 1. Once the configuration space of the U(1) BF theory is chosen as (an appropri-
ate subset of) the Deligne-Beilinson cohomology groups product H1D(M,Z)∗×H1D(M,Z)∗,
the Lagrangian is given as a Deligne-Beilinson product, thus implying quantization of the
coupling constant (k ∈ Z).
Subsection 2.3 is dedicated to the introduction and study of partition functions thus
leading to:
Lemma 2. For a given coupling constant k:
1) The U(1) BF theory is k-periodic whereas the U(1) Chern-Simons theory is 2k-periodic.
2) Like in the U(1) Chern-Simons theory only the torsion sector of H1(M) contributes
to the U(1) BF partition function.
3) Unlike the non-abelian case, the partition function of the U(1) BF theory is not always
the square norm of the CS partition function. More precisely, consider the standard
decomposition T1(M) =
d⊕
j=1
Zpj of the torsion part of H1(M) (with pj|pj+1), set p′j =
pj/gcd(k, pj), denote by β (resp. γ) the number of j such that p
′
j = 2(2lj + 1) (resp.
p′j = 4lj), then:
|ZCSk(M)|2 = δβ,0 2γ ZBFk(M) = 2−βδβ,0 ZBF2k(M) . (1.1)
In Section 3 the relation between the CS and BF partitions functions with respectively
the RT and TV invariants is investigated thus yielding the last series of results gathered
into:
Lemma 3.
1) The absolute square of the U(1) CS partition function is related to the absolute square
of the Reshetikhin-Turaev invariant according to:
|τ4k(M)|2 = (2k)
b1
p1 . . . pd
|ZCSk(M)|2 . (1.2)
In particular, the RT invariant τ4k(M) built from the non modular category Z4k admits
a reduced expression in which charges take their values in Z2k instead of Z4k.
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2) There is a natural abelian Turaev-Viro invariant, Υk(M), the construction of which
relies on the spherical category Zk and which is related to the U(1) BF partition function
ZBFk(M) according to:
Υk(M) = |H1(M,Zk)| = k
b1
p1 . . . pd
ZBFk . (1.3)
Result 3) of Lemma 2 implies that:
Υ2k(M) 6= |τ4k(M)|2 . (1.4)
3) When considering the modular category Z2k+1 we recover that:
|τ2k+1(M)|2 = Υ2k+1(M) = (2k + 1)
b1
p1 . . . pd
ZBF2k+1 . (1.5)
However there is no U(1) CS theory associated with this RT invariant τ2k+1(M).
4) The semi-simple category Z2(2k+1) gives a mix of results 2) and 3):
Υ2(2k+1)(M) =
(2(2k + 1))b1
p1 . . . pd
ZBFk , (1.6)
and there are neither RT invariant nor U(1) CS theory associated with Z2(2k+1).
All along this article CS and DB will stand for Chern-Simons and Deligne-Beilinson
respectively, and
Z
= will mean equality modulo Z. Furthermore when refering to ”non-
abelian” we mean that a simply connected group like SU(2) (or SU(n)) is involved.
2 The U(1) BF Quantum Field Theory in the Deligne-
Beilinson framework
As mentioned in the introduction Deligne-Beilinson cohomology provides a new angle un-
der which to see some quantum theoretical problems. If historically the Ehrenberg-Siday-
Aharonov-Bohm effect can be considered as the first example of this new enlightenment,
Chern-Simons theory is one of those where DB cohomology proved itself particularly
successful. Among other topological models the U(1) BF one is, due to the nature of
its Lagrangian, the closest to the CS theory. It is the aim of this section to investigate
this relation into details. In the standard U(1) BF Quantum Field Theory on R3 the
Lagrangian is assumed to be A ∧ dB for two U(1) gauge fields on R3. Whereas these
gauge fields are identified with 1-forms on R3, this identification is not possible on a
generic closed manifold. So our first task will be to determine the most appropriate con-
figuration space on which to consider the U(1) BF Lagrangian. As a consequence we will
recover that on a closed 3-manifold the gauge group identifies itself with closed 1-forms
with integral periods instead of the group of exact 1-forms as it happens in R3.
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2.1 Deligne-Beilinson cohomology as configuration space
The simplest example of Deligne-Beilinson cocycles is provided by U(1)-connections on
U(1)-principal bundles over an oriented closed smooth manifold M . The corresponding
cohomology group is then a way to describe the set of equivalent classes of U(1)-principal
bundles with connection over M .
(1) Connections and Deligne-Beilinson cocycles. A cover U of M is good if any non empty
intersection of open sets of U is diffeomorphic to Rn, with n = dimM . Given a good
cover U = (Uα)α∈I of M , a U(1)-connection is a collection of triples A = (Aα,Λαβ, nαβγ)
such that the 1-forms Aα, the functions Λαβ and the integers nαβγ fulfill:
(δ0A)αβ := Aβ − Aα = d0Λαβ
(δ1Λ)αβγ := Λβγ − Λαγ + Λαβ = d−1nαβγ
(δ2n)αβγρ := nβγρ − nαγρ + nαβρ − nαβγ = 0
, (2.7)
respectively in all Uαβ, Uαβγ and Uαβγρ. As usual Uα0···αn denotes the (non empty)
intersection Uα0 ∩ · · · ∩Uαn and d−1 is the canonical injection of numbers into (constant)
functions, d−1 : R → Ω0(M). By setting gαβ := e2ipiΛαβ we can rebuild a U(1)-principal
(coordinate [61]) bundle P over M with transition functions gαβ and where the 1-forms
Aα are the pull-back of a U(1)-connection A on P under some local sections Aα = s∗αA.
The collection A is also called a Cˇech-de Rham representative of a DB 1-cocycle. Two
DB cocycles A and A˜ are said to be equivalent (or cohomologous) if:
A˜α − Aα = d0qα
Λ˜αβ − Λαβ = (δ0q)αβ + d−1mαβ
n˜αβγ − nαβγ = (δ1m)αβγ
. (2.8)
The equivalence class of a DB cocycle A is denoted by A¯. It can be shown that this
construction is of cohomology type [4, 46].
(2) Deligne-Beilinson cohomology groups. Extending the previous construction to forms
of higher degree leads to U(1) Gerbes with connections over M which generalize U(1)-
principal bundles with connections. The corresponding DB cohomology groups appear
as the sets of equivalence classes of U(1) Gerbes with connections [9, 6].
In the case of an oriented closed 3-manifold M the DB cohomology space H1D (M,Z)
is canonically embedded into the following exact sequence [7, 9, 11, 46]:
0 −→ Ω
1(M)
Ω1Z(M)
−→ H1D(M,Z) −→ H2(M,Z) −→ 0 , (2.9)
where Ω1 (M) is the space of smooth 1-forms on M , Ω1Z (M) the space of smooth closed 1-
forms with integral periods on M and H2 (M,Z) is the second (Cˇech) cohomology group
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Figure 1: Representation of the first exact sequence.
of M . Note that Ω1Z (M) is nothing but the global gauge group of U(1)-connections on
M . There is another exact sequence into which H1D (M,Z) can be embedded ([7, 11]):
0 −→ H1(M,R/Z) −→ H1D(M,Z) −→ Ω2Z(M) −→ 0 , (2.10)
where H1(M,R/Z) is the first R/Z-valued (Cˇech) cohomology group of M and Ω2Z(M)
the space of smooth closed 2-forms with integral periods on M .
Each one of these two exact sequences has its own interest to describe H1D(M,Z),
but both give this space the structure of an affine bundle, with (discrete) base H2(M,Z)
and translation group Ω1(M)/Ω1Z(M) for the former sequence (Figure 1), and with base
Ω2Z(M) and translation group H
1(M,R/Z) from the latter one (Figure 2). As we will
see sequence (2.9) turns out to be the best suited for the BF theory (as it was for the
Chern-Simons theory). Nevertheless sequence (2.10) is the one that physicists like the
most because curvatures, i.e. closed 2-forms with integral periods, are clearly identified
in this sequence. There is a simple drawing that helps to convince oneself that the two
exact sequences are equivalent.
We have H1(M,R/Z) ' T 2(M) × (R/Z)b1 where b1 is the first Betti number, that
is to say the dimension of H1(M,R) ' H2(M,R), and T 2(M) is the torsion sector of
H2(M,Z) . On the other hand we can check that Ω2Z (M) ' F 2(M) × (Ω1(M)/Ω10(M))
where F 2(M) denotes the free sector of H2(M,Z) and Ω10(M) the space of closed 1-forms
on M (Figure 3).
(3) Pontrjagin duality and holonomy. At this stage it would be natural to consider
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Figure 2: Representation of the second exact sequence.
Figure 3: Information in the two exact sequences.
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H1D(M,Z) as our configuration space. However it is a well known fact of Quantum
Field Theory that quantum fields turn out to be currents (i.e. forms with distribution
coefficients) rather than smooth forms. The space of p-currents is usually defined as
the topological dual of Ωn−p(M), the space of (n − p)-forms on M . However due to
the background presence of U(1) (which appears here as R/Z) it would be logical to
consider the Pontrjagin dual of H1(M,R/Z): H1D(M,Z)∗ ≡ Hom (H1D (M,Z) ,R/Z) as
our configuration space. It turns out that H1D(M,Z)∗ contains H1D(M,Z) – in the same
sense that the space of 1-currents on M contains Ω1(M) – but also the space Z1(M) of
1-cycles on M . The inclusion Z1(M) ⊂ H1D(M,Z)∗ is straightforwardly realized by the
pairing: ∮
: H1D (M,Z)× Z1 (M) −→ R/Z , (2.11)
A precise definition of integration over 1-cycles is provided by the Cˇech-de Rham writting
for representatives of DB classes [46, 52]. For the DB class A¯ of A = (Aα,Λαβ, nαβγ)
let z be a 1-cycle on M such that with respect to the good cover U this cycle gives rise
to the collection (zα, xαβ) such that
∑
α zα = z and
∑
β xαβ = bzα, where b denotes the
boundary operators on chains. Although not all 1-cycles admit such a decomposition,
for a given set of 1-cycles it is always possible to find a good cover for which all these
1-cycles admit such a decomposition [62]. Then:∮
z
A¯
Z
=
∑
α
∫
zα
Aα −
∑
α,β
∫
xαβ
Λαβ , (2.12)
It can be checked that modulo integers expression (2.12) is independent of the represen-
tative of A¯ as well as of the collection (zα, xαβ) representing the 1-cycle z.
On the other hand, by taking the Hom of the exact sequences (2.9)-(2.10) we obtain
the dual sequences [11]:
0 −→ H1(M,R/Z) −→ H1D(M,Z)∗ −→ Hom
(
Ω1(M)
Ω1Z(M)
)
−→ 0 , (2.13)
and
0 −→ Hom(Ω2Z (M) ,R/Z) −→ H1D(M,Z)∗ −→ H2(M,Z) −→ 0 , (2.14)
These sequences are very similar to the original ones: the second one presents H1D(M,Z)∗
as a discrete bundle with base H2(M,Z) just like H1D(M,Z). Note that the action of
Hom exchange the role of the two sequences. Exterior product and integration over M
provide canonical injections:
Ω2Z(M) ↪→
(
Ω1(M)
Ω1Z(M)
)∗
:= Hom
(
Ω1(M)
Ω1Z(M)
,R/Z
)
, (2.15)
Ω1(M)
Ω1Z(M)
↪→ (Ω2Z(M))∗ := Hom(Ω2Z(M),R/Z) ,
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which allow to show that:
Z1(M)⊕H1D(M,Z) ↪→ H1D(M,Z)∗ , (2.16)
as announced. This direct sum can be considered as the simplest extension of the smooth
configuration space H1D(M,Z). In the case of U(1) Chern-Simons theory it turns out to
be enough [48, 50, 51, 47]. Note that inclusion Z1(M) ⊂ H1D(M,Z)∗ allows to see knots
and links as elements of H1D(M,Z)∗ that is to say as Quantum Fields. In particular it
was shown [46] that we can associate to any 1-cycle z in M a distributional DB class η¯z.
Another standard problem of QFT is the regularization of product of distributions. If
we consider the simplest configuration space Z1(M)⊕H1D(M,Z) we can already foresee
that the only regularization will be those coming from ”products” of cycles, the other
fields being smooth. We will return to this in the next subsection about Lagrangians.
(4) Trivial, free and torsion origins. Let’s have a closer look at the structure of the
configuration space as it appears from exact sequence (2.9) (or alternatively (2.14)). We
already mentioned that from this exact sequence point of view, H1D(M,Z) is a discrete
affine bundle over H2(M,Z). Hence once an origin on a fiber over ~n ∈ H2(M,Z) has been
chosen, all the elements on this fiber are reached through a translation by an element
of Ω1(M)/Ω1Z(M). On the fiber over ~0 we can canonically chose as origin 0¯, the class
of the zero connection, that is to say the class of the DB cocycle (0, 0, 0). With this
canonical choice of trivial origin the fiber over ~0 can be identified with Ω1(M)/Ω1Z(M)
itself by setting: A¯ = 0¯ + ω¯, where ω¯ denotes the class of ω ∈ Ω1(M) in the quotient
Ω1(M)/Ω1Z(M). With respect to the Cˇech-de Rham approach the collection (ω|Uα , 0, 0) is
a representative of ω¯ and hence any element of the fiber over~0 admit such a representative.
The fiber over ~0 will be called the trivial fiber. Of course a trivial fiber also exists in
H1D(M,Z)∗.
For the other fibers there are no such canonical choice of origins. As Z1(M) ⊂
H1D(M,Z)∗ and since by Poincare´ duality H2(M,Z) ' H1(M,Z) we can chose as origin
on a fiber over ~n any 1-cycle whose homology class is ~n. Furthermore we have the Z-
modules isomorphism H1(M,Z) ' Zb1⊕Zp1⊕· · ·⊕Zpd , with pi|pi+1. The integer b1 is the
first Betti number of M and it is the rank of F1(M), the free part of H1(M,Z), whereas
the rest forms the torsion sector T1(M). Fibers over elements of F1(M) ' F 2(M) will
be call free fibers and those over elements of T1(M) ' T 2(M) will be called torsion
fibers. Any other fiber will be referred as a generic fiber. Let za, a = 1, · · · , b1, be a
set of chosen 1-cycles on M which generate F1(M). Then each 1-cycle
∑
uaza is taken
as origin of the fiber over (u1, · · · , ub1) ∈ F1(M) ' Zb1 . These origins will be referred as
free origins and will be denoted by A¯~u. For τ ∈ Zpi , if the collection of integers nαβγ is a
Cˇech representative of the Poincare´ dual of τ and if the collection of integers mαβ defines
a Cˇech cochain m such that pi.m = n then (0, d−1(mαβ/pi), nαβγ) is a representative
of a DB class that belongs to the fiber over τ [51, 52]. Although these origins are not
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canonical in general – there may be two such classes on a given torsion fiber – they will
turn out to be very useful. They will be called torsion origins and denoted by A¯~κ
for ~κ ∈ T1(M). Finally on a generic fiber over ~u + ~κ ∈ H1(M) we choose as origin the
combination A¯~u + A¯~κ.
Examples: 1) Since H2(S3) = 0 the space H1D(S
3,Z) has only one fiber, the one over ~0.
Moreover, since H1(S3) = 0, Ω1Z(M) = dΩ
0
Z(M). Hence any element of H
1
D(S
3,Z) can be
represented by a 1-form which is unique up to an exact contribution. This is the closest
case to what is usually considered in the BF Quantum Field Theory, as S3 = R3 ∪ {∞}
(see next subsection).
2) Since H2(S1 × S2) = Z ' H1(S1 × S2) the space H1D(S3,Z)∗ has only free fibers.
We consider a S1 generating H1(S
1 × S2) and take the cycle n · S1 as origin on the fiber
over n, for any n ∈ Z.
3) Since the first homology group of the lens spaces L(p, q) is Zp the configuration
space on this manifold is made of torsion fibers only. Then we consider a generator τ
of Zp and the the DB class A¯~τ of the canonical representative (0, d−1(ζ/p), τ) as torsion
origin over τ . On all the fibers we just pick up the DB classes A¯n·~τ of (0, n ·d−1(ζ/p), n ·τ)
for n = 0, · · · , p − 1. We use the same letters for chains and cochains which is justified
by Poincare´ duality.
The other important DB space which is used is H3D(M,Z). As H3(M,Z) ' Z, the
previous exact sequences give H3D(M,Z) ' (Ω3(M)/Ω3Z(M)) ' R/Z ' H3(M,R/Z). A
simple way to realise this isomorphism is to fix a normalised volume form µ0 on M such
that for any θ ∈ R/Z the 3-form θµ0 defines a unique DB element of H3D (M,Z) . Note
that H3D (M,Z)
∗ ∼= H3D (M,Z)∗ ' R/Z.
Before considering the construction of the Lagrangian and action defining the U(1)
BF theory it must be emphasized that DB cohomology spaces are Z-modules. Hence we
can only consider integral combinations of DB classes and a DB class can only be divided
by ±1.
2.2 Lagrangians, functional measures and periodicities
The construction of the U(1) BF and CS Lagrangians relies on the graded pairing between
DB cohomology spaces.
(1) Deligne-Beilinson product. For any smooth closed oriented 3-manifolds this pairing
gives rise to the commutative product:
? : H1D (M,Z)×H1D (M,Z) −→ H3D (M,Z) ' R/Z . (2.17)
Let A = (Aα,Λαβ,mαβγ) and B = (Bα,Θαβ, nαβγ) be two U(1) connections on M , viewed
as Cˇech-de Rham representatives of the DB classes A¯ and B¯ respectively. The collection:
(Aα ∧ dBα , Λαβ ∧ dBβ , mαβγ.Bγ , mαβγ.Θγρ , mαβγ.nγρ) (2.18)
10
is then a representative of the DB class A¯ ? B¯. This expression provides a realisation of
the DB product at the level of Cˇech-de Rham representatives.
Examples: 1) Consider the classes ω¯ and χ¯ of the DB cocycles (ω|Uα , 0, 0) and (χ|Uα , 0, 0)
where ω and χ are two 1-forms on M . Then expression (2.18) reduces to (ω|Uα ∧
dχ|Uα , 0 , 0 , 0 , 0) = ((ω ∧ dχ)|Uα , 0 , 0 , 0 , 0). This defines the DB prod-
uct on (Ω1(M)/Ω1Z(M)) for which we have the important result:
∀(ω0, χ) ∈ Ω10(M)× Ω1(M) , ω¯0 ? χ¯ = 0¯ . (2.19)
2) Let (0, d−1(mαβ/pi), ταβγ) and (0, d−1(nαβ/pi), καβγ) be representatives of two tor-
sion origins A¯τ and A¯κ of the configuration space. Their DB product admits as repre-
sentative (0, 0, 0, ταβγ ·d−1(mαβ/pi), ταβγ ·κγρ) where the collection (ταβγ ·κγρ) represent
the cup product κ`τ and the collection (ταβγ · d−1(mαβ/pi)) the cup product (κ`τ)/p
which on its turn defines the linking of the torsion cycles κ and τ .
3) Let (0, d−1(mαβ/pi), ταβγ) be a representatives of the torsion origin A¯τ then defi-
nition (2.18) implies that:
∀ω ∈ Ω1(M) , A¯τ ? ω¯ = 0¯ . (2.20)
(2) Generalized holonomy. In order to integrate A¯ ? B¯ over M (seen as a 3-cycle),
we consider a polyhedral decomposition (Mα, Sαβ, Lαβγ, xαβγρ) of M . Mimicking the
construction which led to definition (2.12) we set:∫
M
A¯ ? B¯
Z
=
∑
α
∫
Mα
Aα ∧ dBα −
∑
α,β
∫
Sαβ
Λαβ ∧ dBβ + (2.21)
∑
α,β,γ
∫
Lαβγ
mαβγ ∧Bγ −
∑
α,β,γ,ρ
∫
xαβγρ
mαβγ ∧Θγρ .
Here also it can be checked that modulo integers this expression is independent of the
representative of A¯ as well as of the polyhedral decomposition of M . Moreover for each
Uα we recognize in the first term of expression (2.21) the usual action of the U(1) BF
Quantum Field Theory in Uα ' R3.
Examples: 1) If we assumes that the DB classes A¯ and B¯ belong to the trivial fiber
(the fiber over ~0) then it can be shown that (2.21) reduces to:∫
M
A¯ ? B¯
Z
=
∫
M
ω ∧ dχ , (2.22)
where ω and χ are two 1-forms on M such that A¯ = 0¯ + ω¯ and B¯ = 0¯ + χ¯. In particular,
since H1D(S
3,Z) has only a trivial fiber, expression (2.22) becomes the generic one on S3
(seen as a compactification of R3).
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2) For a torsion origin A¯τ with representative (0, d−1(ζαβ/pi), ταβγ) we have:∫
M
A¯τ ? A¯τ
Z
= −
∑
α,β,γ,ρ
∫
xαβγρ
ταβγ · d−1(ζαβ/pi) = −τ t ζ
pi
Z
= −Q(τ, τ) , (2.23)
with pi · ζ = τ , t denoting transverse intersection and Q being the symmetric bilinear
linking form on T1(M) [66, 67]. Strictly speaking, the integral in the right-hand side
of the first equality is 1
pi
< τ`ζ ,M > which through Poincare´ duality is nothing but
1
pi
τ t ζ.
(3) Lagrangian, action and functional measure. From relation (2.22) and remark that
follows it seems natural to define the U(1) BF Lagrangian on a generic oriented closed
smooth 3-manifold M as:
bf1(A¯, B¯) := A¯ ? B¯ , (2.24)
with (A¯, B¯) ∈ H1D(M,Z)×H1D(M,Z), and in the presence of a coupling constant k as:
bfk(A¯, B¯) := k A¯ ? B¯ . (2.25)
Since H3D(M,Z) ' R/Z expression (2.25) is well-defined if and only if:
k ∈ Z . (2.26)
In other words the coupling constant is quantized as stated in Lemma 1. The
corresponding action (with coupling constant k) is then:
BFk(A¯, B¯) :=
∫
M
bfk(A¯, B¯) = k
∫
M
A¯ ? B¯ . (2.27)
This is a R/Z-valued symmetric bilinear mapping on H1D(M,Z)×H1D(M,Z). To simplify
notations we will write this action as BFk. Note that it would be more appropriate to
call the theory ”U(1) AB” than ”U(1) BF”.
The (formal) functional measure of U(1) BF theory is then:
µBFk := µBFk(A¯, B¯) := DA¯ DB¯ · exp
{
2ipik
∫
M
A¯ ? B¯
}
. (2.28)
Assuming that we have picked up a full set of origins A¯~m on the fibers of H
1
D(M,Z) (or
of H1D(M,Z)∗) the functional measure can be decomposed according to:
µBFk =
∑
~m,~n∈H2(M)
Dα Dβ · exp
{
2ipik
∫
M
(
(A¯~m + α) ? (A¯~n + β)
)}
, (2.29)
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where Dα (and Dβ) is the (formal) functional Lebesgue measure on Ω1(M)/Ω1Z(M) (or
on (Ω2Z(M))
∗
). Since A¯ and B¯ both belong to the same configuration space without
any loss of generality we considered the same set of origins for each of them. Note that
instead of summing over H2(M) we can sum over H1(M) as Poincare´ duality implies
that these two spaces are isomorphic.
Consider a¯, b¯ ∈ H1D(M,Z) such that a¯ ? b¯ = 0¯ and ka¯ = 0¯ = kb¯. Then we have:
BFk(A¯ + a¯, B¯ + b¯) = k
∫
M
(A¯ ? B¯ + A¯ ? b¯ + a¯ ? B¯ + a¯ ? b¯)
= k
∫
M
A¯ ? B¯ +
∫
M
A¯ ? kb¯ +
∫
M
ka¯ ? B¯ , (2.30)
= BFk(A¯, B¯)
and we say that the U(1) BF theory is k-periodic. As an example consider two closed
1-forms with integral periods, ω1 and ω1, and form the DB cocycles a = (ω1|Uα/k, 0, 0)
and b = (ω2|Uα/k, 0, 0). Then a¯ ? b¯ = 0¯ and ka¯ = 0¯ = kb¯.
Some remarks can be made concerning the use of distributional configuration spaces.
If we consider H1D(M,Z)∗ as configuration space then we have to extend the DB prod-
uct ? to this space. This cannot be done straightforwardly because of the ”product of
distributions” plague. Nevertheless the DB product can be extended to a pairing on
H1D(M,Z) × H1D(M,Z)∗ by setting: A¯ ? Φ¯ ↔ Φ¯
(
A¯
)
. If we consider as configuration
space the simpler one Z1(M) ⊕ H1D(M,Z) then the only problem in extending the DB
product to this configuration space will be to define the DB product of 1-cycles. It is
not hard to see that for two homologically trivial 1-cycles z1 = bΣ1 and z2 = bΣ2 with
no points in common then z1 ? z2 is well-defined as the transverse intersection Σ1 t z2
and hence is zero in H3D(M,Z) ' R/Z. We then extend this procedure to all 1-cycles
with no common point, which defines the zero regularization procedure as explained in
full details in [48, 52]. This also coincides with the framing regularization usually used
in CS Quantum Field Theory [38, 39].
The Lagrangian for the U(1) Chern-Simons theory on S3 is A ∧ dA and hence the
same remarks as for the U(1) Lagrangian hold. Accordingly on a generic smooth oriented
closed 3-manifold M it seems natural to set:
csk(A¯) := kA¯ ? A¯ = bfk
(
A¯, A¯
)
, (2.31)
which yields the U(1) CS action with coupling constant k:
CSk(A¯) :=
∫
M
csk(A¯) = k
∫
M
A¯ ? A¯ . (2.32)
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This seems to be a hint that a relation between the two models exists. However the U(1)
CS measure is
µCSk := µCSk(A¯) := DA¯ · exp
{
2ipik
∫
M
A¯ ? A¯
}
. (2.33)
We still have to deal with the problem of product of distributions if we considerH1D(M,Z)∗
as configuration space instead of H1D(M,Z). Assuming the same choices of origins as in
the BF case, we can finally write:
µCSk =
∑
~n∈H2(M)
Dω · exp
{
2ipik
∫
M
(A¯~n + ω) ? (A¯~n + ω)
}
. (2.34)
The difference between the two models now appears since in µCSk there is only one
family of integration parameters whereas in µBFk there are two, one for each H
1
D(M,Z)
appearing in the configuration space. This will play a crucial role in the comparison of
the two models.
As in the BF case we consider a¯ ∈ H1D(M,Z) such that a¯ ? a¯ = 0¯ and 2ka¯ = 0¯. We
have:
CSk(A¯ + a¯) = k
∫
M
(A¯ ? A¯ + A¯ ? a¯ + a¯ ? A¯ + a¯ ? a¯)
= k
∫
M
A¯ ? A¯ +
∫
M
A¯ ? 2ka¯ , (2.35)
= CSk(A¯)
and we say that the CS theory is 2k-periodic. This periodicity property is particularly
useful in order to show that homologically non-trivial free Wilson loops have a vanishing
expectation value [48, 52]. This complete the proof of part 1) of Lemma 2.
2.3 Partition functions and 3-manifolds invariants
As already mentioned at the level of actions the CS and BF theories are trivially related
since:
CSk(A¯) = BFk(A¯, A¯) . (2.36)
In other words CSk is the quadratic form associated with the symmetric bilinear form
BFk. Although on functional measures things become more tricky we can try to compare
the two theories at the level of their partition functions.
(1) Definition of partition functions. The partition function of the U(1) CS theory is
defined as:
ZCSk(M) :=
∑
~n∈H1(M)
∫
Dω · exp{2ipik ∫
M
(
(A¯~n + ω) ? (A¯~n + ω)
)}∫
Dω · exp{2ipik ∫
M
ω ? ω
} . (2.37)
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The computation can be straightforwardly adapted from the one of the BF parititon
function which will be done later hence we simply give the final expression:
ZCSk(M) =
p1−1∑
κ1=0
p2−1∑
κ2=0
· · ·
pd−1∑
κd=0
e2piik
∑
ij κiκjQij =
∑
~κ∈T1(M)
e2piikQ(~κ,~κ) . (2.38)
In this expression T1(M) = Zp1 ⊕ . . . ⊕ Zpd is the standard decomposition over abelian
finite groups of the torsion part of the first homology group of M (hence pi|pi+1) and (Qij)
is the matrix of the non-singular symmetric bilinear linking form Q : T1(M)×T1(M) −→
Q/Z. It is remarkable that only the torsion sector gives a non-trivial contribution to
the partition function. This is precisely the difference between the partition function
ZCSk(M) and the Reshetikhin-Turaev invariant [51, 52]. Note that the normalization of
the partition function (2.37) differs from the one of [40].
We then define the partition function of the U(1) BF model as:
ZBFk(M) ≡
∑
~m,~n∈H1(M)
∫ ∫
Dα Dβ · exp{2ipik ∫
M
(
(A¯~m + α) ? (A¯~n + β)
)}∫ ∫
Dα Dβ · exp{2ipik ∫
M
α ? β
} . (2.39)
There are arguments, made in the non-abelian case [44], which indicate that the parti-
tion function of the BF model is related with the square norm of the CS one. Strictly
speaking it is the non-abelian BF with cosmological model which is related, through the
cosmological term, to the CS model. However in the abelian case the cosmological term
is necessarily zero. Nevertheless the question about a possible relation between the two
models remains interesting in the abelian case. Of course this also recalls the relation
between the Turaev-Viro and the absolute square of the Reshetikhin-Turaev invariant,
still in the non-abelian framework. In order to investigate this possible relation in the
U(1) case we must first consider |ZCSk(M)|2 = ZCSk(M)ZCSk(M).
Concerning the infinite dimensional integration over Ω1 (M)/Ω1Z (M) we can naively
write: ∣∣∣∣∫ Dα · e2ipik ∫M α?α∣∣∣∣2 = ∫ ∫ DαDβ · e2ipik ∫M (α?α−β?β) , (2.40)
which after having set χ = (α + β) and ζ = (α− β) gives:∣∣∣∣∫ Dα · e2ipik ∫M α?α∣∣∣∣2 = ∫ ∫ DχDζ · e2ipik ∫M χ?ζ . (2.41)
However in the right-hand side of (2.41) integration is performed over the whole quotient
Ω1(M)/Ω1Z(M) whereas in the left-hand side integration is performed on the subspaces
of Ω1(M)/Ω1Z(M) generated by χ and ζ. These subspaces do not coincide in general with
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Ω1(M)/Ω1Z(M). Indeed the formal inversion of the relations defining χ and ζ in term of
α and β gives: 
α =
1
2
(χ+ ζ)
β =
1
2
(χ− ζ)
, (2.42)
expressions which are meaningless with respect to the quotient of Ω1(M) by Ω1Z(M) since
1/2 times a closed form with integral periods is closed but in general not with integral
periods. Nonetheless when the first de Rham cohomology group of M is trivial then
relations (2.42) become meaningful. This happens for instance with S3 or any lens space
L(p, q) with p ≥ 2. Quantum Field Theory is dealing with S3 (actually rather with
R3) this is why the subtlety remains unseen and leads to a trivial result: all partition
functions are equal to 1.
(2) Taking zero-modes away. In order to compute partition function (2.39) we concentrate
on its numerator and more specifically on the argument of the exponential which yields
the following four terms:
A¯~m ? A¯~n + A¯~m ? β + α ? A¯~n + α ? β (2.43)
We write ~m = ~u + ~κ and ~n = ~v + ~τ , with ~u,~v ∈ F1(M) and ~κ, ~τ ∈ T1(M). Then the
previous origins decompose according to:
A¯~m = A¯~u + A¯~κ (2.44)
A¯~n = A¯~v + A¯~τ .
Using property (2.20) and commutativity of the DB product we can rewrite expression
(2.43) as:
A¯~u ? A¯~v + A¯~u ? A¯~τ + A¯~v ? A¯~κ + A¯~κ ? A¯~τ + A¯~u ? β¯ + A¯~v ? α¯ + α¯ ? β¯ (2.45)
There is an obvious exact sequence of abelian groups:
0 −→
(
Ω10(M)
Ω1Z(M)
)
ican−−→
(
Ω1(M)
Ω1Z(M)
)
j−→
(
Ω1(M)
Ω10(M)
)
−→ 0 , (2.46)
from which we can give a meaning to the decomposition:(
Ω1(M)
Ω1Z(M)
)
'
(
Ω1(M)
Ω10(M)
)
×
(
Ω10(M)
Ω1Z(M)
)
=
(
Ω1(M)
Ω10(M)
)
×
(
R
Z
)b1
. (2.47)
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First let ρb be a set of closed 1-forms on M which dualize the previously chosen 1-cycles
za which generate F1(M) and are free origins for the corresponding fiber of H
1
D(M,Z)∗:∮
za
ρb = δba . (2.48)
For any set of angles θa ∈ R/Z let θaρa denotes the element of (Ω1(M)/Ω1Z(M)) defined
by the closed 1-form θaρ
a (with Einstein’s convention). It is clear from (2.46) that:
j
(
θaρa
)
= 0 . (2.49)
Let s : (Ω1(M)/Ω10(M)) → Ω1(M) be a smooth section. This means that if ̂ denotes
the switch to the quotient Ω1(M)/Ω10(M)) then ŝ(ω̂) = ω̂ for any ω̂ ∈ (Ω1(M)/Ω10(M)).
To any ω̂ ∈ (Ω1(M)/Ω10(M)) we associate the DB class s (ω̂). Then for any set of angles
θa ∈ R/Z we have:
j
(
s (ω̂) + θaρa
)
= j
(
s (ω̂) + θaρa
)
= j
(
s (ω̂)
)
= ω̂ . (2.50)
By varying ω̂ and the θa’s we describe univocally the whole space (Ω
1(M)/Ω1Z(M)) thus
providing a meaning to decomposition (2.47). This decomposition depends on the chosen
section s. However the results we will obtain from this decomposition won’t depend on
s. Hence we adopt the simple notation ω̂ + θaρa without any reference to a section of
Ω1(M) over (Ω1(M)/Ω10(M)).
According to the now meaningful decomposition (2.47) we write α¯ = α̂ + θaρa and
β¯ = β̂+ϕaρa in such a way that, using property (2.19), the last three terms in expression
(2.45) are rewritten as:
A¯~u ? θaρa + A¯~v ? ϕaρa + A¯~u ? β̂ + A¯~v ? α̂ + α̂ ? β̂ . (2.51)
This is the key of all the computation as we will now see. The part Dα¯Dβ¯ of the
functional measure µBF,k decomposes on its turn according to (2.47) as:(
Dα̂ · db1~θ
)(
Dβ̂ · db1 ~ϕ
)
. (2.52)
Integrations over the angles in the numerator of the BF partition function hence take the
form: (∫
(RZ)
b1
db1~θ e2ipik
∫
M A¯~u?θaρ
a
)(∫
(RZ)
b1
db1 ~ϕ e2ipik
∫
M A¯~v?ϕaρ
a
)
. (2.53)
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By construction, if we consider as configuration space H1D(M,Z)∗ then the free origins
A¯~u and A¯~v are combinations of the 1-cycles za. Hence we have:∫
M
A¯~u ? θaρa =
∮
uaza
θbρb = u
aθb
∮
za
ρb = uaθa , (2.54)
where uaza is the 1-cycle associated with A¯~u. This reduces the factors in the product
(2.53) to delta symbols δ~u~0 and δ~v~0. This implies that the sum over H1(M) in the
numerator of the BF partition function (2.39) reduces to torsion sector and since we
have chosen A¯~0 = 0¯ the free contributions in (2.45) all vanish. It then only remains:∑
~κ,~τ
Dα̂ ·Dβ̂ exp
{
2ipik
∫
M
(
A¯~κ ? A¯~τ + α̂ ? β̂
)}
. (2.55)
(3) Partition functions as manifold invariants. We can apply decomposition (2.47) to
the denominator of ZBFk(M). The BF partition hence reduces to:∑
~κ,~τ
Dα̂ ·Dβ̂ exp
{
2ipik
∫
M
A¯~κ ? A¯~τ
}
. (2.56)
Finally from property (2.23) we conclude that:
ZBFk(M) =
∑
~κ∈T1
∑
~τ∈T1
e−2piikQ(~κ,~τ) . (2.57)
The explicit computation of this double sum is done in Appendix and gives:
ZBFk =
d∏
j=1
gcd (k, pj) pj . (2.58)
In previous articles [50, 51, 52] it was shown that the partition function of the U(1)
CS theory on a smooth oriented closed 3-manifold M reads:
ZCSk(M) =
∑
~κ∈T1
e−2piikQ(~κ,~κ) . (2.59)
Hence as stated in part 2) of Lemma 2, only the torsion sector gives a non-trivial con-
tribution to the partition function for the U(1) CS and BF models. The comparison
of expressions (2.59) and (2.57) recalls the previous discussion concerning the infinite
dimensional integrations over Ω1(M)/Ω1Z(M) except that here we deal with torsion.
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From expression (2.59) we straightforwardly deduce that:
|ZCSk(M)|2 =
∑
~κ∈T1
∑
~τ∈T1
e2piik(Q(~κ,~κ)−Q(~τ,~τ)) . (2.60)
Details of the computation are given in Appendix and yield:
|ZCSk(M)|2 = 2γ
(
d∏
j=1
gcd(k, pj) pj
)
δβ0 , (2.61)
β being the number of p′j such that p
′
j = 2(2lj + 1) and γ the number of p
′
j such that
p′j = 4lj, with p
′
j defined by pj = p
′
j gcd(k, pj) (j = 1, · · · , d). Injecting relation (2.58) in
expression (2.61) leads to:
|ZCSk(M)|2 = δβ,0.2γ.ZBFk(M) = 2−β δβ,0 ZBF2k(M) , (2.62)
which establishes the last part of Lemma 2. The second equality in (2.62) can be derived
from the reasoning done after equation (3.99).
Before investigating in the next section the possible relation between the U(1) CS and
BF partition functions and a Turaev-Viro invariant of M , a final remark can be made.
For a given coupling constant k ∈ Z the U(1) CS partition function is connected to an
abelian Reshetikhin-Turaev invariant as follows [50, 51]:
τ(M) =
(2k) b1/2√
p1 . . . pd
ZCSk(M) . (2.63)
The construction of this RT invariant will be recalled in the last section. Furthermore
if there is a U(1) Turaev-Viro invariant which coincides with the absolute square of this
Reshetikhin-Turaev invariant (2.63) then relations (2.62) implies that:
Υk(M) = (2k)
b12γ
(
d∏
j=1
gcd(k, pj)
)
δβ0 . (2.64)
Moreover, if there is a Turaev-Viro invariant related to the BF partition function then
taking into account the same type of normalization as in equation (2.63) we should expect
the equation:
Υk(M) = k
b1
d∏
j=1
gcd (k, pj) . (2.65)
The difference of periodicity of the two theories – 2k for CS and k for BF – has been
taken into account.
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3 A U(1) Turaev-Viro invariant
In this last section we shall try to relate the U(1) CS and BF partition functions to
some Reshetikhin-Turaev and Turaev-Viro invariants respectively. On the one hand
it is well known that the non-abelian (typically SU(2)) CS partition function is a RT
invariant [39]. On the other hand it was proven in the context of modular categories
that the absolute square of a RT invariant is a TV invariant [54]. Still in the non-
abelian case, it was formally shown that the BF partition function coincides with the
absolute square of the CS parition function [44] thus showing that the non-abelian BF
partition function is (up to some possible normalization) a TV invariant. This last
result stems from connectedness of the set of classes of non-abelian (typically SU(n))
connections on a closed 3-manifold M . In the U(1) case we saw that connectedness does
not hold anymore. This is precisely what prevented us from doing the parametrization
trick proposed after equation (2.40). Furthermore, it can be shown [51] that the U(1)
CS partition function coincides, up to some normalization, with an abelian RT invariant
according to formula (2.63). Unfortunately we have seen that the relation between the
U(1) BF and CS partition functions is not as simple as in the non-abelian case since
in general: |ZCSk(M)|2 6= ZBFk(M). What we will show in this last section is that
this inequality is explicitely due to the fact that the RT invariant related to the U(1)
CS theory is not coming from a modular category. We will show that if we relax the
constraint that the RT invariant is related to the U(1) CS theory the underlying category
turns out to be modular and then the associated RT and TV invariants fulfill the usual
theorem: |ZCSk(M)|2 = ZBFk(M).
3.1 Semisimple, modular and spherical structures on ZN
We consider the finite group ZN . It’s Pontrjagin dual Z∗N , i.e. the set of its (one dimen-
sional) irreducible representations, is a multiplicative finite group isomorphic to ZN .
(1) Monoidal structure. The set Z∗N can be turned into a monoidal category CZN as
follows. The objects of CZN are the elements Rp of Z∗N , and its morphisms are the natural
transformations in Z∗N , that is to say:
Hom(Rp, Rq) = δp,q EndC ∼= δp,q C = δp−q,0C , (3.66)
with an obvious convention and where the Kronecker delta is taken with respect to ZN .
Note that composition in CZN is just multiplication in C. In particular End(Rp) =
Hom(Rp, Rp) = C and since this property defines simple objects we conclude that every
object of CZN is simple.
The category CZN is endowed with the tensor product defined by:
Rp ⊗Rq = Rp+q , (3.67)
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which trivially turns CZN into a monoidal category. The unit object is then R0, that
is to say the identity of Z∗N . Note that the tensor structure on CZN is canonically
related to the addition in ZN (and to the multiplication in Z∗N). In particular we have:
Rp ⊗Rq = Rq ⊗Rp.
(2) Ribbon structure. A braiding and a twist on CZN are isomorphisms C and Θ:
Cp,q : Rp ⊗Rq → Rq ⊗Rp , Θp : Rp → Rp , (3.68)
which have to fulfill some constraints [54]. Due to (3.67) the braiding and the twist are
actually defined by a set of complex numbers {cp,q, θp} such that these constraints simply
reads:
cp,q+r = cp,qcp,r
cp+r,q = cp,qcr,q , (3.69)
θp+q = cq,pcp,qθpθq
the Yang-Baxter equation being trivial in this abelian framework. The first two linearity
conditions in (3.69) straightforwardly yields:
cp,q = (c1,1)
pq = cq,p , cp,0 = 1 = (c1,1)
N , (3.70)
and the last one:
θp = (c1,1)
p(p−1)(θ1)p , θ0 = 1 . (3.71)
The complex numbers cp,q are N -th roots of unity; typically c1,1 = e
2ipi/N . If q and r are
two elements of ZN such that q + r = 0 in ZN , then we have:
cp,r = (cp,q)
−1 = (c1,1)−pq = (c1,1)pr , θr = (c1,1)q(q+1)(θ1)−q . (3.72)
Providing CZN with such a twist and braiding turns it into a ribbon category which is
denoted by (CZN , c, θ).
Duality in CZN is defined by setting:
(Rp)
∗ = RN−p . (3.73)
Hence, like tensor product, duality is directly related to the (abelian) group structure
of ZN . The trivial representation R0 is obviously self-dual. There is another self-dual
object if and only if N = 2k since then (Rk)
∗ = R2k−k = Rk. From now on we denote
p∗ the opposite of p which also corresponds to the dual object (Rp)∗. This duality is
compatible with the ribbon structure (c, θ) on CZN if
θp∗ = θp . (3.74)
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Taking into account relation (3.72) this constraint gives:
(θ1)
2p = (c1,1)
2p , (3.75)
for any p = 0, · · · , N − 1 and hence:
θ1 =  c1,1 , (3.76)
where  = ±1. Finally we find that for (CZN , c, θ, ) to be a ribbon category we must
have:
cp,q = (c1,1)
pq = (cp,q∗)
−1 , θp = p(c1,1)p
2
= pcp,p = θp∗ . (3.77)
(3) S-matrix and modular structure. Due to property (3.66) we conclude that when
constraints (3.77) are fulfilled (CZN , c, θ, ) is a semi-simple category. In this category
we introduce the trace operator:
tr(fp) = cp,p∗ θp fp , (3.78)
for any fp ∈ End(Rp) as well as the dimension of an object Rp:
dim(p) = tr(Idp) = cp,p∗ θp . (3.79)
Thanks to relations (3.77) on gets:
tr(fp) = 
p fp , dim(p) = 
p . (3.80)
The S-matrix of (CZN , c, θ, ) is defined as:
S = (tr(cq,pcp,q))p,q∈ZN . (3.81)
For the semi-simple category (CZN , c, θ, ) this gives:
Sp,q = 
p+q cq,p cp,q = 
p+q (c1,1)
2pq = Sq,p . (3.82)
We can also write:
Sp,q = 
p+q θp+q (θp)
−1 (θq)−1 , (3.83)
thus showing that the S-matrix is closely related with the bilinear form associated with
the quadratic form defined by θ. It is remarkable that in this abelian case the matrix
elements of S can be expressed with the braiding only. The dimension of an object Rp
can be expressed in terms of the S-matrix entries according to:
dim(p) = Sp,0 . (3.84)
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The semi-simple category (CZN , c, θ, ) is modular if and only if the S-matrix is in-
vertible. We treat the case where  = +1 leaving to the reader the case  = −1 which is
totally similar. It is not hard to check that S has the form of a Wandermonde matrix:
S =

1 α0 α
2
0 · · · αN−10
1 α1 α
2
1 · · · αN−11
1 α2 α
2
2 · · · αN−12
...
...
...
. . .
...
1 αN−1 α2N−1 · · · αN−1N−1
 (3.85)
with αp = (c1,1)
2p. We then obtain:
detS =
∏
16m<n6N
(αn − αm) . (3.86)
Hence S is not invertible if and only if at least two of the complex numbers αp are equals.
This means that:
(c1,1)
2m = (c1,1)
2n , (3.87)
and then that:
2(m− n) = 0 [N ] . (3.88)
Since the same reasoning will lead to the same result when  = −1, we find that
(CZN , c, θ, ) is modular if and only if N = 2l + 1.
The tensor product and duality turns CZN into a so-called pivotal category. It is
easy to check that the left and right trace operators involved by this pivotal category are
coinciding with the one of equation (3.80) thus turning CZN into a spherical category. It
is this spherical structure of the considered category which is involved in the construction
of TV invariants of M [57, 58].
3.2 The ZN Reshetikhin-Turaev invariant versus the U(1) Chern-
Simons partition function
It is the aim of this section to rephrase the Reshetikhin-Turaev construction of topological
invariants obtained from surgery links in S3 based on the category CZN . Since any closed
3-manifold can be obtained by performing a Dehn surgery on a link in S3 this provides
topological invariants for all closed 3-manifolds. The details of the construction can be
found in [54].
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(1) Abelian RT invariant. For the semi-simple category (CZN , c, θ,+1) we can associate
to any framed link L = ⋃mi=1 Li with each component Li holding a charge pi ∈ ZN , the
quantity:
F (L, ~p) = F (L, p1, · · · , pm) =
∏
1≤pi<pj≤m
(
cpj ,pi cpi,pj
)Lij m∏
pi=1
(
cpi,pi
)Lii , (3.89)
where Lij = lk(Li,Lj) define the linking matrix L of L with the convention that the
self-linking number Lii is defined by the framing of L. Taking into account equations
(3.77) and (3.82) (with  = 1) we get:
F (L, ~p) =
∏
1≤pi<pj≤m
(
Spi,pj
)Lij m∏
pi=1
(
θpi
)Lii = (c1,1) m∑i,j=1 piLijpj , (3.90)
and from the second relation of (3.70) we conclude that:
F (L, ~p) = exp{2ipi(
t~pL ~p)
N
} , (3.91)
where t~p denotes the adjoint of ~p. The corresponding RT invariant is then defined as:
τN(M) = ∆
σ(L)
N D−σ(L)−m−1N
∑
~p∈(ZN )m
F (L, ~p) , (3.92)
where σ(L) is the signature of L, D2N = N and ∆N =
N−1∑
p=0
e−2ipip
2/N . It turns out that
∆ = 0 if and only if N = 2(2k + 1), k ∈ Z. For N 6= 2(2k + 1) we have:
|∆N |2 =
N−1∑
p,q=0
e−2ipi(p
2−q2)/N = N . (3.93)
In this case, even if the category CZN might not be modular, formula (3.92) is a well-
defined topological invariant of the 3-manifold obtained by a Dehn surgery along L in S3
[54].
As the sum in expression (3.92) only covers the F term we can concentrate oneself on
its properties. Remarkably when N = 4k the sum has fundamental periodicity 2k and
not 4k since:
t(~p+ 2k~m) L (~p+ 2k~m) = t~pL ~p+ 2(2k)(t~pL ~m)) + (2k)2(t ~mL ~p)
= t~pL ~p [4k] . (3.94)
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We can check that in any other case (i.e. if N = 2k + 1 or N = 2(2k + 1)) then the sum
over ZN in (3.92) is strictly N -periodic. Consequently when N = 4k we have:∑
~p∈(Z4k)m
F (L, ~p) = 2
∑
~p∈(Z2k)m
F (L, ~p) . (3.95)
The same argument applies to ∆4k. We haveD24k = 4k = 2(2k) and ∆4k = 2
2k−1∑
p=0
e−2ipip
2/N =
2 ∆ 4k
2
and hence expression (3.92) takes the form:
τ4k(M) = ∆
σ(L)
4k
2
(
√
2k)−σ(L)−m
∑
~p∈(Z2k)m
F (L, ~p) . (3.96)
Taking into account relation (3.93) we finally get:
τ4k(M) =
(
∆ 4k
2
|∆ 4k
2
|
)σ(L)
|∆ 4k
2
|−m
∑
~p∈(Z2k)m
e2ipi
t~pL ~p
N . (3.97)
This is precisely the invariant introduced by H. Murakami, T. Ohtsuki and M. Okada [63]
and which is an example of the most general family of abelian RT invariants introduced
by F. Deloup [64]. We refer to expression (3.97) of τ4k(M) as its reduced expression.
(2) Absolute square. Once computed the absolute square of this invariant takes the
following values [63]:
|τ4k(M)|2 =
{
|H1(M ;Z2k)| if α`α`α = 0 ∀α ∈ H1(M ;Z2k)
0 otherwise
. (3.98)
Note that the group appearing in this formula is Z2k and not Z4k.
Instead of using α`α`α to differentiate the two cases appearing in (3.98) we can use
Corollary 5.3 of [63] which states that |τ4k(M)|2 = 0 if and only if there exists m > 0
and κ ∈ H1(M) of order 2m such that Q(κ, κ) = c/2m and k = 2m−1b, with b and c
odd integers and Q the linking form on T1(M). We introduce pi = p
′
i gcd(k, pi) and
k = k′i gcd(k, pi) (i = 1, · · · , d). On the one hand the δβ,0 factor in expression (2.62) tells
us that |ZCSk(M)|2 = 0 if and only if there exists (at least) one p′i with p′i = 2(2li+1). On
the other hand gcd(k, pi) = 2
n(2r+1) (n ≥ 0) and hence pi = 2n+1(2r+1)(2li+1). Since
gcd(k′i, p
′
i) = 1 we deduce that k
′
i = 2si+1 and consequently that k = 2
n(2r+1)(2si+1).
By setting m = n + 1, λ = (2r + 1)(2li + 1) , κ = λκi (κi a generator of Zpi ⊂ T1) and
b = (2r+ 1)(2si + 1) we have pi = 2
mλ, 2k = 2mb and Q(κ, κ) = λ2qii/pi = λ qii/2
m with
qii odd or the torsion order of κi would be reduced. Finally if we set c = λ qii (which is
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odd) we recover Corollary 5.3 of [63]. The link between this reasoning and the cocycle
α`α`α appearing in relation (3.98) will be shortly discussed at the end of the Appendix.
In order to study the case where |τ4k(M)| 6= 0 we first use the Universal Coefficient
Theorem to write [65]:
H1(M ;Z2k) ∼= Hom(H1(M),Z2k)⊕ Ext(H0(M),Z2k) , (3.99)
with H1(M) = F1(M) ⊕ T1(M) = Zb1 ⊕ Zp1 ⊕ · · · ⊕ Zpd , and H0(M) = Z (since M is
connected). Since Ext(Z,Z2k) = 0 [65] the right-hand side of equation (3.99) reduces to
its first term. Furthermore as for abelian groups of finite type we have:
Hom
(⊕
i∈I
Gi,Z2k
)
=
⊕
i∈I
Hom(Gi,Z2k) , (3.100)
we simply have to determine the order of Hom(Z,Z2k) and Hom(Zp,Z2k) in order to
determine |τ4k(M)|2. The order of the first of these groups homomorphisms is 2k since
Hom(Z,Z2k) ' Z2k, and thus:
|Hom(F1(M),Z2k)| = (2k)b1 . (3.101)
Since this will be of further interest in the sequel let us detail the computation of the
order of Hom(Zp,Z2k). For any g ∈ Hom(Zp,Z2k) there exists νg ∈ {0, · · · , p − 1} such
that: 
g(0) = 0
g(n) = n.g(1)
g(−n) ≡ g(p− n) = −g(n) = 2kνg − g(n)
, (3.102)
for any n ∈ {0, · · · , p − 1}. Combining the second and the last of theses constraints we
deduce that (p− n).g(1) = 2kνg − n.g(1) thus getting the constraint:
g(1) =
2kνg
p
=
2k′νg
p′
, (3.103)
with p = p′ gcd(k, p) and k = k′ gcd(k, p). As it is assumed that |τ4k(M)| 6= 0 the
case where p′ = 2(2l + 1) has to be excluded and hence p′ = (2l + 1) or p′ = 4l.
In the first case equation (3.103) has gcd(k, p) solutions: νg ∈ {0, p′, · · · , p − p′} and
g(1) ∈ {0, 2k′, · · · , 2(k − k′)}. In the second case equation (3.103) admits 2. gcd(k, p)
solutions: νg ∈ {0, p′/2, p′, · · · , p − p′/2} and g(1) ∈ {0, 2k′, · · · , (gcd(k, p) − 1)2k′}.
Combining all these results together we conclude that:
|H1(M,Z/2kZ)| = (2k)b1 2γ
d∏
i=1
gcd(k, pi) , (3.104)
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where γ denotes the number of p′i such that p
′ = 4l. If β is the number of p′i such that
p′i = 2(2li + 1) then result (3.98) can be written under the alternate form:
|τ4k(M)|2 = (2k)b1 δβ,0 2γ
d∏
i=1
gcd(k, pi) . (3.105)
Taking the normalization (2.63) into account we recover expression (2.61) of |ZCSk(M)|2.
Examples: 1) For M = S3 we have τ4k(M) = 1 = ZCSk(M) and hence |τ4k(M)|2 = 1 =
|ZCSk(M)|2.
2) For M = S1 × S2 we have |τ4k(M)|2 = 2k = (2k) |ZCSk(M)|2 since in that case
ZCSk(M) = 1.
3) For the lens space M = L(2, 1) = RP 3 we have |τ4k(M)|2 = 2 = |ZCSk(M)|2 if k is
even and |τ4k(M)|2 = 0 = |ZCSk(M)|2 if k is odd.
4) For a lens space M = L(p, q) we find that neither |τ4k(M)|2 nor |ZCSk(M)|2 depends
on q.
To complete this subsection let us consider the last two cases: N = 2(2k + 1) and
N = 2k + 1. It is only in the latter case that the category CZN is modular. We leave to
the reader to prove that the value of the RT invariant associated with Z2k+1 is:
|τ2k+1(M)|2 = (2k + 1)b1
d∏
i=1
gcd(2k + 1, pi) = |H1(M,Z2k+1)| , (3.106)
(see Lemma 3.2 in [63]). Finally, as already mentioned, there is no RT invariant when
N = 2(2k+ 1). Furthermore there is no U(1) CS theory corresponding to N = 2(2k+ 1)
and N = 2k + 1. This completes the proof of the results concerning RT invariants in
Lemma 3.
Example: For a lens space M = L(p, q) we have |τ2k+1(M)|2 = 1 when p is even (and
not a multiple of 2k + 1).
3.3 The ZN Turaev-Viro invariant versus the U(1) BF partition
function
In order to build an abelian TV invariant we follow the method initiated by S. Gelfand
and D. Kazhdan [56] on the one hand and J. Barrett and B. Westbury [57] on the other
hand, and fully developed by B. Balsam and A. Kirillov [58], rather than the original one
of V. Turaev and O. Viro [55]. The advantage of this approach is that we can use any kind
of polyhedral decomposition of an oriented closed 3-manifold M and not just simplicial
ones. In order to have a chance to find a relation between TV and RT invariants we
consider CZN which is a spherical category as explained in subsection 3.1.
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(1) Oriented polyhedral decomposition. Let ΠM be a polyhedral decomposition of M made
of polyhedra (not necessarily tetrahedra), faces, edges and vertices. These objects are
generically referred as n-cells of ΠM , with n = 0, 1, 2, 3 corresponding to vertices, edges,
faces and polyhedra respectively. Strictly speaking a n-cell is homeomorphic to Rn and
should not be confused with it closure. In the construction that follows only closure of
cells are involved so when talking about a n-cell we always mean it closure.
Since M is oriented all cells of ΠM are orientable. If C is a cell of ΠM we denote by
Co this cell once it is endowed with an orientation, and −Co the same cell but with the
opposite orientation. However, thanks to Poincare´ duality every 0-cell (i.e. point) of M
has a canonical positive orientation. When writing a 0-cell ofM as x we always means this
cell endowed with its canonical positive orientation whereas xo refers to either x or −x.
Furthermore, for n = 1, 2, 3 any oriented n-cell Co induces an orientation for its bounding
(n−1)-cells called the relative orientation. More precisely, an oriented polyhedron P o
provides its bounding faces with a canonical orientation via the ”from inside to outside”
rule; an oriented face F o provides a canonical orientation to its bounding edges by taking
them in the counterclockwise order (a.k.a. Ampe`re’s right hand screw rule); an oriented
edge σo provides a canonical orientation to its two bounding vertices (i.e. end points) via
the ”final minus initial” rule. Moreover, since M is 3-dimensional and closed any face
F of ΠM is shared by exactly two oriented polyhedra P
o
1 and P
o
2 with respect to which
F is endowed with two orientations, F o1 and F
o
2 , such that F
o
2 = −F o1 . We respectively
denote by PoΠ, FoΠ, EoΠ and VoΠ the set of oriented polyhedra, faces, edges and vertices of
ΠM . These sets are provided with the standard structure of abelian free groups so that
together with their boundary operator they give rise to a chain complex KΠ:
PoΠ
∂3→FoΠ
∂2→EoΠ
∂1→VoΠ . (3.107)
and to homology groups Hi(ΠM). The polyhedral decomposition ΠM is chosen in such a
way that:
Hi(ΠM) ∼= Hi(M) , (3.108)
for i = 0, 1, 2, 3. We can use a good cover of M to generate such a ”good” polyhedral
decomposition. This ensures its existence since M always admit a good cover [65].
(2) Labelings, state space and abelian TV invariant. A ZN-labeling of ΠM is a linear
map l : EoΠ → ZN such that:
∀σo ∈ EoΠ, l(−σo) = l(σo)∗ = N − l(σo) . (3.109)
The ZN -valued number l(σo) is a ZN -charge of σo. As there is no possible confusion we
only refer to labelings and charges, without any more mention of the finite group ZN .
The set of labeling of ΠM is denoted by LΠ.
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Given a labeling l of ΠM we associate to every oriented face F
o with bounding edges
σoi the state space:
H(F o, lΠ) = Hom(R0, Rl1 ⊗ · · · ⊗RlnFo ) = Hom(R0, RΣFo ) = δΣlFo ,0C , (3.110)
where ΣlF o =
nFo∑
i=1
li =
nFo∑
i=1
l(σoi ), the edges σ
o
i being canonically oriented with respect to
F o. In this definition the Kronecker delta is taken in ZN and the third equality derives
from property (3.66). Having F o running over the set of oriented faces of ΠM , the sums
ΣlF o generate a linear map:
Σl : FoΠ → ZN . (3.111)
The total state space of ΠM with labeling l is defined as:
H(ΠM , l) =
⊗
F
(H(F o1 , l)⊗H(F o2 , l)) =
∏
F
(
δΣl
Fo1
,0 δΣl
Fo2
,0
)
C , (3.112)
where F runs over all unoriented faces of ΠM , F
o
1 and F
o
2 denoting F endowed with its
two possible orientations. However, as Hom(R0, Rp)
∗ ∼= Hom(R0, R∗p) and δN−p,0 = δp,0,
we have:
H(F o, l)∗ = H(−F o, l) = δN−ΣlFo ,0C = δΣlFo ,0C = H(F
o, l) , (3.113)
and hence the total state space of ΠM for the spherical category CZN takes the simpler
form:
H(ΠM , l) =
(∏
F
δΣlF ,0
)
C , (3.114)
where ΣlF is computed by using any of the two possible orientations of F . The trace
operator in the spherical category CZN being the trace operator in C, the expression
defining the ZN TV invariant of M reduces to:
ΥN(M) = N
−(v−1)∑
l
(∏
F
δΣlF ,0
)
, (3.115)
where v is the number of (unoriented) vertices of ΠM . The normalization factor is usually
taken to be N−v and not N−(v−1). However the relation with BF partition function is
simpler with the latter convention, and somehow more natural. In order to explicit this
relation we need some complementary information.
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(3) Cohomological computation. A ZN-gauging of ΠM is a linear map λ : VoΠ → ZN such
that:
∀xo ∈ VoΠ, λ(−xo) = λ(xo)∗ = N − λ(xo) . (3.116)
The set of gauging of ΠM is denoted by GΠ. We can associate to any gauging λ of ΠM a
labeling d0λ of ΠM by setting for any oriented edge σ
o:
∀σo ∈ EoΠ, (d0λ) (σo) = λ(∂σo) . (3.117)
Denoting x1 (resp. x2) the initial (resp. final) point of σ
o, we can write:
(d0λ) (σ
o) = λ(x2) + λ(−x1) = λ(x2)− λ(x1) . (3.118)
In particular we have (d0λ) (−σo) = λ(x1)− λ(x2) = − (d0λ) (σo) as required. The map
d0 : GΠ → LΠ thus defined is called the differential of GΠ. A gauging λ of ΠM is said
to be constant if d0λ = 0. A constant gauging thus satisfies λ(x2) = λ(x1) for the two
end points of any oriented edge of ΠM . It is then obvious that:
d0λ = 0⇐⇒ (∃λ0 ∈ ZN | ∀x ∈M, λ(x) = λ0) . (3.119)
By construction the linear map Σl : FoΠ → ZN associates to each face a ZN -charges
and thus define a 2-labeling of ΠM that is to say a linear map f : FoΠ → ZN such that
f(−F o) = N −f(−F o) for all oriented face F o of ΠM . Clearly Σl is not the most general
2-labeling but it derives from a labeling l : EoΠ → ZN. Moreover for any gauging λ of ΠM
definition (3.117) yields:
Σd0λ = 0 . (3.120)
Thus having l running over LΠ the maps Σl generate as a linear operator d1 : LΠ → CΠ,
where CoΠ denotes the set of 2-labelings of ΠM , for which equation (3.120) takes the form:
d1 ◦ d0 = 0 , (3.121)
thus showing that d1 is the differential of LΠ. It is then straightforward to check that
there is a notion of 3-labelings of ΠM and a linear operator d2 on CΠ such that d2◦d1 = 0.
This turns the collection of gaugings and n-labelings into a chain complex K∗Π:
GΠ d0→LΠ d1→CΠ d2→MΠ , (3.122)
where by definition GΠ = Hom(VoΠ,ZN), LΠ = Hom(EoΠ,ZN), CΠ = Hom(FoΠ,ZN) and
MΠ = Hom(PoΠ,ZN). From the standard theory of homology and cohomology the ho-
mology of K∗Π defines the cohomology groups H
i(ΠM ,ZN) [68]. From property (3.119)
we straightforwardly deduce that:
H0(ΠM ,ZN) = ZN = H0(M,ZN) , (3.123)
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in agreement with the Universal Coefficient Theorem, the latter furthermore involving
that H1(ΠM ,ZN) ' Hom(H1(ΠM),ZN)⊕ Ext ((H0(ΠM),ZN)). Since ΠM is assumed to
be good, relation (3.108) yields:
H1(ΠM ,ZN) ' Hom(H1(M),ZN)⊕ Ext ((H0(ΠM),ZN)) = H1(M,ZN) . (3.124)
Returning to expression (3.115) of ΥN(M) we see that the non-zero contributions to
the product over faces are those for which ΣlF o = 0 for all oriented face F
o of ΠM , in
which case the contribution to ΥN(M) is 1. Thus we conclude that:(∏
F
δΣlF ,0 = 1
)
⇐⇒ d1l = 0 . (3.125)
Hence a labeling gives a non-trivial contribution to ΥN(M) if and only if it is closed, the
sum over labelings thus reducing to a sum over closed labelings. Unfortunately the set of
closed labeling of ΠM depends on ΠM (see examples below) and hence doesn’t define an
invariant of M . Since a contributing labeling is a generator of the first homology group
of the complex K∗Π and as H
1(ΠM ,ZN) = H1(M,ZN) only depends on M a natural
solution would be to consider cohomology classes of closed labels. In other words we
have to quotient the sum by the order of GoΠ. Since a gauging is endowing all points of
ΠM with a charges which are independent to each other we have:
|GoΠ| = N v . (3.126)
Note that d0λ is a contributing labeling for any gauging λ. However, as constant gaugings
do not change labelings (l + d0λ0 = l), it seems more logical to quotient the sum over
closed labelings not by the whole set GoΠ but rather by GoΠ/GoΠ,0 where GoΠ,0 denotes the
group of constant gaugings of ΠM . From equation (3.123) we deduce that GoΠ,0 = ZN and
hence that:
|GoΠ/GoΠ,0| = N v−1 . (3.127)
We obtain the final result:
ΥN(M) = |H1(M,ZN)| , (3.128)
which completes the proof of Lemma 3. Note that the normalization N−(v−1) appearing
in definition (3.115) has now a cohomological interpretation.
Remark: A polyhedral decomposition of M induces a decomposition of the handle
body Hg of a Heegaard splitting of M . On its turn this decomposition induce two
decomposition of the Riemann surface ∂Hg related by the homeomorphism h of ∂Hg
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Figure 4: Polyhedral decomposition of S2 compatible with the ”basic” Heegaard splitting
of S3.
under the action of which the two copies of Hg give rise to M . In other words we obtain
two decomposition of ∂Hg which are h-compatible on ∂Hg. The converse is obviously
true. Hence by finding two decompositions of Hg which are h-compatible on ∂Hg we
can compute the corresponding TV invariant of M = Hg ∪h Hg. Note that due to result
(3.128) we only have to compute the first cohomology group of M . However it can be
interesting to see how this definitions is working by itself in some simple cases.
Examples: 1) The sphere S3 can be obtained by gluing via the identity two 3-balls
(with opposite orientation) along their bounding 2-sphere S2. This Heegard splitting of
S3 is called ”basic”. Therefore in order to determine ΥN(S
3) we just need to decompose
S2, the 3-ball being identifiable with (the interior of) a polyhedron. We cut S2 along an
equator and add a vertex A on this equator to get an edge the equator) and a vertex
(A), and two faces (two hemispheres) as shown in Figure 4. By construction we set the
charge i on one hemisphere and i∗ on the other. Symmetrically the same decomposition
holds on a second S2 but with the charges j and j∗. These two S2 have to be glued
together along their equator and vertices. Taking orientations into account this means
that i↔ j∗ and i∗ ↔ j for the gluing to yield a total state space of M .
The sum over labelings in the definition of ΥN(S
3) gives:
N−1∑
i=0
δi,0 = 1 , (3.129)
and the final expression of this TV invariant is:
ΥN (S3) =
1
N1−1
1 = 1 . (3.130)
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Figure 5: Polyhedral decomposition of T 2 compatible with the ”basic” Heegaard splitting
of S1 × S2.
2) The product manifold S1 × S2 can be obtained as any lens space, by gluing two
solid tori along their boundary. A solid torus can be obtained by gluing together two
non-intersecting disks, D1 and D2, on the boundary S
2 of a 3-ball B3. The boundary
of a solid torus is T 2 = S1 × S1 and is represented by a rectangle with opposite edges
identified. One of the non-identified edges has to be the boundary of one of the disks,
say D1 of B
3. This edges and the one opposite to it on the rectangle are drawn in blue in
Figure 5. We end with two edges (blue and red) and one vertex (A) on T 2. The charges
are i and i∗ for one red edges, and j and j∗ for the blue ones. Furthermore since the
”blue” edges are actually bounding a disk the corresponding charge must satisfy j = 0.
Since the gluing homeomorphism h is the identity of T 2 we just take two copies of these
rectangles according to Figure 5, thus defining the ”basic” Heegaard splitting of S1×S2.
The sum over labelings then gives:
N−1∑
i,j=0
δi+j−i−j,0 δj,0 = N , (3.131)
and the TV invariant of S1 × S2 is:
ΥN (S1 × S2) = 1
N1−1
N = N . (3.132)
3) The lens space L(2, 1) = RP 3. We present graphically the result knowing that the
reasoning is very similar to the previous case. however in this case the decompositions
are not the same in the two copies of T 2.
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Figure 6: Polyhedral decomposition of T 2 compatible with a Heegaard splitting of L(2, 1)
along T 2.
The sum over labelings gives:
N−1∑
i,j,k,m,n=0
δi+j,0 δm+n,0 δi−k−n,0 δ−j+k+m,0 δ−i+j−m+n,0 (3.133)
=
N−1∑
j,k,m=0
δ2(j+n),0 δj+k+n,0 δj−k−n,0 (3.134)
=
N−1∑
j,m=0
δ2(j+m),0 (3.135)
= N gcd (N, 2) , (3.136)
thus yielding the TV invariant of L(2, 1):
ΥN
(
RP 3
)
=
1
N2−1
N gcd (N, 2) = gcd (N, 2) . (3.137)
4 Conclusion
Let us recall that in the non-abelian (typically SU(2)) case (1) the RT invariant and CS
partition function coincide; (2) so do the TV invariant and the BF partition function;
(3) the absolute square of the RT invariant is also the TV invariant; (4) the absolute
square of the CS partition function is the BF partition function. Point (3) occurs be-
cause the category underlying the construction of the RT invariant is modular; point (4)
occurs because the space of gauge classes of SU(2)-connections on a closed 3-manifold
is connected so that at the level of functional integration we can reparameterize the BF
34
partition function in order to turn it into the absolute square of the CS partition function.
As this article shows it in details, of the above points only point (2) holds true in the U(1)
case. Firstly the category on which is based the construction of the abelian RT invariant
is not modular when this invariant is related to the U(1) CS partition function. Secondly
the space of gauge classes of U(1)-connections on M is not connected which prevents the
U(1) BF partition function from being the absolute square of the CS one. When the
category underlying the construction of the RT invariant is modular we recover that the
corresponding TV invariant is the absolute square of the RT invariant. There is even a
case where there are neither RT invariant nor U(1) CS theory although a TV invariant
and a U(1) BF theory exist. As mentioned before, whereas the U(1) case might appear
as a trivial one, it actually turns out to be quite tricky. Fortunately Deligne-Belinson
cohomology is once more a powerful tool to investigate properly the relation between
U(1) CS and BF theories.
Furthermore, although the realization of the BF theory as a lattice gauge theory was
already known (at least in the non-abelian case) [70] the definition of the TV invariant
given in this article shows it very clearly. The topological character of the BF theory
thus appears through the cohomological nature of TV invariant.
The last step in the study of the U(1) BF theory on closed 3-dimensional manifolds
is to deal with observables. They are given by holonomies of the connections A and
B and there expectation values might provide new interesting result compared to the
well-known U(1) CS theory [71].
The generalization to 4n + 3-dimensional closed manifolds of the results obtained in
this article is straightforward. We could also try to adapt the DB approach proposed
here in order to study the case of manifolds with boundary [72].
As a final remark, let us point out that the U(1) BF theory presented in this article
is not the same as the one considered in [73]. In this latter article the author considers
on a 3-manifold M the lagrangian B ∧ (dA + ω ∧ A) where A, B and ω are all 1-forms
(closed for ω) on M whereas we know that this lagrangian is ill-defined at ω = 0 if A
and B are U(1) connections on a generic closed 3-manifold.
Acknowledgments The authors would like to thank Matthieu Vanicat, Eric Ragoucy
and Luc Frappat for fruitful discussions concerning Quantum Groups. We also thank
Vladimir Turaev for having kindly answered some of our questions concerning the con-
struction of the TV invariant.
35
5 Appendix
Let’s remind a few basics of group theory that we need now. The homology group H1
is an Abelian group and Abelian groups are generically classified in such a way that H1
can be decomposed as H1 = F1 ⊕ T1 with the so-called ”free part” F1 = Zb1 (b1 being
the first Betti number) and the so-called ”torsion part” T1 = Zp1 ⊕ · · · ⊕ ZpN such that
p1 | p2, p2 | p3, · · · , pN−1 | pN .
The symmetric bilinear linking form Q : T1(M)→ T1(M) is non-degenerate [67]. Its
associated matrix (Qij)1≤i,j≤N is such that Qij =
qij
pi
(see for instance equation (2.23))
with qij ∈ Z, qijpi =
qji
pj
and gcd (qii, pi) = 1. This last condition ensures that the torsion
cycles chosen to define the matrix elements Qij are appropriate generators of T1(M).
This is why, for instance, p and q are chosen to be coprime integers in the lens space
L(p, q).
For any integer k, we denote p′i the integer such that pi = p
′
i gcd (k, pi) and k
′
i the
integer such that k = k′i gcd (k, pi). We suppose also that p
′
i is odd for 1 ≤ i ≤ α, pure
multiple of 2 for α+ 1 ≤ i ≤ α+ β and multiple of 4 for α+ β + 1 ≤ i ≤ α+ β + γ = N .
Let’s define ~1 = (1, · · · , 1) and ~p = (p1, · · · , pN) and we consider in the following the
usual euclidean scalar product 〈·, ·〉.
We compute first ZBFk :
ZBFk =
~p−~1∑
~n=~0
~p−~1∑
~m=~0
e−2ipik〈~m,Q~n〉 (5.138)
=
~p−~1∑
~n=~0
~p−~1∑
~m=~0
e−2ipi〈~m,Q(k~n)〉 (5.139)
ZBFk =
~p−~1∑
~n=~0
N∏
i=1
 pi−1∑
mi=0
e−2ipi N∑j=1Qijknj
mi , (5.140)
and for a fixed ~n, the term:
N∏
i=1
 pi−1∑
mi=0
e−2ipi N∑j=1Qijknj
mi , (5.141)
is not zero if and only if:
∀i ∈ [1, N ] ,
N∑
j=1
Qijknj ∈ Z (5.142)
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that is to say:
Q (k~n)
Z
= ~0 (5.143)
which admits ~0 as only solution since Q is non-degenerate. We have then to solve a new
set of equations:
∀i ∈ [1, N ] , kni = 0 [pi] (5.144)
which is the same as finding all the λj such that knj = λjpj and nj ∈ [0, pj − 1]. Hence,
nj =
λjpj
k
=
λjp
′
j
k′j
∈ [0, pj − 1] for λj = 0, k′j, · · · , (gcd (k, pj)− 1) k′j. Indeed, if λj =
gcd (k, pj) k
′
j then nj = pj /∈ [0, pj − 1]. There are thus
N∏
j=1
gcd (k, pj) solutions to the
previous set of equations. For each one of those solutions,
N∏
i=1
 pi−1∑
mi=0
e−2ipi N∑j=1Qijknj
mi = N∏
i=1
(
pi−1∑
mi=0
1
)
=
N∏
j=1
pj (5.145)
Finally:
ZBFk =
N∏
j=1
gcd (k, pj) pj . (5.146)
Concerning |ZCSk(M)|2, we can write:
|ZCSk(M)|2 =
~p−~1∑
~m=~0
~p−~1∑
~n=~0
e2pii(〈~m,Q~m〉−〈~n,Q~n〉). (5.147)
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By first setting ~n′ = ~m+ ~n:
|ZCSk |2 =
~p−~1∑
~m=~0
~p−~1+~m∑
~n′=~m
e−2ipik〈
~n′,Q(~n′−2~m)〉
=
~p−~1∑
~m=0
~p−~1∑
~n′=~m
e−2ipik〈
~n′,Q(~n′−2~m)〉 +
~p−~1∑
~m=0
~p−~1+~m∑
~n′=~p
e−2ipik〈
~n′,Q(~n′−2~m)〉
=
~p−~1∑
~m=~0
~p−~1∑
~n′=~m
e−2ipik〈
~n′,Q(~n′−2~m)〉 +
~p−~1∑
~m=~0
~m−~1∑
~n′′=~0
e−2ipik〈(
~n′′+~p),Q( ~n′′+~p−2~m)〉
=
~p−~1∑
~m=~0
~p−~1∑
~n′=~m
e−2ipik〈
~n′,Q(~n′−2~m)〉 +
~p−~1∑
~m=~0
~m−~1∑
~n′′=~0
e−2ipik〈
~n′′,Q( ~n′′−2~m)〉 (5.148)
=
~p−~1∑
~m=~0
~p−~1∑
~n′=~0
e−2ipik〈
~n′,Q(~n′−2~m)〉
=
~p−~1∑
~n′=~0
e−2ipik〈
~n′,Q~n′〉
~p−~1∑
~m=~0
e2ipik〈
~n′,Q(2~m)〉
=
~p−~1∑
~n′=~0
e−2ipik〈
~n′,Q~n′〉
~p−~1∑
~m=~0
e2ipik〈~m,Q(2
~n′)〉 (5.149)
|ZCSk |2 =
~p−~1∑
~n′=~0
e−2ipik〈
~n′,Q~n′〉
N∏
i=1
(
pi−1∑
mi=0
(
e2ipikQ(2
~n′)
)mi)
,
where we used the periodicity of Q for (5.148) then its symmetry and linearity for (5.149).
For a fixed ~n, the term:
N∏
i=1
(
pi−1∑
mi=0
(
e−2ipikQ(2~n)
)mi)
=
N∏
i=1
 pi−1∑
mi=0
e−2ipi N∑j=1Qij2knj
mi , (5.150)
is not zero if and only if:
∀i ∈ [1, N ] ,
N∑
j=1
Qij2knj ∈ Z (5.151)
that is to say:
Q (2k~n)
Z
= ~0 (5.152)
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which admits ~0 as only solution since Q is non-degenerate. We have then to solve a new
set of equations:
∀i ∈ [1, N ] , 2kni = 0 [pi] (5.153)
which is the same as finding all the λj such that 2knj = λjpj and nj ∈ [0, pj − 1]. Hence,
nj =
λjpj
2k
=
λjp
′
j
2k′j
∈ [0, pj − 1]. Starting from here, we have to distinguish the case where
1 ≤ j ≤ α and α + 1 ≤ j ≤ N that is to say the case where p′j is odd and p′j is even.
First for 1 ≤ j ≤ α, p′j is odd, so 2k′j | λj and as a consequence, λj = 0, 2k′j, 4k′j, · · · ,
(gcd (k, pj)− 1) 2k′j, which gives a total of gcd (k, pj) solutions that we will now write
nj = µjp
′
j with µj ∈ [0, gcd (k, pj)− 1].
Secondly for α + 1 ≤ j ≤ N , p′j is even (note that this implies that k′j is odd),
so nj =
λjp
′
j
2k′j
=
λjp
′′
j
k′j
and as a consequence, λj = 0, k
′
j, 2k
′
j, · · · , (2 gcd (k, pj)− 1) k′j,
which gives a total of 2 gcd (k, pj) solutions that we will now write nj = νjp
′′
j with
νj ∈ [0, gcd (k, pj)− 1].
We thus determined a set S of solutions ~n = (n1, · · · , nN) whose cardinal is:
2β+γ
α+β+γ=N∏
j=1
gcd (k, pj) . (5.154)
Hence we can write:
|ZCSk |2 =
N∏
j=1
pj
∑
~n∈S
e2ipik〈~n,Q~n〉 =
N∏
j=1
pj
∑
~n∈S
e2ipi〈~n,Q(k~n)〉. (5.155)
Let’s consider:
〈~n,Q (k~n)〉 =
N∑
i=1
kn2iQii + 2
N∑
1≤i<j≤N
kninjQij (5.156)
that we can rewrite:
〈~n,Q (k~n)〉 =
N∑
i=1
kξ2i 
2
i p
′2
i
qii
pi
+ 2
N∑
1≤i<j≤N
kξiξjijp
′
ip
′
j
qij
pi
(5.157)
=
N∑
i=1
k′iξ
2
i 
2
i p
′
iqii + 2
N∑
1≤i<j≤N
k′iξiξjijp
′
jqij (5.158)
with ξi = µi if 1 ≤ i ≤ α and ξi = νi if α+ 1 ≤ i ≤ α+β+γ = N and i = 1 if 1 ≤ i ≤ α
and i = 1/2 if α + 1 ≤ i ≤ α + β + γ = N .
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We start with the second term, corresponding to the non-diagonal terms of Q:
2
N∑
1≤i<j≤N
k′iξiξjijp
′
jqij
Z
= 0 (5.159)
since if there is j = 1/2 then p
′
j is even and thus cancels j and if i = 1/2 also, then it
is cancelled by the factor 2 in front of the sum. Hence, we see that the diagonal terms
cannot contribute in the exponential.
Concerning the first term, corresponding to the diagonal terms of Q:
N∑
i=1
k′iξ
2
i 
2
i p
′
iqii =
α∑
i=1
k′iξ
2
i 
2
i p
′
iqii +
α+β∑
i=α+1
k′iξ
2
i 
2
i p
′
iqii +
α+β+γ=N∑
i=α+β+1
k′iξ
2
i 
2
i p
′
iqii
Z
=
α+β∑
i=α+1
k′iξ
2
i 
2
i p
′
iqii =
α+β∑
i=α+1
k′iiξ
2
i p
′′
i qii
Z
=
1
2
α+β∑
i=α+1
k′iξ
2
i p
′′
i qii (5.160)
since the first term in the right hand side of (5.160) is trivially an integer and the third
one too in so far as p′i is multiple of 4 for i ∈ [α + β + 1, α + β + γ].
We have now to consider the case β = 0 and the case β 6= 0. The first one is simple,
since 〈~n,Q (k~n)〉 Z= 0 and as a result:
|ZCSk |2 =
N∏
j=1
pj
∑
~n∈S
1 = |S| = 2γ
N∏
j=1
pj gcd (k, pj) . (5.161)
Moreover, if β 6= 0, for i ∈ [α, α + β + 1], necessarily k′i, p′′i and qii are odd, thus their
product too, and as a consequence:
1
2
α+β∑
i=α+1
k′iξ
2
i p
′′
i qii =
1
2
α+β∑
i=α+1
ξ2i (2ρi + 1)
Z
=
1
2
α+β∑
i=α+1
ξ2i (5.162)
and hence we are interested in the parity of the sum:
α+β∑
i=α+1
ξ2i (5.163)
This sum is odd if and only if it contains an odd number of odd ξi. For that we have:
β∑
k=0
2-k
(
β
k
)
= 2β−1 (5.164)
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possibilities in the choice of the indices, then 2γ
N∏
j=1
gcd (k, pj) possibilites in the choice
of the numbers of those corresponding indices. This gives a subset S1 of S of cardinal
2β−12γ
N∏
j=1
gcd (k, pj) =
|S|
2
. Let’s call S2 the complement of S1 in S, which thus contains
all the ~n of S which give an even sum. We remark that |S2| = |S1| = |S|2 .
Finally we can write:
|ZCSk |2 =
N∏
j=1
pj
∑
~n∈S
e2ipi〈~n,Q(k~n)〉
=
N∏
j=1
pj
∑
~n∈S
e2ipi〈~n,Q(k~n)〉
=
N∏
j=1
pj
(∑
~n∈S1
e2ipi〈~n,Q(k~n)〉 +
∑
~n∈S2
e2ipi〈~n,Q(k~n)〉
)
=
N∏
j=1
pj
(∑
~n∈S1
(−1) +
∑
~n∈S2
1
)
=
N∏
j=1
pj (− |S1|+ |S2|)
|ZCSk |2 = 0. (5.165)
Let us point out that the sum (5.162) is 1/2 (modulo integers) exactly when there is
a α ∈ H1(M,Z2k) such that α`α`α 6= 0. Indeed since 12k (α`α`α)(M) = kQ(α¯, α)
where α¯ ∈ T1 is defined by Q(α¯, u¯) = 12kα(u¯) for all u¯ ∈ T1 [69, 63], we see that
(α`α`α)(M) = 0 in Z2k if and only if kQ(α¯, α) ∈ Z which holds if and only if the sum
(5.162) is an integer. Finally this means that β = 0 in our computation.
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