Abstract-The paper presents a conjugate gradient-based numerical algorithm for optimal control of nonlinear multivariable systems with control and state vectors constraints. The algorithm has a backward-in-time recurrent structure similar to the backpropagation-through-time (BPTT) algorithm. The emphasis is on implementation and testing of various conjugate gradient methods. A vehicle dynamics control example demonstrates that the use of conjugate gradient algorithms leads to substantial reduction of computational time when compared to the standard gradient algorithm with a constant learning rate.
I. INTRODUCTION
PTIMAL control has found its applications in many different engineering fields, including aerospace [1] , process control [2] , robotics [3] , and automotive control [4, 5] . Any control system that includes redundant actuators and complex dynamics with constraints is a good candidate for applying optimal control. The main aim is to find control variable trajectories that minimize an optimization criterion in the presence of inequality and equality constraints on the control and state variables. In this way, the optimal control results can be used to assess the performance of control systems with different actuator configurations, set realistic targets for achievable performance of closed-loop control systems, and cascade targets to subsystems and components.
A traditional way of solving the optimal control problem includes complete time-discretization of the problem and its conversion into a nonlinear programming formulation [6, 7, 8, 9] . The penalty functions related to the state and control variable constraints, and also plant equation constraints are added to the cost function. The control and state variables can, thus, be treated as independent variables, so that the cost function gradient calculation is relatively simple. However, the optimal control problem formulated in such a way may be characterized by a slow convergence due to additional plant equations equality constraints. Also, the algorithm may be sensitive to choice of various optimization parameters such as discretization period, weighting factors of penalty functions etc.
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backpropagation-through-time (BPTT) algorithm [11, 12] mostly used for training the recurrent neural networks. In contrast to the nonlinear programming approach, the plant equations constraints are not included in the cost function. The control and state variables are rather treated as dependent variables that are coupled via plant equations. Such an exact gradient algorithm is more complex than the nonlinear programming-based algorithm, but it may provide more accurate solution and more robust convergence properties, [10, 13] .
The BPTT-like optimal control algorithm from [13] has been successfully applied to optimization problems in robotics [10] and vehicle dynamics control [5] . In order to enhance the optimization accuracy and make the algorithm more user-friendly, the following extensions have been proposed in [14] : (i) higher-order Adams numerical integration schemes are used instead of the basic Euler discretization method, and (ii) numerical calculation of Jacobians is implemented as an alternative to analytical Jacobians. Also, the optimal control problem has been conveniently reformulated to incorporate the integral part of the cost function into an additional state variable of plant equations (terminal optimal control problem). This paper considers further improvements of the algorithm by implementing more advanced, conjugate gradient methods. The main aim is to enhance the algorithm convergence properties, i.e. reduce the computational time. The conjugate gradient algorithm is tested on a vehicle dynamic control example from [5, 15] .
II. OPTIMAL CONTROL ALGORITHM

A. Continuous-Time Problem Formulation
A continuous-time nonlinear optimal control problem is considered. The problem is to find the control vector u(t) that minimizes the Bolza-type cost function ( ) ( )
subject to the nonlinear continuous-time plant equations ( )
and the initial and final conditions on the state vector
and subject to the control and state vector inequality constraints 
and equality constraints ( )
where
dimensional vector function of equality constraints, and t f is the terminal time. We assume that 0 ( )
and ( )
⋅ h are continuously differentiable functions.
B. Transformation of Continuous-Time Optimization Problem
The optimization problem (1)- (5) can be reduced to the problem of finding the control vector u(t) that minimizes the cost function
subject to the plant equations
,
where ( )
and H − (z) is Heaviside step function defined as
The second and third terms on the right-hand side of expression (8) are the penalty functions for the inequality and equality constraints (4) and (5), respectively. Similarly, the second term on the right-hand side of expression (9) is the penalty function for the final boundary condition (3). The penalty function coefficients K E , K V and K B should be sufficiently large to provide an accurate constraints satisfaction.
In order to simplify application of higher-order numerical integration methods for the plant equations (7) and the integral term in the cost function (6), the problem (6)- (9) is reformulated, so that an additional state variable ( )
where 0 1 n n = + . Hence, the final continuous-time optimization problem is to find the control vector u(t) that minimizes the terminal condition
subject to the differential equations
C. Multistep Adams Method
The Adams method [16] belongs to the class of multistep numerical methods for an approximate solution of the system of ordinary differential equations
The k-th order Adams method has the following form:
, and the initial conditions 
The Adams method of the k-th order, as a multistep method, requires knowledge of k initial conditions. These initial conditions are determined by using the 4th order (onestep) Runge-Kutta method from the initial condition The explicit Adams method is a k-th order vector difference equation, which can be transformed into the following discrete-time state-space form,
, and the initial conditions
. Finally, using the vector notation, the state-space form of the k-th order Adams method reads
where ( ) t x ɶ is the extended n k ⋅ -dimensional state vector
III. GRADIENT ALGORITHM
A. Discrete-Time Optimization Problem
The discrete-time optimization problem is to find the control sequence ( ) i u , 0,1,..., 1 i N = − , that minimizes the discrete-time form of the cost function (11)
subject to the k-th order Adams approximation of the continuous-time state equations (12)
The cost function J depends explicitly only on the state vector at the terminal time, ( ) N x , but an implicit dependence follows from the discrete-time state equations (19) . This fact will be used in the algorithm below for exact calculation of the gradient of cost function J with respect to control vector ( )
B. Gradient Calculation
The gradient descent algorithm with respect to control vectors is as follows:
where i = 0, 1, …, N-1, k= 1, 2, …, M, η is a learning-rate, N is the number of time instants, and M is the number of gradient algorithm iterations. By introducing matrices
, and extended Jacobian matrices ( ) (20) can be computed by the following backward-in-time recursive matrix relations [14] : 
C. Calculation of Extended Jacobians
The extended Jacobians ( ) i X ɶ and ( ) i U ɶ can be expressed as functions of the basic Jacobians ( ) ( ) ( )
as given by: 
where the Jacobians ( ) i X and ( ) i U can be calculated analytically or numerically [5, 14] . Also, the extended vector
can be expressed as functions of the basic vector
IV. ALGORITHM CONVERGENCE SPEED-UP
The main weaknesses of the standard gradient algorithm (20) , with a constant learning rate η , include a slow convergence and difficulties in tuning the learning rate appropriately. A small learning rate will result in slow algorithm convergence, while a large learning rate can lead to numerical oscillations and instabilities. In this work we apply the conjugate gradient (CG) algorithm [17] - [19] which has the following form
where k η and k β are positive scalars, and
The standard method for computing k η is steepest descent or line search algorithm which requires onedimensional minimization of the cost function. This is a computationally expensive method which may require many evaluations of the cost function during one iteration of the gradient algorithm. Also, if the cost function is not appropriately scaled, the steepest-descent algorithm may exhibit poor convergence properties. In order to avoid these issues, in this work we use a modified version of SuperSAB algorithm [21] , [22] , which requires only the information on gradient directions in two subsequent iterations of the gradient algorithm
where 0 The scalar value k β in (35) can be determined by using different methods [19] : Fletcher-Reeves (FR):
Polak-Ribiere (PR):
( )
Hestenes-Stiefel (HS):
Dai-Yuan (DY):
The parameter k β is limited by max β , because the algorithm (36) for learning-rate tuning can induce
leading to a possible algorithm instability if k β is not 
V. VEHICLE DYNAMICS CONTROL APPLICATIONS
A. Vehicle Dynamics Model
The 10 degree of freedom (DOF) vehicle dynamics model from [15] has been adapted in [5] , in order to get a simpler and still relatively accurate model structure convenient for control variable optimization. The simplification primarily relates to omitting the roll, pitch, and heave DOF, and reducing the tire model complexity.
The considered vehicle dynamics model includes three state variables related to the longitudinal, lateral and yaw DOF, three state variables related to vehicle trajectory in the inertial coordinate system, four state variables corresponding to the rotational speeds of each wheel, first order dynamics of the tire lateral load shift subsystem, and first order dynamics of rear steering and rear differential actuators. Thus, the overall nonlinear dynamics model has 13 state variables and 2 control variables.
B. Optimal Control Problem Formulation
The optimal control objective was to find the control variables which would ensure that the vehicle follows a double lane change maneuver reference trajectory in the X-Y inertial coordinate system with a minimum tracking error [5] .
The reference trajectory was of Gaussian type (see black trace in Fig. 1 ). The first step was optimization of the front road wheel angle δ f for asphalt road (the tire-road friction coefficient µ = 1), with the aim to reach the desired vehicle trajectory. In other words, the optimization task was to find an "ideal" driver steering input referred to the road wheel angle. The second step was optimization of control variables for different vehicle dynamics actuators such as active rear steering and active torque vectoring differential [5] . The convergence properties and accuracy of presented CG methods are illustrated herein on the first optimization step example only (optimization of front road wheel angle δ f ). Reference [5] considered the second step based on the standard gradient algorithm.
In other words, the problem is to find the front roadwheel steering angle δ f which minimize the cost function
subject to the following terminal conditions (boundary constraints on the final trajectory point)
where (X R , Y R ) and (X, Y) denote the reference and actual trajectories, respectively. The control vector constraints are not included in the problem formulation since the obtained optimal solutions are inside control constraints, [5, 14] .
C. Optimization Results
The terminal time is t f = 6 s and the sampling interval is τ = 0.003 s, so that the number of time intervals is N=2000.
The number of iterations of the CG algorithms is M=400. All optimization results relate to the vehicle velocity of 22 m/s. Optimization results are obtained by using the four modified CG methods, momentum method, and standard gradient algorithm with a constant learning rate. The learning rate for standard gradient algorithm is chosen to provide the best possible convergence properties. Figure 1 shows the vehicle trajectories in the inertial coordinate system for different gradient methods. Figure 2 illustrates convergence properties of the applied gradient methods. The Dai-Yuan and Hestenes-Stiefel CG methods have the best convergence properties and related accuracy. The momentum method has similar convergence properties as the CG Polak-Ribiere method. Figure 3 shows more clearly comparison between the CG methods and the standard gradient algorithm. The standard gradient algorithm needs ten times more iterations (M=4000) to achieve a similar level of accuracy as Polak-Ribiere CG or momentum method. In other words, the Polak-Ribiere CG and momentum method are about ten times faster then the standard gradient method. Other CG methods need less than 400 iterations to achieve this level of accuracy. These results are illustrated by vehicle trajectory results in Fig. 4 . Figure 5 illustrates determination of number of iterations for CG methods, which provides a similar level of accuracy as the standard gradient algorithm with M=4000 iterations. The results, including the related computational times (Intel Dual Core processor, 2GHz) are listed in Table 2 . Comparing the computational times, it follows that for a similar level of accuracy, the CG Dai-Yuan and HestenesStiefel methods are more than 20 times faster than the standard gradient algorithm.
Spikes in the cost function in Fig. 5 are consequence of learning rate adaptation algorithm (36) in situations when 
