The wavelet transform de-noising method based on the threshold shrinkage is widely used, however, the classical threshold shrinkage method maybe exists constant deviation or appears additional concussion after reconfiguration. If the threshold value is chosen too large, part of useful signal points will be eliminated; if chosen too small, part of the noise will be kept. In addition, the "first generation wavelet" de-noising method only can choose one type of wavelet base, and can't be changed during the de-noising process. Due to the different wavelet has its own characteristics and applicable signal, It can achieve local optimum then overall optimization that choosing wavelet in a small wave focus according to the partial feature of the signal, namely using the multiwavelets to comprehensively decompose signal.
INTRODUCTION
According to the wavelet transform to the characteristics of strong correlation data, two scholars of Stanford university put forward the wavelet threshold de-noising concept, and in 1995 gave the soft and hard threshold de-noising formula and threshold value prediction method, which has been widely used, due to threshold de-noising has small amount of calculation and de-noising effect is good. But in some cases, the threshold de-noising may exists constant deviation, or will produce the pseudo gibbs phenomenon [1] [2] . TianShu Qu .etc put forward a new threshold function, the expression of which is simply easy to calculation, continuously differentiable, easy to derivation [3] ; WeiJiang Zhang .etc put forward a new threshold function, which overcomes the hard threshold function with discontinuous shortcomings, and it has the same soft continuity with threshold function, and is high order derivative, and effectively suppress the signal singularity near the produce pseudoGibbs phenomenon [4] ; RuiZhen Zhao .etc put forward the improved model of wavelet coefficient threshold change with the scale change [5] ; ChaoLong Yao .etc based on this also put forward a new threshold value calculation method, which can effectively de-noising, and better keep partial feature of the signal [6] .
The lifting scheme is an algorithm to calculate wavelet transforms in an efficient way. It is also a generic method to create so-called second-generation wavelets. They are much more flexible and can be used to define a wavelet basis on an interval or on an irregular grid, or even on a sphere [7] [8] . Claypoole in the literature [9] proposed an adaptive wavelet transform by looking for a pair of superior prediction operator P and update operator U. Although his idea was very innovative, the simulator results were not very satisfactory.
The main contributions of this paper are summarized as follows:
• We propose a new threshold function , the new function will solve the weakness of the hard and soft threshold function to a certain extent; Moreover, it has good flexibility through adjusting the softening factor.
• We put forward and demonstrate an adaptive de-noising method based the lifting scheme, and the method can automatically switch the wavelet due to the signal characteristic. The rest of the paper proceeds as follows:Section 2 gives the background of soft and hard threshold de-noising methods and lifting scheme.Section 3 proposes the new threshold founction and the scheme for threshold selection. Section 4 gives the adaptive method based on the theory of lifting scheme. Section 5 reports experimental results and we conclude in section 6.
BACKGROUND 2.1. Soft and Hard Threshold De-noising
Assuming that there is the observation signal: f(t) = s(t ) + n (t)
(1) Among them, f (t) represents the signal with noise, s(t) represents the unpolluted clean signal, n(t) represents the gaussian white noise with σ 2 variance, obeying N(0, σ 2 ). At first, do the signal mixed with noise for discrete wavelet transform. Setting a set of wavelet coefficient after transformation is Wf ( j, k). And then do soft and hard threshold processing to the wavelet coefficients corresponding Wf ( j, k). Setting the coefficient after the soft and hard threshold processing is W ( f ( j, k), this process must to meet the condition that |W ( f ( j, k) -Wf ( j, k)| to be as little as possible. Then use the new wavelet coefficients W ( f ( j, k) to do inverter in operation of the wavelet, so as to get the de-noising signal.
The soft and hard threshold function used by Donoho were formula (2), (3), and its function graphics is shown as Fig. 1 .
Hard threshold function [2] :
In addition, Donoho and Johnstone prove that above the minimum mean square error, reconstruction signal from the shrinkage threshold value method is the optimal estimation of the original signal: (4)
Lifting Scheme
The wavelet transform of a one-dimensional signal is a multi-resolution representation of that signal where the wavelets are the basis functions which at each resolution level give a highly correlated representation. Thus at each level, the (low-pass part of the) signal is split in to a high-pass and a low-pass part. These high-pass and low-pass parts are obtained by applying corresponding wavelet filters [10] .
The lifting scheme is an efficient implementation of these filtering operations. So suppose that the signals is given as a data set s k ,which has 2 j points. And the updated signal is s k +1 . This set is transformed into two other sets: the even part even j and the odd part odd j . This is obtained first by just splitting the data set s k into two separate data subsets (usually called the lazy wavelet transform). The next step is to estimate the odd part with the even part.
A dual lifting step can be seen as a prediction: the data odd j are "predicted" from the data even j . When the signals are still highly correlated, then such a prediction will usually be very good, and we can store only the part of d j+1 that
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An Adaptive De-noising Method Via the Lifting Scheme differs from its prediction (the predictionerror). Thus d j+1 is replaced by odd j − P(even j ), where P representsthe prediction operator. However, the new representation has lost certain basic properties, for example the mean value of the signal. To restore this property, one needs a primal lifting step, whereby the set s k+1 is updated with data computed from the (new) subset d j+1 . Thus s j+1 is replaced by even j + U(d j+1 ), with U represents some updating operator. Doing the three steps circulate, we can get the representation of the signal.
NEW THRESHOLD FUNCTION AND THRESHOLD SELECTION SCHEME 3.1. New Threshold Function
Due to the process of signal processing often needs to get a high order derivative of threshold function, but the derivative of soft threshold function is discontinuous, so it is hardly difficult to get higher derivative; In addition, the way that soft threshold function processing wavelet coefficient can make the constant deviation between the processed coefficient and the original coefficient, which affect the accuracy of the reconstructed signal, it will cause bigger error when doing signal further analysis and processing. In general, the de-noising effect of hard threshold method is superior to soft threshold method, but wavelet coefficient in the λ and -λ place is discontinuous after processing, so by this processing method wavelet coefficients in the wavelet domain is discontinuous, it can make the reconstructed signal to generate additional concussion, so that the de-noising results are inaccurate.
In order to overcome the above disadvantages, this paper puts forward the new threshold function as shown in formula (5):
is wavelet coefficient after processing, α for softening factor, and α∈[0,1].
Accordingly, a new threshold function image as shown in Fig. 2 .
From the new threshold function expression, it can be seen that the improved threshold function has the following features:
o t h e r s
Wf j k (
Overall continuity of the new threshold function is much better, and when Wf(j,k)≥λ new threshold function has higher derivative, which is in favour of further processing for after de-noising signal.
2) The new threshold function is combined with soft and hard threshold function. When softening factor α = 0, formula (5) becomes soft threshold function.
3) Analysis a) when α = / 0 Wf ( j, k) > 0,we can get: Combined a) and b), it shows that the function confirmed by formula (5) is thought Wf (j, k) as asymptote. And the wavelet coefficients is more large, the formula (5) function is more close to the hard threshold function Wf (j, k), this will solve the problem that soft threshold de-noising exists constant deviation to a certain extent.
4) Changes of parameter α has influence on threshold function:
Apparently, when α → 0 + , the function confirmed by formula (5) gradually close to the soft threshold function, and with the decrease of α , the function is the more close to the soft threshold function, and eventually become soft threshold function. In addition, when α → 1 − and Wf , k) , the new threshold function is close to hard threshold function, and with the increase of α, it is more close to the hard threshold function. So in order to make the threshold function get better denoising effect, it may adjust the value of α dynamicly according to actual acquisition signal characteristics when de-noising, it also reflects the flexibility of formula (5).
From Fig.3 , it also shows that the new threshold function is combined with hard and soft threshold function, and softening factor can change the trend of the new threshold function to soft and hard threshold function.
Scheme for Threshold Selection
One of the key issues in threshold de-noising algorithm is the scheme for threshold selection, which will influence the performance directly. The threshold is mainly decided by estimated value of noise variance and energy distribution of sub-band coefficient. Since noise variance is unknown, the threshold should be estimated firstly in the process of actual de-noising. In case that the threshold estimation is too small, then part of the noise information will be reserved in the signal. While if the threshold estimation is too large, some useful signals will be lost. The global threshold proposed by Donoho and Johnstone is described as follow [2] :
. Where the σ is the standard variance of noise and N denotes the size or length of the signal. The optimality of global threshold is proved from the progressive sense. However, the global threshold has the tendency to "strangle" wavelet coefficient in the practical application.
The following formula can be gotten from literature [11] : In which, K is a constant, j is decomposition layer, a denotes the Lip index, and Wf2j x(t) represents the wavelet coefficient of the j layer. The Lip index is related to signal singularity. The larger of α and the smoother the signal. As to the general signal, α is larger than zero, which means the wavelet coefficient of useful signal increase with the increment of decomposition scale j. However, the Lip index of white noise is negative, namely, ,which means the wavelet coefficient of noise decreases with the increment of decomposition scale j.
In this paper, we propose a layer threshold selection as shown in formula (6):
That is to say, the global threshold proposed by Donoho and Johnstone is used in the first layer, and the threshold in the other layer decreases according to the previous layer. According to the stability of , formula (6) can decrease the threshold according to the decomposition scale while not too violent.
ADAPTIVE METHOD 4.1. Algorithm of the Adaptive Method
As we know, Haarwavelet basis can get a good result while the signal with local-jump-point ;and CDF(2,2) puts up a good performance in reconstructing the signal smoothly . This paper draws Claypoole's thought and finds a better adaptive pair of the prediction operator P and the update operator U. The steps of the method are diagrammed in Fig.4 .
The method consists of the following steps to complete the wavelet adaptive selection:
Step 1: determine whether each point of the original sequence is a "jump" point. If it is, go to step 2.If not, continue to transform the sequence with CDF(2,2)
Step 2: determine whether the number of the "jump" point is odd .If it is, transform the point of the left side of the point with the Haar wavelet without the U operator, and the right side of the point with the improved Haar wavelet; if not, transform the point with the improved Haar wavelet, then find the nearest even number of the left side of the point and transform it with the standard Haar wavelet. In short, the program mainly transforms the sequence of the signal with the CDF(2,2) wavelet, and switches to the corresponding Haar wavelet when encounters the "jump" point.
The lifting methods of the wavelets involved in the program are as follows:
The standard Haar wavelet[12]:
Operator P (Prediction):
Operator U (Update):
Roughness S j+1,l :
CDF (2, 2) wavelet [12]:
1, 1 1, The number of point odd? Figure 4 . The steps of the adaptive method.
The Haar wavelet without Update operation:
The improved Haar wavelet:
Definition of "jump" Point
In the method that we give above, it must first determine whether the point is a "jump" point, then can go step2. Therefore the result of the determination largely affects the consequence of the program. It is known that the derivative can measure the speeds of the function variations, so it can also be used in the signal sequence. Besides, the original input signal is a discrete sequence, and the process of derivation can be substituted by the difference. Thus, the judgment of the "jump" point is simplified as the comparison between the signal sequence difference and a given threshold value. And the "jump" point is considered that has greater difference than the given threshold value. The practice tells us that the signal is often mixed white gaussian noise, the mean value of which is zero, standard deviation of which is σ. By probability theory knowledge, it is known that it is too little possible that the noise amplitude is greater than 3σ to be ignored, so switching threshold value should be greater than 3σ; At the same time, in order to correctly identify the real signal jump range value smaller point, switching threshold value shall not be more than 8σ. Therefore, we can define switching threshold in between 3σ and 8σ. Table 1 . shows the signal-to-noise ratio (SNR) and mean square error of the signal after de-noising. From Table 1 , it can be seen no matter in the signal-tonoise ratio or root mean square in the algorithm has greatly improve than classic soft and hard threshold algorithm; Additional, it still can see that different softening factor also have certain effect to signal de-noising effect, the larger the softening factor is, the smaller the constant error relative to the soft threshold function is, the higher signal-to-noise ratio after de-noising is; But it is also more close to the hard threshold function, so also is more likely to produce false gibbs phenomenon. Specifically how to according to the signal features to choose a more suitable softening factor has not been given, it is to be after research.
De-noising Effect Experiment of the New Threshold Function Combining
with Layer Threshold Selection Scheme Through the experiment to test if the proposed layer threshold selection scheme cooperates with the proposed new threshold function can achieve better denoising effect. This study selected the same signal parameters as 5.1 experiment, only added new threshold function combining layer threshold denoising, and compared with the improved algorithm of literature [6] . That is signal with noisy is bump, of which the signal-to-noise ratio SNR = 12.0042 dB, the signal with noisy points are 1024, softening factor is 0.95. The simulation results are shown as Fig. 6 : Table 2 shows signal to noise ratio (SNR) and mean square error(RMSE) after de-noising. From Fig.6 ., we can see that de-noising effect has slight enhancement by using the layer threshold of the new threshold function, but not obviously. This can also be seen from Table 2 . It also illustrates the layer threshold has certain applicability.
From the above the contrast result, the new threshold algorithm by this article combining with layer threshold value method is in the tests has better de- noising effect than algorithm of literature [6] , it originated that the new threshold function has flexibility, it can choose softening factor according to the characteristics of the signal. Although it is not sure there has direct relation between the softening factor and the signal features, but the section 5. threshold function. In addition, this experiment also verify it has a good performance combination the new threshold function with layer threshold value of the threshold value selection scheme, which can improve the signal denoising effect to a certain extent, also overcome the de-noising shortcoming of the traditional soft and hard threshold.
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De-noising Effect Experiment of Adaptive Algorithm
This experiment is mainly used to test the de-noising effectiveness of the adaptive algorithm, including signal the signal-to-noise ratio of the SNR after de-noising, and the treatment effect of the algorithm when de-noising encountered "jump" point. Fig. 7 . (a) is not polluted original signal, which is integration body of blocks, bumps, heavy sine and doppler signal. Fig. 7.(b) is the signal polluted by white noise. In which, the mean of the noise added is zero, the standard deviation is 0.3, the SNR is 18.328 dB.
Respectively taking standard Haar wavelet, CDF (2, 2) wavelet and adaptive wavelet to do de-noising with noise signal of Fig. 7.(b) , using classical soft threshold function, the selection of threshold value using global unified threshold value, , (N is signal length), adaptive wavelet switching threshold parameter is selected 4σ. The reconstruction of the signal is shown as Fig. 7(c),(d) ,(e), the signal-to-noise score are: 24.352 dB, 26.372 dB, 29.064 dB.
From the observation of de-noising effect figure, it can be seen that this algorithm based on adaptive de-noising results has the nearly effect with standard Haar wavelet before 1000 points, and has nearly effect with CDF (2, 2) wavelet after the 1000th point. That is to say, the standard Haar wavelet denoising signal has a good jump ability, and the CDF (2, 2) wavelet de-noising signal has good smoothness, the proposed adaptive wavelet has the both advantages of two, it has good de-noising effect both in the signal smooth place and jump point, it also coincided with the high signal-to-noise ratio we got. In order to test the proposed algorithm further, keeping other conditions the same, we mixed the original signal of Fig. 7 .(a) with different white gaussian noise, then use the three methods to do de-noising, the reconstruction of noise is shown in Table 3 . From the Table 3 we can see that for different noise standard deviation, the algorithm we proposed has the best signal-to-noise ratio results.
Furthermore, we do the experiment to test the de-noising effect using adaptive algorithm combined with the new threshold function(formula (5)) proposed at section 3.1 and layer threshold selection scheme(formula (6)) proposed at section 3.2. The signal-to-noise ratio of signal after this de-noising experiment is 31.362 dB. From the Fig. 7.(f) , we can see that by using of the adaptive method combining with the new threshold function and layer threshold de-noising, reconstruction signal after de-noising is more close to the real signal, and it obtains a higher signal-to-noise ratio.
CONCLUSION AND FUTURE WORK
This paper first proposes a new threshold function aimed at the disadvantage of the classical threshold function, this function integrated advantage of the soft and hard threshold function, test confirmed that this function has better de-noising effect; Then based on the wavelet frame structure of the second generation wavelet theory, this paper puts forward de-noising adaptive method according to the signal of local characteristics to choose suitable wavelet basis, and finally the scheme is applied to signal de-noising successfully, obtained the better denoising effect. Although this paper introduces a scheme on trial which have better effect, but there are still a lot of the follow-up work is worth further study: 1) Although the new threshold function proposed by this paper combines with the advantages of the hard and soft threshold function, and it imports the softening factor α, but the value of the method are not given specifically. Therefore, how to select softening factor α more accurate according to the actual situation of the signal to makes the new threshold function can be more accurate to eliminate noise, it is to be done in the further research work.
2) The adaptive wavelet de-noising selection scheme proposed by this paper, although compared with the first generation wavelet de-noising it has certain adaptability and better de-noising effect, but this will be a big challenge that how to increase the choice set of wavelet bases and realize adaptive selection according to the signal features, it also should be the key research problems in the future work.
