ABSTRACT
INTRODUCTION
The recent development of DNA microarray technology provides the ability to measure the expression levels of thousands of genes in a single experiment (Brown et al., 1997; Brazma and Jaak, 2000; Cheung et al., 1999; Eisen et al., 1998) . Currently, the most popular analysis of gene expression data in order to provide insight into the structure of the data and to aid at the discovery of functional classes, is clustering (Eisen et al., 1998; Brazma and Jaak, 2000; Hastie et al., 2001) . Such approaches unravel relations between genes and help to deduce their biological role, since genes of similar function tend to display similar expression patterns. Most of the so far developed algorithms perform the clustering of the expression patterns in an unsupervised manner (Eisen et al., 1998; Herrero et al., 2001; Tamayo et al., 1999) , although there already exists valuable biological knowledge, which is manifested in the form of collections of genes known to encode proteins of similar biological function. This means that existing information is not fully explored in order to deduce the correct expression characteristics of genes that make them part of functional groups.
Despite of the fact that most of the widely approved clustering methods for gene expression data, like hierarchical clustering (Eisen et al., 1998) , K -means clustering, Bayesian clustering (Friedman et al., 2000) ignore existing class information and do not incorporate flexible means for coupling effectively the unsupervised phase with a supervised complementary phase. Also, in hierarchical clustering, decisions made early about grouping points to specific clusters cannot be re-evaluated and often adversely affect the result (this disadvantage shared as well by the dynamic non-fuzzy hierarchical schemes proposed recently (Campos and Carpenter, 2001; Herrero et al., 2001) ), Bayesian clustering is a highly structured approach, which imposes a strong prior hypothesis on the data (Cheeseman and Stutz, 1995) although a prior hypotheses on expression data is usually not available, Kmeans clustering imposes no structure at all on the data, proceeds in a local fashion and produces an unorganized collection of clusters that is not conducive to interpretation (Eisen et al., 1998) . On the contrary, the standard SOM algorithm has a number of properties, which render it a candidate of particular interest. SOMs can be implemented easily, are fast, robust and scale well to large data sets. They allow one to impose partial structure on the clusters and facilitate visualization and interpretation. In the case where hierarchical information is required, it can be implemented on top of SOM, as in Vesanto and Alhoniemi (2000) . However, there is still the same as in the K-means algorithm, inherent requirement of the standard SOM algorithm to specify a priori the number and structure of distinct clusters, although there is no mean to objectively predetermine the optimum number in the case of gene expression data.
Recently, several dynamically extended schemes have been proposed that overcome the limitation of the fixed non-adaptable architecture of the SOM. Some examples are the Dynamic Topology Representing structures (Si et al., 2000) , the Growing Cell Structures (Fritzke, 1995; Cheng and Zell, 2001 ), Self-Organized Tree Algorithms (Campos and Carpenter, 2001 ) and the Adaptive Resonance Theory (Azuaje, 2001) . The presented approach has many similarities to these dynamically extended schemes. However, in contrast to the complexity of these schemes, we built simple algorithms that through the restriction of growing on a rectangular grid, can be implemented easily and the training of the models is very efficient. In addition, the benefits of the more complex alternatives of dynamical extension are retained. We call the proposed model sNet-SOM from supervised Network SOM, since although it is SOM based it tightly integrates unsupervised and supervised learning components. Additionally, the sNet-SOM has been designed in order to automatically detect the appropriate level of expansion, so that the number of clusters is controlled by a properly defined measure of the algorithm itself, with no need for any a priori specification. Furthermore, the sNet-SOM overcomes the problem of irrelevant (flat) profiles that can populate much more clusters than necessary at the traditional SOM. The solution we adopted is the careful redesign of the voting mechanism.
The paper is outlined as follows: Initially, Section 2 describes the extensions to the SOM that lead to the sNet-SOM and the overall architecture of the latter. Section 3 deals with the learning algorithms that adapt both the structure and the parameters of the sNet-SOM. The expansion phase of the sNet-SOM learning is outlined in Section 4. Section 5 discusses results obtained from an application to yeast expression microarray data. Finally, Section 6 presents results and conclusions along with some directions onto which further research can proceed for improvements.
THE SNET-SOM MODEL
Following the basic design principle to include existing prior knowledge, we consider class information (whenever available) at the sNet-SOM training algorithms. However, the benefits of a pure clustering approach, i.e. exploratory analysis and structure insight of the data are not lost. In contrast, most pure supervised approaches do not provide these insights, since they usually act as classification tools. We furthermore manage to handle the multi-labeling of genes, i.e. the case of genes having more than one functional class, which although being frequent is neglected by many other recent approaches.
The sNet-SOM is based on the standard SOM algorithm, but considers class information for the determination of the winner neuron and is dynamically extendable, so that the number of clusters is controlled by a properly defined measure of the algorithm itself, with no need for any a priori specification. Specifically, the distance threshold between patterns, below which two genes can be considered as co-expressed is estimated. Then the map is grown automatically until its nodes correspond to gene clusters with distances that adhere to this limit. Moreover, sNet-SOM elegantly performs model selection by developing successively multiple models, each for a different balance for supervised /unsupervised part.
The direction of expansion is based on the computation of an inhomogeneous type of error, the Grow Parameter, which consists of a local error and an entropy component. The local error measure can be based on a local variance measure that depends on the SOM quantization performance or on node resource counts. These criteria are also used at the Growing Cell Structures (GCS) algorithms for growing cells (Fritzke, 1995; Cheng and Zell, 2001 ). The entropy measure quantifies the accuracy of class representation of a gene by the winning sNet-SOM node. This criterion to which extend the available information for the biological function (i.e. class) of the gene is represented accurately by the cluster (i.e. the SOM node) on which the gene is allocated. The entropy criterion concentrates on the resolution of the regions characterized by class ambiguity.
We have developed the sNet-SOM initially within the context of an ischemia detection application (Papadimitriou et al., 2001; Bezerianos et al., 2000) . At this appli-cation, it is used in combination with capable supervised models in order to maximize the performance of the detection of ischemic episodes. However, the peculiarities of the gene expression data made mandatory the radical redesign of the algorithms. Below we discuss the sNet-SOM learning algorithms in detail.
The cost function for model selection
In general terms, our clustering algorithm modifies the original SOM algorithm with a dynamic expansion process controlled by a learning process that aims to minimize an inhomogeneous measure of the form:
where K is the number of nodes.
Thus, a local error LocalError i accounts for the unsupervised ('quantization') error corresponding to pattern i. This measure disperses patterns that are different according to some similarity metric, to different clusters, even if they have the same class label. A commonly used measure for the local error is the Euclidean distance between the pattern x i and the representative prototype p k of its best matching node, i.e.
The unsupervised contribution LocalError i can deal with the lack of class information. The dynamic expansion in this case is controlled by local variance, resource counts or similarity metrics (e.g. Bayesian, correlation) criteria accounted by the local error term of (1).
The entropy measure Entropy i considers the available a priori information for the function (i.e. class) of the patterns. It corresponds to the entropy of the node where the pattern x i is mapped. This measure tends to force similar labels onto the same clusters. Accordingly, the model is adapted dynamically in order to minimize the entropy within the generated clusters.
The ModelOrderPenalty term punishes any increase in the model complexity. The model complexity in the sNet-SOM framework relates to the number of its nodes that correspond to clusters of patterns. It also punishes models of low complexity. With s su = 0 we have pure unsupervised learning with model complexity penalization. As r su increases the cost Z E is minimized for configurations that fit better to the a priori classification.
THE SNET-SOM ALGORITHM
The sNet-SOM is initialized with four nodes arranged in a 2 × 2 rectangular grid and grows nodes to represent the input data. Weight values of the nodes are selforganized according to a new method inspired by the SOM algorithm. The self-organization process maps properties of the original high-dimensional data space onto the lattice consisted of sNet-SOM nodes. The map is expanded to represent the input space by creating new nodes, either from the boundary nodes performing boundary extension, or by inserting whole columns (or rows) of new units with a column extension (or row extension). The growing structure takes the form of a nonuniform rectangular grid.
A training epoch consists of the presentation of all the training patterns to the sNet-SOM. A training run is defined as the training of the sNet-SOM with a fixed number of neurons at its lattice i.e. the training between successive node insertions/deletions. After the preliminary discussion, we can now proceed to describe the sNet-SOM learning algorithms in more detail.
The top-level sNet-SOM in algorithmic notation can be described as:
Top-level sNet-SOM learning algorithm The details of the algorithm, i.e. the initialization, adaptation, fine tuning phases and the corresponding convergence criteria are described in detail below. The expansion is described in detail in the following section.
A. Initialization phase
The weight vectors of the four starting nodes that are arranged in a 2 × 2 grid are initialized with random numbers within the domain of feature values (i.e. of the normalized ratio fluorescent coefficients).The supervision parameter r su is initialized to 0, i.e. pure unsupervised learning is performed.
B. Training Run Adaptation phase
The purpose of this phase is to stabilize the current map configuration in order to be able to evaluate its effectiveness and the requirements for further expansion. During this phase, the input patterns are repeatedly presented and the corresponding self-organization actions are performed until the map converges sufficiently. The training run adaptation phase takes the following algorithmic form. The map adaptation rules and the training run convergence conditions are described separately in the following two paragraphs.
Map adaptation rules
The map adaptation rules that govern the processing of each input pattern x k are as follows:
1. Determination of the weight vector w j that is closest to the input vector x k according to the distance measure (i.e. determination of the winner node).
2. Adaptation of the weight vectors w j only for the four nodes j in the direct neighborhood of the winner i and for the winner itself according to the following formula:
where the learning rate n(k), k ∈ N , is a monotonically decreasing sequence of positive parameters, N k is the neighborhood at the kth learning step and k (d( j, i) ) is the neighborhood function implementing different adaptation rates even within the same neighborhood. Also, the difference operator (i.e. x k −w j (k)) depends on the metric.
The learning rate starts from a value of 0.1 and decreases down to 0.02. These values are specified with the empirical criterion of having relatively fast convergence, without however sacrificing the stability of the map. The neighborhood function k (d( j, i) ) depends on the distance d ( j, i) ) between node j and the winning node i. It decreases monotonically with increasing distance from the winning neuron (i.e. nodes closer to the winner are adapted more), like in the standard SOM algorithm. The initial neighborhood, N 0 , includes the entire map.
Unlike the standard SOM, these parameters (i.e. N k , k (d( j, i)) do not need to shrink with time and can be kept constant i.e. j, i) ). This is explained by the following: Initially, the neighborhood is large enough to include the whole map. The sNet-SOM starts with a much smaller size than a usual SOM: thus a large neighborhood is not required to train the whole map at the first learning steps (e.g. with 4 nodes initially at the map, a neighborhood of 1 only is required). As training proceeds, during subsequent training epochs, the area defined by the neighborhood becomes localized near the winning neuron, not by shrinking the vicinity radius (as in the standard SOM) but by enlarging the SOM with the dynamic growing.
Usually, we use the following simple and efficiently computed formula for the neighborhood function (where i r , i c denote the row and column of node i respectively):
Evaluation of the map training run convergence condition
The map training run convergence condition is tested by evaluating the reduction of the Total Growth Parameter (defined in the next section) and is formulated as:
) a denote respectively the sum of the Growth Parameters for all nodes before and after the presentation of patterns (i.e. one training epoch) and the ConvergenceErrorThreshold is a given value.
C. Expansion Phase
This phase constitutes the main core of the learning algorithms. It is described in the following section.
D. FineTuningAdaptationPhase
The fine tuning phase aims to optimize the final sNet-SOM configuration. This phase is similar to the training run adaptation phase with the only difference being that it performs more elaborate fine tuning.
E. Compute classification performance
ClassificationPerformance cl (r su ). Each sNet-SOM node is assigned a classification vector cl with elements cl i = p i , which is considered as the predicted classification for each profile mapped to this node. This classification is a soft one: each cl i expresses the probability that a node (and consequently the mapped genes) are assigned a label i. We therefore compute performance based on a metric proposed by (Sable and Hatzivassiloglou, 1999) . Specifically, for each class label i of each gene expression profile j a score is assigned. This score equals p i , if the corresponding label is included in the original class assignment, i.e. c i = 1 and equals q i = 1 − p i in the other case. In this way a total score for each profile is calculated as:
Intuitively, a small p i = 0 for a class that does not appear as a functional label (i.e. c i = 0) for an input gene expression pattern is much more a success than a failure, therefore being considered by a score q i = 1.
The performance for each pattern j, per f j is then obtained by dividing this score with the total number of classes N c .
The global measure of the performance ClassificationPerformance(r su ) for a given ratio r su (i.e. the supervision weighting parameter of Equation (1)), is obtained by averaging the per f j values for all the profiles of the testing set.
F. Model Selection
Step. During this step a well performing ratio r su is estimated selected by using the following criteria:
• the classification performance obtains a steep increase for the selected r su parameter value at the corresponding classification performance curve and this increase is followed by a plateau
• the number of the sNet-SOM nodes that grow for that r su value is relatively small (small model complexity) We should note that these selection criteria are somewhat heuristic. However, there seem to perform an adequate model selection.
THE EXPANSION PROCESS
The expansion is based on the detection of the neurons with large Grow Parameter (GP), referred to as the unresolved neurons. The node with the largest GP becomes the current focus of map expansion. The Grow Parameter for node i, denoted G P i , is based on an inhomogeneous type of error, computed as:
We describe in turn the two components of (3), i.e. the local error and the entropy. A local error term is commonly used for implementing dynamically growing schemes (Alahakoon et al., 2000) . A general assessment of the average local error ale i is given by ale i
where we denote by S i the set of gene expression profiles x mapped to node i, w i the weight vector of node i that corresponds to the average expression profile of S i and the Dist operator denotes the corresponding distance metric. The supervised contribution to the inhomogeneous error of (4) is based on the computation of a parameter H N i characterizing the entropy of the class assignment content of each node i. An advantage of the entropy is that it is relatively insensitive to the overrepresentation of classes. This means that independently of how many patterns of a class are mapped to the same node, if the node does not represent significantly other classes, its entropy is very small. We first consider the simple case of each gene belonging only to one functional class. The assignment of a class label to each neuron of the sNet-SOM is in this case performed according to a majority-voting scheme (Kohonen, 1997) . The entropy parameter that quantifies the uncertainty of the class label of neuron m can be directly evaluated by counting the votes at each SOM neuron for every class as (Haykin, 1999) :
where N c denotes the number of classes and
, is the ratio of votes V k for class k to the total number of patterns V pattern that vote to neuron m. For the single label case, the number of labeled patterns V pattern is also equal to the number of votes.
For the multi-label case, the voting scheme remains the same, but each pattern is in this case voting for more than one class.
A quantity H R(m) is defined similarly:
The r k do not correspond to probabilities but they are class voting ratios defined as the
However, in this case k V k > V pattern and therefore N i k=1 r k > 1. Thus, H R(m) is not mathematically an entropy of a probability distribution. However, this quantity retains properties similar to the entropy.
The steps of the expansion process are as follows:
<Expansion Phase:> U.1. Computation of the G P i , i.e. of the Growth Parameter measure for every node i. repeat U.2. let i = the node with the maximum G P i measure U.3. if IsBoundaryNode(i) then // expand at the neighbours boundary nodes U.4.
else InsertWholeColumn(i); endif U.8.
Re-execute the Training Run Adaptation Phase for the expanded map by presenting all the training patterns. U.9
Reset the Growth Parameter measures for all nodes (since possible redistribution of patterns can occur over nodes). until not RandomLikeClustersRemain() ;
Due to lack of space we do not consider the details of the issues involved in these steps. However, the interested reader can consult (Papadimitriou et al., 2001) , where a similar dynamical expansion structure is described.
Criteria for controlling the sNet-SOM dynamic growing
The growing process of the sNet-SOM is controlled by the Boolean function RandomLikeClustersRemain(). Intuitively, the growing should stop when in each cluster the vast majority of allocated genes are 'similar' and not 'random' (i.e. unrelated). We should note here that a requirement of all genes in a cluster to be similar, could lead to overfitting (the within clusters variability being of the order of the experimental error). The problem thus reduces to
(1) the definition of similarity (or alternatively randomness) between genes and (2) to the determination of the maximum percentage of 'random' genes allowed to be allocated to the cluster.
Similarity between genes is related to the distance between them. In order to treat the problem quantitatively, we set a confidence level a from which we derive a threshold d thr for the distance between gene expression patterns, below which two expression profiles are defined as similar. The confidence level a has the meaning that the probability that two expression profiles allocated to the same cluster are 'random' (unrelated) is lower than a, if the distance between them is smaller than the threshold. Obviously, the definition of a statistical confidence level would be only possible if the distribution of the distance between random expression vectors were known. Practically, although the distribution is unknown, it is easy to approximate it by shuffling randomly the experiment points of every gene expression profile. This randomization destroys the correlation between the different profiles, while it retains the other characteristics of the data set (e.g. ranges and histogram distribution of values). In this way, we compute an approximation of the distribution of the distance between random patterns. Having chosen the Manhattan distance measure, Figure 1 illustrates the distribution of the distances between the random patterns and the actual gene expression patterns. The percentage p of random genes allowed to be allocated on a cluster and above which we consider the whole cluster as random, is specified empirically to a value of 2%.
In conclusion, given the values of the confidence level a and the percentage p the function RandomLikeCluster- Fig. 1 . The results of the data shuffling illustrate that the distances between the randomized data occupy a distinct distribution. For the gene expression data positive correlation is favored while for the random the distribution has a normal form.
sRemain controls the growing process by taking into account the distribution of the data as illustrated in Figure 1 , and as a result an appropriate number of clusters is determined automatically. As described previously, the direction of growing is controlled by the Growing Parameter (GP) measure, i.e. each time the expansion of the map takes place at the neighborhood of the node with the highest GP measure. Clearly, the smaller the confidence level or the percentage parameter, the larger the decomposition level becomes. A statistically commonly used confidence level value of a = 0.05 and the aforementioned percentage value p = 2% produce a well behaved, from a biological perspective, extension of the map.
RESULTS AND DISCUSSION
We have applied the sNet-SOM to analyze microarray expression data from the budding yeast Saccharomyces cerevisiae, public available on the Stanford web site. The data were generated by studying this fully sequenced organism with microarrays, containing essentially every Open Reading Frame (ORF). The samples used were collected at various time points during the diauxic shift, the mitotic cell division cycle and sporulation. The whole data set consists of 80-element gene expression vectors for 6,221 genes. The weighted K-nearest neighbors imputation method presented in Troyanskaya et al. (2001) The sNet-SOM selects the model with a supervision parameter value of r su = 10 as an appropriate model. The selection of the model is performed according to heuristic criteria. We require acceptable classification performance, small number of nodes (i.e. model complexity control) and a plateau at the corresponding curve that indicates that further increase at the supervised gain r su should not be performed. Figure 2 demonstrates the model selection process.
Another experiment that we have performed consists of training the sNet-SOM with the same functional classes as in Brown et al. (1997) . The functional classifications were obtained from the Munich information center for protein sequences yeast genome database (http://www.mips. biochem.mpg.de/proj/yeast). At one sNet-SOM training experiment we used six functional classes from the MIPS Yeast Genome Database: tricarboxylic acid (TCA) cycle, respiration, cytoplasmic ribosomes, proteasome, histones and helix-turn-helix proteins. The first five classes represent categories of genes that on biological grounds is expected to induce similar expression characteristics. The sixth class, i.e. the helix-turn-helix proteins is used as a control group. Since there is not any biological justification for a mechanism that enforces the genes of this class to the same patterns of expression, we expect these genes to be spread to diverse clusters by the sNet-SOM.
The measure of Entropy of Class Representation is evaluated over the sNet-SOM nodes in order to quantify the dispersion of class representation. We expect this measure to be large in the case of HTH, expressing the diversity of the HTH gene expression patterns. Indeed, we have verified this intuitive expectation.
Clearly, the sNet-SOM is a tool that allows a wide-range of experiments to be performed. Since, it is dynamically growing it offers obvious benefits in comparison with static SOM approaches. In addition, the new tools that we have developed for incorporation of the a priori knowledge provide an additional potentiality for gaining new insights to biological knowledge with the sight of the microarray experiments.
CONCLUSIONS AND FUTURE WORK
This work has presented a new self-growing adaptive neural network model for the analysis of genome-wide expression data. This model, called sNet-SOM overcomes elegantly the main drawback of most of the existing clustering methods that impose an a priori specification at the number of clusters. The sNet-SOM determines adaptively the number of clusters with a dynamic extension process which is able to exploit class information whenever available.
Multiple sNet-SOM models are constructed dynamically each for a different unsupervised / supervised balance. Model selection criteria are used to select an sNet-SOM model that optimizes the contribution of the unsupervised part of the gene expression data with the a priori knowledge (supervised part).
A way to incorporate supervised learning to the sNet-SOM is to use the nodes as Radial Basis Function centers and to model the classification of a gene as a nonlinear function of the gene expression 'templates' represented by the adjacent nodes. This approach resembles qualitatively the supervised harvesting approach of Gerstein and Jansen (2000) . The node average profiles can be used as inputs to a supervised phase. This reduces the redundancy of information and prevents an overfitting of the training set. Proper parameters of these centers can be estimated by heuristic criteria like signal counters, local errors, and node entropies providing local information of much importance.
Also, another main direction for the improvement of the sNetSOM performance is the incorporation of more advanced distance metrics to its algorithms, as the Bayesian one proposed in Hunter et al. (2001) .
The incorporation of the presented sNet-SOM dynamic growing algorithms as a front end processing within Bayesian network structure learning algorithms (Bishop, 1996) is also an open area for future work.
