A number of different system identification techniques have been proposed to assess dynamic cerebral autoregulation in critically ill patients. From these methods, the response to a standard stepwise change in blood pressure can be estimated. Responses lacking physiological consistency are a common occurrence and could be the consequence of particular system identification procedures or, alternatively, caused by measurements with a poor signal-tonoise ratio. A multi-observer approach was adopted in this paper to classify cerebral blood flow velocity (CBFV) step responses to spontaneous changes in arterial blood pressure in a group of 43 neonates with a mean gestational age of 33.7 weeks (range 24-42 weeks) and a mean birthweight of 1980 g (range 570-3910 g). Three experienced observers independently analysed the estimated step responses in 191 recordings each lasting 100 s; for an autoregressive (ARX) model, 124 (65%) of the step responses were accepted by at least two of the three observers. Two other system identification methods, transfer function analysis and the moving average Wiener-Laguerre model, gave 90 (45%) and 98 (51%) acceptable responses, respectively. Only 54 epochs (28%) were accepted with all three methods. With 88 (46%) responses rejected by at least two methods, it can be concluded that signal quality was the main reason for nonphysiological step responses. To avoid the need for subjective visual selection, an automatic procedure for classifying step responses was implemented leading to sensitivities and specificities in the range 85-90%, with respect to the agreement with subjective evaluations. Objective selection of CBFV step responses is thus feasible and could also be adapted for
other physiological measurement techniques relying on system identification methods.
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Introduction
Cerebral blood flow (CBF) autoregulation refers to the ability of the brain to maintain approximately constant blood flow, even when there are significant changes in arterial blood pressure (ABP) (Panerai 1998) . Traditionally, cerebral autoregulation was assessed by the steady-state relationship between mean arterial blood pressure (MABP) and mean cerebral blood flow (MCBF), as expressed by the slope of the classical autoregulation curve for MABP in the range 60-150 mm Hg (Paulson et al 1990) . The excellent temporal resolution allowed by transcranial Doppler ultrasound led to the identification of the transient, or dynamic, response of cerebral autoregulation (Aaslid et al 1989 , Tiecks et al 1995 . In the last 15 years, clinical studies and research on CBF regulatory mechanisms have given preference to the dynamic approach, due to its potential to improve the sensitivity and reliability of cerebral autoregulation testing (Tiecks et al 1995 , Panerai 1998 . The seminal study of Aaslid et al (1989) adopted the thigh-cuff technique to induce a sudden drop in ABP. From there on, it has been shown that dynamic autoregulatory responses can be elicited by a wide range of stimuli that induce positive or negative changes in ABP (Tiecks et al 1996 and, importantly for the current work, that consistent estimates can also be derived from spontaneous fluctuations in ABP and CBFV (Zhang et al 1998a , Panerai et al 1998 . The latter have obvious advantages, above all avoiding the need to disturb critically ill patients, or interfere with the physiology of cerebral autoregulation. Assessment of dynamic autoregulation based on spontaneous fluctuations usually involves some form of input-output modelling to represent the ABP-CBFV relationship. Examples are FFT based transfer function analysis, ARMA (autoregressive moving average) structures, moving-average filters or a set of predefined second-order differential equations, as proposed by Tiecks et al (1995) . The latter quantify regulatory performance through a dynamic autoregulation index (ARI), which varies from 0 (absent autoregulation) to 9 (excellent autoregulation). The parameters of the input-output models are estimated from spontaneously varying signals in patients at rest, and from these, the CBFV response to a standardized stepwise change in ABP can be estimated. The step response was chosen because it can be interpreted in a similar manner to that of the commonly used thigh-cuff test, where a step-input is physically imposed on the autoregulatory system, and the autoregulatory performance can be quantified, for example, from the rate of return of CBFV to its baseline value (Aaslid et al 1989) . Furthermore, most methods of linear system identification, based on either time-or frequency-domain analysis, lead to an estimate of the impulse response from which the step response can easily be calculated by integration. It is this approach (Panerai 1998 , Simpson et al 2001 , namely estimating model parameters from the recorded signals, and hence the step response, which is used in the current work.
Very few inter-method comparative studies have been performed so far to inform on the advantages and drawbacks of these different methods. The main difficulty in such work arises from the different measurement techniques employed by the various research groups and differing signal quality, population characteristics, instrumentation/software implementations and clinical conditions of the patients. Independent of the method adopted though, the usual finding is that a certain number of estimates need to be rejected due to the presence of artefacts or because results (e.g. estimated response to a stepwise change in ABP) are incompatible with the physics and/or physiology of cerebral haemodynamics. Examples would be the occurrence of negative gain values (i.e. CBFV decreasing when ABP increases), step responses that behave in a ramp-like fashion, or estimates of the coherence function that are not statistically significant anywhere in the frequency spectrum (Panerai et al 2002) . That some of the estimated step responses are unacceptable is not surprising: some noise and artefacts in measuring ABP and CBFV are unavoidable. In addition, it is well known (Paulson et al 1990 , Panerai 1998 ) that CBFV is controlled by a number of other factors, including arterial pCO 2 levels, intracranial pressure and cerebral metabolic demand. These variables are not normally explicitly included in modelling the ABP-CBFV relationship (largely due to the difficulty of measurement, especially in patients in neonatal intensive care). Furthermore, the mathematical models used are a relatively simple linear approximation to a more complex relationship (Panerai et al 1999) .
Thus, previous investigations on premature neonates or those who suffered asphyxia at birth have shown abnormalities of cerebral autoregulation, but also the need to reject recordings contaminated by noise or movement artefacts (Boylan et al 2000 , Panerai et al 1998 , Zernikow et al 1994 . In the presence of such abnormal responses, investigators have adopted different rejection criteria, frequently based on visual inspection of the estimated response of CBFV to a sudden change in ABP (CBFV step response). Clearly, rejection of step response patterns based simply on visual inspection is undesirable, as it can be subjective and highly variable amongst different research groups.
The main objective of this study is to assess the inter-rater agreement by three independent experts in visually selecting acceptable step responses, and to propose an objective method that might replace the subjective approach. Finally, signal characteristics that are linked with finding 'unacceptable' step responses are considered. In this study, a sample of recordings obtained in critically ill neonates were analysed.
Methods

Patients and measurements
Signals were collected from 43 newborn babies, with mean gestational age 33.7 weeks (range 24-42 weeks) and mean birthweight 1980 g (range 570-3910 g) in a busy neonatal intensive care unit (Fernandes Figueira Institute, Rio de Janeiro, Brazil). The local ethics committee approved the study, and parental consent was obtained prior to data acquisition. Twenty-four cases were considered as suffering from birth asphyxia (both term and preterm), a further 15 were classified as premature (<33 weeks gestational age). Four cases were term babies admitted for surgery or other conditions without neurological or cerebro-vascular involvement. No cases involving cerebro-vascular malformations were included. The sample thus represents a group which is expected to include the full range of autoregulation, from normal to impaired. This was borne out by the observed autoregulatory step responses.
All babies had an umbilical artery catheter for blood pressure monitoring purposes, and the ABP signal was digitized from an analogue output on the monitor. The decision to catheterize was based purely on clinical requirements and not carried out solely for the purposes of this study. Transcranial Doppler measurements of blood flow velocity in the middle cerebral artery were obtained, using hand-held probes (either 4 or 8 MHz) and a hardware/software system developed by the Department of Medical Physics, Leicester Royal Infirmary, UK. Signals were recorded with 200 Hz sampling frequency. ABP and CBFV were repeatedly monitored for periods of up to 10 min, with the baby at rest, and sleeping, whenever possible. Recordings were begun as early as possible after birth (minimum 6 h), and most were carried out in the first 48 h (maximum 127 h).
Data analysis
Epochs containing excessive noise or artefact were rejected by visual inspection. Following the procedure used in earlier work (Panerai et al 1998 , Simpson et al 2004 , occasional spikes in the CBFV signals were removed by linear interpolation. Both CBFV and ABP signals were low-pass filtered with a fourth-order Butterworth filter (20 Hz cut-off), applied in the forward and reverse directions for a zero-phase response. Cardiac cycles were delimited by identifying the beginning of the pulse upstroke in ABP, and mean ABP and CBFV were calculated for each heartbeat. An interpolation was then performed using cubic splines to achieve a uniform sampling rate of 5 Hz. Examples of raw and pre-processed signals are shown in figure 1. From the resultant signals, epochs of 100 s duration were extracted, which were low-pass filtered at 0.49 Hz with a third-order Butterworth filter (applied in the forward and reverse direction for a zero-phase response), and resampled at 1 Hz. ABP and CBFV epochs were normalized by their mean values, and the DC components subtracted, so that the final signals represented the relative change in the recorded signals. The total spectral ABP power and the coefficient of variation (CV) ratio for CBFV/ABP were then computed for each epoch in the very low frequency band (0.02-0.1Hz). A mean value of coherence was extracted for the frequency range 0.2-0.3 Hz. In this frequency range a linear relationship between CBFV and ABP may be expected, and low coherence can be taken as an indication of poor signal-to-noise ratio, rather than a reflection of autoregulatory activity. Having ABP as input and CBFV as output, the autoregulation system was modelled by three methods: an autoregressive model (ARX), transfer function analysis (TRF) and the moving average Wiener-Laguerre (WL) model. ARX is a special case of the parametric BoxJenkins model (Ljung and Glad 1994) where input and output are related by an autoregressive moving-average filter, with an additive disturbance given by white-noise filtered by the autoregressive filter. The model orders chosen are two poles and two zeros, which is equivalent to the Tiecks model (Liu and Allen 2002) . Model parameters are adjusted to minimize the mean square error between real and estimated outputs. These estimated parameters are then used to estimate CBFV step responses to an ideal stepwise change in ABP. The ARX model has been tested and validated against alternative methods (Liu et al 2003) .
TRF is the usual nonparametric identification model in the frequency domain (Ljung and Glad 1994 , Panerai et al 1998 , Zhang et al 1998a , Tsuji et al 2000 . Hanning windows of 32 points in length were used with 30% superposition for auto-and cross-spectral estimation with the Welch periodogram. Spectra were smoothed with a three point triangular window (Panerai et al 1999) . The inverse FFT of the resulting frequency response functions were calculated, and hence the CBFV step responses estimated. The TRF method has been validated by showing that the TRF estimates obtained during spontaneous variations in ABP and CBFV can predict the CBFV response to the thigh-cuff test (Zhang et al 1998a) .
Marmarelis and colleagues proposed the WL model as a suitably robust approach to model vascular autoregulatory responses using the Laguerre expansion of Volterra kernels as a general model for nonlinear physiological systems (Marmarelis 1993 , Chon et al 1994 . One of the main advantages of this approach is a more efficient estimation of the system impulse response, and also reduced sensitivity to input signals that are not strictly white (Marmarelis 1993) . In the present study, only the first kernel was included, corresponding to the linear component of the system impulse/step response (Panerai et al 1999) . The WL method was tested by predicting CBFV response in the thigh-cuff test (Panerai et al 1999) .
For the causal ARX and WL methods, step responses were estimated for the range from 0 to 7 s. For TRF, CBFV step responses were calculated from −7 to 7 s.
Visual selection
Three experienced examiners, from three different research groups (EGR, RBP, DMS), visually inspected the CBFV step response estimates.
Step responses were first normalized by the initial peak value (P v ), which corresponds to their maximum value in the first 3 s. Responses for which P v was less or equal to zero were not normalized, since these should always be rejected. All step responses were then presented to each examiner, one at a time, and all examiners were blind to each others' conclusions. The following general criteria were adopted to reject CBFV step responses judged to be physiologically inconsistent (see figure 2): (a) negative initial value, (b) monotonically rising, (c) slow or delayed initial rise, (d) oscillatory with growing amplitude and (e) large negative final value in comparison with the initial peak. Figure 3 shows examples of acceptable responses, calculated by the three different system identification methods from the same epoch in a term baby.
Waveforms approved by two or three examiners were considered as accepted (Ac) responses and therefore suitable for subsequent interpretation with respect to intact or impaired autoregulation. The remainder were labelled as rejected (Re) responses. The fraction of Ac and Re responses obtained with each of the three system identification method was also analysed. 
Automatic selection
The method proposed to replace the visual selection of suitable CBFV stepresponses by an automatic, objective procedure is based on three main criteria: (i) the temporal pattern of the response, (ii) the initial peak value (P v ) and (iii) the final value (F v ) defined as the step response at t = 7 s. Criterion (i) is the most difficult to establish as it must involve step response patterns that are physiologically meaningful. The second-order model proposed by Tiecks et al (1995) provides a possible basis for a solution, as it generates ten standardized CBFV step responses, covering the range of responses from absence of autoregulation (ARI = 0) to the best autoregulatory performance that can be normally observed (ARI = 9). Although these predefined step responses are readily available (Tiecks et al 1995) , they cannot be used for direct comparison since each one of the three different system identification methods described in section 2.2. introduces its own 'signature' as indicated in figure 3 . As a consequence, it is necessary to obtain estimates of the ten different Tiecks step responses adapted for each one of the three system identification methods. These adapted responses will be referred to as standard step responses SSR(i, k), where i varies from 1 to 10 (autoregulation index) and k is the time (sample) index.
The following procedure was adopted to generate SSR(i,k) specific to each system identification method. Initially, the power spectral density was calculated for all ABP signals, and the median spectrum was determined. The ABP signal that had the power spectrum closest to the median was identified and called the standard ABP signal or ABP s . Using ABP s as input, the ten predefined Tiecks' model responses were simulated, generating ten standard CBFV signals. Each one of the three identification methods described earlier was applied to these standard signals, generating ten SSR(i,k) for each method (figure 3-dashed lines; note that the SSRs for ARX and WL are quite similar since the models are also closely related). CBFV step responses estimated from the recorded neonatal data were also obtained and are referred to as s(k). A rejection index (RI) was then calculated as the smallest of the mean square errors between s(k), and the ten possible SSR(i, k):
where k is the sample index, N is the number of samples in the step response and i is the SSR index varying from 1 to 10. The log-transform was applied in order for RI to more closely approximate a normal distribution. To avoid negative values, RIs were then shifted by the smallest index:
ROC curves were used to establish RI thresholds (RI th ) for accepting step responses, adopting the visual selection as 'gold standard'. Inferior and superior thresholds for P v and F v (P v th i , P v th s , F v th i and F v th s ) were selected so that 99% of the Ac estimates were included. In summary, automatic selection rejected step response estimates that did not satisfy all of the following criteria:
1. RI RI th ; 2. P v th i P v P v th s ; 3. F v th i F v F v th s .
Statistics
Agreement between each two visual examiners was quantified by the kappa coefficient (Cohen 1960) . For situations involving three or more classes, agreement was assessed by the intraclass correlation coefficient (ICC), as applied with the agreement between the three examiners, or between the automatic and visual selections (Bartko and Carpenter 1976) . The areas of ROC curves were compared pairwise, using a bootstrap approach (Margolis et al 2002) . First, the absolute value of the difference in area between the two ROC curves (ARX-TRF, ARX-WL, TRF-WL, respectively) was calculated. Then, based on the null hypothesis that there is no difference in the performance for two techniques, the two sets of RI values were combined, and from this set of 382 data points, two new sets of 191 data points were randomly selected (with replacement). The absolute value of the difference in area between the resultant two ROC curves was again calculated. This process (random selection and calculation of the difference in area) was repeated 499 times, and the fraction of differences bigger than those obtained originally between the two methods, was taken as the p-value (two-sided test). If less than p = 5% of the bootstrap cases provided such large differences, the result was considered significant. Differences in ABP power, CBFV/ABP CV ratio and mean coherence between ABP and CBFV (0.2-0.3 Hz) were compared between signals for which the step responses were rejected by 0, 1, 2 or all three methods. One-way unbalanced analysis of variance (ANOVA) was employed for this purpose.
Results
From the 43 neonates initially included in this study, 191 recordings, each 100 s in duration, were obtained from 36 subjects. Twenty-two subjects provided four or more recordings, the largest number from a single subject was 22, and only one subject provided a single recording.
The coefficients of agreement (kappa) for the visual selection performed by the three different investigators, given in table 1, were highly significant ( p < 0.01). Overall levels of agreement for the three classifiers were expressed by the ICC coefficient, and were also highly significant ( p < 0.01). The largest ICC value was obtained for WL, followed by ARX and TRF. of accepted responses. These were used as thresholds for rejecting P v and F v as described in section 2.4 (methods). Note that for P v , the upper limit for method TRF is P v = 16 (off the scale). From the initial 191 candidate step responses, the ARX model gave 124 (65 %) Ac responses, WL had 98 (51%) and TRF 90 (47%). The latter two numbers are significantly ( p < 0.01) different to those for the ARX model, but not ( p = 0.44) different from each other. Only 54 epochs, corresponding to 28% of the total, gave step responses that were classified as acceptable for all three system identification methods. This is shown in table 2, together with the number of epochs that had one, two and three rejections. The table also shows the number of rejected step responses broken down by system identification method. There is highly significant intraclass correlation between the rejections according to the three different step responses (ICC = 0.291, p < 10 −5 ). As stated above, in addition to RI, the initial peak (P v ) and the final value (F v ) of the step responses (value at t = 7 s) were also used to construct the objective selection criteria. shows the distribution of P v and F v for the accepted and rejected (approved by fewer than two evaluators) responses, for the three different identification methods. F v shows a much greater dispersion of values than P v , especially for the rejected responses (figure 4, right). For P v , most methods lead to considerable overlap between accepted and rejected responses, with the exception of TRF which shows a large number of responses with negative initial value. Using the visual selection as reference ('gold standard'), the ROC curves for RI showed excellent performance for all three system identification methods, as shown in figure 5 . The areas under the ROC curve were 0.939, 0.983 and 0.945 for ARX, TRF and WL, respectively. Statistical analysis of the area of the ROC curve showed that there is no significant difference in performance between ARX and WL, but that significantly ( p < 0.05, bootstrap method) larger areas are obtained for TRF, compared to the other two.
A threshold value of RI for rejecting a response was then selected. The point nearest the upper left corner, as shown in figure 5 (marked as •, corresponding to RI = 7.62, 8.21 and 8.09 for ARX, TRF and WL, respectively) was chosen as providing a good compromise between sensitivity and specificity. The ICC coefficients of agreement between automatic and visual selection for each method are given in table 3, for the case where only RI was used as automatic rejection criterion, and when using the combination of RI plus P v and F v criteria. In all cases, the inclusion of P v and F v did not contribute significantly to improve agreement, thus leading to the conclusion that RI can be used as the sole criterion. The distributions of ABP power, CBFV/ABP CV ratio and mean coherence are represented by boxplots in figure 6 . These are shown for the epochs that generated Re responses in none of the methods, in just one method, in exactly two methods and in all three methods. In all cases one-way ANOVA yielded p < 0.01, indicating that higher power in ABP, lower CV ratio and higher coherence in the signals, all lead to step responses that are less likely to be rejected.
Discussion
The need for a more objective approach to identifying step responses that are physiologically implausible was illustrated clearly by the results of this study. While the agreement between three different experienced evaluators was statistically significant, it was far from perfect when selecting what they subjectively considered acceptable step responses. This reflects the uncertainty reported by each specialist in carrying out this task. Without some review of the quality of the step response, poor signal quality may be translated into bad estimates of ARI, as suggested by previous investigations (Mahony et al 2000 , Panerai et al 2003 , Simpson et al 2004 . The proposed method should therefore contribute to reducing the risk of false inferences in assessing autoregulation, and the consequent potential for inappropriate patient management.
Of the three system identification methods considered, ARX was best in terms of the number of acceptable results, followed by WL and TRF. The different rates of acceptance of step responses with each of these methods (65, 51 and 47%, respectively) show that an appropriate selection of system identification technique can reduce the risk of obtaining aberrant step response estimates from spontaneously varying ABP and CBFV signals. From the results in table 2 and figure 6, it can also be inferred that some signals tend to produce poor (unacceptable) step response estimates, whatever the method. From table 2 it may be observed that two or more step responses were rejected in 46% of the recordings. At the other extreme, 54 responses (28%) were accepted with all three methods, suggesting that in these signals, system identification was robust and not sensitive to peculiarities of the methods used. The ICC ( p < 10 −5 ) confirms that the rejection of a step response obtained by one method is correlated with the rejection of the step response found by other methods. It thus appears from this multi-observer visual selection exercise that unacceptable step responses are frequently caused by recordings with poor signal-to-noise ratio (or other problems), rather than just the inadequate performance of the specific system identification method employed. This conclusion is reinforced by the results presented in figure 6 , showing that the number of responses rejected varies inversely with the mean coherences, and directly with the ratio of the coefficients of variation of CBFV and ABP; both these parameters may be considered to reflect the signal-to-noise ratio. Increased variability of ABP (see figure 6 ) also provides a greater challenge to the autoregulatory system, with results that are likely to show more robust evidence of the control system's activity. It has been hypothesized (Panerai et al 2003b) that only the larger spontaneous stepwise changes in blood pressure provide a sound basis for assessing autoregulatory activity. Furthermore, it has been found in previous work that the estimation error (standard deviation) of estimates of ARI and other measures of autoregulation vary inversely with the variability (variance) in ABP (Simpson et al 2004 , Liu et al 2005 .
It could be argued that using different modelling techniques, such as the second-order model proposed by Aaslid (Tiecks et al 1995) , which produces a set of predefined and 'well-behaved' step responses, would have avoided the problem of unacceptable responses altogether. Unfortunately, the use of models with constrained responses cannot overcome the limitations of recordings with low SNR, and these models could lead to seriously misleading conclusions, if applied uncritically to signals of poor quality. One might even suggest that approaches such as TRF, WL and ARX are preferable, precisely because they provide quite evidently unacceptable results, when the data is unsuitable for assessing autoregulation.
This work concentrated mainly on the temporal pattern of the CBFV step response to construct an automatic method (RI index) for selecting acceptable responses. The aim was to follow the criteria normally used by expert investigators performing visual selection. The attempt to complement the RI criteria with the initial and final value of the step response was successful only to a very limited extent, as illustrated by table 3 and figure 4, showing that these two parameters cannot separate accepted from rejected responses. On the other hand, the results obtained with RI alone surpassed expectations, as indicated by the large areas under the ROC curves. As shown in figure 5 , it is possible to select operating points with sensitivities and specificities around 85-90% which can be regarded as excellent for the purposes of rejecting inadequate responses. Moreover, automatic selection showed better agreement with the visual consensus for each method (table 3) than did the experts amongst themselves (table 1) . Clearly these are very encouraging results for the application of this method in data from neonates. It should be pointed out however, that this result was obtained when using the 'optimal' operating point on the ROC curve, which was derived from the current data set. Further evaluation on an independent ('test') sample is desirable in order to more robustly evaluate the method, but this lies beyond the scope of the current paper. Such evaluation should include adults as well as neonates, and both patients with impaired autoregulation and normal subjects. It should also be emphasized that the particular threshold values for RI used in the current work may be inappropriate in other studies, in which a different balance between sensitivity and specificity may be desirable. Furthermore, different sampling rates, pre-processing methods and lengths of the impulse response, may also affect the RI.
The automated technique and the individual evaluators provided, on average, similar levels of agreement with the consensus of two or more evaluators. In some of the cases investigated, however, the agreement of the automated technique with the consensus was better than that of individual evaluators. The advantage of the automatic method clearly is its objectivity, and hence the possibility of being adopted to standardize inter-study comparisons and to reduce the risk of bias or inappropriate selection by less experienced investigators. However, the results are based on the subjective judgement of three, albeit experienced, observers. Clearly it would be desirable to make this choice based on some 'gold standard' method. However, such a robust reference is not available for selecting step responses, and is still sadly elusive for measuring dynamic autoregulation. Thus, whether or not the automated technique now provides a more appropriate assessment than each or all of the observers remains an open question.
A limitation of this work was the use of a hand-held ultrasound probe to perform recordings of CBFV. Most TCD recordings in adults use a purpose built frame to hold the transducer, but generally this is not possible with very premature or high-risk neonates. Although the Doppler operators monitored the quality of CBFV waveforms continuously, a hand-held transducer is more sensitive to movements of the neonate than a fixed probe and this can partially explain the high rate of recordings that were rejected with two or more system identification methods (46%). On the other hand, the difficulty of finding a solution to the problem of probe fixation in neonates is another reason for introducing automatic methods for response selection that can eliminate signals containing movement artefacts or other sources of noise using an objective criterion. Changes in CBFV are directly related to changes in cerebral blood flow, as long as the diameter of the insonated vessel remains constant. Significant changes in the diameter of the neonatal MCA have not been demonstrated, but it is important to keep in mind that potential changes in MCA diameter will be reflected as an independent source of variation and therefore will contribute to worsen SNR and increase the probability of rejection.
It might also be pointed out that the method proposed here could be adapted to other problems in biomedical system identification, where impulse, frequency or step respones are used to evaluate the interaction between physiological signals. Considering the difficulties encountered in recording physiological data, it is often desirable to be able to identify cases where results are too implausible for any valid conclusions to be drawn. An objective approach, such as the one proposed here, provides a relatively simple means of determining if the 'shape' of the response is acceptable.
Conclusion
Rejection of physiologically implausible CBFV step responses, by three independent experienced investigators, based on visual inspection, demonstrated significant inter-observer agreement and highlighted signal quality as the main reason for rejection. In addition, rejected responses were significantly associated with signals having relatively low ABP power, low spectral coherence and high CBFV/ABP CV ratio. Of the three system identification methods applied, ARX provided the highest and TRX the lowest number of 'acceptable' responses.
An automated method was proposed to accept/reject CBFV step responses based on a well known model of dynamic autoregulation step responses, and this was shown to perform well, compared to the consensus of experts. The method provides a solution to the long-standing problem of objectively identifying those responses which might be considered unreliable.
