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Abstract
In the present Thesis we study the behavior of multi-time correlation functions and of thermo-
dynamical quantities such as heat in open quantum systems undergoing an evolution generally
affected by the presence of memory effects, i.e. non-Markovian. In the last decade, a large part of
the scientific community in this field has dedicated its efforts to the understanding, precise def-
inition and quantification of non-Markovianity in the quantum realm and now we have at our
disposal several benchmark results and a plethora of different estimators that allow to determine
the degree of non-Markovianity of a given dynamics. It comes therefore natural to investigate
how other different dynamical quantities relate to such estimators also in order to understand
the physical implications of memory effects on the statistics of observable quantities.
In the first part of this work, a quantitative test of the violation of the so-called quantum
regression theorem in presence of a non-Markovian dynamical regime is investigated. The quan-
tum regression theorem represents a procedure that, whenever valid, allows to reconstruct two-
time correlation functions of system’s operators from the sole knowledge of the dynamics of
mean values. It is worth stressing that two-time correlation functions are necessary in order to
fully characterize the statistical properties of a quantum system, since they are able to catch as-
pects of the dynamics, such as fluorescence spectrum, in general not accessible looking at mean
values. Despite their relevance however, obtaining two-time correlation functions often repre-
sents a formidable task, since the knowledge of the full “system+environment” dynamics is re-
quired, a generally too demanding request in the context of open quantum systems theory. The
quantum regression theorem represents in this regard the easiest route to determine two-time
correlation functions, this highlighting its importance. In this work we show that, in a pure-
dephasing spin-boson model, the quantum regression theorem represents a stronger condition
than non-Markovianity, in the sense that any presence of memory effects in the reduced dynam-
ics inevitably results in violations to the former. These results have been published in [1].
The second part of the Thesis is devoted to the characterization of heat flow at the microscopic
level in open quantum systems, both finite and infinite dimensional. In particular we begin by
studying the time behavior of its mean value in a non-Markovian dynamical regime, showing
that, at variance with what happens in the Born-Markov semigroup limiting case, heat can back-
flow from the environment to the system. After providing a condition for the occurrence of such
phenomenon and a measure for its amount for a given dynamics, the relationship with suit-
able non-Markovianity estimators is sought in two paradigmatic models, namely the spin-boson
and the quantum brownian motion. The results, collected in [2, 3], on the one hand allow for
the identification of parameter-regions where the heat backflow is absent or maximum. On the
other hand they show that the occurrence of heat backflow represents a stricter condition than
non-Markovianity, in the sense that non-Markovianity allows for the observation of heat flowing
back from the environment to the system and, vice versa, a Markovian dynamics prevents its
occurrence. This Thesis concludes with the formulation of a new family of lower bounds to the
mean dissipated heat in an environmental-assisted erasure-protocol scenario where Landauer’s
principle applies. As originally conceived for classical systems, this principle states that every
irreversible erasure of information stored in a system inevitably carries along an amount of heat
dissipated into the environment which is expended to perform the action. Within the frame-
work recently put forward in [4], which guarantees the validity of Landauer’s principle in an
open quantum systems scenario, we provide an asymptotically tight family of lower bounds to
the dissipated heat which are also valid in the non-equilibrium setting. This construction is ap-
plied to an open system consisting of a three-level V-system, in which one transition is externally
pumped by a laser field while the other is coupled through an XX-interaction to an environment
consisting of a spin chain. Beside calculating all these quantities, an exact solution for the dy-
namics of such system is also provided. These results are collected in [5].
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Acknowledgements
The last three years seem to have passed in the blink of an eye. At the same time, they have been so intense to
leave an indelible footprint on me. In these next few lines I would like to thank the people who contributed
to make these years of PhD a great journey.
First of all, I would like to express all my gratitude and esteem to my supervisor Prof. Bassano Vacchini, for
all his endless help, everlasting availability, patience and kindness. His admirable rigour and methodology
will always represent an invaluable treasure to me and a goal towards which I will always try to aim for in
my future research.
I would also like to deeply thank Prof. Ludovico Lanz, who has represented (and always will) an example
and a mentor to me. He has taught me countless things, constantly stimulating my curiosity and love for
fundamental Physics.
My most sincere gratitude goes to Prof. Chikako Uchiyama, for her immeasurable help and kindness.
Her presence has been of paramount importance in my formation, having introduced me to full-counting
statistics and to the fascinating world of quantum thermodynamics.
I am also grateful to Prof. Matteo Paris and his group of Applied Quantum Mechanics at the University of
Milan, in particular Prof. Stefano Olivares, Prof. Simone Cialdi, Prof. Fabrizio Castelli, Dr. Dario Tamascelli,
Dr. Matteo Bina and all the PhD students and Postdocs there. Thanks for all the countless and interesting
discussions during these three years, for all their kindness and warmth and for our conversations about
music and zombies and trash movies during lunch breaks, which made me feel in real good company.
During the last year I had the luck of spending one month at the Turku Centre for Quantum Physics (TCQP)
of the University of Turku and of visiting twice, for ten days each, the Centre for Theoretical Atomic, Molec-
ular and Optical Physics (CTAMOP) of the Queen’s University of Belfast. Both have been invaluable and
wonderful experiences and I cannot recall how many interesting and fruitful discussions arose there. Hence
I would like to express all my deepest gratitude to my hosts, Prof. Sabrina Maniscalco and Prof. Mauro
Paternostro, for making these opportunities not only possible but also unforgettable and for all the good
Physics research done together. On such occasions I also worked and became friend with several researchers
I would like to acknowledge. First of all, I am deeply grateful to Dr. Steve Campbell, for all the work, done
and ongoing, on Landauer’s bound in spin-chain systems and for all the really great time spent together in
Belfast and in Milan. My thanks also go to Dr. Johannes Nokkala, for our work on the thermodynamics of
the quantum brownian motion done in Turku and for showing me how friendly and insensible to weather
conditions can Finnish men be. Thanks also to all the researchers in Belfast and in Turku, with whom I
discussed for brief or long time but always learning new things, from Dr. John Goold, Dr. Simon Pigeon,
Dr. Rebecca Schmidt, Dr. Mikko Tukiainen and many more.
Thanks to Dr. Mario Motta for having been, and still being despite the Atlantic ocean between us now, a
true friend all these years and for the great work on the uncertainty relations of single-photon observables.
My sincere gratitude to all the people here at the University of Milan and to those who I met during these
three years at conferences and workshops, starting from Dr. Andrea Smirne (whose help and friendship
have accompanied me since my Master Thesis) to Prof. Marco Potenza, Prof. Massimiliano Rome´, Prof.
Luca Guido Molinari, Dr. Fabrizio Armani, Dr. Ruggero Caravita, Dr. Davide Biganzoli, Dr. Stefano Capra,
Dr. Alessandro Banaudi and many more. Special thanks go to my officemate during all these three years,
Dr. Camilla Santoli. I want to thank her for having been a true friend, for all our fascinating discussions
about black holes and space time, for all the lunch-breaks watching MasterChef and laughing, for all the
delicious sweets and breads she cooked, for the postcards she sent during travels and conferences and, last
but not least, for the laughs in front of a beer after hard work.
My deepest thanks and love to Chiara, whom I had the luck to meet. Thanks for all her whole-heartedly
support, her patience, for all the awesome pastas she cooked for me, for our discussions and our unforget-
table travels, for being herself and for the beautiful time spent together. Finally, I would like to thank my
family, including the “newcomer” Kant, our always-purring kitten. Words will never be enough to repay
them for all their love, their unwavering support in every moment, the trust they placed in me and for their
patience for my calculations and for having my room and my stuff always organized “towards the maxi-
mum entropy achievable”. I cannot express how much lucky and beholden I feel for having them. I can
only say that surely, without them, I would not been here now writing these words.
Giacomo
v

Contents
Abstract iii
Acknowledgements v
1 Introduction 1
1.1 Thesis Outline . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 2
2 Open quantum systems 7
2.1 Composite quantum systems . . . . . . . . . . . . . . . . . . . . . . . . . . 7
2.1.1 Linear transformations . . . . . . . . . . . . . . . . . . . . . . . . . . 11
2.1.2 Complete positivity . . . . . . . . . . . . . . . . . . . . . . . . . . . 13
2.2 Reduced dynamics: dynamical maps and master equations . . . . . . . . . 15
2.2.1 Dynamical maps . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 15
2.2.2 Master equations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 17
2.2.2.1 Projection operator approach to the description of the re-
duced system’s dynamics . . . . . . . . . . . . . . . . . . . 17
2.2.2.2 Perturbation expansion of the time-local generator . . . . 20
2.2.3 From dynamical maps to master equations and vice-versa . . . . . 21
2.2.4 Structure of time-local master equations . . . . . . . . . . . . . . . . 22
2.2.4.1 Trace and hermiticity preservation . . . . . . . . . . . . . 22
2.2.4.2 Complete positivity and time-local master equations: Quan-
tum dynamical semigroups and the Gorini-Kossakowski-
Sudarshan-Lindblad master equation . . . . . . . . . . . . 24
3 Non-Markovianity of open quantum systems 29
3.1 Classical Markov processes . . . . . . . . . . . . . . . . . . . . . . . . . . . 29
3.1.1 Formal definition and properties . . . . . . . . . . . . . . . . . . . . 29
3.1.2 The Chapmann-Kolmogorov equation . . . . . . . . . . . . . . . . . 30
3.1.3 Divisibility and non-Markovianity . . . . . . . . . . . . . . . . . . . 32
vii
Contents viii
3.1.4 The l1−norm . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 33
3.2 Quantum non-Markovianity . . . . . . . . . . . . . . . . . . . . . . . . . . . 34
3.2.1 CP-divisibility based criterion of quantum non-Markovianity . . . 36
3.2.1.1 Continuous-variable systems and Gaussian states . . . . . 37
3.2.2 Trace-norm based criterion of quantum non-Markovianity . . . . . 40
3.2.3 Other relevant non-Markovianity quantifiers . . . . . . . . . . . . . 43
3.2.3.1 Bloch Volume . . . . . . . . . . . . . . . . . . . . . . . . . . 43
3.2.3.2 Relative Entropy and Quantum Mutual Information . . . 44
3.2.3.3 Entanglement . . . . . . . . . . . . . . . . . . . . . . . . . 45
3.2.3.4 Fidelity and Bures distance . . . . . . . . . . . . . . . . . . 46
3.2.3.5 Quantum Fisher Information and Quantum Interferomet-
ric Power . . . . . . . . . . . . . . . . . . . . . . . . . . . . 47
4 Characterization of two-time correlation functions: the quantum regression
theorem 53
4.1 The quantum regression theorem . . . . . . . . . . . . . . . . . . . . . . . . 54
4.1.1 Multi-time correlation functions . . . . . . . . . . . . . . . . . . . . 55
4.1.2 Two-time correlation functions and the quantum regression theorem 56
4.2 The pure-dephasing spin-boson model . . . . . . . . . . . . . . . . . . . . . 59
4.2.1 The model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 59
4.2.2 The master equation . . . . . . . . . . . . . . . . . . . . . . . . . . . 62
4.2.3 Measures of non-Markovianity . . . . . . . . . . . . . . . . . . . . . 63
4.2.3.1 General expressions . . . . . . . . . . . . . . . . . . . . . . 63
4.2.3.2 Zero-temperature environment . . . . . . . . . . . . . . . 64
4.2.4 Validity of regression hypothesis . . . . . . . . . . . . . . . . . . . . 67
4.2.4.1 Exact expression versus quantum regression theorem . . 67
4.2.4.2 Quantitative analysis of the violations of the quantum re-
gression theorem . . . . . . . . . . . . . . . . . . . . . . . . 69
4.3 Photonic realization of dephasing interaction . . . . . . . . . . . . . . . . . 70
4.3.1 The model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 71
4.3.2 Lorentzian frequency distributions . . . . . . . . . . . . . . . . . . . 72
4.3.2.1 Semigroup dynamics . . . . . . . . . . . . . . . . . . . . . 72
4.3.2.2 Time-inhomogeneous Markovian and non-Markovian dy-
namics . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 72
5 Characterization of heat dynamics in non-Markovian open quantum systems 77
5.1 The first law of quantum thermodynamics: internal energy, work and heat 78
5.2 Full-counting statistics and two-time measurement protocol . . . . . . . . 81
5.2.1 Generalized master equation . . . . . . . . . . . . . . . . . . . . . . 83
5.3 Heat backflow in weakly-coupled discrete- and continuous- variables sys-
tems . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 86
5.3.1 Definition and measure . . . . . . . . . . . . . . . . . . . . . . . . . 90
5.3.2 The spin-boson model . . . . . . . . . . . . . . . . . . . . . . . . . . 91
5.3.2.1 Numerical evaluation of the heat backflow measure . . . 96
5.3.2.2 Relationship with non-Markovianity of the reduced dy-
namics . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 103
5.3.3 The quantum brownian motion . . . . . . . . . . . . . . . . . . . . . 105
5.3.3.1 Numerical evaluation of the heat backflow measure . . . 109
Contents ix
5.3.3.2 Heat backflow in the strong coupling regime . . . . . . . 111
5.3.3.3 Relationship with the non-Markovianity of the reduced
dynamics . . . . . . . . . . . . . . . . . . . . . . . . . . . . 117
6 Landauer’s principle in non-Markovian open quantum systems 121
6.1 The second law of quantum thermodynamics in open quantum systems . 121
6.2 The Landauer principle and the environmental-assisted erasure protocol . 124
6.3 Full - counting statistics approach to a lower bound to the mean dissipated
heat . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 126
6.3.1 Relationship with non-unitality of the environmental channel . . . 128
6.3.2 Relationship between the new family of lower bounds and theα−Re´nyi
divergence . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 129
6.4 The XX-coupled pumped V-system . . . . . . . . . . . . . . . . . . . . . . . 131
6.4.1 The model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 131
6.4.2 The master equation . . . . . . . . . . . . . . . . . . . . . . . . . . . 133
6.4.3 The dissipated heat statistics and new lower bound . . . . . . . . . 137
7 Conclusions 143
7.1 Outlook . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 146
A Analytic solutions for the heat statistics in the XX-coupled pumped V-system 149
Bibliography 153

To my Beloved Family
xi

1
Introduction
Quantum mechanics provides a description of statistical experiments at the microscopic
level. The standard under-graduate course in quantum mechanics deals with closed sys-
tems and with their evolution, which are dictated by a one-parameter group of unitary
operators.
Every concrete physical system has however to be considered as open for two fundamen-
tal reasons.
The first one is the unavoidable (mutual) interaction with an environment. Since the
description of the compound “system+environment” (which again would be closed in
its overall) is almost never feasible due to the complexity of the environment, one has to
restrict the attention on the system, keeping track of the effects of the interaction with the
environment on the dynamics. The solution of this problem is precisely what the theory
of open quantum systems deals with.
The second reason is that quantum mechanics is, as mentioned at the beginning, an in-
trinsic statistical theory where, following the modern formulation developed by Ludwig
[6], Holevo [7] and Kraus [8], the experimental quantities which can be compared with
the predictions of the theory are the relative frequencies that a preparation apparatus,
representing an ensemble of identically prepared quantum systems, triggers a macro-
scopic measurement apparatus. This coupling between a quantum system and a mea-
surement device however does actually represent a paradigmatic example of open quan-
tum system interacting with an environment. For this reason, many concepts and tools
introduced within the statistical formulation of quantum mechanics for composite sys-
tems lie now at the basis of the description of open quantum systems.
The interaction between system and environment generally entails the loss of those typ-
ical quantum properties, such as coherence or entanglement, a phenomenon which gen-
erally goes under the name of decoherence [9]. The preservation of such properties has
however been proven to be an essential feature in countless physical situations such as
quantum computation, quantum information and even quantum biology, in which the
“quantumness” of concrete physical systems (in unavoidable contact with an environ-
ment) was to be taken into account. In the last few decades therefore, an increasing effort
1
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has been put into developing the theory of open quantum systems, the reason being thus
both practical and fundamental.
Whenever we move from a closed to an open quantum system, its dynamics gets im-
mediately more involved than just unitary evolution, and is given in terms of a so-called
master equation. Though a general structure for the latter in the case of completely generic
initial conditions, couplings and Hamiltonians is still nowadays not known, a corner-
stone result in this direction was given by Gorini, Kossakowski, Sudarshan and Lind-
blad, who determined the form of the generator of a completely positive quantum dy-
namical semigroup. Starting from a microscopic description of the physical model under
consideration, the set of assumptions and approximations involved to obtain a master
equation of this form are however proven to be very restrictive and thus this approach
very often fails to apply to concrete situations. The key assumption to obtain an effective
dynamics described in terms of a quantum dynamical semigroup, usually considered as
the closest quantum counterpart of classical time-homogeneous Markov process, is that
memory effects are taken to be negligible, due to a separation of the much faster time
scale of the environment with respect to that of the open system.
It is usually the case that violations of this time-scales separation occur, for example,
in situations of strong coupling regime between system and environment, structured or
finite-dimensional environment or low bath temperatures. Even if this is not the case, the
huge and fast development of quantum technologies has opened the possibility to access
time-scales of the order of femtoseconds, allowing to resolve the dynamics of open quan-
tum systems at very short time scales, comparable to those of the environment. Within
all these situations, memory effects, generically referred to as non-Markovian effects, play
a fundamental role in the correct determination of the statistical properties of open quan-
tum systems. As a consequence, lots of efforts have been devoted in the last decades to
the characterization of memory effects in quantum systems, meanwhile addressed both
to actually define what is meant by a non-Markovian dynamics in the quantum realm
and to quantitatively estimate the degree of non-Markovianity of a given reduced dy-
namics. Several benchmark results have been obtained in this regard [10–20] and now
we have at our disposal a plethora of quantifier of non-Markovianity, each of which
shedding light upon this property of the dynamics from a slightly different angle. It
is therefore very natural to ask how the presence or absence of memory effects in the
reduced dynamics affects other statistically relevant properties, such as multi-time cor-
relation functions or thermodynamical quantities e.g. energy, heat and work. This is
the leitmotif of the present Thesis, in which we will consider several of these proper-
ties and quantities in order to investigate their behavior in presence of a non-Markovian
dynamics, searching for a connection between them.
1.1 Thesis Outline
This Thesis is organized as follows.
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Chapter 2 provides an introduction to the main notions of open quantum systems theory
which will be useful throughout the remaining of the work. In the first Section we intro-
duce the notions of composite quantum systems, which stand at the very basis of open
quantum systems’ theory. In particular the concepts of statistical operators, POVMs,
trace and partial trace, linear maps and complete positivity are presented here. In the
following Section we apply them to the framework of open quantum systems, where
the definitions and properties of quantum dynamical maps and master equations are
discussed in detail. The connection between the dynamical descriptions provided by
full unitary evolutions, dynamical maps and master equations is drawn, together with
explicit indications of how to obtain one from another. Finally, the constraints on the
structure of the master equations imposed by the properties of the associated dynamical
map are presented. In particular in Subsection 2.2.4.1 we show how trace and hermiticity
preservation reflect upon the structure of time-local master equations, and in Subsection
2.2.4.2 we conclude the Chapter by discussing the role of complete positivity on the latter,
presenting the well-known Gorini-Kossakowski-Sudarshan-Lindblad generator.
Chapter 3 is devoted to clarify the notion of non-Markovianity. In order to make the
exposition of the concepts as clear as possible, we first introduce this concept in Section
3.1 within the classical theory of stochastic processes. Building upon this, we then move
to speak about quantum non-Markovianity in Section 3.2, showing the analogies and the
differences with the classical case and making a detailed survey of all the main criteria
and measures of non-Markovianity so far introduced.
In Chapter 4 we discuss the relationship between non-Markovianity and the quantum
regression theorem, an useful theoretical tool which, whenever valid, allows to recon-
struct, from the bare knowledge of the mean values of system’s observables, the two-time
(multi-time) correlation functions. The latter quantities contain significant information
about the system which are not contained in the mean values; a well known example
of this is represented by resonance fluorescence spectrum [21, 22]. In general, access-
ing them can prove a formidable task; the quantum regression theorem is arguably the
most simple way to accomplish it. In this Chapter we will investigate how the assump-
tions and approximations which guarantee the validity of this procedure relate with the
conditions under which the dynamics describing the evolution of an open quantum sys-
tem is Markovian or non-Markovian. A suitable figure of merit for the violations of the
quantum regression theorem, that can be interpreted as the relative error between the
two-time correlation functions obtained exactly and by applying this procedure, is also
introduced in order to make the connection with the non-Markovianity more quantita-
tive. This analysis is then carried out explicitly in a specific system, the so-called pure
dephasing spin-boson model, where the estimator of the violations to the quantum re-
gression theorem is analytically evaluated and related to two well-known measures of
non-Markovianity, one based on the time-behavior of the trace distance between two re-
duced states of the system [11] and the other based on violation of completely-positive
divisibility [13].
In Chapters 5 and 6, discussion is centred on the characterization of the change in the
environmental energy, i.e. heat, in non-driven open quantum systems undergoing a non-
Markovian evolution.
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In particular, Chapter 5 is devoted to investigate how the mean heat flow between an
open system and its environment behaves in presence of memory effects in the reduced
dynamics. This task is accomplished by means of the so-called full-counting statistics
formalism which allows to reconstruct in principle all the cumulants of the probability
distribution for the change in a generic observable of a quantum system. This investi-
gation tool, widely employed in quantum thermodynamics community to characterize,
for example, the energy flow in quantum thermal machines, is presented in Section 5.2.
By making use of it, we reconstruct the heat flow which occurs in a non-Markovian dy-
namical regime, both for finite and Gaussian open quantum systems. At variance with
what happens in the Born-Markov semigroup approximation, where a steady heat flow
from the hotter to the colder subsystem takes place, a backflow of heat from the envi-
ronment to the system can originate, even in absence of initial temperature gradient,
when the dynamics is non-Markovian. A suitable condition for the occurrence of this
phenomenon and a measure for its amount as property of the dynamical map determin-
ing the reduced dynamics is given in Section 5.3 and related with suitable quantifiers of
non-Markovianity in two paradigmatic and important models: the spin-boson system in
Subsection 5.3.2 and the quantum brownian motion in Section 5.3.3.
In Chapter 6 we will finally deal with the formulation of a new family of lower bounds
for the mean dissipated heat in a general environmental-assisted erasure-protocol sce-
nario, where Landauer’s principle applies [4, 23]. After discussing the second principle
of quantum thermodynamics in Section 6.1 and its equivalent formulation in terms of
Landauer’s principle in Section 6.2, we derive, again by means of a full-counting statis-
tics approach, the above-mentioned family of lower bounds, which have the properties
to be always asymptotically tight and also valid in a non-equilibrium scenario. Their
explicit evaluations are carried out in a novel interesting quantum system consisting of
a three-level V-system, externally pumped by a laser, and coupled to an environment
made of a two-level system through an XX interaction. Analytic exact solutions for the
dynamics of such system are also provided and discussed in Section 6.4.
Conclusions are finally drawn in Chapter 7.


2
Open quantum systems
2.1 Composite quantum systems
At the very root of open quantum systems theory lies the concept of composite quantum
system, of which we will then now present the main notions that will be useful for our
purposes.
As the name suggests, a composite quantum system is made of two (or more) quantum
systems, generally interacting with each other, regarded as subsystems of the former.
Without lack of generality, let us assume to deal with a composite quantum system made
of two subsystems, which we label as S and E for future convenience.
Quantum mechanics associates to every physical system a separable Hilbert space H ,
equipped with the scalar product 〈φ|ψ〉, with |φ〉 , |ψ〉 ∈ H , and with the induced norm
‖ |ψ〉 ‖= √〈ψ|ψ〉. Denoted with HS and HE the Hilbert spaces associated to the sub-
systems S and E respectively, the structure of the Hilbert space of the composite system
SE is simply given by the tensor product HSE = HS ⊗HE . Given a generic Hilbert
space H , we will denote with B(H ) the set of all linear and bounded operators O on
the Hilbert space; such set is itself a Banach space with respect to the ‖ · ‖∞ norm defined
as
‖ O ‖∞= sup
‖|ψ〉‖=1
‖ O |ψ〉 ‖ . (2.1)
In case of a composite system, given two linear operators OS ∈ B(HS) and OE ∈
B(HE), we can define the linear operator acting on HSE by taking their tensor prod-
uct OS ⊗OE and any operator OSE ∈ B(HSE) can be written as
OSE =
∑
k
OS,k ⊗OE,k. (2.2)
In particular, operators of one particular subsystem of a composite system, say S for con-
venience, take the form OS ⊗ 1E , and are said to be local operators of S (or equivalently,
to act locally onHS).
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Moreover, given a positive operator O ∈ B(H ) acting on a generic Hilbert space, i.e.
such that
〈ψ|O|ψ〉 ≥ 0 ∀ |ψ〉 ∈H , (2.3)
its trace, given a complete orthonormal basis orthonormal basis {uk}k=1,2,... ∈ H , is
defined as
Tr [O] ≡
∑
k
〈uk|O|uk〉 . (2.4)
If the trace is finite, i.e. if the series in Equation (2.4) converges, then the result is in-
dependent on the choice of the basis; the set of all operators O ∈ B(H ) whose trace is
finite, which will be denoted with τ (H ) and referred to as the set of trace-class operators,
is a Banach space with respect to the so-called trace norm defined as
‖ O ‖1= Tr [|O|] O ∈ τ (H ) (2.5)
Whenever composite systems are taken into account, the trace can be carried out also
on a particular subsystem S/E of the composite systems, thus producing an operator
acting on the complementary Hilbert space one associated with the subsystem S/E (thus
on E/S respectively). This operation, called partial trace, will be denoted with a pedex
corresponding to the subsystem over which the operation is being performed, i.e.
OS/E = TrE/S [OSE ] , (2.6)
which describes an average performed over the degrees of freedom of the system over
which the trace is performed. From a physical point of view, the partial trace over a
system corresponds to averaging out that contribution in favour of focusing the attention
on the remaining subsystem.
A remarkable property of the trace is that it gives the following form of duality between
τ (H ) and B(H )
Tr :B(H )× τ (H )→ C
(O,A) 7→ Tr
[
O†A
] , (2.7)
which is well defined since the product of a trace class operator and of a bounded op-
erator is still a trace class operator. Equation (2.7) defines a scalar product on τ (H ) 1 ,
1τ (H ) is a bilateral ideal of B(H ), which means that ∀O ∈ τ (H ) and ∀B ∈ B(H ), we have that the
products OB,BO still belong to τ (H ) and in particular
‖ BO ‖1≤‖ B ‖∞ ‖ O ‖1 . (2.8)
Another important bilateral ideal of B(H ) is represented by the setHS(H ) made of linear operators onH
such that
Tr
[
O†O
]
< +∞. (2.9)
HS(H ) is both a Hilbert space with respect to the Hilbert-Schmidt scalar product (2.13) and a Banach space
with respect to the Hilbert-Schmidt norm
‖ A ‖2=
√
Tr [O†O], O ∈ HS(H ). (2.10)
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known as Hilbert-Schmidt scalar product, defined as
〈O,B〉 = Tr
[
O†B
]
. (2.13)
According to the modern statistical formulation of quantum mechanics [6–8], a generic
system’s state, i.e. the representative of an equivalence class of preparation procedures,
is represented by a trace class, semi-positive and with trace equal to 1 operator, called
statistical operator, i.e. an element of
S(H ) = {ρ ∈ τ (H )|ρ ≥ 0, ‖ ρ ‖1= 1}, (2.14)
which is a convex subset of τ (H ). The latter property physically traduces the possibility
to consider a statistical mixture of states as a state itself. In particular, the extremal points
of S(H ), i.e. one dimensional projectors
ρ = |Ψ〉 〈Ψ| , |Ψ〉 ∈H , (2.15)
are referred to as pure states and correspond to the highest control in the preparation
procedure since their Von-Neumann entropy
S(ρ) ≡ −Tr [ρ ln ρ] (2.16)
is zero. In contrast, any state which can be written as a convex combination of pure states
is said to be mixed
ρ =
∑
k
λk |Ψk〉 〈Ψk| , λk ≥ 0,
∑
k
λk = 1, 〈Ψk|Ψl〉 = δk,l. (2.17)
In the case of a composite quantum system, given a generic statistical operator ρSE ∈
S(HSE) describing its state, one can introduce the statistical operators representing the
states of the subsystems S and E, often called marginals, respectively by means of the
partial trace (2.6)
ρS ≡ TrE [ρSE ] , ρS ∈ S(HS)
ρE ≡ TrS [ρSE ] , ρE ∈ S(HE).
(2.18)
In the simplest case where the subsystems S and E do not interact with each other and
thus are uncorrelated, the state of the composite system ρSE is given by a factorized (or
product) state of the form
ρSE = ρS ⊗ ρE . (2.19)
Since the following chain of inequalities holds
‖ B ‖∞≤‖ B ‖2≤‖ B ‖1, (2.11)
it follows that
τ (H ) ⊆ HS(H ) ⊆ B(H ). (2.12)
Note that, even though O ∈ B(H ) is not positive, its Hilbert-Schmidt norm is well defined by virtue of the
fact that the operator |O| ≡
√
O†O is positive by construction.
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Another class of states describing a composite system are those of the form
ρSE =
∑
k
pkρS,k ⊗ ρE,k, pk ≥ 0∀k,
∑
k
pk = 1, (2.20)
with ρS/E,k ∈ S(HS/E). These statistical operators physically correspond to states, re-
ferred to as separable, which have been prepared by means of local operations performed
independently on the two subsystems plus a classical communication; correlations built
up this way between S and E are only classical.
There is one other class of states of the composite system SE, i.e. the collection of all
the statistical operators which cannot be represented as separable state. Such states are
called entangled. The entanglement is a genuinely quantum feature and has a central
role in many fields of application, such as for example quantum information theory and
theoretical foundations problems. Since an extended exposition and discussion of the
entanglement and its witnesses in a general framework are beyond the scopes of this
Thesis, we refer the interested reader to [24].
Alongside with states, regarded as preparation procedures, in the statistical interpreta-
tion of quantum mechanics one associates to registration procedures, operated by suit-
able macroscopic devices, the observables of the system. Their mathematical representa-
tives are given in terms of positive operator-valued measures (POVMs) which, provided Ω
denotes the set of the possible outcomes of a measurement performed on a given observ-
able and Σ(Ω) its σ−algebra, are linear and convex-preserving maps of the form
F : Σ(Ω) −→ B(H )
M −→ F(M), (2.21)
where F(M) ∈ B(H ) is called effect and has the following properties:
0 ≤ F (M) ≤ 1, (2.22)
F (Ω) = 1, (2.23)
F (∪kMk) =
∑
k
F (Mk) if Mk ∩Ml = ∅ for k 6= l. (2.24)
The effect F(M) is in general not idempotent, i.e. F2(M) 6= F(M); when it does, F(M)
corresponds to a projection operator and we speak of projection-valued measure (PVM).
The final and key ingredient which combines together states and observables to give
statistical predictions, which can then be compared with experimental quantities, is pro-
vided precisely by the above-introduced duality form (2.7), induced by the trace, be-
tween τ (H ) and B(H ). Given a generic quantum system prepared in a state ρ ∈ S(H ),
the probability that a certain observable described by a POVM F takes value in a Borel
set M is given by the so-called Born rule
µFρ (M) = Tr [ρF (M)] . (2.25)
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This expression represents the deep core of the statistical formulation of quantum me-
chanics. 2
2.1.1 Linear transformations
Let’s now describe a general one-step transformation of the operators considered above
without connecting them, for the moment, to any specific evolution process, as it is not
necessary at this level of the discussion.
For convenience we will restrict our attention to the finite-dimensional case H ∼= CN .
This also implies that
τ (H ) ∼= B(H ) ∼= L(CN ), (2.27)
with L(CN ) being the space of linear operators on CN . It is worth noticing that L(CN ) is
a Hilbert space with respect to the Hilbert-Schmidt scalar product (2.13) 〈·, ·〉 : L(CN ) ×
L(CN )→ C. By making use of it it, it is easy to introduce for every linear map Λ ∈ L(CN )
the adjoint map Λ† such that
〈Λ†[ω], σ〉 = 〈ω,Λ[σ]〉, ∀ω, σ ∈ L(CN ). (2.28)
Moreover, a map Λ is said to be positive if
〈ω,Λ[σ]〉 ≥ 0, ∀ω ∈ L(CN ). (2.29)
Let’s now consider a basis {σα}α=1,...,N2 which is orthonormal in L(CN ) with respect to
the Hilbert-Schmidt scalar product (2.13), i.e.
〈σα, σβ〉 = δα,β. (2.30)
Every linear map Λ which acts on L(CN ), often also referred to as superoperator, can be
expanded on this basis as
Λ[ω] =
∑
α,β
ΛαβTr
[
σ†β ω
]
σα, ∀ω ∈ L(CN ), (2.31)
where
Λαβ = 〈σα,Λ[σβ]〉 = Tr
[
σ†α Λ[σβ]
]
. (2.32)
This representation is usually called Hilbert-Schmidt representation and, in what follows,
we will denote with a boldface typeface the Hilbert-Schmidt matrix Λ, with entries given
by Λαβ , associated with Λ .
2 Note that the properties of POVMs and of statistical operators guarantee that µFρ (M) is a real number
between 0 and 1 and that the map
µFρ : Σ(Ω) −→ [0, 1]
M −→ µFρ (M) = Tr [ρF (M)] (2.26)
is a classical probability measure.
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Moreover, the set of linear maps onL(CN ) is itself a Hilbert space, denoted asL (L(CN )),
which can be identified with the algebra of theN2×N2 complex matrices and is equipped
with respect a scalar product given by
(Λ1,Λ2) =
∑
α
〈Λ1[σα],Λ2[σα]〉, Λ1,Λ2 ∈ L
(L(CN )) . (2.33)
Two different sets of orthonormal bases for the set of linear transformations can thus
be introduced, each one with reference to the scalar product defined on the respective
Hilbert space. These two sets, which will be denoted as {Eαβ}N2α,β=1 and {Fαβ}N
2
α,β=1,
read
Eαβ[ω] = σαTr
[
σ†β, ω
]
, ∀ω ∈ L(CN ), (2.34)
Fαβ[ω] = σαωσβ, ∀ω ∈ L(CN ), (2.35)
and give rise to two representations of any generic superoperator that are equivalent but
that allow to access some relevant properties in a more/less convenient way.
Given a generic superoperator Λ as considered before, its expansion on the basis {Eαβ
}N2α,β=1 reads
Λ[ω] =
∑
αβ
ΛαβEαβ =
∑
α,β
ΛαβTr
[
σ†β ω
]
σα, ∀ω ∈ L(CN ), (2.36)
with
Λαβ = (Eαβ,Λ) = Tr
[
σ†α Λ[σβ]
]
. (2.37)
By direct confrontation with (2.31), it is straightforward to realize that this is equivalent
to the Hilbert-Schmidt representation, this in turn meaning that the expansion on the
first basis {Eαβ}N2α,β=1 corresponds to the interpretation of viewing the map Λ as a linear
operator that acts on the Hilbert space L(CN ). This representation is well suited for
studying compositions of maps: if Λ1,2 denote in fact the two Hilbert-Schmidt matrices
associated with the linear maps Λ1,2, the matrix associated with Ξ = Λ1 ◦ Λ2 is simply
given by the matrix product Ξ = Λ1Λ2. This will turn out to be useful in Section 2.2.3,
when time-local expressions for the master equations will be derived.
Expansion of the superoperator Λ on the second basis {Fαβ}N2α,β=1 on the other hand leads
to
Λ[ω] =
∑
αβ
Λ′αβFαβ =
∑
αβ
Λ′αβσαωσβ, ∀ω ∈ L(CN ), (2.38)
where
Λ′αβ = (Fαβ,Λ) =
∑
γ
Tr
[
σβσ
†
γσ
†
αΛ[σγ ]
]
. (2.39)
Even in this situation, the set of coefficients {Λ′αβ}N
2
α,β=1 can be rearranged as the entries
of a matrix which will denoted with Λ′. This representation will be useful to check a very
important property of linear maps, which is complete positivity. As we will discuss more
thoroughly in Subsection 2.1.2, the complete positivity of Λ will in fact correspond to
the positivity of the associated matrix Λ′.
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It is of course possible, finally, to move from one representation to the other simply as
Λ′α′β′ =
∑
αβ
Λαβ(Fα′β′ , Eαβ) =
∑
αβ
ΛαβTr
[
σβ′σ
†
βσ
†
α′σα
]
(2.40)
and viceversa.
2.1.2 Complete positivity
The notion of complete positivity has a long history tracing back to Stinespring [25], Choi
[26, 27] and Kraus [28]. Its enormous relevance in quantum mechanics is due to the fact
that, together with the requirement of being trace-preserving, this property characterizes
those linear maps which, among those introduced in the previous Subsection, properly
describe well-defined and physically implementable quantum states transformations.
Definition 2.1. A linear map Λ : τ (H )→ τ (H ), withH ∼= CN , is completely positive
if and only if the map 3
Λ⊗ 1N : τ (H ⊗ CN )→ τ (H ⊗ CN ) (2.41)
is positive.
This property is evidently much more demanding than just positivity (see Equation
(2.29)); a well-known example of a positive map which is not completely positive is
represented by the transposition map, which thus does not represent either a physical
evolution nor an implementable measurement procedure.
Physically, complete positivity traduces the following idea: if, alongside the quantum
system of interest, whose evolution we assume to be given in terms of a map Λ, we
consider an uncoupled ancillary system undergoing trivial evolution 1N , the extended
dynamics, described by Λ⊗1N , is still positivity-preserving. Borrowing the notions from
composite quantum systems above introduced, the combined map Λ ⊗ 1N can thus be
viewed as an operation which acts locally on one of the two subsystems without affecting
the other one.
Completely positive maps, at variance with the positive ones, can be given an important
representation provided by the well-known Kraus decomposition. It can be proven [27, 28]
that a linear map Λ ∈ L(CN ) is completely positive if and only if it can be written as
Λ[ω] =
N2∑
α=1
ΩαωΩ
†
α, (2.42)
where the operators Ωα ∈ L(CN ) are called Kraus operators.
3As stated above, for convenience we have restricted our attention to finite-dimensional quantum sys-
tems. The definition of complete positivity of a map in the infinite-dimensional case is that the extended
map Λ⊗ 1n must be positive for any n ∈ N.
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Kraus decomposition has a direct connection with the representation of linear maps
given by Equation (2.38). Suppose in fact that the N2 × N2 matrix Λ′ associated with
the map Λ is positive definite (which means hermitian and with positive eigenvalues
{λ′α}α=1,...,N2); this implies that it can be diagonalized through a unitary matrix U, i.e.
Λ′ = UDU†, where D = diag
(
λ′1, . . . , λ′N2
)
and where the columns of U are made by
eigenvectors of Λ′. If we now define the operators σ˜ = Uσ, we immediately obtain that
Equations (2.38) and (2.42) coincide upon the identification
Ωα =
√
λ′ασ˜α. (2.43)
As anticipated before, the complete positivity of a linear map Λ can be conveniently
checked by looking at the positivity of the associated matrix Λ′.
Finally, it is important for future purposes to introduce the more familiar Choi matrix
ΛChoi associated with a linear map Λ and to prove that it coincides with the represen-
tation of the map given by Λ′, so that it can be exploited as well in order to study the
complete positivity of Λ. First of all, consider the orthonormal basis {|uk〉}k=1,...,N in
H ∼= CN and denote with ekl = |uk〉 〈ul| the induced orthonormal basis on L(CN ). The
Choi matrix associated with a linear map Λ is the matrix
ΛChoi =

Λ[e11] Λ[e12] · · · Λ[e1N ]
Λ[e21] Λ[e22] · · · Λ[e2N ]
...
...
. . .
...
Λ[eN1] Λ[eN2] · · · Λ[eNN ]
 . (2.44)
It is easy to see that the last expression can be equivalently re-expressed as
ΛChoi =
∑
kl
Λ[ekl]⊗ ekl = N (Λ⊗ 1N ) [|φ〉ME 〈φ|ME ] , (2.45)
where the last equality has been obtained by introducing the maximally entangled state
inH ⊗H ∼= CN ⊗ CN
|φ〉ME =
1√
N
N∑
k=1
|uk〉 ⊗ |uk〉 . (2.46)
Equation (2.45) represents a well-known and important theoretical result known as Choi-
Jamiołkowski isomorphism between completely positive maps on L(CN ) and states in
CN ⊗ CN . The property of ΛChoi to be positive definite and its partial trace gives Id is
then translated into the fact that the output state (Λ⊗ 1N ) [|φ〉ME 〈φ|ME ] is still a well-
defined statistical operator in CN ⊗CN . Moreover it is immediate to see the positivity of
ΛChoi implies the positivity of Λ ⊗ 1N and thus, in light of Definition 2.1, the complete
positivity of Λ. We finally explicitly show the equivalence between the Choi matrix and
the representation provided by Equation (2.38), i.e. Λ′. On the one hand, the coefficients
of the Choi matrix on the basis |uk, ul〉 ∈H ⊗H ∼= CN ⊗ CN read
〈uk, ul|ΛChoi |uk′ , ul′〉 = N 〈uk, ul| (Λ⊗ 1N ) [|φ〉ME 〈φ|ME ] |uk′ , ul′〉
= 〈uk′ | Λ[|ul〉 〈ul′ |] |uk′〉 . (2.47)
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On the other hand, we have that the matrix elements Λ′αβ defined in Equation (2.39) on
the basis ekl, provided α↔ (k, l), β ↔ (k′, l′) and γ ↔ (k′′, l′′), reads
Λ′αβ =
∑
k′′,l′′
Tr [|uk′〉 〈ul′ | |ul′′〉 〈uk′′ | |ul〉 〈uk| Λ[|uk′′〉 〈ul′′ |]]
= 〈uk′ | Λ[|ul〉 〈ul′ |] |uk′〉 . (2.48)
which coincides with Equation (2.47).
2.2 Reduced dynamics: dynamical maps and master equations
In this Section it is shown how the concepts introduced above apply to the framework
of open quantum systems. As we stated at the beginning of this Chapter, the notion of
composite quantum systems stands at the basis of open quantum systems. A bipartite
structure like the one considered in Section 2.1 in fact arises very naturally whenever our
quantum system of interest interacts with an external environment, often also referred
to as bath or reservoir to stress that it is usually considered having much more degrees
of freedom than the system. The overall system is assumed to be closed, so that its dy-
namics is given in terms of a unitary evolution. It is however often the case that the
description of this overall dynamics is too complicated by the presence of the environ-
ment and thus unfeasible even by means of numerical simulations. In any case, even in
the rare situations where this approach turns out to be attainable, one would get from it
a huge amount of unnecessary information for a sufficiently complete description of the
system and of its dynamics. Last but not least, in practical situations it may often be the
case that an experimental control is achievable only on a small part of the full system.
For all these reasons one is naturally led to consider a reduced description given in terms
of a restricted set of relevant dynamical variables while performing an average over the
remaining degrees of freedom. It is immediately clear then that we can apply the whole
construction put forward in Section 2.1 with S denoting the reduced system we focus on
and E denoting the environment, whose presence modifies the dynamics of the former
(that is why we used the labels S and E from the beginning).
2.2.1 Dynamical maps
Let HS and HE be respectively the Hilbert spaces associated with the system, often
simply called open system, and the environment (degrees of freedom of the composite
system we are not interested in, which will be therefore averaged off). The reduced
system is represented by the reduced state obtained from the total state through Equation
(2.18)
ρS = TrE [ρSE ] , (2.49)
where TrE [·] denotes the partial trace overHE .
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Since the overall system is assumed closed, its dynamics is governed by a total Hamilto-
nian which can be written as
HTot(t) = HS(t)⊗ 1E + 1S ⊗HE(t) +HSE(t), (2.50)
where every interaction between the reduced system and the environment is contained
in the interaction Hamiltonian termHSE(t). The evolution operator thus becomes
U(t, t0) =←−T exp
[
− i
~
∫ t
t0
dsHTot(s)
]
(2.51)
where
←−
T is the chronological time-ordering operator, whose action is to order products
of time-dependent operators such that their time-arguments increase from right to left.
The total state of the composite system is then formally given by
ρSE(t) = U(t, t0)ρSE(t0)U†(t, t0) (2.52)
and the latter, by means of the partial trace over the environmental degrees of freedom,
gives the reduced state at time t
ρS(t) = TrE
[
U(t, t0)ρSE(t0)U†(t, t0)
]
. (2.53)
This way one establishes a family of linear maps Ξ : S(HS ⊗HE)→ S(HS) such that
ρSE(t0) 7→ ρS(t) = Υ(t, t0)ρSE(t0) = TrE
[
U(t, t0)ρSE(t0)U†(t, t0)
]
(2.54)
which are completely positive and trace preserving (CPTP), since any unitary map is
CPTP, the partial trace is CPTP and any composition of two CPTP map is again a CPTP
map.
However, in order to give a self-consistent description of the reduced dynamics which
is solely based on the open quantum system, an endomorphism of the set S(HS) has
however to be introduced, which thus associates to any reduced state ρS(t0) its corre-
sponding evolved state ρS(t) at a subsequent time t. This can be done if we assume that
the initial total state is a factorized state, i.e. of the form
ρSE(t0) = ρS(t0)⊗ ρE(t0). (2.55)
The definition of a linear map Λ(t, t0) : S(HS)→ S(HS) such that
ρS(t0) 7→ ρS(t) = Λ(t, t0)ρS(t0) = TrE
[
U(t, t0)(ρS(t0)⊗ ρE(t0))U†(t, t0)
]
(2.56)
can then be properly introduced. Λ(t, t0) is in this case called quantum dynamical map.
The latter is CPTP by construction, which can be easily seen by considering a spectral
decomposition of the environmental state ρE(t0) =
∑
k pk |φk〉 〈φk| and elaborating as
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follows
ρS(t) = TrE
[
U(t, t0) (ρS(t0)⊗ ρE(t0)) U †(t, t0)
]
=
∑
j
〈φj |U(t, t0)
[
ρS(0)⊗
(∑
k
pk |φk〉 〈φk|
)]
U †(t, t0) |φj〉
=
∑
jk
(
√
pk 〈φj |U(t, t0) |φk〉) ρS(0)
(√
pk 〈φk|U †(t, t0) |φj〉
)
=
∑
jk
Ωjk(t, t0)ρS(0)Ω
†
jk(t, t0), (2.57)
where Ωjk(t, t0) ≡ √pk 〈φj |U(t, t0) |φk〉. It is evident that this expression corresponds to
a Kraus decomposition (2.42), thus guaranteeing the complete positivity of the map Λ(t,
t0). Finally, the trace-preserving character is an immediate consequence of the unitarity
of the operator U(t, t0).
2.2.2 Master equations
In the previous Section it has been shown how the evolution of open quantum systems
can be consistently given in terms of the so-called family of quantum dynamical maps,
which act at the level of the reduced system, obtained by partial trace over the envi-
ronment of the total unitary evolution operator. Nevertheless it is often the situation in
physics that one has to deal with equations of motion rather than with evolution maps,
which are instead usually obtained by solving the former. When such equations of mo-
tion are relative to the reduced system only we speak of master equations, which represent
the topic of the present Section. In particular we will show how the latter can be obtained
from the unitary evolution or from the dynamical map and, viceversa, how to reconstruct
the dynamical maps from the knowledge of the master equations. Moreover, we will in-
vestigate which constraints can be imposed on the structure of the master equations such
that to lead to physically implementable dynamics, i.e. giving rise to CPTP dynamical
maps. The latter problem is in fact of great relevance, since master equations are usually
introduced either through several approximations, either on a phenomenological basis,
thus losing a priori the equivalence with the full unitary dynamics.
2.2.2.1 Projection operator approach to the description of the reduced system’s dy-
namics
Starting from the unitary time evolution of the composite system it is possible to derive
by means of the projection operator technique, the master equation for the reduced statisti-
cal operator. This technique, on which more extensive presentations can be found in the
literature (see for example [21]), stems from the general idea that, when we have to deal
with a composite system made of a relevant subsystem and a (possibly complex) envi-
ronment, a way to try to obtain a manageable dynamics is to get rid of the unimportant
degrees of freedom by means of some projection operator.
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A projection operator is defined as a linear map P which sends states into states, thus
being completely positive and trace-preserving, and which is in addition idempotent
P2 = P . Consider the generic situation described many times above where a system S is
coupled to an environment E such that the dynamics of the overall system is dictated by
an Hamiltonian of the formH = HS +HE +λHSE , with λ being a constant denoting the
coupling strength between S and E. Within this generic framework, one can introduce
two projection operatorsP andQwhose actions on a generic element ρSE ∈ S(HS⊗HE)
is defined as
PρSE ≡ TrE [ρSE ]⊗ ρE ≡ ρS ⊗ ρE ,
QρSE = (1− P) ρSE ,
(2.58)
with ρE being a fixed state of the environment, usually taken to be the stationary Gibbs
state ρβ = e−βHE/TrE
[
e−βHE
]
. These two maps have the properties to be idempotent,
i.e. P2 = P and same for Q, and to satisfy P +Q = 1 and PQ = QP = 0).
The state PρSE is often called relevant part of the statistical operator ρSE , due to the
possibility to reconstruct the reduced statistical operator simply by means of the partial
trace over the environment
ρS = TrE [PρSE ] . (2.59)
Correspondingly, the state QρSE is referred to as irrelevant part.
Starting from the the Liouville-Von Neumann master equation for ρSE in the interaction
picture (denoted by a ” ∼ ” over the quantities)
d
dt
ρ˜SE(t) = −iλ
[
H˜SE(t), ρ˜SE(t)
]
= λL˜(t)ρ˜SE(t), (2.60)
one obtains the corresponding two equations of motion
d
dt
P ρ˜SE(t) = P d
dt
ρ˜SE(t) = λPL˜(t)ρ˜SE(t) = λPL˜(t)P ρ˜SE(t) + λPL˜(t)Qρ˜SE(t), (2.61)
d
dt
Qρ˜SE(t) = Q d
dt
ρ˜SE(t) = λQL˜(t)ρ˜SE(t) = λQL˜(t)P ρ˜SE(t) + λQL˜(t)Qρ˜SE(t). (2.62)
The aim being to obtain a closed equation of motion for the relevant part of ρ˜SE , we first
formally solve the second equation to get
Qρ˜SE(t) = G(t, t0)Qρ˜SE(t0) + λ
∫ t
t0
dsG(t, s)QL˜(s)P ρ˜SE(s), (2.63)
with
G(t, s) ≡ ←−T exp
[
λ
∫ t
s
dτQL˜(τ)
]
(2.64)
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being the forward-time propagator.and
←−
T being the time-ordering operator defined in
Equation (2.51), and we substitute it into the first one, obtaining
d
dt
P ρ˜SE(t) = λPL˜(t)P ρ˜SE(t) + λPL˜(t)G(t, t0)Qρ˜SE(t0)
+ λ2
∫ t
t0
dsPL˜(t)G(t, s)QL˜(s)P ρ˜SE(s). (2.65)
This result has been obtained without any assumption or approximation. A great sim-
plification can be obtained by considering that the total initial state is factorized, which
implies Qρ˜SE(0) = 0, and furthermore assuming that PL˜(t)P = 0 (which can always be
set upon a shift in the interaction Hamiltonian), under which Equation (2.65) reduces to
the following time non-local equation, often called Nakajima-Zwanzig equation,
d
dt
P ρ˜SE(t) =
∫ t
t0
dsKNZ(t, s)P ρ˜SE(s), (2.66)
with KNZ(t, s) = λ2PL˜(t)D(t, s)QL˜(s)P . In light of its form KNZ(t, τ) is commonly
called memory kernel. Equation (2.63) can be cast into an equivalent but local in time
equation by introducing the backward-time propagator
G (t, s) ≡ −→T exp
[
−λ
∫ t
s
dτ L˜(τ)
]
, (2.67)
with
−→
T being the anti-chronological ordering operator, and inserting it into the expres-
sion for the formal solution of the irrelevant part of the statistical operator
Qρ˜SE(t) = G(t, t0)Qρ˜SE(t0) + λ
∫ t
t0
dsG(t, s)QL˜(s)PG (t, t0) (P +Q) ρ˜SE(t). (2.68)
Upon defining the operator
Σ(t) = λ
∫ t
t0
dsG(t, s)QL˜(s)PG (t, t0), (2.69)
expression (2.68) reads
(1− Σ(t))Qρ˜SE(t) = G(t, t0)Qρ˜SE(t0) + Σ(t)P ρ˜SE(t). (2.70)
Solving with respect to Qρ˜SE(t) and inserting the result into the equation of motion for
the relevant part leaves with
d
dt
P ρ˜SE(t) = KTCL(t)P ρ˜SE(t) + I(t)Qρ˜SE(t), (2.71)
where
KTCL(t) ≡ λPL˜(t) (1− Σ(t))−1 P (2.72)
is the time-local generator and
I(t) ≡ λPL˜(t) (1− Σ(t))−1 G(t, t0)Q (2.73)
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denotes the inhomogenous contribution. Though we will return on this in Chapter 4,
we note that the inhomogeneous term vanishes in the case system and environment are
uncorrelated to each other. While this condition is assumed to be true at the initial time
t = t0, it is almost certainly not met at generic time t, since the coupled evolution between
system and environment leads to the onset of correlations between S and E. This fact
thus play a role in the determination of two-time correlation functions, as will be made
explicit in the following Chapter.
2.2.2.2 Perturbation expansion of the time-local generator
Both the forms of the time-local generator KTCL(t) and of the inhomogeneity I(t) are in
general very difficult to be accessed in an exact way and, even in the case of an initially
factorized total state (so that I(t) = 0), it is very rare to be able to write down an exact
evolution equation for the relevant part P ρ˜SE and thus, by means of the partial trace
over the environment, an exact closed master equation for ρ˜S(t). It is often the case that
a set of physically sensible approximations is performed on the specific model under
consideration, which allows to obtain simplified forms for KTCL(t). The most common
systematic approach is to expand the time-local generator in powers of the coupling
strength λ and then truncate the series to the first lowest terms, thus invoking a weak
coupling approximation. Since this method will be largely employed in this work of
Thesis too, we will briefly recall this method and the respective results.
First of all, we notice that the term (1− Σ(t))−1 appearing in Equation (2.72) can be
expanded in geometric series 4 as
(1− Σ(t))−1 =
+∞∑
n=0
[Σ(t)]n . (2.74)
The time-local generator then reads
KTCL(t) = λ
+∞∑
n=0
PL˜(t) [Σ(t)]n P. (2.75)
Now, by expanding both Σ(t) and KTCL(t) in powers of λ as
Σ(t) =
+∞∑
m=1
λmΣ(m)(t), KTCL(t) =
+∞∑
m=1
λmK(m)TCL(t), (2.76)
and comparing terms relative to the same power of λ, we get that
K(1)TCL(t) = PL˜(t)P, K(2)TCL(t) = PL˜(t)Σ(1)(t)P, (2.77)
where
Σ(1)(t) =
∫ t
0
dsQL˜(t)P. (2.78)
4Since Equation (2.72) we are assuming that (1− Σ(t))−1 exists, which is the case for small times t or for
not too large values of the coupling λ.
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Further terms proportional to higher powers of λ can be considered; the interested reader
is referred to [21]. By making use of the above-mentioned condition PL˜(t)P = 0, the
master equation for the statistical operator ρ˜S(t) at second order in λ is therefore given
by
d
dt
ρ˜S(t) = −λ2
∫ t
0
dsTrE
{[
H˜SE(t),
[
H˜SE(s), ρ˜S(t)
]]}
. (2.79)
This form of the master equation will be considered many times in this Thesis.
It is finally worth noticing that even the inhomogeneity I(t) can be in principle expanded
in series of power of λ in the exact same way; since we were considering, as previously
stated, that ρSE(0) = ρS(0) ⊗ ρE(0), this term has been neglected since vanishing but
it will play an important role in the determination of the validity of the so-called quan-
tum regression theorem (see Chapter 4), when it will be applied to a state at time t, not
necessarily in factorized form any more.
2.2.3 From dynamical maps to master equations and vice-versa
In Subsection 2.2.2.1 we have seen how to derive a master equation for the reduced statis-
tical operator starting from the microscopic knowledge of the model under examination,
i.e. the Hamiltonian of the composite system, by means of projection operators. It is
often the case that this amount of information on the overall system is not accessible,
and instead only the evolution of the reduced system is known in terms of a family of
CPTP dynamical maps. In this Subsection we explicitly show how a master equation can
be derived from the knowledge of Λ(t, t0). In particular, we will focus our attention to
those in time-local form, which are often more manageable and in particular will turn
out to be more useful in order to access dynamical properties such as non-Markovianity.
It is important to stress that this does not entail any loss of generality. In Subsection
2.2.2.1, the time non-local and the time-local master equations obtained by taking the
trace over the environment of Eqs. (2.66) and (2.72) respectively, were by construction
formally equivalent to each other.
Consider a one-parameter family of quantum dynamical maps {Λ(t, t0)}t≥t0 , where ev-
ery Λ(t, t0) is a CPTP linear map on L(CN ). Its action on a generic state of the system
ρS(t0) is to output another state ρS(t) at time t, i.e.
ρS(t) = Λ(t, t0)ρS(t0). (2.80)
Under the rather mild assumption of differentiability with respect to time and invertibil-
ity of Λ(t, t0), it is immediate to construct a time-local master equation
d
dt
ρS(t) =
[
d
dt
Λ(t, t0)
]
Λ−1(t, t0)ρS(t) ≡ KTCL(t)ρS(t), (2.81)
with KTCL(t) being the time-local generator defined in Equation (2.72). Since the latter
is then given by the composition of two linear maps, the representation of the three
superoperators on the basis {Eαβ}N2−1α,β=0 given by Equation (2.36) is the most suited since,
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as stated in Subsec 2.1.1, the composition of maps is translated into the product of the
associated matrices, i.e.
KTCL(t) =
[
d
dt
Λ(t, t0)
]
Λ−1(t, t0). (2.82)
In Subsection 2.2.4 we will put constraints on the structure of the master equation (2.82)
in light of the properties of the dynamical map Λ(t, t0).
Finally, starting instead from the knowledge of the time-local generator KTCL(t), the dy-
namical map Λ(t, t0) can be reconstructed by making use of the Dyson series expansion
Λ(t, 0) =
←−
T exp
[∫ t
0
dτ KTCL(τ)
]
, (2.83)
where again
←−
T denotes the chronological time-ordering operator and the convergence of
the series is guaranteed by the boundedness of KTCL(t) due to the finite-dimensionality
of the Hilbert space we are focusing on.
2.2.4 Structure of time-local master equations
As already stressed above, it is often the case that open system’s dynamics are investi-
gated through equations of motion, being local as well as non-local in time, not obtained
from the full unitary evolution, but rather introduced on the basis of phenomenological
approximations and ansatz that ultimately depend on the model considered. Since the
equivalence with the full unitary evolution is therefore lost, it is not a priori guaranteed
that they lead to a well-defined time evolution: it still represents an open problem to
determine in full generality which is the operatorial structure of those master equations
which lead to proper well-defined reduced evolutions. The aim of the three following
Subsections is to tackle this topic by showing which properties of the dynamical map
describing the reduced dynamics reflect in determine constraints on the structure of the
associated master equation and, viceversa, which features of the latter can guarantee a
proper and physically implementable dynamical map.
2.2.4.1 Trace and hermiticity preservation
Consider as our starting point a time-local master equation with a time-local generator
KTCL(t) given by Equation (2.72), either obtained from the unitary evolution through
the projection-operator method, either from the knowledge of the dynamical map Λ(t,
t0) through Equation (2.82). It is very important to notice that, by construction, KTCL(t)
satisfies the two following conditions
Tr [KTCL(t)ω] = 0, ∀ω ∈ L(CN ), (2.84)
(KTCL ω)
† = KTCL ω†, ∀ω ∈ L(CN ), (2.85)
which respectively reflects trace and hermiticity preservation of the evolution map.
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Notice that we are not taking into account, the role that complete positivity has on fixing
constraints on the structure of the associated time-local master equation, posticipating it
to the two following, and conclusive, Subsections.
Consider now a basis {σα}α=0,...N2−1 on L(CN ) such that it is orthonormal with respect
to the Hilbert-Schmidt scalar product and moreover satisfies the following constraints
σ0 =
1√
N
, (2.86)
Tr [σα] = 0, forα 6= 0, (2.87)
it is possible to prove [29] that any trace and hermiticity preserving linear map Ξ on
L(CN ) can be expressed on this basis as
Ξω = −i [H, ω] +
N2−1∑
αβ=1
Ξ′αβ
(
σαωσ
†
β −
1
2
{σ†βσα, ω}
)
, ∀ω ∈ L(CN ), (2.88)
where {Ξ′αβ}α,β=0,...,N2−1 are the coefficients of the matrix Ξ′ associated to the map through
the representation (2.38) and
H = 1
2i
(
σ† − σ
)
(2.89)
denotes an effective Hamiltonian with
σ =
1√
N
N2−1∑
α=1
Ξ′α0σα. (2.90)
The matrix Ξ′ is hermitian, i.e.
Ξ′αβ = Ξ
′ ∗
βα, ∀α, β = 0, . . . , N2 − 1 (2.91)
due to the request of hermiticity preservation.
The application, by virtue of Eqs. (2.84), of this procedure to the time-local generator
allows to express it as
d
dt
ρS(t)=KTCL(t)ρS(t)=−i [H(t), ρS(t)]+
N2−1∑
αβ=1
K
′ TCL
αβ (t)
(
σαρS(t)σ
†
β −
1
2
{σ†βσα, ρS(t)}
)
,
(2.92)
with
H = 1
2i
(
σ†(t)− σ(t)
)
,
σ(t) =
1√
N
N2−1∑
α=1
[K′TCL]α0 (t)σα, (2.93)
where the coefficients ([K′TCL]αβ (t))∗ = [K′TCL]βα (t) are the entries of the matrix K′TCL(t)
relative to the expansion of the time-local generator KTCL on the basis {Fαβ}N2−1α,β=0, see
Equation (2.38). The first term of equation (2.92) consists of an unitary contribution due
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to the effective Hamiltonian H, while the remaining part takes into account for the dis-
sipative and decoherent effects due to the interaction with the environment. The sub-
matrix made of the entries {KTCL(t)}αβ=1,...,N2−1 obtained from KTCL(t) by removing
the first row and column is still hermitian and thus there exist for any time t unitary
matrices V(t) which diagonalize it
KTCL(t) = V(t)Γ(t)V
∗(t), (2.94)
with Γ(t) = diag (γ1(t), . . . , γN2−1(t)) and γk(t) real functions of time ∀k = 1, . . . , N2− 1.
It is then possible to write the master equation in diagonal form
d
dt
ρS(t) = −i [H(t), ρS(t)] +
N2−1∑
k=1
γk(t)
(
σ˜k(t)ρS(t)σ˜
†
k(t)−
1
2
{σ˜†k(t)σ˜k(t), ρS(t)}
)
, (2.95)
where
σ˜k(t) =
N2−1∑
α=1
Vkα(t)σα. (2.96)
2.2.4.2 Complete positivity and time-local master equations: Quantum dynamical
semigroups and the Gorini-Kossakowski-Sudarshan-Lindblad master equa-
tion
In the previous Subsection we have seen how the properties of a dynamical map to be
trace and hermiticity preserving traduces into a set of constraints on the structure of
the associated time-local master equation. In this and the following Subsections we will
focus on another important property which characterizes, as stressed above, physically
well-defined dynamical maps: complete positivity. The first benchmark result in this di-
rection was provided by Gorini, Kossakowski, Sudarshan and Lindblad in 1976 [29], who
found the most general form of time-local generators describing a sub-class of dynamics
called completely-positive quantum dynamical semigroups.
First of all, a one-parameter family of quantum dynamical maps {Λ(t, t0)}t≥t0 is said
to be a completely positive quantum dynamical semigroup [30] if it satisfies the following
conditions
Λ(t0, t0) = 1,
Λ(t, t0) = Λ(t, s)Λ(s, t0)., ∀t, s ≥ t0,
(2.97)
with Λ(t, s) being time-homogeneous, i.e. Λ(t, s) = Λ(t− s).
For such a family of dynamical maps the well known Gorini-Kossakowski-Sudarshan-
Lindblad theorem provides a complete characterization of the generator of the semi-
group dynamics: in the finite dimensional case H ' CN and choosing t0 = 0 for sim-
plicity of notation it reads [29]
Theorem 2.2 (Gorini-Kossakowski-Sudarshan-Lindblad (GKSL)). A linear operator L ∈
L(CN ) is the generator of a completely positive quantum dynamical semigroup {Λ(t, 0)}t≥0,
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with
Λ(t, 0) = etL, (2.98)
or equivalently
L = lim
t→0+
Λ(t, 0)− 1
t
, (2.99)
if and only if it can be expressed as
Lω = −i [H, ω] +
N2−1∑
k=1
γk
(
σkωσ
†
k −
1
2
{σ†kσk, ω}
)
, ∀ω ∈ L(CN ), (2.100)
with γk ≥ 0 ∀k = 1, . . . , N2 − 1,H† = H and σk ∈ L(CN ).
A generalization of the validity of this theorem to the case of infinite dimensional Hilbert
spaces can be found in [31].
It directly follows from this Theorem that if the evolution of a reduced system ρS(t) is
given by the following master equation
d
dt
ρS(t) = LρS(t) = −i [H, ρS(t)] +
N2−1∑
k=1
γk
(
σkρS(t)σ
†
k −
1
2
{σ†kσk, ρS(t)}
)
(2.101)
with γk ≥ 0, H† = H and σk ∈ L(CN ), then the dynamical map Λ(t, t0) described a
completely positive quantum dynamical semigroup and viceversa.
Few considerations deserve to be made. First of all, if we compare the structure of the
GKSL generator (2.100) and the time-local generator KTCL(t) given in Equation (2.95), it
is immediately evident that the differences lie in the fact that the Lindblad operators as
well as the coefficients γk do not depend on time and the latter are forced to be positive
by the request of complete positivity of Λ(t, 0). The trace and hermiticity preservation
in fact did not allow to put any constraint on the sign on the various γk(t) beside them
being real functions of time. We will see in Chapter 3 that this fact plays a crucial role in
the characterization of quantum non-Markovianity.
Another important feature of the structure of the generator given by (2.100) is its invari-
ance under unitary transformations of the set of operators
√
γkσk 7→
√
γ˜kσ˜k =
N2−1∑
l=1
ukl
√
γlσl, {ukl} ∈ L(CN2−1), (2.102)
and also under inhomogeneous transformations
σk 7→ ˜˜σk = σk + ak,
H 7→ ˜˜H = H+ 1
2i
∑
l
γl
(
a∗l σl − alσ†l
)
+ b,
(2.103)
where the ak are complex numbers and b is real.
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It is natural to investigate which is the set of physical approximations that allows to
describe the dynamics of a reduced system in terms of a completely-positive quantum
dynamical semigroup. An example of derivation can be found in [21], where it is shown
that, starting from the overall unitary evolution and under suitable conditions and ap-
proximations such as weak coupling, secular and Born-Markov approximations, a GKSL
master equation is obtained. For the present purposes it is sufficient to remind that the
latter consists in assuming that the environmental correlation functions decay on a time
scale which is negligible compared to the time scale characterizing the evolution of the
reduced system. If we denote with τS the relaxation time of the system and with τE the
time-scale over which the environmental excitations induced by the interaction decay,
then the Markov condition is expressed as
τE  τS . (2.104)
Equation (2.104) means that the description of the dynamics is being given on a tempo-
rally coarse-grained scale. Any information that flows from the system to the environ-
ment cannot effect back the system, since the environment quickly forgets it and returns
the same. Naively speaking, the reduced system is therefore interacting with the same
environment. Under this assumption any memory effect is therefore neglected and it
becomes thus clear why this class of dynamics is conceived to be as the quantum coun-
terpart of classical stochastic Markovian processes, i.e. processes without memory (see
for example [32, 33]). We will extensively come back on the notion of non-Markovianity
in Chapter 3, where we will provide precise definitions both in the classical and in the
quantum setting.
We conclude the present Subsection to present and discuss a straightforward gener-
alization of the Gorini-Kossakowski-Sudarshan-Lindblad equation (2.100) to the time-
dependent case. We will see examples of this master equation throughout the remaining
of this Thesis.
This generalization consists in allowing the Lindblad operators σk as well as the coeffi-
cients γk to be time-dependent, provided the positivity constraint on the latter is main-
tained. The master equation this way obtained, called time-dependent Lindblad equation,
becomes then of the form
d
dt
ρS(t)=L(t)ρS(t)=−i [H(t), ρS(t)]+
N2−1∑
k=1
γk(t)
(
σk(t)ρS(t)σ
†
k(t)−
1
2
{σ†k(t)σk(t), ρS(t)}
)
,
(2.105)
with γk(t) ≥ 0,H†(t) = H(t) and σk(t) ∈ L(CN ) for any t ≥ 0. In light of Equation (2.83),
the corresponding quantum dynamical map is given by
Λ(t, 0) =
←−
T exp
[∫ t
0
dτ L(τ)
]
, (2.106)
which is now completely positive by construction thanks to the positivity of the coef-
ficients γk(t). Another property of the quantum dynamical map obtained from a time-
dependent Lindblad equation is that it is completely-positive divisible (CP-divisible). The
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relevance of CP-divisible maps will be made evident in the following Chapter, in con-
nection with the notion of quantum non-Markovianity.
Definition 2.3 (CP-divisibility). A family of dynamical maps {Λ(t, t0)}t≥t0 is CP-divisible,
if, for any t0 ≤ s ≤ t the CPTP map Λ(t, t0) can be expressed as the composition of two
other CPTP maps
Λ(t, t0) = Λ(t, s)Λ(s, t0). (2.107)
Note that, given a one-parameter family of quantum dynamical maps {Λ(t, t0)}t≥t0 , one
can always formally construct a two-parameters family of linear maps, known as transi-
tion maps, as
Λ(t, s) = Λ(t, t0)Λ
−1(s, t0) t ≥ s ≥ t0, (2.108)
for those times s such that the inverse map Λ−1(s, t0) exists. The crucial point is that
the maps Λ(t, s) this way obtained are not in general completely positive maps, nor even
positive, since the inverse of a completely positive map is not completely positive. For
this reason, these maps can be formally expressed as
Λ(t, s) =
←−
T exp
[∫ t
s
dτ KTCL(τ)
]
, (2.109)
where the time-local generator has the structure given in Equation (2.95) with γk(t) that
are not restricted to take on positive values due to the lack of complete positivity.
It is finally important to observe that if a family of CP-divisible dynamical maps {Λ(t,
t0)}t≥t0 is also time-homogeneous, i.e. if the transition map Λ(t, s) depends only on the
difference of times t− s, (2.107) reduces to the semigroup property (2.97).
This is reflected in the temporal homogeneity of the relative master equation, and in turn
in the fact that the infinitesimal generator does not depend on time. In this situation we
therefore recover the GKSL master equation.

3
Non-Markovianity of open quantum
systems
3.1 Classical Markov processes
3.1.1 Formal definition and properties
A stochastic process {Xt, t ∈ [t0, T ] ⊂ R}, is a family of measurable maps, called random
variables,
X : Ω× [t0, T ] −→ R, (3.1)
that associates with every elementary event ω belonging to a common probability space
(Ω,Σ,P) (with Ω denoting the sample space, Σ the σ−algebra of subsets of Ω and P the
probability measure with P(Ω) = 1) and with every t ∈ [t0, T ] a real number X(ω, t). For
every fixed ω ∈ Ω, the assignment map t 7→ X(ω, t) is called realization or trajectory of the
stochastic process. From now on, for the purposes of this Thesis, t can be interpreted as
time and our attention will be restricted to stochastic process which take value on a finite
set Ωn = {x0, . . . , xn}.
A family of joint probability distribution for every n ∈ N and all events xn ∈ Ωn which
satisfies the following consistency conditions∑
xi
P1 (xi, t) = 1, (3.2)
Pn (xn−1, tn−1; . . . ;x0, t0) > 0, ∀n ∈ N, (3.3)∑
xm
Pn (xn−1, tn−1; . . . ;xm+1, tm+1;xm, tm;xm−1, tm−1;x0, t0)
= Pn−1 (xn−1, tn−1; . . . ;xm+1, tm+1;xm−1, tm−1;x0, t0) , (3.4)
Pn
(
xpi(n−1), tpi(n−1); . . . ;xpi(0), tpi(0)
)
= P (xn−1, tn−1; . . . ;x0, t0)
for any permutation of the indexes pi(i), (3.5)
29
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uniquely determines a stochastic process. In fact, according to Kolmogorov’s consistency
theorem, for any family of joint probability distribution which satisfies the conditions
(3.2), there exists a probability space and an associated stochastic process on it. In this
framework, a stochastic process is classified as Markovian according to the following
definition.
Definition 3.1. A stochastic process {Xt, t ∈ [t0, T ] ⊂ R} is Markovian if, for every n ∈ N,
for every ordered set of times t0 < t1 < . . . < tn ∈ [t0, T ] and for every discrete set of
events x0, x1, . . . , xn, the conditional probability, defined as
P1|n (xn, tn|xn−1, tn−1; . . . ;x0, t0) =
Pn+1 (xn, tn;xn−1, tn−1; . . . ;x0, t0)
Pn (xn−1, tn−1; . . . ;x0, t0)
, (3.6)
satisfies the relation
P1|n (xn, tn|xn, tn; . . . ;x0, t0) = P1|1 (xn, tn|xn−1, tn−1) , ∀n ∈ N. (3.7)
The Markov condition expresses the fact that the probability for the event X(tn) = xn
conditional to the whole history of previous events X(t0) = x0, . . . , X(tn−1) = xn−1
actually depends only on the latest. In this sense a Markov process is said to characterize
a ’memory-less’ process. An immediate consequence of the condition (3.7) is that the
whole hierarchy of joint probability distributions, and therefore the stochastic process
itself, can be reconstructed by means of only two quantities, namely the initial probability
density P1(x0, t0) and the conditional probability P1|1(x, t;x0, t0). In fact, it can be proven
that
Pn (xn−1, tn−1; . . . ;x0, t0) = P1 (x1, t1)
n−2∏
k=0
P1|1 (xk+1, tk+1|xk, tk) . (3.8)
3.1.2 The Chapmann-Kolmogorov equation
The condition (3.7) and the expression (3.8) naturally point the focus on the so-called con-
ditional transition probability P1|1 (x, t|x0, t0) . From its definition, it follows that it satisfies
the conditions ∑
x
P1|1(x, t|x0, t0) = 1, (3.9)
lim
t→t0
P1|1(x, t|x0, t0) = δx,x0 . (3.10)
The conditional transition probability is also often referred to as propagator due to the
following relation
P1(x, t) =
∑
x0
P1|1(x, t|x0, t0)P1(x0, t0), (3.11)
which means that it connects the one-time probability density at a generic time t to that at
the initial time t0. Moreover, another remarkable property is satisfied by the conditional
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transition probability in the case of a Markov process, which is
P1|1 (x, t|x0, t0) =
∑
x1
P1|1 (x, t|x1, t1)P1|1 (x1, t1|x0, t0) , ∀t0 < t1 < t, (3.12)
known as Chapmann-Kolmogorov equation.
Provided P1|1(x, t|x0, t0) is differentiable with respect to time, the differential form of
Eq.(3.12) can be also considered: by making use of Eq.(3.9), one has
∂
∂t
P1|1(x, t|x0, t0) = L(t)P1|1(x, t|x0, t0), (3.13)
where the linear generator L(t) is defined through its action on a generic test function
φ(x)
L(t)φ(x) ≡ lim
∆t→0+
1
∆t
∑
y
[
P1|1(x, t+ ∆t|y, t)− δx,y
]
φ(y). (3.14)
Such differential Chapmann-Kolmogorov equation is often referred to simply as master
equation. If the process is in particular time-homogeneous, i.e. if the propagator P1|1(x, t|x0,
t0) depends only on the difference of times τ ≡ t − t0, then the generator L(t) does not
depend on time any more, this leading to a solution which satisfies a semigroup composi-
tion law (it is not a group because of the constraint t−s ≥ 0), this fact being the expression
of the irreversibility of the stochastic processes. It is immediate to see that this represents
the classical counterpart of the quantum dynamical semigroup introduced in Chapter (2)
Section 2.2.4.2.
In light of Eq.(3.11), the structure of the master equation (3.13) for P1|1(x, t|x0, t0) is also
shared by the single-time probability density P1(x, t), i.e.
∂
∂t
P1(x, t) = L(t)P1(x, t). (3.15)
In the particular case of a stochastic jump process with an instantaneous jump rate
W (x|x0, t)∆t ≥ 0 from the value x0 to x within the time interval [t, t+ ∆t], Eq. (3.15)
takes the familiar form
∂
∂t
P1(x, t) =
∑
x0
[W (x|x0, t)P1(x0, t)−W (x0|x, t)P1(x, t)] , (3.16)
commonly known as Pauli master equation [21].
It is worth stressing however that no necessary condition that guarantees the non-Marko-
vianity of the underlying process can be found involving the single-time probability
density P1(x, t). Eq. (3.7) in fact involves the entire family of joint probability distribu-
tion and in particular the conditional transition probability P1|1(x, t|x0, t0) and thus, as
we will see in the following Subsections, only sufficient conditions of non-Markovianity
concerning P1(x, t) can be introduced. Ultimately, the Chapman-Kolmogorov equation
has then to be understood as an equation for the latter quantity, rather than as an equa-
tion for the single-time probability density. Stochastic processes, in fact, for which the
single-time probability distribution P1(x, t) satisfies a Chapmann-Kolmogorov equation
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while the conditional transition probability distribution does not can be constructed [34].
Actually, strictly speaking not even the validity of the Chapmann-Kolmogorov equation
for the conditional transition probability P1|1(x, t|x0, t0) is in general equivalent to the
Markov condition Eq.(3.7) and some processes for which the former holds but that are
still non-Markovian can be found [35, 36]; however, in what follows we will overlook
upon this fact since it goes beyond the scopes of the present work.
3.1.3 Divisibility and non-Markovianity
In view of the Section on the quantum counterpart non-Markovianity, we now focus on
single-time probabilities P1(x, t) and give two sufficient conditions for which a stochastic
process is non-Markovian.
Consider for simplicity a N−dimensional classical system, so that the one-point proba-
bility distribution at time t is a probability vector P(t), whose elements {Pj(t)}j=1,...,N
satisfy the conditions Pj(t) ≡ P1(j, t) ≥ 0 ∀j = 1, . . . , N and
∑
j Pj(t) = 1. In analogy
with the quantum case presented in Chapter 2, the time evolution of P(t) can be in gen-
eral described in terms of a family of linear maps {Λ(t, t0)}t≥t0 , called dynamical maps,
according to which
P(t) = Λ(t, t0)P(t0). (3.17)
Definition 3.2. If the matrix Λ preserves positivity and normalization, i.e.∑
j
Λjk = 1, ∀k = 1, . . . , N (3.18)
Λjk ≥ 0, ∀j, k = 1, . . . , N, (3.19)
then it is called stochastic matrix.
In light of Eqs. (3.17) and (3.11), one is immediately led to identify the dynamical map
Λij(t, t0) with the conditional transition probability P1|1(i, t|j, t0). This equivalence how-
ever holds true in general only if t0 is the initial time, while for a generic intermediate
time t1 > t0, Λij(t, t1) 6= P1|1(i, t|j, t1). The reason is that P1|1(i, t|j, t1) is not uniquely
defined for a general stochastic process, since it can be obtained through Eq. (3.6) from
two different initial conditions k 6= k′, e.g. from two quantities P1|2(i, t|j, t1; k, t0) and
P1|2(i, t|j, t1; k′, t0).
On the other hand, provided Λ(t, t0) is invertible for every t > t0, we can always con-
struct the dynamical map Λ(t, t1) for t1 > t0 as:
Λ(t, t1) = Λ(t, t0)Λ
−1(t1, t0). (3.20)
The point however is that Λ(t, t1) this way constructed may not be a stochastic matrix
itself, i.e. fulfil the second condition in Eqs. (3.18).
These considerations, whose importance will become clear in a moment, lead, in the
same spirit of Chapter 2 for the quantum case, to the introduction of the following defi-
nition:
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Definition 3.3. A family of classical dynamical maps {Λ(t, t0)}t≥0 is (P-)divisible, if, for
any t ≥ t1 ≥ t0,
Λ(t, t0) = Λ(t, t1)Λ(t1, t0), (3.21)
with Λ(t, t1) being itself a stochastic matrix.
The crucial point is the relationship between P-divisible dynamical maps and Markov
processes, which can be deduced from the above considerations and the Chapmann -
Kolmogorov equation (3.12). It is in fact immediate to realize that, if Λij(t, t1) = P1|1(i,
t|j, t1), then the dynamics of the classical system is Markovian. The latter identification
holds when Λ(t, t1) is a stochastic matrix and therefore whenever the dynamical map
is P-divisible. The violation of the P-divisibility condition then clearly poses itself as a
sufficient indication of non-Markovianity.
3.1.4 The l1−norm
Another sufficient condition for a classical stochastic process to be Markovian which is
accessible by looking at probability vectors P(t) is related to the time-behavior of the
l1−norm, which induces a metric on the space of probability distributions and is defined
in general as
‖ P(t) ‖1≡
∑
j
|Pj(t)|. (3.22)
This norm has two very remarkable properties. The first one is that it naturally arises in
an hypothesis-testing scenario. Consider in fact a random variable X distributed with a
priori probabilities q and 1− q according to two probability vectors P1(t) or P2(t) respec-
tively. Our goal is to infer, by means of a single sampling of X , the correct probability
distribution of our random variable. The maximum probability to give the correct an-
swer can be shown to be given by
PMAX(t) =
1+ ‖ qP1(t)− (1− q)P2(t) ‖1
2
. (3.23)
The l1−norm between two probability distribution is therefore the bias in favour of the
correct discrimination between the two probability distributions P1,2(t). A particular
case which will be of relevance also in the quantum case, see Section (3.2.2), is the a-
priori unbiased case, i.e. q = 1/2. In this case the l1−norm
‖ qP1(t)− (1− q)P2(t) ‖1= 1
2
‖ P1(t)−P2(t) ‖1 (3.24)
is known as Kolmogorov norm [37].
The second crucial property of the l1−norm is connected to its relationship with P-
divisibile dynamical maps Λ(t, t0), which is contained in the following Theorem (see
for example [38] for the proof)
Theorem 3.4. A family of classical dynamical maps {Λ(t|t0)}t≥0 is (P-)divisible, if the l1−norm
is a monotonic contraction with time, i.e. ∀t ≥ t1 ≥ t0 and every pair of random vectors P1,2(t)
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and a priori probabilities q and 1− q,
‖ qP1(t)− (1− q)P2(t) ‖1 ≡‖ Λ(t, t1)
(
qP1(t1)− (1− q)P2(t1)
) ‖1
≤‖ qP1(t1)− (1− q)P2(t1) ‖1, (3.25)
with Λ(t, t1) in general given by Eq.(3.20).
An important corollary of this Theorem is obtained when we identify t1 in Eq.(3.25) with
the initial time t0 of the stochastic process. In this case in fact the dynamical map Λ(t,
t0) is, as already stressed before, a stochastic matrix by construction and therefore the
l1−norm between two probability distributions is a contraction, i.e.
‖ qP1(t)− (1− q)P2(t) ‖1≤‖ qP1(t0)− (1− q)P2(t0) ‖1 . (3.26)
This inequality physically means that the ability to discriminate between two different
probability distributions in the single-shot sampling hypothesis-testing scenario PMAX(t)
can only decrease with respect to its initial value.
As a consequence of Theorem (3.4) however, if the process is P-divisible and therefore
Markovian, the decrease of PMAX(t) is monotonic in time, i.e. ddtP
MAX(t) < 0 ∀t >
t0. If we bestow an information-oriented interpretation to the ability of discriminating
between P1,21 (x, t), then we can interpret this situation as a monotonic loss of information
during the stochastic evolution.
On the other hand, if the process is not P-divisible and thus non-Markovian, the decrease
of PMAX(t) can temporarily invert its trend (though the regrowth can never exceed its
initial value because of the corollary mentioned above), which means that there exist
intermediate times t such that ddtP
MAX(t) > 0. In the same framework of hypothesis-
testing problem, a temporary regrowth ability to discriminate between the two possible
probability distributions after some initial loss is a signature of an underlying memory
in the process.
To summarize, the correct and proper definition of classical stochastic Markov process
is given by Eq.(3.7) which involves all the family of joint probability distributions. Some
sufficient conditions of non-Markovianity based on the time-behaviour of the single-
time probability distributions can however be formulated in terms of the P-divisibility
of the dynamical maps and of the contractivity property of the l1−norm. In the next
Section we will see how these concepts can (or cannot) have a natural counterpart in the
quantum realm, thus providing the criteria and guidelines employed in the last decade
to characterize quantum non-Markovian processes.
3.2 Quantum non-Markovianity
In the previous Section we made a very brief review of the concept of Markovianity in
classical stochastic processes; in the present Section our aim is to transpose those con-
cepts to the quantum realm, by this meaning that the system under consideration is a
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quantum system. In the last decade, much efforts have been devoted by the scientific
community in order to find a clear definition of a quantum Markovian process in the
closest analogy possible with the classical framework. One of the main difficulties im-
mediately encountered in this endeavour is that Eq. (3.7) has no immediate parallel in
quantum mechanics, the main reason being that measurements, which are a necessary
ingredient in the definition of every joint probability distribution according to the Born
rule, perturb the state of the system affecting the subsequent outcomes. Consequently, no
family of joint probability distributions satisfying the Kolmogorov consistency relations
(3.2) can be constructed. To explicitly see this, consider a generic observable A ∈ B(H )
which is measured at n discrete times. Assuming A to have a non-degenerate spectrum,
i.e. A =
∑
a a |a〉 〈a|, and denoting with U(t, 0) the unitary evolution operator governing
the evolution of the quantum system, the joint probability distribution to have obtained
the set of outcomes a1, . . . , an at times t0 ≤ t1 ≤ . . . ≤ tn is given by
P (an, tn; . . . ; a1, t1) = Tr
[
pianU(tn, tn−1)pian−1 . . . pia1U(t1, t0) ρ(0)
U †(t1, t0)pia1 . . . pian−1U
†(tn, tn−1)pian
]
, (3.27)
with piai = |ai〉 〈ai|. It is immediate to realize that this joint probability distribution,
though being valid for every n, does not fulfil the Kolmogorov consistency condition
(3.2) ∑
an−1
P (an, tn; an−1, tn−1; . . . ; a1, t1; a0, t0) 6= P (an−1, tn−1; . . . ; a1, t1; a0, t0) (3.28)
since the orthogonal measurement of the observable A generally destroys every quan-
tum interference as well as, when applied to open quantum systems, every correlations
between system and environment, thus influencing the subsequent dynamics. For all
these reasons, a proper definition of (non-)Markovianity in the quantum realm, which
should be independent of any particular measurement scheme, is more subtle than in
the classical framework.
Though still nowadays representing a debated topic, many benchmark results have been
obtained in the last years that pave the way of a proper definition and quantification
of quantum non-Markovianity and its relation with the presence of memory effects in
open quantum systems dynamics. Almost all of these approaches characterize the non-
Markovianity in terms of properties of the family of the quantum dynamical maps which
govern the evolution of the quantum system and cope with the time-behaviour of the
statistical operator ρ(t). In the following Subsections we will present a number of them
which will be useful and employed in the rest of the present work. It will become imme-
diately clear the parallelism between these approaches and their classical counterparts
presented in the previous Section. The first one in fact relates the non-Markovianity of
an open system’s dynamics to the violation of the CP-divisibility of the quantum dy-
namical map [13], which represents the natural quantum analogue of the P-divisibility
in the classical context. The second approach defines the non-Markovianity through the
contractivity property of some norm defined on S(HS) [11, 38–40].
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Alongside with these definitions, two measures have been introduced in [11, 13, 40] in
order to quantify the degree of non-Markovianity in terms of suitable (and possibly mea-
surable in experiments) estimators. Inspired by the general criteria underlying these two
measures, several others figures of merit have been introduced in recent years, all sharing
the property to represent monotone contractions under the action of completely positive
and trace-preserving maps. Depending on the case considered, i.e. finite dimensional
systems versus continuous variable systems et cetera, or on the type of interaction, one
of non-Markovianity witness can be more convenient, easy to be calculated or sensitive
than the others and in general they will not coincide. For this reason, and due to the fact
that we will use some of them in the remainder of the work, we will make a brief survey
of some of them in the last Subsection of this Chapter.
3.2.1 CP-divisibility based criterion of quantum non-Markovianity
In the present Subsection we introduce and discuss the definition and measure of quan-
tum non - Markovianity introduced by Rivas, Huelga and Plenio in [13]. Such approach,
as we will see in a moment, copes with the notion of CP-divisibility of a family of quan-
tum dynamical maps {Λ(t, t0)}t≥t0 , see Definition 2.3 introduced in Chapter 2 Subsection
2.2.4.2.
Definition 3.5 (RHP non-Markovianity). The time-evolution of a quantum system de-
scribed in terms of a family of dynamical maps {Λ(t, t0)}t≥t0 is Markovian if the latter is
CP-divisible.
It is then immediate to see that, since the complete positivity poses itself as the quantum
counterpart of the classical notion of positivity, this definition can be seen as the quan-
tum counterpart of the condition discussed in Subsection 3.1.3. A CP-divisible family
of dynamical maps physically expresses the fact that the evolution of the open quantum
system can be stopped and restarted at any intermediate time obtaining the same result
as if with a one-step evolution. In light of this and of the analogies with the Chapmann-
Kolmogorov equation which holds true in the case of Markov processes, one is led to
interpret this with a lack of memory effects.
It is important to stress that, in order to check CP-divisibility of the time evolution, one
can look at either the quantum dynamical map or at the associated time-local gener-
ator. In particular, given the knowledge of the transition map Λ(t, s) (2.108), one can
determine its complete-positivity (which expresses the CP-divisibility property (2.3), see
Section (2.2.4.2)) by studying the positivity of the associated Choi matrix Eq. (2.44)
ΛChoi(t, s) ≡ [Λ(t, s)⊗ 1N ] (|φ〉ME 〈φ|ME) , (3.29)
with |φ〉ME = 1√N
∑N
k=1 |k〉⊗|k〉 being the maximally entangled state between two copies
of the quantum system under consideration ({|k〉}k=1,...,N denoting an orthonormal basis
in HS , here considered of dimension N ), see Section 2.1.2. Given instead the time-local
generatorKTCL(t) in its time-dependent Lindblad form (2.105), CP-divisibility is granted
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provided that
γk(t) > 0, ∀t > t0. (3.30)
Building on these considerations, Rivas, Huelga and Plenio in [13] proposed to quantify
the degree of non-Markovianity of a quantum process by
I(Λ) =
∫
R+
dt g(t), (3.31)
where the quantity g(t) denotes the right derivative of the trace norm of the Choi matrix
ΛChoi (3.29) associated to the quantum dynamical map Λ:
g(t) = lim
→0+
‖ ΛChoi(t, t+ ) ‖1 −1

. (3.32)
Note that g(t) is different from zero if and only if the CP-divisibility of the map Λ is
broken. In fact, when ΛChoi(t, t+) is positive, the transition map Λ(t, t+) is completely-
positive, which means that the image of the maximally entangled state through Eq. (3.29)
is again a state and therefore its trace-norm is equal to 1, this fact finally implying that
g(t) = 0. It is worth to emphasize that the evaluation of g(t), and thus in turn this non-
Markovianity measure, requires the knowledge of the quantum dynamical map, which
can be accessed only by means of full process tomography. This is of course a much
demanding task especially from the experimental point of view.
Finally, in a recent paper [41], Definition 3.5 has been employed to characterize the non-
Markovianity in Gaussian channels and a contextual measure has been proposed. Gaus-
sian channels are represented in terms of a family of completely positive and trace pre-
serving maps generated by a quadratic bosonic Hamiltonian, which thus has the prop-
erty to preserve the Gaussian nature of quantum states during evolution. The impor-
tance of presenting such approach relies in the fact that, in general, addressing the char-
acterization of CP-divisibility in infinite-dimensional quantum system is highly complex.
Though for Gaussian channels, a generalization of the Choi-Jamiolkowski isomorphism
(which allows to construct the Choi matrix associated to the dynamical map and thus
to access the complete positivity of the transition map by studying the positivity of the
latter) has been recently formulated [42], a much simpler way to access the complete
positivity of the transition map Λ(t, s) for Gaussian channels can be given in terms of
the so-called covariance matrix of the quantum Gaussian state. For these reasons and
also because we will employ this criterion in Chapter 5, we very briefly recall the basic
notions and notations concerning Gaussian states. For more detailed treatments of the
vast literature on this very important class of quantum states, the reader is referred to
[43, 44].
3.2.1.1 Continuous-variable systems and Gaussian states
A continuous-variable (CV) system, is a system whose degrees of freedom are associ-
ated to operators with a continuous spectrum. Here we consider CV systems made of
a discrete number n of bosonic modes so they are associated to a Hilbert space H =
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⊗nk=1Hk, where Hk is the Fock space relative to the k−th mode spanned by the fam-
ily {a(†)k }k=1,...,n of creation (annihilation) operators satisfying the bosonic commuta-
tion relations
[
ak, a
†
j
]
= δkj. Such commutation relations are equivalently rewritten in
terms of the canonical coordinates of this system, given by R = (q1, p1, . . . , qn, pn)T with
qk = (ak + a
†
k)/
√
2 and pk = i(a
†
k − ak)/
√
2, as
[Rk, Rj ] = iΩkj , Ω = ⊕nk=1ω, ω =
(
0 1
−1 0
)
, (3.33)
and impose the following important condition on the states involving their covariance
matrices
σ +
i
2
Ω ≥ 0, (3.34)
where σ is a 2n× 2n matrix with entries
σjk =
1
2
〈{Rj , Rk}〉 − 〈Rj〉〈Rk〉, (3.35)
with 〈·〉 ≡ Tr [ρ·] and {O1, O2} = O1O2 + O2O1. It is worth stressing that Eq.(3.34)
traduces the condition ρ > 0.
A very important operator in this framework is the so-called Weyl (or displacement) oper-
ator defined as
W (λ) = ⊗nk=1W (λk) = ⊗nk=1 exp
[
λka
†
k − λ∗kak
]
, (3.36)
with λk = λk,r + iλk,i. The vector (λ1,r, λ1,i . . . , λn,r, λn,i)
T belongs to the real 2n−dimen-
sional space equipped with the symplectic form Ω which is called quantum phase space
in analogy with the classical Liouville space. The set of W (λ) is complete and thus any
operator O ∈H can be expressed according to the Glauber form
O =
∫
Cn
dnλ
pin
Tr [OW (λ)]W †(λ), (3.37)
where
χ [O] (λ) ≡ Tr [OW (λ)] (3.38)
is the so-called characteristic function of the operator O. It is clear that the characteristic
function of a statistical operator ρ ∈ S(H ) can be used to provide an equivalent unique
description of the quantum system. For the sake of completeness, it is worth mentioning
that taking the complex Fourier transform of the characteristic function leads to the so-
called Wigner function, which has many remarkable properties and is widely employed
in quantum optics and quantum information processing with continuous variables [43–
46].
Definition 3.6. A CV system’s state with n degrees of freedom is called Gaussian if its
characteristic function, defined in Eq.(3.38) is Gaussian, i.e.
χ [ρ] (λ) = exp
[
i〈R〉Tλ− 1
2
λTσλ
]
. (3.39)
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A Gaussian state is therefore uniquely determined by first and second statistical mo-
ments of the quadrature vector, i.e. by the vector of mean values 〈R〉 and by the covari-
ance matrix σ.
The quantum evolutions which preserve the Gaussian character of a quantum state are
said to be Gaussian channels [47–49]. The action of a Gaussian channel on a generic
Gaussian state can be written as [41, 42, 50]
σ(t0) 7→ σ(t) = X(t, t0)σ(t0)X(t, t0)T+Y(t, t0), 〈R〉T (t0) 7→ 〈R〉T (t) = X(t, t0)〈R〉T (t0),
(3.40)
with X(t, t0), Y(t, t0) being 2n × 2n real matrices. Naively speaking, the contribution
Y(t, t0) of a Gaussian channel uniquely determined by the couple (X(t, t0),Y(t, t0)), can
be regarded as a noise term which has to be non-negative, i.e. Y(t, t0) ≥ 0; the X(t,
t0) contribution instead corresponds to a symplectic transformation which can be even
negative provided Y(t, t0) is large enough. The requirement of complete positivity poses
a constraint on these two matrices, which represents the key brick to characterize the CP-
divisibility and ultimately the non-Markovianity in the case of a Gaussian channel.
Theorem 3.7 (Demoen 1977). A Gaussian channel is completely positive iff the following con-
dition holds
Y(t, t0) +
i
2
Ω− i
2
X(t, t0)ΩX
T (t, t0) > 0. (3.41)
Note that, for X(t, t0) = 0 this relation reduces to (3.34).
Considering that the composition of two Gaussian channels (X(t1, t0),Y(t1, t0)) and
(X(t2, t1),Y(t2, t1)) is again a Gaussian channel (t2 > t1 > t0), the set of Gaussian chan-
nels forms a semigroup (which however must not be confused with the one - parameter
semigroup introduced in Chapter 2 Section (2.2.4.2)), with product given by [51]
(X(t1, t0),Y(t1, t0)) · (X(t2, t1),Y(t2, t1))
= (X(t1, t0)X(t2, t1),X(t1, t0)Y(t2, t1)X(t1, t0)
T + Y(t1, t0)). (3.42)
Exploiting this result to write the transition Gaussian channel (X(t, s),Y(t, s)), in [41]
Torre, Roga and Illuminati showed that
Theorem 3.8 (TRI 2015). A Gaussian channel is CP-divisible iff the following condition holds
Y(t+ , t)− i
2
Ω +
i
2
X(t+ , t)ΩXT (t+ , t) > 0, (3.43)
According to the RHP criterion of non-Markovianity (3.5) introduced above, if and only
if the quantity (3.43) is negative the process is non-Markovian.
Contextually, the authors have proposed also to measure the degree of non-Markovianity
of the Gaussian channel as
IG =
∫
R+
dtG(t), G(t) ≡ 1
2
lim
→0+
∑
k
[|νk(t+ , t)| − νk(t+ , t)] , (3.44)
where νk(t+ , t) are the eigenvalues of the (symmetric) matrix at the l.h.s. of Eq.(3.43).
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3.2.2 Trace-norm based criterion of quantum non-Markovianity
Here we discuss in detail the definition and measure of non-Markovianity dynamics of
an open quantum system based on the time-behaviour of the trace norm under the ac-
tion of CP-divisible dynamical maps. This idea, pioneered by the work by Breuer, Laine
and Piilo [11], has been subsequently developed in [38–40] to a more general framework
which better highlights the relationship both with the RHP definition and with the clas-
sical notion of Markovianity. For this reason we will follow this line of exposition in the
present Subsection. From the very first work in this direction [11], this definition had a
clear-cut physical interpretation in terms of information flow between an open quantum
system and its environment, thus allowing for a more immediate interpretation in terms
of memory effects. The main idea behind it is to characterize and quantify the presence
(or absence) of memory effects by means of an ensemble-discrimination scenario, in full
analogy with the classical case presented in Section 3.1.4.
Let us consider the following conceptual experiment: an experimenter, Alice, prepares at
the initial time t0 a quantum system in either ρ1S(t0) or ρ
2
S(t0) with probabilities q and 1−q
respectively and then sends it to Bob which receive them at time t. Bob’s task is to infer
which state has been prepared by Alice by means of a single measurement on the system.
Let {Π1,Π2 = 1S − Π1} be a two-valued POVM associated with Bob’s measurement: if
the outcome of the measurement is 1, then the state is inferred to be in ρ1S(t), otherwise if
the outcome is 2 to be in ρ2S(t). The probability of success of this discrimination protocol
is then given by
Psucc(t) =
(
qTrSΠ1ρ
1
S(t) + (1− q)TrSΠ2ρ2S(t)
)
= 1 + TrSΠ1
(
qρ1S(t)− (1− q)ρ2S(t)
)
.
(3.45)
If Bob is clever and thus selects the best measurement scheme, he can achieve the maxi-
mum success probability which is given by [52]
PMAXsucc (t) =
1
2
(1+ ‖ ∆S(t) ‖1) , (3.46)
where ∆S(t) ≡ qρ1S(t)−(1−q)ρ2S(t) is called Helstrom matrix. This expression shows how
the trace-norm of the Helstrom matrix represents the bias in favour of the correct ensem-
ble identification in the single-shot experiment. It is moreover evident that the trace
norm poses itself as the quantum counterpart of the l1−norm introduced in Subsection
3.1.4.
Depending on the dynamics, given in terms of Λ(t, t0), which connects the initial states
ρ1,2S (t0) prepared by Alice with the final states ρ
1,2
S (t) received by Bob, P
MAX
succ (t) can vary
with time. A first general answer in this direction is provided by the following Theorem
by Kossakowski [53, 54]
Theorem 3.9. A trace-preserving and hermiticity-preserving linear map Λ is positive iff the
following condition holds
‖ Λ(t, t0)A ‖1≤‖ A ‖1, ∀A = A† ∈ τ (H ). (3.47)
The equality sign holds if and only if Λ is a unitary transformation.
Chapter 3. Non-Markovianity of open quantum systems 41
It follows from this Theorem that PMAXsucc (t) ≤ PMAXsucc (t0), namely that the discrimination
ability at any later time t that Bob can achieve is never greater than the value at the initial
time.
An immediate consequence of this is that, if a family of quantum dynamical maps is P-
divisible, which means that the transition map Λ(t, s) (with s > t0) defined in Eq.(2.109)
is positive for any s < t, then Theorem (3.9) applies at any time and PMAXsucc (t) decreases
monotonically with time. On the other hand, if the map is not P-divisible, then at some
intermediate time and for some couple of states ρ1,2 the non-positive transition map Λ(t,
s) may lead to a temporary regrowth of the trace norm and thus of the discrimination
ability. All these considerations, as well as the close similarity with the discussion made
in the classical framework for the L1−norm, leads to the following definition:
Definition 3.10. A process represented by a family of quantum dynamical maps {Λ(t,
t0)}t≥t0 is said to be Markovian if, for every couple of initial states ρ1,2 and for every
0 ≤ q ≤ 1, the trace norm of the Helstrom matrix ∆ ≡ qρ1S(t)−(1−q)ρ2S(t) is a monotonic
contraction of time (or equivalently, thanks to Theorem (3.9) if the process is P-divisible).
According to this definition, in a non-Markovian process the ability to discriminate be-
tween two ensembles ρ1(t) and ρ2(t), after being initially decremented due to Theorem
(3.9), can temporarily regrowths, this fact being a signature of memory effects. In order
to substantiate this interpretation, let us assume that the dynamics, described by the fam-
ily of quantum dynamical maps Λ, correspond to an evolution of the system (prepared
by Alice in the scenario depicted above) with an environment, so that the overall system
is closed. Then let us consider the following quantities
Iint(t) =‖ qρ1S(t)− (1− q)ρ2S(t) ‖1, (3.48)
denoting the amount of information inside the open system, and
Iext(t) =‖ qρ1SE(t)− (1− q)ρ2SE(t) ‖1 −Iint(t), (3.49)
denoting the information outside the open system (i.e. not accessible by Bob when mea-
surements on the open system only are performed), where ρ1,2SE(t) = U(t, t0)(ρ
1,2
S (t0) ⊗
ρE)U
†(t, t0) and where we stress that the initial state of the composite system has been
taken to be in factorized form in order for the quantum dynamical map to be well-
defined. This last assumptions also implies that Iext(t0) = 0. Note that, in light of the
considerations made above, Iint(t) is a measure of the distinguishability between ρ1S(t)
and ρ2S(t). Since at the level of the composite system the dynamics is unitary, there is no
flow of information outside it, i.e.
Iint(t) + Iext(t) ≡‖ qρ1SE(t)− (1− q)ρ2SE(t) ‖1= Iint(t0), (3.50)
and therefore any decrease in Iint(t) due to Theorem (3.9) must correspond to an incre-
ment in Iext(t). Definition 3.10 therefore means that, during a Markov process, the sys-
tem unidirectionally loses information either to the environment or to the correlations
between them [34, 55] If however, for some intermediate time s ∈ [t0, t] and for at least
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one pair of initial states of the system ρ1,2S (t0) it happens that
σ(t) =
d
dt
Iint(t) > 0, (3.51)
then some of the information which was previously lost by the system flows back into it,
i.e. a memory effect occurs.
Finally, we remind that the P-divisibility of the quantum process map can be checked
either at the level of the dynamical map by looking at the positivity of the transition map
Λ(t, s) or at the level of the associated master equation. In particular, if we consider the
time-local generator KTCL(t) in the time-dependent Lindblad form (2.105)
d
dt
ρS(t) =−i [H(t), ρS(t)] +
N2−1∑
k=1
γk(t)
(
σk(t)ρS(t)σ
†
k(t)−
1
2
{σ†k(t)σk(t), ρS(t)}
)
, (3.52)
the process is P-divisibile iff∑
k
γk(t)| 〈m|Lk(t) |n〉 |2 > 0, ∀n 6= m, t ≥ t0, (3.53)
{|n〉} being a generic orthonormal basis ofHS .
In their pioneering work [11], Breuer, Laine and Piilo studied the case of unbiased en-
semble preparation by Alice, i.e. considered the particular case q = 1/2. In this particular
case, the Helstrom matrix becomes traceless
∆S(t) =
1
2
(
ρ1S(t)− ρ2S(t)
)
, (3.54)
but every conclusion made above still holds.
Building on this definition, the following measure of non-Markovianity has been intro-
duced in order to quantify the degree of non-Markovianity of a quantum process
N (Λ) = max
ρ1,2S (t0)
1
2
∫
R+
(|σ(t)|+ σ(t)) dt, (3.55)
where the maximization is performed over all pairs of initial states and the integration is
extended over all the time regions where σ(t), defined in Eq. (3.51), is positive.
N (Λ) is a positive functional of the family of dynamical maps and physically represents
the extended sum of the information that flows back into the open system. The maxi-
mization involved in this measure, which is necessary to make it a property of the family
of dynamical maps, is however an increasingly demanding task, both from theoretical
and experimental point of view, as the dimension of the quantum system grows, despite
a great simplification is provided by the properties of the functionalN (Λ) and the con-
vexity of S(HS). It can in fact be proven [40, 56] that the optimal couple of initial states
ρ1,2S (t0), i.e. such that the maximum in (3.55) is achieved, is attained when they lie on the
boundary of S(HS) and are mutually orthogonal. However, for systems of dimensions
larger than 3, this procedure typically represents an overwhelming challenge (even from
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the numerical point of view) and therefore either maximization over subclasses of initial
states or the non-maximized versionN
ρ1,2S (t0)
(Λ), which both represent lower bounds for
the true measureN (Λ), are considered.
Finally, it is clear from the two definitions of quantum Markovianity (3.5) and (3.10), and
in particular from a direct confrontation between Eqs. (3.30) and (3.53), that they coincide
if there is only a single decay channel in the master equation. In general however the
RHP condition for a quantum process to be Markovian is stricter with respect to trace-
norm based condition, due to the fact that CP-divisible quantum dynamical maps are a
subset of the P-divisible ones. This reflects also in the respective measures, in the sense
that the following relation holds
I(Λ) = 0 =⇒ N (Λ) = 0, (3.56)
but not the vice versa.
3.2.3 Other relevant non-Markovianity quantifiers
To conclude this Chapter, we review in the present Section some of the many other quan-
tifiers of non-Markovianity that have been introduced in recent years. Every one of the
witnesses which we will enumerate copes with different quantum dynamical properties
and therefore, depending on the situation or the model considered, one can be more suit-
able than the others. Just to mention few examples: the trace-norm criterion introduced
above does not witness non-Markovianity encoded in the non-unital part of the dynam-
ics, which corresponds, in the finite dimensional case, to an affine transformation of the
generalized Bloch vector [57]; the RHP non-Markovianity measure may not be accessed
because the evolution of the quantum system can be approached only by fully numerical
methods and therefore full process tomography would be infeasible; the dimension of
the Hilbert space of the open quantum system is infinite and therefore the trace norm
can prove a formidable (though in general not impossible) task to be evaluated analyti-
cally, maximization problem left aside. All of them however share one common leitmotif,
which is that they are monotonic quantities under the action of completely positive and
trace preserving maps.
3.2.3.1 Bloch Volume
A geometrical quantifier of non-Markovianity has been introduced in [16] by Lorenzo,
Plastina and Paternostro, which is based on the change in the volume of the set of acces-
sible states of the evolved open quantum system. Remarkably, this method applies well
both in finite-dimensional systems and in quantum Gaussian systems.
In the case of a N−dimensional system, the statistical operator ρ can be equivalently
expressed in terms of the generalized Bloch vector r = (r0, r), whose entries {rj}N2−1j=0 are
given by the Hilbert-Schmidt scalar product of ρ with the orthonormal basis {Gj}N2−1j=0 ,
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with G0 = 1S/
√
N and {Gj}N2−1j=1 = {ujk, vjk, wl}/
√
2 being the traceless, hermitian
generators of the Lie algebra SU (N)
ujk = |j〉 〈k|+ |k〉 〈j| , vjk = −i (|j〉 〈k| − |k〉 〈j|) ,
wl =
√
2
l(l + 1)
l∑
j=1
(|j〉 〈j| − l |l + 1〉 〈l + 1|) , 1 ≤ j < k ≤ N, 1 ≤ l ≤ N − 1. (3.57)
In agreement with Eq.(2.36), also any linear map Λ acting on the system can be repre-
sented as a N2 ×N2 matrix Λ(t, t0) with entries
Λjk(t, t0) = Tr
[
G†j Λ(t, t0) [Gk]
]
, (3.58)
and physically represents an affine transformation of the Bloch vector
Λ(t, t0) =
(
1 0
c(t, t0) A(t, t0)
)
⇒ r(t) = A(t, t0)r(t0) + c(t, t0)/
√
N, (3.59)
where A(t, t0) is responsible for rotations and shrinks while c(t, t0) for translations. In
particular, the determinant of the matrix A(t, t0), i.e. |A(t, t0)|, describes the change in
the volume of the set of dynamically accessible states.
In the case of Gaussian systems, a similar line of reasoning applies. Making reference
to the notation introduced in Subsection 3.2.1.1, the covariance matrix σ relative to an
n−mode bosonic system state evolves in a Gaussian channel according to Eq.(3.40). In
full analogy with the treatment of N−dimensional quantum systems above discussed,
this evolution equation can be written as an affine transformation on R4n2
s(t0)→ s(t) = M(t, t0)s(t0) + Z(t, t0), (3.60)
where we have chosen a basis {Gj}4N2−1j=0 and where sj(t) = Tr [σ(t)Gj ], Mjk(t, t0) =
Tr[XT (t, t0)GjX(t, t0)Gk] and finally Zj(t, t0) = Tr [Y(t, t0)gj ]. Upon the replacement
F(t, t0) → M(t, t0), same physical considerations made above holds true for Gaussian
states.
In both these cases, the main point is that the volume of the dynamically accessible states
|A(t, t0)| decreases monotonically with time as long as the quantum dynamical map
is CP-divisible. Sticking to the definition (3.5) of non-Markovian quantum dynamics,
any temporary regrowth in this determinant during the evolution is a signature of non-
Markovianity. It is however worth stressing that this figure of merit, alongside with the
trace-distance based one introduced by Breuer, Laine and Piilo in [11] is insensitive to
any non-Markovianity due to translations, i.e. which are encoded in the vector c(t, t0).
3.2.3.2 Relative Entropy and Quantum Mutual Information
Given two statistical operators ρ1,2, their Von-Neumann relative entropy is defined as
S
(
ρ1 ‖ ρ2) ≡ Tr [ρ1 log ρ1]− Tr [ρ1 log ρ2] . (3.61)
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Though clearly not being symmetric in its arguments, this quantity has many interest-
ing properties [21, 37] among which the so-called Klein’s inequality S
(
ρ1 ‖ ρ2) ≥ 0 (the
equality sign holds iff ρ1 = ρ2), which allows to interpret it as a measure of the distin-
guishability between quantum states, and the contraction property under the action of
completely positive and trace preserving maps Λ(t, t0) [50, 58], i.e.
S
(
Λ(t, t0)ρ
1 ‖ Λ(t, t0)ρ2
) ≤ S (ρ1 ‖ ρ2) . (3.62)
In light of this, it is clear that the relative entropy becomes a monotonic contraction in
the case of a quantum Markovian process according to CP-divisibility criterion (3.5) and,
on the other hand, becomes a witness of non-Markovianity if, at some intermediate evo-
lution time, it temporarily regrowths [59]. Other relative entropies than the Von Neu-
mann’s one, such as the Renyi entropy [60] or the Tsallis entropy [61], have also been
proposed as they share the same contractivity property under completely positive and
trace preserving maps.
Another witness of non-Markovianity is represented by the quantum mutual informa-
tion defined as
I(ρSA) ≡ S(ρS) + S(ρA)− S(ρSA), (3.63)
S(ρ) ≡ −Tr [ρ ln ρ] being the Von-Neumann entropy of state ρ. Here A is a label denot-
ing an ancillary state which has been coupled to the quantum system of interest. This
quantity, which can be equivalently rewritten as the relative entropy
I(ρSA) = S(ρSA|ρS ⊗ ρA), (3.64)
measures the total amount of correlations between system and environment. It follows
from the contractivity property of the relative entropy mentioned above that, if we apply
a local quantum channel on the system which describes a decoherent evolution due to
the coupling with an environment, we have
I(ρSA(t)) = I((Λ(t, t0)⊗ 1A)ρSA)
= S ( (Λ(t, t0)⊗ 1A)ρSA | (Λ(t, t0)ρS)⊗ ρA) ≤ S (ρSA|ρS ⊗ ρA) = I(ρSA(t0)). (3.65)
3.2.3.3 Entanglement
A different measure of non-Markovianity which shares the same perspective as the pre-
vious one is the entanglement-based one. The figure of merit in this case is given by an
entanglement monotone, which is a measure for entanglement-type of correlations which
onset between the open quantum system of interest and an ancilla and that cannot in-
crease (nor be generated) under the action of local operations and classical communi-
cation (LOCC). Since quantum channels acting locally on the system Λ(t, t0) ⊗ 1A are
particular examples of LOCC, any temporary regrowth in the time-behavior of the en-
tanglement monotone ESA is a signature of violation of the CP-divisibility and thus in
turn, according to Def.(3.5), of non-Markovianity. Building on this considerations, in [13]
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the following measure for the degree of non-Markovianity has been proposed
IE = ∆E +
∫ t1
t0
dt
∣∣∣∣dESA(t)dt
∣∣∣∣ , (3.66)
, where ∆E ≡ ESA(t1)−ESA(t0). It is worth mentioning that a relationship between the
amount of entanglement generated by a given non-Markovian dynamics (according to
this definition) and the destruction of accessible information can be found in [62].
3.2.3.4 Fidelity and Bures distance
Especially in the context of continuous-variable systems, the computation of the previous
measures, except the one by Torre, Roga and Illuminati and the one by Lorenzo, Plastina
and Paternostro introduced above, proves a formidable task. It is mainly for this reason
that the following witnesses, which are presented in these last paragraphs, have been
introduced.
The first one relies on the so-called Fidelity between two quantum states ρ1S and ρ
2
S , de-
fined as
F (ρ1S , ρ
2
S) ≡
(
Tr
[√√
ρ1Sρ
2
S
√
ρ1S
])2
. (3.67)
This quantity is directly related to a distance on the set of statistical operators S(H ),
known as Bures distance [63],
DB(ρ1S , ρ2S) ≡
√
2
[
1−
√
F (ρ1S , ρ
2
S)
]
, (3.68)
interpreted by Uhlmann [58] as a generalization of transition probabilities for pure states
to the case of statistical operators, which gives an estimate of the distance between two
quantum states. Among the many important properties of the Fidelity (and of the Bures
distance as well), the crucial one for the present purposes is, once again, its monotonicity
under the action of completely positive and trace-preserving maps, i.e.
F (Λ(t, t0)ρ
1
S(t0),Λ(t, t0)ρ
2
S(t0)) ≥ F (ρ1S(t0), ρ2S(t0)), (3.69)
which traduces the condition that two states subject to the action of the same quantum
channel can only decrease their mutual distinguishability. Remarkably, the expression
of the fidelity for arbitrary quantum Gaussian states have been recently found [64, 65],
which depends only on the vectors of mean values and on the covariance matrices.
The non-Markovianity measure based on the fidelity is consequently given by [66]
NF (Λ) = max
P
1
2
∫
R+
(∣∣∣∣ ddtF (P, t)
∣∣∣∣− ddtF (P, t)
)
, (3.70)
where the maximization is performed on the full set of parameters P that characterize
the pair of Gaussian quantum states.
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3.2.3.5 Quantum Fisher Information and Quantum Interferometric Power
The last two related witnesses of non-Markovianity have been introduced in the context
of local quantum estimation theory, where the aim is to infer the value λ ∈ Λ that char-
acterizes the system of interest (in the sense that it labels the quantum state, giving rise
to a one-parameter family of statistical operators {ρλ}) but which cannot be measured
directly. A measurement of a different but somehow related observableX is then carried
out independently n times and a post - process of the outcomes, representing the exper-
imental sample space Ωn = {x1, . . . , xn}, is performed by means of the introduction of
a suitable function, called estimator, λˆ : Ωn → Λ. In this framework, a result of capital
importance is represented by the Crame´r - Rao Theorem [67], according to which the
variance Var(λˆ) of any such estimator λˆ is bounded from below
Var(λˆ) ≥ 1
NF(Πx, ρλ) , (3.71)
with Πx denoting the POVM representing the quantum measurement of the observable
X and where
F(Πx, ρλ) =
∫
dx
[∂λ (Tr [Πxρλ])]
2
Tr [Πxρλ]
(3.72)
is the so-called Fisher Information (FI). The maximization over all possible measurement
schemes Πx of the FI leads to the so-called Quantum Fisher Information (QFI) [68–70]
J (ρθ)=max
Πx
F(Πx, ρλ) = Tr
[
L2(ρλ) ρλ
]
= 4
∑
m,n
em+en>0
(em − en)2
em + en
|〈φm| (1S ⊗HA) |φn〉|2 ,
(3.73)
which represents the ultimate bound (at least in the case of parameter-independent mea-
surement schemes [71]) to the precision in parameter estimation. In Eq. (3.73), the oper-
ator L(ρλ) denotes the symmetric logarithmic derivative operator defined implicitly by
the equation
dρλ
dλ
≡ 1
2
(L(ρλ)ρλ + ρλL(ρλ)) . (3.74)
The QFI is related to the concepts discussed in the previous paragraph since it can be
shown that corresponds to the infinitesimal Bures distance between two quantum states
ρλ and ρλ+δλ belonging to the same one-parameter family {ρλ}, i.e.
J (ρλ) = 4 lim
δλ→0
[DB(ρλ, ρλ+δλ)
δλ
]2
, (3.75)
with ρSA =
∑
n en |φn〉 〈φn|. In other words, this quantity thus measures the sensitiv-
ity of the change in the states for infinitesimally small changes in the parameter λ [70].
From Eq. (3.73) it descends immediately that, since the Bures distance is a monotonic
contraction under the action of completely positive and trace-preserving maps, also the
QFI shares this behavior, therefore posing as a suitable candidate to witness the non-
Markovianity of the reduced dynamics in the same fashion as Eq. (3.70). In other words,
the time derivative of the QFI ∂tJ (ρλ(t)) can be considered [72] and the regions where it
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shows to be positive correspond to non-Markovian behavior according to Definition 3.5.
The sum of these positive contributions can be also employed to give an estimate of the
amount of non-Markovianity of the underlying dynamics. Finally we note that, interest-
ingly, any eventual increment in the QFI immediately results, in light of Eq. (3.71), in a
decrement in the variance (uncertainty) of the estimator λˆ and thus, equivalently, in an
increment of the information about the parameter λ.
Another QFI - based witness of non-Markovianity is the one recently introduced in [73],
based on another metrological figure of merit called Quantum Interferometric Power (QIP).
The latter measures in a quantitative way the ability to estimate, according to black-box
interferometry, a local phase shift in a worst case scenario with a bipartite system (system
+ ancilla) [73–75]. The Hamiltonian generating the evolution of the ’system + ancilla’
compound is given by
HSA = 1S ⊗HA, (3.76)
whose spectrum is a priori unknown, so that a black-box operation UλA = e
iλHA is im-
printed in the ancilla after the transformation. While, as stated above, for any bipartite
state ρSA and any local Hamiltonian HA the variance of any estimator λˆ is bounded
from below by the Quantum Fisher Information J (ρλ), the lack of information about the
generator HA implies that the most significant figure of merit is the QIP, defined as the
minimum QFI over all possible local Hamiltonians HA with non-degenerate spectrum
[69]
Q (ρSA) = 1
4
inf
HA
J
(
ρHASA
)
, (3.77)
where the 1/4 prefactor has been inserted for convenience to compensate the factor 4 in
the expression of the QFI (3.75).
The QIP has many properties, among which it vanishes for zero-discord states from the
perspective of the ancilla, is invariant under local unitary operations and reduces to an en-
tanglement monotone for pure quantum states [69]. Most remarkably for the present aim
is its monotonically decreasing behavior under completely positive and trace-preserving
maps acting locally on the system. Moreover, analytic expressions for the QIP can be
found both in the cases of the system being a qubit [69] or a Gaussian states undergoing
a local Gaussian channel [76]. In the first case the result reads
Q (ρSA) = ςmin [M ] , (3.78)
where ςmin [M ] is the smallest eigenvalue of the 3× 3 matrix of entries
Mjk =
1
2
∑
m,n:em+en>0
(em − en)2
em + en
〈φm| (σj ⊗HA) |φn〉 〈φn| (σk ⊗HA) |φm〉 , (3.79)
with σ1,2,3 ≡ σx,y,z being the Pauli matrices.
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In the case of Gaussian states undergoing Gaussian evolutions, provided the two-mode
covariance of the system + ancilla matrix in the standard form reads
σSA =
(
α γ
γT β
)
,
α = diag(a, a), β = diag(b, b), γ = diag(c, d), a, b ≥ 1, c ≥ |d| ≥ 0 (3.80)
(every two-mode covariance matrix can be transformed to a standard form by means of
local symplectic operations, i.e. change of basis), the QIP can be expressed as
QG (σSA) = Cx +
√
C2x + CyCz
2Cy
, (3.81)
where
Cx = (I2 + I3)(1 + I1 + I3 − I4)− I24 ,
Cy = (I4 − 1)(1 + I1 + I2 + 2I3 + I4),
Cz = (I2 + I4)(I1I2 − I4) + I3(1 + I1)(2I2 + I3), (3.82)
with I1,2,3,4 being the symplectic invariants of the covariance matrix
I1 = detα, I2 = detβ,
I3 = detγ, I4 = detσSA. (3.83)
In order to understand how to exploit the QIP in order to witness and quantify the non-
Markovianity in the reduced dynamics of a quantum system S, consider that the latter,
apart from being initially correlated to an ancilla A according with previous statements,
is also coupled with an environment E (which does not interact with the ancilla ), so that
the total Hamiltonian is now of the form
H = HS +HE +HSE +HSA, (3.84)
with the first three terms completely generic and the last one given by Eq. (3.76). More
specifically, within this framework, the role of the ancilla is that of a measuring appa-
ratus for the open system. The evolution of the system S is then determined by a CPT
dynamical map Λ(t, 0) and thus the evolution of ρSA(t) can be written as
ρSA(t) =
(
Λ(t, 0)⊗ UλA
)
ρSA(0). (3.85)
Using this contractivity property of the QIP and its above - mentioned invariance un-
der the action of local unitary operations, it is straightforward to see that, according to
Def.(3.5), a dynamics is non-Markovian if there exists some intermediate time t and at
least some initial state of the bipartite system such that
d
dt
Q (ρSA) > 0. (3.86)
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In the same fashion as [11, 13–16, 18, 77], the consequent measure is then given by
NQIP = max
ρSA(0)
1
2
∫
R+
dt
(∣∣∣∣ ddtQ (ρSA)
∣∣∣∣+ ddtQ (ρSA)
)
, (3.87)
where the maximization is carried out over all possible initial states for the bipartite
system. We stress again that initial correlations (more specifically non-classical ones) are
needed between the system and the ancilla in order for the QIP to not be zero.


4
Characterization of two-time correlation
functions: the quantum regression
theorem
The word ’regression’ had his original meaning in the framework of classical stochastic
processes, where, as stated at the beginning of Chapter 3, a process is uniquely deter-
mined by the infinite hierarchy of n-time joint probability distributions (3.2). In this
context, the expression ’regression’ indicated the possibility to reconstruct, starting from
the first element of this hierarchy P1(x0, t0), the ’successive’ element, and consequently
the entire family.
The first one that has introduced the so-called regression hypothesis, has been Lars On-
sager in 1931 in his papers [78, 79], in the setting of classical statistical mechanics near
equilibrium (linear response regime), where he stated (as a conjecture) that ’the average
regression of fluctuations will obey the same laws as the corresponding macroscopic irreversible
process’. This means for example that the correlation in temperature fluctuations in a clas-
sical gas and the respective heat satisfy the same equation, which is a Fourier diffusive
equation. Such conjecture has been successively demonstrated to hold, in the classical
realm, exploiting the so-called fluctuation-dissipation theorem introduced by Callen and
Welton in [80].
In 1968/1969, Melvin Lax showed how it was possible, for an atom weakly coupled to an
electromagnetic field, to access two-time correlation functions of system operators hav-
ing knowledge of the mean values (see articles [81]); this procedure, applied for the first
time to a quantum system, had been named by Lax as ’quantum regression procedure’,
due to its analogy in the final intention of the technique with Onsager’s work.
This lexicon lead however to misleading interpretations on the analogy between the
works by Onsager and Lax which, going beyond the intents of the author as Lax him-
self stressed in [82], contributed to spread the impression among the scientific commu-
nity that the procedure outlined by Lax was the quantum version of Onsager’s regres-
sion procedure, although instead being only a prescription, valid under the physical
53
Chapter 4. Characterization of two-time correlation functions: the quantum regression theorem 54
approximations characterizing the specific quantum model considered by him, to access
multi-time correlation functions from the knowledge of single-time expectation values,
i.e. mean values.
To clarify this puzzle Ford and O’Connell published a series of articles, some of which in
a sort of repartee with Lax [83, 84], in which they showed, on the one hand, that the cor-
rect quantum version of Onsager regression procedure leads to the so-called quantum
fluctuation-dissipation theorem [85–88], meanwhile identifying, on the other hand, with
the specific assumptions and approximations involved in the specific model analyzed by
Lax the intimate reason for the successful application of his quantum regression proce-
dure.
Meanwhile, inspired by the results obtained by Lax with the use of his quantum regres-
sion theorem, several authors [21, 45, 89, 90], dealt with the problem to mathematically
settle down the conditions under which such a regression procedure for obtaining multi-
time correlation function for mean values was appropriate in the quantum setting; they
called it Quantum Regression Theorem, maintaining, for the same motivations that induced
Lax to call his procedure this way (see above), the terminology introduced in [81].
4.1 The quantum regression theorem
In Chapter 2 we introduced and discussed the concepts of quantum dynamical map and
master equation, which allow to describe the dynamics of a reduced system’s statistical
operators and, consequently, to access the mean values of any system’s observables OS .
In order to fully characterize the statistical properties of a quantum system, however,
the sole knowledge of the latter is not sufficient and the expectation value of products of
system’s observables at different times is required. These quantities are known as multi-
time correlation functions, and their relevance, beside being conceptual and fundamental,
pours also into practical situations, since they are often related to measurable quantities.
A very well-known example is in fact represented by the fluorescence spectrum of the
electromagnetic field emitted by an atom which is the Fourier transform of a two-time
correlation function of radiation modes operators [21, 22]
Despite their relevance however, multi-time correlation functions often represent a formi-
dable task to be accomplished, due to the fact that the knowledge of the full system+environ-
ment dynamics is required, a generally too demanding request in the context of open
quantum systems theory. The quantum regression theorem represents in this regard the
easiest route to determine two-time correlation functions since it allows, whenever valid,
to reconstruct two-time correlation functions from the knowledge of mean values. It is
therefore important to clearly understand the conditions which guarantee the quantum
regression theorem to apply, especially in relation to the concept of non-Markovianity.
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4.1.1 Multi-time correlation functions
Here we will introduce the concept of multi-time correlation functions. A proper defini-
tion can be given, following [45], in terms of a multi-time sequence of generalized mea-
surements performed on the quantum system under consideration. A two-step version
of this multi-time measurement protocol for the special case of selective measurements
will be also employed in Chapter 5 to obtain the full statistics of generic observables.
Definition 4.1. The most general form for a measurable multi-time correlation function
is given by
〈A1(s1) . . . Am(sm)Bn(tn) . . . B1(t1)〉 = Tr [Bn(tn) . . . B1(t1)ρ(t0)A1(s1) . . . Am(sm)] ,
(4.1)
where ρ describes the initial state of a system of interest, {Aj(tj)}j=1,...,m and {Bk(tk)}k=1,...,n
are arbitrary system’s operators belonging toB(H ) and evolved according to the Heisen-
berg picture with respect to the full Hamiltonian
Aj(tj) = U
†(tj , t0)AjU(tj , t0), (4.2)
and where sm > . . . > s1 ≥ 0 , tn > . . . > t1 ≥ 0. The order between the sequences of the
si and tj is not specified at this level.
The demonstration that this is the most general form achievable can be found in Chapter
2.3 of [45]. Upon a further time-ordering of the combined set of times {s1, . . . , sm, t1,
. . . , tn} into a new sequence of q ≤ n + m elements 1 {r1, . . . , rq}, Equation (4.1) can be
rewritten as [21, 22, 45]
〈A1(s1) . . . Am(sm)Bn(tn) . . . B1(t1)〉 = Tr [ΦqU(tq, tq−1)Φq−1U(tq−1, tq−2)
Φq−2 · · ·U(t2, t1)Φ1U(t1, t0)ρ(t0)] , (4.3)
where we have introduced the superoperator Φk through its action on a generic ω ∈
τ (H )
Φk[ω] ≡

Aiω, if rk = ti 6= sj for some i = 1, . . . , m and every j=1, . . . , n
ωBj , if rk = sj 6= ti for some j = 1, . . . , n and every i=1, . . . , m
AiωBj , if rk = ti = sj for some i = 1, . . . , m and some j=1, . . . , n
, (4.4)
and where we have removed the square brackets, for easiness of notation, assuming that
the super-operators always act on anything standing to their right.
In what follows we will deal, for the sake of simplicity, with two-time correlation func-
tions, but in principle higher correlation functions can be considered (and reconstructed
by means of the quantum regression theorem, if valid). Given a generic system initially
described by a statistical operator ρ and evolving according to some unitary operator
1The number q of elements of the time-ordered set can be smaller than n+m since, for some i = 1, . . . ,m
and j = 1, . . . , n, one can have si = tj .
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U(t, t0), the two-time correlation function of generic operators O1, O2 ∈ B(H ) is defined
as
〈O1(t+ τ)O2(t)〉 ≡ Tr
[
U †(t+ τ, t0)O1U(t+ τ, t0)U †(t, t0)O2U(t, t0)ρ(t0)
]
, (4.5)
with τ ≥ 0. By exploiting the ciclicity property of the trace, Equation (4.5) can be re-
expressed as
〈O1(t+ τ)O2(t)〉 = Tr [O1 χ(τ, t)] , (4.6)
where
χ(τ, t) = U(t+ τ, t) (O2ρ(t))U
†(t+ τ, t) (4.7)
represents a trace-class operator sometimes referred to as effective statistical operator [91],
even though it does not belong to S(H ) since its trace is not equal to 1 any more.
4.1.2 Two-time correlation functions and the quantum regression theorem
Consider a quantum system of interest S interacting with an environment E such that
the evolution of the composite system is given in terms of a unitary operator U(t, t0) =
e−iH(t−t0), withH = HS ⊗ 1E + 1S ⊗HE +HSE . Moreover, assume that the initial state
of the overall system is factorized
ρSE(t0) = ρS(t0)⊗ ρE , (4.8)
with ρE fixed, and that the reduced dynamics can be described in terms of a collection of
family of CPTP maps of the form
Λ(t, s) =
−→
T exp
[∫ t
s
dτL(τ)
]
, (4.9)
with
−→
T being the chronological time ordering operator and L(τ) representing the in-
finitesimal generator in time-dependent Lindblad form (2.105), such that{
d
dtΛ(t, s) = L(t)Λ(t, s),
Λ(s, s) = 1S ,
t > s. (4.10)
The mean value of a generic system’s operator A ∈ B(HS) can thus be determined as
〈A(t)〉 = TrS [AΛ(t, t0)ρS(t0)] , (4.11)
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as well as its evolution equation, which reads
d
dt
〈A(t)〉 = d
dt
TrSAρS(t)
=
d
dt
TrS [AΛ(t, t0)ρS ]
= TrS
[
A
(
d
dt
Λ(t, t0)ρS
)]
= TrS [AL(t)Λ(t, t0)ρS ]
= TrS
[L′(t)AΛ(t, t0)ρS]
= TrS
[L′(t)AρS(t)] , (4.12)
where L′(t) is the adjoint map of L(t) as defined in Equation (2.28).
Given two open system’s operators, A⊗1E and B⊗1E , their two-time correlation func-
tion is then defined as
〈A(t+ τ)B(t)〉 ≡ TrSE
[
U †(t+ τ, t0) (A⊗ 1E)U(t+ τ, t0)U †(t, t0) (B ⊗ 1E)U(t, t0)ρSE(t0)
]
= TrS [AχS(τ, t)] , (4.13)
where we have introduced the reduced effective statistical operator
χS(τ, t) = TrE [χ(τ, t)] = TrE
[
U(t+ τ, t) (B ⊗ 1E ρSE(t))U †(t+ τ, t)
]
. (4.14)
Now, suppose that we can describe the evolution of χS(τ, t) with respect to τ with the
same dynamical maps Λ(t, s) which fix the evolution of the statistical operator, i.e.{
χS(τ, t) = Λ(t+ τ, t)χS(0, t),
χS(0, t) = BρS(t).
(4.15)
If this is the case, then the two-time correlation function (4.13) can be written as
〈A(t+ τ)B(t)〉 = TrS [AΛ(t+ τ, t)χS(0, t)] , (4.16)
and its evolution equation becomes
d
dτ
〈A(t+ τ)B(t)〉 = d
dτ
TrS [AχS(τ, t)]
=
d
dτ
TrS [AΛ(t+ τ, t)χS(0, t)]
= TrS
[
A
(
d
dτ
Λ(t+ τ, t)χS(0, t)
)]
= TrS [AL(τ)Λ(t+ τ, t)χS(0, t)]
= TrS
[L′(t)[A] Λ(t+ τ, t)χS(0, t)]
= TrS
[L′(t)[A]χS(τ, t)] . (4.17)
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It is immediately evident a formal similarity between Equations (4.11) and (4.16) (or
equivalently between Equations (4.12) and (4.17)), upon the substitution ρS(0) 7→ χS(0,
t). Under the above requirement, the two-time correlation functions can thus be fully
determined by the sole knowledge of the dynamical map which determines the evolu-
tion of the statistical operator or equivalently of the mean values.
The validity of Equation (4.16) can be identified with the validity of the quantum regression
theorem and, from now on, we will use the subscript qrt to denote the two-time correla-
tion functions evaluated through Equation (4.16).
It is very important to stress that all the procedure relies on Equation (4.15), which re-
quires that each and every assumption made in order to derive the dynamics of ρS(t)
can be legitimately made also to get the evolution of χS(τ, t) with respect to τ [92]. In
particular, the hypothesis of an initial total product state in Equation (4.8) is translated
into the hypothesis of a product state at any intermediate time t,
ρSE(t) = ρS(t)⊗ ρE . (4.18)
The physical idea is then that the quantum regression theorem holds whenever the
system-environment correlations due to the interaction can be neglected [89].
Note that this condition will never be strictly satisfied as long as the system and the en-
vironment mutually interact, but it should be understood as a guideline to detect the
regimes in which Equation (4.16) provides a satisfying description of the evolution of
the two-time correlation functions. More precisely, Du¨mcke [93] demonstrated that the
exact expression of the two-time (multi-time) correlation functions, see Equation (4.5),
converges to the expression in Equation (4.16) in the weak coupling limit and in the sin-
gular coupling limit. As well-known, in these limits the reduced dynamics converges to
a semigroup dynamics [29, 94]. Nevertheless, the correctness of a semigroup description
of the reduced dynamics is not always enough to guarantee the accuracy of the quantum
regression theorem [83, 95]. More in general, the investigation of a more precise link be-
tween a sharply defined notion of Markovianity of quantum dynamics and the quantum
regression theorem represents the goal of the present Chapter.
It is worth stressing that the quantum regression theorem provided by Equation (4.16)
can be equivalently formulated in terms of the differential equations satisfied by mean
values and two-time correlation functions, as was originally done in [81]. For the sake of
simplicity, let us focus on the finite dimensional case HS ∼= CN and consider a reduced
dynamics fixed by the family of maps {Λ(t)}t≥t0 and a basis {Ei}1,...,N2 of linear opera-
tors on CN , such that the corresponding mean values fulfil the following coupled linear
equations of motion [90]
d
dt
〈Ei(t)〉 =
∑
j
Gij(t)〈Ej(t)〉, (4.19)
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with the initial condition 〈Ei(t)〉|t=0 = 〈Ei(0)〉. In this case, the quantum regression
theorem is said to hold if the two-time correlation functions satisfy [21, 92]
d
dτ
〈Ei(t+ τ)Ek(t)〉qrt =
∑
j
Gij(t+ τ)〈Ej(t+ τ)Ek(t)〉qrt , (4.20)
with the initial condition
〈Ei(t+ τ)Ek(t)〉qrt|τ=0 = 〈Ei(t)Ek(t)〉. (4.21)
In the following Sections, we will consider two specific models of open quantum systems
which allow the analytic evaluation of the exact two-time correlation functions obtained
from the full unitary evolution 〈Ei(t + τ)Ek(t)〉, see Equation (4.5). In such models we
will compare these quantities with the same ones predicted by the quantum regression
theorem 〈Ei(t+ τ)Ek(t)〉qrt and we will quantify the error made by using the latter pro-
cedure by computing the relative error
Z ≡
∣∣∣∣1− 〈A(t+ τ)B(t)〉qrt〈A(t+ τ)B(t)〉
∣∣∣∣ . (4.22)
Note that, in general, this quantity is different for each couple of system’s operators
and thus one should calculate it for every couple of operators in the basis {Ei}1,...,N2
and perform a maximization over them. Nevertheless, in the following analyses it will
be enough to deal with a single couple of system’s operators, which fully encloses the
violations of the quantum regression theorem for the models at hand.
4.2 The pure-dephasing spin-boson model
In this section, we take into account a model whose full unitary evolution can be exactly
evaluated [21, 96], so as to obtain the exact expression of the two-time correlation func-
tions, to be compared with the expression provided by the quantum regression theorem.
This model is a pure-decoherence model, in which the decay of the coherences occurs
without a decay of the corresponding populations. Indeed, this is due to the fact that the
free Hamiltonian of the open system HS ⊗ 1E commutes with the total Hamiltonian HT
[21].
4.2.1 The model
Let us consider a two-level system linearly interacting with a bath of harmonic oscilla-
tors, so that the total Hamiltonian is
H = HS +HE +HSE = ωs
2
σz ⊗ 1E + 1S ⊗
∑
k
ωkb
†
kbk +
∑
k
σz ⊗
(
gkb
†
k + g
∗
kbk
)
, (4.23)
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with ωs being the energy gap between the two levels of the system (in units of ~, which
is henceforth set to 1 for convenience), σz being the z-Pauli matrix and k labels the envi-
ronmental bosonic mode relative to the frequency ωk and creation-annihilation operators
b†k, bk.
Since we will be interested in evaluating expectation values of system’s operators, we
move to the more convenient interaction picture with respect to the free Hamiltonian
HS +HE , according to which the interaction Hamiltonian reads
H˜SE(t) = ei(HS+HE)tHSE e−i(HS+HE)t =
∑
k
σz ⊗
(
gkb
†
k(t) + g
∗
kbk(t)
)
. (4.24)
An analytic expression for the total evolution operator in the interaction picture
U˜(t) = T← exp
[
−i
∫ t
0
dsH˜SE(s)
]
(4.25)
can be found by exploiting Magnus series expansion [97] and noticing that the commu-
tator between the interaction Hamiltonian at two different times is a c-number function[
H˜SE(t), H˜SE(t)
]
=
∑
k
[−2i|gk|2 sin (ωk(t− t′))] (1S ⊗ 1E) ≡ −2iζ(t− t′). (4.26)
This allows to truncate Magnus expansion at second order (every higher order contribu-
tion in fact vanishes) thus giving
U˜(t) = exp
[
−1
2
∫ t
0
dt1
∫ t
0
dt2Θ(t1 − t2)
[
H˜SE(t1), H˜SE(t2)
]]
· exp
[
−i
∫ t
0
dt′H˜SE(t′)
]
= exp
[
i
∫ t
0
dt1
∫ t
0
dt2Θ(t1 − t2)ζ(t1 − t2)
]
· exp
[
−i
∫ t
0
dt′H˜SE(t′)
]
= eiΨ(t)V (t), (4.27)
where the first factor is a global phase factor which is irrelevant to the forthcoming anal-
ysis and the second factor is the unitary operator
V (t) = exp
[
1
2
σz ⊗
∑
k
(
αk(t)b
†
k − α∗k(t)bk
)]
, (4.28)
with
αk(t) = 2gk
1− eiωkt
ωk
. (4.29)
Its action on a generic state of the composite system |j〉 ⊗ |φ〉 (with |φ〉 ∈ HE and |j〉 ∈
HS j = 0, 1) reads
V (t) (|j〉 ⊗ |φ〉) = exp
[
σz ⊗
∑
k
(
αk(t)b
†
k − α∗k(t)bk
)]
(|j〉 ⊗ |φ〉) = |j〉⊗∆
(
(−1)jαt
2
)
|φ〉 ,
(4.30)
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where we have introduced the multi-mode displacement operator [43]
∆(β) =
∏
k
D(βk) =
∏
k
exp
[
βkb
†
k − β∗kbk
]
, (4.31)
where β denotes the infinite dimensional vector with components βk. The single-mode
displacement operator D(βk), widely employed especially in quantum optics due to its
intimate relation with coherent states [43, 46, 98, 99], has, among others, the following
properties which will be useful for forthcoming purposes
(i)
D†(βk) = D(−βk), (4.32)
(ii)
D(βk)D(γk) = D(βk + γk) e
i Im(βkγ
∗
k). (4.33)
By making use of Equations (4.30), (4.32) and (4.33), it is easy to see that
ρ˜S(t) = TrE
[
U˜(t) (ρS(0)⊗ ρE) U˜ †(t)
]
(4.34)
=
1∑
r,j=0
[ρS(0)]rj TrE
[
V (t) (|r〉 〈j| ⊗ ρE)V †(t)
]
=
1∑
r,j=0
[ρS(0)]rj |r〉 〈j| TrE
[∏
k
D
(
(−1)rαk(t)
2
)
ρE
∏
k′
D†
(
(−1)j αk′(t)
2
)]
=
1∑
r,j=0
[ρS(0)]rj |r〉 〈j| TrE
[
∆
(
(−1)j+1αt
2
)
∆
(
(−1)rαt
2
)
ρE)
]
. (4.35)
It is straightforward to show that, by virtue of property (4.33) of the displacement oper-
ator, the following relation holds
∆
(
(−1)j+1αt
2
)
∆
(
(−1)rαt
2
)
= δr,j · 1 +
(
1− δr,j
)
∆ ((−1)rαt) , (4.36)
and, consequently, the quantity under the trace over the environment in Equation (4.34)
can be written as
TrE
[
∆
(
(−1)j+1αt
2
)
∆
(
(−1)rαt
2
)
ρE)
]
= TrE
[(
δr,j · 1+
(
1− δr,j
)
∆ ((−1)rαt)
)
ρE)
]
= δr,j +
(
1− δr,j
)
TrE
[
∆ ((−1)rαt) ρE
]
.
(4.37)
Substituting this expression into Equation (4.34) and moving back to Schro¨dinger picture
finally leads to the expression of the reduced system’s state
ρS(t) =
1∑
r,j=0
[ρS(0)]rj |r〉 〈j|
(
δr,j +
(
1− δr,j
)
e(−i)
jωstTrE∆ ((−1)rαt) ρE
)
, (4.38)
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which can be conveniently visualized in matrix form as
ρS(t) = Λ(t, 0)ρS(0) =
(
ρ00 ρ01γ(t)e
−iωst
ρ10γ
∗(t)eiωst ρ11
)
, (4.39)
where the decoherence function γ(t) is given by
γ(t) = TrE
[
∆(αt)ρE
]
. (4.40)
4.2.2 The master equation
This Subsection is devoted to derive the time-local master equation governing the re-
duced system’s dynamics
dρS(t)
dt
= KTCL(t) ρS(t). (4.41)
To achieve this goal, we follow the construction discussed in Chapter 2 Subsection 2.2.3.
The starting point is to find the representation of the dynamical map Λ(t, 0) on the basis
{Eαβ}N2−1α,β=0 given by Equation (2.36), in order to be able to use Equation (2.82). The latter
can be obtained with straightforward calculations from Equation (4.39) and reads
Λ(t, 0) =

1 0 0 0
0 Re [γ(t)] Im [γ(t)] 0
0 −Im [γ(t)] Re [γ(t)] 0
0 0 0 −1
 . (4.42)
From Equation (4.42), through Equation (2.82) we then get the expression of the time-
local generator KTCL(t) on the same basis, i.e.
KTCL(t) =

0 0 0 0
0 Re
[
γ˙(t)
γ(t)
]
Im
[
γ˙(t)
γ(t)
]
0
0 −Im
[
γ˙(t)
γ(t)
]
Re
[
γ˙(t)
γ(t)
]
0
0 0 0 0
 . (4.43)
Since the dynamical map Λ(t, 0) is trace and hermiticity preserving, we can moreover
apply the construction put forward in Chapter 2 Subsection 2.2.4.1 to further specify the
structure of the master equation. According to (2.86), we choose the following Hilbert-
Schmidt basis
1S√
2
≡ 1√
2
(
1 0
0 1
)
,
σz√
2
≡ 1√
2
(
1 0
0 −1
)
, σ+ ≡
(
0 1
0 0
)
, σ− ≡
(
0 0
1 0
)
(4.44)
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and perform the change of basis (2.40) from {Eαβ}α,β=1,...,4 to {Fαβ}α,β=1,...,4, which leads
to K′TCL(t)
K′TCL(t) =

Re
[
γ˙(t)
γ(t)
]
0 0 −iIm
[
γ˙(t)
γ(t)
]
0 0 0 0
0 0 0 0
iIm
[
γ˙(t)
γ(t)
]
0 0 −Re
[
γ˙(t)
γ(t)
]
 . (4.45)
Making use of Equations (2.88), (2.89) and (2.90), it is then straightforward to prove that
the master equation can be written as
d
dt
ρS(t) = −i(t)
2
[σz, ρS(t)] +
D(t)
2
(σzρS(t)σz − ρS(t)) , (4.46)
where
(t) = ωs − Im
[
dγ(t)/dt
γ(t)
]
(4.47)
and the so-called dephasing function D(t) is
D(t) = −Re
[
dγ(t)/dt
γ(t)
]
= − d
dt
ln |γ(t)|. (4.48)
In the following, we will focus on the case of an initial thermal (Gibbs) state of the envi-
ronment
ρE(0) ≡ ρβ = e
−βHE
ZE
, ZE ≡ TrE
[
e−βHE
]
, (4.49)
relative to the inverse temperature β. Moreover, we will take the continuum limit of en-
vironmental modes: given a frequency distribution f(ω) of the bath modes, we introduce
the spectral density J(ω) = 4f(ω)|g(ω)|2, so that one has [21]
γ(t) = exp
[
−
∫ ∞
0
dω J(ω) coth
(
βω
2
)
1− cos (ωt)
ω2
]
, (4.50)
and hence (t) = ωs and
D(t) =
∫ ∞
0
dω J(ω) coth
(
βω
2
)
sin (ωt)
ω
. (4.51)
4.2.3 Measures of non-Markovianity
4.2.3.1 General expressions
For this specific model, all the definitions of Markovianity given in Chapter 3 are actually
equivalent [100]. This is due to the fact that there is only one operator contribution in the
time-local master equation (4.46), corresponding to the dephasing interaction.
For what concerns the estimators of the degree of non-Markovianity, we will explicitly
calculate the one introduced by Breuer, Laine and Piilo (BLP, see Subsection 3.2.2) and the
one by Rivas, Huelga and Plenio (RHP, see Subsection 3.2.1).) It is in fact interesting to
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consider both of them since, as will be evident later, their numerical values are in general
different and, more importantly, they depend in a different way on the parameters of the
model.
Let us start by evaluating the BLP measure. The trace distance between two reduced
states evolved through Equation (4.39) is given by
D(t, ρ1,2S ) =
√
δ2p + |δc|2|γ(t)|2, (4.52)
where δp = ρ100 − ρ200 and δc = ρ101 − ρ201 are the differences between, respectively, the
populations and the coherences of the two initial conditions ρ1S and ρ
2
S . The couple of
initial states that maximizes the growth of the trace distance is given by the pure orthog-
onal states ρ1,2S = |ψ±〉 〈ψ±|, where |ψ±〉 = 1√2 (|0〉 ± |1〉), and the corresponding trace
distance at time t is simply |γ(t)|. The BLP measure therefore reads
N =
∑
m
(|γ(bm)| − |γ(am)|) , (4.53)
where Ω+ =
⋃
m (am, bm) is the union of the time intervals in which |γ(t)| increases. The
BLP measure is different from zero if and only if d|γ(t)|/dt > 0 for some interval of time,
which is equivalent to the requirement that the dephasing function D(t) in Equation
(4.46) is not a positive function of time, i.e., that the CP-divisibility of the dynamics is
broken, Sec. 3.2.1. As anticipated, for this modelN > 0⇐⇒ I > 0. Furthermore, given
a pure dephasing master equation as in Equation (4.46), one has [13] g(t) = 0 if D(t) ≥ 0
and g(t) = −D(t) if D(t) < 0, so that, see Equation (4.48),
I =
∑
m
(ln |γ(bm)| − ln |γ(am)|) , (4.54)
where the am and bm are defined as for the BLP measure.
4.2.3.2 Zero-temperature environment
In order to evaluate explicitly the non-Markovianity measures, we need to specify the
spectral density J(ω). In the following, we assume a spectral density of the form
J(ω) = λ
ωs
Ωs−1
e−
ω
Ω , (4.55)
where λ is the coupling strength, the parameter s fixes the low frequency behaviour
and Ω is a cut-off frequency. The non-Markovianity for the pure dephasing spin model
with a spectral density as in Equation (4.55) has been considered in [101, 102] for the
case λ = 1. We are now interested in the comparison between non-Markovianity and
violations of the quantum regression theorem, so that, as will become clear in the next
section, the dependence on λ plays a crucial role. In particular, we consider the case of
low temperature, i.e., β  1, so that coth
(
βω
2
)
≈ 1. The dephasing function in this case
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reads, see Equation (4.51),
Ds(t) = λΩΓ(s)
(1 + (Ωt)2)
s
2
sin (s arctan (Ωt)) , (4.56)
with Γ(s) the Euler gamma function. The latter can be expressed in a more elegant form
by exploiting the identities
sin (arctan(x)) =
x√
1 + x2
, cos (arctan(x)) =
1√
1 + x2
(4.57)
together with
sin (sx) =
∑
k=0
(
s
k
)
(cos(x))k (sin(x))s−k sin
(pi
2
(s− k)
)
, (4.58)
so that one is left with
Ds(t)= λΩΓ(s)
2i (1 + (Ωt)2)s
[∑
k=0
(
s
k
)
(Ωt)s−k(is−k−(−i)s−k)
]
=
λΩΓ(s)
2i (1 + (Ωt)2)s
[(1 + iΩt)s − (1− iΩt)s]
= λΩΓ(s)
Im [(1 + iΩt)s]
(1 + (Ωt)2)s
. (4.59)
With analogous calculations, the decoherence function can be written as
γs(t) = exp
[
−λΓ(s− 1)
(
1− Re[(1 + iΩt)
s−1]
(1 + (Ωt)2)s−1
)]
. (4.60)
As before, let Ω+ be the union of the time intervals for which D(t) < 0, i.e., equivalently,
|γ(t)| increases. The number of solutions of the equationD(t) = 0 grows with the param-
eter s: for s = 1, 2 the dephasing function is always strictly positive, while for s = 3 and
s = 4 there is one zero at t∗3 =
√
3
Ω and t
∗
4 =
1
Ω respectively. Indeed, if the number of zeros
is odd, D(t) is negative from its last zero to infinity, while if the number of zeros is even,
it approaches zero asymptotically from above. As a consequence, the two measures of
non-Markovianity are equal to zero for s = 1, 2 and, to give an example, one has for s = 3
N3(λ) = lim
t→∞ |γ(t)| − |γ(t
∗
3)| = e−λ − e−
9
8
λ
I3(λ) = lim
t→∞ ln |γ(t)| − ln |γ(t
∗
3)| =
λ
8
, (4.61)
and, analogously, for s = 4
N4(λ) = e
−2λ − e− 52λ, I4(λ) = λ
2
. (4.62)
In Fig. 4.1 (a) and (b), we report, respectively, the BLP and the RHP measures of non-
Markovianity as a function of λ, for different values of s.
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(a) (b)
FIGURE 4.1: (Color online) (a) BLP measure of non-Markovianity Ns(λ), see Equation
(4.53), and (b) RHP measure of non-Markovianity Is(λ), see Equation (4.54), as a func-
tion of the coupling strength λ for increasing values of the parameter s. In both panels
the curves are evaluated for s = 3 (black thick solid line), s = 3.5 (blue solid line), s = 4
(magenta dashed line), s = 4.5 (green dashed thick line), s = 5 (red dot-dashed line)
and s = 5.5 (orange dotted line).
The behaviour of the two measures is clearly different. The RHP measure is a mono-
tonically increasing function of both λ and s: the increase is linear with respect to the
former parameter and exponential with respect to the latter. On the other hand, for ev-
ery fixed s, there is a critical value of the coupling strength λ∗(s), which is smaller for
increasing s, that separates two different regimes of the BLP measure: for λ < λ∗(s), the
non-Markovianity measure increases with the increase of the system-environment cou-
pling, while for λ > λ∗(s) it decreases with the increase of the coupling. Analogously,
there is a threshold value s∗(λ) of the parameter s, which is higher for smaller values of
λ, such that the BLP measure increases for s < s∗(λ) and decreases for s > s∗(λ), see
also Fig. 4.2 (a). Incidentally, the maximum value as a function of λ, maxλNs(λ), is a
monotonically increasing function of the parameter s. Indeed, the different behaviour of
the non-Markovianity measures traces back to their different functional dependence of
the decoherence function γs(t), which is plotted in Fig. 4.2 (b) and (c) for different values
of s and λ. One can see how γs(t) takes on smaller values within [0, 1] for growing values
of λ, while its global minimum decreases with increasing s. Now, while the BLP measure
is fixed by the difference between the values of γs(t) at the edges of the time intervals
[am, bm] in which γs(t) increases, see Equation (4.53), the RHP measure is fixed by the ra-
tio between the same values, see Equation (4.54). Hence, as the coupling strength grows
over the threshold λ∗(s) or the parameter s overcomes the threshold s∗(λ), the difference
between bm and am is increasingly smaller, and thereforeNs(λ) is so. However, the ratio
between bm and am always increases with λ and s, as witnessed by the corresponding
monotonic increase of Is(λ).
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(a)
(b)
(c)
FIGURE 4.2: (a) BLP measure of non-MarkovianityNs(λ), see Equation (4.53), as a func-
tion of the parameter s, for λ = 1. (b) and (c) Decoherence function γs(t) as a function
of time for λ = 0.5 and different values of s (b), and for s = 4 and different values of λ
(c).
4.2.4 Validity of regression hypothesis
4.2.4.1 Exact expression versus quantum regression theorem
The exact unitary evolution, Equation (4.27), directly provides us with the average val-
ues, as well as the two-time correlation functions of the observables of the system. In
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view of the comparison with the description given by the quantum regression theorem,
see Sec. 4.1.2, let us focus on the basis of linear operators onC2, orthonormal with respect
to the Hilbert-Schmidt scalar product, given by
{
1/
√
2, σ−, σ+, σz/
√
2
}
. Indeed, the first
and the last element of the basis are constant of motion, see Equation (4.39), while the
mean values of σ− and σ+ evolve according to, respectively,
〈σ−(t)〉 = γ(t)e−iωst〈σ−(0)〉 (4.63)
and the complex conjugate relation. In a similar way, all the two-time correlation func-
tions involving 1/
√
2 or σz/
√
2 satisfy the condition of the quantum regression theorem
in a trivial way, as at most one operator within the two-time correlation function actually
does not evolve in time.
Setting, for convenience of notation, t2 ≡ t+τ and t1 = t, the only non-trivial expressions
are thus the following:
〈σ−(t2)σ+(t1)〉=e−iωs(t2−t1)γ(t2, t1)eiφ(t2,t1)〈(σ−σ+) (t1)〉,
〈σ+(t2)σ−(t1)〉=eiωs(t2−t1)γ∗(t2, t1)eiφ(t2,t1)〈(σ+σ−) (t1)〉, (4.64)
where
γ(t2, t1) = TrE ρE
∏
k
∆(αk(t2)− αk(t1)) (4.65)
and
φ(t2, t1) =
∑
k
Im [α∗k(t2)αk(t1)] . (4.66)
Here, to derive (4.64) we used the properties of the displacement operator [103]
∆(α)∆(β) = ∆(α+ β)eiIm(αβ
∗), ∆†(α) = ∆(−α),
and the equality 〈(σ+σ−) (t)〉 = 〈σ+σ−〉.
We can now obtain the corresponding two-time correlation functions as predicted by the
quantum regression theorem. By Equation (4.63), one has
d
dt
〈σ−(t)〉 =
(
dγ(t)/dt
γ(t)
− iωs
)
〈σ−(t)〉 (4.67)
and the complex conjugate relation for 〈σ+(t)〉. The specific choice of the operator basis
has lead us to a diagonal matrix G in Equation (4.19). Hence, one has immediately
〈σ−(t2)σ+(t1)〉qrt = e−iωs(t2−t1)γ(t2)
γ(t1)
〈σ−(t1)σ+(t1)〉,
〈σ+(t2)σ−(t1)〉qrt = eiωs(t2−t1)γ
∗(t2)
γ∗(t1)
〈σ+(t1)σ−(t1)〉.
(4.68)
The quantum regression theorem will be generally violated within this model, compare
Equation (4.64) and (4.68). We quantify such a violation by means of the figure of merit
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introduced in Equation (4.22), which for the couple of operators σ− and σ+ reads
Z =
∣∣∣∣1− 〈σ−(t2)σ+(t1)〉qrt〈σ−(t2)σ+(t1)〉
∣∣∣∣ = ∣∣∣∣1− γ(t2)γ(t1)γ(t2, t1)eiφ(t2,t1)
∣∣∣∣ . (4.69)
4.2.4.2 Quantitative analysis of the violations of the quantum regression theorem
The expressions of the previous paragraph hold for generic initial state of the bath and
spectral density. Now, we come back to the specific choice of an initial thermal bath. The
results in Equation (4.68) are in this case in agreement with those found in [104], where
the two-time correlation functions have been evaluated focusing on a spectral density as
in Equation (4.55) with s = 1, while keeping a generic temperature of the bath. Instead,
we will focus on the case T = 0 and maintain a generic value of s in order to compare the
behaviour of the two-time correlation functions with the measures of non-Markovianity.
First, note that by using the definition of the displacement operator as well as Equation
(4.29), one can show the general identity
∆(αk(t2)− αk(t1)) = ∆
(
αk(t2 − t1)eiωkt1
)
. (4.70)
But then, since for a thermal state TrE ∆(α)ρE is a function of |α| only [21], Equation
(4.70) implies
γ(t2, t1) = γ(t2 − t1), (4.71)
see Eqs.(4.65) and (4.40). In addition we have in the continuum limit, see Equation (4.66),
φ(t2, t1)=
∫
dω
J(ω)
ω2
[sin(ωt2)−sin(ωt1)−sin(ω(t2 − t1))] , (4.72)
so that, for J(ω) as in Equation (4.55) and using Equation (4.51) in the zero temperature
limit, we get
φs(t2, t1) = (Ds−1(t2)−Ds−1(t1)−Ds−1(t2 − t1))/Ω. (4.73)
The identities in Eqs.(4.59) and (4.60), along with Eqs. (4.71) and (4.73), finally provide us
with the explicit expression of the estimator for the violations of the quantum regression
theorem, see Equation (4.69),
Zs(λ) =
∣∣1− exp [λΓ(s− 1) [1− (1 + iΩ(t2 − t1))1−s
−(1 + iΩt1)1−s + (1 + iΩt2)1−s
)]∣∣ , (4.74)
whose behaviour as a function of λ and s is shown in Fig. 4.3 (a) and (b).
The violation of the quantum regression theorem monotonically increases with increas-
ing values of both the coupling strength λ and the parameter s. This behaviour is clearly
in agreement with that of the RHP measure of non-Markovianity, see Sec. 4.2.3.2 and
in particular Fig. 4.1. From a quantitative point of view there is, however, some differ-
ence as the estimator Zs(λ), at variance with the RHP measure, grows linearly with λ
only for small values of s, while it growths faster for s > 3; compare with Fig. 4.1 (b).
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(a) (b)
FIGURE 4.3: (a) Zs(λ) as a function of the parameter s and of the coupling strength λ,
see Equation (4.74), for Ωt1 = 1 and Ωt2 = 2. (b) Sections of (a) for s = 2, 3, 4.
In any case, the RHP measure appears to be more directly related with the strength of
the violation to the quantum regression theorem, as compared with the BLP measure.
This can be traced back to the different influence of the system-environment correlations
on the two measures. As we recalled in Subsection 4.1.2, the hypothesis that the state
of the total system at any time t is well approximated by the product state between the
state of the open system and the initial state of the environment, see Equation (4.18), lies
at the basis of the quantum regression theorem. This hypothesis is expected to hold in
the weak coupling regime, while for an increasing value of λ, the interaction will build
stronger system-environment correlations, leading to a strong violation of the quantum
regression theorem. The establishment of correlations between the system and the en-
vironment due to the interaction plays a significant role also in the subsequent presence
of memory effects in the dynamics of the open system [59, 105, 106]. Indeed, different
signatures of the memory effects can be affected by system-environment correlations in
different ways. In particular, the CP-divisibility of the dynamical maps appears to be a
more fragile property than the contractivity of the trace distance and therefore it is more
sensitive to the violations of the quantum regression theorem. Furthermore, it is worth
noting that the estimator Zs(λ) steadily increases with the coupling strength λ even for
values of s such that the corresponding reduced dynamics is Markovian according to
either definitions, see for example the blue solid line in Fig.4.3 (b). The validity of the
quantum regression theorem calls therefore for stricter conditions than the Markovianity
of quantum dynamics.
4.3 Photonic realization of dephasing interaction
In the pure dephasing spin-boson model, there is no regime in which the quantum re-
gression theorem is strictly satisfied, apart from the trivial case λ = 0. In addition, we
have shown that the strength of the violations of this theorem has the same qualitative
behaviour of the RHP non-Markovianity measure, as they increase with both λ and the
parameter s. In this section, we take into account a different pure dephasing model,
which allows us to deepen our analysis on the relationship between the quantum regres-
sion theorem and the Markovianity of the reduced-system dynamics. In particular, we
Chapter 4. Characterization of two-time correlation functions: the quantum regression theorem 71
show that in general these two notions should be considered as different since the quan-
tum regression theorem may be strongly violated, even if the open system’s dynamics is
Markovian, irrespective of the exploited definition.
4.3.1 The model
Let us deal with the pure-dephasing interaction considered in Ref. [107]. The open sys-
tem here is represented by the polarization degrees of freedom of a photon generated by
spontaneous parametric down conversion, while the environment consists in the corre-
sponding frequency degrees of freedom. The overall unitary evolution, which is realized
via a quartz plate that couples the polarization and frequency degrees of freedom, can
be described as
U(t) |j, ω〉 = einjωt |j, ω〉 j = 0, 1, (4.75)
where |0〉 ≡ |H〉 and |1〉 ≡ |V 〉 are the two polarization states (horizontal and vertical),
with refractive indexes, respectively, n0 ≡ nH and n1 ≡ nV , while |ω〉 is the environmen-
tal state with frequency ω. If we consider an initial product state, see Equation (4.8), with
a pure environmental state ρE = |ΨE〉 〈ΨE |, where
|ΨE〉 =
∫
dω f(ω) |ω〉 , (4.76)
we readily obtain that the reduced dynamics is given by Equation (4.39). Again, we are
in the presence of a pure dephasing dynamics, the only difference being the decoherence
function, which now reads
γ(t) =
∫
dω |f(ω)|2 ei∆nωt, (4.77)
with ∆n ≡ n1 − n0. For the rest, the results of Secs. 4.2.1 and 4.2.3 directly apply also to
this model: the master equation is given by Equation (4.46), with (t) and D(t) as in, re-
spectively, Equation (4.47) (for ωs = 0) and Equation (4.48), while the non-Markovianity
measures are as in Equation (4.53) and Equation (4.54). Analogously, the two-time corre-
lation functions are given by Equation (4.64) with
γ(t2, t1) = γ(t2 − t1), φ(t2, t1) = 0, (4.78)
while the application of the quantum regression theorem leads to the expressions in
Equation (4.68) (with ωs = 0). Hence, the violations of the quantum regression theo-
rem can be quantified by
Z =
∣∣∣∣1− 〈σ−(t2)σ+(t1)〉qrt〈σ−(t2)σ+(t1)〉
∣∣∣∣ = ∣∣∣∣1− γ(t2)γ(t1)γ(t2 − t1)
∣∣∣∣ . (4.79)
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4.3.2 Lorentzian frequency distributions
4.3.2.1 Semigroup dynamics
Despite its great simplicity, this model allows to describe the transition between Marko-
vian and non-Markovian dynamics in concrete experimental settings [107, 108]. Different
dynamics are obtained for different choices of the initial environmental state, see Equa-
tion (4.8) and the related discussion, i.e., for different initial frequency distributions, see
Equation (4.76). The latter can be experimentally set, e.g., by properly rotating a Fabry-
Pe´rot cavity, through which a beam of photons generated by spontaneous parametric
down conversion passes [107]. A natural benchmark is represented by the Lorentzian
distribution
|f(ω)|2 = δω
pi [(ω − ω0)2 + (δω)2] , (4.80)
where δω is the width of the distribution and ω0 its central frequency, as this provides
a reduced semigroup dynamics [106]. The decoherence function, which is given by the
Fourier transform of the frequency distribution, see Equation (4.77), is in fact
γ(t) = e−∆n(δω−iω0)t. (4.81)
Thus, replacing this expression in Eqs. (4.47) and (4.48), one obtains a Lindblad equation,
given by Equation (4.46) with (t) = −∆nω0 and D(t) = ∆n δω. In addition, γ(t2 −
t1) = γ(t2)/γ(t1) and hence, as one can immediately see by Equation (4.79), Z = 0.
For this model, as long as the reduced dynamics is determined by a completely positive
semigroup, the quantum regression theorem is strictly valid. Let us emphasize, that this
is the case even if the total state is not a product state at any time t. For example if the
initial state of the open system is the pure state |ψS〉 = α |H〉+β |V 〉, with |α|2 + |β|2 = 1,
the total state at time t is
|ψSE(t)〉 =
∫
dωf(ω)(αeinHωt |H,ω〉+ βeinV ωt |V, ω〉). (4.82)
This is an entangled state, of course unless α = 0 or β = 0; nevertheless, the quantum
regression theorem does hold. This clearly shows that for the quantum regression theo-
rem, as for the semigroup description of the dynamics [105, 106, 109], the approximation
encoded in Equation (4.18) should be considered as an effective description of the total
state, which can be very different from its actual form, even when the theorem is valid.
4.3.2.2 Time-inhomogeneous Markovian and non-Markovian dynamics
Now, we consider a more general class of frequency distributions; namely, the linear
combination of two Lorentzian distributions,
|f(ω)|2 =
∑
j=1,2
Ajδωj
pi [(ω − ω0,j)2 + (δωj)2] , (4.83)
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with A1 +A2 = 1. The decoherence function (4.77) is in this case
γ(t) =
e−∆n(δω1−iω0,1)t + re−∆n(δω2−iω0,2)t
1 + r
, (4.84)
with r ≡ A2A1 , while the estimator of the violations of the quantum regression theorem,
see Equation (4.79), can be written as a function of the difference between the central
frequencies, ∆ω = ω0,1 − ω0,2, as well as of the difference between the corresponding
widths, ∆δω = δω1 − δω2. If we assume that the two central frequencies are equal,
ω0,1 = ω0,2 = ω0, the evolution of the two-level statistical operator is fixed by a time-
local master equation as in Equation (4.46), with (t) = −∆nω0 and
D(t) = ∆nδω1e
−∆nδω1t + r δω2e−∆nδω2t
e−∆nδω1t + r e−∆nδω2t
. (4.85)
The latter is a positive function of time: the reduced dynamics is CP-divisible, see Section
3.2.1, and hence it is Markovian with respect to both the BLP and RHP definitions. In-
deed, now we are in the presence of a time-inhomogeneous Markovian dynamics. Nev-
ertheless, as γ(t2 − t1) 6= γ(t2)/γ(t1) the quantum regression theorem is violated, see
Equation (4.79). This is explicitly shown in Fig. 4.4 (a), where Z is plotted as a function
of ∆δω = δω1 − δω2 and ∆nτ , with τ = t2 − t1. With growing difference between the
two widths, as well as the length of the time interval, the deviations from the quantum
regression theorem are increasingly strong, up to a saturation value of the estimator Z.
Contrary to the semigroup case, here, even if the dynamics is Markovian according to
both definitions, the actual behaviour of the two-time correlation functions cannot be
reconstructed by the evolution of the mean values.
(a) (b)
FIGURE 4.4: Violation of the quantum regression theorem, as quantified by the estimator
Z in Equation (4.79) (a) in the time-inhomogeneous Markovian case, ω0,1 = ω0,2 = ω0,
as a function of ∆δω = δω1 − δω2 and ω0τ = ω0(t2 − t1), for ω0t1 = 1 and r = 1; (b) in
the non-Markovian case, δω1 = δω2 = δω, as a function of ∆ω0 = ω0,1 − ω0,2 and δω τ ,
for δω t1 = 1 and r = 2; in all the panels ∆n = 1.
Finally, let us consider a frequency distribution as in Equation (4.83), but now with
δω1 = δω2 = δω and ω0,1 6= ω0,2. This frequency distribution has two peaks and the
resulting reduced dynamics is non-Markovian [106, 107]. In this case the BLP non-
Markovianity measure (5.115) increases with the increasing of the distance between the
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two peaks, while the estimator Z grows for small values of the distance and then it ex-
hibits an oscillating behaviour, see Fig. 4.4 (b). Indeed, for ∆ω = 0 one recovers the
semigroup dynamics previously described and, accordingly, Z goes to zero. Summa-
rizing, by varying the distance between the two peaks, one obtains a transition from
a Markovian (semigroup) dynamics to a non-Markovian one and, correspondingly, the
quantum regression theorem ceases to be satisfied and is even strongly violated. Never-
theless, the qualitative behaviour of, respectively, the non-Markovianity of the reduced
dynamics and the violation of the quantum regression theorem appear to be different.
In this Chapter, we explored the relationship between two criteria for Markovianity of a
quantum dynamics, namely the CP-divisibility of the quantum dynamical map and the
behaviour in time of the trace distance between two distinct initial states, and the valid-
ity of the quantum regression theorem, which is a statement relating the behaviour in
time of the mean values and of the two-time correlation functions of system operators.
The first open system considered is a two-level system affected by a bosonic environ-
ment through a dephasing interaction. For a class of spectral densities with exponential
cut-off and power law behaviour at low frequencies we have studied the onset of non-
Markovianity as a function of the coupling strength and of the power determining the
low frequency behaviour, further giving an exact expression for the corresponding non-
Markovianity measures. The deviation from the quantum regression theorem has been
estimated evaluating the relative error made in replacing the exact two-time correlation
function for the system operators with the expression reconstructed by the evolution of
the corresponding mean values. It appears that the validity of the quantum regression
theorem represents a stronger requirement than Markovianity, according to either crite-
ria, which in this case coincide but quantify non-Markovianity in a different way and ex-
hibit distinct performances in their dependence on strength of the coupling and low fre-
quency behaviour. We have further considered an all-optical realization of a dephasing
interaction, as recently exploited for the experimental investigation of non-Markovianity,
obtaining also in this case, for different choices of the frequency distribution, significant
violations to the quantum regression theorem even in the presence of a Markovian dy-
namics.
These results suggest that indeed the recently introduced new approaches to quantum
non-Markovianity provide a weaker requirement with respect to the classical notion of
Markovian classical process. Further and more stringent notion of Markovian quantum
dynamics can therefore be introduced, e.g. relying on validity of the quantum regression
theorem [110]. However, the usefulness of such criteria will heavily depend on the pos-
sibility to verify their satisfaction directly by means of experiments, as it is the case e.g.
for the notion of Markovianity based on trace distance, without asking for an explicit
exact knowledge of the dynamical equations.


5
Characterization of heat dynamics in
non-Markovian open quantum systems
In Chapter 3 we explored in detail the notion of non-Markovianity in quantum systems,
starting from its classical counterpart and discussing its relationship with the manifes-
tation of memory effects in the dynamics. A wide variety of witnesses of quantum
non-Markovianity have been presented, which, dealing with properties of the dynami-
cal maps, allow to link the occurrence of non-Markovianity with specific time-behavior
of physical quantities, such as, for example, distinguishability, interferometric power or
correlations . It comes therefore natural to wonder how other relevant properties or
observables of open quantum systems, maybe possibly endowed also with a thermody-
namic meaning like energy, behave in presence of a dynamics which is non-Markovian
according to the criteria set up above. This also goes in the long-term direction of try-
ing to exploit non-Markovianity for practical purposes, an endeavour which is already
giving results, for example, in quantum engines [111] or in quantum information [112].
Thermodynamics is one of the oldest physical theories and, up to now, has survived all
major revolutions such as the advent of general relativity and quantum mechanics. Its
systematic application to quantum systems is however a relatively recent field of study,
and many of even fundamental notions are still subject of ongoing debates in the sci-
entific community [113]. The leitmotif is again that to try to transpose to the quantum
realm those concepts and theoretical techniques employed to access the thermodynam-
ical properties of classical statistical ensembles, and supporting them with new theo-
retical tools typical of the quantum theory, in a similar fashion with the notion of non-
Markovianity discussed in Chapter 3.
This Chapter will be conceptually divided in two parts, the former devoted to study of
the first law of thermodynamics in non - Markovian open quantum systems and the latter
to the investigation of the second law, with a particular focus on the so-called Landauer’s
principle, which connects the reign of thermodynamics with that of information theory.
In Section 5.1, we will then make a contextualization of the concepts of energy, heat and
work, i.e. the quantities involved in the statement of the first law of thermodynamics. As
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will be discussed in detail, the concepts of work and heat will become very subtle in the
realm of quantum mechanics and, in fact, a general and universally accepted consensus
on them still does not exist [113–117]. This is mainly due to the fact that, given a time-
dependent Hamiltonian H(t), its operatorial form at a generic time t will not in general
commute with its version at initial time H(0), making it hard, if not impossible, to asso-
ciate an observable in the usual sense (i.e. a self-adjoint operator on the Hilbert space)
with quantities such as work or heat. In order to properly introduce the latter, one com-
mon way is to rely on a different approach, known as full counting statistics, according to
which the variation of these quantities are defined in terms of a two-time measurement
protocol; this will be presented in detail in Section 5.2.
We will then move to the framework of non-Markovian open quantum systems and
introduce in the following Section 5.3, both in the case of a finite - and infinite - dimen-
sional system, the concept of heat backflow , defined roughly speaking as the fraction of
energy which, during a coupled evolution that in a semigroup limiting case would re-
sult in a steady heat flow from the system S to the environment E, flows back from E
to S. The very natural search for a connection between this idea and the notion of non-
Markvianity as information backflow will be also carried out in two explicit models, the
spin - boson for the finite-dimensional case and the quantum brownian motion for the
infinite-dimensional case.
5.1 The first law of quantum thermodynamics: internal energy,
work and heat
Thermodynamics is the discipline which deals with energy exchanges in physical sys-
tems, and separate them into heat and work contributions. Quantum thermodynam-
ics makes reference to the type of systems under considerations, i.e. quantum systems.
There is a vast literature in merit and several dedicated reviews can be found in the
literature [116–121].
Consider a generic quantum system ρ ∈ S(H ) whose evolution is generated by some
possibly time-dependent HamiltonianH(t). The variation of the (internal) energy of this
system is simply given by
∆U(t) = Tr [H(t)ρ(t)]− Tr [H(0)ρ(0)] . (5.1)
Following standard thermodynamics, Eq. (5.1) is split in two contributions
∆U(t) =
∫ t
0
dτ
d
dτ
(Tr [H(τ)ρ(τ)])
=
∫ t
0
dτ
(
Tr
[
dH(τ)
dτ
ρ(τ)
]
+ Tr
[
H(τ)dρ(τ)
dτ
])
≡
∫ t
0
dτ [δW (τ) + δQ(τ)] , (5.2)
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where the two quantities
W (t) ≡
∫ t
t0
dτ δW (τ), Q(t) ≡
∫ t
t0
dτ δQ(τ) (5.3)
are respectively identified with work and heat. The former is in fact associated with an
experimentally controllable time-variation of the Hamiltonian, while the second is as-
sociated with the uncontrollable evolution of the quantum system and brings along a
variation in the Von - Neumann entropy of the quantum system. It is also conventional
to consider as positive the work which is done on the system. Eq. (5.2) written as
∆U(t) = W (t) +Q(t) (5.4)
is nothing but the expression of the first law of thermodynamics.
Note that in Eq. (5.2) the symbols ’δ’ in front of the infinitesimal work and heat have
been employed to emphasize that both these quantities are not exact differentials. It is in
fact already clear at this level that, while the change in the internal energy only depends
on the initial and final couples (ρ,H), neither the work nor the heat in general do and,
in fact, no observable for these two quantities can be found in the usual sense, i.e. no
self-adjoint operators Oˆ ≡ Wˆ , Qˆ can be found such that 〈O(t)〉 = Tr
[
Oˆ(t)ρ(t)
]
.
In the context of open quantum systems, a system S interacts with an environment E,
usually considered large, according to an Hamiltonian of the formH(t) = HS(t) +HE +
HSE(t), where the time dependence takes into account for an eventual external driving
field. Note that, since the dynamics of the total system is described by a unitary operator,
we have that
TrSE
[
H(t)dρSE(t)
dt
]
= − i
~
TrSE {[H(t) [H(t), ρSE(t)]) } = 0 (5.5)
and thus the the overall system, considered as a whole, satisfies the relations
QSE(t) = 0, ⇒WSE(t) = ∆USE(t). (5.6)
The moment however we restrict our attention to the sub-parts of the total system, i.e.
S or E, instead of the whole system SE, concepts such as work or heat immediately be-
come incredibly subtle [114] and a debate on the most proper and meaningful definition
is still ongoing. The main difficulties lie in the role of correlations between S and E,
which do not belong to either of the bare subparts S or E but influence both of them,
though in a very different way. One of such crucial differences lies in the action of the
external force, which is assumed not act on the environment, in agreement both with con-
ventional thermodynamics and open quantum systems theory points of view, where the
environment is usually considered uncontrollable by an experimenter. It is precisely this
the reason which has led many authors to define heat as the following quantity [4, 122]
QE(t) ≡ TrE [HE (ρE(t)− ρE(0))] =
∫ t
0
dτ TrE
[
HE dρE(t)
dt
]
, (5.7)
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i.e. the fraction of energy which is transferred to the environment. Accordingly, the work
done (by an experimenter) on the environment is zero:
WE(t) =
∫ t
0
dτ TrE
[
dHE
dt
ρE(t)
]
= 0 (5.8)
and, thanks to the first law, the transferred heat (5.7) also corresponds to the variation in
the environmental internal energy ∆UE(t) = QE(t).
Starting from this consideration, one can also define the concepts of work and heat for
the reduced system in the following way. Exploiting in fact Eq. (5.5), we can elaborate
on the expression of QE(t) as follows
QE(t) = −
∫ t
0
dτ TrSE
[
HE dρSE(t)
dt
]
= −
∫ t
0
dτ TrSE
[
(HS(t) +HSE(t)) dρSE(t)
dt
]
(5.9)
and define the heat QS(t), in light of the relation QSE(t) = 0, as
QS(t) ≡ −QE(t) (5.10)
The last equality leads immediately to the definitions of work and internal energy for the
’system + interaction’ as
WS(t) =
∫ t
0
dτ TrSE
[
d
dt
(HS(t) +HSE(t)) ρSE(t)
]
, (5.11)
∆US(t) = TrSE [(HS(t) +HSE(t)) ρSE(t)]− TrSE [(HS(0) +HSE(0)) ρSE(0)] . (5.12)
Note that also for the ’system + interaction’ a balance equation in the form of the fist law
applies, i.e.
∆US(t) = WS(t) +QS(t). (5.13)
It is important to stress that the correlations which onset during the evolution between
the system and the environment have, in this construction [122], been incorporated into
the system, in the spirit of the above mentioned scenario where the environment repre-
sents an uncontrolled system which only serves as a thermal bath. However, it is easy to
verify that we could have exploited the linearity of the trace and of the derivative in Eq.
(5.2) to split the first law in three parts, according to the terms of the Hamiltonian
(∆US(t) + ∆UE(t) + ∆USE(t))=(WS(t) +WE(t) +WSE(t)) + (QS(t) +QE(t)+QSE(t))
(5.14)
and consider the ’interactions’ between S and E as a separate part of the overall system
(thermodynamically speaking) to which a first law applies
∆Uj(t) = Wj(t) +Qj(t), j ≡ S,E, SE. (5.15)
The identification of the correlations as a third subpart of the overall system, external
to the reduced system and to the environment, and the association of concepts such as
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work and heat to it seem however less intuitive, and thus we will follow the construction
made above in Eqs. (5.10) and (5.13).
Finally, it is worth mentioning that, as already stressed before, other different definitions
of work and heat can be associated to the parts composing a composite quantum system;
we will however not make a list of them here since it would lead us out of our purposes,
but the interested reader is referred to [113–115] for discussions in merit.
5.2 Full-counting statistics and two-time measurement protocol
The present Section is devoted to the introduction of the so-called full-counting statistics,
which is a very powerful theoretical tool mainly, but not exclusively, employed in the
endeavour of characterizing the thermodynamical properties of quantum systems. As
the name suggests, it allows to reconstruct, at least in principle, all the cumulants of the
probability distribution of any generic observable of interest of a quantum system. More
specifically, the full-counting statistics of a generic observable Aˆ ∈ B(H ) is identified
with its variation over time with respect to its initial value, according to a two-time mea-
surement protocol, and its main importance, as already stressed above, comes into stage
whenever a thermodynamic quantity such as heat or work (which are not observables)
are to be accessed (though of course it is not limited to these quantities but can be applied
to any observable).
Consider then a quantum system described by a statistical operator ρ ∈ H , whose evo-
lution is determined in terms of a unitary operator Uˆ . Consider moreover an observable
Aˆ = Aˆ† ∈ B(H ), whose eventual time dependence in the Shro¨dinger picture solely
comes from the action of an external driving force (thus associated with an external
work). We will denote with {at, |at〉} the family of eigenvalues / eigenvectors of such
observable at time t according to its spectral decomposition Aˆ(t) =
∑
at
at |at〉 〈at| ≡∑
at
atΠˆat . The probability distribution pt(∆a) for a change ∆a ≡ at − a0 to occur be-
tween time t and initial time 0 can be formally defined in terms of the joint probability
Pt [at; a0] = Tr
[
ΠˆatUˆ(t, 0)Πˆa0ρ(0)Πˆa0Uˆ
†(t, 0)Πˆat
]
(5.16)
as
pt(∆a) =
∑
at,a0
δ (∆a− (at − a0))Pt [at; a0] , (5.17)
where δ(·) denotes the Dirac’s delta function. Note that the variable ∆a is now a classical
random variable whose distribution at time t is described by pt(∆a). The joint probabil-
ity (5.16), which can be formally regarded to as a two-time correlation function 〈ΠˆatΠˆa0〉,
can be thought to be obtained by means of a two-time measurement protocol of the observ-
able Aˆ(t). The latter is usually conceived as follows: at initial time t = 0 the selected
observable whose statistics we want to reconstruct is measured and the outcome a0 (be-
longing to the spectrum of Aˆ(0)) is obtained as a result. The state of the system, initially
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described by ρ(0), then collapses in
ρ′(0) =
Πˆa0ρ(0)Πˆa0
TrSE
[
Πˆa0ρ(0)
] . (5.18)
Immediately after the measurement, at time t = 0+, the system is let undergo an evolu-
tion, dictated by the unitary Uˆ , up to some generic time t, when another measurement
of the observable Aˆ(t) is performed again. If this time at is obtained as an outcome, the
final state describing the system is of the form
ρ′′(t) =
ΠˆatU(t, 0)ρ
′(0)U †Πˆat
TrSE
[
ΠˆatU(t, 0)ρ
′(0)U †Πˆat
] . (5.19)
The joint probability to have obtained the two outcomes at at time t and a0 at time 0 is
then given by the Born rule and corresponds to (5.16).
In order to obtain all the cumulants of the probability distribution of ∆a, thus fully char-
acterizing the statistics of the change in the observable Aˆ(t), the cumulant generating
function is introduced as the Fourier transform of the probability distribution, i.e.
Θ(η, t) ≡ ln〈eiη∆a〉t = ln
∫
d(∆a) pt(∆a)e
iη∆a, (5.20)
from which the nth−order cumulant is simply obtained by derivation over the parameter
η
〈(∆a)n〉t = (−i)n ∂
n
∂ηn
Θ(η, t)|η=0. (5.21)
By substituting the expression of the probability distribution (5.17) in (5.20), we immedi-
ately have that
Θ(η, t) = ln
∑
at,a0
eiη(at−a0)Pt [at; a0] . (5.22)
It is important to stress that the cumulant generating function can be equivalently con-
structed as the real Laplace transform of pt(∆a), i.e.
Θ˜(η, t) ≡ ln〈e−η∆a〉t = ln
∫
d(∆a) pt(∆a)e
−η∆a, (5.23)
from which the cumulants are obtained through
〈(∆a)n〉t = (−1)n ∂
n
∂ηn
Θ(η, t)|η=0. (5.24)
The introduction of Θ(η, t) carries along an important simplification. An important as-
sumption is that the initial state commutes with the observable Aˆ(0), i.e.[
Aˆ(0), ρ(0)
]
= 0. (5.25)
This condition, though being widely assumed especially when the observable considered
is the energy (as will be shown below in more detail) in which case it would correspond
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to consider an initial state in Gibbs form, is however not strictly necessary, as shown in
[117]. Using the spectral theorem
f(Aˆ) =
∑
a
f(a) |a〉 〈a| , (5.26)
it is straightforward to prove that Eq. (5.22) can be re-expressed as
Θ(η, t) = ln Tr [ρ(η, t)] , (5.27)
where the operator
ρ(η, t) = Uˆη/2(t, 0)ρ(0)Uˆ
†
−η/2(t, 0) (5.28)
is the initial statistical operator evolved according to the modified evolution operator
Uˆη(t, 0) = e
iηAˆ(t)Uˆ(t, 0)e−iηAˆ(0). (5.29)
It is very important to note that the operator ρ(η, t) is not a statistical operator since its
trace is not normalized to 1, except than at the initial time where it coincides with ρ(0).
This fact plays a crucial role, since the full statistics constructed by derivation of the
cumulant generating function Θ(η, t) stems, in light of Eq. (5.27), from the non-trace-
preserving character of the modified evolution.
When the parameter η, usually referred to as counting field parameter, is set to zero η = 0,
we retrieve the usual evolution operator and statistical operator
Uˆη(t, 0)|η=0 = Uˆ(t, 0), ρ(η, t)|η=0 = ρ(t). (5.30)
Moreover, if the selected observable does not depend on time Aˆ(t) = Aˆ(0) = Aˆ, provided
Hˆ denotes the Hamiltonian of the system such as Uˆ(t, 0) = eiHˆt, we can express the
modified evolution operator equivalently as
Uˆη(t, 0) = e
iηAˆUˆ(t, 0)e−iηAˆ = e−iHˆηt, (5.31)
where
Hˆη = eiηAˆHˆe−iηAˆ. (5.32)
5.2.1 Generalized master equation
The FCS formalism illustrated above is particularly useful when applied to an open
quantum system weakly coupled to an environment. In this scenario in fact, if the two-
time measurement protocol is carried out on an observable of the environment, then we
have that Eq. (5.27), which in this case reads
Θ(η, t) = ln TrSE [ρSE(η, t)] , (5.33)
becomes
Θ(η, t) = ln TrS [ρS(η, t)] , (5.34)
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where we have defined the reduced modified density matrix
ρS(η, t) = TrE
[
Uˆη/2(t, 0)ρSE(0)Uˆ
†
−η/2(t, 0)
]
. (5.35)
The meaning of Eq. (5.34) is the following: in order to reconstruct the full statistics of a
single selected observable of the environment (which in the scenario of open quantum
systems’ theory is usually conceived to be not accessible) we can simply look at its effect
on the evolution of the reduced system. This point of view shares also many similarities
also with the quantum probe framework. The advantage brought by Eq. (5.34) is that,
under the very same assumptions which lead to the expression of a master equation
for the usual reduced statistical operator ρS(t), e. g. weak coupling, Born-Markov, et
cetera, a master equation for the modified operator ρS(η, t) can be written as well, which
is usually referred to as generalized master equation [117]. We stress however that the
weak coupling assumption, in most cases needed for the master equation to be written
in closed form, is not necessary for the previous results to hold true and in fact we will
see in Section 6.4 an example where the cumulant generating function of the dissipated
heat is reconstructed for a specific model without any assumption on the coupling.
To summarize, the powerfulness and usefulness of this method relies in the fact that,
by solving (analytically or numerically) a master equation for an operator which has the
same degree of complexity of that of the reduced system, we can access the statistics of
an observable of the environment. It is important to notice that this is possible since we
are looking at a single specific observable and not at the general statistical properties of
the environment (i.e. we cannot infer properties of the dynamics of the environmental
state by looking at the reduced system).
By means of the projection-operator technique and second-order time convolutionless
expansion the dynamical generator (see Chapter 2 Section 2.2.2.1), a generalized master
equation (GME) for ρS(η, t) can be written for a generic microscopic Hamiltonian of the
formH = HS +HE +HSE [117], withH0 = HS +HE being the free part andHSE being
the interaction term. Writing the latter in the following general form [21]
HSE =
∑
k
Ck ⊗Bk, Ck ∈ B(HS), Bk ∈ B(HE), (5.36)
and assuming that the initial state of the environment ρE(0) commutes with the desired
observable A ∈ B(HE) whose statistics we want to reconstruct, the GME reads
d
dt
ρS(η, t) = −i [HS , ρS(η, t)]
−
∑
jk
∫ t
0
dτ
[
Φjk(τ)C
jCk(−τ)ρS(η, t) + Φjk(−τ)ρS(η, t)Cj(−τ)Ck
− Φkj(−η, τ)CjρS(η, t)Ck(−τ)− Φkj(−η, τ)Cj(−τ)ρS(η, t)Ck
]
, (5.37)
where
Φjk(η, τ) ≡ TrE
[
Bj2η(t)B
kρE(0)
]
(5.38)
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is the generalized environmental correlation function, with
Bjη(t) = e
i(η/2)ABj(t)e−i(η/2)A (5.39)
and Bj(t) = eiH0tBje−iH0t. Note that in the above equations we have omitted the hat
symbol over the operators in order to facilitate the readability. We will conform to this
notation in what follows as well whenever there is no risk of confusion or otherwise
stated. The quantity in Eq. (5.38) reduces to the familiar environmental correlation func-
tion for vanishing values of the counting field parameter η.
Since the aim of this Chapter is to reconstruct observables of the quantum system en-
dowed with a thermodynamical significance, we will from now on identify the generic
self-adjoint operator A of the above expressions with the energy of the environmentHE ,
whose change in time gives the heat.
In this case, the generalized environmental correlation function constructed from the
microscopic HamiltonianH can be proven to satisfy the following symmetry
Φjk(η, t) = Φkj(−η − iβ,−t), (5.40)
with β being the inverse temperature (kB = 1) of the initial bath, which reduces to the
well-known Kubo-Martin-Schwinger (KMS) condition for the usual environmental cor-
relation function [123]
Φjk(t) = Φkj(−t− iβ). (5.41)
The latter, which is often found in literature in its frequency-domain expression as
Φjk(ω) = e
βωΦkj(−ω), (5.42)
with
Φjk(η, ω) =
∫ +∞
−∞
dt
2pi
eiωtΦjk(η, t), (5.43)
expresses the so called detailed balance condition.
It is worth to consider the form of the GME when the Born-Markov and the secular ap-
proximations are performed on Eq. (5.37). These approximations, are known to lead
from an Hamiltonian microscopic evolution to an effective semigroup description of the
dynamics in the case of the statistical operator of the reduced system [21]; the same im-
plementation of all the passages and considerations that can be found in [21] to the mod-
ified operator ρS(η, t) and its GME Eq. (5.37), imply that the dynamics of populations
and coherences of ρS(η, t) are decoupled and evolve according to [117]
d
dt
ρnn(η, t) = −2pi
∑
jk
∑
m
[
Φjk(−ωmn)CjnmCkmnρnn(η, t)− Φjk(η, ωmn)CjnmCkmnρmm(η, t)
]
,
d
dt
ρnm(η, t) = − (Γnm + iΩnm) ρnm(η, t), (5.44)
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where
Γnm = 2pi
∑
jk
[
−Φjk(0)CjmmCknn +
1
2
∑
l
(
Φjk(−ωnl)CjnlCkln + Φkj(ωml)CjmlCklm
)]
,
(5.45)
Ωnm = ωnm −
∑
jk
∑
l
[∫ +∞
−∞
dωP
Φjk(ω)
ω + ωln
CjnlC
k
ln −
∫ +∞
−∞
dωP
Φjk(ω)
ω + ωlm
CjmlC
k
lm
]
, (5.46)
where ωnm ≡ ωn − ωm is the energy difference (in units of ~) between the system’s ener-
gies relative to eigenstates n and m. In order to derive Eq. (5.45), the SokhotskiPlemelj
relation ∫ ∞
−∞
dt e±iωt = piδ(ω)± P 1
ω
(5.47)
has been used, with δ(·) and P being the Dirac’s delta function and the Cauchy Principal
Value respectively. Note that the dependence on the counting field parameter η is only
on the population dynamics, while the coherences undergo an exponentially damped
evolution.
5.3 Heat backflow in weakly-coupled discrete- and continuous-
variables systems
In the present Section our aim is to characterize the following quantity
TrE [HE (ρE(t)− ρE(0))] (5.48)
in a non-driven open quantum system HS weakly coupled to an environment HE by
means of FCS formalism. The inclusion of multiple environments attached to the same
system, which forms a widely used model for quantum engines, will result trivial ex-
tension. The absence of an external driving, in light of the considerations made at the
beginning of Subsection 5.2, implies that energy at the end of the two time measurement
protocol commutes with the initial one, and therefore we can make use of Eq. (5.31) in the
following calculations. Note that, in light of Eq. (5.7) and of the related considerations,
we have that the quantity defined in Equation (5.48) is nothing but the heat QE(t).
As stated at the beginning of this Section, we consider an open quantum system cou-
pled to an environment, through an interaction Hamiltonian HSE such that the total
Hamiltonian governing the evolution of the composite system reads H = H0 + HSE ,
with H0 = HS + HE being the free Hamiltonian. The coupling between S and E will
be considered small such that it allows for a second-order expansion of the dynamical
generator and thus for an closed expression of a time-local master equation for the statis-
tical operator ρS(t). In Subsection 5.3.2 we will first deal with finite dimensional systems
dim(HS) = NS < +∞, and then we move to the infinite dimensional case in Subsec-
tion 5.3.3, with the restriction to Gaussian channels. In both cases we will not assume,
at variance with existing literature, the Born-Markov and secular approximations which
would lead, as already stressed, to a time-independent GKSL form of the generator (and
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therefore to a semigroup dynamics), but instead we will take into account a generally
non-Markovian reduced dynamics. This will allow for energy transfers, in the short and
intermediate stages of the coupled evolution, even in the case of absent initial temper-
ature gradient, in striking contrast with the mentioned limiting case previously studied
in [124, 125], which however will be recovered in the long-time limit.
Since we are interested in accessing the statistics of energy, we identify the generic ob-
servable A ∈ B(HE) with the Hamiltonian HE and, according to condition (5.25), we
assume the initial state of the composite system to be of factorized form
ρSE(0) = ρS(0)⊗ ρβ, ρβ ≡ e
−βHE
ZE
, (5.49)
with ZE = TrE
[
e−βHE
]
. In particular, our attention will be concentrated on the first mo-
ment of the probability distribution of energy, i.e. 〈QE(t)〉t. The same treatment of higher
- order cumulants of this probability distribution will provide an interesting subject for
future studies.
According to the two-time measurement protocol described above, the statistics of en-
ergy can be reconstructed through the cumulant generating function Eq. (5.34), with
ρS(η, t) given as the solution of the GME
d
dt
ρS(η, t) = Ξ
η(t)ρS(η, t), (5.50)
where the time-dependent superoperator Ξη(t) in the second-order approximation has
the form
Ξη(t) [ω] = −i [HS , ω]−
∫ t
0
dτ TrE
{[
Hint, [Hint(−τ), ω ⊗ ρE(0)]η
]
η
}
, (5.51)
where [Hint(t) , B]η ≡ Hηint(t)B−BH−ηint(t), withHηint(t) = e(i/2)ηHEHint(t)e−(i/2)ηHE and
Hint(t) = eiH0tHinte−iH0t. In the expressions above and in the remainder of the thesis,
we remind that we set ~ = 1 and kB = 1 for simplicity.
The formal solution of (5.51) has the form
ρS(η, t) = T+ exp
[∫ t
0
dτΞη(τ)
]
ρS(0), (5.52)
with T+ indicating the chronological time ordering operator.
In the case of a discrete system described by means of a finite-dimensional Hilbert space,
the Hilbert-Schmidt representation of operators and superoperators (see Chapter 2 Sec-
tion 2.1.1) allows for the following matrix representation of Eq. (5.51)
|ρS(η, t)〉 = T+ exp
[∫ t
0
dτΞη(τ)
]
|ρS(0)〉 ≡ Λη(t, 0) |ρS(0)〉 , (5.53)
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where |ρS(η, t)〉, Ξη(t) and Λη(t, 0) denoting, respectively, the vector and matrix forms in
the Hilbert-Schmidt space of the operator ρS(η, t), of the dynamical generator Ξη(t) and
of the dynamical map Λη(t, 0) . We also recall that ρS(η, 0) = ρS(0).
The time-dependent first moment of the energy transfer is then given by
〈∆q〉t = 〈1| ∂
∂(iη)
|ρS(η, t)〉|η=0 , (5.54)
where 〈1| denotes the trace operation in Hilbert-Schmidt space. The above expression
can be rewritten as follows:
〈∆q〉t = 〈1| ∂
∂(iη)
(Λη(t, 0) |ρS(0)〉)|η=0
= 〈1| ∂
∂(iη)
(Λη(t, 0)) |ρS(0)〉|η=0 + 〈1|Λη(t, 0)
∂
∂(iη)
(|ρS(0)〉)|η=0 . (5.55)
Note however that
〈1|Λη(t, 0) |ρS(0)〉|η=0≡ TrS
[
(Λη(t, 0) |ρS(0)〉]|η=0
]
=TrS
[
ρS(η, t)|η=0
]≡TrS [ρS(t)]=1,
(5.56)
and also
〈1| |ρS(0)〉|η=0 ≡ TrS
[
ρS(η, 0)|η=0
]
= TrS [ρS(0)] = 1, (5.57)
from which it follows that 〈1| is a left eigenvector of Λη(t, 0), i.e. 〈1| = 〈1|Λη(t, 0). Con-
sequently the state 〈1| is itself an eigenvector of the dynamical generator Ξη(t) relative
to the eigenvalue 0. Using this fact, the second term in the last line of Eq. (5.55) can be
further elaborated into
〈1|Λη(t, 0) ∂
∂(iη)
(|ρS(0)〉)|η=0 = 〈1|
∂
∂(iη)
|ρS(0)〉 = ∂
∂(iη)
(〈1| |ρS(0)〉) = 0, (5.58)
while the first term can be written as
〈1| ∂
∂(iη)
(Λη(t, 0)) |ρS(0)〉|η=0 = 〈1|
∫ t
0
dτ
∂Ξη(τ)
∂(iη)
Λη(t, 0) |ρS(0)〉|η=0
= 〈1|
∫ t
0
dτ
∂Ξη(τ)
∂(iη)
|ρS(η, t)〉|η=0 . (5.59)
Upon integration by parts, and using the relations
[(∫ t
0 dτ
∂Ξη(τ)
∂(iη)
)
, Ξη(t, )
]
= 0 we ob-
tain that Eq. (5.59) simplifies into
〈1|
∫ t
0
dτ
∂Ξη(τ)
∂(iη)
|ρS(η, t)〉|η=0
= 〈1|
∫ t
0
dτ
(∫ τ
0
ds
∂Ξη(s)
∂(iη)
)
Ξη(τ)Λη(τ, 0) |ρS(η, t)〉|η=0
+ 〈1|
∫ t
0
dτ
∂Ξη(τ)
∂(iη)
Λη(τ, 0) |ρS(η, t)〉|η=0
= 〈1|
∫ t
0
dτ
∂Ξη(τ)
∂(iη)
Λη(τ, 0) |ρS(η, t)〉|η=0 . (5.60)
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Putting the pieces together, we have that the mean value of the energy of the environ-
ment can be expressed in a compact form as
〈∆q〉t =
∫ t
0
dτθ(τ), (5.61)
where the function
θ(t) ≡ 〈1| ∂Ξ
η(t)|η=0
∂(iη)
|ρS(t)〉 , (5.62)
provides the rate by which the system and its environment exchange energy and, more
specifically, θ(t) > (<)0 indicates an increment (decrement) in the environmental energy,
i.e. an heat flow from the reduced system (environment) to the environment (reduced
system).
In the case of continuous variable (CV) systems (see Chapter 3 Section 3.2.1.1) however,
it proves useful to consider the characteristic function (3.38) associated to the operator
ρS(η, t) [43, 46]
χ [ρS(η, t)] (λ, λ
∗) ≡ χ(η)(λ, λ∗, t) = TrS
[
ρS(η, t)e
λa†−λ∗a
]
, (5.63)
with a, a† denoting the annihilation and creation operators relative to the system. From
(5.63) it follows immediately that the cumulant-generating function can be written as
Θ(η, t) = ln TrS [ρS(η, t)] = lnχ
(η)(0, 0, t). (5.64)
The time-dependent first moment of the energy transfer is thus given by
〈∆q〉t = ∂χ
(η)(0, 0, t)
∂(iη)
|η=0, (5.65)
and the heat flow per unit of time θ(t) reads
θ(t) =
∂χ˙(η)(0, 0, t)
∂(iη)
|η=0, (5.66)
where the · sign denotes the time derivative.
It can be noticed that the cumulant generating function Θ(η, t) = ln TrS [ρS(η, t)] reduces
to the large deviation function [126] according to ϑ(η) = limt→+∞Θ(η, t)/t, which is
not time - dependent any more. This in turn means that, whenever well-defined, the
cumulants of the probability distribution in the long - time limit tend to become linear
with time [117, 127], and therefore in particular
〈∆q〉t ≈ 〈∆q〉t. (5.67)
This relation, which we will explicitly check in the models considered below, gives a
neat indication of the behavior of the heat flow per unit of time in the long time limit
of the dynamics, as well as in a coarse - grained description of the latter (in any cases,
whenever a GKSL generalized master equation is suitable): the quantity θ(t) introduced
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in Eq. (5.62) (or (5.66)) becomes a constant function with time, thus physically indicating
a steady heat flow. The latter is achieved by applying a temperature gradient and, in
accordance with the second law of thermodynamics (which we will discuss more thor-
oughly in Section 6.1, goes from the hotter subsystem to the colder one. It is worth of
notice that this long-time analysis of the energy current has been successfully applied
for example in [124, 125] to non-linear (anharmonic) junction systems, which have been
shown to be central components in many quantum thermal machines [128, 129].
5.3.1 Definition and measure
Inspired by the considerations made above, we are naturally led to give the following
definition:
Definition 5.1. Given a system S weakly coupled to an environmentE, we speak of time
regions of heat backflow from E to S whenever, considering dynamical situations which in
the Born-Markov semigroup approximation would lead to a non-negative steady energy
transfer from system to environment, we have that at some time t
θ(t) < 0. (5.68)
Building on this condition, a measure for the total amount of energy which has flown
back from the environment to the system during the evolution is naturally introduced as
〈∆q〉back = max
ρS(0)
1
2
∫ +∞
0
dt (|θ(t)| − θ(t)) , (5.69)
where the maximization procedure is performed to make it a property of the dynamical
map, i.e. independent on the possible choices of initial states of the system. Note that the
integrand of Eq. (5.69) is different from zero if and only if θ(t) assumes negative values
and it represents, in principle, a measurable quantity.
Despite the formal similarity which may appear between this quantifier and some of
non-Markovianity estimators introduced in Chapter 3 [11, 13, 130], it should not be con-
fused with an alternative non-Markovianity measure, rather providing only an estimate
of the heat backflow .
A final important comment about this definition of heat backflow deserves to be made.
Since the latter is defined as, roughly speaking, the fraction of heat which, during the
evolution, flows out of the environment, the ’system’ we speak about when we write
expressions such as ’heat backflow from E to S’ is more precisely the open quantum
system including the interaction term, as discussed in Section 5.1. In other words, we
cannot know whether the energy which leaves the environment and which is witnessed
by the negativity of θ(t) and estimated by Eq. (5.69), has gone to the bare reduced sys-
tem or has been stored in the interaction term. In order to further distinguish which one
of these two contributions is the effective receiver of the heat flowing from the environ-
ment, one should calculate explicitly the time behavior of the change in the free system’s
Chapter 5. Characterization of heat dynamics in non-Markovian open quantum systems 91
Hamiltonian 〈∆HS〉t and of the change in the interaction Hamiltonian 〈∆HSE〉t. The
problem however is that the latter quantity is almost never accessible in the context of
open quantum system’s theory, since it involves the knowledge of the environment’s
evolution alongside as that of the system’s. We will therefore restrict our attention to the
weak coupling scenario which, beside allowing the calculation of the (modified) statis-
tical operator as solution of a closed master equation, allows to consider the interaction
term negligible with respect to the contributions of the free Hamiltonians and granting
us the possibility to identify the bare system S with the receiver of the heat backflow con-
tributions. In the second example which we will analyze in detail, the case of a quantum
brownian particle, we will be able to reconstruct both these quantities thanks to a fully
numerical - simulation approaChapter This will allow us to extend our analysis to the
strong coupling regime while being still able to keep track of the separate contributions.
We will now proceed to study this quantity and its relationship with suitable estimators
of non/Markovianity in the following Section, where we will explicitly see applications
to two important and paradigmatic models: the spin boson model for the finite - dimen-
sional case and the quantum brownian motion for the CV case.
5.3.2 The spin-boson model
The spin - boson model is one of the building blocks of open quantum systems’ theory,
and thus has been thoroughly studied in the literature [21, 131–134]. The difference with
the pure-dephasing case already analyzed in detail in Chapter 4 lies in the interaction
term, which is now of the form
HSE = σx ⊗BE , BE ≡
∑
k
(
gkb
†
k + g
∗
kbk
)
, (5.70)
which therefore does not commute any more with the free Hamiltonian
H0 = HS +HE = ω0
2
σz ⊗ 1E + 1S ⊗
(∑
k
ωkb
†
kbk
)
. (5.71)
At variance with the pure dephasing spin - boson model, where the dynamics was only
on the coherences of the system’s statistical operator and the populations were constants
of motion, this interaction Hamiltonian provokes the evolution of both the coherences
and the populations. Note that, at this level, we have not assumed the rotating-wave
approximation and consequently the counter-rotating terms
∑
k σ+ ⊗ b†k and
∑
k σ− ⊗ bk
are still present.
Having assumed weak coupling between the two - level system and the bosonic bath,
a closed generalized master equation of the form (5.37) can be written for this model
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at second order perturbation expansion [117, 125], whose analytical solution can be ap-
proached, due to the finite dimensionality of the quantum system, moving to the Hilbert-
Schmidt representation. In this space, the conditional density operator ρS(η, t) is repre-
sented by the vector |ρS(η, t)〉 = (ρη00(t), ρη01(t), ρη10(t), ρη11(t))T , where
ρηα(t) = TrS
{
σ†αρS(η, t)
}
, (5.72)
and {σα}α=0,1,2,3 = {|0〉 〈0| , |0〉 〈1| , |1〉 〈0| , |1〉 〈1|} (note that the subscript ’S’ has been
dropped to the components of the Hilbert - Schmidt vector for readability). Concretely,
if ∂tρS(η, t) = Ξη(t)ρS(η, t), the dynamical generator, regarded as a linear map on the
space of linear operators on C2, is represented by a 4× 4 matrix Ξη(t), whose entries are
given by [125]
Ξη(t) = −
∫ t
0
dτ

V+(τ) 0 0 W
η
+(τ)
0 Y+(τ) Z
η
+(τ) 0
0 Zη−(τ) Y−(τ) 0
W η−(τ) 0 0 V−(τ)
 . (5.73)
All the quantities appearing in (5.73), defined below, are nothing but linear combinations
of the environmental correlation function Eq. (5.38)
Φ(τ) ≡ TrE {BEBE(−τ)ρE} , (5.74)
and read
V±(τ) = Φ(τ)e∓iω0τ + Φ(−τ)e±iω0τ ,
Wχ±(τ) = −
[
Φ(τ − χ)e±iω0τ + Φ(−τ − χ)e∓iω0τ ] ,
Y±(τ) = 2Re [Φ(τ)] e∓iω0τ ,
Zχ±(τ) = − [Φ(τ − χ) + Φ(−τ − χ)] e±iω0τ . (5.75)
We stress again that the familiar master equation describing the evolution of the statis-
tical operator in the spin-boson model [21, 134, 135] can be obtained from Eq. (5.73)
simply by setting the counting field parameter η = 0. Moreover, upon introducing the
Bloch vector v(t) defined as
ρS(t) =
1
2
(12 + v(t) · σ) , vj(t) = TrS [σjρS(t)] ,
(
σ ≡ (σx, σy, σz)T
)
, (5.76)
the master equation for vanishing values of the counting field parameter η give rise to
the following differential equations for the Bloch vector
d
dt
v(t) = A(t)v(t) + b(t), (5.77)
where
A(t) =
 0 −ω0 0ω0 + ayx(t) azz(t) 0
0 0 azz(t)
 , b(t) =
 00
bzz(t)
 , (5.78)
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with
ayx(t) =
1
2
∫ t
0
dτ D1(τ) sin(ω0τ), azz(t) = −1
2
∫ t
0
dτ D1(τ) cos(ω0τ), (5.79)
and
bz(t) = −2
∫ t
0
dτ D2(τ) sin(ω0τ). (5.80)
We note that a Bloch representation could have been introduced also for the modified
operator ρS(η, t) as
ρS(η, t) =
1
2
(v0(t)12 + v(t) · σ) , (5.81)
where now a fourth component v0(t) = TrS [ρS(η, t)] has to be taken into account due to
the fact that the trace of ρS(η, t) is not equal to 1 at every time any more.
A crucial role in the definition of the environmental correlation function Φ(t) is played
by the spectral density
J(ω) =
∑
k
|gk|2
2ωk
δ(ω − ωk), (5.82)
which contains information about both the distribution of bath modes and their interac-
tion strength with the system. In the limit of a continuous distribution of environmental
modes, the spectral density can be given in terms of a smooth function J(ω), which is
usually taken to have a power-law behavior for low-frequencies and a cut-off function
for large values of ω. The environmental correlation function can be written in terms of
the spectral density as
Φ(τ) =
∫ +∞
0
dω J(ω)
[
coth
(
ω
2TE
)
cos(ωτ)− i sin(ωτ)
]
≡ 1
2
(D1(τ)− iD2(τ)) , (5.83)
where TE denotes the environmental temperature, the Boltzmann and Planck constants
have been set equal to one kB = ~ = 1, and the functions D1(τ) and D2(τ), respectively
known as noise and dissipation kernels [21], read
D1(τ) = 2
∫ +∞
0
dωJeff (ω,Ω, TE) cos(ωτ), D2(τ) = 2
∫ +∞
0
dωJ(ω) sin(ωτ) (5.84)
where, in the noise kernel expression, we have introduced the effective spectral density
Jeff (ω,Ω, TE) ≡ J(ω) coth
(
ω
2TE
)
. (5.85)
The substitution of (5.73) in Eq. (5.62) leads to the following expression for the heat flow
per unit of time
θ(t) = [w+(t)− w−(t)] ρ00(t)− w+(t), (5.86)
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where we have used the fact that ρ00(t) + ρ11(t) = 1 and where we have defined the
quantity
w±(τ) ≡ ∂
∂(iχ)
∫ τ
0
dsWχ±(s)
∣∣∣∣
χ=0
. (5.87)
In order to determine the full statistics of energy according to the two-time measurement
protocol described above, it is clear from Eq. (5.86) that only the populations of the
modified operator ρS(η, t) are needed. Moreover, it is clear from (5.73) that the dynamics
of the coherences is decoupled from the one of the populations.
It is therefore more convenient to introduce the vector |ρd(t)〉 = (ρ00(t), ρ11(t))T and the
2× 2 matrix Ξd(t) obtained extracting the elements of Ξη=0(t) relative to |ρηd〉
Ξd(t) =
(
a+(t) −a−(t)
−a+(t) a−(t)
)
, (5.88)
where a±(t) = −
∫ t
0 dτV±(τ) and where we have used the relation
W η=0± (τ) = −V∓(τ). (5.89)
The differential equation for the ground-state population ρ00(t) therefore reads
d
dt
ρ00(t) = (a+(t) + a−(t))ρ00(t)− a−(t), (5.90)
whose formal solution has the form
ρ00(t) = e
∫ t
0 dτazz(τ)
(
ρ00(0)−
∫ t
0
dτa−(τ)e−
∫ τ
0 dsazz(s)
)
, (5.91)
with
azz(t) ≡ a+(t) + a−(t) (5.92)
being one of the right eigenvalues of Ξd(t). It is important to notice that, for reasons of
computation-time advantages, it is better to express the quantity a−(t) as
a−(t) =
1
2
(azz(t) + bz(t)) , (5.93)
where azz(t), given by Eq. (5.79), and
bz(t) = −2
∫ t
0
dτ D2(τ) sin(ω0τ), (5.94)
have been usually employed in the treatment of the spin-boson model [21, 134]. In fact,
while both azz(t) and a−(t) can only be numerically accessed for a wide variety of spec-
tral densities, the quantity bz(t) can be in those cases analytically solved. This splitting of
the nonhomogeneous term a−(t) (5.90) into a numerical part azz(t) and an analytic term
bz(t) (5.93) thus allows for shorter computation times.
Before proceeding further with the calculation of the heat backflow measure, it is inter-
esting to perform the Born-Markov and secular approximation and look at the long -
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time limit semigroup resulting limit of the dynamics. The matrix (5.88) which governs
the evolution of populations in this case takes the form
Ξηd,LT =
(
−Γn(ω0) Γ (1 + n(ω0))
Γn(ω0) −Γ (1 + n(ω0))
)
, (5.95)
where Γ ≡ 2piJ(ω0). This expression can be immediately obtained by making use of the
relation (5.47). As a consequence, the long-time limit version of the energy flux per unit
of time θLT (t) can be found. In fact, since
w+,LT =
[
∂
∂(iχ)
∫ +∞
0
dτWχ+(τ)
]
χ=0
= −ω0Γ (1 + n(ω0)) (5.96)
and
w−,LT =
[
∂
∂(iχ)
∫ +∞
0
dτWχ−(τ)
]
χ=0
= ω0Γn(ω0), (5.97)
the expression for θLT (t) becomes
θLT (t) = [w+,LT (τ)− w−,LT (τ)] ρ00(τ)− w+,LT (τ)
= −ω0Γ (1 + 2n(ω0)) ρ00,LT (t) + ω0Γ (1 + n(ω0)) = ω0 d
dt
ρ00,LT (t). (5.98)
The integral form of this expression gives the following result
〈∆q〉t,LT = ω0 (ρ00,LT (t)− ρ00(0)) , (5.99)
which expresses the fact that, under this approximated dynamical regime, the mean
value of the variation in the environmental energy is just equal and opposite to the vari-
ation in the system’s internal energy.
Interestingly, Eq.(5.99) is no longer true if we do not perform these approximations but
we consider the dynamical generator as given by Eq. (5.73). First of all in fact, since
∂Φ(±τ − χ)
∂(iχ))
∣∣∣∣
χ=0
= ±i∂Φ(±τ)
∂τ
, (5.100)
it becomes possible to re-express both the terms w+(t) − w−(t) and w+(t) which appear
in (5.86) in the following equivalent form:
w+(t)−w−(t)=2
∫ t
0
dτ (∂τD1(τ)) sin(ω0t),
w+(t)=
∫ t
0
dτ (∂τD1(τ)) sin(ω0t)−
∫ t
0
dτ (∂τD2(τ)) cos(ω0t). (5.101)
An integration by parts of the quantities above, using both the boundary conditions
D1(0) sin(0) = 0 and D2(0) = 0 and Eqs. (5.90), (5.79), (5.93), and (5.80), then gives
w+(t)− w−(t) = 2D1(t) sin(ω0t) + ω0azz(t),
w+(t) = D1(t) sin(ω0t)−D2(t) cos(ω0t) + ω0a−(t), (5.102)
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from which immediately follows that
θ(t) = ω0
d
dt
ρ00(t) + f(t), (5.103)
where
f(t) ≡ −δp(t)D1(t) sin(ω0t) +D2(t) cos(ω0t), (5.104)
Note that, for simplicity, we have denoted with δp(t) ≡ ρ11(t) − ρ00(t) the difference in
the system’s populations. The first term on the right-hand side of Eq. (5.103) corresponds
to the time derivative of the change in the free system’s energy, since it is proportional
through the fundamental system energy ω0 (we remind that ~ = 1) to the fraction of
the system’s population that moves to the ground state. The second term, f(t), is in-
stead a combination of elementary oscillating functions and environmental kernels: the
first contribution is driven by the noise kernel D1(t) and also depends on the solution
for the ground-state population of the system ρ00(t), at variance with the second which
is proportional only to the dissipation kernel, therefore also being independent of the
temperature of the bath.
The integral form of (5.103) can also be considered
〈∆q〉t = ω0 (ρ00(t)− ρ00(0)) + F (t), (5.105)
where F (t) =
∫ t
0 dτf(τ). Equation (5.105) shows that the variation in the environmental
energy, obtained in this case as the FCS mean 〈∆q〉t, is given by the sum of two dis-
tinct contributions, at variance with its long-time semigroup limiting version (5.99). The
first term on the right-hand side is in fact equal and opposite to the variation of the re-
duced system’s energy, but there is an additional contribution which depends both on
the detailed structure of the environment, and on the coupling between system and en-
vironment through the dissipation and noise kernels. As explicitly shown above, in the
long-time semigroup limit this additional contribution vanishes since f(t) goes to zero
according to the behavior of both dissipation and noise kernel as given by (5.109), and
will be responsible for energy exchanges also with subsystems at equal initial tempera-
tures.
5.3.2.1 Numerical evaluation of the heat backflow measure
In this section we illustrate and discuss the results of the numerical evaluation of the
measure of heat backflow (5.69) for the considered model as a function of the different
parameters characterizing the dynamics.
In what follows, we will consider the initial state of the reduced system to be of the form
ρS(0) = Z
−1
(
|0〉 〈0|+ e−ω0/TS |1〉 〈1|
)
, Z = 1 + e−ω0/TS , (5.106)
which is a Gibbs state relative to an effective temperature TS , here chosen to be greater
than or equal to the environmental one. Eq. (5.106) is equivalent to ask that the initial
state of the qubit is diagonal in the system’s free Hamiltonian eigenbasis, i.e. ρS(0) =
Chapter 5. Characterization of heat dynamics in non-Markovian open quantum systems 97
p0 |0〉 〈0|+ p1 |1〉 〈1|with |0〉 , |1〉 being the eigenstates ofHS = ω0σz/2. Since p0 + p1 = 1,
any such state can be recast in Gibbs form (5.106) for a certain specific temperature TS .
The motivation behind this restriction of the possible choices of initial states is suggested
by the structure of the equations of motion (5.73): since, in light of the latter, the evolution
of the populations and of the coherences are decoupled from each other and since the
coherences do not enter the expression of θ(t), any initial state with nonzero coherence
is equivalent for the purpose to a diagonal state. The constraint
TS ≥ TE (5.107)
on the two initial temperatures instead traduces the condition, involved in the state-
ment of the definition for the occurrence of heat backflow , that the temperature gradient
would cause, in the semigroup limiting approximation, a steady and unidirectional heat
flow from the system in favour of the environment. If Eq. (5.107) is dropped, then heat
flows from the environment to the system would occur due to the temperature gradient,
thus tampering its connection with the insurgence of memory effects in the dynamics
and preventing to properly speak of heat backflow according to the definition we gave
above.
Furthermore, we will consider the spectral density to assume the form
J(ω) = λωe−
ω
Ω , (5.108)
which shows an Ohmic behavior at low frequencies, a linear dependence on the cou-
pling strength λ, and finally an exponential cutoff part. Note that this functional form
corresponds to the s = 1 case of the Ohmic-dependent spectral density considered in the
analysis of the pure-dephasing spin-boson model studied in Chapter 4. An analytic form
for the noise and dissipation kernels (5.109) can be found and reads (see Appendix A of
[136] for a proof)
D1(τ) = 2λ
[
Ω2
(Ωτ)2 − 1
(1 + (Ωτ)2)2
+ 2T 2E Re
[
ψ′
(
TE(1 + iΩτ)
Ω
)]]
,
D2(τ) =
4λΩ3τ
(1 + (Ωτ)2)2
, (5.109)
with ψ′(z) being the derivative of the Euler digamma function ψ(z) = Γ′(z)/Γ(z).
Figure 5.1 shows the time evolution of the ground-state population ρ00(t) (a) and the heat
flow per unit of time θ(t) as given by (5.86) (b) in the weak-coupling limit λ = 0.1 and
in units of ω0, for Ω = 0.4ω0, TS = 5ω0, and different values of the environmental tem-
perature TE/ω0 = 1, 3, 5. Solid lines in Fig. 5.1 refer to the solutions obtained from the
second-order time-convolutionless expansion of the generator, while the dashed lines
denote the ones obtained in the Born-Markov approximation. It is clear from these plots
that the time behavior of the solution of the ground-state population, ρ00(t), is related
to the time behavior of the heat flow per unit of time θ(t): Both quantities, in fact, show
a transition from oscillating to monotone behavior at almost the same time. We find
that the oscillations of the exact solution (solid lines) of both quantities almost disappear
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(a)
(b)
FIGURE 5.1: (Color online) (a) Time evolution of the ground-state population ρ00(t) for
Ω = 0.4ω0, λ = 0.1, and TS = 5ω0, for different values of the environmental temperature
TE/ω0 = 1, 3, 5. The dashed lines refer to the Born-Markov approximation, while the
solid lines refer to the time evolution obtained by the time-convolutioness GME. (b)
Time evolution of θ(t)/ω0 (s−1) for the same parameters values and specific choice of
initial Gibbs states. One can notice that above a certain temperature gradient between
system and environment the heat backflow disappears.
in the long-time limit and superimpose the asymptotic value determined by the Born-
Markov approximated solutions (dashed lines). The markedly different behaviors of
solid and dashed lines in short and intermediate time, however, neatly show the inade-
quacy of Born-Markov approximation apart from the long-time limit case. An interesting
property of the heat flow is represented by the first positive peak of θ(t), which can be
observed even when the initial temperatures of the reduced system and of the environ-
ment are equal to each other; see Fig. 5.1(b). Such peak is a general feature due to choice
of the initial factorized state (5.106), which is essential in order to have a well-defined
dynamical map [21], but represents a non-equilibrium preparation with respect to the
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total system
ρSE(0) =
e−HS/T
ZS
⊗ e
−HE/T
ZE
6= e
−H/T
Z
, (5.110)
with ZS and ZE being the partition functions of the reduced system and environment
respectively and Z being the partition function of the composite system S + E. This
factorized non-equilibrium initial preparation is known to lead [137, 138] to an energy
exchange between system and environment which takes place on short time scales due to
the establishment of proper system-environment equilibrium correlations. Moreover, it
can be noticed from Fig. 5.1 (b) how the value of the first local minimum of θ(t) decreases
for decreasing values of the difference TE − TS , attaining its lowest value for TE = TS .
Strong numerical evidences suggest that this trend is maintained for all values of the rel-
evant parameters λ,Ω, TE , thus making it possible to conclude that heat backflow (5.69)
[i.e., the area of the negative region of θ(t)] is maximized by the choice of having initial
system and environment at the same temperature. This fact can be understood consid-
ering the fact that in this case there is no initial temperature gradient which favours an
asymmetric flow of energy from the hotter subsystem, which considering Eq. (5.107) is
the reduced system, to the colder one, in this case the environment, thus opposing the
direction of the heat backflow from E to S.
We have thus evaluated the amount of heat backflow , as estimated by Eq. (5.69); the
result 〈∆q〉back(Ω, TE) is given in Fig. 5.2, for the value of the coupling strength λ = 0.1
and for values of the parameters (Ω/ω0, TE/ω0) in the range (0.2, 5)× (0.2, 5). We remark
that the values of the amount of heat backflow , given in units of ω0, are represented on
a color-bar scale for better visualization.
The calculation has been explicitly carried out by numerically evaluating the integral
(5.69) over a fine grid of 2500 points, where the upper limit of time integration has been
chosen to be equal to 100ω−10 . After such time interval, in fact, the heat flow per unit of
time θ(t) superimposes, for this value of the coupling strength, the Born-Markov solu-
tion, i.e., oscillation of θ(t) as well as negativity regions are no longer significant. Finally,
the maximization over the initial system state has been performed by setting the effective
temperature TS of the system to be equal to the environmental one TE . Moreover, the
upper limit in the integral (5.69) has been chosen to be equal to 100ω−10 :
In order to understand the behavior of the heat backflow shown in Fig. 5.2, one has to
consider in some detail the dependence on the relevant parameters Ω and TE of both
the maximum and the correlation time of the noise and dissipation kernels D1(t) and
D2(t), as given by (5.109). These behaviors are shown in Figs. 5.3 (a), (b), (c), where the
correlation time of noise kernel can be inferred from the width of the ratio D1(t)/D1(0).
More precisely the observed vertical gradient in Fig. 5.2 can be traced back to the varying
amplitude of the noise kernel, whose maximum increases with growing temperature [see
Fig. 5.3(a)], where one has to compare the initial value of the solid lines with the one of
the dashed lines relative to the same Ω. Similarly, the observed horizontal gradient in Fig.
5.2 is mainly determined by the correlation time of the noise kernel, which decreases with
growing cutoff frequencies; see Fig. 5.3(b). For fixed temperature TE , the correlation time
of the noise kernel decreases for growing values of the cutoff frequency, so that for very
large Ω the bath has a very short correlation time, which, in turn, is known to lead to
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FIGURE 5.2: (Color online) Plot of the heat backflow 〈∆q〉back(Ω, TE) in units of ω0 as
given by Eq. (5.69), for values of the parameters (Ω/ω0, TE/ω0) in the range (0.2, 5) ×
(0.2, 5). The coupling constant is chosen to be λ = 0.1. The effective system temperature
TS has been chosen equal to TE in order to maximize the oscillations of θ(t).
a semigroup dynamical regime. This last horizontal trend, however, is compensated in
the low-temperature region by the opposite behavior of the amplitude of the dissipation
kernel which increases with growing cutoff frequency; see Fig. 5.3(c).
Finally, in order to explain the region of parameters where the heat backflow is sup-
pressed (black region in Fig. 5.2), we have to consider the behavior of the effective spec-
tral density. In particular Jeff (ω,Ω, TE) possesses one maximum ωmax with respect to its
ω−dependence, around which the dominant environmental modes are distributed. Fol-
lowing the discussion in [134], which is recovered more thoroughly in SubSection 5.3.2.2,
if such maximum ωmax, identified by the condition ∂ωJeff (ω,Ω, TE) = 0, is equal to the
system’s transition frequency ω0, then one has the resonance condition
∂
∂ω
Jeff (ω,Ω, TE)|ω=ω0 = 0. (5.111)
Figure 5.4 displays the absolute value of ∂ωJeff (ω,Ω, TE)|ω=ω0 for all the values (Ω/ω0,
TE/ω0) in the range (0.2, 5)×(0.2, 5), displayed on a colored scale, showing the deviation
from the resonance condition (5.111), denoted by the white curve in the plot. It is imme-
diate to see that heat backflow is almost suppressed (black region in Fig. 5.2) whenever
these deviations are small, i.e., when the resonance condition approximately holds.
It is however fair to notice that this argument seems to fail for very small values of the
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(a)
(b)
(c)
FIGURE 5.3: (Color online) (a) Time evolution of the noise kernel for different choices
of the cutoff frequencies Ω and temperature TE . (b) Time evolution of the environmen-
tal correlation function, inferred from the width of the noise kernel, normalized by its
maximum value (attained at time t = 0) for TE = 5 and different choices of cutoff fre-
quency Ω. (c) Time evolution of the dissipation kernel for different choices of the cutoff
frequencies Ω.
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couple (Ω/ω0, TE/ω0). In this tiny region of parameters however we may have encoun-
tered two sources of numerical issues, which might have led to a systematic error in the
solution. The first one is that both the noise and dissipation kernels (and consequently all
the derived quantities) oscillate very fast as these parameters enter this area; the second
one is that the amount of heat backflow is very tiny because the change in the environ-
mental energy, for these values of parameters, is increasingly small. The combination
of these two effects might have been the cause for witnessing the small coloured area
around the origin of Fig. 5.2. Similar considerations have been made in [135] for the
calculation of the trace distance and the consequent measure of non-Markovianity. More
refined numerical integration techniques (we employed Mathematica built-in functions
and integration strategies) could be considered to improve the investigation of this re-
gion of dynamical parameters.
FIGURE 5.4: (Color online) Plot of the absolute value of ∂ωJeff (ω,Ω, TE)|ω=ω0 , for λ =
0.1 and values of the cutoff frequency and environmental temperature (Ω/ω0, TE/ω0) in
the range (0.2, 5)× (0.2, 5). The black region of this plot, which has to be compared with
the one in Fig. 5.2, indicates those values of the parameters for which the resonance
condition (5.111) approximately holds, while the white curve denotes those for which
(5.111) strictly holds.
Our analysis further provides a tool to identify the parameters region in which the heat
backflow shows a maximum value. From Fig. 5.2 it is, in fact, evident that this condition
is reached for high values of the temperature TE and for values of the cutoff frequency Ω
around the system proper frequency ω0.
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5.3.2.2 Relationship with non-Markovianity of the reduced dynamics
In the present Section we discuss in detail the connection between the heat backflow
measure between a reduced system and its environment, obtained in the FCS formalism,
and the concept of non-Markovianity.
Among the different criteria and estimators of non-Markovianity listed in Chapter 3, we
concentrate our attention on the trace-distance based one introduced by Breuer, Laine,
and Piilo [11], due to its clear physical interpretation as occurrence (and measure) of
information backflow from E to S. We recall that the latter corresponds to the case q = 1/2
of Eq. (3.55) and reads
NBLP (Λ) = max
ρ1,2S (t0)
1
2
∫
R+
|σBLP (t)|+ σBLP (t) dt, (5.112)
where
σBLP (t) = σ|q=1/2(t) =
d
dt
Iint(t)|q=1/2(t) =
1
2
d
dt
‖ ρ1S(t)− ρ2S(t) ‖1 . (5.113)
In the case of a two - level system, the quantity Iint(t)|q=1/2(t) = (1/2) ‖ ρ1S(t)− ρ2S(t) ‖1
can be conveniently expressed in terms of the associated Bloch vector as
Iint(t)|q=1/2(t) =
1
4
TrS
[∣∣(v1S(t)− v2S(t)) · σ∣∣]
=
1
2
∣∣v1S(t)− v2S(t)∣∣ , (5.114)
where the fact that the two real eigenvalues of
(
v1S(t)− v2S(t)
) ·σ were ± ∣∣v1S(t)− v2S(t)∣∣
was used in the last line. For the spin - boson model, following [134, 135], we will ap-
proximate the integral in Eq. (5.112) with the sum of the differences of the trace norm
at various time steps upon introducing a suitable binning of the time axis and choosing
an optimal couple of initial states (upon which we will comment hereafter for the case at
hand)
NBLP (Ω, TE) '
∑
i
[
Iint(t)|q=1/2(ti+1)− Iint(t)|q=1/2(ti)
]
, (5.115)
with every term Iint(t)|q=1/2(ti) explicitly evaluated by numerically solving the differen-
tial equations for the Bloch vector’s components (5.77). Note that we have made substi-
tuted the abstract dependence of the non-Markovianity measure on the dynamical map
Λ with the dynamical parameters (Ω, TE) which characterize it for the model under con-
sideration.
In order to compare the result with the above calculations made for the heat backflow
measure, the same choice of spectral density (5.108) has been made and the result has
been plotted for the same range of parameters as in Fig. 5.2, i.e. (Ω/ω0, TE/ω0) in the
range (0.2, 5) × (0.2, 5) and λ = 0.1. We note that in [134], the authors employed a
Lorentzian cutoff instead of an exponential one [see our Eq. (5.108) and their Eq. (19)];
after re - evaluating the non-Markovianity measure N (Ω, TE) with the current spectral
density and comparing both results, it has turned out that no substantial changes have
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occurred, thus confirming the conjecture that the information backflow does not signifi-
cantly depend on the high-frequency part of the spectrum [102], at least in the case of a
bosonic bath. The couple of initial states ρ1(0) and ρ2(0) used is the one that maximizes
(5.112) which has been chosen in accordance with [134], namely those with associated
Bloch vectors v1(0) = (0, 1, 0)T and v2(0) = (0,−1, 0)T . Note that these couple of initial
states are antipodal points of the Bloch sphere [56] with respect to the z = 0 - plane,
meaning that their distinguishability is written in their coherences.
Figure 5.5 shows N (Ω, TE) for λ = 0.1 and for the above mentioned values of the pa-
rameters. Moreover, the upper limit in the integral (5.115) has been chosen equal to
t = 100ω−10 as for calculating the quantity plotted in Fig. 5.2.
FIGURE 5.5: (Color online) Plot of the non-Markovianity measureN (Ω, TE) up to inte-
gration time t = 100ω−10 , for λ = 0.1 and for values of the parameters (Ω/ω0, TE/ω0) in
the range (0.2, 5) × (0.2, 5). The white line corresponds to the resonance curve (5.116),
which provides an approximate estimate of the region of Markovianity of the dynamics
.
First of all, a comparison with Fig. 3 of [134] shows that, even in this case, the high-
frequency part of the spectrum does not affect significantly the non-Markovianity mea-
sure. This can be understood by reasoning that, for large values of the cutoff frequency
Ω (' 10ω0), the spectral density can be approximated with J(ω) ' λω, this leading
to a Markovian dynamics [21]. On the other hand, for decreasing values of the cut-
off frequency Ω the amount of non-Markovianity, in general, increases, the only excep-
tion being represented by the region of parameters in which the resonance condition
(5.111) holds. Such condition expresses the requirement of local flatness of the effective
spectral density around the system’s transition frequency, and describes a curve in the
(Ω , TE) plane called resonance curve along which a predominantly Markovian regime
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is expected and found [134]. In the case here considered of exponential cutoff, the reso-
nance curve, plotted in Fig. 5.5 as a white line, reads
Ωres(TE) =
TE
TE
ω0
− Cosech
(
ω0
TE
) , (5.116)
and it is evident how it continues to retrace well the observed Markovian region at low
temperatures of the bath.
A comparison between Figs. 5.2 and 5.5 clearly shows that the amount of non-Markovianity
of the dynamical map as measured by (5.115) and the amount of heat backflow as quanti-
fied by (5.69) are connected to each other. First of all, in fact, for every value of the cutoff
frequency Ω, both quantities increase with increasing values of the temperature, this be-
ing related to the fact that in this model, when TE grows, the lower frequency part of
the effective spectrum Jeff (ω,Ω, TE) is enhanced. Moreover, both the non-Markovianity
and the heat backflow measures generally increase for decreasing values of the cutoff
frequency. This is due to the fact that the correlation time of the noise kernel reduces for
growing values of Ω, so that the correlation function of the bath is almost δ correlated
in time, which leads to a semigroup (and therefore Markovian) dynamics. Finally, as al-
ready highlighted before, both quantities are strongly related to the resonance condition
(5.111). In particular, while the non-Markovianity measure (5.115) vanishes only when
(5.111) holds strictly, the heat backflow is suppressed even when (5.111) is approximately
satisfied. This result, together with the one discussed above in the Born-Markov regime,
makes it possible to conclude that in a Markovian regime heat backflow is suppressed.
The opposite is, however, in general, not true; namely, the absence of heat backflow does
not imply absence of information backflow, thus preventing a one-to-one relation be-
tween these two concepts, as expected from both a mathematical and a conceptual point
of view.
The occurrence of heat backflow, in conclusion, appears in this model as a stricter condi-
tion than non-Markovianity. On the other hand, however, for values of the parameters
Ω and TE for which the amount of non-Markovianity is significant, it becomes possible
to measure a backflow of energy, as witnessed by the colored region in Fig. 5.2. We also
stress that the relationship between the amount of heat backflow and non-Markovianity
has to be intended at the level of the respective measures (5.69) and (5.115), which are
properties of the dynamical map uniquely determined by the choice of the parameters λ,
Ω, and TE . The connection we have found between non-Markovianity and heat backflow
measures can finally represent a powerful hint in relation to the practical usefulness of
non-Markovianity: It is, in fact, clear from this result that a convenient engineering of
the reservoir such to achieve non-Markovianity [139] allows to have heat backflow and
therefore to treat the environment as a potential quantum energy buffer.
5.3.3 The quantum brownian motion
We now apply the outlined formalism to a quantum harmonic oscillator linearly coupled
to an infinite number of bosonic modes, i.e. the so-called Quantum Brownian Motion
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(QBM). The Hamiltonian of the composite system has the form H = HS + HE + Hint,
with:
HS = ω0
2
(
a†a+ 1/2
)
, HE =
∑
k
ωkb
†
kbk, HSE = X ⊗BE , (5.117)
where ~ is set to 1, a, a† denote the system’s annihilation and creation operators, BE is
the same as in Eq. (5.70), X = 2−1/2(a + a†) (P = 2−1/2i(a† − a)), ωk stands for the
energy of the kth bosonic mode and gk is the coupling strength between the mode and
the system. In the weak coupling limit the master equation for the modified statistical
operator ρS(η, t) reduces to
d
dt
ρS(η, t) = −i [HS , ρS(η, t)]
−
∫ t
0
ds [XX(−s)ρS(η, t)Φ(s) + ρS(η, t)X(−s)XΦ(−s)
−XρS(η, t)X(−s)Φ(−s− η)−X(−s)ρS(η, t)XΦ(s− η)] , (5.118)
where
Φ(s) = TrE [BEBE(−s)ρE ] , Φ(s− η) = TrE
[
B
(−η)
E B
(η)
E (−s)ρE
]
, (5.119)
with B(−η)E = e
(i/2)ηHEBEe−(i/2)ηHE . Using the fact that X(t) = X cos(ω0t) + P sin(ω0t)
in the interaction picture with respect to HS , after some calculations Eq.(5.118) can be
re-expressed as
d
dt
ρS(η, t) = Ξ(t) [ρS(η, t)] + Lη(t) [ρS(η, t)] , (5.120)
where
Ξ(t) [·] = −i [HS , ·]−∆(t) [X, [X, ·]] + Π(t) [X, [P, ·]] + i
2
r(t)
[
X2, ·]− iγ(t) [X, {P, ·}]
(5.121)
is the usual dynamical generator [131, 133] with
∆(t) =
1
2
∫ t
0
dsD1(s) cos(ω0s), Π(t) =
1
2
∫ t
0
dsD1(s) sin(ω0s),
γ(t) =
1
2
∫ t
0
dsD2(s) sin(ω0s), r(t) =
∫ t
0
dsD2(s) cos(ω0s),
D1(t) = Φ(t) + Φ(−t), D2(t) = i (Φ(t)− Φ(−t)) , (5.122)
while the non-trace preserving superoperator Lη(t) [·] is given by
Lη(t) [·] ≡ f+(t) a · a+ f−(t) a† · a† + g+(t) a · a† + g−(t) a† · a, (5.123)
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with
f±(η, t) =
1
2
∫ t
0
ds∆D
(η)
1 (s)e
±iω0s, (5.124)
g±(η, t) =
1
2
∫ t
0
ds
(
∆D
(η)
1 (s) cos(ω0s)±∆D(η)2 (s) sin(ω0s)
)
, (5.125)
∆D
(η)
1,2(t) ≡ D(η)1,2(t)−D1,2(t),
D
(η)
1 (t) = Φ(t− η) + Φ(−t− η), D(η)2 (t) = i (Φ(t− η)− Φ(−t− η)) . (5.126)
After performing the secular approximation [140], one is left with
d
dt
ρS(η, t) = −iω0
[
a†a, ρS(η, t)
]
−
(
∆(t) + γ(t)
2
){
a†a, ρS(η, t)
}
−
(
∆(t)− γ(t)
2
){
aa†, ρS(η, t)
}
+ (∆(t) + γ(t) + g+(η, t)) a ρS(η, t)a
† + (∆(t)− γ(t) + g−(η, t)) a† ρS(η, t)a,
(5.127)
where the term proportional to r(t) has been considered negligible, which is justified in
the weak-coupling limit as long as the environmental cut-off frequency remains finite
[131]. As shown in the previous Section, in order to obtain ρS(η, t), we move to the
correspondent Fokker-Planck differential equation for its characteristic function χ(η)(q,
p, t) [92]. This is done with for following set of formal substitutions
aρ←→ − 1√
2
[
∂q + i∂p +
1
2
(q + ip)
]
χ(η)(q, p, t), (5.128)
a†ρ←→ 1√
2
[
∂q − i∂p − 1
2
(q − ip)
]
χ(η)(q, p, t), (5.129)
ρa←→ − 1√
2
[
∂q + i∂p − 1
2
(q + ip)
]
χ(η)(q, p, t), (5.130)
ρa† ←→ 1√
2
[
∂q − i∂p + 1
2
(q − ip)
]
χ(η)(q, p, t), (5.131)
which lead to express the various operatorial terms in (5.127) as
a†aρ←→ −1
2
[
∂q − i∂p − 1
2
(q − ip)
](
∂q + i∂p +
q
2
+
ip
2
)
χ(η)(q, p, t),
ρa†a←→ −1
2
[
∂q + i∂p − 1
2
(q + ip)
](
∂q − i∂p + q
2
− ip
2
)
χ(η)(q, p, t),
⇒
[
a†a, ρ
]
←→ i (q∂p − p∂q)χ(η)(q, p, t), (5.132){
a†a, ρ
}
←→ −
(
∂2qq + ∂
2
pp + 1−
q2 + p2
4
)
χ(η)(q, p, t), (5.133)
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aa†ρ←→ −1
2
[
∂q + i∂p +
1
2
(q + ip)
](
∂q − i∂p − q
2
+
ip
2
)
χ(η)(q, p, t),
ρaa† ←→ −1
2
[
∂q − i∂p + 1
2
(q − ip)
](
∂q + i∂p − q
2
− ip
2
)
χ(η)(q, p, t),
⇒
[
aa†, ρ
]
←→ −
(
∂2qq + ∂
2
pp − 1−
q2 + p2
4
)
χ(η)(q, p, t), (5.134)
and finally
aρa† ←→ −1
2
(
∂2qq + ∂
2
pp +
q2 + p2
4
+ 1 + q∂q + p∂p
)
χ(η)(q, p, t), (5.135)
a†ρa←→ −1
2
(
∂2qq + ∂
2
pp +
q2 + p2
4
− 1− q∂q − p∂p
)
χ(η)(q, p, t). (5.136)
Putting all these results together, we obtain the differential equation
d
dt
χ(η)(q, p, t) =
{
ω0 (q∂p − p∂q)− V1(η, t)
(
∂2qq + ∂
2
pp
)− (2∆(t) + V1(η, t)) q2 + p2
4
+ (V2(η, t)− γ(t)) (q∂q + p∂p) + V2(η, t)}χ(η)(q, p, t), (5.137)
where we have introduced the quantities
V1,2(η, t) =
1
2
(g−(η, t)± g+(η, t)) . (5.138)
Due to the quadratic nature of the Hamiltonian (5.117), the Gaussian shape of the char-
acteristic function is granted [43, 46, 141] and thus an educated ansatz is
χ(η)(q, p, t) = Ψ(η, t) exp
[
i (q, p)T
(
Xm(η, t)
Pm(η, t)
)
− 1
2
(q, p)T
(
σXX(η, t) σXP (η, t)
σPX(η, t) σPP (η, t)
)(
q
p
)]
,
(5.139)
where (Xm(η, t), Pm(η, t))T ≡ (TrS [ρS(η, t)X] ,TrS [ρS(η, t)P ])T and, σ(η, t) is the co-
variance matrix (which is symmetric). Finally, Ψ(η, t) represents a time-dependent am-
plitude which is not conserved during the evolution due to the action of the non trace-
preserving superoperator Lη(t) [·]. Having assumed this ansatz for the characteristic
function χ(η)(q, p, t), Eq.(5.66) can be expressed as
θ(t) =
∂Ψ˙(η, t)
∂(iη)
|η=0. (5.140)
Plugging (5.139) into (5.137) and separating the different moments of q and p, it is straight-
forward to show that the evolution equation for the mean values Xm(t), Pm(t) as well as
for the off-diagonal elements of the covariance matrix σXP (t) = σPX(t) has the following
structure:
∂tOi(t) =
3∑
j=1
GijOj(t), Oj ≡ {Xm, Pm, σXP } . (5.141)
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Note that the heat flow per unit of time θ(t) is uniquely determined by the time-dependent
amplitude Ψ(η, t) Eq. (5.140), which only depends on the diagonal matrix elements of
the covariance matrix, see Eq. (5.142). The evolution equation for the latter, in turn,
can be seen to be decoupled from one for the off-diagonal elements of the covariance
matrix (coherences). This indicates that, for the case at hand, it is sufficient to consider
initial thermal states relative to an effective temperature TS which must be chosen to be
greater or equal to the initial environmental temperature TE to ensure the energy back-
flow is not in the direction of the temperature gradient [2]. In this case we have that
σXP (0) = Xm(0) = Pm(0) = 0, and thus σXP (t) = Xm(t) = Pm(t) = 0 ∀t. Moreover
we have that σXX(η, t) = σPP (η, t) ≡ σ(η, t) [43, 46, 141]. The number of evolution
equations for the Gaussian parameters therefore reduce to two, namely
∂tΨ(η, t) = Ψ(η, t) (2V1(η, t)σ(η, t) + V2(η, t)) , (5.142)
∂tσ(η, t) =
1
2
[2∆(t) + V1(η, t)] + 2 [V2(η, t)− γ(t)]σ(η, t) + 2V1(η, t)σ2(η, t) (5.143)
We stress that, since limη→0 Vj(η, t) = 0(j = 1, 2), we have
∂tΨ(0, t) = 0 (5.144)
∂tσ(0, t) = ∆(t)− 2γ(t)σ(0, t). (5.145)
which leads to the well-known solution for the characteristic function [131–133, 142]
χ(q, p, t) = exp
[
−q
2 + p2
2
σ(0, t)
]
, (5.146)
with
σ(0, t) = e−2
∫ t
0 dsγ(s)
(
σ(0, 0) +
∫ t
0
ds∆(s)e2
∫ s
0 dτγ(τ)
)
. (5.147)
Some further calculations lead to the final expression for the heat flow per unit of time
Eq.(5.140) that can be expressed as
θ(t) = 2σ(0, t)
(
1
2
D2(t) cos(ω0t) + ω0γ(t)
)
+
1
2
D1(t) sin(ω0t)− ω0∆(t), (5.148)
where we have used that Ψ(0, t) = 1 and where the diagonal element σ(0, t) of the co-
variance matrix is the solution of Eq. (5.144) with the initial condition σ(0, 0) = 1/2(1 +
2N(TS)), withN(TS) = [exp(1/TS)− 1]−1 (TS being the effective system’s initial temper-
ature). As in [2], in order to properly speak of heat backflow , TS is chosen to be greater or
equal to the initial environmental temperature TE , condition that would lead to a steady
non-negative mean energy transfer from the reduced system to the environment in the
Born-Markov semigroup limiting case.
5.3.3.1 Numerical evaluation of the heat backflow measure
In conformity with the choice made for the spin - boson model, we assume the spectral
density characterizing the environmental correlation function to be of Ohmic form with
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exponential cut-off (5.108).
Note that the initial effective temperature TS of the system must be chosen to be greater
or equal to the initial environmental temperature TE to ensure the heat backflow is not
in the direction of the temperature gradient [2].
In Fig. 5.6(a) we show the heat flow per unit of time θ(t) as given by Eq. (5.148), in the
weak coupling limit λ = 0.01 and in units of ω0, for Ω = 0.25ω0, TE = ω0 and for three
different values of the effective system’s temperature TS/ω0 = 1, 2, 3.
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FIGURE 5.6: (Color online) Time evolution of: (a) θ(t) and (b) φ(t), in units of ω0, for
Ω = 0.25ω0, λ = 0.01 and TE = ω0 and for different values of the initial system’s
temperature TS/ω0 = 1, 2, 3.
An interesting feature of the heat flow is represented by the first positive peak of θ(t),
which can be observed even when the initial temperatures of the reduced system and of
the environment are equal to each other. Such peak, which was observed also in the case
of a spin-boson model [2], is a general feature due to the choice of dealing with an initial
factorized state, which is essential in order to have a well-defined dynamical map [21]. In
fact, even if system and environment are in Gibbs form relative to the same temperature
T , i.e. ρSE(0) = e
−HS/T
ZS
⊗ e−HE/TZE , with ZS and ZE being the partition functions of the re-
duced system and environment respectively, the state does not represent an equilibrium
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preparation [2, 137, 138]. In particular, the contribution of the interaction Hamiltonian is
absent before t = 0, i.e. when the first measurement of the environmental energy in the
two-time measurement protocol outlined above is performed. The switching on of the
interaction term results in a net heat flow both into the environment and into the system
that takes place at the early stage of the coupled evolution. In fact, if we compute the
change in the system’s energy
〈∆HS〉t ≡ TrS [HS (ρS(t)− ρS(0))] = σ(0, t)− σ(0, 0), (5.149)
we still observe a first positive peak in its time-derivative φ(t) ≡ ddt〈∆HS〉, as shown
in Fig. 5.6(b) [138]. The last equality in Eq. (5.149) has been obtained by noting that
〈HS〉t = 12〈X2 + P 2〉t ≡ σ(0, t).
It is also interesting to consider the time behavior of the change in the mean values of the
energies of the environment 〈∆q〉t Eq. (5.65) and of the system 〈∆HS〉t Eq. (5.149). While
the latter is always a positive quantity, it turns out that the energy of the environment,
for different values of cut-off frequency and initial temperatures, shows in the weak
coupling regime a decrease over time with respect to its initial value, given TE = TS . This
lower energy value persists in the long time limit. Being in the weak coupling regime,
we can assume the final state of the composite system to be effectively factorized, with
an environmental reduced density matrix that can therefore be cast into a Gibbs form
relatively to an inverse temperature which is lower than the initial one. In this sense one
could speak of a non-externally induced cooling effect.
Finally, from the analysis of Fig. 5.6(a), it emerges how the heat backflow measure, i.e.
the area of the negative region of θ(t), is maximized for TE = TS ; strong numerical
evidences suggest that this trend is maintained for all values of the relevant parameters
λ,Ω, TE . This fact, in agreement also with what happens in the case of a spin-boson
model [2], can be understood considering that there is no initial temperature gradient
when the two temperatures initially match, this favouring a more symmetric situation
of energy exchange. Exploiting this result, we can then evaluate the amount of heat
backflow , as estimated by Eq. (5.69).
In Fig. 5.8 we show the behaviour of the heat backflow measure 〈∆q〉back with respect
to its dependence on the various parameters λ, Ω, TE(= TS) in the range λ ∈ [0.01, 0.1].
In such weak coupling regime the measure turns out to be monotonically increasing
with the coupling strength and possesses a non trivial behavior with respect to the cut-
off frequency Ω: for intermediate values of the initial temperatures TE = TS , 〈∆q〉back
decreases for large Ω, while for very low temperature (TE = TS = 0.25ω0) there seems to
be an almost linear increment of the latter with Ω.
5.3.3.2 Heat backflow in the strong coupling regime
Here we present a numerical approach to calculate the quantities 〈∆q〉back and θ(t), de-
fined in Eqs.(5.69) and (5.66) respectively, in the QBM without relying on the FCS. The
results obtained this way will encompass both the dynamical regimes of weak coupling,
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FIGURE 5.7: (Color online) Time evolution of: (a) 〈∆q〉t and (b) 〈∆ES〉t, in units of ω0,
for Ω = 0.25ω0, λ = 0.01 and TE = TS = ω0. Note that the final value of the internal
energy of the environment is lower than its initial value, meaning that the environment
has cooled down.
where we will show the agreement with those obtained in the previous Section 5.3.3,
and of strong coupling. The essential starting point of this method [143] is to consider
the environment as composed by an arbitrary but finite number N of bosonic modes, so
that the total Hamiltonian (5.117) is now represented by a (N + 1) × (N + 1) matrix of
the form
H = P
TP
2
+ XTMX, (5.150)
with X = (X1, X2, ·, XN , XN+1)T and P = (P1, P2, ·, PN , PN+1)T , where XN+1, PN+1
denote the position and momentum operators of the reduced system while the remain-
ing N operators refer to the environmental modes. Finally, the matrix M has elements
Mi,i =
ω2i
2 for i = 1, ·N , MN+1,N+1 = ω02 and Mi,N+1 = MN+1,i = −gi2 . We point out that
the QBM studied in the previous Section is retrieved when we take the limitN → +∞, in
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FIGURE 5.8: (Color online) heat backflow measure as a function of the coupling strength
λ for different values of the parameters Ω and TE which characterize the dynamical map.
which case however the numerical approach is not treatable. Since Eq.(5.150) is quadratic
in position and momentum it can always be diagonalized by means of an orthogonal
transformation O [143], i.e. M = ODOT with D a diagonal matrix made of the eigen-
values {√2di}i=1,·,N+1 (often referred to as eigenfrequencies) of M. By moving to the new
coordinates X˜ = OTX and P˜ = OTP, referred to as normal modes, we can express
Eq.(5.150) as
H =
N+1∑
i=1
1
2
(
P˜ 2i + d
2
i X˜
2
i
)
, (5.151)
which leads to a free evolution
X˜i(t) = X˜(0) cos (dit) +
P˜i(0)
di
sin (dit) , (5.152)
P˜i(t) = −diX˜(0) sin (dit) + P˜i(0) cos (dit) . (5.153)
Finally, coming back to the original picture and defining the diagonal matrices Cos,Sin
and D˜ with elements Cosi,i = cos (dit), Sini,i = sin (dit) and D˜i,i = di respectively, we
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get the exact evolution of the position and momentum operators
Xi(t) =
N+1∑
j=1
[
MXXij (t)Xj(0) + M
XP
ij (t)Pj(0)
]
,
Pi(t) =
N+1∑
j=1
[
MPXij (t)Xj(0) + M
PP
ij (t)Pj(0)
]
,
(5.154)
where MXX(t) = MPP (t) ≡ O Cos OT , MXP (t) ≡ O Sin D˜−1 OT and finally MPX(t) ≡
O Sin D˜ OT . Building on (5.154), we can straightforwardly obtain the time-evolution of
the mean values of the energy of the environment 〈HE〉t = 12
∑N
i=1
(〈X2i 〉t + 〈P 2i 〉t) and
of the system 〈HS〉t = 12
(〈X2N+1〉t + 〈P 2N+1〉t), as well as their time derivatives θ(t) and
φ(t).
We stress that Eq. (5.154) requires no assumption but the finite number of harmonic
oscillators. This gives rise to a different evolution at very long times (longer the higher is
N ), when the dynamics in the case of the finite environment leads to Poincare´ revivals.
However, since no weak coupling or secular approximations are involved in this exact
numerical approach, it is possible to extend our study of heat backflow for this model
also to the strong coupling regime λ > 0.1, while confronting the numerical evidences
with the analytical predictions in the weak coupling regime. Building on Eq. (5.154), we
can straightforwardly obtain the heat flow per unit of time θ(t), which we plot in Fig.
5.9(a) having chosen N = 150 modes in the environment for the simulation. We have
chosen this value forN because we have observed that all the results do not change with
higher numbers of bath modes. Also, the Poincare´ recurrence time is well beyond the
considered propagation time.
Fig. 5.9(a) clearly shows that in the weak coupling regime the numerical solution (solid
line) retraces perfectly the predictions of the analytical approach based on the full-coun-
ting statistics (dashed line), while for strong coupling the difference between the two
becomes marked, see Fig. 5.9(b). Having θ(t) as a result of the numerical simulation and
by means of Eq. (5.69), it is then immediate to obtain the heat backflow measure, which
we show as a function of λ and of Ω in Figs. 5.9(c) and (d) respectively. Note that the
range of the coupling strength in Fig. 5.9(c), being λ ∈ [0.01, 1.8], encompasses also the
strong coupling regime; looking at the lower bottom-left corner, i.e. for λ ∈ [0.01, 0.1],
we can see that we recover the results obtained using the analytic approach shown in
Fig. 5.8.
It is evident from Fig. 5.9(c) the existence of a threshold value of the coupling strength
λ∗ (Ω, TE) above which the heat backflow measure vanishes. It can be shown that this
behavior is maintained for any value of the cut-off frequency and temperature, proving
therefore a general feature of the dynamics of this model. In order to understand this
result, we make use of Eq. (5.154) to calculate all the separate contributions to the total
mean energy, i.e the time-evolution of the change in the mean values of the energy of the
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FIGURE 5.9: (Color online) Time behavior of the heat flow per unit of time θ(t) in units
of ω0 for Ω = 0.25ω0, TE = TS = ω0 and coupling strength λ = 0.01 (a) and λ = 1
(b). The solid lines refer to the solution obtained with the numerical method, while
the dashed lines are the curves predicted by the analytical approach relying on the FCS
methods. Plot of the heat backflow measure in units of ω0 as a function of the coupling
strength λ for Ω = 0.25ω0 (c) and as a function of the coupling strength Ω for λ = 1
(d), for three different values of the initial temperatures: TE = TS = 0.25ω0 (green line),
TE = TS = 0.5ω0 (red line) and TE = TS = ω0 (blue line). These curves were produced
by means of the numerical simulation with N = 150 environmental bosonic modes.
environment
〈∆q〉t = 1
2
N∑
i=1
[(〈X2i 〉t + 〈P 2i 〉t)− (〈X2i 〉0 + 〈P 2i 〉0)] ,
of the system
〈∆ES〉t = 1
2
[(〈X2N+1〉t + 〈P 2N+1〉t)− (〈X2N+1〉0 + 〈P 2N+1〉0)] , (5.155)
and finally of the interaction Hamiltonian 〈∆HI〉t.
Fig. 5.10 shows these three different contributions for Ω = 0.25ω0 and TE = TS = ω0
in the cases of weak coupling λ = 0.01 (top three plots) and of strong coupling λ =
0.8 (middle three plots) and λ = 1.8 (bottom three plots), the latter corresponding to a
situation for which the heat backflow measure vanishes. The heat backflow contributions
correspond to the time regions where the mean internal energy of the environment [red
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FIGURE 5.10: Separate contributions to the time behavior of the mean total energy in
units of ω0, for Ω = 0.25ω0, TE = TS = ω0. The top three panels (a-c) refer to the weak
coupling case λ = 0.01, the middle three (d-f) to λ = 0.8 and finally the bottom three
(g-i) to strong coupling λ = 1.8 > λ∗. (a), (d) and (g) Mean values of the change in
the environmental Hamiltonian Eq. (5.65); (b), (e) and (h) Mean values of the change
in the system Hamiltonian Eq. (5.149); (c), (f) and (i) Mean values of the change in the
interaction Hamiltonian.
curves in panels (a), (d) and (g)] temporarily decreases. The measure introduced in Eq.
(5.69) is just the sum of all these contributions.
Fig. 5.10 shows the different time behavior of the average energy of the environment
[panels (a), (d) and (g)]. In particular, in the weak coupling regime the latter decreases,
see Fig. 5.10(a), this leading to the cooling effect previously put into evidence using FCS
methods. An opposite behavior is observed in the strong coupling, where the change
in the average energy of the environment increases with time, see Fig. 5.10(d) and (g).
For strong coupling the three contributions become of the same order of magnitude, at
variance with what happens in the weak coupling case, where the change in the system’s
internal energy and in the mean value of the interaction Hamiltonian were roughly an
order of magnitude bigger than the change in the environmental energy. An analysis
of these two cases shows then that in the weak coupling the time-variation of 〈∆ES〉t,
which is always positive in our setup, is due both to the switching on of the interaction
Hamiltonian at t = 0+ (after the energy measurement on the environment in the two-
time measurement protocol) but also to the backflow of energy from the environment,
which, despite at the same initial temperature, loses to it a part of its energy. In the
strong coupling regime this no longer happens, and the increment in the mean system’s
energy is only due to 〈∆HI〉t, which becomes dominant and ceases energy also to the
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environment, thus opposing the occurrence of heat backflow which is in fact very much
reduced and eventually, when the threshold coupling strength λ∗(Ω, TE) is reached and
overcome (bottom three panels), stops.
5.3.3.3 Relationship with the non-Markovianity of the reduced dynamics
Here we study the parameter dependence of the non-Markovianity in this QBM setting
and compare it with the behaviour of the heat backflow. To this purpose, we consider
a recently introduced measure of non-Markovianity [76], based on the time behaviour
of the Quantum Interferometric Power (QIP) in the case of Gaussian states evolving
through Gaussian channels, see Chapter 3 Subection 3.2.3.5, also referred to as Gaus-
sian Interferometric Power. Employing the quantum Fisher information, the GIP mea-
sures the ability to estimate, according to black-box interferometry, a local phase shift in
a worst case scenario with a two-mode Gaussian probe [74, 75] characterizing the state
of the reduced system plus an ancilla.
While the non-Markovianity measureNQ(Λ) [76] includes a maximization over all pos-
sible initial two-mode Gaussian states:
NQ(Λ) = maxσSA
N σQ (Λ),
N σQ (Λ) ≡
1
2
∫ +∞
0
dt (|D(t)|+D(t)) , (5.156)
N σQ (Λ) represents a (more easily computable) lower bound for the latter. Analytic ex-
pressions for N σQ (Λ) for the QBM in the weak coupling and secular approximation are
given in [74] for two important classes of initial two-mode Gaussian states: the mixed
thermal states (MTS) and the squeezed thermal states (STS), respectively characterized
by covariance matrices of the form
σMTSSA = ke
2r1
(
x1 y1
y1 x1
)
, σSTSSA = k
(
x2 y2
y2 x2
)
, (5.157)
where x1,2 = diag(x1,2, x1,2) with x1,2 = cosh (2r1,2) and where y1 = diag(y1, y1), y2 =
diag(y2,−y2) with y1,2 = sinh (2r1,2). In these expressions k = ν + 1/2, with r1 being
the strength of the Gaussian operations, r2 the squeezing parameter and ν the average
number of thermal photons.
Fig. 5.11 shows N σQ as a function of the coupling strength λ and as a function of the
cut-off frequency Ω for fixed values of the remaining parameters TE , k and r1,2.
A comparison between Fig. 5.11 and Figs. 5.8 and 5.10 clearly highlights common fea-
tures between the amount of non-Markovianity of the dynamical map as measured by
(5.156) and the amount of energy backflow as quantified by (5.69) once they are seen
as functions of the parameters which determine the dynamical map describing the dy-
namics (i.e. λ,Ω and TE), i.e. after the maximization procedure which makes them in-
dependent from the choice of initial state of the system. It turns out in fact that N σQ
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FIGURE 5.11: (Color online) Plots of the non-Markovianity measureN σQ for the class of
STS (blue lines) and of MTS (red lines), with k1,2 = 1, r1 = r2 = 0.658 (otherwise stated),
as function of λ [panels (a) and (b)] and of the cut-off frequency [panels (c) and (d)] for
fixes values of the remaining parameters. In particular: (a) Ω = 0.25ω0 and TE = 0.25ω0;
(b) Ω = 0.25ω0 and TE = ω0; (c) λ = 0.01 and TE = 0.25ω0 and r1 = 10−2; (d) λ = 0.01,
TE = ω0 and r1 = r2 = 0.22.
and 〈∆q〉back present a very similar dependence on the cut-off frequency: in the low-
temperature TE = 0.25ω0 and weak-coupling λ = 0.01 regime they both show a mono-
tonic increase with Ω, see Figs. 5.11(c) and green curve of Fig. 5.8(b), while for increasing
values of the environmental temperature, both vanish above a certain value of the cut-
off around Ω ' 0.4ω0 [see Figs. 5.11(d) and 5.10(d)]. This behavior can be explained by
remembering that, for increasing values of the cut-off Ω, the environmental correlation
function (5.74) becomes progressively more sharply correlated in time, this leading to a
limiting reduced dynamics which is that of a semigroup, thus Markovian. For very small
values of the environmental temperature, memory effects however persist for larger val-
ues of the cut-off frequency, as witnessed by (5.156) and shown in Fig. 5.11(c).
Our results moreover show that the property of a reduced dynamical map to be non-
Markovian does not in general guarantee the occurrence of energy backflow. This can
be seen by looking at the behavior of the energy backflow quantifier and of the non-
Markovianity measure in their dependence on the coupling strength: the former in fact
vanishes once a certain threshold λ∗(Ω, TE) is reached, see Fig. 5.10(a), above which the
dynamics is still non-Markovian, see Fig. 5.11(a) and (b). Also in their dependence on the
cut-off frequency, see Figs. 5.10(b) and 5.11(d), the value of Ω below which the dynamics
is still non-Markovian is slightly larger than the same threshold for the occurrence of
energy backflow.
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These considerations allow to conclude that the occurrence of energy backflow appears
as a stricter condition than non-Markovianity, in agreement with [2]. 〈∆q〉back has turned
out, in fact, to be different from zero for values of the parameters λ,Ω, TE for which
the dynamics is non-Markovian, vice versa vanishing whenever the reduced dynamics
becomes Markovian.
In conclusion, using the FCS formalism obtained in terms of a two-time measurement
protocol, we have studied in this Chapter the mean value of the energy exchange be-
tween a system of interest, both of finite and infinite dimensions, and its environment
in the framework of the second-order time-convolutionless GME, introducing a suit-
able condition and quantifier for the occurrence of heat backflow from the environment
back to the system. We have then applied this construction firstly to the spin-boson
model and secondly to the quantum brownian motion. In both cases, we have chosen
an Ohmic spectral density with exponential cutoff to describe the distribution of bosonic
bath modes and their interaction with the open quantum system. Direct evaluation of
the mean value of heat and of the heat backflow measure have shown that for certain
values of the parameters determining the dynamics (i.e. the environmental temperature
TE , the cut-off frequency Ω and the coupling strength λ), the heat can actually flow back
from the environment to the system. We have finally considered suitable estimators of
non-Markovianity which were suitable for the models considered and discussed their
relationship with the heat backflow measure. These comparative analyses have shown
that non-Markovianity allows for the observation of heat backflow while Markovianity
prevents it: occurrence of heat backflow poses therefore itself as a stricter condition to be
fulfilled than non-Markovianity.

6
Landauer’s principle in non-Markovian
open quantum systems
In the previous Chapter we focused our attention on the study of the dynamics of heat
in relation with the first law of thermodynamics. The discussion in this Chapter will still
have the heat as one of the main quantities under investigation, though instead from an
angle revolving around the second law of thermodynamics in the context of open quan-
tum systems. In particular, we will discuss in detail the proper statement of the so-called
Landauer’s principle in this context, which states that, in order to irreversibly erase some
information from a system (quantified through its entropy) an expenditure of heat (thus
dissipated) is required. This deep result, which therefore involves and binds together the
fields of quantum thermodynamics and quantum information theory, will be recalled in
Section 6.2 in its original statement by Landauer and improved by a purely quantum cor-
rection due to the finite size of the environment which performs the erasure [4]. Finally,
we will discuss the introduction of a new family of lower bounds to the mean dissipated
heat in Landauer’s fashion, showing how a direct application to an interesting and not
studied physical finite-dimensional quantum systems proves that they can be tighter
than both Landauer’s result and its finite-size-corrected improvement. Remarkably, the
techniques employed to derive these bounds will be based on the same FCS analysis
presented in Section 5.2, making therefore possible to apply them, at variance with the
usual Landauer’s bound, also to the scenario of non-equilibrium quantum systems.
6.1 The second law of quantum thermodynamics in open quan-
tum systems
In the previous Chapter we studied the first law of thermodynamics in the quantum
realm, where we focused on the concepts of energy, heat and work. In particular, we
introduced the so-called full counting statistics formalism, by means of which we recon-
structed the mean value of the change in the environmental energy in a non-Markovian
regime according to a two-time measurement protocol.
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In this Chapter we will deal with the second law of thermodynamics in the framework of
open quantum systems. In particular our attention will be drawn by the Landauer’s prin-
ciple, a theoretical result of paramount importance only recently adapted to the quantum
scenario, which not only can be seen as a more fundamental formulation of the second
law, but also bridges the world of thermodynamics with the one of information theory.
In this regard, we will show how the application of the very same full-counting statis-
tics and two-time measurement protocol techniques can lead to a new family of lower
bounds to the mean dissipated heat in an environmental-assisted erasure of information
in Landauer’s fashion, which can prove to be tighter than the latter (at least for finite
dimensional systems) when applied to a specific model.
Let us consider an open quantum system scenario, where a system S interacts with an
environment E so that the total Hamiltonian describing the evolution of the composite
system is given byH = HS +HE +HSE . The total state at the initial time is assumed to
be factorized
ρSE(0) = ρS(0)⊗ ρβ, (6.1)
with ρβ = e−βHE/ZE and ZE = TrE
[
e−βHE
]
. First of all, the second law of thermo-
dynamics is very well-known to be intimately related with the concept of irreversibility,
which inevitably brings along the notions of fluctuation theorems and micro-reversibility.
Since Boltzmann’s work, several attempts have been made to find a microscopic deriva-
tion of the second law, the main difficulty in this task being that the most natural can-
didate, the von Neumann entropy S(ρSE) = −TrSE [ρSE ln ρSE ] represents a constant
of motion (in absence of an external driving field). However, it is precisely this time
invariance which naturally induces a splitting of the change in the system’s entropy
S(ρS)(t) = −TrS [ρS(t) ln ρS(t)], which instead is a function of time, in two contributions:
an entropy flow and an entropy production. Consider in fact that
−TrSE [ρSE(t) ln ρSE(t)] = −TrSE [ρSE(0) ln ρSE(0)] = −TrS [ρS(0) ln ρS(0)]−TrE [ρβ ln ρβ] ,
(6.2)
where we used the additivity of the von Neumann entropy for product states. In light of
this relation, since we are interested in the manifestation of irreversibility in the reduced
system, we have that [122]
∆S(t) ≡ S(ρS)(0)− S(ρS(t)) = TrS [ρS(t) ln ρS(t)]− TrS [ρS(0) ln ρS(0)]
= TrSE [ρSE(t) ln ρS(t)]− TrSE [ρSE(t) ln ρSE(t)] + TrE [ρβ ln ρβ]
= TrSE [ρSE(t) ln (ρS(t)⊗ ρβ)]− TrSE [ρSE(t) ln ρSE(t)]− TrE [(ρE(t)− ρβ) ln ρβ] .
(6.3)
By inserting the explicit expression of the initial environmental state (which is in Gibbs
form), it is easy to see that the last term is equal to
TrE [(ρE(t)− ρβ) ln ρβ] = −βQE(t) ≡ −∆Sr(t) (6.4)
with QE(t), defined in Equation (5.7), being the change in the environmental energy,
i.e. the heat. The latter quantity is thus associated to the reversible change in the system’s
entropy. The first two terms in Equation (6.3) are nothing but a quantum relative entropy
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between the total state at time t and the product state which was prepared at initial time
t = 0
S(ρSE(t)|| (ρS(t)⊗ ρβ)) = TrSE [ρSE(t) ln ρSE(t)]−TrSE [ρSE(t) ln (ρS(t)⊗ ρβ)] ≡ −∆Si(t).
(6.5)
Due to Klein’s inequality [21, 144], this contribution, commonly referred to as entropy pro-
duction, is always non-negative, i.e. ∆Si(t) ≥ 0, with the equality being saturated if and
only if no correlations between system and environment build up during the evolution.
To summarize, one has therefore the relation
∆S(t) = ∆Si(t) + ∆Sr(t), (6.6)
which highlights the splitting of the entropy change in a reversible and an irreversible
contribution [122]. Equation (6.6) can also be cast in an equivalent form [4], which has
the merit to be more clearly connected to the so-called Landauer’s principle, which we
will discuss in a short while. In order to do that, given the marginals ρS , ρE of a generic
state ρSE , we recall the definition of mutual information
I(ρS : ρE) ≡ S(ρS) + S(ρE)− S(ρSE), (6.7)
which is a broadly employed concept in quantum information theory to characterize, for
example, the amount of correlations between a system and an environment (or an ancilla)
or, when maximized over all possible separable states, to calculate Holevo’s channel
capacity [145]. This quantity naturally comes into stage when we consider the change in
the environmental entropy ∆SE(t) ≡ S(ρE(t))− S(ρβ) alongside with the system’s one.
In fact
−∆S(t) + ∆SE(t) = S(ρS(t))− S(ρS(0)) + S(ρE(t))− S(ρβ)
= S(ρS(t)) + S(ρE(t))− S(ρS(0)⊗ ρβ)
= S(ρS(t)) + S(ρE(t))− S(ρSE(t)) = I(ρS(t) : ρE(t)), (6.8)
where we have used the additivity property in the case of product states and the invari-
ance of the total entropy. The property of the mutual information to be a non-negative
quantity, i.e. I(ρS(t) : ρE(t)) ≥ 0, can be seen as another statement of the second law of
quantum thermodynamics. We will go back to this expression of the second law in the
following Subsection, showing how it relates with the Landauer’s principle.
Before moving to that however, it is worth to finally discuss the relationship between the
entropy contributions in Equation (6.6) and the first law of quantum thermodynamics
(5.4). To this aim, recall the discussion made in Section 5.1 about the first law in the
framework of open quantum systems and consider in particular the quantities defined in
Eqs. (5.7), (5.10) and (5.13). In light of Equation (6.6), if we introduce the non-equilibrium
free energy of the ’system + interaction’
∆FS(t) ≡ ∆US(t)− β−1∆S(t), (6.9)
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we have that the entropy production (6.5) corresponds to
∆Si(t) = β (W (t)−∆F (t)) , (6.10)
which is known in the literature also as the dissipated work associated with an entropy
increase in the system during an irreversible process [146].
6.2 The Landauer principle and the environmental-assisted era-
sure protocol
Thermodynamics has been unavoidably related to information theory since Maxwell
seemed to show that the bare knowledge about a system allows to extract work from the
system, thus apparently violating the second law. This paradox, known as Maxwell’s
demon, is the result of a thought experiment where a box full of a gas and partitioned
in the middle is monitored by a demon who can get information about the microscopic
details of all the particles. The demon controls a small gate in the partition and selec-
tively opens the gate to let fast particles pass to the left box and slow particles to the
right box. Since the velocity of the particles is related to their temperature, this process
creates a temperature gradient between the two chambers of the box, at no expenditure
of work, in violation of the second law. Moreover, this temperature gradient can in turn
be exploited to extract work.
The resolution to this apparent paradox came from Landauer [23] and Bennett [147–149],
who realized that the amount of work needed to prepare the demon’s memory to store
the information about the particles at the beginning of the procedure or, equivalently, to
erase the demon’s memory about the information he acquired about the particles at the
end of the procedure precisely matches and compensate the extracted work, thus restor-
ing the second law of thermodynamics. In other words, Landauer recognized that any
information erasure from the information-bearing memory causes entropy to flow (and
thus heat) to the non information-bearing system. If the latter acts at inverse temperature
β, then a dissipated heat
βQE ≥ ∆S (6.11)
is dissipated in the process, with ∆S denoting the entropy decrease in the memory. The
inequality (6.11) is known as Landauer’s bound and represents a lower bound to the mean
dissipated heat in an erasure protocol scenario. It is only very recently that a solid math-
ematical background was given for this protocol to be valid in the quantum scenario,
where a quantum counterpart of the Landauer’s bound can be studied. In [4] the au-
thors provided the minimal setup in which they proved and improved Landauer’s lower
bound to the mean dissipated heat, which are
• both the information - bearing degree of freedom, i.e. the memory or system S
and the non - information - bearing one, i.e. the environment or reservoir E, are
described in terms of Hilbert spacesHS andHE ;
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• the environment is initially described in terms of a thermal state ρβ = e−βHE/ZE ,
with HE being a self-adjoint Hamiltonian operator on HE , β ∈ [−∞,+∞] its in-
verse temperature and ZE = TrE
[
e−βHE
]
;
• the total initial state is uncorrelated ρSE(0) = ρS(0)⊗ ρβ ;
• the evolution of the overall system S + E is given in terms of an unitary operator,
i.e. ρSE(t) = U(t, 0)ρSE(0) U †(t, 0).
This set of assumptions is minimal in the sense that, whenever anyone of them is dropped,
Landauer’s bound can be violated, as reported in the literature [4]. More specifically, the
first and last assumptions imply that all the parts involved in the erasure process are de-
scribed quantum mechanically and that no other third part plays any role. The violation
of the assumption of no initial correlations between system and environment is proven
to lead in some cases to violations of the Landauer’s bound. Moreover, this assumption
is in line with the point of view of many thermodynamical protocols, such as error cor-
rection or quantum computing, where the memory register is taken to be independent of
the reservoir. Finally, the assumption of dealing with an initial reservoir in Gibbs form
is essential for two reasons: the first and more practical one is to have a well-defined
inverse temperature β entering the Landauer’s principle; the second one is that thermal
states are in fact the only completely passive states (i.e. states from which one cannot
extract work by means of unitary operations [150]) and its drop can lead to violations of
Landauer’s bound [4].
Within this framework, we can now prove the following Theorem by Reeb and Wolf by
using the quantities introduced in Eqs. (6.6) and (6.7)
I(ρS(t) : ρE(t)) + ∆S(t) = ∆SE(t)
= −TrE [ρE(t) ln ρE(t)] + TrE [ρβ ln ρβ]
= −TrE [ρE(t) ln ρE(t)] + TrE [ρβ ln ρβ]− βTrE [HEρE(t)]
= −D(ρE(t)||ρβ) + βQE(t), (6.12)
with QE(t) defined as in Equation (5.7). This result is the equality form of Landauer’s
principle, from which the lower bound to the mean dissipate heat QE(t) is derived by
simply using the argument that both the relative entropy D(ρE(t)||ρβ) and the mutual
information I(ρS(t) : ρE(t)) are non-negative quantities of their argument
βQE(t) = ∆S(t) + I(ρS(t) : ρE(t)) +D(ρE(t)||ρβ) ≥ ∆S(t). (6.13)
We stress that the equality in Equation (6.13) can be proven to be equivalent to Equation
(6.6) [4], thus explicitly showing the deep link between the second law of thermodynam-
ics and Landauer’s principle.
The above relation allows to evaluate how much the Landauer’s bound deviates from the
value βQE(t) = ∆S(t). From Equation (6.13) it follows immediately that the heat flow
equals the change in system’s entropy if and only if I(ρS(t) : ρE(t)) = D(ρE(t)||ρβ) = 0,
being both these quantities non - negative. These requirements are however equivalent
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to impose that ρSE(t) = ρS(t) ⊗ ρE(0), i.e. QE(t) = ∆S(t) = 0 at any time. In light
of such considerations, only trivial evolutions lead to the saturations of the Landauer’s
bound in the case of a finite dimensional system, thus suggesting that tighter versions
of βQE(t) ≥ ∆S(t) can be found. The interested reader is referred to [4] for details and
proofs of this tighter lower bound to the mean dissipated heat. It is worth of stress that,
while for ∆S(t) ≥ 0 the above bound is tight, for processes which increase the system’s
entropy the bound is not tight. In the next Subsection, following a rather radically differ-
ent approach with respect to Landauer’s and Reeb-Wolf’s, we will derive a new family
of lower bounds to the mean dissipated heat which will be valid also in the context of
non-equilibrium systems and moreover which will be tight irrespectively of the sign of
∆S(t).
6.3 Full - counting statistics approach to a lower bound to the
mean dissipated heat
We will present here the derivation of a new one-parameter family of lower bounds to
the mean dissipated heat which, within the framework of the erasure protocol illustrated
above, are also valid in a non-equilibrium scenario and improve both Landauer’s and
Reeb - Wolf’s results.
To achieve this goal, the first observation is that the dissipated heat QE(t) entering
the Landauer’s bound (6.13) can be studied relying on the two-time measurement pro-
tocol of the environmental energy discussed in Chapter 5 Section 5.2, i.e. QE(t) =
TrE [HE (ρE(t)− ρβ)], where we have already assumed ρβ = e−βHE/ZE as the initial
environmental state according to Reeb-Wolf setup.
The starting point is the cumulant generating function (5.23) for the heat QE(t), which is
given by
Θ˜(η, β, t) ≡ ln〈e−ηQE 〉t = ln
∫
dQE pt(QE)e
−ηQE , (6.14)
where, for future convenience, we have decided to made explicit reference to the inverse
temperature β of the bath, which enters through the initial environmental state ρβ . The
key observation is to notice that the Θ˜(η, β, t) is a convex function with respect to the
counting parameter η [126]. This can be proven exploiting Ho¨lder’s inequality which,
given a measure space (Ω,Σ, µ), states that, for all measurable function f, g on Ω,
‖ fg ‖1≤‖ f ‖p‖ g ‖q, 0 ≤ q, p,≤ 1, 1
p
+
1
q
= 1, (6.15)
where
‖ f ‖r≡
(∫
Ω
dµ |f |r
) 1
r
∀r ∈ [1,+∞). (6.16)
If the measure µ is, as in our case, a probability measure, then (6.15) is equivalent to
〈|fg|〉 ≤ (〈|f |p〉) 1p (〈|g|q〉) 1q . (6.17)
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By exploiting the property of the logarithm to be convexity preserving, we immediately
have that
Θ˜([αη1 + (1− α)η2] , β, t) = ln〈e−[αη1+(1−α)η2]Q〉t
≤ α ln〈e−η1Q〉t + (1− α) ln〈e−η2Q〉t = αΘ˜(η1, β, t) + (1− α)Θ˜(η2, β, t), (6.18)
where we used Equation (6.17) with the substitution α ↔ 1/p, (1 − α) ↔ 1/q. Equation
(6.18) expresses the convexity of the cumulant generating function. If we combine this
property, equivalently expressed as [151]
Θ˜(η, β, t) ≥ η ∂
∂η
Θ˜(η, β, t)|η=0, (6.19)
with the fact that, in light of Equation (5.24),
QE(t) = − ∂
∂η
Θ˜(η, β, t)|η=0, (6.20)
we immediately obtain a one-parameter family of lower bounds for the mean dissipated
heat QE(t) which, for positive values of η, reads
βQE(t) ≥ −β
η
Θ˜(η, β, t) ≡ BηQ(t), η > 0, (6.21)
We stress that the derivation of this result relies only on the assumptions taken into ac-
count in the erasure protocol setup.
This family of lower bounds can be understood as follows. The left hand side of Equation
(6.21) is, apart from the factor β, the derivative of the cumulant generating function,
evaluated for η = 0 and changed of sign. The right hand side instead, for small enough
η, can be seen as the incremental quotient, taken for positive increments, of the cumulant
generating function around the origin η = 0.
On the one hand, for η → 0 one therefore recovers the actual derivative and the bound is
saturated. This fact implies that this bound is always asymptotically tight to the mean dis-
sipated heat QE(t) irrespectively of its sign, in the sense that for any possible dissipated
heat there exist a process and a suitable value of the parameter η such that the difference
βQE(t)− BηQ(t) < δ (δ > 0) at any time.
On the other hand, for η = β one remarkably obtains the Landauer’s bound derived in
[152]. If we substitute in fact the counting parameter η with β in the generating function
Equation (6.14), we obtain that
eΘ˜(β,β,t) = 〈e−βQE(t)〉t = TrE
[
U(t, 0) (ρS(0)⊗ 1E)U †(t, 0)
]
, (6.22)
which corresponds to the result Equation (6) of [152]. Note however that Θ˜(β, β, t) no
longer represents a proper cumulant generating function of the moments of the heat
distribution, i.e. the average dissipated heat 〈Q〉t, for example, could not have been
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obtained as
QE(t) 6= − ∂
∂β
〈eβQ〉|β=0, (6.23)
because of the additional dependence on β of the initial state of the environment. Nev-
ertheless, the application of Jensen’s inequality as in [152] allows to access QE(t), this
leading to the lower bound found in that reference
BβQ ≡ −Θ˜(β, β, t) = ln TrE
[
U(t, 0) (ρS(0)⊗ 1E)U †(t, 0)
]
. (6.24)
6.3.1 Relationship with non-unitality of the environmental channel
It is interesting to consider the relationship that the new family of lower bound BηQ(t) for
η = β has with the degree of non-unitality of the channel, which governs the evolution
of the environmental state. The latter condition is in fact expressed by the request that∑
k
Ak(t)A
†
k(t) = 1E , (6.25)
where the various Ak(t) ≡ Aij(t) =
√
λj 〈i|U(t, 0) |j〉 denote the Kraus operators for
the environment obtained from the usual evolution operator U(t, 0), {|j〉 , λj} being the
eigenstates and eigenvalues of the initial density matrix of the system, i.e. ρS(0) =∑
j λj |j〉 〈j|. To show this connection, we have to consider the expression of the cu-
mulant generating function
Θ˜(η, β, t) = ln TrSE
[
e−(η/2)HEU(t, 0)e(η/2)HEρSE(0)e(η/2)HEU †(t, 0)e−(η/2)HE
]
. (6.26)
Exploiting the ciclicity of the trace and the condition
[
e(η/2)HE , ρβ
]
= 0, we have that
Θ˜(η, β, t) = ln TrSE
[
e−ηHEU(t, 0)
(
ρS(0)⊗ e
−(β−η)HE
Z
)
U †(t, 0)
]
= ln TrSE
[
e−βHE
Z
e(β−η)HEU(t, 0)
(
ρS(0)⊗ e−(β−η)HE
)
U †(t, 0)
]
= ln TrSE
[
(1S ⊗ ρβ) e
(β−η)
2
HEU(t, 0)e
−(β−η)
2
HE (ρS(0)⊗ 1E) e
−(β−η)
2
HEU †(t, 0)e
(β−η)
2
HE
]
= ln TrSE
[
(1S ⊗ ρβ) Uβ−η(t, 0) (ρS(0)⊗ 1E) (Uβ−η(t, 0))†
]
, (6.27)
where
Uβ−η(t, 0) ≡ e
(β−η)
2
HEU(t, 0)e
−(β−η)
2
HE . (6.28)
As a result of (6.27), we get
Θ˜(η, β, t) = ln TrE [ρβA
η(t)] , (6.29)
with
Aη(t) ≡ TrS
[
Uβ−η(t, 0) (ρS(0)⊗ 1E) (Uβ−η(t, 0))†
]
, (6.30)
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where Uβ−η(t, 0) = e−(η−β)HE/2U(t, 0)e(η−β)HE/2 represents the evolution conditional to
the two-time measurement of the environmental energy. Equation (6.29) puts into evi-
dence the peculiar role of the η = β choice: for this value of the counting field parameter
in fact we find that the operator defined in Equation (6.30) reduces to
Aβ(t) = TrE
[
U(t, 0) (ρS(0)⊗ 1E)U †(t, 0)
]
(6.31)
≡
∑
k
Ak(t)A
†
k(t). (6.32)
In light of Eqs. (6.21) and (6.25), it is immediate to see that if the environmental map
is unital the new family of lower bounds vanishes. In the erasure protocol framework
here considered however, the dynamical map ΛE : ρβ 7→ ρE(t) is by construction non-
unital, since the dissipative dynamics inevitably perturbs the initial Gibbs state of the
environment in order to erase information stored in S [152].
To relate these concepts more quantitatively, we introduce the following figure of merit
which gives an estimate of the degree of non-unitality of the map ΛE
NE(t) =‖ Aβ(t)− 1E ‖, (6.33)
where ‖ · ‖ denotes the Frobenius norm.
6.3.2 Relationship between the new family of lower bounds and the α−Re´nyi
divergence
Coming back to the generic η case, it is also worth noticing that, in the case the open
system starts in the maximally mixed state ρS(0) = 1S , the newly found family of lower
bounds BηQ(t) can be written in terms of a quantum Re´nyi divergence. The latter quantity
is defined as follows
Sα(ρ||σ) ≡ 1
α− 1 ln Tr
[
ρασ1−α
]
, α ∈ (0, 1) ∪ (1,+∞). (6.34)
The assumption ρS(0) = 1S/NS is actually considered from the very beginning in many
discussions of the Landauer’s principle [153, 154] as well as in the original derivation
by Landauer himself [23], with the target state of the process being instead a pure state.
According to the above notation, in such process ∆S(t) ≡ S(ρS(0)) − S(ρS(t)) is there-
fore positive and so is the mean dissipated heat. It is important in fact to keep in mind
that,contrary to intuition, the information here refers to the entropy of a system and thus
to its uncertainty. It is for this reason that Landauer therefore referred to the erasure
process as a process which leads to an increase of certainty in the system’s state [23, 120].
To see the above mentioned relation, we first re-write the cumulant generating function
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Θ˜(η, β, t) as follows
Θ˜(η, β, t) = ln TrSE
[
e−(η/2)HEU(t, 0)e(η/2)HE (ρS(0)⊗ ρβ) e(η/2)HEU †(t, 0)e−(η/2)HE
]
= ln TrSE
[
e−ηHEU(t, 0)
(
ρS(0)⊗ e
−(β−η)HE
Z
)
U †(t, 0)
]
= ln TrSE
[(
1S ⊗ (e
−βHE
Z
)
η
β
)
U(t, 0)
(
ρS(0)⊗ (e
−βHE
Z
)
1− η
β
)
U †(t, 0)
]
.
(6.35)
If we then assume that ρS(0) = 1S/NS , we have that
U(t, 0)
(
ρS(0)⊗ (ρβ)1−
η
β
)
U †(t, 0) = N
− η
β
S U(t, 0) (ρS(0)⊗ ρβ)1−
η
β U †(t, 0)
N
− η
β
S
(
U(t, 0) ρS(0)⊗ ρβU †(t, 0)
)1− η
β
= N
− η
β
S (ρSE(t))
1− η
β , (6.36)
where we have exploited the unitarity ofU(t, 0) to insert (1− ηβ ) resolutions of the identity
1SE = U
†(t, 0)U(t, 0). It is therefore immediate to see that
Θ˜(η, β, t) = ln TrSE
[
(ρSE(0))
η
β (ρSE(t))
(1− η
β
)
]
=
(
η
β
− 1
)
S η
β
(ρSE(0)||ρSE(t)) . (6.37)
where we have moved the factor N
− η
β
S to the first term appearing in with in the trace in
Equation (6.35), i.e.
(
1S ⊗ ( e−βHEZ )
η
β
)
, to give
(
ρS(0)⊗ ( e−βHEZ )
η
β
)
. The mean dissipated
heat is then lower bounded by
βQE(t) ≥ BηQ(t)|ρS(0)=1S =
(
β
η
− 1
)
S η
β
(ρSE(0)||ρSE(t)) . (6.38)
We note in passing that a fluctuation relation for the heat distribution can be immediately
obtained from (6.37) simply by substituting the value η = β in the expressions and em-
ploying the definition of the cumulant generating function
〈eΘ˜(β,β,t)〉t ≡ 〈e−βQE(t)〉t = 1. (6.39)
Equation (6.38) can be re-written by making use of the skew-symmetry of Sα(ρ||σ):
Sα(ρ||σ) = α
1− αS1−α(σ||ρ), ∀α 6= 0, 1 , (6.40)
as
βQE(t) ≥ BηQ(t)|ρS(0)=1S = S1− ηβ (ρSE(t)||ρSE(0)) , ∀η ∈ (0, β) ∪ (β,+∞]. (6.41)
This last expression, in combination with the properties [155–157]
Sα(ρ||σ) ≥ 0, ∀ρ, σ > 0, ∀α ∈ (0,+∞], (6.42)
Sα(ρ||σ) > Sβ(ρ||σ), ∀α > β, (6.43)
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allows us to conclude that
βQE(t)|ρS(0)=1S ≥ 0, for any ∀η > 0, (6.44)
thus in accordance with the original observation by Landauer mentioned above that the
mean dissipated heat in this particular case is always non - negative (with the equality
being reached only for trivial dynamics).
Finally, the following interesting relation can be found for this particular choice of initial
system’s state
βQE(t) = lim
η→0+
S1− η
β
(ρSE(t)||ρSE(0)) = D (ρSE(t)||ρSE(0)) , (6.45)
where D (σ||ρ) ≡ −Tr [σ lnσ] + Tr [σ ln ρ] is the relative quantum entropy between the total
state of the composite system at time t and the total state at initial time t = 0. Since the
latter is factorized, we have that [21]
D (ρSE(t)||ρSE(0)) = S(ρS(0)) + S(ρβ)− S(ρSE(t)), (6.46)
is thus the mean dissipated heat is in this case a measure of the change of the von-
Neumann entropy resulting from the traces over the subsystems S andE, thus providing
a measure for the corresponding information loss.
6.4 The XX-coupled pumped V-system
6.4.1 The model
Here we show the application of our results to an original model consisting of a three
level V-system |0〉 , |1〉 , |2〉, where the |0〉− |1〉 transition is externally pumped by a laser
with frequency Ω1 while the transition between |0〉 − |2〉 is dictated by the interaction
with the environment, a two-level system, through an XX-type interaction. Moreover
both the environmental qubit and the |0〉 − |2〉 transition feel an external magnetic field
along the z direction. See Fig. 6.1.
A straightforward generalization of this model, which we have called XX-coupled pumped
V-system, is obtained by considering the environment made of a chain of two-level sys-
tems coupled through XX-interactions, which however can be tackled only through nu-
merical simulations as the size increases. Despite quantitative changes, the qualitative
behavior of the thermodynamical quantities of interest is however already captured by
the analytically-solvable case of a single-spin environment and for this reason we will
study it in detail.
This model is moreover interesting since it has not (to the best of our knowledge) been
studied in the literature and represents a non-trivial variant of the well-known spin-
chain model investigated, for example, in [152, 158, 159]. The latter, in fact, consists of
a qubit instead of a three-level system and the coupling is again through an XX-type
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interaction (which has the property to preserve the number of excitations). Its wide
applications range from quantum simulations to quantum information.
Moreover, it is intuitively clear that the presently considered model reduces to the one
consisting of two spins just mentioned in the particular situation where the pump Ω1
is switched off and the system starts in the excited state |2〉 〈2|, thus leaving with an
effective two-level system interacting through an XX coupling with another spin. This
result will be rigorously confirmed below, this way providing an useful check between
the results obtained in this model and those derived in [152].
⌦1
HXX
  0↵
  1↵
  2↵
FIGURE 6.1: The XX-coupled pumped V-system. The |0〉 − |1〉 transition of the open
system is externally pumped by a laser with frequency Ω1 while the transition between
|0〉−|2〉 is dictated by the interaction with the environment, a two-level system, through
an XX-type interaction. Moreover both the environmental qubit and the |0〉 − |2〉 tran-
sition feel an external magnetic field along the z direction.
The total Hamiltonian is given byH = HS +HE +HXX +HSF (with F denoting the laser
field), with
HS = BS20z , HE = Bσz, HXX = J
(
S20x ⊗ σx + S20y ⊗ σy
)
, HSF = D20 · E, (6.47)
where σx, σy, σz denote the Pauli matrices for the environmental qubit,
S10x =
 0 0 00 0 1
0 1 0
 , S10y =
 0 0 00 0 −i
0 i 0
 , S10z =
 0 0 00 1 0
0 0 −1
 ,
S20x =
 0 0 10 0 0
1 0 0
 , S20y =
 0 0 −i0 0 0
i 0 0
 , S20z =
 1 0 00 0 0
0 0 −1
 .
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and finally D20 = dS20− + d
∗S20+ , with S20± =
1
2
(
S20x ± iS20y
)
, is the dipole operator and
E = ε + ε∗, with ε = i
∑
k
∑
λ=1,2(
√
2piωk/V ) eλ(k)bλ(k), is the electric field of the laser
in the Shro¨dinger picture [21]. We remind that we have chosen for simplicity ~ = kB = 1
and continue to do so henceforth.
6.4.2 The master equation
In the present Section we derive an exact master equation in the interaction picture for
the evolution of the reduced system’s statistical operator by applying the concepts pre-
sented in Chapter 2 Sections 2.2.3 and 2.2.4.1.
First of all we move to the interaction picture with respect to the free HamiltonianHS +
HE . In this case the interaction terms become
HXX(t) +HSF (t) = J
(
S20x ⊗ σx + S20y ⊗ σy
)
+D20(t) · E(t), (6.48)
where we have used the fact that
S20x (t)⊗ σx(t) + S20y (t)⊗ σy(t) = S20x ⊗ σx + S20y ⊗ σy, (6.49)
and where explicitly
D20(t) · E(t) = d · εe−i(ω0+B)tS20− + d∗ · ε∗ei(ω0+B)tS20+
+ d · ε∗e−i(ω0−B)tS20− + d∗ · εei(ω0−B)tS20− . (6.50)
By assuming the so-called rotating-wave approximation (RWA), which amounts to drop
the fast oscillating terms in the previous expression, and choosing the frequency of the
external field to match with the magnetic field, i.e. ω0 = B, we are left with
D20(t) · E(t) = Ω1S20+ + Ω∗1S20− , (6.51)
where Ω1 = |Ω1|eiφ ≡ d∗ · ε is the Rabi frequency. In what follows, we will also choose
the phase of the external field in order for Ω1 to be real, so that
HXX(t) +HSF (t) = J
(
S20x ⊗ σx + S20y ⊗ σy
)
+ Ω1S
20
x ⊗ 12. (6.52)
By direct exponentiation of the Hamiltonian (6.52), the overall unitary evolution operator
U(t, 0) governing the evolution of the composite system can be analytically found and
reads
U(t, 0)=

1 0 0 0 0 0
0
4 cos(tω1)J2+Ω21
ω21
2J(cos(tω1)−1)Ω1
ω21
0 −2iJ sin(tω1)ω1 0
0 2J(cos(tω1)−1)Ω1
ω21
4J2+cos(tω1)Ω21
ω21
0 − i sin(tω1)Ω1ω1 0
0 0 0 cos (tΩ1) 0 −i sin (tΩ1)
0 −2iJ sin(tω1)ω1 −
i sin(tω1)Ω1
ω1
0 cos (tω1) 0
0 0 0 −i sin (tΩ1) 0 cos (tΩ1)

,
(6.53)
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where ω1 =
√
Ω21 + 4J
2 represents a Rabi frequency modified by the coupling J . Note
that the above expression is given by assuming the following lexicographic order to ex-
pand the vectors |Ψ〉 ∈ HS ⊗ HE = (|21〉 , |20〉 , |11〉 , |10〉 , |01〉 , |00〉)T , where the first
digit refers to the the V-system while the second to the environmental qubit.
In order to find the time-local master equation
d
dt
ρS(t) = KTCL(t)ρS(t), (6.54)
i.e. determining the time-local generator governing the evolution of the V-system, we
need, first of all, to find the quantum dynamical map Λ(t, 0). Consider to this purpose
that the initial state of the composite system is of factorized form ρSE(0) = ρS(0)⊗ ρβ ,
ρS(0) = |Ψ0〉 〈Ψ0| , |Ψ0〉 = cos(φ) |0〉+ sin(φ) sin(α) |1〉+ sin(φ) cos(α) |2〉 , (6.55)
and
ρβ = p |0〉 〈0|+ (1− p) |1〉 〈1| , p = 1
2
(1 + tanh(βB)) . (6.56)
This choice is also in accordance with the assumptions made in the erasure protocol
mentioned at the beginning of Section 6.2. We have then that
ρS(t) = TrE
[
U(t, 0) (ρS(0)⊗ ρβ)U †(t, 0)
]
=
1∑
j=0
[
〈j|
√
1− pU(t, 0) |1〉 ρS(0) 〈1|
√
1− pU(t, 0) |j〉
+ 〈j| √pU(t, 0) |0〉 ρS(0) 〈0|√pU(t, 0) |j〉
]
=
1∑
i,j=0
Kij(t)ρS(0)K
†
ij(t), (6.57)
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with Kij(t) =
√
1− 3p+ j(2p− 1) 〈i|U(t, 0) |j〉 being the Kraus operators. Inserting the
explicit expression of the unitary operator (6.53), these operators read
K00(t) =

√
p(ω21−8J2Sin2( tω12 ))
ω21
0 0
0
√
p cos (tΩ1) −i√p sin (tΩ1)
0 −i√p sin (tΩ1) √p cos (tΩ1)
 ,
K01(t) =

0 0 0
2J
√
p(cos(tω1)−1)Ω1
ω21
0 0
−2iJ
√
p sin(tω1)
ω1
0 0
 ,
K10(t) =
0
2J
√
1−p(cos(tω1)−1)Ω1
ω21
−2iJ
√
1−p sin(tω1)
ω1
0 0 0
0 0 0
 ,
K11(t) =

√
1− p 0 0
0
√
1− p cos (tω1) − i
√
1−p sin(tω1)Ω1
ω1
0 − i
√
1−p sin(tω1)Ω1
ω1
√
1− p cos (tω1)
 . (6.58)
We now consider an basis of L (C3) which is orthonormal with respect to the Hilbert-
Schmidt product and satisfies the constraints (2.86). The latter is represented by the
eight Gell-Mann matrices {λi}i=1,...,8, which form a basis for the su(3) algebra [16], plus
the identity
λ0 =
1√
3
1 0 00 1 0
0 0 1
 , λ1 =
 0
1√
2
0
1√
2
0 0
0 0 0
 , λ2 =
 0 −
i√
2
0
i√
2
0 0
0 0 0
 ,
λ3 =

1√
2
0 0
0 − 1√
2
0
0 0 0
 λ4 =
 0 0
1√
2
0 0 0
1√
2
0 0
 , λ5 =
 0 0 −
i√
2
0 0 0
i√
2
0 0
 ,
λ6 =
0 0 00 0 1√2
0 1√
2
0
 , λ7 =
0 0 00 0 − i√2
0 i√
2
0
 , λ8 =

1√
6
0 0
0 1√
6
0
0 0 −
√
2
3
 . (6.59)
By means of Equations (6.58) and (6.59), we can immediately find the expression of the
9× 9matrix Λ associated to the representation of the quantum dynamical map Λ(t, 0) on
basis {Eαβ} (2.36)
Λαβ = TrS
λ†α
 1∑
i,j=0
Kij(t)λβK
†
ij(t)
 . (6.60)
By exploitingΛ, whose explicit expression we prefer to leave out due to its length, the
matrix form of the time-local generator KTCL on the same Hilbert-Schmidt basis is read-
ily obtained by means of Equation (2.82).
Since the dynamical map was obtained from the overall unitary evolution operator, it
is by construction trace and hermiticity preserving and completely positive. We can
Chapter 6. Landauer’s principle in non-Markovian open quantum systems 136
therefore exploit these properties to better specify the structure of the time-local master
equation (6.54) as shown in Subsection 2.2.4.1. Firstly, we need to express the time-local
generator on the basis {Fαβ} (2.38), a task straightforwardly carried out by applying the
change of basis (2.40). This leads to the 9 × 9 matrix K′TCL with entries [K′TCL]αβ , by
means of which a master equation in the form of (2.95) can be expressed. We give the
result in the case of an initially cold environment (case β → +∞), which reads
d
dt
ρ(t) = −i
[
H˜(t), ρ(t)
]
+ d1(t)
(
G−(t)ρ(t)G
†
−(t)−
1
2
{G†−(t)G−(t), ρ(t)}
)
+ d2(t)
(
H−(t)ρ(t)H
†
−(t)−
1
2
{H†−(t)H−(t), ρ(t)}
)
, (6.61)
where
H˜(t) = Ω1
0 0 00 0 1
0 1 0
 (6.62)
is the effective Hamiltonian obtained through Equation (2.93), where
d1,2(t) = b(t)∓
√
b2(t) + 4a2(t), a(t) =
2J2 [1− cos (ω1t)]
ω21 − 4J2 [1− cos (ω1t)]
,
b(t) =
4J2ω1 sin (ω1t)
ω21 − 4J2 [1− cos (ω1t)]
(6.63)
are the only two non-zero eigenvalues of the submatrix K˜′TCL obtained from K′TCL by
removing the first row and column and where, finally, the Lindblad operators G−(t) and
H−(t) are the corresponding eigen-operators
G−(t) = −v−(t) |1〉 〈2|+ i
√
1− v2−(t) |0〉 〈2| ≡ −v−(t)σ21− + i
√
1− v2−(t)σ20− , (6.64)
H−(t) = v+(t) |1〉 〈2|+ i
√
1− v2+(t) |0〉 〈2| ≡ v+(t)σ21− + i
√
1− v2+(t)σ20− , (6.65)
v±(t) = ±
√
2a(t)√
b(t)
(
b(t)±√4a2(t) + b2(t))+ 4a2(t) , (6.66)
have been obtained through Equation (2.96).
We stress that the operators G−(t) and H−(t) are normalized to 1 and mutually orthogo-
nal with respect to the Hilbert-Schmidt product, i.e. TrS
[
G†−H−(t)
]
= 0.
If the pump Ω1 is switched off, the function a(t) vanishes while b(t)→ 2J tan (2Jt), thus
leaving with the following master equation
d
dt
ρ(t) = 2J tan (2Jt)
(
σ20− ρ(t)σ
20
+ −
1
2
{σ20+ σ20− , ρ(t)}
)
, (6.67)
which describes an amplitude damping involving the |0〉 − |2〉 transition [37, 152, 158].
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Finally note that the dynamical map Λ(t, 0), despite being CPTP by construction, is not
CP-divisible since the time-dependent damping rates d1,2(t) can assume both positive
and negative values.
6.4.3 The dissipated heat statistics and new lower bound
In this Subsection we will evaluate the quantities introduced in Subsection 6.3 for the
model at hand. First of all, we note that the passage to the interaction picture leaves the
expression of consider the cumulant generating function Θ˜(η, β, t) defined in Equation
(6.14) unchanged. This is readily seen by exploiting (6.26), the ciclicity property of the
trace and the relation [H0,HE ] = 0:
Θ˜(η, β, t)=lnTrSE
[
e−(η/2)HEU0(t, 0)UI(t, 0)e(η/2)HEρSE(0)e(η/2)HEU
†
I (t, 0)U
†
0(t, 0)e
−(η/2)HE
]
= ln TrSE
[
e−(η/2)HEUI(t, 0)e(η/2)HEρSE(0)e(η/2)HEU
†
I (t, 0)e
−(η/2)HE
]
. (6.68)
Every quantity derived from the latter, consequently, do not depend on the picture cho-
sen either.
We then employ the unitary operator in interaction picture (6.53) in expression (6.68)
in order to obtain the cumulant generating function and the Landauer bound BηQ(t).
The cumulant generating function Θ˜(η, β, t) and the mean dissipated heat QE(t) can be
found analytically for a generic initial state of the system (6.55). Since their expressions
are however quite lengthy, we give them in Appendix A, reporting here only their form
for the choice ρS(0) = |2〉 〈2|, which corresponds to the choice θ = 0, φ = pi/2:
Θ˜(η, β, t) = log
(
[1 + tanh(βB)]
16J2Ω21e
−2Bη sin4
(
ω1
2 t
)
+ 4J2e−2Bη sin2 (ω1t)
2ω41
+ [1 + tanh(βB)]
(
4J2 cos (ω1t) + Ω
2
1
)2
2ω41
1− tanh(βB)
2
)
, (6.69)
QE(t) = [1 + tanh(βB)]
16BJ2 sin2
(
ω1
2 t
) [−4J2 sin2 (ω12 t)+ ω21]
ω41
. (6.70)
Both these quantities are always positive for every value of the parameters J,Ω1, B and
at every time t.
Fig. 6.2 clearly shows that, for decreasing values of the ratio η/β, the bound increasingly
approaches the blue curve representing β〈Q〉t, which can be calculated analytically for
this model using Equation (6.20). We stress that the red line in Fig.(6.2), correspondent
to the choice η = β, reproduces the Landauer lower bound obtained in [152]. By taking
instead larger values of η/β, the bound increasingly approaches to zero.
By means of the analytic expression of the unitary evolution operator U(t, 0) (6.53), the
Kraus operators for the environmental channelAk can be found simply by taking the par-
tial trace over the system. The quantifier of the non-unitality degree of the environmental
channel, given by the Frobenius norm of the difference between Aβ(t) =
∑
k Ak(t)A
†
k(t)
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FIGURE 6.2: The blue line represents β〈Q〉t, while the other lines are the bound BηQ
for several different values of the counting parameter. In particular, the red line corre-
sponds to the choice η = β which reproduces the Landauer’s bound BQ also considered
in [152]. The other parameters have been fixed to J = 1, B = 1, β = 10 and Ω1 = 0.1.
and the identity 1E can be expressed in a closed form. In the case ρS(0) = |2〉 〈2| it
reduces to
NE(t) =
16
√
2J2 sin2
(
ω1
2 t
) [−4J2 sin2 (ω12 t)+ ω21]
ω41
. (6.71)
By direct confrontation of Eqs. (A.4) and (6.71), it follows that
NE(t) =
√
2
1 + tanh(βB)
QE(t), (6.72)
which however holds true only for the choice ρS(0) = |2〉 〈2|. In general however, this
quantity is always positive and vanishes whenever the coupling J goes to zero, or when-
ever the argument of the sin2 goes to zero (which happens when the two degrees of
non-unitality as well as the family of lower bounds and dissipated heat go to zero).
In Fig. 6.3 we plot the behavior of the rescaled non-unitality βNE (black line) against the
dissipated heat and the lower bound for η=β in the cases of cold, β= 10, and relatively
hot, β= 1, environment. It is evident that the zeros and the maxima of the three curves
are attained at the same times.
A remarkable feature that occurs in Fig. 6.3 (a) is the cusp appearing in BηQ when the dis-
sipated heat is maximized. Here, the environment qubit is effectively in the ground state
when β=10. At the cusp, the bound is as close as possible to the actual dissipated heat.
Contrarily, when β = 1, we see these features are smoothed out and the dissipated heat
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FIGURE 6.3: Mean dissipated heat β〈Q〉t (top-most blue curve), rescaled non-unitality
βNE(t) (middle, black curve) and the lower bound BηQ for η = β (bottom-most red
curve). In both panels we fix B = J = 1, Ω1 = 0.1 and (a) β = 10 (b) β = 1.
is significantly reduced. Furthermore, the bound is now a smoothly varying function,
closely tracking the same functional form βQE(t).
This behavior can be explained by studying the populations, ρ00S , ρ
11
S , ρ
22
S , of the V-
system, shown in Fig. 6.4 for the same parameters used in Fig. 6.3. Focusing on panel (a),
and recalling that we always assume our system is initialized in ρS(0) = |2〉 〈2|, we see
that, as the the system evolves, the population of the |2〉 state is completely transferred
to the |0〉 state. The point at which both βQE(t) and BηQ are maximized corresponds
exactly to when ρ22S = 0. At this point all of the energy initially contained in the system
is ‘emptied’ into the environment qubit, which due to being initially in its ground state
is able to accept and store all of this energy. When β = 1, panel (b), the situation is
markedly different due to the fact that the environment is comparatively warm, with a
sizeable population initially in the excited state. In this case, the environment is unable
to store all the energy initially in the system. Therefore the population ρ22S cannot reach
0 and the dissipated heat is accordingly reduced.
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FIGURE 6.4: Dynamics of the populations, ρ00S (dashed, orange), ρ
11
S (dashed, black), and
ρ22S (solid, purple). of the three-level system. (a) For B=1, J=1, β=10 and Ω1=0.1. (b)
As for the previous panel except β=1.
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FIGURE 6.5: Difference, D, between the maximum of the mean dissipated heat and
maximum of the lower bound BηQ for η = β as a function of the pump frequency Ω1.
Here we take J = 1, B = 1, and β = 10. Inset: As for main panel except setting β = 1.
Closer examination of the cusp in Fig. 6.3 (a) reveals a peculiar feature. Defining
D ≡Maxt
[
βQE(t)− BβQ(t)
]
, (6.73)
as the difference between the maximum dissipated heat and maximum of the bound,
we find that for the same parameters in Fig. 6.3 (a), D = ln 2. In Fig. 6.5 we examine
the quantity in (6.73) more closely and we see there exists a ‘critical’ pump strength. If
the environment is initially cold, β = 10, then for Ω1 ≤ 2J we find D is constant and
always ln 2. This occurs because in this regime, the population of ρ22S is always able to
reach exactly 0. If Ω > 2J then the pump begins to dominate the dynamics. Now, due
to the strong pumping of the |0〉 − |1〉 transition, some of the population is trapped in
the system and the ρ22S population is never completely empty. We see a sudden increase
in D, due to the fact that for Ω1 > 2J the bound is significantly reduced compared to
the dissipated heat. Interestingly the same qualitative behavior persists even when the
environment is initially warm, β = 1. In the inset we see that for Ω1 ≤ 2J , D is again
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constant and only changes when Ω1 > 2J .
In conclusion, in this Chapter we have derived a new family of lower bounds to the mean
dissipated heat in an environmental-assisted erasure protocol scenario, i.e. a framework
where the fundamental Landauer’s principle holds. This has been achieved using full-
counting statistics methods introduced in Chapter 5 Section 5.2 and so the results are
valid also in a non-equilibrium setting. The obtained family of lower bounds can be
shown to be asymptotically tight by construction to the mean dissipated heat, at vari-
ance with Landauer’s and Reeb-Wolf’s bounds which in general are not always tight.
The latter however are more related to the quantum information point of view while our
result sticks more to the side of thermodynamics. We have moreover shown an applica-
tion of this construction on an interesting open quantum system, for which we also have
provided an analytical solution. This model consisted of a three-level V-system in which
one energetic transition was externally pumped by a laser field, while the other transition
is coupled to a two-level system through an XX-interaction. As stressed at the beginning
of Section 6.4, the choice of an environment made of a single spin was motivated also by
the fact that it provides benchmark results for the case of an environment consisting of a
spin-chain, where the inter-spin couplings is dictated by an XX-interaction. The latter is
planned to be tackled by means of a numerical simulation in the near future.

7
Conclusions
In this work, several different properties of open quantum systems have been investi-
gated within a non-Markovian dynamical regime. In particular, we started exploring
the validity of the quantum regression theorem, which allows to reconstruct multi-time
correlation functions, and then moved to the field of quantum thermodynamics, where
we studied the concept of heat in non-driven open quantum systems, firstly by charac-
terizing its flow and then by bounding from below its dissipation in an erasure-protocol
setup.
The first two Chapters of the Thesis were dedicated to introduce all the open quantum
systems’ notions later employed. In particular, in Chapter 2 we thoroughly discussed
the characterization of the dynamics of a reduced system in terms of quantum dynami-
cal maps and of master equations, with a particular emphasis on their time-local expres-
sions. Moreover we showed how to derive the latter given the knowledge of the former
(and vice versa), and discussed how the properties of quantum dynamical maps (such
as, for example, trace and hermiticity preservation, complete positivity, CP-divisibility...)
are reflected into constraints on the structure of the respective master equations. Ex-
plicit applications of this have been carried out in Chapters 4 and 6, where expressions
for the exact time-local master equations have been derived for a pure-dephasing spin-
boson model and for an externally pumped V-system coupled to a single-site spin chain
through an XX interaction.
In Chapter 3 we concentrated on one of the leitmotifs of this work, namely the notion
of non-Markovianity, in particular showing how the main criteria in the quantum realm,
which have been introduced in the last decade, have their natural classical counterparts
in sufficient conditions of non-Markovianity within the framework of stochastic pro-
cesses. Several estimators for the degree of non-Markovianity have been presented and
discussed, the reason being that, even though they all share the same goal to quantify the
amount of memory effects in a reduced dynamics, each one of them has different proper-
ties which make them more or less suitable for the model at hand. Actually, even consid-
ering a single open quantum system, the evaluation of several of these estimators could
be useful since they capture distinctive aspects related to non-Markovian dynamics. This
fact has been explicitly shown for the pure-dephasing spin-boson system discussed in
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Chapter 4, where the measure by Rivas, Huelga and Plenio and the one by Breuer, Laine
and Piilo have been calculated. The former identifies the violation of the CP-divisibility
of the family of dynamical maps as the signature of non-Markovian reduced quantum
dynamics. The latter relies instead on the variation of the distinguishability between two
reduced states, quantified in terms of the trace distance, whose eventual non monotonic
behavior is interpreted in terms of an information backflow from the environment to the
open system. Despite the criteria for the occurrence of non-Markovianity all coincide
for this model, these two estimators quantify the degree of non-Markovianity behavior
differently with respect to the parameters characterizing the family of dynamical maps.
In Chapter 4 we explored the relationship between the above mentioned criteria of non-
Markovianity and the validity of the quantum regression theorem which is a statement
relating the behaviour in time of the mean values and of the two-time correlation func-
tions of system operators. After giving a clear ground for the quantum regression theo-
rem, we explicitly calculated all the quantities for two specific models. The first open sys-
tem considered was a pure-dephasing spin-boson model and the second one consisted
in a photonic-realization of a dephasing interaction. For a class of spectral densities with
exponential cut-off and power law behaviour at low frequencies we have studied the
onset of non-Markovianity as a function of the coupling strength and of the exponent
determining the low frequency behaviour, further giving an exact expression for the cor-
responding non-Markovianity measures. The deviation from the quantum regression
theorem has been estimated evaluating the relative error made in replacing the exact
two-time correlation function for the system operators with the expression reconstructed
by the evolution of the corresponding mean values.
Results have shown that the validity of the quantum regression theorem represents a
stronger requirement than Markovianity. The same conclusions have been shown to
hold also in the second open quantum system considered, namely an all-optical real-
ization of a dephasing interaction, which has been recently exploited in order to exper-
imentally investigate the non-Markovianity. Also in this model, for different choices
of the frequency distribution, significant violations to the quantum regression theorem
were observed even in the presence of a Markovian dynamics.
In Chapters 5 and 6 we focused on the concept of heat in non-driven open quantum
systems. Borrowing and employing the full-counting statistics formalism from quantum
thermodynamics, we studied the time behavior of its mean value in presence of a non-
Markovian dynamical regime and we introduced a new family of lower bounds for its
dissipation in an erasure-protocol scenario. In the case of semigroup dynamics, it was
known that the heat flow turns out to be a monotonic function of time from the hotter
to the colder subsystem and vanishes when the initial temperature gradient is absent. In
particular, a positive rate of heat exchange would indicate an energy flow from system
to environment while a negative rate would mean the opposite, i.e. a heat flowing from
the environment towards the open system. In this work we have investigated how the
mean heat flow behaves in a non-Markovian dynamical regime. Results have shown
that, interestingly, the heat flow becomes an oscillating function of time, which can even
change its sign and, interestingly, is different from zero even if the system and the en-
vironment start at the same temperature. Starting from dynamical situations which in
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the Born-Markov semigroup limit would lead to a non-negative steady heat flow, we
were naturally lead to introduce a notion of heat backflow from the environment to the
system as the fraction of heat which corresponds to temporarily negative regions of the
heat flow. A measure for the total amount of heat flowing out of the environment was
then built upon this definition and characterized both for finite-dimensional and infinite-
dimensional Gaussian open quantum systems. In order to make the latter a property of
the quantum dynamical map only, a maximization over all possible initial states of the
system has been incorporated in its definition. Interestingly, numerical evidences have
shown that this maximum is achieved whenever the system and the environment start
at the same temperature, a condition which, as stressed above, would imply no energy
flow in the Born-Markov semigroup limiting case. A thorough analysis of the heat back-
flow measure has been carried out in two relevant models, representatives of the two
above mentioned classes of open systems: the so-called spin-boson model, which is a
two-level system coupled to a bosonic bath through a position-position interaction, and
the quantum Brownian motion, which differs from the latter in the fact that it is an har-
monic oscillator instead of a qubit. An analytic insight of all the quantities of interest has
been achieved for both these models in the weak coupling regime, where the dynamics
of the open system was approximated by a second-order time-convolutionless master
equation. In the case of the quantum bronwian motion, an extension to the strong cou-
pling regime has been performed by relying on a numerical approach which, with the
only assumption to deal with a large but finite number of environmental modes, allowed
for exact simulations of the equation of motions and, thus, characterization of the time
behavior of heat flow. The obtained results have allowed to characterize the dependence
of energy exchanges in these non-driven open quantum systems and, in particular, to
pinpoint the regions of relevant parameters where the heat backflow was absent or max-
imum.
The heat backflow measure is reminiscent of a sort of memory effect by virtue of its con-
struction and physical meaning and furthermore vanishes in the case of a semigroup,
thus Markovian, dynamics. For these reasons we were naturally led to investigate the
relationship between it and suitable non-Markovianity estimators. Results confirm the
intuition that the occurrence of heat backflow, being the latter a specific observable and
thus representing only one possible contribution of information backflow, represents a
stricter condition than non-Markovianity. Otherwise stated, on the one hand an heat
backflow from the environment to the system can be observed for those values of the
relevant parameters such that the dynamics is non-Markovian, while, on the other hand,
a Markovian evolution prevents any observation of the latter. In the case of the spin-
boson moreover, a physical explanation and a more stringent connection between the
heat backflow measure and the trace-distance based non-Markovianity measure intro-
duced by Breuer, Laine and Piilo has been found due to their mutual relationship with
the so-called resonance condition. The latter in fact corresponds to a region of dynamical
parameters where the spectral density at resonance is almost locally flat, thus mimicking
a white-noise spectrum which is notoriously Markovian. Around this curve also the heat
backflow measure is practically absent.
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Finally, Chapter 6 was devoted to show how to derive, by means of full-counting statis-
tics formalism, a novel family of lower bounds to the mean dissipated heat, which are
always asymptotically tight, in a generic (and thus also non-Markovian) erasure-protocol
scenario. The latter calls for the notorious Landauer’s principle, which fundamentally
express the second law of thermodynamics by bounding from below the mean dissi-
pated heat with the information erasure in the system, quantified through the variation
of its entropy. An explicit application of this construction has been shown for an open
quantum system consisting of a three-level V-system, externally pumped by a laser on
one of its two transitions and coupled on the other transition to a spin chain through an
XX interaction. Analytical exact solutions for the dynamics of this model has also been
obtained.
In conclusion, this work of Thesis, whose content is collected in [1–3, 5], has been hinged
on the investigation of multi-time correlation functions and thermodynamical quantities,
such as heat, in a non-Markovian open quantum systems scenario, with the goal to better
understand their behavior in the presence of memory effects in the reduced dynamics.
7.1 Outlook
First of all, it is worth to mention that, concerning the topics studied in Chapter 4, other
studies have followed [1], such as [91, 160], where projector-operator techniques were
employed to derive the equations of motion for the effective density operator (4.14), in
order to characterize the contributions leading to the violations to the quantum regres-
sion procedure. It would be interesting to perform further studies along these lines such
as employing the projection operator technique to operators evolved in Heisenberg pic-
ture as in [161]. This formal apparatus would hopefully lead to a more clear relationship
with the non-Markovianity criteria. In this regard, in the same philosophy adopted in
Chapter 3, further investigation between regression procedure and classical Markovian
processes should be worth considering, in order to better characterize their quantum
counterparts.
Entering the realm of quantum thermodynamics, there is a plethora of interesting follow-
up of the topics introduced and analysed in Chapters 5 and 6. Here we report some of
them, which we plan to deal with in our future research. To begin with, while in [2, 3]
we have been interested in characterizing the time-behavior of the first cumulant (mean
value) of heat, higher-order cumulants can also be considered using the full-counting
statistics formalism [162, 163], making it possible to discuss, for example, bunching prop-
erties of bosons in the presence of heat backflow. Another aspect to further carry on and
clarify is a more precise statement of the relationship between the occurrence of heat
backflow and of non-Markovianity. With this aim, other spectral densities such as (4.55)
and, of course, other models than the spin-boson and the quantum brownian motion de-
serve to be considered, in order to make more general statements. Another challenging
but very interesting research would be to apply these studies to more complex quantum
systems such as, for example, the biological ones. Among the many difficulties that are
Chapter 7. Conclusions 147
involved when dealing with such systems is the fact that a detailed microscopic knowl-
edge of them is usually not feasible, thus preventing the possibility to reconstruct the
heat generating function by means of a two-time measurement protocol.
Finally, several aspects related to the newly introduced family of lower bounds, also ob-
tained by means of full-counting statistics methods, can be developed. As we stressed in
Chapter 6 in fact, this family of bounds is always asymptotically tight to the mean dissi-
pated heat and, remarkably, reduces to the lower bound obtained in [152] for a specific
value of the counting field parameter. This latter case, although bearing a clear physical
meaning in terms of the degree of non-unitality of the map which evolves the state of
the environment, is not guaranteed to outperform Reeb and Wolf’s bound nor even Lan-
dauer’s original contribution ∆S. A more systematic study of the relative performances
of these three bounds with respect to the possible initial conditions of the open system
represent an ongoing project. Preliminary results carried out on finite-dimensional sys-
tems similar to the one considered in Chapter 6 but subject to random interaction Hamil-
tonians seem to suggest that Landauer’s as well as Reeb and Wolf’s bounds provide a
more faithful bound whenever the open quantum system starts in a more mixed state,
while the bound in [152] outperforms the other two whenever the purity of the state in-
creases. Finally, an important goal would be to provide concrete strategies which would
allow to experimentally access this new lower bound and to test it against Landauer’s.

A
Analytic solutions for the heat statistics in
the XX-coupled pumped V-system
In this Appendix we provide the explicit expressions of the cumulant generating function
Θ(η, β, t) (6.14) and of the mean dissipated heat (5.7) for the model considered in Chapter
6 Section 6.4 and for a generic initial system state of the form
ρS(0) = |Ψ0〉 〈Ψ0| , |Ψ0〉 = cos(φ) |0〉+ sin(φ) sin(α) |1〉+ sin(φ) cos(α) |2〉 . (A.1)
By exploiting the overall unitary evolution operator in interaction picture (6.53), we have
that a direct calculation of Equation (6.26) leads to the following result for the cumulant
generating function
Θ(η, β, t) = ln
[
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(A.2)
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By means of Eq.(6.20) the average dissipated heat is given by
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. (A.4)
Note how both the mean dissipated heat and the family of lower bounds depend, along-
side with the inverse temperature β characterizing the initial Gibbs state ρβ , on the choice
of the initial state of the system. This is an important indication that this choice plays an
important characterizing role in the erasure protocol; this aspect however is the subject
of further ongoing study.
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