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In this paper, we study the existence of positive solution for the following class of
fractional elliptic equation
ǫ2s(−∆)su+ V (z)u = λ|u|q−2u+ |u|2
∗
s−2u in RN ,
where ǫ, λ > 0 are positive parameters, q ∈ (2, 2∗s), 2
∗
s =
2N
N−2s , N > 2s, s ∈ (0, 1),
(−∆)su is the fractional laplacian, and V is a saddle-like potential. The result is
proved by using minimizing method constrained to the Nehari manifold. A special
minimax level is obtained by using an argument made by Benci and Cerami.
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I. INTRODUCTION
The nonlinear fractional Schro¨dinger equation
iǫ
∂Ψ
∂t
= ǫ2s(−∆)sΨ+ (V (z) + E)Ψ− f(Ψ) for all z ∈ RN , (NLS)
where N > 2s, ǫ > 0, V, f are continuous functions, has been studied in recent years by
many researchers. The standing waves solutions of (NLS), namely, Φ(z, t) = exp(−iEt)u(z),
where u is a solution of the fractional elliptic equation ǫ2s(−∆)su+ V (z)u = f(u) in RN ,u ∈ Hs(RN), u > 0 on RN . (Pǫ)
In the local case, that is, when s = 1, the existence and concentration of positive solutions
for general semilinear elliptic equations (Pǫ), for the case N ≥ 2, have been extensively
studied, for example, by [3, 5–7, 16, 17, 19, 22, 24, 26, 30], and their references. Rabinowtz
in [26], proved the existence of positive solutions of (Pǫ), for ǫ > 0 small, imposing a global
condition,
lim inf
|z|→∞
V (z) > inf
z∈RN
V (z) = γ > 0.
In fact, these solutions concentrate at global minimum points of V as ǫ tends to 0, c.f. Wang
in [30]. del Pino and Felmer in [16], assuming a local condition, namely, there is an open
and bounded set Λ compactly contained in RN satisfying
0 < γ ≤ V0 = inf
z∈Λ
V (z) < min
z∈∂Λ
V (z), (V1)
established the existence of positive solutions which concentrate around local minimum of
V, by introducing a penalization method.
In [17], del Pino, Felmer and Miyagaki considered the case where potential V has a saddle
like geometry. They assumed that V is bounded and V ∈ C2(RN), verifying the following
conditions: Fixed two subspaces X, Y ⊂ RN such that RN = X ⊕ Y, define c0, c1 > 0 given
3by
c0 = inf
z∈RN
V (z) > 0 and c1 = sup
x∈X
V (x),
satisfying the following geometric condition
(V1)
c0 = inf
R>0
sup
x∈∂BR(0)∩X
V (x) < inf
y∈Y
V (y).
In addition to the above hypotheses, they imposed the conditions below:
(V2) The functions V,
∂V
∂xi
and ∂
2V
∂xi∂xj
are bounded in RN for all i, j ∈ {1, ..., N}.
(V3) V satisfies the Palais-Smale condition, that is, if (xn) ⊂ RN is a sequence such that
(V (xn)) is bounded and ∇V (xn)→ 0, then (xn) possesses a convergent subsequence in RN .
Using the above conditions on V , and supposing that
c1 < 2
2(p−1)
N+2−p(N−2) c0,
the authors in [17] showed the existence of positive solutions for (Pǫ) with f(u) = |u|
p−2u,
where p ∈ (2, 2∗) if N ≥ 3 and p ∈ (2,+∞) if N = 1, 2, for ǫ > 0 small enough. Here
2∗ = 2N
N−2
is the critical Sobolev exponent.
Motivated by the results obtained in [17], with the potential V having the same geometry
as considered in [17], Alves in [1] proved the existence of positive solution result for
(Pǫ), not only with f having an exponential critical growth, for N = 2, but also with
f(u) = |u|q−2u+ |u|2
∗−2u, where q ∈ (2, 2∗) and N ≥ 3.
In the nonlocal case, that is, when s ∈ (0, 1), even in the subcritical case, there are only few
references on existence and/or concentration phenomena for fractional nonlinear equation
(Pǫ), maybe because techniques developed for local case can not be adapted imediately, c.f.
[27]. We would like to cite [27, 29] for the existence of positive solution, imposing a global
condition on V. In [15] is studied the existence and concentration phenomena for potential
verifying local condition (V1), and in [13, 28] a concentration phenomenon is treated near of
non degenerate critical point of V.
4By using the same approach as in [1], we will establish an existence result of positive
solution for the following class of problem involving critical Sobolev exponents
ǫ2(−∆)su+ V (x)u = λ|u|q−2u+ |u|2
∗
s−2u in RN , (Pǫ)∗
where s ∈ (0, 1), ǫ, λ > 0 are positive parameters, q ∈ (2, 2∗s), 2
∗
s =
2N
N−2s
, N > 2s, with V
verifying the above conditions and a relation on the numbers c0 and c1, given by
(V4) mλ(V (0)) ≥ 2mλ(c0) and c1 ≤ c0 +
3
5
(
1
2
− 1
q
)
c0,
where mλ(A) is the mountain pass level of the functional
Jλ,A(u) =
1
2
∫
RN
|ξ|2s|û|2dξ +
A
2
∫
RN
|u|2 dx−
λ
q
∫
RN
|u|qdx−
1
2∗s
∫
RN
|u|2
∗
sdx
defined in Hs(RN). It is well known that the equality below holds
mλ(A) = inf
u∈Hs(RN )\{0}
{
max
t≥0
Jλ,A(tu)
}
.
Using the above notation we are able to state our main result
Theorem I.1. Assume that (V1)− (V4) hold. Then, there is ǫ0 > 0, and λ
∗ > 0 independent
of ǫ0, such that (Pǫ)∗ has a positive solution for all ǫ ∈ (0, ǫ0] and λ ≥ λ∗.
The proof of Theorem I.1 was inspired from [1] and [17], however since we are working with
fractional laplacian, the estimates for this class of nonlocal problem are very delicate and
different from those used in the local problems. We minimize the energy function constrained
on the Nehari manifold, and to this end, we modify the barycenter properly for our problem
We recall that, for any s ∈ (0, 1), the fractional Sobolev space Hs(RN) is definied by
Hs(RN) =
{
u ∈ L2(RN) :
∫
R2N
(u(x)− u(y))2
|x− y|N+2s
dx dy <∞
}
,
endowed with the norm
‖u‖Hs(RN ) =
(
|u|2L2(RN ) +
∫
R2N
(u(x)− u(y))2
|x− y|N+2s
dx dy
)1/2
.
The fractional Laplacian, (−∆)su, of a smooth function u : RN → R is defined by
F((−∆)su)(ξ) = |ξ|2sF(u)(ξ), ξ ∈ RN ,
5where F denotes the Fourier transform, that is,
F(φ)(ξ) =
1
(2π)
N
2
∫
RN
e−iξ·xφ(x) dx ≡ φ̂(ξ),
for functions φ in the Schwartz class. Also (−∆)su can be equivalently represented [18,
Lemma 3.2] as
(−∆)su(x) = −
1
2
C(N, s)
∫
RN
(u(x+ y) + u(x− y)− 2u(x))
|y|N+2s
dy, ∀x ∈ RN ,
where
C(N, s) = (
∫
RN
(1− cosξ1)
|ξ|N+2s
dξ)−1, ξ = (ξ1, ξ2, . . . , ξN).
Also, in light of [18, Propostion 3.4,Propostion 3.6], we have
|(−∆)s/2u|2L2(RN ) =
∫
RN
|ξ|2s|û|2dξ =
1
2
C(N, s)
∫
R2N
(u(x)− u(y))2
|x− y|N+2s
dx dy, for all u ∈ Hs(RN),
(I.1)
and, sometimes, we identify these two quantities by omitting the normalization constant
1
2
C(N, s). For N > 2s, from [18, Theorem 6.5] we also know that, for any p ∈ [2, 2∗s], there
exists Cp > 0 such that
|u|Lp(RN ) ≤ Cp‖u‖Hs(RN ), for all u ∈ H
s(RN). (I.2)
The best Sobolev constant S is given by (see [14])
S = inf
u∈Hs0(R
N )\{0}
∫
R2N
|u(x)−u(y)|2
|x−y|N+2s
dxdy
(
∫
RN
|u|2∗sdx)
2
2∗s
,
which is attained by
v0(x) =
c
(θ2 + |x− x0|2)
N−2s
2
, x ∈ RN ,
where c, θ > 0 are constants and x0 ∈ RN fixed, and
Hs0(R
N) = {u ∈ L2
∗
s (RN) : |ξ|sû ∈ L2(RN)}.
Before to conclude this introduction, we would like point out that using the change
variable v(x) = u(ǫx), it is possible to prove that (Pǫ) is equivalent to the following problem
(−∆)su+ V (ǫx)u = f(u) in RN , (Pǫ)′
6where
f(t) = λ|t|q−2t+ |t|2
∗
s−2t, ∀t ∈ R.
In the present paper, we denote by Iǫ the energy functional associated with (Pǫ)
′ given
by
Iǫ(u) =
1
2
∫
RN
|ξ|2s|û|2dξ +
1
2
∫
RN
V (ǫx)|u|2 dx−
λ
q
∫
RN
|u|qdx−
1
2∗s
∫
RN
|u|2
∗
sdx,
for all u ∈ Hs(RN). It is standard to prove that Iǫ ∈ C1(Hs(RN),R) with Gateaux derivative
I ′ǫ(u)v =
∫
RN
|ξ|2sû v̂dξ +
∫
RN
V (ǫx)uv dx− λ
∫
RN
|u|q−2uvdx−
∫
RN
|u|2
∗
s−2uvdx
for all u, v ∈ Hs(RN). This way, u ∈ Hs(RN) is a weak solution for (Pǫ)′ if, and only if, u is
a critical point for Iǫ.
Notation: In this paper we use the following notations:
• The usual norms in Lt(RN ) and Hs(RN) will be denoted by | . |t and ‖ ‖ respectively.
• C denotes (possible different) any positive constant.
• BR(z) denotes the open ball with center at z and radius R.
II. TECHNICAL RESULTS
The next lemma is a Lions Lemma type result which can be adapted to our case, see [27,
Proposition II.3].
Lemma II.1. Let (un) ⊂ H
s(RN) be a sequence such that,
if there is R > 0 such that
lim
n→+∞
sup
z∈RN
∫
BR(z)
|un|
2 dx = 0,
then
lim
n→+∞
∫
RN
|un|
q dx = 0, ∀q ∈ (2, 2∗s).
As a consequence of the above lemma, we have the following result
7Corollary II.1. Let (un) ⊂ Hs(RN) be a (PS)c sequence for Iǫ, that is,
Iǫ(un)→ c, and Iǫ(un)→ 0,
with 0 < c < s
N
(2−1C(N, s)S)N/2s and un ⇀ 0. Then, there exists (zn) ⊂ RN with |zn| → +∞
such that
vn = un(·+ zn) ⇀ v 6= 0 in H
s(RN).
Proof. We claim that for any R > 0,
lim
n→+∞
sup
z∈RN
∫
BR(z)
|un|
2 dx > 0.
Otherwise, there is R > 0 such that
lim
n→+∞
sup
z∈RN
∫
BR(z)
|un|
2 dx = 0.
Hence, by Lemma II.1,
lim
n→+∞
∫
RN
|un|
q dx = 0, q ∈ (2, 2∗s).
Since 0 < c < s
N
(2−1C(N, s)S)N/2s, arguing as in [2, Lemma 3.3] for local case, [29, Lemma
3.4] for nonlocal case, the last limit combined with I ′ǫ(un)un = on(1) gives
un → 0 in H
s(RN),
implying that
Iǫ(un)→ 0,
which is a contradiction, because by hypotheses Iǫ(un) → c > 0. Thereby, for each R > 0,
there are (zn) ⊂ RN , τ > 0 and a subsequence of (un), still denoted by itself, such that∫
BR(zn)
|un|
2 dx ≥ τ, ∀n ∈ N. (II.1)
Setting vn = un(·+zn), we have that (vn) is bounded in Hs(RN ). Thus, for some subsequence
of (un), still denoted by (un), there is v ∈ Hs(RN ) such that
vn ⇀ v in H
s(RN). (II.2)
From (II.1) and (II.2), ∫
BR(0)
|v|2 dx ≥ τ,
8showing that v 6= 0. Moreover, (II.1) gives that |zn| → +∞, because un ⇀ 0 in Hs(RN).
The lemma below brings an important estimate from above involving the mountain pass
level mλ(c0), which is crucial in our approach.
Lemma II.2. There is λ∗ > 0 such that
mλ(c0) ≤
s
2N
(2−1C(N, s)S)N/2s,
for all λ ≥ λ∗.
Proof. Let w ∈ Hs(R2) \ {0}. We know that there is tλ > 0 such that
tλw ∈Mc0 =
{
u ∈ Hs(RN) \ {0} : J ′λ,c0(u)u = 0
}
,
that is
‖w‖2 = λtq−2λ |w|
q
q + t
2∗s−2
λ |w|
2∗s
2∗s
.
The above equality gives
tλ → 0 as λ→ +∞.
As
mλ(c0) ≤ max
t≥0
Jλ,c0(tw) ≤
t2λ
2
‖w‖2,
we derive that
mλ(c0)→ 0 as λ→ +∞,
finishing the proof.
As a consequence of the last results we have the following corollary
Corollary II.2. The problem
(−∆)su+ c0u = λ|u|
q−2u+ |u|2
∗
s−2u in RN , (Pλ,∞)
possesses a positive ground state solution for all λ ≥ λ∗, that is, there is w ∈ Hs(RN) such
that
Jλ,c0(w) = mλ(c0) and J
′
λ,c0(w) = 0,
for all λ ≥ λ∗.
9Proof. The existence of a ground state solution can be obtained repeating the same idea
found in Alves, Carria˜o and Miyagaki [2] for the local case, that is, s = 1. By using the
definition ‖ ‖, we have that
‖|u|‖ ≤ ‖u‖ ∀u ∈ Hs(RN).
Thus, if u0 is a ground state solution,
J ′λ,c0(|u0|)|u0| ≤ J
′
λ,c0
(u0)u0.
From this, there is t1 ∈ (0, 1] such that t1|u0| ∈ Mc0, and so,
mλ(c0) ≤ Jλ,c0(t1|u0|) ≤ Jλ,c0(u0) = mλ(c0),
implying that Jλ,c0(t1|u0|) = m(c0). Using Deformation Lemma, we deduce that t1|u0| is a
critical point, and so, it is a ground state solution, finishing the proof.
The next lemma shows that there is positive radial ground state solution.
Lemma II.3. If u0 is a positive ground state solution of (Pλ,∞), then its symmetrization
denoted by u∗0 is also a positive ground state solution of (Pλ,∞).
Proof. Denote by u∗0 the symmetrization of u0. Then, c.f. [25],
‖u∗0‖ ≤ ‖u0‖, |u
∗
0|q = |u0|q and |u
∗
0|2∗s = |u0|2∗s .
From this, J ′λ,c0(u
∗
0)u
∗
0 ≤ 0. Then, there is t0 ∈ (0, 1] such that t0u
∗
0 ∈Mc0. Thereby,
mλ(c0) ≤ Jλ,c0(t0u
∗
0) ≤ Jλ,c0(u
∗) = mλ(c0),
implying that Jλ,c0(t0u
∗
0) = mλ(c0). The above inequality also ensures that t0 = 1, otherwise
we must have
mλ(c0) ≤ Jλ,c0(t0u
∗
0) < Jλ,c0(u
∗) = mλ(c0),
which is an absurd. From this, Jλ,c0(u
∗
0) = mλ(c0). Now, applying Deformation Lemma, we
deduce that u∗0 is critical point, then it is a radial ground state solution.
The lemma below is a key point in our arguments, because it is a regularity result for
problems of the type  (−∆)su+ αu = λ|u|q−2u+ |u|2
∗
s−2u, in RN ,
u ∈ Hs(RN)
(Pλ,α)
for λ, α > 0
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Lemma II.4. If u ∈ Hs(RN ) is a solution of (Pλ,α), then u ∈ C2(RN) ∩H1(RN).
Proof. In what follows, we will use an approach due to Cabre´ and Sire [10] , that is, we will
see the problem of the following way , c.f. [11], div(y1−2s∇v) = 0, in RN+1+ ,2(1− s) ∂v
∂νs
= −αv + f(v), on RN ,
(P ∗λ,α)
where RN+1+ = {(x1, ...., xN , y) ∈ R
N+1 : y > 0}, λ, α > 0 and
∂v
∂νs
(x) = − lim
y→0+
y1−2s
∂v
∂y
(x, y).
Associated with (P ∗λ,α), we have the energy functional I : X
1,α → R given by
I(v) =
1
2
∫
R
N+1
+
y1−2s|∇v|2 dxdy +
1
2
∫
RN
α|v|2 dx−
∫
RN
F (v) dx (II.3)
where F denotes the primitive of f , that is,
F (t) =
∫ t
0
f(s) ds = λ
1
q
|t|q +
1
2∗s
|t|2
∗
s , ∀t ∈ R
and X1,s is the Hilbert space obtained as the closure of C∞0 (R
N+1
+ ) under the norm
‖v‖1,s =
(∫
R
N+1
+
|∇v|2 dxdy +
∫
RN
α|v|2 dx
) 1
2
.
Using some embeddings mentioned in Bra¨ndle,Colorado and Sa´nchez [9]( see also [12, 31]),
we deduce that the embeddings
X1,s →֒ Lp(RN) for p ∈ [2, 2∗α]
are continuous, where 2∗s =
2N
N−2s
. Moreover, we know that u is a solution of (Pλ,α) if, and
only if, u = v(x, 0) for all x ∈ RN , for some critical point v of I.
In what follows, for each L > 0, we set
vL(x, y) =
 v(x, y), if (x, y) ≤ LL, if v(x, y) ≥ L
and
zL = v
2(β−1)
L v,
11
with β > 1 to be determined later. Since I ′(v)zL = 0, adapting the same approach explored
in Alves and Figueiredo [4, Lemma 4.1], we will find the following estimate
|v(., 0)|∞ ≤ C|v(., 0)|2∗s ,
or equivalently,
|u|∞ ≤ C|u|2∗s .
Now, fixing M = |u|∞ + 1, we consider the following function
gM(t) =

0, if t ≤ 0
λtq−1 + t2
∗
s − 1, if 0 ≥ t ≤M,
λtq−1 + AM t
q−1 +BM , if t ≥ M,
where AM and BM are chosen such that gM ∈ C1(R). It is easy to see that gM has a
subcritical growth and u is a solution of the problem (−∆)su+ αu = gM(u), in RN ,u ∈ Hs(RN). (Pλ,α,M)
Using the arguments explored in Felmer, Quass and Tan [21]( see also [23]), we deduce that
|u(x)| → 0 as |x| → +∞.
This way, we see that (−∆)su ∈ L∞(RN), and so, u ∈ C2(RN). Repeating the same
arguments found in [20, Section 2], we also have |∇u| ∈ L2(RN ). As u ∈ L2(RN), it follows
that u ∈ H1(RN).
Lemma II.5. Under the hypotheses (V1) − (V4) and λ ≥ λ∗, for each σ > 0, there is ǫ0 =
ǫ(λ, σ) > 0, such that Iǫ satisfies the (PS)c condition for all c ∈ (mλ(c0) + σ, 2mλ(c0)− σ),
for all ǫ ∈ (0, ǫ0).
Proof. We will prove the lemma arguing by contradiction. Suppose that there is σ > 0
and ǫn → 0, such that Iǫn does not satisfy the (PS) condition.
Thereby, there is cn ∈ (mλ(c0) + σ, 2mλ(c0)− σ) such that Iǫn does not verify the (PS)cn
condition. Then, there is sequence (unm) such that
lim
m→+∞
Iǫn(u
n
m) = cn and lim
m→+∞
I ′ǫn(u
n
m) = 0, (II.4)
12
with
unm ⇀ un in H
s(RN) but unm 6→ un in H
s(RN ). (II.5)
Then, for vnm = u
n
m − un, the Brezis-Lieb Lemma yields
Iǫn(u
n
m) = Iǫn(un) + Iǫn(v
n
m) + om(1) and I
′
ǫn(v
n
m) = om(1).
Claim II.1. There is δ > 0, such that
lim inf
m→+∞
sup
y∈RN
∫
BR(y)
|vnm|
2 dx ≥ δ, ∀n ∈ N.
Indeed, if the claim does not hold, there is (nj) ⊂ N satisfying
lim inf
m→+∞
sup
y∈RN
∫
BR(y)
|vnjm |
2 dx ≤
1
j
, ∀j ∈ N.
Using the arguments found in [30] and [27], we deduce that
lim sup
m→+∞
|vnjm |q = oj(1), ∀q ∈ (2, 2
∗
s). (II.6)
Then
lim sup
m→+∞
∫
RN
|vnjm |
q dx = oj(1).
As Iǫn(un) ≥ 0 and c <
s
N
(2−1C(N, s)S)N/2s, the above estimate combined with (II.6) and
I ′ǫnj
(v
nj
m )(v
nj
m ) = om(1) gives
lim sup
m→+∞
‖vnjm ‖
2 = oj(1).
Now since u
nj
m 6→ unj in H
s(RN), we derive that
lim inf
m→+∞
‖vnjm ‖
2 > 0.
Then, without loss of generality, we can assume that (v
nj
m ) ⊂ Hs(RN) \ {0}. Thereby, there
is t
nj
m ∈ (0,+∞) such that
tnjm v
nj
m ∈ Nǫnj ,
verifying
lim
m→+∞
tnjm = 1 and lim
m→+∞
Iǫnj (t
nj
m v
nj
m ) = lim
m→+∞
Iǫnj (v
nj
m ).
From the above informations, there is r
nj
m ∈ (0, 1) such that
rnjm (t
nj
m v
nj
m ) ∈Mc0.
13
Hence,
mλ(c0) ≤ lim sup
m→+∞
Jc0(r
nj
m (t
nj
m v
nj
m )) ≤ lim sup
m→+∞
Iǫnj (t
nj
m v
nj
m )
= lim sup
m→+∞
Iǫnj (v
nj
m ) ≤
(1 + |V |∞)
2
lim sup
m→+∞
‖vnjm ‖
2,
that is,
mλ(c0) ≤ oj(1),
which is a contradiction.
From the above study, for each m ∈ N, there is mn ∈ N such that∫
BR(znmn )
|unmn |
2 dx ≥
δ
2
, |ǫnz
n
mn | ≥ n, ‖I
′
ǫn(u
n
mn)‖ ≤
1
n
and |Iǫn(u
n
mn)− cn| ≤
1
n
.
In what follows, we denote by (zn) and (un) the sequences (z
n
mn) and (u
n
mn) respectively.
Then, ∫
BR(zn)
|un|
2 dx ≥
δ
2
, |ǫnzn| ≥ n, ‖I
′
ǫn(un)‖ ≤
1
n
and |Iǫn(un)− cn| ≤
1
n
.
Claim II.2. un ⇀ 0 in H
s(RN).
Indeed, assume by contradiction that there is u ∈ Hs(RN) \ {0} such that
un ⇀ u in H
s(RN).
Using the limit ‖I ′ǫn(un)‖ → 0, it is possible to prove that u is a solution of the problem
(−∆)su+ V (0)u− f(u) = 0 in RN .
Then, the definition of mλ(V (0)) together with (V4) gives
Jλ,V (0)(u) ≥ mλ(V (0)) ≥ 2mλ(c0).
On the other hand, the Fatous’ lemma leads to
Jλ,V (0)(u) ≤ lim inf
n→+∞
[Iǫn(un)−
1
θ
I ′ǫn(un)] = lim infn→+∞
Iǫn(un) = lim inf
n→+∞
cn ≤ 2mλ(c0)− σ,
obtaining a contradiction. Then , the Claim II.2 is proved.
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Considering wn = un(· + zn), we have that (wn) is bounded in Hs(RN). Then, there is
w ∈ Hs(RN ) such that
wn ⇀ w in H
s(RN).
Hence, ∫
BR(0)
|w|2 dx ≥
δ
2
,
showing that w 6= 0.
Now, for each φ ∈ Hs(RN), we have the equality below∫
RN
|ξ|2sŵnφ̂ dξ +
∫
RN
V (ǫnzn + ǫnz)wnφ dx−
∫
RN
f(wn)φ dx = on(1)‖φ‖
which implies that, see [29, Theorem 3.5], w is a nontrivial solution of the problem
(−∆)su+ α1u− f(u) = 0 in R
N , (II.7)
where α1 = lim
n→+∞
V (ǫnzn). Thereby, by Lemma II.4, w ∈ C
2(RN) ∩H1(RN).
For each k ∈ N, there is φk ∈ C∞0 (R
N ) such that
‖φk − w‖ → 0 as k → +∞,
that is,
‖φk − w‖ = ok(1).
Using ∂φk
∂xi
as a test function, we get
∫
RN
|ξ|2sŵn
∂̂φk
∂xi
dξ +
∫
RN
V (ǫnz + ǫnzn)wn
∂φk
∂xi
dx−
∫
RN
f(wn)
∂φk
∂xi
dx = on(1).
Now, using well known arguments, we have that∫
RN
|ξ|2sŵn
∂̂φk
∂xi
dξ =
∫
RN
|ξ|2sŵ
∂̂φk
∂xi
dξ + on(1)
and ∫
RN
f(wn)
∂φk
∂xi
dx =
∫
RN
f(w)
∂φk
∂xi
dx+ on(1).
Gathering the above limit with (II.7), we deduce that
lim sup
n→+∞
∣∣∣∣∫
RN
(V (ǫnzn + ǫnz)− V (ǫnzn))wn
∂φk
∂xi
dx
∣∣∣∣ = 0.
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As φk has compact support , the above limit gives
lim sup
n→+∞
∣∣∣∣∫
RN
(V (ǫnzn + ǫnz)− V (ǫnzn))w
∂φk
∂xi
dx
∣∣∣∣ = 0.
Also since ∂w
∂xi
∈ L2(RN), we have that (∂φk
∂xi
) is bounded in L2(RN). Hence,
lim sup
n→+∞
∣∣∣∣∫
RN
(V (ǫnzn + ǫnz)− V (ǫnzn))φk
∂φk
∂xi
dx
∣∣∣∣ = ok(1),
and so,
lim sup
n→+∞
∣∣∣∣12
∫
RN
(V (ǫnzn + ǫnz)− V (ǫnzn))
∂(φ2k)
∂xi
dx
∣∣∣∣ = ok(1).
Using Green’s Theorem together with the fact that φk has compact support, we find the
limit below
lim sup
n→+∞
∣∣∣∣∫
RN
∂V
∂xi
(ǫnzn + ǫnz)φ
2
k dx
∣∣∣∣ = ok(1),
which leads to
lim sup
n→+∞
∣∣∣∣∂V∂xi (ǫnzn)
∫
RN
|φk|
2 dx
∣∣∣∣ = ok(1).
As ∫
RN
|φk|
2 dx→
∫
RN
|w|2 dx as k → +∞,
it follows that
lim sup
n→+∞
∣∣∣∣∂V∂xi (ǫnzn)
∣∣∣∣ = ok(1), ∀i ∈ {1, ...., N}.
Since k is arbitrary, we derive that
∇V (ǫnzn)→ 0 as n→∞.
Therefore, (ǫnzn) is a (PS)α sequence for V , which is an absurd, because by hypotheses on
V , it satisfies the (PS) condition and (ǫnzn) does not have any convergent subsequence in
R
N .
Denote by Nǫ the Nehari Manifold associated with Iǫ, that is,
Nǫ =
{
u ∈ Hs(RN) \ {0} : I ′ǫ(u)u = 0
}
.
Lemma II.6. For λ ≥ λ∗ and σ > 0, the functional Iǫ restrict to Nǫ satisfies the (PS)c
condition for all c ∈ (mλ(c0) + σ, 2mλ(c0)− σ).
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Proof. Let (un) be a (PS)-sequence for Iǫ constrained to Mǫ. Then Iǫ(un)→ c and
I ′ǫ(un) = θnG
′
ǫ(un) + on(1), (II.8)
for some (θn) ⊂ R, where Gǫ : Hs(RN)→ RN is given by
Gǫ(v) :=
∫
RN
|ξ|2s|v̂|2dξ +
∫
RN
V (ǫx)|v|2 dx−
∫
RN
f(v)v dx.
Notice that G′ǫ(un)un ≤ 0. By standard arguments show that (un) is bounded. Thus, up to
a subsequence, G′ǫ(un)un → l ≤ 0. If l 6= 0, we infer from (II.8) that θn = on(1). In this case,
we can use (II.8) again to conclude that (un) is a (PS)c sequence for Iǫ in H
s(RN), and so,
(un) has a strongly convergent subsequence. If l = 0, it follows that∫
RN
(f ′(un)u
2
n − f(un)un) dx→ 0.
Using the definition of f , we know that
f ′(t)t2 − f(t)t > 0, ∀t ∈ R \ {0}. (II.9)
If u ∈ Hs(RN) is the weak limit of (un), the Fatous’ Lemma combined with the last limit
leads to ∫
RN
(f ′(u)u2 − f(u)u) dx = 0.
Then, by (II.9), u = 0. Applying Corollary II.1, there is (yn) ⊂ RN with |yn| → +∞ such
that
vn = un(·+ yn) ⇀ v 6= 0 in H
s(RN).
By change variable,∫
RN
(f ′(vn)v
2
n − f(vn)vn) =
∫
RN
(f ′(un)u
2
n − f(un)un) dx→ 0.
Applying again Fatous’s Lemma, we get∫
RN
(f ′(v)v2 − f(v)v) dx = 0,
which is an absurd, because being v 6= 0, the inequality (II.9) leads to∫
RN
(f ′(v)v2 − f(v)v) dx > 0,
finishing the proof of the lemma.
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Corollary II.3. If u ∈ Hs(RN) is a critical point of Iǫ restrict to Nǫ, then u is a critical
point of Iǫ in H
s(RN).
Proof. The proof follows arguing as in the proof of Lemma II.6.
The next lemma will be crucial in our study to show a lower estimate involving a special
minimax level, which will be defined later on.
Lemma II.7. Let ǫn → 0 and (un) ⊂ Nǫn such that Iǫn(un) → mλ(c0). Then, there is
(zn) ⊂ RN with |zn| → +∞ and u1 ∈ Hs(RN) \ {0} such that
un(·+ zn)→ u1 in H
s(RN).
Moreover, lim inf
n→+∞
|ǫnzn| > 0.
Proof. Since un ∈ Nǫn, we have that J
′
λ,c0
(un)un < 0 for all n ∈ N. Thus, there is tn ∈ (0, 1)
such that tnun ∈Mc0. Therefore,
(tnun) ⊂Mc0 and Jλ,c0(tnun)→ mλ(c0).
Now, by [29, Lemma 5.1], there are (zn) ⊂ RN , u1 ∈ Hs(RN) \ {0}, and a subsequence of
(un), still denoted by (un), verifying
un(·+ zn)→ u1 in H
s(RN).
Claim II.3. lim inf
n→+∞
|ǫnzn| > 0.
Indeed, as un ∈ Nǫn for all n ∈ N, the function u
1
n = un(·+ zn) must verify∫
RN
|ξ|2s|û1n|
2dξ +
∫
RN
V (ǫnx+ ǫnzn)|u
1
n|
2 dx =
∫
RN
f(u1n)u
1
n dx. (II.10)
Supposing by contradiction, up to a subsequence,
lim
n→+∞
ǫnzn = 0.
Taking the limit of n→ +∞ in (II.10), we get∫
RN
|ξ|2s|û1|
2dξ +
∫
RN
V (0)|u1|
2dx =
∫
RN
f(u1)u1 dx.
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Thereby,
Jλ,V (0)(u1) ≥ mλ(V (0)) > mλ(c0).
On the other hand,
Iǫn(un)→ Jλ,V (0)(u1),
which leads to
mλ(c0) = Jλ,V (0)(u1),
obtaining a contradiction.
III. A SPECIAL MINIMAX LEVEL
In order to prove the Theorem I.1, we will consider a special minimax level. The
construction involves the barycenter function used in [8], see also [1, 17], given by
β(u) =
∫
RN
x
|x|
|u|2 dx∫
RN
|u|2 dx
, ∀u ∈ Hs(RN) \ {0}.
For each z ∈ R and ǫ > 0, let us define the function
φǫ,z(x) = tǫ,zu0
(
x−
z
ǫ
)
,
where tǫ,z > 0 is such that φǫ,z ∈ Nǫ, and u0 ∈ Hs(RN) is a radial positive ground state
solution u0 ∈ Hs(RN) for Jλ,c0, that is,
Jλ,c0(u0) = mλ(c0) and J
′
λ,c0
(u0) = 0,
whose the existence was guaranteed in Lemma II.3.
We establish several properties involving β and φǫ,z.
Lemma III.1. For each r > 0, lim
ǫ→0
(
sup
{∣∣∣∣β(φǫ,z)− z|z|
∣∣∣∣ : |z| ≥ r}) = 0.
Proof. It is enough to show that for any (zn) with |zn| ≥ r and ǫn → 0, we have that∣∣∣∣β(φǫn,zn)− zn|zn|
∣∣∣∣→ 0 as n→ +∞.
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By change variable,
∣∣∣∣β(φǫn,zn)− zn|zn|
∣∣∣∣ =
∫
RN
∣∣∣∣ ǫnx+ zn|ǫnx+ zn| − zn|zn|
∣∣∣∣ |u0(x)|2 dx∫
RN
|u0|
2 dx
.
Since for each x ∈ R, ∣∣∣∣ ǫnx+ zn|ǫnx+ zn| − zn|zn|
∣∣∣∣→ 0 as n→ +∞,
applying the Lebesgue dominated convergence Theorem, we get∫
RN
∣∣∣∣ ǫnx+ zn|ǫnx+ zn| − zn|zn|
∣∣∣∣ |u0(x)|2 dx→ 0.
This proves the lemma.
As an immediate consequence, we have
Corollary III.1. Fixed r > 0, there is ǫ0 > 0 such that
(β(φǫ,z), z) > 0, ∀|z| ≥ r and ∀ǫ ∈ (0, ǫ0).
Define now the set
Bǫ = {u ∈ Nǫ : β(u) ∈ Y }.
Note that Bǫ 6= ∅, because φǫ,0 = 0 ∈ Y, for all ǫ > 0. Associated with the above set, define
the real number Dǫ given by
Dǫ = inf
u∈Bǫ
Iǫ(u).
Next lemma establishes an important relation between Dǫ and mλ(c0).
Lemma III.2.
(a) There exist ǫ0, σ > 0 such that
Dǫ ≥ mλ(c0) + σ, ∀ǫ ∈ (0, σ).
(b) lim sup
ǫ→0
{
sup
x∈X
Iǫ(φǫ,x)
}
< 2mλ(c0)− σ.
(c) There exist ǫ0, R > 0 such that
Iǫ(φǫ,x) ≤
1
2
(mλ(c0) +Dǫ), ∀ǫ ∈ (0, ǫ0) and ∀x ∈ ∂BR(0) ∩X.
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Proof. Proof of (a), From definition of Dǫ, we know that
Dǫ ≥ mλ(c0), ∀ǫ > 0.
Supposing by contradiction that the lemma does not hold, there exists ǫn → 0 such that
Dǫn → mλ(c0) as n→ +∞.
Hence, there exists un ∈ Nǫn, with β(un) ∈ Y , satisfying
Iǫn(un)→ mλ(c0) as n→ +∞.
Thereby, by Lemma II.7, there exist u1 ∈ Hs(RN)\{0} and (zn) ⊂ RN with lim inf
n→+∞
|ǫnzn| > 0
verifying
un(·+ zn)→ u1 in H
s(RN),
that is,
un = u1(· − zn) + wn with wn → 0 in H
s(RN).
From definition of β,
β(u1(· − zn)) =
∫
RN
ǫnx+ ǫnzn
|ǫnx+ ǫnzn|
|u1|
2 dx∫
RN
|u1|
2 dx
.
Repeating the same arguments explored in the proof of Lemma III.1 (see also [8]), we see
that
β(u1(· − zn)) =
zn
|zn|
+ on(1),
and so,
β(un) = β(u1(· − zn)) + on(1) =
zn
|zn|
+ on(1).
Since β(un) ∈ Y , we infer that
zn
|zn|
∈ Yλ for n large enough. Consequently, zn ∈ Yλ for n
large enough, implying that
lim inf
n→∞
V (ǫnzn) > c0.
Making A = lim inf
n→∞
V (ǫnzn), the last inequality together with Fatous’s Lemma yields
mλ(c0) = lim inf
n→∞
Iǫn(un) ≥ Jλ,A(u1) ≥ mλ(A) > mλ(c0),
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which is an absurd, recalling that J ′A(u1)u1 = 0 and u1 6= 0.
Proof of (b). Using condition (V4) , since u0 is a ground state solution associated with Ic0,
we deduce that there is ǫ0 > 0 such that
sup
x∈X
Iǫ(φǫ,x) ≤ Ic0(u0) +
3
5
Ic0(u0) = mλ(c0) +
3
5
mλ(c0) < 2mλ(c0), ∀ǫ ∈ (0, ǫ0).
Proof of (c). From (V1), given δ > 0, there are R, ǫ0 > 0 such that
sup{Iǫ(φǫ,x) : x ∈ ∂BR(0) ∩X} ≤ mλ(c0) + δ ∀ǫ ∈ (0, ǫ0).
Fixing δ = σ
4
, where σ was given in (a), we have that
sup{Iǫ(φǫ,x) : x ∈ ∂BR(0) ∩X} ≤
1
2
(
2mλ(c0) +
σ
2
)
<
1
2
(mλ(c0) +Dǫ) ∀ǫ ∈ (0, ǫ0).
Now, we are ready to show the minimax level. Define the map Φǫ : X → Hs(RN) as
Φǫ = φǫ,x. Denoting by P the cone of nonnegative functions of H
s(RN), let us consider the
set
Σ = {Φǫ : x ∈ X, |x| ≤ R} ⊂ P,
the class of functions
H =
{
h ∈ C(P ∩ Nǫ, P ∩ Nǫ) : h(u) = u, if Iǫ(u) <
1
2
(mλ(c0) +Dǫ)
}
and finally the class of sets
Γ = {A ⊂ P ∩ Nǫ : A = h(Σ), h ∈ H}.
Lemma III.3. If A ∈ Γ, then A ∩ Bǫ 6= ∅ for all ǫ > 0.
Proof. It is enough to show that for all h ∈ H, there is x∗ ∈ X with |x∗| ≤ R such that
β(h(Φǫ(x∗))) ∈ Y.
For each h ∈ H, we set the function g : RN → RN given by
g(x) = β(h(Φǫ(x))) ∀x ∈ R
N ,
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and the homotopy F : [0, 1]×X → X as
F(t, x) = tPX(g(x)) + (1− t)x,
where PX is the projection onto X = {(x, 0) : x ∈ RN}. By using Corollary III.1, fixed
R > 0 and ǫ > 0 small enough, we have that
(β(F(t, x)), x) > 0, ∀(t, x) ∈ [0, 1]× (∂BR ∩X).
Using the homotopy invariance property of the Topological degree, we derive
d(g, BR ∩X, 0) = 1,
implying that there exists x∗ ∈ BR ∩X such that β(h(Φǫ(x∗))) = 0.
Now, define the min-max value
Cǫ = inf
A∈Γ
sup
u∈A
Iǫ(u).
From Lemma III.3,
Cǫ ≥ Dǫ ≥ mλ(c0) + σ, (III.1)
for ǫ is small enough. On the other hand,
Cǫ ≤ sup
x∈X
Iǫ(φǫ,x), ∀ǫ > 0.
Then, by Lemma III.2(b), if ǫ is small enough
Cǫ ≤ sup
x∈X
Iǫ(φǫ,x) < 2mλ(c0)− σ. (III.2)
From (III.1) and (III.2), there is ǫ0 > 0 such that
Cǫ ∈ (mλ(c0) + σ, 2mλ(c0)− σ), ∀ǫ ∈ (0, ǫ0). (III.3)
Now, we can use standard min-max arguments to conclude that Iǫ has at least a critical
point in P ∩ Nǫ if ǫ is small enough.
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IV. FINAL COMMENTS
The same approach used in the present paper can be used to prove the existence of
solution for problems with subcritical growth like
ǫ2s(−∆)su+ V (z)u = f(u) in RN .
To do this, it is enough to assume that f verifies the following conditions:
(f1) lim
s→0
f(s)
s
= 0.
(f2) There is θ > 2 such that
0 < θF (s) := θ
∫ s
0
f(t)dt ≤ sf(s), for all s ∈ R \ {0}.
(f3) The function s→
f(s)
s
is strictly increasing in |s| > 0.
Related to function V we assume (V1)−(V4), however (V4) must be written of the following
way
(V4) m(V (0)) ≥ 2m(c0) and c1 ≤
[
1 +
3
5
(
1
2
−
1
θ
)]
c0.
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