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.ZBSTR:\Cf 
This paper gives conditions that the product of EP, matrices be EpY. These 
conditions yield results on matrices satisfying the reverse order law for the general- 
ized inverse. Also, conditions are given under which a matrix of rank Y is a product 
of EP, matrices. 
1. INTRODUCTION 
All matrices considered here are square matrices with complex entries 
unless the contrary is specified. The conjugate transpose of the matrix 
A is denoted by A*. The matrix A is called EP, a concept introduced 
by Schwerdtfeger [131, if A and A* have the same null space. If we want 
to emphasize the rank, an EP matrix of rank Y is called an EP, matrix. 
The null space of the matrix -4 is denoted by A’(A). A” is column i, A, is 
row i of A. 
This paper is concerned with two questions about products of EP, 
matrices. 
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(1) If A and B are E P, matrices, when is AB an EP, matrix ? 
(2) When is a matrix of rank Y a product of EP, matrices? 
The second question was raised in [9]. As an application of our results 
we give a new class of matrices satisfying the reverse order law for the 
generalized inverse of a matrix product, and we also give a new proof 
of a recent result of I. Erdelyi on products of normal partial isometries 
[4] (Section 4). 
The range space of the matrix A is the erector space, denoted R(A), 
{Ax i ,2: is an n x 1 matrix}. It is immediate that X(A) is precisely the 
column space of A. We shall require the following 
THEOREM 1. If A is an n x n matrix the following aye equivalent.’ 
(i) A is an EP, matrix. 
(ii) A has rank Y and there is a nonsingular N such that A* = iVA. 
(iii) A has rank Y and there is an S such that il* = NA. 
(iv) A can be refiresented as 
D DX* 
A = P 
XD XDX* i 
y*, 
where P is a permutation matrix and D is a nonsingular Y x 7 matrix. 
(v) il and A* have the same range space. 
The equivalence of (i)-(iv) is established in [9, lo]. The proof for 
(v) given is incorrect, and we fill this gap here. 
We first assume (ii) so that A* = A(N*)-l implying R(A*) G R(A). 
Then rank A = rank A* implies that (v) holds. 
Conversely, assume (v). Then there are scalars cl+ . . . , cnj (1 < j < n) 
such that A3 = 2’4 c;~(A*)~ (1 < j < n). If we put C = (ca), then 
A = A*C so that A* = C*A and (iii) holds. 
2. SOLUTION OF THE FIRST PROBLEM 
It was shown in [‘i] that the product of EP matrices is not necessarily 
EP, but that the product of two commuting EP matrices is again EP. 
Even in this case the product of two EP, matrices need not be EP,. 
For example, 
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and 
are commuting EP, matrices and the product is EP,. As a first approx- 
imation to the answer of question (1) in Section 1 we prove 
THEOREM 2. Let A, and A, (n > 1) be EP, matrices and su@ose the 
product A, . ’ . A, has rank Y. Then A,. ’ * A, is EP, if and only if R(A,) = 
R(A,J. 
Proof. Certainly R(A, * - * A,) c R(A,) and R(A,* - - . Al*) c !?(A,,*). 
The hypothesis on the ranks establishes R(A, . . * A,) = R(A,) and also 
R(A,* . - * Al*) = R(A,*). Moreover, condition (v) of Theorem 1 shows 
that R(A,*) = R(A,J. 
If the product A i . . -A,,isEP,, then(Theoreml (v),again) R(A, *. -A,) = 
R(A,* . + . A,*) and so R(A,) = R(A,) follows. 
The proof of the converse is similar. 
Remark 1. One notes the hypothesis that A be EP, was not used 
to prove that AB is EP,, and in fact A need not be EP,. (That is, Theorem 
2 is valid under the weakened hypothesis that A,L alone be EP,.) Consider 
and l3= 
We shall turn to the question of necessary conditions on A in Section 5 
(Theorem 9). 
THEOREM 2'. Let A and B be EP, matrices. Then A B is an EP, 
matrix if and only if AB has rank Y and R(A) = R(B). 
COROLLARY 1. If A, B, and A B aye EP, matrices, 
E P, matrix. 
This result was proven by a more elaborate method in 
result on products we note 
then BA is an 
[9]. As another 
COROLLARY 2. If A, B, C, AB, and BC are EP, matrices, then ABC 
is an EP, matrix-. 
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We want to sharpen Theorem 2’ and answer question (1) of Section 1. 
First we need a Lemma. 
LEMMA 1. Let A and B be n x n EP, matrices. Then R(A) = R(B) 
if and only if N(A) = N(B). 
More generally, let A and B be n x 9% matrices of rank Y. Then R(A) = 
R(B) if and only if N(A*) = N(B*). 
Proof. It certainly suffices to prove the second statement. 
Let R(A) = R(B). As in the proof of the equivalence of (i) and (v) 
of Theorem 1, there is a matrix C such that B = AC. Then B* = C*A* 
implying N(A*) s N(B*). The required equality follows from rank 
A* = rank B*. 
Conversely, N(A*) = N(B*) implies [14, p. 921 A* = CB*, which 
yields the result. 
Now we are in a position to prove the main result of this section. 
THEOREM 3. Let A and B be EP, matrices. Then A B is an EP, 
matrix if and only if R(A) = R(B) . 
Proof. Let a+, be the complex vector space with 
product (x, y) = x*y, x, y E a,. If we denote by N(B) 
complement of N(B), then we have [6, Theorem 7.81 
rank AB = Y - dim(N(A) nN(B*)‘). 
the usual inner 
I- the orthogonal 
Assuming that A and B have the same range space and noting K,, has 
no isotropic vectors, it follows that rank A B = 7. Thus we apply Theorem 
2’. 
The converse is included in Theorem 2’. 
Remark 2. Over an arbitrary field we may say that the n x n 
matrix A of rank r is EP, if A and A’ have the same null space, A’ the 
transpose of A. Then Theorem 2 is valid, but Theorem 3 does not hold. 
For example, consider 
over GF(2). Then AB is not EP,. Thus the product of two EP, matrices 
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need not be an EP, matrix, even if it is an EP matrix. Moreover, the 
example 
over GF(2) shows the product of two EP, matrices with the same range 
space is not even necessarily an EP matrix. We. note there is nothing 
special about the prime 2 in this context. The example can easily be 
modified to work for any field of characteristic 9 > 0. 
3. DETERMINATION OE‘ THE SET B, = {B 1 B AN EP, MATRIX TVITH R(B) = 
R(A)}, FOR A .4 FIXED EP, MATRIX 
We require two lemmas. The first is known [9, lo], but we provide 
a proof which seems to be new and has as a consequence a new char- 
acterization of EP, matrices. 
LEMMA 2. Let A be an n x n matrix. A is an EP, matrix if and only 
if there is a unitary matrix U and a nonsingular 7 x 7 matrix D such that 
.4 = u u* 
Proof. The sufficiency is immediate. Assume that A is EP,. Then 
A* =NA where N is nonsingular so that A*A = NA2 and thus rankA*A= 
rank A2. Over the complex field A*A and A have the same rank so that 
rank A2 = rank A which implies that R(A) fl N(A) = (0). Thus 
(4, = WA) + N(A) 
where the sum is a direct sum. Choose an orthonormal basis {x1, . . . , x,) 
of R(A) = R(A*) and extend it to a basis {x1,. . ., xr, AC,+,, . . ., x,} of 
6% where (x”+r, . ., xn} is an orthonormal basis of N(A). 
If (u, V) denotes the usual inner product on Kfi and 1 < i < Y < j < vz 
it follows that 
(xb, xj) = (A*y, xj) = (y, A+) = 0 
and hence {x1, . . . , xn} is an orthonormal basis of Q,. If we consider A 
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as the matrix of a linear transformation relative to any orthonormal 
basis of K,, then 
for some unitary matrix U and nonsingular r x Y matrix D. 
COROLLARY. Let A be an n x n matrix of rank r. A is an EP, matrix 
if and only if there is a basis {x1, . . . , xv} of R(A) and a basis {x1+,, . . . , x,,> 
of N(A) such that {x1, . . . , xn} is an orthonormal basis of c&. 
The next lemma is clear. 
LEMMA 3. Let A and B be n x n matrices and U any nonsing~lar 
n x n matrix. Then R(A) = R(B) if and only if R(UAU*) = R(UBU*). 
Also, N(A) = N(B) if and only if N(UAU*) = N(UBU*). 
Now we are ready to determine B,. First let 
where D is a nonsingular Y x r matrix. Let B E B, and suppose 
where E is an Y x Y matrix. Because R(A) = R(B) is the column space 
it is clear that G and H must be zero matrices. Moreover, N(B) = N(B*) 
implies that F is also a zero matrix. Then E is nonsingular. On the other 
hand, any matrix 
E 0 
i 1 0 0 
where E is a nonsingular Y x Y matrix is certainly a member of B,. 
Now let A be any EP, matrix. There is a unitary matrix U such that 
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where D is a nonsingular Y x r matrix. Then B E B, if and only if U*BU E 
BU*A,-, and it follows that B, consists of the matrices 
u u* 
where E is any nonsingular 
In particular, this shows 
4. APPLICATIONS 
Y x Y matrix. 
that B, is isomorphic to GL(r, 6). 
At is called the generalized &verse of A if 
(i) AAtA =A, 
(ii) AtAAt = A+, 
(iii) AAt and AtA are Hermitian. 
Penrose [ll] has shown that At always exists and is unique. (In fact, 
it is shown this is true for any rectangular matrix, but we continue to 
restrict attention to square matrices.) Usually (AB)+ # BtAt and recently 
attention has been focused on the problem of determining conditions 
under which (AB)+ = BtAt; see [l, 2, 3, 5, 81. 
From the representation of the set B, and the formula (UAV)+ = 
V*A+lJ* where U and V are unitary matrices [ll], the following is 
immediate. 
THEOREM 4. If A and B are EP, matrices and R(A) = R(B), then 
(AB)” = BtAt. That is, if A, B, and AB are EP, matrices, then (AB)+ = 
B+A+. 
In connection with Theorem 4 consider the following example. 
Then 
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and one checks that A and B are EP,, AB is EP,, but (AB)+ # BtAt. 
That is, the condition AB EP, cannot be relaxed to require only that AB 
be EP. 
The converse of Theorem 4 is valid. As preliminaries we prove two 
lemmas, which are of some independent interest, as well. 
LEMMA 4. If A and B aye EP, matrices and AB has rank 7, then BA 
has rank 7. 
Proof. We proceed as in Theorem 3. 
rank AB = rank B - dim(N(A) fl N(B*)‘-) 
so that 
N(A) n N(B*)i = (0) 
From a dimension argument and the condition N(B) = N(B*), it follows 
that 
En = N(A) + N(B)‘. 
Then 
(0) = ES1 = (N(A) + N(B)l)-‘- = N(A)l nil’(B), 
and rank BA = 7 follows. 
LEMMA 5. I.t 
is an n x n EP, matrix where E is an 7 x 7 matrix and if (E F) has 
rank 7, then E is nonsingular. Moreover, there is an (S - 7) x 7 matrix 
K such that 
E 
A= 
KE 
Proof. The product 
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(where I, is the r x r identity matrix) is a product of EP, matrices 
which has rank r. By Lemma 4 the product 
has rank Y. It follows [13, p. 521 that E has rank Y. 
Hence there is an (n - r) x Y matrix K and an r x (TZ - r) matrix 
L such that 
Now set 
and consider 
E EL--K* 
CAC* = 0 
) 0 ’ 
which is again EP,. From N(A) = N(CAC*) it follows that EL - EK* = 
0 and so L = K*, completing the proof. 
We remark that the converse of Lemma 5 is false; that is, if (E F) 
is an r x n matrix of rank r and B is a nonsingular r x r matrix, then 
it is not necessarily possible to add n - r rows to (E F) so the resulting 
matrix is EP,. For example, 
1 2 1 
( 1 1 1 0 
has this property. If this could be extended to an EP, matrix there 
would be K* = (x y)’ such that 
(: Y)(t) = 6). 
Then x = - 1, y = 1 and the resulting matrix is not EP,. 
THEOREM 5. If A and B are EP, matrices, rank A B = r, and (AB)+ = 
BtAt, then AB is EP. r 
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Proof. There is a unitary matrix U such that 
where D is a nonsingular 7 x 7 matrix. Set 
Then 
AND I. J. KATZ 
has rank 7 and thus 
has rank 7. It follows that 
( Bl 0 4 01 and ( 4B3 0  i 
have rank Y so that B, is nonsingular. As in Lemma 5 
UBU* = ! B, BIK* KB, KBIK* 
Penrose [12] has noted the following representation for the generalized 
inverse. If a matrix is partitioned as 
(: ::iL’.i;l)~ 
where L is nonsingular and has rank equal to that of the whole matrix, 
then the generalized inverse is 
( 
L*PL* L*PN* 
M*PL* 1 M*PN* ’ 
where P = (LL* + MM*)-lL(L*L + N*N)-l. We note the partition 
of UBU* has the form to which Penrose’s representation is applicable 
so we have 
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where Q = (I + K*K)-lB,-l(I + K*K)-1. Observing that 
and substituting the various expressions in 
we 
UABU* = (UABU*)(UABU*)+(UABU*) 
= (UABU*)U(AB)‘U*(UABU*) 
= (UABU*)(UB+U*)(UAtU*)(UABU*), 
find 
and thus 
DB, = DB,(I + K*K)QB1 
QB, = (I + K*K)-I. 
Substituting this expression in the definition of Q we find Q-l = B,. 
Using this and condition (ii) of the definition of generalized inverse we 
find 
QD-’ = (I + K*K)QD-l 
so that 
Thus K*K = 0 so 
is EP,, completing 
The matrices 
1 0 
0 0 
A= 
0 0 
0 0 
I+K*K=I. 
that K = 0. This implies that B E B, and so AB 
the proof. 
Linear _4lgebra and Its Applications 2(1969), 87-103 
98 T. S. BASKETT AND I. J. KATZ 
are EP, and (AB)+ = BtAt, but AB is not EP. Thus the hypothesis 
that rank AB = r cannot be dropped. 
As a related result we prove 
THEOREM 6. Let A and B be EP, matrices and rank AB = Y. If 
(AB)+ = AtBt, then AB is EP, (so that (AB)+ = BtAt), and AB = BA. 
Proof. An easy computation shows that R(C*) = R(Ct) holds for 
any matrix C. Then 
R(B) = R(B*) = R(B*A*) = R((AB)*) = R((AB)+) 
= R(A+B+) E R(A+) = R(A*) = R(A) 
and so R(A) = R(B). Thus AB is EP,. Hence 
and UBU* = 
where U is unitary, and D and E are nonsingular Y x 7 matrices. Then 
A+Bt = BtAt implies DE = ED so that AB = BA. 
Let 
A=(; i), B=(K ;). 
Then A and B are EP, and (AB)+ = AtBt, but AB is not EP,.* 
An n x n matrix A is called a partial isometry if (Ax, Ax) = (x, x) 
for all x E N(A) I. This notion is usually defined for rectangular matrices, 
but we again confine attention to square matrices. 
Erdelyi [4] has recently proven the following theorem. 
THEOREM. Let A and B be normal partial isometries of rank Y, and 
and 
where U and V aye n x n unitary matrices and U, and Vl aye r x r unitary 
* Note that AB is EP. This is an instance of the following theorem, to be included 
in a subsequent paper: If A and B are EP matrices and (AB)f = AtB+, then AB 
is an EP matrix. 
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matrices. The product AB is a normal partial isometry of rank Y if and 
only if the matrix U*V is block-diagonal and conformable with 
Proof. Suppose that AB is a normal partial isometry of rank Y. 
In particular, AB is an EP, matrix and so R(A) = R(B). We may let 
A=S S*, 
where S is unitary and D and E are nonsingular Y 
7, it follows that PD and U,N are zero matrices and hence 
P and N are zero matrices. Similarly, one shows that S*V is a block- 
diagonal matrix conformable with U*S, implying the result. 
For the converse, let 
It is clear that R is unitary. Then 
VABV* = VU* cz ;j UV’* (7 ;j vv* = (,.,RVl ::). 
Put W = R*UIRV. W’ is a unitary matrix so it acts unitarily on R(W) 
and thus on R(W*), because R(W*) c R(W). R(W*) may be considered 
as R(VB*A*V*) = N(VABV*)l and so VABV* is a partial isometry. 
Then noting that R(VB*A*V*) = VR(B*A*) and choosing x E N(AB)l = 
R(B*A*), we have 
(x, X) = (Vx, Vx) = (VABV*Vx, VABV*Vx) = (VABx, VABx) 
= (ABx, ABx) 
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and so AB is a partial isometry. Certainly AB is normal so the proof 
is complete. 
We remark that the proof given by Erdelyi makes explicit use of the 
generalized inverse, and we avoid this concept. We also note the condition 
that AB be a partial isometry was not used in the proof of the necessity. 
5. SOLUTION OF THE SECOND PROBLEM 
The solution of question (2) of Section 1 involves the notion of P, 
matrix, introduced by Schwerdtfeger. An n x n matrix of rank Y is called 
a P, matrix if it has a principal Y x r submatrix that is nonsingular. 
LEMMA 6. Let 
be an n x n matrix of rank r. If E is alz Y x r nonsingdar matrix, then 
where S and T are EP, matrices (and I, is the r x r identity matrix). 
Proof. Write 
M=P Q 
where P and Q are nonsingular. If we put 
A B 
P= and Q=c D' 
i i 
then 
M= 
and AA = E is nonsingular. Thus A and A are nonsingular so 
and (A d) 
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have rank Y. Thus there is an (n - Y) x Y matrix X and an r x (n - r) 
matrix Y such that XA = C and KY = l?. 
Put 
s= 
( 
;A ;;;*)’ ‘=(;A ;;Yj’ 
By Theorem 1 (iv), S and 1‘ are EP,. Finally, 
1, 0 
Al = s 
( 1 0 0 
T. 
THEOREN 7. Let A be an n x n matrix of rank r. If A is a P, matrix, 
then A is a product of EP, matrices. 
Proof. Let E be a principal Y x 7 nonsingular submatrix of A. There 
is a permutation matrix P such that 
By Lemma 6, 
where S and I’ are EP,. Hence 
I? 0 
A = (P’SP)P’ 
( i 
o o P(P’TP) 
and the proof is completed by noting that B is EP, if and only if P’BP 
is EP,. 
It is immediate that we can restate this result as 
THEOREM 7’. Let A be an n x n matrix of rank 7. If A is unitarily 
similar to a P, matrix, then A is a product of EP, matrices. 
The converse of Theorem 7 is false as the following example shows. 
A=[; i a), B=c; ; a), C=(x ; ;.. 
These matrices are EP, and ABC has rank 2, but is not P,. 
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As a partial converse we prove 
THEOREM 8. Let A and B be n x n EP, matrices. If AB has rank 7, 
then AB is unitardy similar to a P, matrix. 
Proof. Hy Lemma 2 there is a unitary matrix U such that 
where D is an 7 x 7 nonsingular matrix. Put 
UBU* = 
where E is 7 x 7. Then 
UA BU* = 
has rank 7. Thus D(E F) has rank 7 and it follows that (E F) has 
rank 7. By Lemma 5, E is nonsingular. Hence DE is also nonsingular 
and thus UABU* is a P, matrix. 
Finally we give a theorem related to Remark 1 of Section 2. 
THEOREM 9. Let A and B be n X n matrices. If A has rank 7 and 
B and A B are EP, matrices, then A is a product of EP, matrices. 
Proof. Let 
UBU* = 
where U is unitary, D is a nonsingular 7 x 7 matrix, and E is an 7 X 7 
matrix. Then 
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is EP, so that GD = 0. Hence G = 0 and so E is nonsingular. Then 
apply Lemma 6. 
If the hypothesis that A has rank Y is dropped the statement of the 
theorem becomes false. For example, consider 
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