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CENTRALLY SYMMETRIC CONFIGURATIONS OF
ORDER POLYTOPES
TAKAYUKI HIBI, KAZUNORI MATSUDA, HIDEFUMI OHSUGI, AND KAZUKI SHIBATA
Abstract. It is shown that the toric ideal of the centrally symmetric configura-
tion of the order polytope of a finite partially ordered set possesses a squarefree
quadratic initial ideal. It then follows that the convex polytope arising from the
centrally symmetric configuration of an order polytope is a normal Gorenstein
Fano polytope.
Introduction
Gorenstein Fano polytopes (reflexive polytopes) are interested in many researchers
since they correspond to Gorenstein Fano varieties and are related with mirror sym-
metry. See, e.g., [4, §8.3] and its References. One of the most important problem is
to find new classes of Gorenstein Fano polytopes. The centrally symmetric configu-
ration [9] of an integer matrix supplies one of the most powerful tools to construct
normal Gorenstein Fano polytopes. The purpose of the present paper is to study the
centrally symmetric configuration of the integer matrix associated with the order
polytope of a finite partially ordered set.
Let Zd×n denote the set of d × n integer matrices. Given A ∈ Zd×n for which
no column vector is a zero vector, the centrally symmetric configuration of A is the
(d+ 1)× (2n+ 1) integer matrix
A± =


0
... A −A
0
1 1 · · · 1 1 · · · 1

 .
On the other hand, the centrally symmetric polytope arising from A is the convex
polytope Q
(sym)
A which is the convex hull in R
d of the column vectors of the matrix
 0... A −A
0

 .
We focus our attention on the problem when Q
(sym)
A is a normal Gorenstein Fano
polytope. In general, the origin is contained in the interior of Q
(sym)
A ⊂ R
d. Suppose
that A ∈ Zd×n satisfies ZA = Zd. (Here ZA = {z1a1 + · · ·+ znan | z1, . . . , zn ∈ Z}
for A = [a1, . . . , an] ∈ Z
d×n.) Then Lemma 1.1 in Section 1 guarantees that if the
toric ideal IA± of A
± possesses a squarefree initial ideal with respect to a reverse
1
lexicographic order for which the variable corresponding to the column [0, . . . , 0, 1]t
is smallest, then Q
(sym)
A is a normal Gorenstein Fano polytope.
In [9], it is shown that if rank(A) = d and all nonzero maximal minors of A
are ±1, then Q
(sym)
A is a normal Gorenstein Fano polytope. However, the converse
does not hold. It is mentioned the existence of a matrix A such that A does not
satisfy the above condition but Q
(sym)
A is a normal Gorenstein Fano polytope ([9,
Example 2.16]). Hence to construct an infinite family of matrices A like this is an
important problem. The aim of this paper is to give an answer of this problem by
using partially ordered sets.
Let P be a partially ordered set (poset) on [d] = {1, . . . , d} and e1, . . . , ed the
unit coordinate vectors of Rd. Given a subset α ⊂ P , we write ρ(α) ∈ Rd for the
vector
∑
i∈α ei. A poset ideal of P is a subset α ⊂ P such that if a ∈ α and b ∈ P
together with b ≤ a, then b ∈ α. In particular, the empty set as well as P itself is a
poset ideal of P . Let J (P ) denote the set of poset ideals of P . Note that J (P ) has
the structure of distributive lattice under inclusion, moreover, for any distributive
lattice D, there exists a poset P such that D ∼= J (P ) by Birkhoff’s Theorem [2].
The order polytope O(P ) is the d-dimensional polytope which is the convex hull
of {ρ(α) |α ∈ J (P )} in Rd. See [11]. We then write AP for the integer matrix
whose column vectors are those ρ(α)t with α ∈ J (P ) \ {∅}. This integer matrix
AP always satisfies ZAP = Z
d, but does not always satisfy the condition that all
nonzero maximal minors of AP are ±1 (Proposition 2.4). We prove that Q
(sym)
AP
is a
normal Gorenstein Fano polytope for any partially ordered set P .
The present paper is organized as follows. In Section 1, we recall basic materials
on toric ideals of configurations as well as Fano polytopes. In Section 2, we will
prove that, for an arbitrary finite partially ordered set P , the toric ideal IA±
P
of A±P
possesses a squarefree quadratic initial ideal with respect to a reverse lexicographic
order for which the variable corresponding to the column [0, . . . , 0, 1]t is smallest
(Theorem 2.2). In particular, the centrally symmetric polytope Q
(sym)
AP
arising from
an arbitrary finite partially ordered set P is a normal Gorenstein Fano polytope
(Corollary 2.3). Finally, in Section 3, we compute the δ-vectors of the centrally
symmetric polytope Q
(sym)
AP
, where P is an antichain.
1. Centrally symmetric configurations and Fano polytopes
We recall fundamental materials on centrally symmetric configurations and Fano
polytopes. Let, as before, Zd×n denote the set of d× n integer matrices.
a) Configuration
A matrix A ∈ Zd×n is called a configuration if there exists a hyperplane H ⊂ Rd
not passing the origin of Rd such that each column vector of A lies on H.
Let K be a field and K[T±1] = K[t1, t
−1
1 , . . . , td, t
−1
d ] the Laurent polynomial ring
in d variables over K. We associate each vector a = [a1, . . . , ad]
t ∈ Zd, with the
Laurent monomial T a = ta11 · · · t
ad
d ∈ K[T
±1]. Given a configuration A ∈ Zd×n with
a1, . . . , an its column vectors, the toric ring K[A] of A is the monomial subalgebra
of K[T±1] which is generated by T a1, . . . , T an. Let K[X ] = K[x1, . . . , xn] denote the
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polynomial ring in n variables over K. We define the surjective ring homomorphism
π : K[X ] → K[A] by setting π(xi) = T
ai for i = 1, . . . , n. The kernel IA of π is
called the toric ideal of A.
b) Fano polytope
A convex polytope P ⊂ Rd is called integral if each vertex of P belongs to Zd. We
say that an integral convex polytope P ⊂ Rd is normal if, for each integer N > 0
and for each a ∈ NP ∩ Zd, there exist a1, . . . , aN belonging to P ∩ Z
d such that
a = a1 + · · ·+ aN . Now, an integral convex polytope P ⊂ R
d is said to be a Fano
polytope if the dimension of P is d and if the origin of Rd is the unique integer point
belonging to the interior of P. A Fano polytope P ⊂ Rd is called Gorenstein if its
dual polytope
P∨ = {x ∈ Rd | 〈x,y〉 ≤ 1 for all y ∈ P}
is integral, where 〈x,y〉 is a canonical inner product of Rd.
We now come to an essential lemma on normal Fano polytopes. We refer the
reader to [14] and [6, Chapters 1 and 5] for basic information on initial ideals of
toric ideals, regular and unimodular triangulations of integral convex polytopes.
Lemma 1.1. Let P ⊂ Rd be an integral convex polytope such that the origin is
contained in its interior. Let P ∩ Zd = {a1, . . . , an} and
A =
[
a1 · · · an
1 · · · 1
]
∈ Z(d+1)×n.
Suppose that ZA = Zd+1 and that there exists an ordering of the variables xi1 <
· · · < xin for which ai1 = 0 such that the initial ideal in<(IA) of the toric ideal IA
with respect to the reverse lexicographic order < on K[X ] induced by the ordering is
squarefree. Then P is a normal Gorenstein Fano polytope.
Proof. The existence of an initial ideal as stated above guarantees that P possesses
a unimodular triangulation ∆ (i.e., a triangulation ∆ of P such that the normalized
volume of each maximal simplex in ∆ is one) for which each maximal face of ∆
contains the origin of Rd as a vertex. See [14, Proposition 8.6 and Corollary 8.9]. It
then follows easily that P is Fano and that the supporting hyperplane of each facet
of P is of the form
{[z1, . . . , zd]
t ∈ Rd | a1z1 + · · ·+ adzd = 1}
with each ai ∈ Z. Hence the dual polytope of P is integral. Furthermore, in
general, the existence of a unimodular triangulation of P says that P is normal (see
[14, Proposition 13.15]). 
c) Centrally symmetric configuration
In [9], the centrally symmetric configuration A± of a matrix A ∈ Zd×n is intro-
duced:
A± =


0
... A −A
0
1 1 · · · 1 1 · · · 1

 .
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A basic fact obtained in [9] is:
Proposition 1.2 ([9]). Let A ∈ Zd×n be a matrix such that ZA = Zd and whose
nonzero maximal minors are ±1. Then the toric ideal IA± of A
± possesses a square-
free quadratic initial ideal with respect to a reverse lexicographic order for which the
variable corresponding to the column [0, . . . , 0, 1]t is smallest. In particular, Q
(sym)
A
is a normal Gorenstein Fano polytope.
Remark 1.3. In general, A ∈ Zd×n is called unimodular if rank(A) = d and all
nonzero maximal minors of A have the same absolute value. If we assume ZA = Zd,
then A is unimodular if and only if all nonzero maximal minors of A are ±1.
Example 1.4. Let A be the following configuration:
A =


0
... A′
0
1 1 · · · 1

 where A′ =


1 0 0 0 0 1 1 0 0 0
1 1 0 0 0 0 0 1 0 1
0 1 1 0 0 0 1 0 1 0
0 0 1 1 0 0 0 1 0 0
0 0 0 1 1 0 0 0 1 0
1 1 1 1 1 1 1 1 1 1

 .
Then we have ZA = Z7 but A is not unimodular. The initial ideal in<(IA) of IA
with respect to any reverse lexicographic order < is squarefree. Moreover, IA has a
quadratic Gro¨bner basis with respect to some reverse lexicographic order such that
the smallest variable is x1. In addition, K[A] is Gorenstein. On the other hand,
Q
(sym)
A is not normal. We can check that IA± is not generated by quadratic binomials
and Q
(sym)
A is not Gorenstein by using the software package CoCoA [3].
2. Centrally symmetric configurations of order polytopes
In this section, we prove that, for any poset P ,
• the toric ideal IA±
P
possesses a squarefree quadratic initial ideal with respect
to a reverse lexicographic order such that the smallest variable corresponds
to the origin; (Theorem 2.2);
• Q
(sym)
AP
is a normal Gorenstein Fano polytope (Corollary 2.3).
Let P be a poset on [d] = {1, . . . , d} and let K[s, T±1] = K[s, t1, t
−1
1 , . . . , td, t
−1
d ] be
a Laurent polynomial ring in d+1 variables over K. We set SP to be the polynomial
ring in variables z, xI (∅ 6= I ∈ J (P )), and yI (∅ 6= I ∈ J (P )) over K. We define
the ring homomorphism π : SP → K[s, T
±1] by setting π(z) = s, π(xI) = s
∏
i∈I ti
and π(yI) = s
∏
i∈I t
−1
i . Then the toric ideal IA±
P
is the kernel of π and the toric ring
K[A±P ] is the image of π. Let < be a reverse lexicographic order on SP which satisfies
xI < xJ and yI < yJ for all I, J ∈ J (P ) with I ⊂ J . Here we set x∅ = y∅ = z and
hence z is the smallest variable in SP .
Example 2.1. Let P be the poset on {1, 2, 3, 4, 5} with the partial order 1 < 3, 2 <
3, 2 < 4 and 4 < 5. In this case, AP is the following matrix
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

1 0 1 0 1 1 0 1 1 1
0 1 1 1 1 1 1 1 1 1
0 0 0 0 1 0 0 1 0 1
0 0 0 1 0 1 1 1 1 1
0 0 0 0 0 0 1 0 1 1

 .
Then the initial ideal of IA±
P
with respect to a reverse lexicographic order < is
generated by 66 squarefree quadratic monomials.
Theorem 2.2. Let G be the set of binomials of the following types:
xIxJ − xI∪JxI∩J , yIyJ − yI∪JyI∩J (I 6∼ J)
xIyJ − xI\kyJ\k (k is a maximal element of both I and J).
Then G is a Gro¨bner bases of IA±
P
with respect to a reverse lexicographic order <,
and the initial monomial of each binomial in G is the first monomial.
Proof. Let in(G) = 〈in<(g) | g ∈ G〉. Assume that G is not a Gro¨bner bases of IA±
P
.
Then there exists a non-zero irreducible homogeneous binomial f = u − v ∈ IA±
P
such that neither u nor v belongs to in(G). It then follows that there exist I, J , I ′,
and J ′ satisfying:
u = zα
∏
I∈I
x
pI
I
∏
J∈J
y
qJ
J , v = z
α′
∏
I′∈I′
x
p′
I′
I′
∏
J ′∈J ′
y
q′
J′
J ′ ,
where 0 < pI , qJ , p
′
I′, q
′
J ′ ∈ Z for all I ∈ I, J ∈ J , I
′ ∈ I ′, and J ′ ∈ J ′.
Since xIyI ∤ u, v for all ∅ 6= I ∈ J (P ), we have I ∩ J = I
′ ∩ J ′ = ∅. Moreover,
since xIxJ , yIyJ ∤ u, v for all I 6∼ J , we can see that I,J , I
′, and J ′ are totally
ordered sets. In addition, we have I ∩ I ′ = J ∩ J ′ = ∅ since f is irreducible.
Let p =
∑
I∈I pI , q =
∑
J∈J qJ , p
′ =
∑
I′∈I′ p
′
I′ and q
′ =
∑
J ′∈J ′ q
′
J ′. Then
π(u) = sα+p+q
∏
I∈I
(∏
i∈I
ti
)pI ∏
J∈J
(∏
j∈J
t−1j
)qJ
,
π(v) = sα
′+p′+q′
∏
I′∈I′
(∏
i∈I′
ti
)p′
I′ ∏
J ′∈J ′
(∏
j∈J ′
t−1j
)q′
J′
.
Since π(u) = π(v),
(1)
∑
I∈I
a∈I
pI −
∑
J∈J
a∈J
qJ =
∑
I′∈I′
a∈I′
p′I′ −
∑
J ′∈J ′
a∈J ′
q′J ′
holds for all a ∈ P . In other words,
(2)
∑
I∈I
a∈I
pI +
∑
J ′∈J ′
a∈J ′
q′J ′ =
∑
I′∈I′
a∈I′
p′I′ +
∑
J∈J
a∈J
qJ
holds for all a ∈ P .
5
Let Imax, I
′
max, Jmax and J
′
max be the maximal elements of I, I
′, J and J ′,
respectively. (If J = ∅, then let Jmax = ∅.) Since xImaxyJmax does not belong to
in(G), Imax and Jmax do not have a common maximal element. Note that the left
(resp. right) side of equation (2) is not zero if and only if a ∈ P belongs to Imax∪J
′
max
(resp. I ′max ∪ Jmax). Hence Imax ∪ J
′
max = I
′
max ∪ Jmax holds. Suppose that I
′
max = ∅.
Then Imax∪J
′
max = Jmax. If Jmax = ∅, then we have Imax = I
′
max = Jmax = J
′
max = ∅.
Therefore f = 0, that is, u = v. This is a contradiction. If Jmax 6= ∅, then let
{b1, . . . , bs} be the set of maximal elements of Jmax. Then Jmax =
⋃s
i=1〈bi〉, where
〈bi〉 = {p ∈ P | p ≤ bi}. Since Imax and Jmax do not share a common maximal
element, bi 6∈ Imax for all 1 ≤ i ≤ s. Then bi ∈ J
′
max and we have Jmax ⊂ J
′
max.
Hence J ′max ⊂ Imax ∪ J
′
max = Jmax ⊂ J
′
max. Therefore we have Jmax = J
′
max, but this
contradicts that J ∩ J ′ = ∅. Hence I ′max 6= ∅. Similarly, we have Imax 6= ∅.
Since I ∩ I ′ = ∅, we have Imax 6= I
′
max. Hence we may assume that Imax 6⊂ I
′
max.
Then there exists amax ∈ Imax such that amax is a maximal element of Imax and
amax 6∈ I
′
max. Then amax ∈ Jmax. Since amax is not a maximal element of Jmax, we
have {c ∈ Jmax | c > amax} 6= ∅. Let {c1, . . . , ct} = {c ∈ Jmax | c > amax}.
For each 1 ≤ j ≤ t, cj 6∈ Imax since cj > amax. Thus we have cj 6∈ I for all
I ∈ I ∪ I ′ and amax 6∈ I
′ for all I ′ ∈ I ′. Hence we have
−
∑
J∈J
cj∈J
qJ = −
∑
J ′∈J ′
cj∈J
′
q′J ′ ,
∑
I∈I
amax∈I
pI −
∑
J∈J
amax∈J
qJ = −
∑
J ′∈J ′
amax∈J ′
q′J ′
by equation (1). Note that if cj ∈ J ∈ J (P ), then amax ∈ J . Thus we have∑
I∈I
amax∈I
pI −
∑
J∈J
amax∈J,cj 6∈J
qJ = −
∑
J ′∈J ′
amax∈J ′,cj 6∈J
′
q′J ′ ≤ 0.
Since ∑
I∈I
amax∈I
pI ≥ pImax > 0,
there exists Jj ∈ J such that amax ∈ Jj and cj 6∈ Jj for each 1 ≤ j ≤ t.
We may assume that J1 ⊂ · · · ⊂ Jt (⊂ Jmax) since J is a totally ordered set. Then
J1∩{c1, . . . , ct} = ∅. Thus amax is a maximal element of both Imax and J1, and hence
xImaxyJ1 belongs to in(G). This is a contradiction. Therefore G is a Gro¨bner basis of
IA±
P
. 
In Theorem 2.2, the initial ideal is squarefree and quadratic. By Lemma 1.1, we
have the following:
Corollary 2.3. Let P be a poset. ThenQ
(sym)
AP
is a normal Gorenstein Fano polytope.
Note that the matrix AP of a poset P is not necessarily unimodular. A characteri-
zation of the unimodularity of AP appeared in [8, Example 3.6] without proof. Here,
we recall the characterization with a proof. Let N2 be the distributive lattice con-
sisting of all pairs (i, j) of nonnegative integers with the partial order (i, j) ≤ (k, ℓ)
if and only if i ≤ k and j ≤ ℓ. A distributive lattice D is said to be planar (see [1,
p. 436]) if D is a finite sublattice of N2 with (0, 0) ∈ D which satisfies the following:
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for any (i, j), (k, ℓ) ∈ D with (i, j) < (k, ℓ), there exists a chain (totally ordered
subset) of D of the form (i, j) = (i0, j0) < (i1, j1) < · · · < (is, js) = (k, ℓ) such that
ik+1 + jk+1 = ik + jk + 1 for all k.
Proposition 2.4 ([8]). Let J (P ) be the distributive lattice associated with a poset
P . Then AP is unimodular if and only if J (P ) is planar.
Proof. Assume that J (P ) is planar. Then K[AP ] is isomorphic to K[A] where A is
the vertex-edge incidence matrix of a bipartite graph (see [7]). Since A is unimodular
[10], AP is also unimodular.
Conversely, assume that J (P ) is not planar. Then there exist a, b, c ∈ P such
that a 6∼ b, a 6∼ c and b 6∼ c. Let I = 〈a〉 ∪ 〈b〉 ∪ 〈c〉. Then the sublattice
{J ∈ J (P ) | I \ {a, b, c} ⊂ J ⊂ I } of J (P ) is isomorphic to J (P ′), where P ′ =
{a, b, c} is an antichain. It is easy to see that
AP ′ =

1 0 0 1 1 0 10 1 0 1 0 1 1
0 0 1 0 1 1 1


is not unimodular. Since K[AP ′ ] is a combinatorial pure subring (see [8]) of K[AP ],
AP is not unimodular. 
3. The δ-vector of Q
(sym)
AP
of an antichain poset P
In this section, we show that the δ-vector of Q
(sym)
AP
of an antichain poset P is the
Eulerian number (see [13]).
First, we review Ehrhart theory on integral convex polytopes. Let P ⊂ Rd be
an integral convex polytope of dimension d. Given integers t = 1, 2, . . ., we set
i(P, t) = #(tP ∩Zd). Then i(P, t) is a polynomial in t of degree d and is called the
Ehrhart polynomial of P. Its generating function satisfies
1 +
∞∑
t=1
i(P, t)λt =
δP(λ)
(1− λ)d+1
where δP(λ) =
∑d
i=0 δiλ
i is a polynomial in λ of degree ≤ d. The vector (δ0, . . . , δd)
is called the δ-vector of P. It is known that a Fano polytope P ⊂ Rd is Gorenstein
if and only if δi = δd−i for all 0 ≤ i ≤ d. See [5].
Let P be an antichain poset on [d]. One of the referees pointed out that Q
(sym)
AP
is the Minkowski sum Cd + L where Cd is the unit d-cube in R
d and L is the closed
line segment whose end points are the origin and the vector v = [−1, . . . ,−1]t ∈ Rd.
In order to see this fact, note that Q
(sym)
AP
is the convex hull of Cd ∪ (−Cd) and that
−Cd is the Minkowski sum Cd+v. Hence Q
(sym)
AP
is a zonotope, that is, a Minkowski
sum of closed line segments:
Q
(sym)
AP
= {r1e1 + · · ·+ rded + rd+1v | 0 ≤ ri ≤ 1 (i = 1, 2, . . . , d+ 1)}.
By using [12, Theorem 2.2], we have the following:
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Proposition 3.1. Let P be an antichain poset on [d]. Then we have
i(Q
(sym)
AP
, t) = (t+ 1)d+1 − td+1,
1 +
∞∑
t=1
i(Q
(sym)
AP
, t)λt =
∑d
i=0A(d+ 1, i)λ
i
(1− λ)d+1
,
where A(d+ 1, i) is the Eulerian number.
Proof. Let B = {e1, . . . , ed,v}. Then B is not linearly independent and any proper
subset of B is linearly independent. It is easy to see that any nonzero minor of the
matrix [e1, . . . , ed,v] ∈ Z
d×(d+1) is ±1. Hence by [12, Theorem 2.2], we have
i(Q
(sym)
AP
, t) =
∑
X(B
t♯X = (t + 1)d+1 − td+1.
By a well-known identity
∞∑
t=1
tdλt =
∑d
i=0A(d, i)λ
i+1
(1− λ)d+1
for the Eulerian number, it is easy to show
1 +
∞∑
t=1
((t + 1)d+1 − td+1)λt =
∑d
i=0A(d+ 1, i)λ
i
(1− λ)d+1
.

Remark 3.2. Let P be an antichain poset on [d]. It is known that
1 +
∞∑
t=1
i(O(P ), t)λt =
∑d
i=0A(d, i)λ
i
(1− λ)d+1
.
Example 3.3. Let P be the poset as appeared in Example 2.1. Then the δ-vector
of Q
(sym)
AP
is (1, 15, 54, 54, 15, 1). Note that O(P ) is not Gorenstein since P is not
pure, and its δ-vector is (1, 5, 3).
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