Abstract-With the exponential growth rate of technology, the future of all activities, including dairy farming involves an omnipresence of widely connected devices. Internet of things (IoT), fog computing, cloud computing and data analytics together offer a great opportunity to increase productivity in the dairy industry. In this paper, we present a fog computing assisted application system for animal behaviour analysis and health monitoring in a dairy farming scenario. The sensed data from sensors is sent to a fog based platform for data classification and analysis, which includes decision making capabilities. The solution aims towards keeping track of the animals' well-being by delivering early warning alerts generated through behavioural analytics, thus aiding the farmer to monitor the health of their livestock and the capability to identify potential diseases at an early stage, thereby also helping in increasing milk yield and productivity. The proposed system follows a service based model, avoids vendor lock-in, and is also scalable to add new features such as the detection of calving, heat, and issues like lameness.
I. INTRODUCTION
The Internet of Things (IoT) has reformed the future of connectivity and reachability. While the traditional methods of farming have been more intuitive, the growing demand and supply of agricultural products have made the manual tracking of well-being of the livestock cumbersome and time consuming, and this becomes a major issue with the increase in size and scale of the farm. Over time, the agricultural sector has recognized the need to leverage information and communication technologies (ICT) to improve practice efficiencies, yield, and animal welfare. A smart dairy farm scenario involves a large number of sensors spread across the farm, either in the form of devices worn by the livestock which are used to monitor their health and mobility, or other miscellaneous sensors for measuring farm variables such as soil composition, grass growth, and other environmental scenarios. To ensure proper management for the various processes on the farm, analysis of the data generated by these sensing devices in such a setup becomes of prime importance. Currently, the data collected by these devices is subjected to a cloud based analytics system to gather value in terms of insights and useful information. But this leads to a huge amount of heterogeneous and unstructured data being uploaded to the cloud.
Our work is motivated by the prevalent communication delays [1] observed in primarily cloud based application systems (especially in scenarios with intermittent or no Internet connectivity), thereby affecting responsiveness [2] due to increased latency in getting timely insights in critical usecases; and the fact that the present state of computing systems, applications and architectures inhibit innovation due to the lack of multi-vendor interoperability [3] . In consequence, the alternate directive is to design the systems for pre-processing, with an aim of reducing raw data prior to uploading it to the cloud, and shifting intelligence/analytics closer to the data source. Fog Computing is a relatively new networking paradigm that provides compute, storage and networking resources at the edge of the network. It utilizes the available in-network computing resources and shows the capability of reducing the dependency on the cloud by facilitating data analytics on the network edge [4] , thus capable of assisting latencysensitive applications. This improves the responsiveness of the system, reduces resource requirements on the remote cloud infrastructure, and in turn increases the efficiency of the system in terms of energy consumption and network usage [5] . Several interpretations [6] have been proposed for the implementation of fog nodes and their configuration, either via servers, networking devices, cloudlets, base stations, or vehicles. To our understanding, fog node is any compatible device that can be used to deploy applications or a component of an application on it-for example, depending on the specific use-case, it could be a gateway, set-top-box, switch, router, PC, etc. The most suitable configurations to serve as a fog node for such deployments in the particular case of a smart farm scenario include PC, fog servers and compatible networking devices such as gateways.
In this paper, we present a fog computing assisted application system for animal behaviour analysis and health monitoring in a dairy farming scenario. The main contributions of the work are as follows:
• Identification of the farm activities and thus services that demand real-time or near-real time response and decision support.
• Design, creation and development of services following a microservices based application design principles to tackle the problem of vendor lock-in, or multi-vendor interoperability.
• Granular service specification such as lameness detection, heat detection, etc. for the farmer/user to choose from, depending upon the individual requirements and size of the farm.
• Scalability and agility to add new services, and provide solutions and features that a user/farmer may demand in future with the usage of the system. • An added benefit to dairy farmer in case of his/her physical absence from the farm, as the application serves as a medium for other workers to get insights and understand the animals. The paper is further structured as follows: §II contains motivation, background information and related work, §III contains the architecture and the workflow of the smart dairy farm setup as a part of our real world testbed deployment, §IV presents the animal behaviour analysis and health monitoring informatics from the data thus generated, and §V presents the concluding remarks and future work.
II. MOTIVATION, BACKGROUND AND RELATED WORK
With the recent advancements in IoT, the use of computing systems utilizing wireless sensor networks (WSN) has been widely proposed in the agriculture sector in order to facilitate real-time monitoring of farm processes. IoT is an active enabler of smart farming, whereby various entities on the farm can be connected for collecting and exchanging data, thus allowing joint or independent operations. As technology grows to be an integral part of the agricultural and dairy industry, it is important to generate timely insights from the data collected, and enable effective data management. A review by the authors in [7] shows that predictive insights in farming operations drive real-time operational decisions, and redesign business processes for the benefit of various stakeholders in a farming landscape, and that the influence of such systems goes beyond primary production, to the entire supply chain. The authors in [8] provide an implementation of a smart farm setting using a range of environmental sensors and livestock monitoring technologies, while another such implementation of a system for detecting mastitis in dairy cattle and managing their milking processes in the parlour has been presented by the authors in [9] . A study by authors in [10] , [11] gives an overview of the sensor systems available for health monitoring of animals in dairy farms. A wireless sensor and actuator based virtual fencing system based on acoustic signals and electric stimuli has been implemented in dairy farms as a replacement of physical barriers to regulate and control mobility of cows within a given boundary in [12] .
But a survey in [13] identifies a serious lack of analytics and intelligence in these systems, thus leading to gaps between the desired requirement of the system and proposed solutions. It articulates the need and requirement of intelligence to be present on the premises, in the on-farm systems. Accordingly, the utilization of in-network resources is one of the key factors impacting the intelligence, analytics capacity, and efficiency of the overall system. Another recent survey by authors in [3] identifies the lack of interoperability provided by such systems, and identify the need of developing an integrated system combining edge, fog and cloud to provide application and services. The authors here also identify that technology solutions with no consideration of interoperability results in vendor lock-in, which not only hinders innovation, but also results in higher costs for the farmer/user.
Moreover, fog computing aims for efficient usage of innetwork resources and providing intelligence and decision support faster and closer to source of data [14] , [15] . An efficient fog based usage of in-network resources and implementation has been studied by authors in [5] , [16] . The suitability of fog computing in context of IoT has been studied by the authors in [17] . While the primary and fundamental insights into data can be used for early event detections, the result of fog analytics can be further sent to the cloud for detailed analysis, and enhancing the learning patterns. The result of the cloud-based historical analysis can then be used to fine-tune and improve the analytics model for fog analytics.
We position our work as an answer to the issues mentioned above, thus bridging the gap, and providing an innovative way that integrates edge, fog and cloud computing to provide a solution specifically in case of smart dairy farming IoT settings. For the reasons mentioned above, we follow a microservices [18] based approach for design, creation and deployment of the application in our setting. This provides many benefits Fig. 1 : Pedometer attached as a part of the experiment to the front leg of the cows such as better adaptability to technological changes, and more importantly avoids vendor lock-in, i.e. it gives the flexibility to allow simultaneous deployment of software from different vendors implemented using different technologies.
III. SMART DAIRY FARM SETUP: REAL-WORLD TESTBED DEPLOYMENT The trial 1 was conducted on a local farm with a full dairy herd of 150 cows in Waterford, Ireland. As a part of the experiment, commercially available Long-Range Pedometers (LRP, ENGS Systems ©® , Israel) specifically designed for use in dairy cattle were attached to the front leg of cows, as shown in Fig. 1 .
A. Architecture
The overall architecture of the test-bed is shown in Fig. 2 . The Pedometer consists of an active system with a (backup) data retention capacity of upto 12 hours that measures the activity of cows (such as standing, lying, walking, etc.) with a sampling frequency of 8 milliseconds, and the thereby generated data unit is sent to the corresponding Receiver and Transceiver in every 6 minutes. The range of the antennas attached to the Receiver and Transceiver is 2 kilometres each, which gives enough coverage to collect data from cows at all times, whether they are grazing in the field, present in their sheds (during adverse weather conditions), or being milked at the milking station.
As shown in Fig. 2 , the Receiver is the master unit which sends the received data to the communication unit (RS485 to USB) through wired connection, which in turn then sends it to a local PC (which acts as controller and fog node; configuration 2 used-Intel ® Core TM 3rd Generation i7-3540M CPU @ 3.00GHz, 16.0 GB RAM, 500 GB Local Storage) through wired connection via USB interface. The collected data is then classified at the fog node itself using a constraint programming [19] based approach into three categories as follows:
• Latency Insensitive Data (L i ) This includes data that does not require immediate analytics and decision making, and includes the likes of regular logging of cattle data, milking status and related data, soil, water and grass monitoring, etc.
• Latency Sensitive Data (L s ) This data has a critical value and needs immediate and actionable analysis. This includes activity such as calving alert for pregnant cows. This also includes the streaming data in case of virtual fencing, where the decisions are based on continuous information feeds.
• Latency Tolerant Data (L t ) This includes data that is usually time insensitive, but gets to the scale of sensitive under certain intervals of time. This includes periodic heat patterns (Estrous Cycle) owing to biological activities. 1 The ethical approval for the experimentation was taken from Research Ethics Committee of Waterford Institute of Technology, Ireland prior to the deployment in July, 2017. 2 The minimum suggested configuration for the given setup is a Dual Core processor @ 2.3GHz, 4.0 GB RAM, 100 GB local storage.
Fig. 2: Overall architecture of the test-bed
While the data categorized as latency insensitive and latency tolerant is given lower priority for immediate fog level computation and might even be provisioned to the cloud, the main point of focus is the immediate attention and actionable decisions on the latency sensitive category. In the case of detection of an event with latency sensitive data, an alert is sent to the farmer. Moreover, we further plan to enhance the data classification approach at fog node in our future work.
We have chosen Message Queue Telemetry Transport (MQTT) [20] as the connectivity protocol between fog node (i.e local PC) and cloud (service instances running on IBM Cloud) in our deployment setting. MQTT is an open-source protocol originally invented and developed by IBM [21] . It is a lightweight publish-subscriber model based protocol designed on top of the TCP/IP stack. It is specifically targeted for remote location connectivity with characteristically unreliable network environments such as high delays and low bandwidth [22] , which is one of the issues in remote farm based deployments such as ours.
The MQTT architecture comprises of two components, namely MQTT clients (such as publishers and subscribers) and MQTT broker (for mediating messages between publishers and subscribers). In our setup these components are as follows: Thus, the data from fog node after classification as described above is streamed to IBM Waston IoT platform using MQTT; the IBM Watson IoT platform receives all these messages, and the MQTT subscriber listening to the events of this broker 
B. Work Flow
The detailed work flow of the experimental setup is as shown in Fig. 3 . The fog node also provides a dashboard for the farmer and serves as a visual medium to see the event information and other related sensor data. After gathering initial insights from the collected data and generating the corresponding alert/response, the aggregated, processed data is sent to the cloud for historical storage and analysis. The cloud is also the site for fusion of the data from other sources, such as weather data. The learning pattern from historical data analysis at cloud is sent back to fog node for further enhancement of the system, and to increase the overall efficiency and responsiveness. All the long-term information and data is stored in the cloud, and like the fog, it too provides a dashboard where the farmer can input and modify any relevant information related to their livestock, and demand further features and services. We envision fog as a way to do things better in cloud. Thus, to sum it up, the fog node serves the following purposes:
• Acts as MQTT publisher to the cloud • Real-time local visualization medium, and a platform for performing analytics • Performs local aggregation and filtering of data, and sends only high-valued data to cloud for historical storage and analytics IV. ANIMAL BEHAVIOUR ANALYSIS AND HEALTH MONITORING FROM THE DATA GENERATED As a part of the experiment, we collected the data of 150 cows for a period of 30 days spanning July and August 2017, and analysed it to understand the behaviour of the herd. As the number of cows being analysed are significant in number, an age based analysis as plotted is more insightful than an individual analysis for deriving behavioural patterns. The distribution of the number of cows by age on the said farm is as shown in TABLE I. Fig. 4 shows a group of box plots that represent the activity of cows in the duration of the data sampled for analysis, which includes: (a) the total amount of hours spent lying, (b) the total amount of time spent standing/grazing, (c) the count of the total number of times the position changed from standing to lying, and (d) the number of steps taken. At the time of the analysis, 140 of these cows were between 1.5 to 3 months into their pregnancy. As inferred from the plots, ideally, if left in pastures on their own accord, the cow could spend a third of its time grazing, a third of its time chewing the cud, and the remaining third sleeping. But these numbers vary greatly depending on breed, size, age, and activity level. Being ruminants, cows spend a significant time in the process of rumination, commonly referred to as chewing the cud, which is an important part of the digestive process and is a major part of day lying time. Fig. 5 shows the lying behaviour of both young (age 2-5) and old (age 6-12) cows throughout the day averaged over 30 days, which owes for observations such as the fact that all cows had an increase in lying time after the milking sessions, and that young cows begin their day almost an hour earlier, and are more active throughout the day. The lying time of the cow thus is cumulative of rumination, sleep, rest, and other factors, which include state of pregnancy, medical conditions, range of illnesses, and potential lameness. As these activities are largely affected/dependant on seasonal weather conditions as well as individual habits of the cows, thus training the system to the herd's behaviour for a longer time would help predict conditions like lameness and analyse any abnormal behaviour to a potential illness. The outliers in the plots may mean that something is wrong with the said cow, but the same cannot be predicted absolutely without prolonged behavioural analysis and continued health monitoring. Although, until the system learns from the individual behavioural patterns and history, any outliers and anomalies are reported to the farmer as early While outliers in the plot may mean something is wrong with the cow, it is not absolute. For example in Fig. 4a , the outlier cow highlighted in red was identified lame by the farmer, but this is not the case for all cows. The one highlighted in green in the same plot was confirmed to be perfectly healthy even though its lying and standing/grazing behaviour has been completely different from the rest. warning alerts. A further analysis of such behavioural changes as a result of health related issues will be the basis of our next work.
V. REAL WORLD DEPLOYMENT: LEARNINGS AND PRACTICAL EXPERIENCES
The primary challenge is to design an IoT solution to meet the specified objective given the highly variable, harsh and resource constrained environment in a smart dairy farming setting. This includes making the system resilient and fault tolerant to cope up with the variable farm environments, including weather based network outages and connectivity issues because of remote location of the farm. The use of fog computing brings efficiency and sustainability to the overall IoT solution being proposed. Practical implementation of an end-to-end IoT solution towards a specified objective is a complex and intricate process.
With respect to our real world deployment, deciding which sensors to choose to build the sensing infrastructure, the right application protocols, using best software development practices-the overall solution demands a dedicated brainstorming for a reasonable period of time to achieve efficiency and sustainability. The tradeoff between initial costs for the setup of such a system would be balanced in the long term not just with payback via advantages, but also potential savings, including reduced cost of connectivity to the cloud, low bandwidth requirements, extended battery life cycles on sensors, etc.
VI. CONCLUSION AND FUTURE WORK
The results suggest that such a fog computing based application support has several advantages over the traditional cloud centric system, and provides real-time data analytics support with increased efficiency. To successfully operate any farm, effective livestock management is imperative. Efficient, affordable, and scalable application support for livestock management thus plays a progressively important role in modern dairy farming, and demand for such systems is increasing in agriculture sector. This becomes particularly more important with the increasing size and scale of a farm and its activities. Our results suggest that the designed system supports all the above requirements along with the agility and scalability to add further features if required, while allowing for multivendor interoperability due to the microservices approach. In our future work, we aim to extend the behavioural analytics and provide microservices specific to certain cow management problems such as lameness. From our current investigation, we found that lameness is a severe health problem in dairy cattle that demands real-time data analytics and decision support, and we aim to develop a machine learning based method for early detection of lameness in dairy cattle and include it as a service in the application developed in our current work. Lastly, the collected data from the real world deployment is available to be shared with the academic research community upon request.
