Accurate mathematical models of aerodynamic properties play an important role in the aerospace field. In some cases, system parameters of an aircraft can be estimated reliably only via flight tests. In order to obtain meaningful experimental data, the aircraft dynamics need to be excited via suitable maneuvers. In this paper, optimal maneuvers are obtained for an autonomous aircraft by solving a time domain modelbased optimum experimental design problem that aims to obtain more accurate parameter estimates while enforcing safety constraints.The optimized inputs are compared with respect to conventional maneuvers widely used in the aerospace field and tested within real experiments.
Introduction
Nowadays, autonomous aircraft have become widespread for both civil and military applications. An important task for the development of these systems is mathematical modeling of the aircraft dynamics. Such models of aircraft dynamics regularly contain quantities called aerodynamic derivatives (or simply derivatives), which in general depend on the flight condition and the aircraft geometry.
The current practice is to retrieve derivatives from empirical data obtained from similar aircraft configurations or with tools based on Computational Fluid Dynamics (CFD) and augmenting and verifying them by wind tunnel tests. For standard aircraft configurations such methods are generally in good agreement with experimentally obtained values. However, for less conventional configurations these tools provide only a rough approximation of the aerodynamic properties [1] .
This problem often arises in the Airborne Wind Energy (AWE) community [2, 3] where non-conventional high lift aircrafts need to be designed for extremely challenging operational environments [4] . Figure 1 shows the CFD analysis of a non-conventional high lift aircraft designed by Ampyx Power B.V. [5] . In this case, intensive flight test campaigns must be set in order to gain additional insight about the aerodynamic characteristics.
A successful flight test campaign depends on many factors, such as selection of instrumentation, signal conditioning, flight test operations procedure, parameter estimation algorithm and signal input design. In this paper, the focus is on the optimization of signal inputs that aim to maximize the information content of the measurements data used for determining the aircraft aerodynamic properties via a model-based, time domain approach. A steady reference condition is considered and constraints are enforced in order to prevent flight envelope violation. The optimized experiments are assessed and a real flight test campaign is carried out.
The paper is organized as follows. In section 2, the mathematical model of the rigid wing aircraft for Optimum Experimental Design (OED) purposes is introduced and a brief overview of the case study designed by Ampyx Power B.V. is provided. Section 3 describes the flight test operation procedure and safety requirements as well as underlying theoretical and practical aspects. Section 4 presents the formulation of the OED problem based on the Cramer-Rao Lower Bound. In section 5 the performance of the optimized inputs are assessed and compared to the performance of conventional input signals widely used in the aerospace field. The optimal maneuvers are first analyzed via a reliable flight simulator in section 6 and subsequently experimental data of a real flight test are provided. Section 7 concludes.
Mathematical Model
In this section, the mathematical model of a rigid wing aircraft is introduced and a brief overview of the case study is provided.
Modeling of Aircraft
For system identification purposes, let us consider the aircraft dynamics as follow [6] V T = Y sin β + X cos α cos β + Z cos β sin α m + G VT ,
β = Y cos β − X cos α sin β − Z sin α sin β mV T + G β V T − r cos α + p sin α,
α = Z cos α − X sin α mV T cos β + G α V T cos β + q cos β − (p cos α + r sin α) sin β cos β ,
φ = p + r cos φ tan θ + q sin φ tan θ,
ψ = sec θ (q sin φ + r cos φ) ,
angular body rates [6] . The aircraft is assumed to have a constant mass m, moments of inertia J x , J y , J z , cross moment of inertia J xz and to be subject to external aerodynamic forces (X, Y, Z), moments (L, M, N ) and, obviously, gravity. More precisely, the gravity components are expressed as G VT = g D (sin β sin φ sin θ − cos α cos β sin θ + sin α cos β cos φ cos θ) ,
G β = g D (cos α sin β sin θ + cos β sin φ cos θ − sin α sin β cos φ cos θ) ,
G α = g D (sin α sin θ + cos α cos φ cos θ) ,
with g D ≈ 9.81 m/s 2 the gravitational acceleration. The nomenclature introduced above is summarized in fig. 2 . Furthermore, the mathematical model 1 implicitly presumes that the vehicle is a rigid body with a plane of symmetry such that the moments of inertia J xy , J xz are zero, whereas the Earth is assumed flat and non-rotating with a constant gravity field [1] . 
Aerodynamic model
In flight dynamics, there are different methods of aerodynamic derivatives modeling. In many practical cases the aerodynamic forces and moments are approximated by linear terms in their Taylor series expansion. Such approximations yield sufficient accuracy for attached flows at low angles of attack [7] . In this case, the aerodynamic properties can be normalized with respect to the dynamic pressureq = 
In 3 S, b,c are reference wing area, wing span and mean aerodynamic chord, respectively, while C X , C Y , C Z denote the forces and C l , C m , C n the moment coefficients. For conventional aircraft, the aerodynamic 3 coefficients are usually broken down into a sum of terms as in 4
that depend on the normalized body ratesp =
2VT , angle of attack α and side slip β, as well as the control surface deflections which in this case are aileron δ a , elevator δ e and rudder δ r . The coefficients C ij with i = {X, Y, Z, l, m, n} and j = {α, β, p, q, r, δ a , δ e , δ r , 0} are the dimensionless aerodynamic derivatives that need to be identified. One has to highlight that these coefficients are typically valid only for small neighborhoods of a specific flight condition, hence system identification flight tests are usually performed for multiple flight configurations.
Aircraft airframe
The case study considered within this paper and shown in fig. 3 is a high lift, rigid wing autonomous aircraft used as airborne component of a pumping mode airborne wind energy system. Details on the system can be found in [8, 4] . The control surfaces of the airframe are aileron δ a , elevator δ e and rudder δ r . Also, the airframe is equipped with flaps δ f which are not used within this analysis. All control surfaces are actuated via electric servos with δ a ∈ [−20
• , 20
Further, the aircraft is equipped with a propulsion system which consists of two electric motors that drive two blades mounted on top of the fuselage. Physical properties of the airframe are summarized in table 1 with moments of inertia obtained through Computer-Aided Design (CAD) models and validated via swing tests [9, 10] .
The aircraft is instrumented with an Inertial Measurement Unit (IMU) which provides measurements of body angular rates and translational accelerations. The aerodynamic states are estimated by mean of a five hole pitot tube which is mounted at the nose of the fuselage. The sensor noise of each component is expressed in terms of its standard deviation σ y as shown in table 9. The actuator commands are delivered by an on-board flight computer at 100 Hz, data are recorded at the same rate. The aircraft systems are battery powered, allowing ≈ 15 min of flying time on a single charge.
A flight test campaign that aims to identify the aerodynamic properties of an aircraft requires accurate models of the system dynamics that contains all contributions, e. g., thrust dynamics. Though, it is usually rather difficult to achieve high accuracy on propeller dynamics. Furthermore, the rotation of the blades introduces additional noise for each angular rate and acceleration channel. Therefore, in order to obtain meaningful experimental data for the aerodynamic parameter identification, the propulsion system is not taken into account in the mathematical model introduced in 2 and switched off whenever a signal excitation is conducted in order to discard the thrust effect from the aerodynamic forces and moments. 
Flight test procedure and the rationale behind
This section describes the flight test procedure for autonomous aircraft augmented with safety, practical and theoretical aspects.
Experimental setup and safety requirements
The flight test procedure is divided into three parts: take-off, execution of the experiments and landing. The take-off and landing are performed manually by the pilot in remote. After the manual stabilization of the aircraft dynamics, the autonomous mode is enabled and the vehicle flies into a predefined race track pattern in order to establish the so called steady wing-level flight condition (see section 3.2). From a safety point of view, typical flight tests for Unmanned Aerial Vehicle (UAV) are limited to line-of-sight range in order to both avoid communication dropout and to guarantee that the pilot can regain manual control of the aircraft at any time [11] .
To prevent biases due to correlation between the measurement noise and the inputs, it is best to perform open-loop experiments [12] which are also beneficial for systems equipped with sensors that are susceptible to high levels of measurement noise [11] , in our case the five hole pitot tube which provide the aerodynamic states (V Te , β, α). Immediately after the turn in the race track pattern is completed and the steady wing-level flight is achieved, the signal excitation is performed along one single axis. All remaining control surfaces are fixed at their trim values throughout the experiment. Experiments are generally repeated on each axis so as to both obtain a rich data set and reduce the effect of sensor biases as well as colored noise (atmospheric turbulence) on estimation results [13] .
Due to limit of the flight test field and steady state requirements prior to and after each turn, a 10 s experiment time window is chosen for the system identification flight test. As a consequence, dynamics at frequencies below 0.1 Hz cannot be identified accurately.
Finally, one has to point out that the autonomous mode of the aircraft implies no action of the pilot during the flight test unless system failures are detected. As a result, before conducting any real experiment, excitation signals must be tested within reliable simulations to reduce the chance of flight envelope violation and loss of track. Nonetheless, it may happen that during the real flight test the aircraft violates the flight envelope, e. g., due to significant inaccuracies of the a priori models or unexpected gust occurring during the open loop-phase. For this reason, flight envelope limit detection algorithms should be programmed in the Flight Control Computer (FCC) in order to avoid damaging or even destruction of the vehicle.
Steady wing-level flight condition and decoupling of dynamics
From a both physical and practical point of view steady wing level flight condition is crucial for system identification purposes. More specifically, an aircraft is meant in steady wing-level flight when its body angular rate (p, q, r) and roll angle φ are equal to zero and it flies with constant airspeed V Te [6] . Fulfillment of this steady condition allows decoupling of the aircraft motion in longitudinal and lateral dynamics, hence one can focus only on a subset of the entire aircraft dynamics which is mainly excited from a given maneuver.
For aircraft parameter estimation experiments, typically a linear perturbation model structure is assumed [14] . Consequently, the flight test inputs need to be perturbations with respect to the steady condition so that the system response can be adequately modeled by such linear structure. Behind historical reasons for deriving the small-perturbation equations, one can obtain great insight into the relative importance of the various aerodynamic derivatives under different flight conditions and their effect on the aircraft stability [6] .
The longitudinal dynamics is described via LTI state-space form by the state x lon = [V T α θ q] , which corresponds to 1a, 1c, 1e, 1h. The forces X, Z and the moment M are assumed to be linear functions of V T , α, q and the elevator deflection δ e , resulting in the following system
where the non-zero elements are known as dimensional aerodynamic derivatives while θ e is the steady-state pitch angle. The dimensional derivatives can be converted in dimensionless derivatives shown in 4 via the geometrical configuration of the aircraft, for details see [6, 1] . The longitudinal dynamics can be further decoupled into the Phugoid and Short-period mode. The Phugoid mode is normally rather slow, slightly damped, and dominates the response in V T and θ while the Short-period mode is typically fast, moderately damped, and dominates the response in α and q. For control applications, accurate knowledge of the Phugoid mode is not crucial due to the low frequency of the oscillation which is compensated via feedback control, whereas the Short-period mode is crucial for stability and performance characteristics [15] . The lateral dynamics are described analogously by the state x lat = [β φ ψ p r] , which corresponds to equations 1b, 1d, 1g, 1i. Force Y and moments L and N are described by linear functions of β, p, r and inputs u lat = [δ a δ r ] . The resulting system is given by
where ψ has been dropped and its derivatives are defined in [16] . Unlike the longitudinal dynamics, the lateral dynamics cannot be decoupled into independent modes. They are governed by a slow Spiral mode, a fast lightly damped Dutch roll mode, and an even faster Roll Subsidence mode. The Spiral and Roll Subsidence mode usually involve almost no side-slip β. The Roll Subsidence mode is almost pure rolling motion around the x-axis whereas the Spiral mode consist of yawing motion with some roll. Often, modern aircraft have an unstable Spiral mode which cause an increment of yaw and roll angle in a tightening downward spiral [6] . The Dutch roll mode depends mainly on the dihedral derivatives C l β shown in 4d and it determines the amount of rolling in the Roll Subsidence mode. The coefficient matrices depend on the steady-state angle of attack and pitch attitude in both cases. Although they nominally apply to small perturbations about a steady-state flight condition, the equations can be used satisfactorily for perturbed roll angles of several degrees [6] .
Optimal inputs for aircraft parameter estimation
In this section, an introduction to optimal maneuvers for aircraft parameter estimation is given and the formulation of an OED problem for the longitudinal and lateral aircraft dynamics is provided.
Historical background and motivation
In system identification in general as well as in the estimation of aerodynamic derivatives from flight tests, the design of the signal input provided for the system during experimental data collection is crucial for the accuracy of the subsequent parameter estimation. If a signal is not suitable for sufficient excitation of the relevant system dynamics, the data obtained during an experiment might not contain enough information on the desired parameters to allow for good estimation results. This creates need for a systematic design of optimal input signals for flight test maneuvers.
In the aerospace field, the importance of choosing appropriate control inputs for extraction of the aerodynamic derivatives from flight test data was first noticed by Gerlach [17] . He proposed a qualitative method for the determination of optimal frequencies in scalar input signal to linear second order systems [18] . Important contribution to the theory and practice of the calculation of optimal aircraft input signals have been made subsequently by Mehra [19, 20, 21] . Based on the work of Kiefer, Wolfowitz [22] and Kiefer [23] , Mehra proposed algorithms for the design of scalar and multi-dimensional input signals in the frequency domain as well as in time domain. An efficient method was implemented by Morelli where dynamics programming techniques were used to determine the optimal switching time of a input signal [24] . The resulting input signals were of the bang-bang type. Morelli's approach was afterwards applied by Cobleigh [25] and the resulting input signals were implemented by Noderer [26] for validation using real flight test data from an X-31 drop model. Nowadays optimal inputs are mainly designed in the aerospace field for [27, 14] :
• reducing the number of expensive system identification flight tests,
• minimizing the length of flight test maneuver necessary to reach a specified level of accuracy of the aerodynamic derivatives,
• refinement and validation of the aerodynamic derivatives for control system analysis and design purposes and
• aircraft acceptance testing.
A fundamental problem in the design of input signals for parameter estimation is that the optimized design itself depends on the actual values of the unknown system parameters. As a consequence, these values would need to be known before the actual flight tests are made in order to optimize the experimental setup. However, if the parameters were already known, an estimation would obviously no longer be necessary. This problem is known as circularity problem [28] . Due to that, the optimal input design combined with parameter identification are used in practice in an iterative fashion, starting from a sufficient initial guess on the parameter values until a desired level of accuracy for the estimated values is met.
For the design of experiments for autonomous aircrafts which need to be performed in open-loop, additional considerations regarding trade-off between safety and accuracy of the aerodynamic derivatives need to be made.
Optimum experimental design formulation
Let us consider a mathematical model known a priori and defined as a set of ODE as in 7
with differential states x ∈ R nx , output states y ∈ R ny , control inputs u ∈ R nu , a priori parameters θ p ∈ R n θ . The output y m is sampled in N measurements along a time horizon T and it is polluted by additive, zero-mean Gaussian noise ≈ η(0, Σ y ) with Σ y ∈ R ny×ny the measurements noise covariance matrix. The Fisher information matrix F can then be expressed as
7
The inverse of the Fisher information matrix F −1 , which corresponds to the covariance matrix of the estimated parameters Σ θ ∈ R n θ ×n θ , yields an universal lower bound on parameter estimation accuracies known as the Cramer-Rao Lower Bound (CRLB), which allows to optimize the input signal regardless the type of estimation algorithm implemented [24] . The main idea of OED is to use an information function Ψ(·) of Σ θ as the objective of an optimization problem. Therefore, a general model-based OED problem which considers input and output constraints can be formulated as minimize
Different information functions can be used in the optimization problem 9 with different features [29, 30, 31] .We will further use the so called A-criterion Ψ A (·) [19] within the objective of the OED problem, which is the scaled trace of Σ θ as in 10
so that using Ψ A (·), one optimize the experimental setup in terms of minimizing the sum of the variances of the unknown parameters.
Algorithm implementation
Within this work, the optimum experimental designs are computed using casiopeia, an open-source tool for parameter estimation and OED [32] based on CasADi [33] . casiopeia computes the covariance matrix Σ θ from the inverse of the KKT Matrix of the underlying parameter estimation problem using a Schur complement approach. Details on method and implementation can be found in [34] .
Provided the system dynamics 9b, a discretization time grid, bound specifications for variables as in 9d 9e and an initial guess for the parameter values θ init and for the input signal u init , the continuoustime optimization problem is discretized and formulated as a NLP automatically by casiopeia using direct collocation [35] with Lagrange polynomials. The resulting NLP is solved using IPOPT [36] with linear solver MA86 [37] to obtain improved input signals u opt .
If for the initial values θ init of the parameters used within OED it holds for two parameters θ i , θ j ∈ θ with i = j that θ init,i > θ init,j , it is likely that Var(θ i ) > Var(θ j ). Due to the higher contribution of Var(θ i ) to 9a, the optimizer then might overly increase certainty of θ i while disregarding to increase or even decreasing certainty of θ j . Due to that, θ is within the OED problem formulations of this work not introduced by the values of θ init , but as a vector of entries 1 scaled by the corresponding entries of θ init to reduce the effects of the numerical values of θ init on the OED result.
A priori model
The OED problem 9 requires an a priori model with θ init of sufficient accuracy. Various methods can be applied to obtain a priori models. If the airframe is similar to an existing aircraft, its model can be scaled. For instance, the Digital DATCOM [38] is a purely empirical guide to estimating aerodynamic derivatives based on aircraft configuration and the experience of engineers. If the airfoils and aircraft configuration are new, one can perform analysis via the lifting line method [39] , CFD [40] , wind-tunnel tests or previous flight tests. Depending on the available resources, combinations of these methods can be used.
In this work, a priori models are retrieved from both the lifting line method and previous flight tests [13] . A steady wing-level flight condition was obtained for V Te = 20 m/s and flap setting δ f = 0
• . The equilibrium point is hold for δ e = −1.5
• , α e = −0.4
• and θ e = −4.5
• with the other states equal to zero.
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The OED problem 9 takes into account longitudinal 5 and lateral dynamics 6 separately with a priori dimensional aerodynamic derivatives shown in tables 7,8. Note that M V and Y p were not included in θ init since they were zero. Yet, the LTI systems 5,6 were augmented with their input derivatives in order to take into account the rate of control surfaces.
As mentioned in section 3.2, these a priori models also provide an insight into the general characteristics of the aircraft behavior via modal analysis. In table 2 aircraft modes with the corresponding natural frequencies ω n , damping ratios δ, constant times τ , overshoots S % and period of oscillations P O are shown. The modal analysis shows that both Phugoid and Spiral mode are located below 0.1 Hz, hence the aerodynamic derivatives relative to these modes will not be identified accurately due to a lack of excitation in this frequency range. However, this is not of great concern, as the slow nature of these dynamics can be easily handled by a pilot or a control system [11] . Finally, the Spiral mode is lightly unstable as expected.
Constraints selection
In practice, it is hardly possible to apply input signals which correspond to full deflection of the control surfaces without exceeding the limits of the permissible flight envelope. On the one hand, one must scaled down the input signal amplitude in order to restrict the aircraft response within a region for which the model structure assumed in 9 is valid. Note that, besides the linear structures used in this work, the aerodynamic properties described in section 2.2 are only valid for a neighborhood around a specific steady condition. On the other hand, if input signals are scaled up, then the estimation accuracy is enhanced due to a higher Signal-to-Noise Ratio (SNR).
Therefore, constraints in 9d,9e should be enforced in order to ensure the system response close to a specific steady wing-level flight condition without any flight envelope violation and at the same time guarantee an acceptable SNR. In this work, constraints for the OED problem 9 have been chosen as follows:
• control surface deflections (δ a , δ e , δ e ), angle of attack α as well as the airspeed V T were constrained in order to keep the aircraft within the region where the linear model is applicable;
• rate of control surface deflections (δ a ,δ e ,δ r ) were constrained according to the maximum speed of the installed servos;
• the body angular rates (p, q, r) and Euler angles (φ, θ, ψ) should be bounded with respect to the flight envelope limits since any violation of the flight envelope would result in abortion of the system identification test. To account for model mismatch and inaccuracies of the a priori model, these bounds were enforced with a safety margin of 20 % w.r.t. the flight envelope limits. Table 3 summarizes the flight envelope, input and state constraints relative.
Control input initialization
The optimization problem 9 needs to be initialized with a suitable, initial input signal u init . The initial control input chosen for this application is widely used in the aerospace field due to its easy implementation and good estimation performance. Such maneuver comes from an optimization procedure of a sequence of step functions, developed by Koehler [41] . The aim of Koehler was to find a signal with a shape as simple as possible and power distributed uniformly over a wide range of frequencies [42] . The input signal has a 9 bang-bang behavior with a duration 7∆T with switching times at t = 3∆T , t = 5∆T , and t = 6∆T . For this reason, such an input signal is called a 3-2-1-1 maneuver, see fig. 4 .
In [28] , it was shown that the 3-2-1-1 maneuver provides the best estimation accuracy for both aircraft longitudinal and lateral dynamics among Doublets, Mehra, Schulz and DUT input signals. Yet, it is shown that only Doublets and 3-2-1-1 input signals contain significant amount of power above 1 Hz, though the 3-2-1-1 maneuver embraces much higher frequencies compared to Doublets.
Results of the experimental design
In this section, the results of the experimental design are shown and assessed with respect to the conventional 3-2-1-1 maneuvers.
Optimization of the experimental design
Three OED problems 9 are computed, one for the longitudinal dynamics 5 and two for the lateral dynamics 6. Since only one single axis can be excited at a time, when the aileron is chosen as input, the rudder is assumed zero along the entire experiment. As a consequence, the aerodynamic derivatives relative to the rudder (Y δr , L δr , N δr ) will be structurally unidentifiable with F not of full rank. In this case, one has to discard the corresponding unidentifiable parameters to prevent rank deficiency of F [28] . Same considerations are valid in the case when the rudder is used as input and the aileron is kept zero. Note that in practice, when the roll axis is excited by aileron deflection, the rudder stabilizes the yaw axis (and the elevator the pitch axis) during the entire system identification experiment. Hence, the rudder control surface will slightly differ from zero. For the sake of comparability, the amplitude of u init and u opt are set to equal value.
The 3-2-1-1 maneuvers are chosen through both a qualitative consideration in the frequency domain [43] and a trial-and-error approach in order to ensure that the system response is within the prescribed constraints.
The responses of the a priori LTI systems for the optimized inputs obtained from the solution of 9 are shown in figs. 5,6,7 with the corresponding responses to the 3-2-1-1 maneuvers.
It turns out that the OED problem 9 leads to a signal of bang-bang type. Such outcome is in agreement with analytic results [44] and previous flight test evaluations which demonstrate that square wave type inputs are superior to sinusoidal type inputs for parameter estimation experiments, largely due to their wider frequency spectrum [45] . More precisely, the signal inputs resemble modulated square waves with a finite slope of 2.5 rad/s due to the rate of deflection constraints.
In fig. 5 one can observe the decoupling between the Phugoid mode which dominates the airspeed V T and pitch θ responses, with the fast changes on the angle of attack α and pitch rate q coming from the Short-period mode.
As shown in fig. 6 , the optimal lateral response caused by the aileron deflection shows a good excitation on the roll rate p. The cross-coupling involves a modest excitation on the yaw rate r and side-slip angle β whereas the roll angle φ drifts slowly towards the edge of the admissible range due to the unstable Spiral mode.
Regarding the yaw excitation via rudder deflection depicted in fig. 7 , an optimal response would be provided by setting the rudder at the maximum allowable deflection for approximately 3 s such that an oscillatory motion with a gradual increment on amplitude on the side slip angle β as well as the roll rate r is triggered. Subsequently, a bang-bang behavior is carried out so as to avoid constraint violations. The roll rate p is barely excited due to cross-coupling though, roll angle φ slowly diverges as in the previous case. 
Performance assessments
In this section, optimal maneuvers are assessed by the CRLB which is the theoretical lower limits for parameter standard errors using an efficient and asymptotically unbiased estimator, such as maximum likelihood. The CRLB depends on the diagonal entries of the Fisher information matrix F 8 which is formally [12, 46] 
A performance analysis of signal inputs computed via the CRLB isolates the merits of the input design from the merits of the parameter estimation algorithm used to extract the aerodynamic derivatives from the flight data [14] . Yet, the relation between the parametric uncertainty and CRLB allows to form a comprehensive uncertain aircraft model. Several factor can cause high CRLB values, e. g.:
• from a optimization point of view, large values for CRLB i denote a low curvature in the cost function, i. e., a high insensitivity with respect to the i th parameter [46] ;
• from a system identification point of view, high CRLB values indicate either that the i th parameter is physically insignificant with respect to the measured aircraft response or that there exists a correlation between parameters, i. e., these parameters can vary together, making their individual values difficult to determine [12] . Tables 4,5,6 show the CRLB values for the optimal system responses (CRLB opt ) with the corresponding initial responses (CRLB init ) whereas ∆CRLB % indicates the percent deviation between CRLB opt and CRLB init . A negative value for ∆CRLB % indicates an improvement in terms of estimation accuracy for the i th parameter, and vice versa for positive values. The optimal signal input for the longitudinal dynamics (table 4, fig. 5 ) provides an overall increment of ≈ 40% in terms of estimation accuracy. Though, as expected, the parameters determined by the Phugoid mode, i. e., X V , X α , X q and X δe , are still subject to high uncertainty due to the time window of the experiment set to 10 s. Yet, the 3-2-1-1 maneuver used as initial signal input provides more than the acceptable accuracy for Z V , Z α , Z q , Z δe , M α , M q and M δe which are derivatives related to the Short-period mode.
The optimal lateral response via aileron deflection (table 5, fig. 6 ), reduce mainly the uncertainty on the approximation of the aileron to roll rate transfer function which is
. The contribution of Y δa with respect to the overall aircraft response appears negligible for this steady configuration, hence its uncertainty will be high in the optimal case, too. On the other hand, significant increment in terms of accuracy is shown in N p and N δa which are parameters relative to the yaw moment due to the roll rate p and aileron deflection δ a , respectively. One can observe that remain derivatives are either poorly improved (Y r , L r , N r ) or they experience a loss of accuracy (Y β , L β , N β ). This is not surprising since these derivatives are all related to the yaw dynamics which is barely excited during aileron deflection. Finally, table 6 shows that the optimal rudder deflection in fig. 7 provides a meaningful improvement mainly on parameters relative to the yaw dynamics.
Application of the optimal inputs within real flight tests
Within this section, the optimized maneuvers are first validated via reliable flight simulator for safety issues and subsequently experimental data coming from a real flight test campaign are shown.
Signal inputs set-up and safety assessments
As already mentioned, the case study is an autonomous system hence, a flight plan must be set. The FCC of the case study allows to define control surfaces demands as steps with tunable amplitude and time length only. Therefore, the steps transition shown in Figs.5,6,7 are approximated as tight step functions as in fig. 4 . Before that any real system identification flight test can be performed, each signal input need to be validated via reliable flight simulator for different wind conditions as well as degree of parameter's uncertainty so as to get a better confidence relative to the safety of the flight test.
The results obtained from the high fidelity simulator designed by Ampyx Power B.V. [5] has shown that the aircraft was able to complete successfully the system identification flight test with optimal elevator deflection and rudder without any flight envelope violation, providing good excitation of the longitudinal and yaw dynamics, respectively. As far as it regards the excitation of the lateral dynamics via aileron deflection, it turns out that the vehicle is prone to loss of the flight path due to cross-coupling effect and unstable Spiral mode (see figs.8,9). Therefore, for safety reasons part of the optimal aileron sequence is discarded and propulsion system are not turned off in order to avoid significant deviation from the steady condition. Note that, the thrust effect provides negligible model mismatch on the roll axis. Alternatively, one could superimpose the pilot command with the actual optimal signal input so as to prevent loss of track [11] , though degradation of the estimation accuracy might occurs.
Experimental results
A real flight test campaign is conducted using the optimized inputs obtained in section 5.1. During the experiments, the estimated with speed was ≈ 2 m/s hence, low process noise caused by turbulences is expected. Each signal input is performed multiple times so has to obtain a trend of the aircraft responses.
The data obtained with the experiments are shown in figs. 10,11,12 in comparison to the corresponding simulated optimal responses. The control surfaces deflection are omitted since they are already shown in section 5.1. A video that documents the system identification flight test is available at [47] . Because of the difficulties to obtain accurate estimations of the a priori Phugoid mode, the airspeed response exceed the OED constraints of ≈ 3 m/s while the remaining responses in fig. 10 are bounded.
In fig. 11 , it is shown that within two of three experiments the roll angle φ oscillates and moves towards the flight envelope limits whereas the yaw dynamics, i. e., β and r, are barely excited. Opposite situations occur when the optimal sequence on the rudder control surface is performed, see fig. 12 . In this case, the roll angle is maintained close to its trim position along the entire open-loop sequence, showing less cross-coupling than predicted. Finally, the sinusoidal motion of the side slip β does not increase in terms of amplitude as observed in simulation. In both lateral excitations the constraints were thoroughly fulfilled.
In summary, experimental data have shown that optimized maneuvers obtained with the proposed method are able to significantly excite the aircraft dynamics for a relatively long time window without violation of the flight envelope. 
Conclusions
In this paper, a time domain, model-based Optimum Experimental Design (OED) and subsequent flight tests have been carried out for an autonomous aircraft. A suitable and comprehensive non-linear mathematical model for OED problems related to aircraft dynamics was introduced and an overview of the flight test procedure has been provided. The optimized maneuvers were obtained separately for the roll, pitch and yaw dynamics for the steady state wing level trim condition. The optimization problem was initialized using a priori aerodynamic derivatives obtained via lifting line method augmenting them with previous flight test campaign. The optimal solutions were compared with the well known and widely used 3-2-1-1 maneuvers and their estimation performance were assessed by the Cramen Rao Lower Bound. Simulation results have shown that optimized maneuvers enhance the information content of the experiment and help to validate and refine the a priori models. Finally, real flight test have been successfully conducted showing that given a fair accuracy of the a priori model, the open-loop aircraft response is bounded in the prescribed constraints. However, for safety reasons the optimal aileron sequence was not carried out completely. 
Future works
Future works will aim to the investigation of feasible optimal aileron sequences which can safely excite the aircraft roll axis. 
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