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a b s t r a c t
Let G(k, n) be the set of connected simple n-vertex graphs with minimum vertex degree
k. The Randić index R(G) of a graph G is defined by R(G) = uv∈E(G) 1√d(u)d(v) , where d(u)
is the degree of vertex u and the summation extends over all edges uv of G. In this paper
we prove for k ≥ n2 the conjecture of Aouchiche and Hansen about the graphs in G(k, n)
for which the Randić index attains its minimum value. We show that the extremal graphs
have only two degrees (k and n− 1), and the number of vertices of degree k is as close to n2
as possible. At the end we state the solutions of the more detailed optimization problems
over graphs with arbitrary maximum vertex degreem, except in the case when k,m and n
are odd numbers.
© 2012 Elsevier B.V. All rights reserved.
1. Introduction
Let G(k, n) be the set of connected simple n-vertex graphs with minimum vertex degree k. If u is a vertex of G, then
d(u) denotes the degree of the vertex u, that is, the number of edges of which u is an endpoint. Let V (G), E(G), δ(G) and
∆(G) denote the vertex set, edge set, minimum degree, and maximum degree of G, respectively. In 1975 Randić proposed
a topological index, suitable for measuring the extent of branching of the carbon-atom skeleton of saturated hydrocarbons.
The Randić index R(G) of a graph G, defined in [20], is given by R(G) = uv∈E(G) 1√d(u)d(v) , where the summation extends
over all edges of G. Randić himself demonstrated [20] that his index is well correlated with a variety of physico-chemical
properties of alkanes. The Randić index has become one of themost popular molecular descriptors; three books are devoted
to it [11–13].
In [9] Fajtlowicz mentions that Bollobás and Erdős asked for the minimum value of the Randić index for the graphs in
G(k, n). This problem is difficult, and only a few partial results have been achieved. In [4] Bollobás and Erdős found the
extremal graph when k = 1; it is a star. For k = 2 the problem is solved in [8]; the extremal graph is the complete split
graph K ∗2,n−2. The graph K
∗
k,n−k arises from the complete bipartite graph Kk,n−k by adding edges to make the vertices in the
partite set of size k pairwise adjacent. In these papers a graph-theoretical approach was used. In [19,15,14] the problem is
solved for k = 1, k = 2, and k = 3, respectively, using linear programming. In [16] Pavlović found the extremal graph for
k = ⌊ n2⌋ using a quadratic programming technique and considered the case nk ≥ n−k [17,18], where ni denotes the number
of vertices of degree i. The system AutoGraphiX is helpful for finding extremal graphs [1–3,5,6] and for making conjectures
about them. In [10] a lower bound was found for R(G)− R(G− v), where v is a vertex of minimum degree δ(G) and G− v
denotes the graph obtained from G by deleting v and all its incident edges.
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Fig. 1. Graph from Gn,p,k and its complement for n = 7, k = 5, and p = 4.
Delorme, Favaron, and Rautenbach [8] posed the first conjecture about this problem.
Conjecture 1 ([8]). If G is a graph of order n with δ(G) ≥ k, then
R(G) ≥ k(n− k)√
k(n− 1) +
k(k− 1)
2(n− 1) ,
with equality if and only if G = K ∗k,n−k.
Aouchiche and Hansen [1] refuted this conjecture by using the system AutoGraphix [7] and made a new more precise
conjecture. Let
kn =

n+ 2
2
if n ≡ 0 (mod 4),
n+ 3
2
if n ≡ 1 (mod 4),
n+ 4
2
if n ≡ 2 (mod 4),
n+ 3
2
if n ≡ 3 (mod 4),
p =

n− 2
2
if n ≡ 2(mod 4), k is even,n
2

if n ≡ 3(mod 4),n
2

otherwise,
and let Gn,p,k be the family of complements of graphs consisting of an (n− k− 1)-regular graph on p vertices together with
n− p isolated vertices (Fig. 1).
We also can describeGn,p,k as the family of n-vertex graphs obtained fromKn by deleting the edges of an (n−k−1)-regular
graph on p vertices.
Conjecture 2 ([1]). If G is a graph of order n with δ(G) ≥ k, then
R(G) ≥

k(k− 1)
2(n− 1) +
k(n− k)√
k(n− 1) if k < kn,
(n− p)(n− p− 1)
2(n− 1) +
p(p+ k− n)
2k
+ p(n− p)√
k(n− 1) if kn ≤ k ≤ n− 2,
where kn and p are given above, with equality if and only if G = K ∗k,n−k for k < kn, and if and only if G ∈ Gn,p,k (described above)
for k ≥ kn.
For 1 ≤ k ≤ n2 the two conjectures are identical, but for k > n2 they differ. Since (n−p)(n−p−1)2(n−1) + p(p+k−n)2k + p(n−p)√k(n−1) =
n
2 − 12 ( 1√k − 1√n−1 )2p(n− p) and k(k−1)2(n−1) + k(n−k)√k(n−1) = n2 − 12 ( 1√k − 1√n−1 )2k(n− k), we can modify the conjecture given in [1]
for k > n2 to obtain a new conjecture.
Conjecture 3. If G is a graph of order n with δ(G) ≥ k, then
R(G) ≥

n
2
− 1
2

1√
k
− 1√
n− 1
2
k(n− k) if k ≤ n
2
,
n
2
− 1
2

1√
k
− 1√
n− 1
2
p(n− p) if n
2
< k ≤ n− 2,
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where
p =

n
2
if n ≡ 0(mod 4); n ≡ 2(mod 4), k is odd,n
2

or
n
2

if n ≡ 1(mod 4), k is even; n ≡ 3(mod 4), k is even,n
2

if n ≡ 1(mod 4), k is odd,
n− 2
2
or
n+ 2
2
if n ≡ 2(mod 4), k is even,n
2

if n ≡ 3(mod 4), k is odd.
Equality holds if and only if G = K ∗k,n−k for k ≤ n2 , and if and only if G ∈ Gn,p,k (described above) for k > n2 .
In this paper we prove themodified conjecture of Aouchiche and Hansenwhen n2 ≤ k ≤ n−2.We simplify the quadratic
programming technique introduced in [16], and we use different mathematical models to obtain the optimal solution in
various cases. Liu and Liu proved the first and the second case similarly as it was done in [16]; Pavlović with Divnić and
Stojanović proved the third case, gave a new simplified approach to proofs in all the three cases and considered the case
where∆(G) is an arbitrary number. On the suggestion of the editor we prepared this joint paper.
2. A quadratic programming model of the problem
First, we will give some linear equalities and nonlinear inequalities that must be satisfied in any graph in G(k, n). Let xi,j
denote the number of edges joining vertices of degrees i and j. The mathematical description of the problem P to determine
min{R(G) : G ∈ G(k, n)} is:
min

k≤i≤j≤n−1
xi,j√
ij
subject to:
2xk,k + xk,k+1 + xk,k+2 + · · · + xk,n−1 = knk,
xk,k+1 + 2xk+1,k+1 + xk+1,k+2 + · · · + xk+1,n−1 = (k+ 1)nk+1,
. . .
xk,n−1 + xk+1,n−1 + xk+2,n−1 + · · · + 2xn−1,n−1 = (n− 1)nn−1,
(1)
nk + nk+1 + nk+2 + · · · + nn−1 = n, (2)
xi,j ≤ ninj, for k ≤ i ≤ n− 1, i < j ≤ n− 1, (3)
xi,i ≤
ni
2

, for k ≤ i ≤ n− 1, (4)
xi,j, ni are non-negative integers, for k ≤ i ≤ j ≤ n− 1. (5)
Eqs. (1)–(5) define a nonlinearly constrained optimization problem.
Because of (1) and (2), the Randić index is:
R(G) = n
2
− 1
2

k≤i≤j≤n−1

1√
i
− 1√
j
2
xi,j. (6)
We will henceforth use this expression for the Randić index.
3. Tools
We will consider three cases. In each case n2 ≤ k ≤ n− 2.
Case 1. n ≡ 0 (mod 4), or n ≡ 2 (mod 4) and k is odd.
Case 2. n is odd.
Case 3. n ≡ 2 (mod 4) and k is even.
We dedicate entire section to each case. Case 1 is processed in Section 4, Case 2 in Section 5 and Case 3 in Section 6.
Define the function
γ =

k≤i≤j≤n−1

1√
i
− 1√
j
2
xi,j. (7)
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Henceforth we will consider the problem of maximizing γ instead of minimizing R(G). We put:
xi,j = ninj − yi,j for k ≤ i ≤ n− 1, i < j ≤ n− 1,
xi,i =
ni
2

− yi,i for k ≤ i ≤ n− 1. (8)
A vertex of degree n − 1 is adjacent to all other vertices. Thus yi,n−1 = 0 for k ≤ i ≤ n − 1 and nn−1 ≤ k, or the
minimum degree would be greater than k. After substitution of xi,j and xi,i from (8) into the function γ and (1), we rewrite
the optimization problem using the same objective function (call the rewritten problem P) as:
max

k≤i<j≤n−1

1√
i
− 1√
j
2
ninj −

k≤i<j≤n−2

1√
i
− 1√
j
2
yi,j
subject to
2yk,k + yk,k+1 + yk,k+2 + · · · + yk,n−2 = (n− k− 1)nk,
yk,k+1 + 2yk+1,k+1 + yk+1,k+2 + · · · + yk+1,n−2 = (n− k− 2)nk+1,
. . .
yk,n−2 + yk+1,n−2 + yk+2,n−2 + · · · + 2yn−2,n−2 = nn−2,
(1′)
nk + nk+1 + nk+2 + · · · + nn−1 = n, (2)
ni ≥ 0, for k ≤ i ≤ n− 1, (9)
yi,j ≥ 0, for k ≤ i ≤ n− 2, i ≤ j ≤ n− 2, (10)
nn−1 ≤ k, (11)
yi,j, ni are integers for k ≤ i ≤ j ≤ n− 1. (5′)
We obtained equalities (1′) from the corresponding equalities (1). Let (nk, nk+1, . . . , nn−1, yk,k, yk,k+1, . . . , yn−2,n−2)
be a feasible point for P; we use Ω or (N, Y ) to denote this point. Let γ1 = k≤i<j≤n−1( 1√i − 1√j )2ninj and γ2 =
−k≤i<j≤n−2( 1√i − 1√j )2yi,j. Now max γ ≤ max γ1 + max γ2, where the maxima are subject to (1′), (2), (9)–(11), (5′).
It is evident that max γ2 = 0, and it is achieved by setting yi,j = 0 for k ≤ i ≤ n − 2 and i < j ≤ n − 2 and setting
yi,i = (n−i−1)ni2 for k ≤ i ≤ n− 2. The variables ni must satisfy (2), (9), (11) and (5′). Hence, there are many extreme points
for γ2. Let us denote by (n∗k , n
∗
k+1, . . . , n
∗
n−1) or N∗ the optimal point for γ1. Let Y ∗ = (y∗k,k, y∗k,k+1, . . . , y∗n−2,n−2), where
y∗i,j = 0 for i ≠ j and y∗i,i = (n−i−1)n
∗
i
2 . Note that Y
∗ is the optimal point for γ2 if y∗i,j are integers, and (N∗, Y ∗), which we
denoteΩ∗, will be the optimal point for γ . In order to find N∗ we can neglect constraints (1′) and (10), because for γ1 only
constraints (2), (9) and (11) are relevant. We omit constraint (11), because it is not necessary and would complicate the
calculation. We also neglect constraint (5′), but we will keep it in mind and introduce new constraints when it is necessary.
We will need the following theorem.
Kuhn–Tucker Theorem (Theorem 2.4.3 from [21]). Consider a problem
max
x∈X
ϕ(x),
with X = {x ∈ Rn | aTj x− bj ≥ 0, for 1 ≤ j ≤ m},
where ϕ : Rn → R is a differentiable concave function and aj ∈ Rn for 1 ≤ j ≤ m. A feasible point x0 ∈ X is a optimal
(maximum) point for the problem defined above if and only if there are nonnegative numbers λj for 1 ≤ j ≤ m, such that
∇ϕ(x0)+
m
j=1
λjaj = 0,
λj(aTj x0 − bj) = 0, for 1 ≤ j ≤ m.
4. Case 1: n ≡ 0 (mod 4), or n ≡ 2 (mod 4) and k is odd
We consider the problem P1 of maximizing γ1:
max

k≤i<j≤n−1

1√
i
− 1√
j
2
ninj,
subject to
nk + nk+1 + · · · + nn−1 = n, (2)
ni ≥ 0 for k ≤ i ≤ n− 1. (9)
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Let N denote a feasible point (nk, . . . , nn−1) for problem P1. We will show that N∗1 is an optimal point for the problem P1,
where N∗1 is defined by nk = n2 , ni = 0 for k+ 1 ≤ i ≤ n− 2, and nn−1 = n2 .
Lemma 1. The function γ1, subject to (2) and (9), attains its maximum value n
2
4

1√
k
− 1√
n−1
2
at the point ( n2 , 0, 0, . . . , 0,
n
2 ).
Proof. As we told before, this entire section is dedicated to Case 1. We distinguish two subcases: (1a) ∆(G) = n − 1, and
(1b)∆(G) < n− 1.
Subcase 1a. From (2), we have nn−1 = n−n−2j=k nj. We rewrite γ1:
γ1 =

k≤i<j≤n−2

1√
i
− 1√
j
2
ninj +
n−2
i=k

1√
i
− 1√
n− 1
2
ni

n−
n−2
j=k
nj

= n
n−2
i=k

1√
i
− 1√
n− 1
2
ni −
n−2
i=k

1√
i
− 1√
n− 1
2
n2i
+

k≤i<j≤n−2

1√
i
− 1√
j
2
−

1√
i
− 1√
n− 1
2
−

1√
j
− 1√
n− 1
2
ninj
= n
n−2
i=k

1√
i
− 1√
n− 1
2
ni −
n−2
i=k

1√
i
− 1√
n− 1
2
n2i
− 2

k≤i<j≤n−2

1√
i
− 1√
n− 1

1√
j
− 1√
n− 1

ninj
= −

n−2
i=k

1√
i
− 1√
n− 1

ni
2
+ n
n−2
i=k

1√
i
− 1√
n− 1
2
ni
≤ −

n−2
i=k

1√
i
− 1√
n− 1

ni
2
+ n

1√
k
− 1√
n− 1
n−2
i=k

1√
i
− 1√
n− 1

ni

= x

−x+ n

1√
k
− 1√
n− 1

(12)
because ( 1√
i
− 1√
n−1 ) ≤ ( 1√k − 1√n−1 ) for k ≤ i ≤ n − 2 and x =
n−2
i=k (
1√
i
− 1√
n−1 )ni. The function g(x) defined by
x

−x+ n

1√
k
− 1√
n−1

attains its maximum at x = n2

1√
k
− 1√
n−1

. Thus, γ1 function attains its maximum value for
nk = n2 , nk+1 = · · · = nn−2 = 0 and nn−1 = n2 . The maximum value γ ∗1 of γ1 is
γ ∗1 =

1√
k
− 1√
n− 1
2 n2
4
.
Subcase 1b. Letm = ∆(G). For this case the proof is similar to that of subcase 1a and is omitted. The maximum value of γ1 is
γ m1 =

1√
k
− 1√
m
2 n2
4
.
This value is attained at the point nk = n2 , ni = 0 for k+ 1 ≤ i ≤ m− 1, and nm = n2 .
Since γ ∗1 > γ
m
1 for this case,we conclude that γ
∗
1 is themaximumvalue, attained atN
∗
1 on the set of all feasible points. 
We have proved that γ1 attains its maximum at N∗1 . Now observe that γ2 attains its maximum value, which is 0, at the
point Y ∗1 defined by setting yk,k = (n−k−1)n4 and all other yi,j = 0. These values are integers, and we conclude that the Randić
index attains its minimum on graphs for which nk = nn−1 = n/2, xk,k = n(2k−n)/8, xk,n−1 = n2/4, xn−1,n−1 = n(n−2)/8,
and all other xi,j, xi,i and ni are equal to zero. These values in fact are integers, and these graphs lie in Gn,n/2,k. Furthermore,
if G ∈ Gn,p,k, then R(G) = n2 − 12 ( 1√k − 1√n−1 )2p(n− p). Thus, we come to our conclusion.
Theorem 1. If n ≡ 0 (mod 4), or if n ≡ 2 (mod 4) and k is odd, and if G ∈ G(k, n), then
R(G) ≥ n
2
− n
2
8

1√
k
− 1√
n− 1
2
.
This value is attained by graphs G ∈ Gn,n/2,k for which nk = nn−1 = n/2, xk,k = n(2k − n)/8, xk,n−1 = n2/4, xn−1,n−1 =
n(n− 2)/8, and all other xi,j, xi,i and ni are equal to zero.
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5. Case 2: n is odd
Define a function γ¯1 by γ¯1(nk, . . . , nn−2) = −
n−2
i=k

1√
i
− 1√
n−1

ni
2 + nn−2i=k  1√i − 1√n−12 ni (see (12)). Let
X = {(nk, . . . , nn−1) | nk + · · · + nn−1 = n}. Note that γ1(nk, . . . , nn−1) = γ¯1(nk, . . . , nn−2) for (nk, . . . , nn−1) ∈ X .
The function γ¯1 is concave on Rn−k−1: the first term is a composition of a concave function (negated squaring) and a linear
function, and the second term is a linear function. We will study γ¯1 instead of γ1 on X . The point (nk, . . . , nn−2) ∈ Rn−k−1
corresponds to (nk, . . . , nn−2, n−n−2j=k nj) ∈ Rn−k on the set X .
We distinguish two subcases: (2a) ∆(G) = n − 1, and (2b) ∆(G) < n − 1. Further, we divide subcase (2a) into two
subcases: (2a1) nk ≤ (n− 1)/2, and (2a2) nk ≥ (n+ 1)/2.
Subcase 2a1. n is odd and nk ≤ n−12 . We consider the problem P2a1(t):
max−

n−2
i=k

1√
i
− 1√
n− 1

ni
2
+ n
n−2
i=k

1√
i
− 1√
n− 1
2
ni,
subject to
−nk + n− t2 ≥ 0, (13)
ni ≥ 0, for k ≤ i ≤ n− 2, (14)
where t = 1. (We introduce parameter t because later we will consider this problem for t = 2.) Let N denote a feasible
point (nk, . . . , nn−2) for problem P2a1(t). Since γ¯1 is a concave function, we apply the Kuhn–Tucker Theorem to the problem
P2a1(t). By this theorem, a feasible point N is a maximum point for problem P
2
a1(t) if there are non-negative numbers µ0, λi
for k ≤ i ≤ n− 2, such that the function Ψt defined by
Ψt = γ¯1 + µ0

−nk + n− t2

+
n−2
i=k
λini
satisfies ∂Ψt/∂ni = 0 for k ≤ i ≤ n− 2, respectively:
−2

n−2
j=k

1√
j
− 1√
n− 1

nj

1√
k
− 1√
n− 1

+ n

1√
k
− 1√
n− 1
2
− µ0 + λk = 0, (15)
−2

n−2
j=k

1√
j
− 1√
n− 1

nj

1√
i
− 1√
n− 1

+ n

1√
i
− 1√
n− 1
2
+ λi = 0, for k+ 1 ≤ i ≤ n− 2, (16)
and
µ0

−nk + n− t2

= 0, (17)
λini = 0 for k ≤ i ≤ n− 2. (18)
At first, we will prove the next lemma.
Lemma 2. The point N∗2a1 defined by (
n−1
2 , 0, . . . , 0) is a maximum point for the problem P
2
a1(1).
Proof. With this point, set λ∗k = 0 because δ(G) = k, and in order to satisfy (15), set
µ∗0 =

1√
k
− 1√
n− 1

−2

1√
k
− 1√
n− 1

n− t
2
+ n

1√
k
− 1√
n− 1

= t

1√
k
− 1√
n− 1
2
.
In order to satisfy (16), for k+ 1 ≤ i ≤ n− 2, set
λ∗i =

1√
i
− 1√
n− 1

2

1√
k
− 1√
n− 1

n− t
2
− n

1√
i
− 1√
n− 1

=

1√
i
− 1√
n− 1

n− t√
k
− n√
i
+ t√
n− 1

.
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Since 1√
i
and ( 1√j − 1√j+1 ) are decreasing functions, we have
n− t√
k
− n√
i
+ t√
n− 1 ≥
n− t√
k
− n√
k+ 1 +
t√
n− 1 = (n− t)

1√
k
− 1√
k+ 1

− t

1√
k+ 1 −
1√
n− 1

= (n− t)

1√
k
− 1√
k+ 1

− t
n−2
j=k+1

1√
j
− 1√
j+ 1

≥ (n− t)

1√
k
− 1√
k+ 1

− t(n− k− 2)

1√
k
− 1√
k+ 1

= (n(1− t)+ tk+ t)

1√
k
− 1√
k+ 1

≥ 0,
for t = 1 (and for t = 2, k ≥ n2 − 1). Hence, λ∗i ≥ 0, for k+ 1 ≤ i ≤ n− 2. These values form a feasible point satisfying the
Kuhn–Tucker conditions, and hence N
∗
2a1 is a maximum point. 
The maximum value for γ¯1 on X and hence for γ1 is the value γ¯ ∗1 defined by
γ¯ ∗1 =

1√
k
− 1√
n− 1
2 n2 − 1
4
,
attained at the point N∗2a1 ∈ X defined by ( n−12 , 0, . . . , 0, n+12 ).
Subcase 2a2. n is odd and nk ≥ (n+ 1)/2. We consider the problem P2a2 :
max−

n−2
i=k

1√
i
− 1√
n− 1

ni
2
+ n
n−2
i=k

1√
i
− 1√
n− 1
2
ni,
subject to
nk − n+ 12 ≥ 0, (19)
ni ≥ 0, for k+ 1 ≤ i ≤ n− 2. (14)
If nk ≥ n+12 and ni ≥ 0, for k + 1 ≤ i ≤ n − 2, then x =
n−2
i=k (
1√
i
− 1√
n−1 )ni ≥ ( 1√k − 1√n−1 ) n+12 >

1√
k
− 1√
n−1

n
2
and the function g defined by g(x) = x

−x+ n

1√
k
− 1√
n−1

, attains its maximum value at the point x∗ defined by
( 1√
k
− 1√
n−1 )
n+1
2 . The point x
∗ is actually defined by setting nk = n+12 , ni = 0 for k+ 1 ≤ i ≤ n− 2. Since γ1 = γ¯1 ≤ g on
X , and γ¯1(x∗) = g(x∗), it follows that γ1 attains its maximum value γ¯ ∗1 at the point N∗2a2 defined by nk = n+12 , ni = 0 for
k+ 1 ≤ i ≤ n− 2 and nn−1 = n−12 . We have proved the following.
Lemma 3. The function γ1, subject to (2), (9) and (19) attains its maximum value
1√
k
− 1√
n− 1
2 n2 − 1
4
,
at the point N∗2a2 .
Subcase 2b. Letm = ∆(G). For this case the proof is similar to that of subcase 2a and is omitted. The maximum value of γ1 is
γ¯ m1 =

1√
k
− 1√
m
2 n2 − 1
4
.
Since γ¯ ∗1 > γ¯
m
1 for this case, we conclude that γ¯
∗
1 is the maximum value, attained at the point N
∗
2a1
or at the point N∗2a2 .
We have proved that γ1 attains its maximum at the point N∗2a1 or N
∗
2a2
. Now observe that γ2 attains its maximum value,
which is 0, at the point Y ∗2a1 or Y
∗
2a2
defined by setting yk,k = (n−k−1)(n−1)4 or yk,k = (n−k−1)(n+1)4 and all other yi,j = 0. Since
the corresponding values of xi,j must be integers, we come to our conclusion.
Theorem 2. If n is odd, and if G ∈ G(k, n) then
R(G) ≥ n
2
−

1√
k
− 1√
n− 1
2 n2 − 1
8
.
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If n ≡ 1 (mod 4), or if n ≡ 3 (mod 4) and k is even, then this value is attained by graphs G ∈ Gn,(n−1)/2,k for which
nk = n−12 , nn−1 = n+12 , xk,k = (n−1)(2k−n−1)8 , xk,n−1 = n
2−1
4 , xn−1,n−1 = n
2−1
8 and all other xi,j, xi,i and ni are equal to
zero. If n ≡ 3 (mod 4), or if n ≡ 1 (mod 4) and k is even, then this value is attained by graphs G ∈ Gn,(n+1)/2,k for which
nk = n+12 , nn−1 = n−12 , xk,k = (n+1)(2k−n+1)8 , xk,n−1 = n
2−1
4 , xn−1,n−1 = (n−1)(n−3)8 and all other xi,j, xi,i and ni are equal to
zero.
Remark. It is easy to check that all lemmas are true for k = n−12 (this case is done in [16]). In this case the minimum value
of the Randić index is attained by graph G ∈ Gn, n+12 , n−12 , which is actually K
∗
n−1
2 ,
n+1
2
.
6. Case 3: n ≡ 2 (mod 4) and k is even
For this case k ≥ n2 + 1. We distinguish two subcases: (3a) ∆(G) = n − 1, and (3b) ∆(G) < n − 1. Further, we divide
subcase (3a) into three subcases: (3a1)nk ≤ n/2− 1, (3a2) nk = n/2 and (3a3) nk ≥ n/2+ 1.
Subcase 3a1 : n ≡ 2 (mod 4), k is even, and nk ≤ n/2− 1. We consider the problem P3a1 :
max−

n−2
i=k

1√
i
− 1√
n− 1

ni
2
+ n
n−2
i=k

1√
i
− 1√
n− 1
2
ni,
subject to
−nk + n2 − 1 ≥ 0, (13
′)
ni ≥ 0, for k ≤ i ≤ n− 2. (14)
Note that P3a1 is equivalent to the problem P
2
a1(t) for t = 2. Then the next lemma is valid.
Lemma 4. The point N∗3a1 defined by (
n
2 − 1, 0, . . . , 0) is a maximum point for the problem P3a1 .
Proof. Since the proof of this lemma is similar to one of Lemma 2 for t = 2, we give only the important details. By the
Kuhn–Tucker Theorem, a feasible point N is a maximum point for problem P3a1 (P
2
a1(2)) if there are non-negative numbers
µ0, λi for k ≤ i ≤ n−2, such that the conditions (15)–(18) are satisfied (and t = 2). With the point N∗3a1 , set λ∗k = 0 because
δ(G) = k, and in order to satisfy (15), set
µ∗0 = 2

1√
k
− 1√
n− 1
2
.
In order to satisfy (16) for k+ 1 ≤ i ≤ n− 2, set
λ∗i =

1√
i
− 1√
n− 1

n− 2√
k
− n√
i
+ 2√
n− 1

.
Further, as in the proof of Lemma 2, we have n−2√
k
− n√
i
+ 2√
n−1 ≥ (−n + 2k + 2)( 1√k − 1√k+1 ) ≥ 0, for k ≥ n2 − 1. Hence,
λ∗i ≥ 0, for k+ 1 ≤ i ≤ n− 2. These values form a feasible point satisfying the Kuhn–Tucker conditions, and hence N∗3a1 is
a maximum point. 
The maximum value for γ¯1 function and hence for γ1 is γˆ ∗1
γˆ ∗1 =

1√
k
− 1√
n− 1
2 n2
4
− 1

,
attained at the point N∗3a1 ∈ X defined by ( n2 − 1, 0, . . . , 0, n2 + 1).
Subcase 3a2 : n ≡ 2 (mod 4), k is even, nk = n/2. The function γ1, subject to (2) and (9), attains its maximum when
nk = n2 , nn−1 = n2 and all other ni = 0. But, in this case xk,k = n4 (k − n2 ) is not an integer. In order to have solutions
achievable by a graph, at least one ni must be at least 1. We consider the problem P3a2 :
max−

n−2
i=k

1√
i
− 1√
n− 1

ni
2
+ n
n−2
i=k

1√
i
− 1√
n− 1
2
ni,
subject to
nk = n2 , (20)
ni ≥ 1, for at least one i ∈ {k+ 1, . . . , n− 2}, (21)
ni ≥ 0, for k+ 1 ≤ i ≤ n− 2. (22)
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For nk = n2 , we have for k+ 1 ≤ i ≤ n− 2:
∂γ¯1/∂ni = −2

n−2
j=k

1√
j
− 1√
n− 1

nj

1√
i
− 1√
n− 1

+ n

1√
i
− 1√
n− 1
2
=

−2

1√
k
− 1√
n− 1

n
2
− 2
n−2
j=k+1

1√
j
− 1√
n− 1

nj + n

1√
i
− 1√
n− 1

·

1√
i
− 1√
n− 1

.
For nk = n2 and ni ≥ 0, it is easy to see that ∂γ¯1/∂ni ≤ 0 for k + 1 ≤ i ≤ n − 2. Thus, γ¯1 will attain its maximum if we
choose exactly one nj = 1 and all other ni = 0 for k+ 1 ≤ i ≤ n− 2, i ≠ j. Denote by γ¯ j1 the maximum value of γ¯1 function
and hence of γ1 on X , if nj = 1 and all other ni = 0. Since nn−1 = n2 − 1, we have
γ¯
j
1 =

1√
k
− 1√
n− 1
2 n
2
+

1√
j
− 1√
n− 1
2n
2
− 1

+

1√
k
− 1√
j
2 n
2
.
We show that γˆ ∗1 − γ¯ j1 > 0 for every k+ 1 ≤ j ≤ n− 2.
γˆ ∗1 − γ¯ j1 =

1√
k
− 1√
n− 1
2
−

1√
j
− 1√
n− 1
2n
2
− 1

−

1√
k
− 1√
j
2 n
2
=

1√
k
− 1√
j

− 1√
k
+ n− 1√
j
− n− 2√
n− 1

.
Since 1√j is a decreasing function and k ≥ n2 − 1, we have − 1√k + n−1√j − n−2√n−1 ≥ − 1√k + n−1√n−2 − n−2√n−1 ≥ − 1√ n
2−1
+
n−1√
n−2 − n−2√n−1 = n−1−
√
2√
n−2 − n−2√n−1 > 0, for n ≥ 6. We conclude that the maximum value in case (a2) is less than
γˆ ∗1 = ( 1√k − 1√n−1 )2( n
2−4
4 ).
Subcase 3a3 : n ≡ 2(mod 4), k is even, nk ≥ n2 + 1. We consider the problem P3a3 :
max−

n−2
i=k

1√
i
− 1√
n− 1

ni
2
+ n
n−2
i=k

1√
i
− 1√
n− 1
2
ni,
subject to
nk − n2 − 1 ≥ 0, (23)
‘ni ≥ 0, for k ≤ i ≤ n− 2. (14)
This problem is similar to P2a2 . Let N
∗
3a3
be a point defined by nk = n2 + 1, ni = 0 for k + 1 ≤ i ≤ n − 2 and nn−1 = n2 − 1.
The proof of the next lemma is omitted because it is similar to the one from subcase 2a2.
Lemma 5. The function γ1, subject to (2), (9) and (23) attains its maximum value γˆ ∗1
γˆ ∗1 =

1√
k
− 1√
n− 1
2 n2
4
− 1

at the point N∗3a3 .
Subcase 3b. Letm = ∆(G). For this case the proof is similar to that of subcase 3a and is omitted. The maximum value of γ1 is
γˆ m1 =

1√
k
− 1√
m
2 n2
4
− 1

.
Since γˆ ∗1 > γˆ
m
1 for this case, we conclude that γˆ
∗
1 is the maximum value, attained at the point N
∗
3a1
or at the point N∗3a3 .
We have proved that γ1 attains its maximum at the point N∗3a1 or N
∗
3a3
. Now observe that γ2 attains its maximum value,
which is 0, at the point Y ∗3a1 or Y
∗
3a3
defined by setting yk,k = (n−k−1)(n−2)4 or yk,k = (n−k−1)(n+2)4 and all other yi,j = 0. Since
the corresponding values of xi,j must be integers, we come to our conclusion.
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Theorem 3. If n ≡ 2 (mod 4), k is even, (k ≥ n2 + 1), and if G ∈ G(k, n), then
R(G) ≥ n
2
− 1
2

1√
k
− 1√
n− 1
2 n2 − 4
4
.
This value is attained by graphs G ∈ Gn, n+22 ,k for which nk =
n
2 + 1, nn−1 = n2 − 1, xk,k = 12 ( n2 + 1)(k − n2 + 1), xk,n−1 =
n2−4
4 , xn−1,n−1 = ( n2 − 1)( n2 − 2)/2 and all other xi,j, xi,i and ni are equal to 0 or by graphs G ∈ Gn, n−22 ,k for which nk =
n
2 − 1,
nn−1 = n2 + 1, xk,k = (n−2)(2k−n−2)8 , xk,n−1 = n
2−4
4 , xn−1,n−1 = n(n+2)8 and all other xi,j, xi,i and ni are equal to 0.
Remark. It is easy to check that all lemmas are true for k = n2 − 1. In this case the minimum value of the Randić index is
attained by graph G ∈ Gn, n+22 , n2−1, which is actually K
∗
n
2−1, n2+1
.
Now we state the more detailed versions of these theorems when the optimization is taken over a subset of G(k, n) in
which the maximum degree is fixed. Let G(k,m, n) be the set of connected simple n-vertex graphs with minimum vertex
degree k and maximum vertex degree m, where n2 ≤ k ≤ m ≤ n − 2. Let Gn,p,k,m be the family of complements of graphs
consisting of an (n− k− 1)-regular graph on p vertices and (n− m− 1)-regular graph on n− p vertices. Since the proofs
of the following Theorems 4–6 are similar to those of Theorems 1–3, we omit them and just write down the theorems.
Theorem 4. If n ≡ 0 (mod 4), or if n ≡ 2 (mod 4), and k and m are odd, and if G ∈ G(k,m, n), then
R(G) ≥ n
2
− n
2
8

1√
k
− 1√
m
2
.
This value is attained by graphs G ∈ Gn,n/2,k,m for which nk = nm = n/2, xk,k = n(2k−n)/8, xk,m = n2/4, xm,m = n(2m−n)/8,
and all other xi,j, xi,i and ni are equal to zero.
Theorem 5. If n is odd, and if G ∈ G(k,m, n), then
R(G) ≥ n
2
−

1√
k
− 1√
m
2 n2 − 1
8
.
If n ≡ 1 (mod 4) and m is even, or if n ≡ 3 (mod 4) and k is even, then this value is attained by graphs G ∈ Gn,(n−1)/2,k,m for
which nk = n−12 , nm = n+12 , xk,k = (n−1)(2k−n−1)8 , xk,m = n
2−1
4 , xm,m = (n+1)(2m−n+1)8 and all other xi,j, xi,i and ni are equal to
zero. If n ≡ 3 (mod 4) and m is even, or if n ≡ 1(mod 4) and k is even, then this value is attained by graphs G ∈ Gn,(n+1)/2,k,m
for which nk = n+12 , nm = n−12 , xk,k = (n+1)(2k−n+1)8 , xk,m = n
2−1
4 , xm,m = (n−1)(2m−n−1)8 and all other xi,j, xi,i and ni are equal
to zero.
Theorem 6. If n ≡ 2 (mod 4), and k or m is even, and if G ∈ G(k,m, n), then
R(G) ≥ n
2
− 1
2

1√
k
− 1√
m
2
(n2 − 4)
4
.
This value is attained by graphs G ∈ Gn, n+22 ,k,m for which nk =
n
2 + 1, nm = n2 − 1, xk,k = (n+2)(2k−n+2)8 , xk,m = n
2−4
4 , xm,m =
(n−2)(2m−n−2)
8 , and all other xi,j, xi,i and ni are equal to 0 or by graphs G ∈ Gn, n−22 ,k,m for which nk =
n
2 − 1, nm = n2 + 1, xk,k =
(n−2)(2k−n−2)
8 , xk,m = n
2−4
4 , xm,m = (n+2)(2m−n+2)8 and all other xi,j, xi,i and ni are equal to 0.
When n, k, andm are all odd, we have not found the extremal graphs. We pose the question what is the structure of the
extremal graphs for this case?
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