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Kurzfassung 
Begleitend zur Entwicklung technischer Systeme, insbesondere solcher mit hohen Anforde‐
rungen an Qualität, Zuverlässigkeit und Sicherheit, ist die Anwendung methodischer Fehler‐
analysen gebräuchlich und zweckdienlich. Die Ansätze der Fehlermöglichkeits‐ und Einfluss‐
analyse ﴾FMEA﴿, Fehlerbaumanalyse ﴾FTA﴿ und Zuverlässigkeitsblockdiagramme ﴾RBD﴿ basie‐
ren auf einem gemeinsamen Grundkonzept, nach welchem die Funktionsfähigkeit oder 
mögliche Fehlzustände des Systems in Abhängigkeit von Fehlern der Komponenten darge‐
stellt werden. Dies hat zum Zweck, Risiken oder Fehlerwahrscheinlichkeiten einzuschätzen. 
Die Systematiken dieser Methoden unterliegen dabei spezifischen Einschränkungen, sodass 
entweder keine quantitative Auswertung ﴾FMEA﴿, keine Differenzierung verschiedenartiger 
Fehlzustände ﴾RBD﴿ oder keine zusammenhängende Gesamtabbildung des Systems ﴾FTA﴿ 
darstellbar ist. So wurden Ansätze veröffentlicht, die auf differenziertere Mehrzustandsbe‐
trachtungen in den Fehlermodellen von FTA und RBD abzielen. Diese sind jedoch nur in be‐
grenztem Umfang praktikabel. Ansätze, FMEA‐Fehlermodelle algebraisch zu formalisieren 
und quantitativ auszuwerten, erreichten dieses Ziel bislang nur partiell. 
Die Arbeit setzt in diesem Problemfeld mit dem Ziel an, die algebraische Grundlage zu erar‐
beiten und einen Modellansatz zu definieren, um quantitative sowie hinsichtlich funktionsfä‐
higkeits‐ und zuverlässigkeitsbezogener Komponentenzustände differenzierte komplexe 
Fehlermodelle darstellen und berechnen zu können. Dazu wird eine integrale mengentheo‐
retische Betrachtungsweise der Zustandsmöglichkeiten systemischer Komponentenverbünde 
auf Basis der Zustandsmöglichkeiten der zugehörigen Bauteile aufgebaut. Auf dieser Grund‐
lage wird eine logisch‐algebraische Interpretation konsistenter Ursache‐Folge‐Beziehungs‐
netzwerke und deren probabilistische Auswertung hergeleitet und deren Umsetzung am Bei‐
spiel Bayesscher Netzwerke aufgezeigt. 
Die so erarbeiteten Erkenntnisse dienen anschlieﬂend der Ableitung einer methodischen 
Systematik zum Aufbau komplexer probabilistischer Fehlermodell‐Netzwerke für Systeme mit 
mehreren Hierarchieebenen der enthaltenen Unterbestandteile. Dies erfolgt innerhalb eines 
Rahmenkonzepts für integrale System‐Fehlermodelle, das anhand der klassischen Methoden 
abgeleitet wird. Die praktische Anwendung wird abschlieﬂend anhand exemplarischer 
Fallbeispiele diskutiert. Dabei wird gezeigt, inwieweit dieses Konzept die Beschreibung 
komplexer Zustandsbeziehungen erlaubt, die mit gebräuchlichen Methoden nicht 
entsprechend abbildbar sind. Ausblickend werden Möglichkeiten zur praxisgerichteten 
Optimierung der Umsetzung des Modellierungsverfahrens prinzipiell aufgezeigt. 
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Abstract 
Along with the development of technical systems, especially such with high requirements 
concerning quality, reliability and safety, the application of methodical failure analysis is 
common and beneficial. The approaches of Failure Modes and Effects Analysis ﴾FMEA﴿, Fault 
Tree Analysis ﴾FTA﴿ and Reliability Block Diagrams ﴾RBD﴿ are based on a common fundamen‐
tal principle, according to which the ability to function or possible failure states of the system 
are represented in dependence on possible failure modes of its components. Subsequently, 
risks or the probabilities of failures are to be assessed. The systematics of those methods un‐
derlie specific restrictions, for which either no quantitative evaluation is enabled ﴾FMEA﴿ or no 
differentiation of dissimilar failure modes ﴾RBD﴿ or no coherent model of an entire system 
﴾FTA﴿ is possible to be generated. Hence, approaches were published, which aim at a more 
differentiated multi‐state perspective in the failure models of FTA or RBD. Their practical us‐
ability is rather restricted. Approaches formalizing FMEA‐failure‐models in an algebraic way 
only partially reached this goal. 
Located in this area of problems this work´s projection is to establish the algebraic founda‐
tion and define an approach to enable the arrangement and calculation of differentiated 
complex failure models on a quantitative basis and differentiated concerning the compo‐
nent´s ability to function and their reliability. For this an integral set‐theoretic perspective of 
possible states of a systemic assemblage of components is being elaborated based on the 
possible states of the parts it consists of. Subsequently, a logical algebraic interpretation of 
consistent cause‐effect‐relation networks and their probabilistic evaluation are being de‐
duced as well as their implementation investigated using Bayesian Networks exemplarily. 
The findings worked out thereby subsequently serve for the derivation of a methodological 
scheme for the establishment of complex probabilistic failure model networks for systems 
with multiple hierarchical levels of the contained sub‐entities and components. This is carried 
out within a framework concept for integral system‐failure models, which is derived from the 
classical methods. Along with this it is being shown, in how far this concept allows for a de‐
scription of complex relation between states, which is not accordingly possible with common 
methods. As an outlook, possibilities for an optimization concerning the practical application 
of the modeling approach are being indicated in their principle. 
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Das, wobei unsere Berechnungen versagen,  
nennen wir Zufall. 
﴾Albert Einstein﴿ 
 
 
1.1 Ausgangssituation und Problemstellung 
1 
1 Einleitung 
Bei der Entwicklung technischer Systeme gilt es vorrangig, die erwünschten Eigenschaften 
eines Produkts durch dessen geeignete technische Gestaltung zu erzielen. Doch ist es dabei 
nicht minder wichtig, auch unerwünschte Eigenschaften und Defekte durch geeignete Kon‐
zeption und Auslegung auszuschlieﬂen. So können beispielsweise Defekte, die auf eine nicht 
ausreichende Beanspruchbarkeit oder zu geringe Langlebigkeit einzelner Komponenten zu‐
rückzuführen sind, letztlich einen frühzeitigen Ausfall, einen partiellen Funktionsverlust, ein 
Fehlverhalten oder eine qualitative Verschlechterung von Systemeigenschaften verursachen.  
Das Erreichen der Funktionsfähigkeit kann in der Regel durch Verifikation der beabsichtigten 
Produkteigenschaften überprüft werden. Dies geschieht vorzugsweise sowohl hinsichtlich des 
grundsätzlichen Verhaltens des Produkts als auch im Hinblick auf die Erhaltung der er‐
wünschten Eigenschaften für eine ausreichende Einsatzdauer und unter Berücksichtigung ty‐
pischer Randbedingungen. Jedoch ist die Überprüfung hinsichtlich selten beobachtbarer 
Fehler, wie beispielsweise solcher, die nur unter besonderen Bedingungen auftreten, sowie 
jener, die von einer ausreichenden Aufrechterhaltung aller für die Funktionsfähigkeit not‐
wendiger Eigenschaften abhängen, von besonderer Ungewissheit behaftet. 
Hintergrund für die Arbeit ist der gebräuchliche Ansatz der methodischen Analyse und Be‐
messung der Ursächlichkeiten, die ein ungeeignetes Verhalten und Fehler im Produkt bewir‐
ken können. Hierfür werden Methoden zur systematischen Fehleranalyse eines Produkts an‐
gewandt, die als Ergänzung zu den primären Entwicklungsaktivitäten dienen, um potenzielle 
Fehlerquellen zu identifizieren und deren Auswirkungen möglichst objektiv zu beurteilen. Als 
quantitatives Maﬂ wird dabei die Wahrscheinlichkeit verwendet, mit der Fehler in Kompo‐
nenten auftreten und als Folge bestimmte Fehlzustände des Systems verursachen können. 
So sollen durch die Analyse und Bewertung möglicher Fehlerursachen und deren Folgen be‐
sonders kritische Probleme gegenüber weniger schwerwiegenden hervorgehoben oder Aus‐
sagen über die Zuverlässigkeit des Produkts erarbeitet werden. 
Im Laufe der vergangenen Jahrzehnte wurden verschiedene solcher Analysemethoden ent‐
wickelt. Einige dieser Methoden sind im heutigem Stand von Wissenschaft und Technik fest 
etabliert und werden in zahlreichen Branchen‐ und Anwendungsfeldern zum Teil obligato‐
risch verwendet, wie beispielsweise in Luft‐ und Raumfahrt, Schienentransporttechnik, Pro‐
zessindustrie und Anlagenbau, Automobilbau, Fertigungstechnik, Reaktortechnik, Medizin‐
technik, allgemeiner Sicherheitstechnik sowie zahlreichen weiteren.  
1 Einleitung 
2 
1.1 Ausgangssituation und Problemstellung 
Die Fehlermöglichkeits‐ und Auswirkungsanalyse ﴾FMEA﴿ wird einer Studie [Leyendecker08] 
zufolge von rund 45 % der untersuchten Betriebe verwendet und stellt die meistgenutzte 
Methodik zur Fehleranalyse dar [Ehrlenspiel09]. Gemäﬂ deren Methodik werden mögliche 
Beziehungen zwischen Fehlerursachen in Bauteilen und deren Auswirkungen für die System‐
funktion ermittelt und beurteilt. Die Auswertung erfolgt dabei auf qualitative Weise [Bert‐
sche04] durch ein Maﬂ für die Kritikalität bezüglich der Systemfunktion. Diese wird anhand 
von gröﬂenordnungsmäﬂigen Bewertungen der Wahrscheinlichkeit der Fehlerursachen und 
der Schwere der potenziellen Fehlerauswirkungen ermittelt. Andere Methoden hingegen be‐
ruhen auf einer quantitativen Grundlage, was eine Berechnung von System‐
Fehlerwahrscheinlichkeiten anhand der Wahrscheinlichkeiten der möglichen Ursachen er‐
laubt. Die Fehlerbaumanalyse ﴾englisch: Fault Tree Analysis, FTA﴿ und Zuverlässigkeitsblock‐
diagramme ﴾englisch: Reliability Block Diagrams, RBD﴿ sind hierzu gebräuchliche Methoden 
[Bertsche04].  
Diese Methoden unterliegen jedoch jeweils spezifischen Vorzügen und Einschränkungen, 
woraus sich eine jeweils individuell unterschiedliche Qualität des Aufschlusses über die An‐
gemessenheit und eventuelle Kritikalität der vorgesehenen Produktgestaltung ergeben. 
Während die FMEA nur separate qualitative Kritikalitätseinstufungen jeweils einzelner Ursa‐
che‐Folge‐Beziehungen hervorbringt, ergibt die FTA eine zahlenmäﬂige Gesamtwahrschein‐
lichkeit aus den betreffenden Fehlern, die zu einem bestimmten unerwünschten Fehlzustand 
eines Systems führen können. Diese Bewertung bezieht sich jedoch auf jeweils einen einzel‐
nen Folgezustand. Um die Wahrscheinlichkeit verschiedener unerwünschter System‐
Fehlzustände zu berechnen, ist es daher notwendig, je einen Fehlerbaum für jeden behan‐
delten System‐Fehlzustand zu erarbeiten. Dabei können sich einzelne Ursachen mehrfach in 
verschiedenen Fehlerbäumen wiederfinden, wobei die probabilistische Auswertung überwie‐
gend ohne Berücksichtigung von statistischen Abhängigkeiten erfolgt. Die probabilistische 
und die inhaltliche Konsistenz zwischen sich theoretisch ergänzenden Fehlerbäumen eines 
Systems sind nicht sichergestellt. Auch werden aufgrund der Systematik bei der Erstellung 
keine Fehlerfolgen aus Ursachen abgeleitet, weswegen keine systematische Erarbeitung der 
Gesamtheit möglicher Fehlerfolgen durch jeweils einzelne Ursachen erfolgt.  
RBD werden im Unterschied zur FTA mit einer gesamtheitlichen Betrachtungsweise erarbei‐
tet. Dazu wird die funktionale Wirkung von Ausfällen von Komponenten dahingehend analy‐
1.1 Ausgangssituation und Problemstellung 
3 
siert, ob diese einen Systemausfall bewirken kann. Somit werden dabei keine unterschiedli‐
chen Fehlermöglichkeiten differenziert, sondern nur Funktion und Ausfall. 
Die FMEA hingegen liefert ein umfassendes Modell aus allen theoretisch anzunehmenden 
Ursachen und Konsequenzen in den einzelnen Teilen des Systems. Bei der methodischen 
Weiterentwicklung der FMEA durch Fehlernetze [VDA‐Band4‐FMEA:06, DGQ‐Band13‐11:12] 
wird zusätzlich ein graphisch formalisiertes Modell, das als Fehlernetz bezeichnet wird, er‐
stellt. Ferner gibt es darauf aufbauende Ansätze, die eine probabilistische Interpretation und 
Auswertung der Zusammenhänge in Fehlernetzen vorschlagen. Diese sind die Multiple‐
FMEA [Pickard05], pFMEA [Grunske07] und probFMEA [Kaiser15]. Eine quantitative Auswer‐
tung der klassischen FMEA wird in den Konzepten der FMECA [Mil‐Std‐1629A:80] und  
FMEDA [Goble99] in beschränktem Umfang umgesetzt. 
Wie im Zuge der Arbeit zunächst genauer dargestellt wird, kann mit keiner der bisher übli‐
chen Methoden und der darauf aufgebauten Weiterentwicklungen ein zusammenhängen‐
des, umfassendes und differenziertes kausales Ursache‐Wirkungs‐Modell für die Gesamt‐
menge der möglichen Fehler‐Folge‐Beziehungen eines Systems aufgebaut werden. Als ein 
vielversprechender Ansatz dafür bietet sich die Verwendung des probabilistische Schemas 
Bayesscher Netzwerke ﴾BN﴿ nach [Pearl84] an. Es wurde bereits vielfach verwendet, um Feh‐
lermodelle technischer Systeme im Stil der bewährten Methoden darzustellen und zu be‐
rechnen, wie beispielweise in [Castillo97, Torres98, Lee99a, Portinale99, Bobbio01]. Ein zu‐
sammenhängendes integrales Fehlermodell, im Stil von FMEA‐Fehlernetzen oder im Sinne 
eines umfassenden Gesamt‐Zuverlässigkeitsmodells, wurde jedoch noch nicht thematisiert. 
Hierzu fehlt bislang die analytische Grundlage, um darin verflochtene Ursache‐
Wirkungsbeziehungen spezifisch zu interpretieren und arithmetisch auszuwerten. Zudem 
fehlt ein darauf gegründetes methodisches Konzept zur praktischen Umsetzung.  
In Anbetracht des verfügbaren Wissensstandes liegt das Ausgangsproblem für die Arbeit 
nunmehr darin, ein kohärentes probabilistisches Ursache‐Folge‐Modell für ein System dar‐
stellen zu können, das eine differenzierte Zuverlässigkeits‐ und Fehlzustandsbewertung von 
Systemen auf probabilistischer Basis erlaubt. Dies ist mit keiner der verfügbaren Methoden 
entsprechend möglich. Zudem würde ein solches Mehrzustands‐Fehlermodell Fortschritt ge‐
genüber den aktuellen arithmetischen Ansätzen und graphisch formalisierten Methoden der 
Mehrzustands‐Zuverlässigkeit darstellen. Eine Randbedingung hinsichtlich Praktikabilität und 
Akzeptanz ist für solch einen Modellansatz zudem, dass dieses möglichst kompatibel zu den 
etablierten methodischen Verfahren ist. Optimaler Weise sind keine gänzlich separaten Feh‐
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lermodelle mittels einer zusätzlichen Methodik anzufertigen, was zudem zur Begrenzung 
von Arbeitsaufwand beiträgt. 
1.2 Zielsetzung 
Der Kern dieser Arbeit ist es, probabilistische Netzwerke hinsichtlich deren Nutzbarkeit zur 
Darstellung und Auswertung integraler Fehlermodelle technischer Systeme zu erschlieﬂen. 
Deren Zweck ist es, die Wahrscheinlichkeit von Fehlerursachen und deren Folgen in einem 
probabilistisch konsistenten Beziehungsmodell zusammenhängend für Systeme abbilden 
und berechnen zu können. Das integrale Fehlermodell muss dazu die probabilistischen Be‐
ziehungen zwischen Fehlerursachen und Fehlerfolgen zusammenhängend und in konsisten‐
ter Weise repräsentieren können. Dazu muss zunächst eine geeignete arithmetische Basis, 
insbesondere mit Berücksichtigung stochastischer Abhängigkeiten zwischen Fehlzuständen, 
nachgewiesen werden. Die Prioritäten in dieser Arbeit liegen daher auf der Ausarbeitung 
benötigter Grundlagen und dem Aufzeigen eines auf dieser Basis darstellbaren methodi‐
schen Schemas zur Fehlermodellierung. Zudem sind dessen grundsätzliche Verifikation und 
Charakterisierung im Hinblick auf die praktische Umsetzbarkeit besonders relevant. 
Für den hier thematisierten Ansatz zur Fehlermodellierung besteht das Ziel indes nicht in ei‐
ner Steigerung der Detailtreue bei der Modellierung physikalischer Gesetzmäﬂigkeiten be‐
ziehungsweise technologischer Phänomene im Rahmen bereits etablierter Methoden. Statt‐
dessen sollen Nützlichkeit und Qualität der Ergebnisse vorrangig dadurch erreicht werden, 
dass der strukturelle Aufbau das Systemmodell integral und kohärent ist, sodass Wechselwir‐
kungen und Abhängigkeiten darin wiedergegeben werden können. Durch die Randbedin‐
gung der probabilistischen Integrität wird ferner berücksichtigt, dass jedes Bauteil und jeder 
Bauteilverbund gemäﬂ gebräuchlicher Annahmen sich jeweils in genau einem der möglichen 
exklusiven Fehlerzustände beziehungsweise dem Zustand der Funktionsfähigkeit befinden 
können. Dieser integrale Ansatz in Verwendung auf gesamte Systeme impliziert insbesonde‐
re die Eigenschaften, dass dieser Inkonsistenzen in Form von Betrachtungslücken oder Über‐
bestimmtheit im Fall mehrerer einander inhaltlich überschneidender Teilmodelle eines Sys‐
tems reduziert. Zudem kann eine kohärente Auswertung des Systems erfolgen, was eine ge‐
samtheitliche Bewertung eines Systems hinsichtlich dessen Zuverlässigkeit, Sicherheit und 
Qualität ermöglicht. 
Die zuvor bereits verwendeten und nicht eindeutig voneinander abgrenzbaren Begriffe „in‐
tegral“ und „gesamtheitlich“ spielen für die Zielsetzung der Arbeit eine charakterisierende 
Rolle. Der Begriff „Integral“ bezeichnet dabei den Anspruch auf probabilistische Integrität des 
logischen und des arithmetischen Modells. Dies bedeutet, dass alle relevanten Beziehungen 
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zusammen in einem kompakten Modell probabilistisch konsistent und eindeutig enthalten 
sind. Dabei gilt die Annahme, dass sich jede Teileinheit in einem von mehreren möglichen 
Zuständen befinden muss. Dazu müssen auch stochastische Abhängigkeiten, wie bedingte 
Wahrscheinlichkeiten beziehungsweise gegenseitiger Ausschluss verschiedener Zustände, 
berücksichtigt werden. Durch die Berücksichtigung dieser Randbedingung im Modell wird 
dessen Güte gegenüber nicht zwingend konsistenten Schemen, wie beispielweise der FTA, 
erhöht. Durch das Adjektiv „gesamtheitlich“ wird im Verständnis dieser Arbeit ausgedrückt, 
dass zuverlässigkeitsbezogene Zustände unterschiedlicher Art und Auswirkung für eine um‐
sichtige Modellierung in einem kohärenten Fehlermodell dargestellt werden. Dadurch ergibt 
sich die Möglichkeit, verschiedene Eigenschaften der systemischen Gesamtheit ausgehend 
von den Eigenschaften der Basisbestandteile beurteilen zu können. Zudem ermöglicht dies 
die Auswertung unter Berücksichtigung probabilistischer Abhängigkeiten, wie beispielsweise 
durch den gegenseitigen Ausschluss verschiedener Zustände.  
1.3 Herangehensweise und Aufbau der Arbeit 
Als Fazit der Problemstellung und der Zielsetzung ergeben sich drei Leitfragen, die als Ori‐
entierung für die Umsetzung dienen:  
o Wie verhalten sich Fehlerursachen und –folgen und deren Wahrscheinlichkeiten zuei‐
nander in einem kohärenten Modell, das die Gesamtheit möglicher Fehlzustände ei‐
nes Systems beinhaltet? 
o Wie lässt sich solch ein kohärentes und integrales Gesamtfehlermodell arithmetisch 
darstellen und auswerten? 
o Wie kann ein probabilistisches Gesamtfehlermodell interpretiert werden und welche 
technologischen Zusammenhänge lassen sich damit formalisiert wiedergeben? 
Die zur Beantwortung dieser Fragestellungen gewählte Herangehensweise spiegelt sich im 
Aufbau der Arbeit, der aus aufeinander aufbauenden Teilabschnitten besteht, wider ﴾s. Bild 
1.1﴿. Vorbereitend wird im zweiten Kapitel der Stand von Wissenschaft und Technik hinsicht‐
lich zutreffender Aspekte der Probabilistik, Zuverlässigkeitstheorie und methodischer Fehler‐
modellierung dargestellt. In Kapitel drei erfolgt eine Abgrenzung des Ansatzes der Arbeit 
gegenüber den bisher bestehenden. Ferner werden die wissenschaftliche Methode zur Er‐
schlieﬂung der Thematik spezifiziert und Ausgrenzungen einzelner Problemstellungen erör‐
tert. Im vierten Kapitel wird ein Rahmenkonzept zur integralen Fehlermodellierung erarbeitet. 
Daraus werden nachfolgend rahmengebende Bedingungen, Annahmen und theoretische 
Hintergründe abgeleitet. Dadurch wird das zugrunde gelegte Verständnis der Problematik 
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und des Lösungsansatzes systematisch dargestellt. Insbesondere wird das strukturhierarchi‐
sche Aufbauprinzip von Fehlernetzen diskutiert.  
 
Bild 1.1: schematische Übersicht über Struktur und Inhalte der Arbeit 
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Kapitel fünf enthält die Herleitung eines integralen arithmetischen Ansatzes zur logisch‐
probabilistischen Betrachtung von Fehlzuständen auf Basis mehrwertiger diskreter Zufalls‐
gröﬂen. Dieser ermöglicht aussagenlogische Interpretationen bezüglich der Wahrscheinlich‐
keiten von Fehlzuständen funktionaler Verbünde sowie deren arithmetische Behandlung. Die 
in der Herleitung gewonnenen Erkenntnisse dienen nachfolgend zur Charakterisierung und 
Verifikation des integralen Fehlermodells. Ausgehend von der aussagenlogischen und arith‐
metischen Systematik des vorangegangenen Kapitels wird in Kapitel sechs die integrale Feh‐
lermodellierung anhand Bayesscher Netzwerke in systemischem Kontext betrachtet. Dazu 
werden grundsätzliche Eigenschaften, wie stochastische Abhängigkeiten und Ungewissheit 
im Hinblick auf die Verwendung zur Fehlermodellierung technischer Systeme charakterisiert.  
In Kapitel sieben werden die in den beiden vorangegangenen Kapiteln erarbeiteten Grund‐
lagen anwendungsorientiert umgesetzt und diskutiert. Dies erfolgt in Form eines integralen 
strukturhierarchisch gegliederten System‐Fehlermodells, wie es als Bestandteil des Rahmen‐
konzepts im vierten Kapitel definiert wurde. Dazu werden Ansätze und Schemata zur geeig‐
neten Darstellung typischer Fehlerbeziehungen im Zuge der Fehlermodellierung behandelt. 
In Kapitel acht werden Ergebnisse der Untersuchungen zusammengetragen und Schlussfol‐
gerungen hinsichtlich der geeigneten Anwendung und aufwandsoptimierten Umsetzung der 
Methode abgeleitet. Eine abschlieﬂende Zusammenfassung und ein Ausblick auf Möglichkei‐
ten zur Weiterentwicklung des Ansatzes sind in Kapitel neun enthalten.  
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2 Stand der Technik 
In der Zuverlässigkeitstheorie und durch methodische Ansätzen zur Fehlermodellierung wird 
das Verhalten technischer Systeme abgebildet und ausgewertet. Dies jedoch geschieht nicht 
durch eine unmittelbare Abbildung physikalischer Gröﬂen und Gesetzmäﬂigkeiten in deter‐
ministischer Weise. Stattdessen erfolgt eine probabilistische Bemessung durch die Bestim‐
mung der Wahrscheinlichkeiten der Erfüllung bestimmter Eigenschaften und Verhaltenswei‐
sen der Systembestandteile. Durch eine formale Systematik wird in Fehlermodellen dabei 
wiedergegeben, welcher Verhaltenszustand des Systems jeweils dann auftritt, wenn dessen 
Bestandteile bestimmte fehlerhafte Eigenschaften, beispielsweise bei einem Defekt, aufwei‐
sen. Vereinzelt werden auch Ereignisse und besondere Umstände im Betrieb in das Modell 
einbezogen. Diese Fehlermodelle, die auf logischen Beziehungen beruhen, ermöglichen es 
letztlich, die Wahrscheinlichkeit des Zutreffens bestimmter Eigenschaften des Systems aus 
Zusammenfassungen mehrerer möglicher Fehlerursachen zu berechnen. 
Nachfolgend werden die wesentlichen Grundlagen und Zusammenhänge dieses probabilisti‐
schen Ansatzes diskutiert und darauf aufbauende methodische Ansätze erläutert, die für die 
nachfolgenden Abschnitte dieser Arbeit relevant sind. 
2.1 Grundlagen der Wahrscheinlichkeitstheorie im Rahmen der technischen Zuverlässigkeit 
2.1.1 Mengentheorie und ‐diagramme 
Die Mengenlehre ist eine essentielle Grundlage der Wahrscheinlichkeitstheorie und deren 
Verfahren. Die wissenschaftliche Begründung wird Georg Cantor zugerechnet: „Unter einer 
‚Menge‘ verstehen wir jede Zusammenfassung M von bestimmten wohlunterschiedenen Ob‐
jekten m unserer Anschauung oder unseres Denkens ﴾welche die ‚Elemente‘ von M genannt 
werden﴿ zu einem Ganzen.“ [Cantor1895]. Cantor definiert dazu ein Axiomensystem, das un‐
ter anderem die Konzepte der Mächtigkeit einer Menge auf Basis der Anzahl der in ihr ent‐
haltenen Elemente sowie der Teilmenge, Mengenschnitte und Mengenvereinigungen ent‐
hält. Auﬂerdem werden die Addition und Multiplikation der Mächtigkeiten zweier Mengen 
definiert, sowie die Gesetzmäﬂigkeiten der Kommutativität, Assoziativität und Distributivität 
aufgezeigt. 
Mengenbeziehungen können in Mengendiagrammen veranschaulicht werden. Dafür gibt es 
zwei verbreitete Darstellungsprinzipien, die durch Euler [Euler1761] beziehungsweise Venn 
[Venn1880] definiert wurden. Weise [Lange1712, Hamilton1863] definierte ein zu Eulerdia‐
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grammen quasi identisches Verfahren. In Mengendiagrammen werden Mengen als ge‐
schlossene geometrische Formen dargestellt. Durch die Anordnung mehrerer solcher Men‐
gen repräsentierender Elemente werden deren inhaltliche Beziehungen zueinander symboli‐
siert. Beispielsweise kennzeichnet die Überschneidung von Kreisen oder Ellipsen gemeinsa‐
me Teilmengen. Die dadurch definierte Schnittmenge enthält Elemente, die beiden Haupt‐
mengen gleichermaﬂen angehören.  
In Euler‐Diagrammen werden Mengen durch Formen unterschiedlicher Gröﬂe dargestellt, 
die sich entweder teilweise überschneiden ﴾Schnittmenge﴿, gänzlich in einer anderen enthal‐
ten sind oder aber keine gemeinsame Überschneidung haben ﴾s. Bild 2.1 links﴿. Eulerdia‐
gramme sind jedoch nicht in jedem Fall eindeutig [Venn1880] und können daher nicht in be‐
liebigem Kontext zur universellen Beweisführung verwendet werden.  
 
               
Bild 2.1: zufällige Beispiele für Mengendiagramme nach [Euler1761] ﴾links﴿ beziehungsweise 
nach [Venn1880] für drei ﴾mittig﴿ und vier Mengen ﴾rechts﴿  
Zudem schlug Venn ein nach eigener Einschätzung von Eulerdiagrammen grundsätzlich ver‐
schiedenes Verfahren zur graphischen Repräsentation von Mengen vor, welches hingegen in 
[Chow97] als eine Unterklasse von Eulerdiagrammen eingestuft wird. Dazu werden alle in ei‐
nem Aussagenkontext miteinander in Bezug stehenden Mengen einander in allen theore‐
tisch möglichen Konstellationen überlagert dargestellt ﴾s. Bild 2.1 mittig﴿. So werden darin 
grundsätzlich alle möglichen Kombinationen von Schnitten der Grundmengen repräsentiert, 
zusammen mit der diese umgebenden Fläche. Die darzustellende Aussage wird gekenn‐
zeichnet, indem Schnittmengen durch Ausstreichen, beispielsweise durch Einschwärzen sol‐
cher Flächen ausgegrenzt werden, soweit die betreffende Aussage für diese nicht zutrifft. 
Venn‐Diagramme lassen sich für bis zu vier Mengen mit elementaren geometrischen For‐
men bilden ﴾s. Bild 2.1 rechts﴿. Gröﬂere Anzahlen können jedoch nicht mehr trivial konstruiert 
werden [Carroll05]. 
Auch gegenüber Venn‐Diagrammen bestehen Vorbehalte [Couturat1914]. Deren Verwen‐
dung als universelle Methode logischen Folgerns und Argumentierens ist daher beschränkt, 
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da mit Ihnen keine Methodik zur systematischen Analyse und Ableitung von Folgerungen 
einhergeht. Es ist anzunehmen, dass hierin der Grund liegt, weswegen in wissenschaftlichen 
Arbeiten zu aussagenlogischen Problemstellungen diese graphischen Methoden bislang in 
eher begrenztem Maﬂ und vorrangig zur Illustration verwendet werden [Shin94]. Dies wie‐
derum erweist sich als Bezugspunkt wissenschaftlicher Aktivitäten der jüngeren Vergangen‐
heit. In [Fitzpatrick75] wurden eine Erweiterung von Venn‐Diagrammen und eine Entschei‐
dungsprozedur als ergänzende Methode vorgeschlagen. In einer Reihe weiterer Arbeiten 
wurden weitergehenden Möglichkeiten zur Ausweitung und Nutzung der Mengendiagram‐
me zur Repräsentation und Ableitung formaler Schlussfolgerung [Shin91, Shin94, Hammer96, 
Swoboda97, Hammer98, Gurr98, Swoboda02] behandelt. Unter anderem wurde in [Shin94] 
ein formales System auf Basis von Venn‐Diagrammen vorgestellt, das das Argumentieren 
und Schlussfolgern anhand von erweiterten Mengendiagrammen erlaubt. In [Hammer96] 
wird ein Ansatz zur Untersuchung eines logischen Systems mit Diagrammen anstelle von 
Formeln diskutiert. Doch auch diese sind nicht fundamental ausdefiniert hinsichtlich aller 
graphischen Eigenschaften und deren Bedeutung, sondern nur aufgrund von abstrahierter 
Betrachtung und innerhalb bestimmter mengentheoretischer Randbedingungen [Gurr98]. 
Einen umfassenden Überblick über die bis dahin verfügbaren wissenschaftlichen Arbeiten 
diesbezüglich findet sich in [Stapleton05]. Auch nachfolgend wurde das Thema fortgesetzt 
behandelt. In [Swoboda05] wird eine als „Euler/Venn‐Diagramme“ bezeichnete Mischform 
nebst zugehöriger Systematik für logisches Schlussfolgern innerhalb einer Logik erster Ord‐
nung vorgeschlagen.  
2.1.2 Klassische Logik 
Nach Jaynes ist die „[…] Wahrscheinlichkeitstheorie, wie sie von Laplace begründet wurde, 
eine Generalisierung Aristotelischer Logik, die sich in dem Spezialfall, dass unsere Hypothe‐
sen entweder wahr oder falsch sind, zu einer deduktiven Logik reduziert.“ ﴾übersetzt aus 
dem Englischen﴿ [Bretthorst14]. Deduktiv bedeutet dabei, dass Schlussfolgerungen über 
Wahrheit oder Unwahrheit eines Sachverhalts anhand einer Theorie oder Gesetzmäﬂigkeit 
getroffen werden [Jevons1888]. Im Unterschied hierzu wird bei der Induktion aus einzelnen 
Beobachtungen auf eine Theorie oder Gesetzmäﬂigkeit zurückgeschlossen. In der klassi‐
schen Logik [Frege1879, Arnauld72] kann eine Aussage entweder zutreffend oder nicht zu‐
treffend sein. Somit gibt es zwei Wahrheitswerte {‚ݓ݄ܽݎ‘} oder {‚݂݈ܽݏ݄ܿ‘}, was unter anderem 
als Zweiwertigkeit und Bivalenz bezeichnet wird. In der internationalen Zuverlässigkeitslitera‐
tur werden hierfür auch die Adjektive binär und dual synonymisch verwendet ﴾übersetzt aus 
dem Englischen „binary“ beziehungsweise „dual“﴿.  
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Ein weiterer Grundsatz klassischer Logik ist das Extensionalitätsprinzip oder auch Kompo‐
sitionalitätsprinzip. Nach diesem kann der Wahrheitswert einer zusammengesetzten Aussage 
von den Wahrheitswerten einzelner Aussagen abgeleitet werden. Dabei spielt auch die Wei‐
se wie sich diese zusammensetzen eine Rolle. In anderen Worten ausgedrückt handelt es 
sich dabei um das Prinzip, Folgerungen aus Aussagenkombinationen mittels Regeln der 
Form „wenn… dann…“ abzuleiten wie „Wenn ܣ gilt und zugleich ܤ gilt, dann gilt folglich ܥ “. 
Es gibt diverse Ansätze, die klassische Logik über die Zweiwertigkeit hinaus zu erweitern. 
Nach [Jaynes03] sind jedoch alle aktuellen Entwicklungen solcher mehrwertigen Logiken bei‐
spielsweise in Quantentheorie, unscharfer Mengentheorie ﴾aus dem Englischen: „Fuzzy‐Set‐
Theory“﴿ und künstlicher Intelligenz inkonsistent beziehungsweise lieferten diese keine nützli‐
chen Antworten über bereits mit zweiwertiger Logik zu lösende Probleme hinaus. So lehnt 
Jaynes den Ansatz einer mehrwertigen Logik zwar nicht prinzipiell ab, dagegen jedoch die 
bis dato vorgeschlagenen Modelle. 
2.1.3 Logikkalkül 
Boole [Boole1847] entwickelte die Grundlage eines zweiwertigen Logikkalküls, für das im Zu‐
ge nachfolgender Weiterentwicklungen erstmals durch Peano [Peano1888] eine zweiwertige 
Algebra definiert wurde, die seither der sogenannten Booleschen Algebra zugrunde liegt. 
Diese weist die Form auf, nach der sich die gebräuchliche Verwendung des Logikkalküls in 
der technischen Zuverlässigkeit richtet. So können logische Aussagen und in Mengen zu‐
sammengefasste Gruppen von Aussagen als Gröﬂen in Termen dargestellt und ausgewertet 
werden. Dies ist die Grundlage für eine algebraische Auffassung von Sätzen der Art „System 
ܺ fällt aus, wenn Teilsystem ܣ oder ܤ oder beide ausfallen“. 
Für die Boolesche Algebra wurden logische Verknüpfungen als essentielle Operatoren zur 
algebraischen Behandlung logischer Aussagen festgelegt. Auf Basis der Wahrheitswerte 
zweier Aussagen ܣ und ܤ definieren diese logischen Funktionen den Wahrheitswert einer 
von diesen abhängigen Gröﬂe ܺ: 
o UND‐Operator ﴾Konjunktion﴿: 	 ܺ ൌ ܣ ∩ ܤ		
„ܺ ist wahr, wenn ܣ und ܤ wahr sind.“ 
o ODER‐Operator ﴾Disjunktion, inklusiv﴿: ܺ ൌ ܣ ∪ ܤ,		 	
„ܺ ist wahr, wenn ܣ, ܤ oder beide wahr sind.“ 
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o NICHT‐Operator ﴾Negation﴿:  ܺ ൌ െܣ,	 	
„ܺ ist wahr, wenn ܣ nicht wahr ist.“ 
Zudem existiert eine alternative Form der exklusiven Disjunktion, die jedoch nicht in der  
Axiomatik von Peano verwendet wurde: 
o XODER‐Operator ﴾Disjunktion, Exklusiv﴿: ܺ ൌ ܣ ∪ ܤ,		 	
„ܺ ist wahr, wenn entweder nur ܣ oder nur ܤ wahr ist.“ 
Das in [Peano1888] dargestellte Axiomensystem umfasst mehrere Gesetze, die zur Umfor‐
mung und Auswertung logischer Terme verwendet werden ﴾s. Tabelle 2.1﴿. 
Tabelle 2.1: Axiomensystem nach [Peano1888] 
Kommutativgesetze ﴾1﴿ ܣܤ ൌ ܤܣ  ﴾1´﴿ ܣ ∪ ܤ ൌ ܤ ∪ ܣ  
Assoziativgesetze ﴾2﴿ ܣሺܤܥሻ ൌ ܣܤ  ﴾2´﴿ ܣ ∪ ሺܤ ∪ ܥሻ ൌ ܣ ∪ ܤ ∪ ܥ 	
Idempotenzgesetze ﴾3﴿ ܣܣ ൌ ܣ  ﴾3´﴿ ܣ ∪ ܣ ൌ ܣ 	
Distributivgesetze ﴾4﴿ ܣሺܤ ∪ ܥሻ ൌ ܣܤ ∪ ܣܥ  ﴾4´﴿ ܣ ∪ ܤܥ ൌ ሺܣ ∪ ܤሻሺܣ ∪ ܥሻ 
Neutralitätsgesetze ﴾5﴿ ܣ ∩ Ω ൌ ܣ  ﴾5´﴿ ܣ ∪ ሼሽ ൌ ܣ  
Extremalgesetze ﴾6﴿ ܣ ∩ ሼ ሽ ൌ ሼ ሽ  ﴾6´﴿ ܣ ∪ Ω ൌ Ω  
Involutionsgesetz ﴾7﴿ െሺെܣሻ ൌ ܣ 
De Morgansche Gesetze ﴾8﴿ െሺܣܤሻ ൌ ሺെܣሻ ∪ ሺെܤሻ  ﴾8´﴿ െሺܣ ∪ ܤሻ ൌ ሺെܣሻ ∩ ሺെܤሻ  
Komplementärgesetze ﴾9﴿ ܣ ∩ െܣ ൌ ሼ ሽ  ﴾9´﴿ ܣ ∪ െܣ ൌ Ω  
Dualitätsgesetze ﴾10﴿ െሼ ሽ ൌ Ω ﴾10´﴿ െΩ ൌ ሼ ሽ  
Absorptionsgesetze ﴾11﴿ ܣ ∪ ܣܤ ൌ ܣ ﴾11´﴿ ܣሺܣ ∪ ܤሻ ൌ ܣ  
 
Anhand der Axiome von Peano können Terme aus mehreren Operationen zur Vereinfa‐
chung umgeformt werden, was in der Zuverlässigkeitstheorie unter anderem als „boolean 
simplification“ [Watson62, DeLong70] bezeichnet wird. Dies spielt bei der Auswertung von 
Fehlermodellen eine wesentliche Rolle, wofür üblicherweise als Minimalschnitte bezeichnete 
Teilterme ﴾aus dem Englischen „Minimal Cut Sets“ [Vesely81]﴿ ermittelt werden. Diese sind die 
minimalen Schnittmengen, für die die resultierende Aussage eines Terms wahr ist, beispiels‐
weise der Systemausfall im Kontext von Fehlermodellen. In diesem Zustand bestehen die 
Gleichungen aus Teiltermen die disjunktiv ﴾ODER﴿ miteinander verbunden sind. Die Teilterme 
selbst bestehen aus einer einzelnen Aussage oder einer Konjunktion ﴾UND‐Verknüpfung﴿ 
mehrerer Einzelaussagen, beispielsweise:  
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ܺ ൌ ሺܣ ∩ ܤሻ ∪ ሺܥ ∩ ܦሻ ﴾2.01﴿
So ist es in diesem Zusammenhang typischerweise das Ziel, logische Terme erstellter Feh‐
lermodelle in eine als disjunktive Normalform bezeichnete Gestalt zu transformieren:  
⋃௜⋂௝ሺെሻݔ௜௝ ﴾2.02﴿
Die darin enthaltenen einzelnen konjunktiven Teilterme werden als Minterme oder Elemen‐
tarkonjunktion bezeichnet. Nachfolgend werden diese in dieser Arbeit auch als elementare 
Schnittmengen bezeichnet, um deren Bezug auf die mengentheoretische Betrachtung der 
Kombinationen von Komponentenzuständen zu verdeutlichen. Trifft die in einem solchen 
Minterm beschriebene Kombination von Aussagen zu, so ist die Aussage ܺ als Ergebnis des 
Terms ebenfalls zutreffend. Sei beispielsweise:  
ܺ ൌ ሺെܣ ∩ ܤሻ ∪ ሺܥ ∩ ܦሻ ﴾2.03﴿
Nimmt man exemplarisch für ܣ den Wert {‚݂݈ܽݏ݄ܿ‘} und für B {‚ݓ݄ܽݎ‘} an, gilt  
െAሺ´falsch´ሻ ൌ ሼᇱwahrᇱሽ ⇒ ሺെA ∩ Bሻ ൌ ሼᇱwahrᇱሽ   
Dadurch ist ܺ nach Gleichung ﴾2.03﴿ für beliebige Werte für ܥ und ܦ stets wahr, da der erste 
der beiden Minterme zutrifft. Analog würde dies für den zweiten Minterm des Beispiels gel‐
ten, ebenso wie für beliebig umfassende logische Ausdrücke in der disjunktiven Normalform. 
Daher eignet sich diese Form gut zur Auswertung komplexer logischer Ausdrücke. 
2.1.3 Probabilistik 
Die Grundlage der klassischen Wahrscheinlichkeitstheorie, die auch der Zuverlässigkeitstech‐
nik zugrunde liegt, geht maﬂgeblich auf Laplace [Laplace1812] zurück. Nach der frequentisti‐
schen Auffassung entspricht die Wahrscheinlichkeit eines Ereignisses eines sogenannten La‐
placeschen Zufallsexperiments dem Verhältnis zwischen den für eine Aussage A zutreffen‐
den und allen aufgetretenen Ergebnissen.  
ܲሺܣሻ ൌ ܲሺܣ ൌ ሼ
ᇱݓ݄ܽݎᇱሽሻ
ܲሺܣ ൌ ሼᇱݓ݄ܽݎᇱ, ′݂݈ܽݏ݄ܿ′ ሽሻ ﴾2.04﴿
 
Zur Bestimmung der Wahrscheinlichkeit muss ein Zufallsexperiment, wie beispielsweise das 
Werfen eines idealen Würfels, theoretisch unendlich oft erfolgen, beziehungsweise real mit 
einer ausreichenden Anzahl von Wiederholungen unter identischen Bedingungen.  
In der hiervon unterschiedlichen subjektivistischen Wahrscheinlichkeitsauffassung, die auf 
Bayes [Bayes1763] zurückgeht, fasst man Wahrscheinlichkeit als Grad der Überzeugung 
2 Stand der Technik 
14 
﴾englisch: „degree of belief“﴿ auf. In der Form kann auch zusätzliches Wissen in Schätzungen 
der Wahrscheinlichkeit berücksichtigt werden, beispielsweise durch verschiedene Randbe‐
dingungen und auf Basis von Erfahrung. Nach [Pearl00] beruhen die Auffassungen von 
Wahrscheinlichkeit im subjektivistischen Sinn als Überzeugung sowie im frequentistischen 
Sinn als Häufigkeit wiederum auf derselben Grundlage, weswegen diese zueinander nicht 
prinzipiell inkompatibel sind. Ähnlich ist es nach Jaynes Auffassung nicht sinnvoll, zu ent‐
scheiden, ob entweder bayessche oder frequentistische Verfahren einen gültigen Ansatz 
darstellen. Da beide nicht universell verwendbar seien, postuliert er, die „Wahrscheinlichkeit 
als erweiterte Logik“ [Jaynes03] ﴾übersetzt aus dem Englischen﴿ auffassen zu können, was 
beide Konzepte einschlieﬂt.  
Durch das Kolmogorowsche Axiomensystem [Kolmogorow33] wird die in der heutigen Sys‐
temzuverlässigkeit gebräuchliche probabilistische Interpretation der Mengentheorie ermög‐
licht. Dies wiederum stellt die Grundlage zur Anwendung der Logik und deren Kalkül in der 
Wahrscheinlichkeitstheorie dar. Demnach wird Mengen ein Wahrscheinlichkeitsmaﬂ zuge‐
ordnet und ein Gesamt‐Ergebnisraum Ω mit der totalen Wahrscheinlichkeit ܲሺΩሻ ൌ 1 defi‐
niert. Die darin enthaltenen Ereignismengen und zugeordnete Wahrscheinlichkeiten können 
mathematisch interpretiert und behandelt werden. Das Zutreffen mehrerer Aussagen, also 
deren Schnittmenge, errechnet sich aus dem allgemeinen Multiplikationssatz, der auf dem 
Konzept der bedingten Wahrscheinlichkeit beruht. So bezeichnet ܲሺܤ|ܣሻ die Wahrscheinlich‐
keit, mit der ܤ gilt, unter der Bedingung, dass ܣ bereits eingetreten ist. Umgekehrt gilt die 
Wahrscheinlichkeit ܲሺܣ|ܤሻ für das Eintreten von ܣ, wenn auch ܤ vorliegt. Dies drückt sich im 
Multiplikationssatz für zwei Zufallsgröﬂen ܣ und ܤ aus ﴾Bayessches Theorem﴿ [Bayes1763]:  
ܲሺܣ ∩ ܤሻ ൌ 	ܲሺܤ|ܣሻܲሺܣሻ ൌ ܲሺܣ|ܤሻܲሺܤሻ ﴾2.05﴿
 
Treten ܣ und ܤ zufällig und unabhängig voneinander auf, ist ܲሺܤ|ܣሻ ൌ ܲሺܤሻ beziehungswei‐
se ܲሺܣ|ܤሻ ൌ ܲሺܣሻ, sodass gilt [Feller50, Pfeiffer65]:   
ܲሺܣ ∩ ܤሻ ൌ ܲሺܣሻܲሺܤሻ ﴾2.06﴿
 
Für die Disjunktion der unabhängigen Gröﬂen ist: 
ܲሺܣ ∪ ܤሻ ൌ ܲሺܣሻ ൅ ܲሺܤሻ െ ܲሺܣሻܲሺܤሻ, ݂üݎ ܣ ∥ ܤ  ﴾2.07﴿
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Bild 2.2: Mengendiagramm eines Schnitts zweier unabhängiger Ereignismengen ܣ und ܤ  
Für die exklusive Disjunktion wird der Wahrscheinlichkeitswert der gemeinsamen Schnitt‐
menge zusätzlich subtrahiert, sodass: 
ܲ൫ܣ ∪ ܤ൯ ൌ 	ܲሺܣሻ ൅ ܲሺܤሻ െ 2 ⋅ ܲሺܣሻܲሺܤሻ, ݂üݎ ܣ ∥ ܤ ﴾2.08﴿
 
Die Gesamtwahrscheinlichkeit zweier sich gegenseitig ausschlieﬂender Ereignisse ܣ und ܤ 
hingegen ist deren arithmetische Summe, da sie keine gemeinsame Schnittmenge bilden: 
ܲሺܣ ∪ ܤሻ ൌ ܲሺܣሻ ൅ ܲሺܤሻ, ݂üݎ ܣ ٣ ܤ ﴾2.09﴿
 
Für mehrere Gröﬂen ܣ, ܤ, ܥ, … lautet der allgemeine Multiplikationssatz kombinierter Wahr‐
scheinlichkeiten [Feller50, Pfeiffer65, Vesely81]: 
ܲሺܣ ∩ ܤ ∩ ܥ ∩ … ሻ ൌ ܲሺܣሻ ܲሺܤ|ܣሻ ܲሺܥ|ܣ ∩ ܤሻ ܲሺ… |ܣ ∩ ܤ ∩ ܥሻ	…				 ﴾2.10﴿
 
Sind ܣ und ܤ jeweils probabilistisch abhängig von einer weiteren Gröﬂe ܥ, gilt ferner für das 
allgemeine Bayes‐Theorem [Russell95]: 
ܲሺܣ|ܤ, ܥሻ ൌ ܲሺܤ|ܣ, ܥሻܲሺܣ|ܥሻܲሺܤ|ܥሻ  ﴾2.11﴿
 
In [Pfeiffer65, Vesely81] wird im Kontext der technischen Zuverlässigkeit dargestellt, wie pro‐
babilistische Ereignisse auf Grundlage der Kolmogorowschen Wahrscheinlichkeitsdefinition 
mengentheoretisch interpretiert und aussagenlogisch behandelt werden können. Unter an‐
derem wird dargelegt, dass Mengen A in Partitionen i unterteilt werden können ﴾s. Bild 2.3 
links﴿, deren einzelnen Wahrscheinlichkeiten ܲሺܽ௜ሻ zur Gesamtwahrscheinlichkeit ܲሺܣሻ addie‐
ren, da diese gegenseitig exklusiv sind und sich daher nicht überschneiden: 
ܲሺܣሻ ൌ ෍ܲሺܽ௜
௜∈௃
ሻ , ݉݅ݐ ܽ ൌ ሼܽ௜: ݅ ∈ ܬሽ ﴾2.12﴿
 
Ω
A A∩B B   
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Bild 2.3: Mengendiagramm eines Schnitts von Sektionen des Gesamtraums S ﴾sicheres Er‐
eignis﴿ und dem Ereignis ܣ ﴾links﴿ nach [Pfeiffer65] sowie ﴾rechts﴿ in Partitionen ܣ௜ unter‐
teilter Ergebnisraum Ω im Schnitt mit einer Ereignismenge ܤ nach [Vesely81] 
2.2 Theorie der Zuverlässigkeit technischer Systeme 
Die probabilistischen Grundlagen der Zuverlässigkeit von Systemen wurden im Laufe des 
vergangenen Jahrhunderts, unter anderem durch [Fry28, Feller50, Carhart53, Bazowsky61, 
Barlow65, Chorafas60] erschlossen. Eine zusammenfassende Darstellung der anfänglichen 
Entwicklung dieser Wissenschaftsdisziplin ist in [Barlow84] zu finden. Diese Grundlagen bil‐
den das Fundament der heutigen Zuverlässigkeitstechnik, die seither ein breites akademi‐
sches und praktisches Betätigungsfeld darstellt. Dies zeigt sich anhand zahlreicher Grundla‐
genwerke, wie unter anderem [DIN 40041:90, Barlow96, Rakowsky01, DGQ‐Band17‐10:02, 
Bertsche04, Rausand04, VDA‐Band3:04, VDI4001:06, Bertsche09, Stapelberg09, Smith11, Bi‐
rolini14]. 
Grundsätzlich handelt es sich bei Bauteilausfällen um deterministische Vorgänge [Cho‐
rafas60], die wie das Zufallsexperiment des Würfelns durch physikalische Gegebenheiten be‐
dingt sind [Jaynes03]. Jedoch ist die deterministische Berechnung von Ausfallzeitpunkten und 
deren Streuung für technische Systeme zumindest nicht praktikabel, da hierfür exakte Be‐
rechnungsmodelle mit Berücksichtigung aller Einflussgröﬂen nötig wären. Zudem sind alle 
Werte zu bestimmen, die einen Einfluss auf Eigenschaftsveränderungen haben. Zu berück‐
sichtigen sind dabei unter anderem auch Zusammenhänge und Einflüsse, wie beispielsweise 
die Fehlerphysik auf mikroskopischer Ebene, fertigungsbedingte Streuung von Bauteileigen‐
schaften, alle Einflussgröﬂen im Inneren des Systems und dessen Umgebung, funktionale 
Wechselwirkungen sowie spezifische Nutzungs‐ und Beanspruchungshistorien individueller 
Systeme. Als Alternative werden daher stochastische Konzepte zur Bemessung der Zuverläs‐
sigkeit angewendet, um in verallgemeinerter Form auf die Wahrscheinlichkeit des Aufkom‐
mens fehlerhafter Komponenteneigenschaften anhand von Referenzdaten zurückschlieﬂen 
zu können. Eine der vermutlich ersten probabilistische Definitionen der Zuverlässigkeit tech‐
nischer Systeme wurde in dem Projekt RAND festgehalten:  
S
A3 A2
A1
BA3 A2
A4
Ω
A1
A4
A
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„Die Zuverlässigkeit einer gegebenen Komponente oder eines gegebenen Systems ist die 
Wahrscheinlichkeit, dass es dessen erforderliche Funktion unter gegebenen Bedingungen für 
einen festgelegten Zeitraum erfüllt.“ [Carhart53] ﴾übersetzt aus dem Englischen﴿. 
Definitionen der Zuverlässigkeit in zeitgenössischen Werken [Barlow98, MIL‐HDBK338B:98, 
NASA‐STD‐8729.1:98, Bertsche04, VDI4001:06, Birolini14] entsprechen dieser inhaltlich und 
sinngemäﬂ zumindest weitgehend. Einzelne beziehen die Zuverlässigkeit auf das Kriterium 
des Ausfalls im engeren Sinn wie beispielsweise in [Bertsche04]: 
„Zuverlässigkeit ist die Wahrscheinlichkeit dafür, dass ein Produkt während einer definierten 
Zeitdauer unter gegebenen Funktions‐ und Umgebungsbedingungen nicht ausfällt.“ 
In [Rakowsky01] wird betont, dass die Zuverlässigkeit an sich keine Wahrscheinlichkeit impli‐
ziert. Die Wahrscheinlichkeit ist dagegen eine Maﬂgröﬂe, die zur Darstellung der Eigenschaft 
der Zuverlässigkeit genutzt werden kann. Analog dazu ist die Zuverlässigkeit beziehungswei‐
se Funktionszuverlässigkeit in [VDI4003:07, IEC60050:192:15 ﴾Referenz: 192‐01‐24﴿] als eine 
Fähigkeit einer Einheit definiert, eine geforderte Funktion unter gegebenen Bedingungen für 
ein gegebenes Zeitintervall zu erfüllen. Dagegen wird Zuverlässigkeit im Sinne einer Maﬂ‐
gröﬂe nach [IEC60050:192:15 ﴾Referenz: 192‐05‐05﴿] als eine Wahrscheinlichkeit aufgefasst. 
Bei einer probabilistischen Abschätzung der Systemzuverlässigkeit ܴሺݐሻ geht es demnach 
prinzipiell darum, eine probabilistische Bewertung der Funktionsfähigkeit eines Systems zu 
erlangen. So gilt grundsätzlich für die Zuverlässigkeit ܴሺݐሻ zum Zeitpunkt t: 
ܴሺݐሻ ൌ ݂ሺݐሻ			,							Pሺ'X	ist	in	t	nicht	funktionsfähig'ሻ ﴾2.13﴿
 
Nach der verbreiteten Auffassung der technischen Zuverlässigkeit gilt der komplementäre 
Zusammenhang zwischen spezifizierter Funktion und den dieser entgegenstehenden Feh‐
lern. So grenzt die Auffassung der Zuverlässigkeit zugleich den Zustand eines fehlerhaften 
Verhaltens ab, aufgrund dessen die Eigenschaft der Zuverlässigkeit nicht erfüllt wird. Für die 
Fehlerwahrscheinlichkeit ܨሺݐሻ gilt damit: 
ܨሺݐሻ ൌ 1 െ ܴሺݐሻ			,							Pሺ'X	ist	in	t	nicht	funktionsfähig'ሻ ﴾2.14﴿
 
Dabei beruht die Fehlerwahrscheinlichkeit eines Systems auf den Wahrscheinlichkeiten der 
Bauteile, dass diese durch einen Defekt oder eine Veränderung deren Funktion nicht mehr 
angemessen erfüllen, was ein fehlerhaftes Systemverhalten verursacht [Knight55]. Nach 
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[Bromberg53, Carhart53, Moore56] kann die Zuverlässigkeit von Baugruppen und Systemen 
nach dem Multiplikationssatz aus den unabhängigen Zuverlässigkeitswerten von ݊ Bauteilen 
in Reihenschaltung beziehungsweise Parallelschaltung ݊ redundanter Komponenten ermittelt 
werden. Nach [Bromberg53] ist dies: 
ܴ௧௢௧௔௟ ൌ 	ܴଵ	ܴଶ 	…	ܴ௜ 	…	ܴ௡ ሺܴ݄݁݅݁݊ݏ݄݈ܿܽݐݑ݊݃ሻ
	
ܴ௧௢௧௔௟ ൌ 1 െ ሺ1 െ ܴ௜ሻ௡	 ሺܲܽݎ݈݈݈ܽ݁ݏ݄݈ܿܽݐݑ݊݃, ݎ݁݀ݑ݊݀ܽ݊ݐሻ 
﴾2.15﴿
 
﴾2.16﴿
 
Als Kennwert der Zuverlässigkeit wird oft die Ausfallrate ߣሺݐሻ genutzt, die definiert ist durch: 
ߣሺݐሻ ൌ െ
ௗோሺ௧ሻ
ௗ௧
ܴሺݐሻ  ﴾2.17﴿
 
Für die Ausfallwahrscheinlichkeit ܨሺݐሻ	gilt dabei: 
ܨሺݐሻ 		ൌ 		1 െ ܴሺݐሻ ൌ 1 െ ݁׬ ఒሺ௧ሻௗ௧೟బ  ﴾2.18﴿
 
Diese Ausfallwahrscheinlichkeit als zeitabhängige Funktion hängt vom individuellen Bauteil 
und Einwirkungen auf dieses ab. Durch diese ist die Ausfallrate allgemein zeitabhängig. Als 
Näherung werden vielfach konstante Ausfallraten angenommen und zur Zuverlässigkeitsbe‐
wertung genutzt [Bazowsky61]. Dies vereinfacht die mathematische Behandlung der Terme 
von Fehlermodellen mitunter erheblich [Vesely81]. Dies jedoch trifft nur unter entsprechen‐
den Randannahmen und Einschränkungen sowie günstigstenfalls in guter Näherung zu. Die 
Verwendung dieser Vereinfachung ist nicht für alle Arten von Bauteilen und nicht für alle 
Bewertungsaufgaben gleichermaﬂen zutreffend beziehungsweise korrekt [Watson62, Eck‐
berg63, Bowles02]. 
2.3 Klassische Methoden zur Fehlermodellierung und darauf aufbauende Ansätze 
Die Methoden zur Fehlermodellierung werden anhand deren probabilistischer Eigenschaften 
in qualitative und quantitative unterteilt [Bertsche04]. Im Unterschied zu qualitativen Metho‐
den werden in quantitativen Methoden probabilistische Gesetzmäﬂigkeiten und ein jeweils 
spezifischer Modellierungsformalismus genutzt, um anhand dessen die Wahrscheinlichkeiten 
des Eintretens zu bewertender Eigenschaften berechnen zu können. Dies sind typischerweise 
die Zustands‐ und Ereigniswahrscheinlichkeit von Fehlern im System, wobei auch Ansätze 
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zur Modellierung und Berechnung physikalischer Gröﬂen auf der Grundlage von Fehlerwahr‐
scheinlichkeiten entwickelt wurden, wie unter anderem in [Misra08, Natvig11] erläutert wird. 
Die nicht allgemein definierten Begriffe eines Fehlermodells und der Fehlermodellierung 
werden nachfolgend in dem Verständnis genutzt, dass ein Fehlermodell ein abstrahiertes 
und formalisiertes Abbild von Wirkweisen und Wirkbeziehungen fehlerhafter Eigenschaften 
und Zustände in technischen Systemen darstellt.  
2.3.1 Quantitative Methoden  
In quantitativen Methoden zur Fehlermodellierung werden die Wahrscheinlichkeits‐ und Zu‐
verlässigkeitstheorie genutzt, um die Wahrscheinlichkeit von Fehlern eines Systems zu be‐
rechnen [Bertsche04]. Dazu werden logische Modelle gebildet, die Aussagen darüber gra‐
phisch symbolisieren, welche Zustände des Systems vorliegen, wenn jeweils solche Fehlzu‐
stände von Komponenten eintreten, die diese verursachen. Anhand dieser Beziehungen 
kann mit dem probabilistischen Ansatz des Logikkalküls die Wahrscheinlichkeit eines System‐
zustands aus den Wahrscheinlichkeiten der dazu führenden Ursachen berechnet werden. 
Dies geschieht auf die in [Bromberg53] aufgezeigte Weise. Diese beruht auf der Auswertung 
der Fehlerwahrscheinlichkeiten anhand der Einordnung der funktionalen Abhängigkeiten im 
Sinne serieller und paralleler Anordnungen. Auf diesem Ansatz beruhen die Methoden der 
Fehlzustandsbaumanalyse ﴾englisch: Fault Tree Analysis, FTA﴿ [Watson62, Eckberg63, De‐
Long70, Vesely81, Vesely02, VDA‐Band4:03, DIN‐IEC‐61025:07] und Zuverlässigkeitsblock‐
diagramm ﴾englisch: Reliability Block Diagram, RBD﴿ [DIN‐EN‐61087:06]. Die Entwicklung der 
RBD‐Methode zugrundeliegenden Ansatzes lässt sich in [Bromberg53, Carhart53, Moore56, 
Chorafas60, Bazovsky61] nachvollziehen. Im Folgenden werden die englischen Kurzbezeich‐
nungen der FTA und RBD vereinfachend und in Analogie zur internationalen Fachliteratur 
weiter verwendet.  
Für die FTA ist das Fehlermodell als ein Baumgraph aus Symbolen logischer Operatoren de‐
finiert. Mit diesen werden die Ursachen so verbunden dargestellt, dass dadurch gekenn‐
zeichnet wird, welche Ursachen jeweils alternativ ﴾ODER, Disjunktion﴿ beziehungsweise in 
Kombination ﴾UND, Konjunktion﴿ zu der Folge führen, wie dies in Bild 2.4 links beispielhaft 
dargestellt ist. So können nachfolgend die Wahrscheinlichkeiten möglicher ursächlicher Feh‐
ler und Fehlerkombinationen mittels logischer Operationen miteinander verrechnet werden. 
Daraus ergibt sich die gesamte Wahrscheinlichkeit des Vorkommens einer jeweils spezifi‐
schen Folge auf der systemisch höchsten Ebene, dem sogenannten Hauptereignis ﴾englisch: 
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Top‐Event﴿. Es wurden zahlreiche auf die ursprüngliche FTA‐Methode und deren Weiterent‐
wicklung bezogene Arbeiten veröffentlicht, was sich anhand der Zusammenfassungen in 
[Lee85, Kuznetsov94, Ericson99, Ruijters15] im Überblick nachvollziehen lässt. 
Für RBD ist ein Netzwerkschema vorgegeben, das Komponenten des Systems als Blöcke in 
deren funktionaler Verkettung darstellt. Darin reihen sich die Blöcke aneinander an, die für 
die erfolgreiche Funktion zusammenwirken müssen. Weist ein einzelner Teil dieser Kette, also 
eine Komponente, einen Fehler auf, wird dies als Fehler für das System eingestuft. Dies ent‐
spricht einer logischen ODER‐Beziehung. Redundante Komponenten, die sich bei einem 
Ausfall gegenseitig funktional substituieren können, werden als nebeneinander stehende 
Blöcke parallel im Netzwerk dargestellt ﴾s. Bild 2.4 rechts﴿. Dies entspricht einer UND‐
Operation, was logisch ausdrückt, dass das Gesamtsystem dann ausfällt, wenn alle der paral‐
lel angeordneten Komponenten nicht funktionsfähig sind.  
                       
Bild 2.4: graphische Repräsentation von Fehlermodellen in FTA ﴾links﴿ und RBD ﴾rechts﴿ 
Bild 2.4 zeigt links einen Fehlerbaum ﴾FT﴿ und rechts ein RBD jeweils für einen Systemausfall 
ܵ, der eintritt, wenn die Komponente ܣ ausgefallen ist oder zugleich beide Komponenten ܤ 
und ܥ. Aus beiden Graphen lässt sich anhand deren Symbolik beziehungsweise Topologie 
der logische Term  
ܵ ൌ ܣ ∪ ሺܤ ∩ ܥሻ ﴾2.19﴿
 
ableiten. Dies ermöglicht die Berechnung der Wahrscheinlichkeit des Systemausfalls ܨሺܵሻ, 
unter der Annahme, dass ܣ, ܤ und ܥ voneinander unabhängig sind und sich nicht gegensei‐
tig ausschlieﬂen: 
ܲሺܵሻ ൌ ܲሺܣሻ 	൅ 	ܲሺܤ ∩ ܥሻ 	െ 	ܲሺܣሻ	ܲሺܤ ∩ ܥሻ ൌ ܲሺܣሻ ൅ ܲሺܤሻ ܲሺܥሻ െ ܲሺܣሻ	ܲሺܤሻ	ܲሺܥሻ ﴾2.20﴿
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Im thematischen Umfeld dieser Arbeit sind einzelne spezifische Erweiterungen der FTA‐
Methodik nennenswert. In der sogenannten Dynamic FTA [Dugan92] wird die klassische 
FTA‐Methodik um logischen Gatter erweitert, in welchen funktionale Bedingungen und zeitli‐
che Abfolgen berücksichtigt werden können. Das Grundkonzept, nach dem jeweils ein Feh‐
lerbaum für jeden Fehlzustand des Systems, also je Hauptereignis des Fehlerbaums, aufzu‐
bauen ist, gilt unverändert. In [Kaiser03] wurde ein als Component Fault Tree ﴾CFT﴿ bezeich‐
neter Ansatz zur komponentenorientierten Modularisierung von Fehlerbäumen vorgeschla‐
gen. Darauf aufbauend wird in [Kaiser06] die Methode der State‐Event‐Fault‐Trees ﴾SEFT﴿ 
vorgestellt, mit der kausale Abläufe in modularisierten Fehlerbäumen behandelt werden 
können. 
2.3.2 Qualitative Methoden 
Eine verbreitete qualitative Methode zur Fehlermodellierung ist die Fehlermöglichkeits‐ und 
Einflussanalyse ﴾FMEA﴿, unter anderem nach [MIL‐STD‐1629A:49, VDA‐Band4‐FMEA:06, 
DGQ‐Band13‐11:12]. Dieselbe Methode wird in [DIN‐EN‐60812:06] als Fehlzustandsart‐ und 
Auswirkungsanalyse dargestellt. Für diese erfolgt eine systematische Zusammenstellung 
eventueller Fehlzustände der einzelnen Komponenten, aus welchen anschlieﬂend mögliche 
Folgen für das System abgeleitet werden. Dabei werden Tabellen erstellt, die mögliche Fehl‐
zustände, sowie deren Ursachen, Folgen und Konsequenzen in Bezug auf den Systembetrieb 
auflisten. Anhand dessen wird die Kritikalität aus Bewertungen der Ursachenwahrscheinlich‐
keit und Auswirkungsschwere bemessen. Auﬂerdem wird ein Faktor für die Möglichkeit der 
Entdeckung vor Eintreten des Fehlers eingeschätzt. Bei kritischen Punkten werden notwendi‐
ge Verbesserungsmaﬂnahmen definiert.  
Im Wesentlichen liegt der Unterschied zwischen den Verfahren zur Fehlermodellierung der 
FMEA und FTA darin, dass in ersterer von Ursachen ausgehend Folgen festgestellt werden 
﴾Bottom‐Up‐Prinzip﴿. Bei der FTA hingegen werden von Folgen ausgehend mögliche Ursa‐
chen hierfür ermittelt ﴾Top‐Down‐Prinzip﴿. Auﬂerdem können in der FMEA mehrere Folgen 
für je eine Ursache angegeben werden, anstatt jeweils einer einzelnen in der FTA. Zudem ist 
die klassische und gebräuchliche Definition der FMEA qualitativ, während die der FTA hinge‐
gen auch probabilistische Auswertungen erlaubt. Zwar werden in der FMEA auch Wahr‐
scheinlichkeitswerte für Fehlerursachen abgeschätzt. Die Beziehungen der Fehlermodelle 
werden jedoch nicht zu einer arithmetischen Auswertung genutzt, weswegen keine Wahr‐
scheinlichkeiten für Fehlerfolgen aus den Modellen ermittelt werden.  
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Eine gebräuchliche Variante der FMEA nutzt sogenannte Fehlernetze [VDA‐Band4‐FMEA:06, 
DGQ‐Band13‐11:12], was nachfolgend vereinfachend als auf Fehlernetzen basierte FMEA ﴾FN‐
FMEA﴿ bezeichnet wird. Die FN‐FMEA stellt auf eine graphisch formalisierte Zuordnung von 
Fehler‐ und Folgezuständen ab, die durch die Fehlernetze ﴾s. Bild 2.5﴿ visualisiert werden.  
 
Bild 2.5: Prinzipschema des Fehlernetzes der FN‐FMEA 
Der Formalismus der Fehlernetze ist jedoch nicht wie der FTA im Sinne einer Algebra unter‐
mauert, weswegen kein herkömmliches Verfahren zu deren probabilistischer Auswertung 
existiert. Auch in informativer Hinsicht werden die in Fehlernetzen modellierten systemati‐
schen Gruppierungen von Fehlern gleicher Auswirkung nicht entsprechend genutzt, um 
Schlussfolgerungen aus der Menge aller Ursachen zu extrahieren. Dies bedeutet, dass so‐
wohl Wahrscheinlichkeiten, als auch die Anzahl möglicher Ursachen nicht zur Beurteilung ei‐
ner Fehlerfolge auf Systemebene verwendet werden. Somit sind die FMEA und die FN‐FMEA 
sowohl in Hinsicht auf die numerische, als auch auf die aussagenlogische Auswertung quali‐
tativer Art. 
2.3.3 Quantitative Ansätze der FMEA 
Eine Reihe veröffentlichter Ansätze setzt an dem Punkt an, das FMEA‐Tabellenschema zu ei‐
ner probabilistischen Auswertung zu nutzen. Ein solcher Ansatz ist die FMECA ﴾Failure Mo‐
des Effects and Criticality Analysis﴿ [MIL‐STD‐1629A:80], die erstmals im Jahr 1949 veröffent‐
licht wurde. Für diese ist auch die Bewertung der Wahrscheinlichkeiten von Fehlerfolgen de‐
finiert, indem die Wahrscheinlichkeit einzelner Fehlerursachen und die bedingte Wahrschein‐
lichkeit der Folge eines kritischen Fehlers berechnet werden. Alle zur gleichen Folge bezie‐
hungsweise gleichermaﬂen schwerwiegenden Folgekategorie führenden Wahrscheinlichkei‐
ten werden dem Ansatz nach miteinander addiert. 
In [Price98] wird die Betrachtung von Fehlerkombinationen innerhalb der FMEA ebenfalls 
thematisiert, sowie ein Schema zu deren Überführung in Fehlerbäume. Darin wird jedoch nur 
von der ursprünglichen, rein tabellarischen Form der FMEA ausgegangen, sodass keine ko‐
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härenten formalen Modelle zur Repräsentation logischer Beziehungen und deren probabilis‐
tischer Interpretation dort behandelt werden. 
In [Pickard05, Xiao11] wurden aufeinander aufbauende Ansätze zur sogenannten Multiple 
FMEA vorgestellt. Darin werden die Beziehungen der FN‐FMEA als logische Zuordnungen 
von Fehlerursachen zu Fehlerfolgen interpretiert, sodass diese im Stil der FTA‐Modelle dar‐
gestellt werden. Fehlerkombinationen können in dem Zuge zusätzlich zu den Einzel‐
Fehlerbeziehungen der FMEA angegeben werden. Für jeden Zustand des Gesamtsystems 
wird dazu ein separater Fehlerbaum erzeugt. Die Auswertung der Fehlermodelle erfolgt in‐
des hinsichtlich des qualitativen Parameters der Kritikalität.  
Die probabilistische FMEA ﴾pFMEA﴿ [Grunske07] berücksichtigt die Übergangswahrschein‐
lichkeiten der Zustandsübergänge zwischen Funktionsfähigkeit und Fehlzuständen. Dabei 
liegt hier kein graphischer Formalismus für ein Fehlermodell zugrunde. Die Wahrscheinlich‐
keiten der Folgezustände des Systems werden aus den Übergangswahrscheinlichkeiten zwi‐
schen möglichen Zuständen der Einzelbestandteile des Systems mittels stochastischer Simu‐
lationsverfahren approximiert.  
In [Kaiser15] wird die als probFMEA bezeichnete probabilistische Erweiterung der Fehlernetze 
der FN‐FMEA dargestellt. So können durch ergänzende Formalismen innerhalb eines Fehler‐
netzes logische Beziehungen im Sinne der UND‐, ODER‐ und NICHT‐Operatoren ausge‐
drückt werden. Zudem wird vorgeschlagen, Ursache‐Folge‐Kausalitäten mit bedingten 
Wahrscheinlichkeiten anzugeben, sodass die Wahrscheinlichkeit von Folgen entsprechen dif‐
ferenziert behandelt werden kann. Die Auswertung der Beziehungsstrukturen erfolgt mittels 
mehrwertiger Entscheidungsdiagramme [Zocher05]. 
2.3.4 Methodische Ansätze zur Mehrzustands‐Fehlermodellierung 
Die Mehrzustands‐Zuverlässigkeit wurde beginnend mit [Barlow78, El‐Neweihi78a, El‐
Neweihi78b] als Frage der Zuverlässigkeitstheorie bearbeitet [Aven99, Misra08, Lisnianski10, 
Levitin11]. In [Yingkui12] findet sich eine Übersicht über den Stand und die Errungenschaften 
dieser Bestrebungen bis dato. Ziel dieses Arbeitsfelds ist die Betrachtung der Zuverlässigkeit 
von Systemen mit Unterscheidung zwischen mehreren Fehlzuständen, im Gegensatz zu dem 
binären Ansatz mit den Zuständen der Funktion beziehungsweise des Ausfalls. So werden 
Komponenten mit mehreren Fehlzuständen und daraus resultierend mehreren möglichen 
Fehlzuständen in Zuverlässigkeitsmodellen probabilistisch dargestellt und berechnet.  
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Die Mehrwertigkeit dieser methodischen Ansätze bezieht sich dabei allerdings auf technisch‐
funktionale Zustände des Systems und dessen Bestandteile. Die logische Grundlage hinge‐
gen beruht auf Zweiwertigkeit, da für das Zutreffen oder Nicht‐Zutreffen von Aussagen über 
Zustände und Folgen stets die Kriterien {‚ݓ݄ܽݎ‘} und {‚݂݈ܽݏ݄ܿ‘} angewendet werden. Es be‐
steht demnach kein Konflikt hinsichtlich der Einwände bezüglich verfügbarer Ansätze für 
mehrwertige Logik nach [Jaynes03] ﴾s. Kapitel 2.1﴿. 
Auch für die Methoden der FTA und RBD existieren Ansätze zur Behandlung der Mehrzu‐
stands‐Zuverlässigkeit, beispielsweise in [Caldarola80, Wood83, Xizhi84, Wood85, Lisni‐
anski07]. So werden in Mehrzustands‐RBD mehrere Fehlzustände und Folgen betrachtet. 
Vergleichbar hierzu werden für die Mehrzustands‐FTA mehrere Hauptereignisse ﴾Top‐Level‐
Events﴿ definiert. Dabei werden jedoch keine integralen Modelle erstellt, die alle Zustands‐
kombinationen miteinander verbinden. Eine Ausnahme darunter stellt der Ansatz von [Lisni‐
anski07] dar, der ein in RBD integriertes Mehrzustandsmodell vorschlägt, das mittels stochas‐
tischen Simulationsverfahren ausgewertet wird. 
Eine mengentheoretische Veranschaulichung der Mehrzustands‐Zuverlässigkeit wurde in 
[Xizhi84] im Rahmen der Erarbeitung eines Konzepts zur Mehrzustands‐Fehlerbaumanalyse 
verwendet. In dieser werden ebenfalls Hauptereignisse definiert. Für diese Ereignisse auf Sys‐
temebene werden Mengendiagramme für zwei allgemeine Fälle dargestellt und diskutiert, 
nämlich sich gegenseitig ausschlieﬂender beziehungsweise sich überschneidender Folgeer‐
eignisse.  
2.3.5 Ereignisbaumanalyse 
Mit der Ereignisbaumanalyse ﴾ETA, englisch: Event Tree Analysis﴿ oder Ereignisablaufanalyse 
[DIN62502:11] existiert auﬂerdem eine probabilistische Methode zur Modellierung uner‐
wünschter Ereignisse und solcher Begebenheiten, die im Kontext des Betriebs des Systems 
zu diesen führen können. Dies ist keine Methode zur Erarbeitung von Fehlermodellen im en‐
geren Sinn, die ein System umfassend repräsentieren. Stattdessen ist der Betrachtungshori‐
zont erweitert, sodass selektierte Ereignisszenarien und Konstellationen diverser möglicher 
Begebenheiten untersucht werden, unter anderem Koinzidenzen spezieller Betriebsereignis‐
se mit Komponentenfehlern im System betrachtet. Für die Methodik der ETA ist eine diffe‐
renzierte probabilistische Bewertung möglicher alternativer Ausgänge auf Basis bedingter 
Wahrscheinlichkeiten definiert. So können dabei Werte der Wahrscheinlichkeit für das Eintre‐
ten verschiedener Folgen angegeben werden sowie eines Ereignisablaufs ohne kritische Kon‐
sequenzen. 
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2.4 Methoden auf Basis Bayesscher Netzwerke 
Pearl schlug in dem Artikel „Reverend Bayes on Inference Engines: A Distributed Hierarchical 
Approach“ [Pearl82] ein Schema probabilistischer Inferenznetzwerke aus Beziehungen zwi‐
schen mehreren Zufallsgröﬂen erstmals vor. Mit Bezug auf die darin umgesetzte Wahr‐
scheinlichkeitsauffassung nach [Bayes1763] wurde dies später als Bayessches Netzwerk ﴾BN﴿ 
bezeichnet [Pearl85]. Das Schema wurde unter anderem in [Kim83, Pearl88, Pearl00] weiter 
ausdefiniert. Eine anschauliche Erläuterung findet sich unter anderem in [Charniak91, Darwi‐
che08]. Umfassende Arbeiten hierzu sind beispielsweise [Whittaker90] zur Anwendung gra‐
phentheoretischer Modelle in multivariater Statistik sowie [Russell95] zu probabilistischem 
Schlussfolgern mit BN. 
BN bestehen aus gerichteten azyklischen Graphen, deren Knoten diskrete Zufallsvariablen 
darstellen. Für jeden solchen Knoten gilt, dass die durch ihn repräsentierte Zufallsgröﬂe auf 
der Basis von mindestens zwei diskreten Zuständen aufgebaut ist. Mittels gerichteter Kanten 
﴾Pfeile﴿ zwischen den Knoten bilden diese ein Netzwerk, das bedingte Abhängigkeiten der 
jeweiligen Zielknoten ﴾Kindknoten﴿ von den Ausgangsknoten der Pfeile ﴾Elternknoten﴿ sym‐
bolisiert ﴾s. Bild 2.6, oben﴿. Sie stellen dadurch probabilistische Einflüsse einzelner Gröﬂen auf 
andere dar. 
     
           
Bild 2.6: allgemeines Beispiel für BN nach [Russell95, Murphy98] ﴾oben﴿; Berechnung in 
[GeNIe10] ﴾unten, links﴿ und Tabellen bedingter Wahrscheinlichkeiten CPT ﴾unten, rechts﴿ 
Die individuellen Abhängigkeiten der Zustände eines Kindknotens von dessen Elternknoten 
werden im Einzelnen jeweils in einer Tabelle bedingter Wahrscheinlichkeiten ﴾CPT, englisch: 
Conditional Probability Table﴿ für jeden Knoten angegeben ﴾s. Bild 2.6 unten rechts﴿. In den 
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CPT werden alle Zustandskombinationen der darauf gerichteten Elternknoten gebildet und 
den Zuständen des Zielknotens ﴾Kindknoten﴿ zugeordnet. Diese Zuordnung geschieht durch 
jeweils eine bedingte Wahrscheinlichkeit die ausdrückt, wie wahrscheinlich ein Zustand des 
Kindknotens ist, gesetzt den Fall, dass eine bestimmte Kombination von Zuständen der El‐
ternknoten vorliegt.  
Nach Pearl handelt es sich bei den Kanten der BN um Beziehungen zwischen den Elternkno‐
ten ܣ, ܤ,… und Kindknoten ܺ um logische Zusammenhänge in Form von „wenn ܽ௜…‐dann 
ݔ௜…“‐ [Pearl82]. Durch die bedingten Wahrscheinlichkeiten in CPT wird laut Pearl Ungewiss‐
heit ﴾übersetzt aus dem Englischen: „Uncertainty“﴿ in diesen Regeln abgebildet. 
Links in Bild 2.7 sind beispielsweise die Wahrscheinlichkeiten der Zustände eines Kindknotens 
ܺ von den Wahrscheinlichkeiten der Zustände der Elternknoten A und B abhängig darge‐
stellt. ܽ௜ und ௝ܾ sind in den Elternknoten enthaltene Einzelwerte. Jedes ݔ௜௝ in der CPT rechts 
in Bild 2.7 ist eine bedingte Wahrscheinlichkeit ܲሺݔ௜௝|ܽ௜ ∩ ௝ܾሻ, die den Wahrscheinlichkeitswert 
darstellt, mit dem der einzelne Zustand ݔ௜௝ logisch zutreffend ist, wenn ܽ௜ und ௝ܾ zutreffen. 
 
Bild 2.7: Inhalte der BN‐Netzwerkelemente: Aufbau der in Knoten repräsentierten Zufalls‐
gröﬂen ﴾links im Bild﴿ und Tabelle bedingter Wahrscheinlichkeiten ﴾CPT﴿ ﴾rechts im Bild﴿  
Die Wahrscheinlichkeitsverteilung eines Kindknotens ergibt sich abhängig von der Gesamt‐
heit aller bedingten Wahrscheinlichkeiten in der CPT, sowie dem Schnitt ﴾Konjunktion﴿ der El‐
ternknoten und der Überlagerung deren Wahrscheinlichkeitsverteilungen ﴾englisch: „Joint 
Probability Distribution“ [Pearl00]﴿ auf Basis der Gleichung: 
ܲሺܣ, ܤ,… , ܺ, ܻሻ ൌ ෑܲሺܻ | ܣ, ܤ, …ܺሻ
௜
 ﴾2.21﴿
 
So kann ein BN üblicherweise anhand des Multiplikationssatzes algebraisch aufgelöst werden 
[Pearl00], wie beispielsweise für obiges Netzwerk mit den Knoten ܣ, ܤ und ܺ: 
Zustand a1, P(a1) 
Zustand a2, P(a2)
…
Variable A
A a1 a2
B b1 b2 b1 b2
AxB a1∩b1 a1∩b2 a2∩b1 a2∩b2
<Variable X> Bedingungen
<Zustand x1> P(x1|a1∩b1) P(x1|a1∩b2)
<Zustand x2> P(x2|a1∩b1) … …
<Zustand xk> P(xk|ai∩bj)
… … …
Zustand b1, P(b1) 
Zustand b2, P(b2 )
…
Variable B
Zustand x1, P(x1) 
Zustand x2, P(x2)
Zustand xk, P(xk)
…
Variable X
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ܲሺܣ, ܤ, ܺሻ ൌ ܲሺܣሻ ܲሺܤ|ܣሻ ܲሺܺ|ܣ, ܤሻ ﴾2.22﴿
 
In [Lauritzen88] wurde das laut [Weber06] klassische exakte Lösungsverfahren des Clus‐
tering‐Algorithmus für BN vorgestellt. In diesem graphentheoretisch begründeten Verfahren 
werden die Knoten eines BN auf spezielle Weise gruppiert, sodass anschlieﬂend eine exakte 
Berechnung erfolgen kann. Statistische Abhängigkeiten werden dabei kompensiert, ohne 
dass einzelne Terme hinsichtlich minimaler Schnittmengen ﴾englisch: Minimal‐Cut‐Sets﴿ aus‐
zuwerten sind, wie dies für die algebraische Auswertung von logischen Termen typischer‐
weise der Fall ist. Es gibt zudem weitere exakte und ferner auch approximative Verfahren, die 
mitunter erweiterte Funktionalitäten ermöglichen [Darwiche08, Mateescu10]. Für diese Arbeit 
genügt die Verwendung eines einzelnen exakten und bewährten Berechnungsverfahrens. So 
wird nachfolgend der Clustering‐Algorithmus zur Berechnung von BN verwendet, der unter 
anderen im BN‐Anwendungsprogramm [GeNIe10] implementiert ist. 
Im Kontext der Lösungsalgorithmik für BN wurde in [Darwiche02] ein Ansatz vorgestellt, der 
sich auf die spezifischen logischen Zusammenhänge zwischen Zuständen von Eltern‐ und 
Kindknoten stützt. Dabei wird gezeigt, dass die Inferenz in BN auf den Grundverfahren der 
logischen Algebra, der Konjunktion und Diskunktion, beruht. Das Verfahren jedoch be‐
schränkt sich auf zweiwertige Zufallsvariablen mit nur binären Werten bedingender Einfluss‐
wahrscheinlichkeiten. In [Poon11] wurde das als „Sum‐Product Network“ bezeichnete Schema 
zur graphischen Darstellung vorgeschlagen, dass sich auf die Arbeit in [Darwiche02] bezieht 
und diesen entspricht. Soweit es den Grundgedanken der Veranschaulichung betrifft ist dies 
analog zu der in Kapitel 5.3.3 verwendeten Veranschaulichung der in dieser Arbeit behan‐
delten Fragestellungen. Nähere Einzelheiten sind dort erläutert. 
Die Anwendung von BN im Gebiet der technischen Zuverlässigkeit wurde in [Barlow88, Al‐
mond92] erstmalig vorgeschlagen. Die seither veröffentlichten Beiträge zu der Thematik um‐
fassen ein breites Spektrum an Ansätzen und Fragestellungen, was in [Langseth07, 
Langseth08, Weber10, Weber12] vergleichsweise übersichtlich nachvollziehbar ist. Von spezi‐
ellem Interesse für diese Arbeit sind darunter solche Ansätze, die Fehlermodelle in der Art 
von klassischen Methoden zur Fehlermodellierung in BN umzusetzen.  
So zeigt [Torres98] die Ermittlung der System‐Fehlerwahrscheinlichkeit auf Basis von BN 
nach dem methodischen Prinzip der RBD. Weitere Beiträge zur Zuverlässigkeitsmodellierung 
mit BN und Bezug zu RBD sind ferner [Zhou06, Simon07, Mi12]. In [Castillo97] wurden erst‐
malig Analogien zwischen BN Zuverlässigkeitsmodellen und Fehlerbäumen behandelt. In 
[Portinale99] werden die Implementierung logischer Operationen als BN‐Knoten und die 
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Transformation von Fehlerbäumen in BN gezeigt, was nachfolgend in [Bobbio01, Portinale05, 
Lampis09, Khakzad11] aufgegriffen und weitergeführt wurde. [Weber03, Boudali04, Bouda‐
li05, Montani05, Boudali06] zeigen, dass auch die Fehlermodelle der advanced FTA in einem 
dynamischen Ansatz der BN ﴾dBN﴿ [Dean89, Murphy02] in vorteilhafter Weise umsetzbar 
sind [Portinale10, Marquez10]. Ein prinzipiell vergleichbarer Ansatz zur Modellierung der Zu‐
verlässigkeit auf Basis zeitabhängiger BN‐Fehlermodelle ist in [Arroyo92] beschrieben, der 
methodisch nicht spezifisch formalisiert ist. Für diesen wurde vorrangig die Nutzung des 
probabilistischen Modells zur Vorhersage und Diagnose behandelt. 
[Lee99a, Lee99b, Lee01, Lee02] zeigte den ersten Ansatz zur probabilistischen Modellierung 
der Fehlerursache‐ und Fehlerauswirkungsbeziehungen als BN im Zuge der FMEA‐Methodik. 
Dabei werden teilweise Mehrzustandsgröﬂen für Komponenten und Ereignisse verwendet. 
Der Aufbau des Netzwerks zielt vorrangig auf die Modellierung unerwünschter Ereignisse ab, 
die jeweils als ein Netzwerkknoten dargestellt werden. So wird ein Analysemodell in [Lee02] 
als Nutzungsszenario bezeichnet ﴾übersetzt aus dem Englischen: „use case“﴿ ﴾s. Bild 2.8﴿. 
 
 
Bild 2.8: Beispiel eines Netzwerk‐Modells der BN‐FMEA auf Basis von [Lee02] 
Verschiedene Aspekte der Thematik werden in hierzu vergleichbaren Ansätzen durch 
[Kempf01, Kempf08, Chen10, García11] dargestellt. Diese verwenden binäre Zustände der Va‐
riablen in den Netzwerkknoten, sodass ein Knoten für einen Fehlermodus oder eine Fehler‐
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wirkung steht, für den die Wahrscheinlichkeit des Zutreffens und Nicht‐Zutreffens bestimmt 
wird. 
In [Boissou03] wird ein Ansatz zur Betrachtung der Mehrzustands‐Zuverlässigkeit eines Sys‐
tems in BN beschrieben. Darin wird das System als ein Mehrzustands‐Netzwerkknoten aus‐
geführt. Die untergeordneten Knoten hingegen repräsentieren Bauteile auf der untersten 
Hierarchieebene des Netzwerks. In den Zwischenebenen werden funktionale Zusammen‐
hänge durch logische Gatterknoten dargestellt, die die jeweils binären Komponentenzustän‐
de zu Aussagen über den Systemzustand verarbeiten. [Zhou06] verwendet einen ähnlichen 
Ansatz, wobei darin auch Unterkomponenten mit jeweils mehreren Zustandsmöglichkeiten 
umgesetzt sind. Aufgrund der Restriktionen der RBD‐Methodik und der Ansätze der Mehr‐
zustands‐Zuverlässigkeit bildet das Modell stets ein spezifisches Merkmal der Systemeigen‐
schaften, beispielsweise die Funktions‐ oder Leistungsfähigkeit ab. Zudem erfolgt die hierar‐
chische Gliederung des BN‐Fehlermodells in [Zhou06] anhand der Darstellung im zugehöri‐
gen RBD, die sich nach logisch‐funktionalen Bedingungen richtet. In dem darauf bezogenen 
Verfahren in [Mi12] werden in einem ähnlichen Modellansatz wiederum spezifische logische 
Operationen ähnlich zur FTA als dedizierte BN‐Knoten dargestellt. [Zhai13] schlägt BN‐
Fehlermodelle in einem Mehrzustands‐FT vor, die auf einzelne binär bewertete Fehlersymp‐
tome als Basisgröﬂen aufbauen. [Cao16] zeigt ferner ein Mehrzustands‐Zuverlässigkeits‐
modell, das sich teilweise an Komponenten des Systems orientiert, die im Sinne der Mehrzu‐
stands‐Zuverlässigkeit aufgebaut sind. Andere Knoten im Netzwerk sind dagegen funktional 
orientiert, sodass kein integrales Modell aufgrund der Systemstruktur dabei entsteht. Statt‐
dessen mimt das Modell einen Mehrzustands‐Fehlerbaum. Daher unterliegt auch dieser An‐
satz der Beschränkung der Darstellbarkeit der Kombination weniger Fehlzustände im Rah‐
men einer ausgewählten Systemeigenschaft. 
Die in diesem voranstehenden Teilabschnitt gegebenen Ausführungen stellen einen gestraff‐
ten Überblick über die verschiedenen Strömungen und Arbeiten in dem Teilgebiet der Feh‐
lermodellierung mit BN dar. Nähere Details zu deren Eigenschaften werden im Kontext der 
jeweils zutreffenden Folgeabschnitte an gegebener Stelle vertieft diskutiert. 
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3 Wissenschaftlicher Ansatz 
In dieser Arbeit wird die probabilistische Grundlage zur Darstellung integraler Mehrzustands‐
Fehlermodelle komplexer technischer Systeme behandelt, die die Möglichkeiten zur Model‐
lierung und Auswertung gegenüber den bisherigen methodischen Ansätzen dieser Art 
grundlegend erweitert. Der in [Rauschenbach15] gezeigte Ansatz auf Basis Bayesscher Netz‐
werke ﴾BN﴿ dient dazu als Anhaltspunkt für dessen grundlegende wahrscheinlichkeitstheore‐
tische Erschlieﬂung und Verifikation. Dazu werden benötigte probabilistische Zusammen‐
hänge, die bislang nicht verfügbar sind, zunächst theoretisch erschlossen. Begleitend wird 
ein eingangs entwickeltes methodisches Rahmenkonzept für einen dementsprechenden An‐
satz zur Fehlermodellierung aufgebaut. In diesem werden die in den theoretischen Herlei‐
tungen erreichten Erkenntnisse anschlieﬂend auf die Fehlermodellierung technischer Syste‐
me angewandt und abschlieﬂend in einem konkreten Anwendungskontext charakterisiert 
und diskutiert. 
Aus übergeordneter Sicht betrachtet unterscheidet sich der Ansatz dieser Arbeit von 
denjenigen der Mehrzustands‐Zuverlässigkeit dadurch, dass dieser einfachere und intuitiv 
nachvollziehbare Gleichungssysteme verwendet. Dies gelingt durch einen zu den 
gebräuchlichen Termen für logische Operationen unterschiedliche Formulierung in der 
disjunktiven Normalform. Dies wird mengentheoretisch für Modelle aus Mehrzustands‐
Zufallsgröﬂen dargelegt. Die Auswertung dieser Modelle kann zudem im Zuge einer 
methodisch anschaulichen Umsetzung in BN‐Modellen erfolgen. Ferner ist die bisher übliche 
Beschränkung auf eine oder wenige einzelne funktionsbezogene Fragestellungen des 
Modells nicht prinzipiell erforderlich. 
3.1 Abgrenzung der Arbeit gegenüber dem Stand der Wissenschaft und Technik 
Die Herangehensweise und der methodische Ansatz dieser Arbeit lassen sich gegenüber den 
bisher gebräuchlichen anhand mehrerer Aspekte abgrenzen:  
Konkrete logische Beziehungen auf Grundlage einzelner Werte der mehrwertigen 
Zufallsgröﬂen in BN werden im Hinblick auf die Fehlermodellierung nachgewiesen, was 
bislang generell und insbesondere im Kontext der technischen Zuverlässigkeit nur in 
begrenztem Maﬂ betrachtet wurde. Diese aussagenlogischen Beziehungen werden in dieser 
Arbeit auf Basis einer spezifisch angepassten mengentheoretischen Betrachtungsweise 
aussagenlogisch und algebraisch nachvollzogen. Für diesen Ansatz werden die Grundlagen 
von Mengendiagrammen nach [Euler1761, Venn1880] auf die integrale Betrachtung 
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mehrwertiger Zufallsgröﬂen in einer weitergehenden Weise bezogen, als dies in [Pfeiffer65, 
Vesely81] bislang gezeigt wurde. Die stochastischen Abhängigkeiten zwischen Einzelwerten 
der Zufallsgröﬂen werden dabei in Bezug auf Logikkalkül und Wahrscheinlichkeitsarithmetik 
charakterisiert. Nachfolgend wird aufgezeigt, dass und wie die Axiome Boolescher Logik 
[Peano1888] unmittelbar auf das Gleichungssystem eines BN anwendbar sind.  
Den eingangs vorgestellten Arbeiten zur Umsetzung von FMEA und FTA als BN liegt kein 
Ansatz zugrunde, der ein System zusammenhängend abbildet. In den RBD‐artigen Ansätzen 
ist eine integrale Repräsentation des Systems bedingt durch die Definition der Basismethode 
zwar gegeben, wird aber als Einziges in [Zhou06] in entsprechend integraler Weise 
aufgegriffen. Allerdings kann vergleichbar zu den generischen Ansätzen der Mehrzustands‐
RBD nur eine Systemeigenschaft in abgestufter Weise dargestellt werden, da nach dem RBD‐
Ansatz im regulären Fall je ein spezifisches Blockmodell als Ausdruck für jeweils eine 
spezifische Fragestellung benötigt wird. Der systemisch‐integrale Ansatz der Arbeit stellt 
einen umfassenderen Lösungsansatz hierfür dar. 
Im Vergleich zu [Xizhi84, Darwiche02, Pearl00, Poon11] erlaubt der Ansatz dieser Arbeit eine 
umfassendere Differenzierung logischer und funktionaler Zusammenhänge in mehrwertigen 
Zustandsnetzwerken beziehungsweise Fehlermodellen, die auf graphisch formalisierten 
logischen Strukturen beruhen. Ein Beispiel hierfür sind Mehrzustands‐Fehlerbäume nach 
[Xizhi84]. Abhängigkeiten innerhalb der Vernetzung von Fehlerursachen und –folgen werden 
konkret anhand der Beziehungen zwischen den Einzelwerten der Mehrzustands‐
komponenten betrachtet. Zudem erfolgt deren anschauliche Interpretation hinsichtlich des 
kausalen Rahmens technischer Fehler in Systemen. Es wird eine methodische Umsetzung von 
Mehrzustands‐Fehlermodellen zusammenhängender Gesamtsysteme mittels BN‐Modellen 
algebraisch untersucht und probabilistisch plausibilisiert. Die Modelltopologie des 
methodischen Ansatzes ist dabei dem Stil der FN‐FMEA entlehnt und folglich mehrstufig 
strukturhierarchisch gegliedert. Jede Zufallsgröﬂe repräsentiert dabei eine abgrenzbare 
Komponente. Einzig in [Bobbio01, Portinale15] wird solch eine systemhierarchische 
Modellstruktur zugrunde gelegt und zudem eine Mehrzustandsmodellierung vorgeschlagen. 
Letztere wird jedoch nicht im Detail konkret vorgestellt und untersucht, was im Zuge dieser 
Arbeit jedoch erfolgt. 
Zur Darstellung multipler Fehlerbeziehungen als Folgen beliebiger Zustandskonstellationen 
existieren jedoch kein gesamtheitliches Modellkonzept und kein darauf bezogenes integrales 
aussagenlogisches Modell. Wie im Zuge der Arbeit gezeigt wird, lässt sich dies in BN 
3 Wissenschaftlicher Ansatz 
32 
darstellen. Ferner wird gezeigt, wie alternative Folgemöglichkeiten mittels bedingter 
Wahrscheinlichkeiten im Modell repräsentiert werden können. Dies wurde zwar vereinzelt 
bereits in verschiedenen Methoden erwähnt [MIL‐1629A:80, DIN‐25419:85, Bobbio01, Lee02, 
Kaiser06, Weber06, Khakzad11, Kaiser15]. Jedoch werden dort der algebraische Hintergrund 
und die konsistente Nutzung in Gesamt‐Fehlermodellen nicht aufgezeigt.  
Anhand der erarbeiteten algebraischen Grundlage erfolgt zudem eine Validierung der 
Verwendung exakter BN‐Lösungsalgorithmen im Anwendungskontext der System‐
Fehlermodelle. Dabei werden stochastische Abhängigkeiten in zuverlässigkeitstechnischer 
Hinsicht insbesondere anhand der Fehlerkategorien nach [Vesely81] charakterisiert. Dies ist in 
FMEA‐inspirierten Methoden auf Basis von BN bislang nicht erfolgt. 
3.2 Wissenschaftliche Methodik 
Angesichts dieser Ausgangssituation besteht der wissenschaftlich‐methodische Ansatz für die 
Arbeit darin, die korrekte Darstellung, Interpretation und Auswertung aussagenlogischer Zu‐
ordnungen zwischen Fehlerursachen und Folgezuständen als Bestandteil eines integralen 
Fehlermodells eines Systems aufzuzeigen. Die methodischen Mittel dabei sind in der Haupt‐
sache algebraischer und mathematischer Art, was die Herleitung der arithmetischen Grund‐
lage und der probabilistischen Auswertung der Netzwerke betrifft. Bezüglich des Rahmen‐
konzepts und der Beantwortung der Fragestellungen hinsichtlich deren geeigneter und ziel‐
führender Anwendung beruht die Methodik auf technologisch‐systemtheoretischer An‐
schauung. Die Priorität wurde auf die intuitive Darstellung und Interpretation der aussagen‐
logischen und kausalen Zusammenhänge gelegt. Dies erhöht die unmittelbare Nachvollzieh‐
barkeit der Grundlagen und begünstigt dadurch deren Umsetzung im methodischen Kon‐
zept. Zudem unterstützt dies die nachfolgende Übertragung auf den Anwendungskontext. 
Der Schwerpunkt der Arbeit liegt im probabilistisch‐methodischen Konzept, um charakteristi‐
sche Ursache‐Folge‐Schemata von Fehlzuständen technischer Produkte modellhaft behan‐
deln zu können. Daher ist der Ausgangspunkt der Arbeit das Postulat, dass der Ansatz der 
logisch‐probabilistischen Modellierung entsprechender Eigenschaften und Wirkungen in Sys‐
temen prinzipiell zulässig und korrekt ist. Zudem werden allgemeine Grundlagen der Zuver‐
lässigkeitstheorie als gültig in Anspruch genommen. Somit wird davon ausgegangen, dass 
der gebräuchliche logisch‐probabilistische Basisansatz valide ist und sich das reale System‐
verhalten in entsprechenden Modellen hinreichend korrekt schematisiert ausdrücken lässt. 
Dies wird im Zuge der Arbeit nicht grundlegend in Frage gestellt. 
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3.3 Relevanz fundamentaler Problemstellungen der Probabilistik 
In der Wahrscheinlichkeitstheorie und Statistik sind Kausalität und Induktion fundamentale 
Aspekte hinsichtlich der Möglichkeit von Schlussfolgerungen und Ableitung von Aussagen. 
Sie bestimmen über die Zulässigkeit von Verfahren und Gültigkeit der Ergebnisse. Mit Blick 
auf die in dieser Arbeit behandelte Themenstellung der Fehlermodellierung schlieﬂen sich 
diese als Faktoren für die Problemstellung dieser Arbeit aus, wie in den folgenden Unterab‐
schnitten begründet wird. 
3.3.1 Kausalität in Fehlermodellen 
Im Zuge der allgemeinen Verwendung von BN zur Analyse statistischer Daten ist Kausalität 
[Pearl00] ein zentraler Ausgangspunkt für wissenschaftliche Auseinandersetzungen [Hitch‐
kock10]. Bei der Gewinnung von Modellen aus statistischen Daten, deren Interpretation und 
der Ableitung von Schlussfolgerungen ist zu unterscheiden, worin der Grund für beobachte‐
te Korrelationen zwischen verschiedenen Gröﬂen liegt. So sind in Daten feststellbare Zu‐
sammenhänge zwischen Wahrscheinlichkeitswerten nicht zwingend kausal bedingt.  
Beispielsweise können in einer statistischen Studie Zeiträume erkannt werden, in welchen zu‐
gleich ein signifikant erhöhter Konsum von Speiseeis beobachtet wird und zugleich eine sig‐
nifikant erhöhte Zahl von durch Sonnenbrand geschädigten Menschen registriert wurde. Tat‐
sächlich ist es nicht das Nahrungsmittel, das den Sonnenbrand verursacht und auch umge‐
kehrt scheint die Folgerung unplausibel, ein Sonnenbrand bewirke das Bedürfnis nach Spei‐
seeis. Vielmehr sind Zeiträume entsprechender Wetterbedingungen der Hintergrund der 
Koinzidenzen erhöhter Fallzahlen von Sonnenbränden und gesteigerten Speiseeiskonsums. 
Diese Problematik lässt sich mit der Begründung von dem thematischen Rahmen dieser Ar‐
beit abgrenzen, dass keine Annahmen über mögliche technische Zusammenhänge aus sta‐
tistischen Daten induktiv abgeleitet werden. Stattdessen werden die Einflussbeziehungen 
ausschlieﬂlich aus technisch‐kausalen Gesetzmäﬂigkeiten in deduktiver Weise ermittelt. Die 
Kausalität der Fehlermodelle wird dabei nicht aus Korrelationen zwischen statistischen Daten 
herausgearbeitet, sondern aus technologischen Kenntnissen über Fehler, Wirkeffekte und 
Folgen. Daher wird das logische Modell unmittelbar und ausschlieﬂlich aus kausalen Zusam‐
menhängen gebildet, weswegen es uneingeschränkt zur probabilistischen Auswertung ge‐
nutzt wird. 
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3.3.2 Deduktive und induktive Suchstrategien zur Fehlermodellierung 
In philosophischer Hinsicht bezeichnen Deduktion und Induktion die Vorgehensweise der 
Schlussfolgerung aus gegebenen Informationen. Bei der Deduktion werden aus gegebenen 
Eingangsinformationen nach bekannten Gesetzen zulässige Schlussfolgerungen abgeleitet. 
Bei der Induktion wird hingegen aus gegebenen Sätzen von Eingangsinformationen und je‐
weils zutreffenden Schlussfolgerungen auf die dahinterliegende Regel zurückgeschlossen. 
Es ist üblich, die Verfahren der Fehlermodellierung in deduktive und induktive Methoden 
einzuteilen, wie beispielsweise in [Vesely81, Bertsche04, Stapelberg09, Werdich12]. Dieser 
Wortgebrauch bezüglich der Methoden entspricht nicht deren Bedeutung im Kontext der 
Aussagenlogik. Zu deduktiven Methoden wird beispielsweise die FTA gezählt, da ausgehend 
von Folgen nach möglichen Ursachen gesucht wird. Demgegenüber gilt beispielsweise die 
FMEA als induktive Methode, da ausgehend von Fehlerursachen nach deren Folgen gesucht 
wird. In Bezug auf die Fehlermodellierung bezeichnen die Begriffe die Systematik der Vorge‐
hensweise zur Systemanalyse. Dabei werden aber stets geltende Gesetzmäﬂigkeiten zugrun‐
de gelegt, was in beiden Fällen einer Deduktion im philosophischen Sinn entspricht. Es wer‐
den hingegen im Kontext dieser Methoden keine Gesetzmäﬂigkeiten aus empirischen Daten 
induktiv gefolgert, um die Modellstruktur hieraus abzuleiten. Die Analysestrategien sowohl 
deduktiver, als auch induktiver Methoden zur Fehlermodellierung beruhen demnach auf lo‐
gischer Deduktion. Dies entspricht der Aussage Jaynes, dass dies im Rahmen der La‐
placeschen Wahrscheinlichkeitstheorie grundsätzlich der Fall ist [Bretthorst14] ﴾vgl. Kap.2.1﴿.  
Aus einem anderen Betrachtungswinkel bedeutet dies, dass die methodische Fehlermodellie‐
rung nicht der Beantwortung der Frage dient, ob es einen Zusammenhang zwischen beo‐
bachteten Fehlerphänomenen gibt. Stattdessen ist es deren Zweck, zu bewerten, wie wahr‐
scheinlich ein bereits zuvor bekannter technologischer Zusammenhang sich unter gewissen 
Randbedingungen einstellen wird. Somit impliziert die Verwendung der Begriffe deduktiv 
und induktiv in Bezug auf die methodischen Suchstrategien zur Fehlermodellierung folglich 
keine unterschiedlichen Charakteristika hinsichtlich deren Eignung zur logischen Schlussfol‐
gerung beziehungsweise deren Eignung zur probabilistischen Verwendung. Die Probabilistik, 
die diesen Methoden zugrunde liegt, ist jeweils dieselbe. 
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4 Rahmenkonzept für integrale Fehlermodelle 
Die Methoden zur Fehleranalyse, ‐beschreibung und ‐bewertung technischer Systeme rich‐
ten sich nach einem übergeordneten Verständnis, das auf einer Reihe von allgemeinen An‐
nahmen, Anschauungen und Ansätzen zur formalisierten Beschreibung der betrachteten 
Systemeigenschaften beruht. Diese allgemeine Systematik der Fehlermodellierung bildet die 
Grundlage für die jeweils methodenspezifische Repräsentation der zu beschreibenden Sys‐
temcharakteristika und deren Auswertung. Als Grundlage für den integralen probabilisti‐
schen Ansatz zur Fehlermodellierung wird zunächst ein geeignetes Rahmenkonzept aus die‐
sem übergeordneten Verständnis der methodischen Fehleranalytik abgeleitet.  
4.1 Konzeptionelle Aspekte der methodischen Fehlermodellierung  
Die rahmengebenden Konzepte der gebräuchlichen Ansätze der FMEA, FTA und RBD zur 
Beurteilung der Systemfunktionsfähigkeit anhand von Fehlermodellen bauen dabei auf drei 
gemeinsamen Grundelementen auf, dem der Struktur des Analyseobjekts, der Beurteilungs‐
kriterien und der Bewertungsmetrik.  
 
Bild 4.1: generalisierte Aspekte analytischer Methoden zur Fehlermodellierung 
Wie in Bild 4.1 veranschaulicht ist, ist dies ist zum einen das Analyseobjekt, das typischerweise 
aus den einzelnen Systemkomponenten und deren struktureller Anordnung besteht. Die auf 
diese anzuwendenden Analysekriterien beruhen auf deren zweckdienlicher Weise vorgese‐
henen Eigenschaften und Verhaltensweisen der Komponenten als Einzelnes und im systemi‐
schen Zusammenspiel. Für die Fehleranalyse liegt der Fokus letztlich auf möglichen Abwei‐
chungen hiervon, sowie dadurch mögliche Konsequenzen und Effekte, typischerweise in 
Form von Ursache‐Folge‐Beziehungen. Der dritte Aspekt, der der Metrik, stellt die Maﬂgröﬂe 
in Form der Wahrscheinlichkeit zur Bemessung der Möglichkeit der zu betrachtenden Vor‐
gänge dar. 
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4.2 Differenzierung des methodischen Ansatzes gegenüber dem Stand der Technik 
Das in dieser Arbeit thematisierte integrale Konzept der Fehlermodellierung wird nachfol‐
gend anhand der drei konzeptionellen Aspekte, dem des strukturellen Aufbaus, dem der 
spezifizierten Eigenschaften und dem des probabilistischen Modells charakterisiert. Dazu er‐
folgt zunächst eine Differenzierung gegenüber den nach dem Stand der Technik bereits 
existierenden Ansätzen.  
4.2.1 Systemstruktur 
In technischen Systemen ist eine Betrachtung des strukturellen und funktionalen Systemauf‐
baus mittels einer mehrstufigen hierarchischen Untergliederung zweckmäﬂig und üblich 
[VDI‐2206:04, Ehrlenspiel09]. Dies spiegelt sich unter anderem auch in methodischen Ansät‐
zen zur Fehlermodellierung in der FTA [Vesely81], stärker ausgeprägt jedoch in RBD und 
FMEA mit Fehlernetzen [VDA‐Band4‐FMEA:06, DGQ‐Band13‐11:12] ﴾nachfolgend: „FN‐
FMEA“﴿ wider. Sinn und Prinzip der hierarchischen Ordnung des Fehlermodells ist dabei, die 
Fehlerbeziehungen grundlegend so aufzubauen, dass Fehlerursachen in Komponenten iden‐
tifiziert und mit möglichen Auswirkungen im Kontext des Gesamtsystems in Bezug gesetzt 
werden ﴾s. Kapitel 2﴿. Dadurch wird der theoretische Ansatz umgesetzt, nach dem sich die 
Funktion eines Systems aus der geeigneten Funktion seiner Bestandteile ergibt und andern‐
falls fehlerhafte Eigenschaften aus Fehlern in dessen Bestandteilen hervorgehen. 
4.2.2 Spezifikation 
In enger Verbindung mit dem strukturellen Aspekt von Methoden steht der der angemesse‐
nen Spezifikation, woraus sich die Kriterien für Eignung oder Nichteignung von Eigenschaf‐
ten ableiten. Dieser ist stets zumindest implizit die Grundlage aller Methoden der Fehlermo‐
dellierung. Am deutlichsten ist dies in der FMEA‐Methode ausgeprägt, in der in einer syste‐
matischen Funktionsanalyse ausdrücklich identifiziert wird, welche Eigenschaften eine Kom‐
ponente aufweisen muss, um anhand dessen ungeeignete Eigenschaften und Abweichungen 
definieren zu können. In der FTA geschieht dies überwiegend implizit, indem jeweils ein un‐
erwünschtes Hauptereignis festgelegt wird und nach möglichen Ursachen dafür im System 
aufgrund von ungeeigneten Eigenschaften, Einwirkungen oder Konflikten im funktionalen 
Zusammenspiel gesucht wird. In RBD geschieht dies ebenfalls implizit und vergleichsweise 
weniger differenziert. Dies erfolgt, indem für Systembestandteile deren Funktionsfähigkeit 
beziehungsweise Ausfall als binäre Zustände pauschal definiert werden und eine Festlegung 
für das Erreichen des Ausfallzustands erfolgt. Im Ansatz der Mehrzustands‐RBD erfolgt dies 
stärker differenziert in graduellen Abstufungen von Zustandsausprägungen. Aus diesen wird 
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mittels des probabilistischen Modells auf den allgemeinen Systemzustand in entsprechender 
binärer oder abgestufter Weise geschlossen. 
Für die FTA ist nach [Vesely81] anhand technologisch‐funktionaler Gesichtspunkte eine Ein‐
teilung in primäre, sekundäre und kommandierte Fehler zu beachten. Diese können darüber 
hinaus auch als Klassen probabilistischer Abhängigkeitsbeziehungen angesehen werden ﴾s. 
Tabelle 4.1﴿, die eine Randbedingung für die Vorgehensweise beim Aufbau eines 
Fehlermodells darstellen. 
Tabelle 4.1: Fehlerkategorien nach [Vesely81] 
 Definition der Fehlerkategorien Probabilistische Abhängigkeit 
Primärdefekt ursächlicher Komponentendefekt in spezifikations‐
gemäﬂem Betrieb 
unabhängig ﴾„zufällig“﴿ 
Sekundärdefekt  Defekt durch Betrieb der Komponente ausserhalb 
deren Spezifikation  
abhängig 
Kommandierte 
Fehler 
fehlerhaftes Verhalten von Komponenten ohne 
Defekt infolge fehlerhafter Ansteuerung 
abhängig 
 
4.2.3 Probabilistisches Modell 
Die Auswertung des strukturhierarchischen Modells der FN‐FMEA nach [VDA‐Band4‐
FMEA:06, DGQ‐Band13‐11:12] ist nur auf qualitativer Basis definiert und bietet keine Grundla‐
ge zur gesamtheitlichen probabilistischen Auswertung des Systemverhaltens. Der Ansatz der 
Multiple‐FMEA nach [Pickard05] stellt eine Interpretation der FMEA‐Datenstrukturen im Stil 
einzelner Fehlerbäume dar, wird aber nicht grundlegend hinsichtlich probabilistischer Konsis‐
tenz diskutiert und fuﬂt nicht auf einem Ansatz einer integralen Methodik. Vergleichbar ver‐
hält es sich mit der probFMEA nach [Kaiser15]. Die quantitativ definierte Methode der RBD 
beruht zwar auf einem vergleichbaren strukturhierarchischen Aufbau, ist jedoch primär auf 
Basis einer binären Fehlzustandsbetrachtung definiert. Daher werden hier keine verschieden‐
artigen Fehlzustände und Fehlerfolgen für das System differenziert. RBD‐Ansätze zur Mehr‐
zustands‐Zuverlässigkeitsbewertung erweitern diese Möglichkeit innerhalb gewisser Grenzen. 
Dadurch sind zwar mehrere Fehlzustände je Systemteil definierbar, was aber im Rahmen von 
Abstufungen der allgemeinen Funktionsfähigkeit erfolgt. Dies bietet keine frei gestaltbare 
Möglichkeit, spezifische Zusammenhänge beliebiger Fehlzustände und deren Beziehung un‐
tereinander abzubilden. Ähnlich gilt dies für FTA und die Mehrzustands‐FTA. So können dort 
spezifische Fehlzustandsdefinitionen festgelegt werden. Jedoch gilt für jeden Teilbaum je‐
weils ein konkretes Hauptereignis, gegebenenfalls in graduell abgestufter Zustandsausprä‐
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gung. Ferner ist die Möglichkeit zur systemhierarchisch ausgerichteten und probabilistisch 
konsistenten Modellierung zwischen verschiedenen Fehlerbäumen begrenzt. 
Neben den klassischen Modellierungskonzepten sind insbesondere auch solche Ansätze re‐
levant, die ein weiterentwickeltes Konzept der klassischen Fehlermodelle aufweisen. In 
[Lee02] wird ein Fehlermodell im Stil der FMEA mittels eines BN‐Modells jeweils auf ein un‐
erwünschtes funktionales Ereignis bezogen. Dies ist mit einem TOP‐Level‐Ereignis der FTA 
vergleichbar. In den Ansätzen der Component Fault Trees ﴾CFT﴿ [Kaiser03] und State‐Event‐
Fault‐Trees ﴾SEFT﴿ [Kaiser06] werden komplexe logische Strukturen genutzt, um das techno‐
logische Verhalten spezifischer Fehlerkomplexe durch die Systembestandteile sequenziell 
abzubilden. Hierbei ist im Modellierungskonzept kein gesamtheitlicher integraler Ansatz zur 
Systembeurteilung gegeben. In [Boissou03, Zhou06, Mi12, Zhai13, Cao16] werden Mehrzu‐
stands‐Systemmodelle unter anderem mit mehrwertigen Zuständen in BN‐Knoten berech‐
net, wobei dies jedoch aufgrund der Restriktion der RBD‐Methodik und der Ansätze der 
Mehrzustands‐Zuverlässigkeit nur begrenzte Möglichkeiten zur Darstellung verschiedenarti‐
ger Komponenten‐ und Systemzustände bietet.  
Für die erläuterten Ansätze ist keine dedizierte Grundlage definiert beziehungsweise kein 
Prinzip im Modellierungsschema verankert, um ein gesamtheitliches System‐Fehlermodell 
aufzubauen, in welchem unterschiedliche Komponenteneigenschaften und –zustände mitei‐
nander probabilistisch in Bezug stehen. Stattdessen werden spezifische Zusammenhänge 
vorrangig separat modelliert. Bei [Weber06] wird ein mögliches Gesamtschema anhand einer 
nach der SADT‐Entwicklungsmethodik ﴾aus dem Englischen: „Structured Analysis and Design 
Technique“, SADT﴿ [Marca88, Ehrlenspiel09] systematisierten Anforderungs‐und Funktions‐
struktur aufgebaut. Es existiert hierbei jedoch nicht der Ansatz, einen systemisch ganzheitli‐
chen und probabilistisch integralen Modellaufbau zu erzielen. Die Verfahren sind ferner nicht 
prinzipiell dahingehend ausgelegt, einzelne Teilsysteme verschiedener Detaillierungsebenen 
aufeinander aufbauend im hierarchischen Zusammenhang zu modellieren. 
4.3 Definition eines strukturhierarchischen Grundkonzepts für integrale Fehlermodelle  
Ausgehend von dem zuvor erläuterten methodischen Rahmenkonzept und der Differenzie‐
rung anhand des Stands der Technik kann ein Grundkonzept für ein integrales probabilisti‐
sches Fehlermodell eines Gesamtsystems beschrieben werden. Dies erfolgt wiederum an‐
hand der zuvor diskutierten Kernaspekte des Rahmenkonzepts.  
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4.3.1 Festlegung des Konzepts bezüglich des Strukturmodells 
In der Differenzierung gegenüber dem Stand der Technik wurde bereits verdeutlicht, dass 
die hierarchische Gliederung des Systems grundsätzlich bei der Fehlermodellierung zumin‐
dest in impliziter Weise Berücksichtigung findet. Für die FMEA‐Fehlernetze finden diese so‐
gar notwendigerweise ausdrücklich strukturgebend und systematisierend Anwendung. Auch 
für die FTA ist die systematische Betrachtung der hierarchischen Systemstruktur definiert, 
wenn auch nicht als obligatorischer Bestandteil des Grundprinzips. In RBD basieren sowohl 
das Analyseverfahren, als auch das Modellkonzept, sowie dessen wahrscheinlichkeitstheoreti‐
sche Auswertung essentiell auf der gegebenen hierarchischen Systemstruktur. Eine an der 
Systemhierarchie ausgerichtete Analyse, ein danach aufgerichteter Aufbau der Fehlermodelle 
sowie deren probabilistische Auswertung sind wesentliche Bestandteile analytischer Metho‐
den zur Fehleranalyse. Dies soll im Kontext dieser Arbeit hinsichtlich integraler Fehlermodelle 
daher sowohl richtungsweisend, als auch als verifizierte Herangehensweise zur Systembe‐
wertung gelten.  
4.3.2 Definition des Konzepts zur Modellierung von Fehlzuständen 
Für die Methodik zur gesamtheitlichen Fehlermodellierung dient ein an der Systemstruktur 
orientierter Aufbau des Fehlermodells, vergleichbar zum Prinzip der Fehlernetze der FN‐
FMEA. Nach diesem Schema gilt für das Modell, dass dieses analog zur Systemhierarchie ab‐
zuleiten ist. Daraus ergibt sich das Verständnis, dass Fehlzustände in Verbundkomponenten 
jeweils von den Fehlzuständen der Unterkomponenten abhängig modelliert werden. 
Für Komponenten und Komponentenverbünde eines Systems beruht deren Funktion auf ei‐
ner Anzahl definierter Eigenschaften, durch die sich der spezifizierte Produktbetrieb ergibt. 
Jegliche Abweichung von diesem Spezifikationsprofil stellt einen Fehlzustand dar. Folgt aus 
einer Abweichung kein relevanter Fehler, so stellt dies die betreffende Spezifikation grund‐
sätzlich in Frage. Liegt mindestens ein Fehlzustand einer Komponente vor, befindet sich das 
System nicht im Zustand der uneingeschränkten Funktionsfähigkeit. Dies kann sich auf unter‐
schiedliche Weise äuﬂern, beispielsweise dem teilweisen oder völligen Ausfall des Systems 
beziehungsweise durch unerwünschte Verhaltensweisen. 
Grundsätzlich wird angenommen, dass jeder Fehlzustand eines Bauteils zu einem Zeitpunkt 
einzeln vorliegen kann, nicht jedoch mehrere zugleich, sodass sie sich gegenseitig ausschlie‐
ﬂen. Auf dieser Annahme bauen Zuverlässigkeitsbetrachtungen nach dem allgemeinen 
Stand der Technik typischerweise auf, was auch im Rahmen dieser Arbeit als Randbedingung 
angenommen wird. Der Zustand einer Komponente, die gegebenenfalls aus mehreren Un‐
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terkomponenten besteht, ergibt sich aufgrund der Zustände der Unterkomponenten. Liegt in 
mindestens einer der Unterkomponenten ein Fehlzustand vor, so stellt dies einen spezifi‐
schen Fehlzustand des Verbunds dar ﴾s. Bild 4.2﴿. Verschiedene Konstellationen von Bauteil‐
zuständen können vergleichbare Folgen für den Verbund bewirken und können als alternati‐
ve Ursachen diesem jeweils zugeordnet werden. 
 
Bild 4.2: strukturhierarchisches Fehlermodell aus diskreten Zufallsvariablen  
Die Soll‐Funktionsweise einer Komponente stellt ein wichtiges Kriterium dar, um verschiede‐
ne Kategorien von Fehlzuständen zu unterscheiden. Für diese gelten jeweils unterschiedliche 
Charakteristika probabilistischer Abhängigkeiten, die deren Eingliederung in das Fehlermo‐
dell sowie die zugehörige Auswertung bestimmen, was im Laufe der Arbeit schrittweise kon‐
kretisiert wird.  
4.3.3 Definition des Konzepts des probabilistischen Modells 
Hinsichtlich des Grundverständnisses des probabilistischen Modells ist die hier gegebene 
Zielsetzung in wesentlichen Aspekten mit dem aussagenlogischen Grundverständnis in der 
FTA vergleichbar. Es werden logische Beziehungen zwischen Fehlerursachen und deren Fol‐
gen jeweils spezifisch zugeordnet, sowie auch Ursachenkombinationen, die neben mögli‐
chen alternativen Ursachen zur betreffenden Folge führen. Dies geschieht im Rahmen eines 
hierarchisch anhand des Systemaufbaus strukturierten Fehlermodells. Dies kann in gewissem 
Umfang mit dem Ansatz der FTA ebenso umgesetzt werden [Vesely81]. 
Jedoch kommen aufgrund des integralen Ansatzes weitere essentielle Aspekte für das pro‐
babilistische Modell hinzu. So bestehen Beziehungen zwischen den Zuständen von Kompo‐
nenten mit beliebig vielen möglichen diskreten Zuständen auf mehreren Hierarchieebenen 
des Systems. Auﬂerdem ist es im Rahmen integraler Fehlermodelle entscheidend, auch auf‐
zeigen zu können, falls verschiedene Auswirkungen eines Fehlzustands alternativ eintreten 
können. Dies jedoch kann mittels bedingter Wahrscheinlichkeiten geschehen. Dies ist bei‐
spielsweise im Konzept der ETA in vergleichbarer Weise definiert. Eine probabilistische 
Grundlage zur entsprechenden Abbildung in Fehlermodellen existiert hierfür hingegen bis‐
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lang einzig in der probFMEA [Kaiser15]. Die Möglichkeit der Gestaltung eines solchen Ansat‐
zes im Rahmen von BN‐Modellen zeichnet sich in [Bobbio01, Kaiser06, Weber06, Khakzad11] 
bereits ab. Dort erfolgen jedoch keine grundlegende Herleitung sowie keine ausreichende 
Charakterisierung, insbesondere hinsichtlich kohärenter Fehlermodelle. In [Rauschenbach15] 
wurde dies thematisiert und dient als Ausgangspunkt für den in dieser Arbeit ausgeführten 
Ansatz. Die Differenzierung verschiedener möglicher Folgen ist jedoch ein wichtiges Merk‐
mal für kohärente und integrale Fehlermodelle von Systemen. Dementsprechend zeigt sich 
dies in Fehlernetzen der FMEA, in welchen die Zuordnung mehrerer Folgen aus einer 
Fehlerursache genutzt wird. In der FMEA erfolgt dies in rein qualitativer Weise, ohne Diffe‐
renzierung der damit verbundenen Häufigkeit. Eine probabilistische Auswertung kann jedoch 
eine umfassende Interpretation des Fehlermodells ermöglichen. So gilt dies beispielweise für 
Fälle, in welchen eine gegebene Ursache eine seltene kritische Folge haben kann oder aber 
eine andere, die häufiger folgt, dabei jedoch weniger kritische Auswirkungen erzeugt. 
Die in Kapitel 4.2.2. erwähnte Kategorisierung von Fehlern nach [Vesely81] hat Einfluss auf 
die probabilistische Arithmetik, sodass dies bei der Fehlermodellierung gegebenenfalls 
geeignet berücksichtigt werden muss. Primäre Defekte sind solche Fehlzustände, die als 
unabhängige Fehlerursachen im Fehlermodell behandelt werden können. Diese sind solche 
Fehler, die in Bauteilen im Rahmen des spezifikationsgemäﬂen Betriebs in einer Komponente 
entstehen können. Sekundäre Defekte hingegen sind abhängig von der Wahrscheinlichkeit 
deren Ursache. Daher ist es günstigstenfalls näherungsweise korrekt, den Zustand der 
sekundär bettroffenen Komponente als unabhängigen Zufallswert abzubilden. Aus 
probabilistischer Sicht liegt hierbei jedoch eine bedingte Abhängigkeit des 
Konmponentendefekts vor. Sind mehrere Komponenten von diesen ungeeigneten 
Betriebsweisen oder –bedingungen betroffen, so sind diese zueinander bedingt unabhängig 
[Pearl00]. In dem Fall entwickeln sich die Fehlerfolgen jeweils voneinander unabhängig, 
während der ursächliche Fehler vorliegt ﴾vgl. Kapitel 6.4﴿. Die Ursache eines kommandierten 
Fehlers kann in einem Defekt einer anderen Komponente im System oder auch in einer 
Fehlerquelle ausserhalb des Systems liegen. Dies wiederum kann beispielsweise in Form 
einer fälschlichen Ansteuerung, einer unangeforderten Aktivierung zum betreffenden 
Zeitpunkt oder aber durch Ausbleiben einer erforderlichen Ansteuerung geschehen. Die 
jeweils fehlerhaft kommandierte Komponente jedoch erleidet dabei keinen Defekt, zeigt aber 
gegenüber ein ungeeignetes Verhalten verglichen mit der erwünschten Funktionsweise. 
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4.4 Zusammenfassung und Zwischenfazit 
Durch die bisherige Eingrenzung des Rahmenkonzepts untergliedert sich das System der 
hierarchischen Struktur entsprechend in Unterkomponenten, die sich ihrerseits wiederum aus 
Unterkomponenten aufbauen. Für jede solche Komponente sind eine konkrete Anzahl mög‐
licher Fehlzustände und ein Zustand der uneingeschränkten Funktionsfähigkeit definiert. Der 
vorherrschende Zustand der Komponente hängt von denjenigen der Unterkomponenten ab, 
die wiederum eine in sich geschlossene Einheit mit mehreren zueinander exklusiven Zustän‐
den darstellen. Fehlzustände von Unterkomponenten werden den Zuständen des überge‐
ordneten Verbunds logisch zugeordnet. Dies drückt aus, dass dies die Ursache für den jewei‐
ligen Zustand oder gegebenenfalls mehrere ist.  
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5 Fehlzustandsbetrachtung mittels mehrwertiger diskreter Zufallsgröﬂen 
Im vorigen Kapitel wurde ein Rahmenkonzept für das integrale Fehlermodell beschrieben, in 
dem unter anderem die Betrachtung der Systemkomponenten anhand mehrerer möglicher 
Zustände definiert wurde. Ziel des folgenden Abschnitts ist es, hierfür eine mengentheoreti‐
sche und probabilistische Grundlage zur Behandlung mehrwertiger Zufallsgröﬂen zusammen 
zu stellen. Dies wird für eine Abbildung komplexer aussagenlogischer Beziehungen in integ‐
ralen und kohärenten Fehlermodellen von Systemen benötigt. 
5.1 Mengentheoretische Betrachtung des Schnitts mehrwertiger Zufallsgröﬂen  
Vorbereitend wird zunächst eine geeignete probabilistische Anschauung des Zusammen‐
spiels von Komponenten als Zufallsgröﬂen in Mengendiagrammen ausgeführt. Damit lässt 
sich ein zu den gebräuchlichen probabilistischen Termen für logische Operationen alternati‐
ves Berechnungsverfahren aufzeigen. Dieses beruht auf der Bildung aller kombinatorisch 
möglichen Schnittmengen und deren Rekombination zu logischen Aussagen. Das Schema 
eignet sich in besonderer Weise zur Veranschaulichung der logischen Beziehungen zwischen 
einzelnen Zuständen mehrwertiger Zufallsgröﬂen und dient im darauffolgenden Abschnitt 
als Grundlage für eine Methode zur Fehlermodellierung auf entsprechender Basis.  
Für die in dem Themenbezug dieser Arbeit zu behandelnde Problemstellung sind Mengen‐
diagramme trotz der im zweiten Kapitel erwähnten allgemeinen Einschränkungen zweck‐
dienlich, da die logischen Verhältnismäﬂigkeiten im gegebenen Kontext fallweise schema‐
tisch beziehungsweise konkret bekannt sind. Diese dienen hierbei nicht als primäre Methode 
des Beweises beziehungsweise als alleiniges Argument für die Richtigkeit der Herangehens‐
weise. Stattdessen verdeutlichen sie jedoch in schlüssiger Weise die Veranschaulichung der 
mengentheoretischen Grundlagen und charakteristischen logischen Zusammenhänge in 
Fehlerbeziehungen im System sowie deren Auswertung. 
5.1.1 Grundlagen 
In der verfügbaren Literatur zu methodischer Modellierung und Bewertung von Fehlerbezie‐
hungen sowie der Zuverlässigkeit technischer Systeme wurden mengentheoretische Hinter‐
gründe vereinzelt bis zu einem gewissen Grad ausgeführt und veranschaulicht [DeLong70]. 
In [Vesely81] werden aussagenlogische Modelle aus einzelnen voneinander unabhängigen 
Fehlzuständen grundlegend erläutert. Zudem werden die Grundlagen der Theorie bedingter 
Wahrscheinlichkeiten im Kontext der Fehlermodellierung allgemein dargestellt, ebenso, wie 
auch die Theorie partitionierter Wahrscheinlichkeitsräume ﴾s. Kapitel 2﴿. Jedoch wurde deren 
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Umsetzung im Rahmen der methodischen Fehlermodellierung dort nicht aufgezeigt und 
seither auch an anderer Stelle offenbar nicht weiterverfolgt. Dies geschieht daher in diesem 
Abschnitt der Arbeit anhand grundsätzlicher mengentheoretischer Prinzipien. Wie nachfol‐
gend gezeigt wird, lässt sich so ein umfassenderer Ansatz zur mengentheoretischen Darstel‐
lung formulieren. Aus dieser Anschauung ist die arithmetische Auswertung sich überlagern‐
der mehrwertiger Zufallsgröﬂen systematisch nachvollziehbar. Dies wiederum ermöglicht die 
Veranschaulichung der mengentheoretischen Zusammenhänge zur Charakterisierung des im 
Zuge dieser Arbeit aufgebauten Modellierungskonzepts, was für dessen Definition genutzt 
wird. 
In [Pfeiffer65, Vesely81] werden im Kontext der probabilistischen Fehleranalyse Darstellungen 
von Mengendiagrammen in Bezug auf den Wahrscheinlichkeitsraum im Rahmen der klassi‐
schen FTA angeführt und diskutiert. Dort finden auch die Prinzipien der totalen Wahrschein‐
lichkeit nach dem Kolmogorowschen Axiom des Einheitsraums Ω mit der Mächtigkeit 1 in 
graphischer Darstellung als geschlossene umgebende Fläche von Mengendiagrammen Be‐
rücksichtigung. Weiter finden sich dort diverse Ausführungen unter anderem zu logischen 
Operationen, bedingten Wahrscheinlichkeiten, dem Bayes‐Theorem und der Partitionierung 
von Mengen, jeweils im Kontext der probabilistischen Zusammenhänge in der methodischen 
Fehleranalyse.  
In [Xizhi84] wird als Erweiterung der FTA‐Methodik vorgeschlagen, die im Venn‐Diagramm 
dargestellten Schnittmengen hinsichtlich der Eigenschaft der gegenseitigen Exklusivität so‐
weit gegeben zusammenzufassen. Dies dient der Auswertung mehrerer Top‐Level‐
Ereignisse verschiedener Fehlerbäume eines Systems in einer kombinierten Mehrzustands‐
Auswertung von Komponentenverbünden. Dabei jedoch werden kausale Zusammenhänge 
als Hintergründe der aussagenlogischen Verknüpfungen dieser zusammengefügten Top‐
Level‐Ereignisse nicht näher erörtert.  
5.1.2 Kontextbezogene Konventionen bezüglich mehrwertiger Zufallsgröﬂen 
Im Hinblick auf die nachfolgenden Abschnitte und den Themenbezug der Arbeit wird der 
Index 0 als das Komplement der Verbundmenge A aus allen Partitionen zum universellen 
Wahrscheinlichkeitsraum Ω definiert. In anderen Worten bedeutet dies, dass der Index 0 die 
Aussage „keine der in ܣ enthaltenen Aussagen ܣ௜ ് 0 trifft zu“ beziehungsweise in konkre‐
tem fachlichem Kontext „kein Fehlzustand liegt vor“ repräsentiert. So gilt für die Zustands‐
wahrscheinlichkeiten der mehrwertigen diskreten Zufallsgröﬂen aufgrund deren gegenseiti‐
ger Unvereinbarkeit ﴾Exklusivität﴿ und Komplementarität zur Wahrscheinlichkeit 1 ﴾Exhaustivi‐
tät﴿: 
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PሺAሻ ൌ Pሺa଴ሻ ൅ ෍ܲሺܽ௜ሻ ൌ 1
௜ஷ଴
 ﴾5.01﴿
 
Im Hinblick auf Anschaulichkeit und unmittelbare Übertragbarkeit auf die nachfolgende me‐
thodische Verwendung wird eine Systematik der verwendeten Variablen mit Bezug auf den 
Kontext der Fehlermodellierung, wie in Tabelle 5.1 aufgeführt ist, definiert. 
Tabelle 5.1: Systematik der verwendeten Variablen und Indizes in probabilistischem und 
fehleranalytischem Kontext 
Variable probabilistischer Kontext fehleranalytischer Kontext 
ݔ௜  
݅߳ሾ0; ݊ሿ  Ereignis in probabilistischem Sinn;Feststellung des Ergebnisses eines Zu‐
fallsexperiments 
Zustand im funktionalem Sinn  
﴾Funktionsfähigkeit bzw. Fehlzustand﴿ 
ܺሺݔ௜ሻ ൌ  
ݔ଴ ∪ ݔଵ ∪ …∪ ݔ௜ ∪ …  
…∪ ݔ௡  
Zufallsvariable, bezogen auf einen 
aussagenlogischen Gegenstand mit 
allen für diesen möglichen Aussagen 
ݔ௜ 
Komponenten ﴾z.B. Bauteile bzw. Bau‐
teilverbünde, mit den für diese mögli‐
chen Zuständen﴿ 
ݔ଴  Zustand des Nicht‐Vorliegens der 
Klasse ݔ௜ஷ଴ ,  also deren Komplements
zur Gesamtwahrscheinlichkeit 1 
Zustand der Abwesenheit jeglicher 
Fehlzustände 
ܺሺݔ௜ஷ଴ሻ ൌ 	
ݔଵ ∪ ݔଶ ∪ …∪ ݔ௜ ∪ …  
…∪ ݔ௡  
Klasse spezifischer Zustände des Ge‐
genstands ܺ 
Gesamtheit aller möglichen Fehlzu‐
stände ݔ௜ஷ଴ einer Komponente ܺ ﴾z.B. 
eines Bauteils bzw. Bauteilverbunds﴿ 
݉௜ ௝݊ … ݔ௞  
ൌෝ   
݉௜ ∩ ௝݊ ∩ …∩ ݔ௞   
Tupel zur Symbolisierung des aussa‐
genlogischen Zutreffens der Ereignis‐
se ݉௜, ௝݊,…, ݔ௞ 
Zustand des Vorliegens der Zustände 
݉௜, ௝݊,…, ݔ௞der Komponenten ܯ, ܰ, …, 
ܺ 
ߗ௑  Teil‐Ergebnisraum des Betrachtungs‐
rahmens bezüglich der Gröﬂe ܺ unter 
Ausgrenzung evtl. weiterer Zufalls‐
gröﬂen im universellen Wahrschein‐
lichkeitsraum Ω 
probabilistischer Zustandsraum in Be‐
zug auf eine isoliert betrachtete Kom‐
ponente ܺ 
ߗ௑௒௓  Teil‐Ergebnisraum des Betrachtungs‐
rahmens hinsichtlich der Gröﬂen ܺ, ܻ
und ܼ 
Verbund‐Zustandsraum mit Betrach‐
tungsrahmen bezogen auf die Kom‐
ponenten ܺ, ܻ und ܼ 
 
Anhand dieser Nomenklatur wird im binären Fall eine Komponente ܣ mit den Zuständen ܽ଴ 
für deren fehlerfreie Funktionsfähigkeit und ܽଵ dem dazu gegenteiligen Fehlzustand deren 
Ausfalls eingestuft. In diesem binären Fall mit zwei Zuständen sind somit Funktionsfähigkeit 
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a0 und Fehlzustand ܽଵ im Raum ߗ஺ zueinander komplementär und es gilt: ܽ଴ ൅ ܽଵ ൌ ߗ஺. Der 
Teil‐Ergebnisraum ߗ஺ der Komponente ܣ unterteilt sich somit in zwei Klassen, der Funktions‐
fähigkeit a0 und der Fehlzustände ܽ௜ஷ଴. Die Funktionsfähigkeit wird im Rahmen dieser Arbeit 
prinzipiell nicht weiter differenziert, sodass diese Klasse ausschlieﬂlich die Menge ܽ଴ enthält. 
Die Klasse der Fehlzustände ܽ௜ஷ଴ besteht im binären Fall aus einer einzelnen Menge ܽଵ ﴾vgl. 
Bild 5.1 links﴿. Diese kann jedoch im Sinne der Mehrzustands‐Zuverlässigkeit weiter unter‐
gliedert werden, sodass sich diese aus mehreren möglichen, sich gegenseitig ausschlieﬂen‐
den Fehlzuständen, den Mengen ܽ௜ ∋ ሼܽ଴, ܽଵ, ܽଶ, … ሽ zusammensetzt ﴾s. Bild 5.1 rechts﴿.  
                  
Bild 5.1: Repräsentation einer Komponente ܣ im Teil‐Ergebnisraum ߗ஺ als binäre Zufalls‐
gröﬂe ﴾links﴿ sowie als mehrwertige Zufallsgröﬂe ﴾rechts﴿ 
5.1.3 Überlagerung zweiwertiger diskreter Zufallsgröﬂen 
In Darstellungen der grundlegenden Theorie bezüglich der Fehlermodellierung beispielswei‐
se in [Watson62, Eckberg63, Barlow65, Vesely81] werden Schnitte unabhängiger Fehlzustän‐
de im System als Schnitt entsprechender Mengen innerhalb des universellen Ergebnisraums 
Ω dargestellt. Es ist wird dort jedoch nicht berücksichtigt, dass sich dabei nicht nur die Über‐
lagerung der jeweiligen Fehlzustände ereignet. Die komplementären Zustände des Nicht‐
Vorliegens eines Fehlers sind dabei kombinatorisch ebenfalls existent. Solches wird entspre‐
chend durch [Venn1880, Couturat1914] für die allgemeine Wahrscheinlichkeitstheorie ge‐
zeigt. Dort hingegen wird der Bezug zum Ergebnisraum Ω nach [Kolmogorow33] nicht be‐
rücksichtigt. 
Berücksichtigt man jedoch beides bei der Überlagerung von Mengen, so sind sowohl die 
Schnitte mit den komplementären Mengen, als auch der endliche Ergebnisraum einzubezie‐
hen. Dieser unterteilt sich dabei exhaustiv anhand aller kombinatorisch möglicher Schnitte 
dieser beiden Mengen und deren komplementärer Gegenmengen. Bei der Betrachtung des 
Schnitts voneinander stochastisch unabhängiger Zufallsgröﬂen ܣ, ܤ,… überlagern sich all de‐
ren Zustände in dem gemeinsamem Teil‐Ergebnisraum ߗ஺஻…. Dies ist in Bild 5.2 für drei 
zweiwertige Zufallsgröﬂen ܣ ൌ ሼܽ଴, ܽଵሽ, ܤ ൌ ሼܾ଴, ܾଵሽ und ܥ ൌ ሼܿ଴, ܿଵሽ dargestellt.  
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…
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Bild 5.2: Venn‐Diagramm dreier zweiwertiger Zufallsgröﬂen unter Berücksichtigung des 
Teil‐Ergebnisraum ߗ஺஻஼ 
5.1.4 Mengentheoretischer Schnitt mehrwertiger diskreter Zufallsgröﬂen 
Im Rahmen der konzeptionellen Grundlage der Methodik zur Fehlermodellierung wurde die 
Betrachtung von Komponenten als diskrete Zufallsgröﬂen bereits zuvor als Annahme fixiert. 
So ergibt sich die Darstellung einer dreiwertigen Zufallsgröﬂe in der zuvor getroffenen kon‐
textspezifischen Konvention ﴾s. Bild 5.3﴿ analog zu der Theorie partitionierter Mengen [Pfeif‐
fer65, Vesely81]. Die jeweiligen Zustände einer diskreten Zufallsgröﬂe sind zueinander kom‐
plementär und gegenüber Ω exhaustiv. Sie schneiden sich untereinander nicht und sind 
stattdessen unvereinbar.  
Bei der Überlagerung der Zufallsgröﬂen ܣ ൌ ሼܽ଴, ܽଵ, … , ܽ௜, … , ܽ௣ሽ, ܤ ൌ ሼܾ଴, ܾଵ, … , ௝ܾ, … , ܾ௤௤ሽ und 
ܥ ൌ ሼܿ଴, ܿଵ, … , ܿ௞, … , ܿ௥ሽ können alle Ergebniskombinationen in Form von elementaren Men‐
genschnitten ﴾Mintermen﴿ der Überlagerungs‐ beziehungsweise Verbundzustände auftreten. 
Die untereinander exklusiven Tupel ܽ௜ ௝ܾܿ௞ repräsentieren dabei jeweils eine der möglichen 
Zustandskombinationen ܽ௜ ∩ ௝ܾ ∩ ܿ௞ für alle ݅ ∈ ሾ0; ݌ሿ, ݆ ∈ ሾ0; ݍሿ und ݇ ∈ ሾ0; ݎሿ des Verbunds 
ܣܤܥ als elementare Schnittmengen.  
ߗ஺஻஼ ൌ ܣ ∪ ܤ ∪ ܥ ൌ 	ራ ൛ܽ௜ ∩ ௝ܾ ∩ ܿ௞ൟ௜,௝,௞
ൌ ܽ଴ܾ଴ܿ଴ ∪ ܽଵܾ଴ܿ଴ ∪ ܽ଴ܾଵܿ଴ ∪ ܽ଴ܾ଴ܿଵ ∪ ܽଵܾଵܿ଴ ∪ ܽଵܾ଴ܿଵ ∪ ܽ଴ܾଵܿଵ ∪ ܽଵܾଵܿଵ 
﴾5.02﴿
 
 Im Folgenden gelte ܽ௜ ௝ܾܿ௞ als vereinfachte Schreibweise für ܽ௜ ∩ ௝ܾ ∩ ܿ௞ nach [Peano1888] 
﴾vgl. auch Tabelle 5.1﴿, ebenso wie ܲሺܽ௜ ௝ܾܿ௞ሻ für ܲሺܽ௜ ∩ ௝ܾ ∩ ܿ௞ሻ.  
Die Darstellung nach Bild 5.2 kann nach der zuvor festgelegten Indizierungskonvention im 
Sinne der Fehlzustandsbetrachtung eines Verbunds aus den Komponenten ܣ, ܤ und ܥ ge‐
deutet werden. Dabei steht der Index 0 für die Aussage „݂ݑ݊݇ݐ݅݋݊ݏ݂ä݄݅݃“ beziehungsweise 
der Index 1 für „ܽݑݏ݂݈݈݃݁ܽ݁݊“. Beispielsweise bezeichnet die elementare Schnittmenge ܽଵܾ଴ܿ଴ 
b0
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beispielsweise den Zustand, in dem ܣ ausgefallen ist, während ܤ und ܥ zugleich uneinge‐
schränkt funktionsfähig sind. Für die Überlagerung im gemeinsamen Ergebnisraum werden 
ebenfalls die Klassen der Funktionsfähigkeit und des Fehlzustands in Bezug auf den Verbund 
definiert. Funktionsfähigkeit des Verbunds ist gegeben, wenn alle enthaltenen Gröﬂen den 
Index 0 aufweisen, was der Zustandskombination ܽ଴ܾ଴ entspricht ﴾s. Bild 5.3﴿. 
 
Bild 5.3: Schnitt zweier Zufallsvariablen ﴾A, B﴿ mit je zwei exklusiven Zuständen 
Das Darstellungsschema in Bild 5.3 ist dabei mit Blick auf den thematischen Hintergrund der 
Arbeit gewählt. Aufgrund des spezifischen Verständnisses, dass es jeweils einen Zustand des 
Nichtvorliegens und einen beziehungsweise mehrere des Vorliegens von Fehlzuständen gibt. 
So können in einem anderen Kontext unterschiedliche Mengengruppierungen sinnfällig sein 
oder die Gruppierung unterbleiben, was den allgemeingültigen Fall darstellt. Dies jedoch ist 
letztlich eine Frage der Veranschaulichung jeweils identischer Inhalte. 
In Anbetracht der zuvor dargestellten Zusammenhänge stellt die Interpretation mehrwertiger 
Zufallsgröﬂen keine grundlegende Erweiterung gegenüber dem Fall binärer Zufallsgröﬂen 
dar. Stattdessen handelt es sich vielmehr um deren Übertragung auf ein erweitertes Feld 
kombinatorischer Möglichkeiten innerhalb der gebräuchlichen theoretischen Anschauung. 
Die Eigenschaften der Exklusivität und exhaustiven Komplementarität gelten gleichermaﬂen 
für solche mit beliebig vielen gegenseitig exklusiven Zuständen, wie sie auch für zweiwertige 
Zufallsgröﬂen zutreffend sind. Allgemein gilt dabei für die Überlagerung ሼܣܤ… ሽ der diskre‐
ten mehrwertigen und exhaustiven Zufallsgröﬂen ܣ, ܤ,… : 
ܣ ∪ ܤ ∪ … 	ൌ 	ራ ሾܽ௜ ∩ ௝ܾ ∩ … ሿ௜,௝,… ൌ ߗ஺஻… ﴾5.03﴿
 
Mit diesem Schema können aussagenlogische Beziehungen bei Schnitten mehrwertiger Zu‐
fallsgröﬂen miteinander systematisch dargestellt werden. Dies wird nachfolgend dazu ver‐
wendet, allgemeine probabilistische Grundgleichungen in Bezug auf mehrwertige Zufalls‐
gröﬂen herzuleiten. Dies wiederum wird im darauffolgenden Kapitel als Basis für die arithme‐
tische Auswertung probabilistisch integraler Fehlermodelle verwendet. 
a0b0a0 ΩA
a1b0
ΩAB
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Die Menge aus allen Zustandskombinationen, in welchen mindestens eine der beteiligten 
Gröﬂen einen Fehlzustand mit ݅ ് 0 repräsentiert, ist die Klasse der Fehlzustände des Ver‐
bunds. Diese lässt sich anhand der Anzahl ݊ der in der Zustandskombination repräsentierten 
Fehlzustände in verschiedene Gruppen einteilen, wovon meist Fehlzustände der ersten und 
vereinzelt der zweiten Ordnung aus probabilistischer Sicht von vorrangigem Interesse sind: 
o uneingeschränkte Funktionsfähigkeit: Zustandskombination des Verbunds, in wel‐
chem keine der sich darin überlagernden Komponenten einen Fehlzustand aufweisen 
﴾in obigem Beispiel ܽ଴ܾ଴﴿.  
o Fehlzustand erster Ordnung ﴾Einfachfehler﴿: Zustandskombinationen in welchen je‐
weils genau eine der sich im Verbund überlagernden Komponentenzustände einen 
Fehlzustand aufweist ﴾z.B. ܽଵܾ଴, ܽ଴ܾଵ, ܽଶܾ଴ und ܽ଴ܾଶ﴿ 
o Fehlzustand zweiter Ordnung ﴾Doppelfehler﴿: Zustandskombinationen, in welchen je‐
weils genau zwei der sich im Verbund überlagernden Komponentenzustände einen 
Fehlzustand aufweisen ﴾z.B. ܽଵܾଵ, ܽଶܾଵ, ܽଵܾଶ, ܽଶܾଶ﴿ 
o Fehlzustand ݊‐ter Ordnung: Zustandskombinationen, in welchen jeweils genau ݊ der 
sich im Verbund überlagernden Komponentenzustände einen Fehlzustand aufweisen  
o Fehlzustand höherer Ordnung ﴾als ݊﴿: Zustandskombinationen, in welchen jeweils 
mehr als ݊ der sich im Verbund überlagernden Komponentenzustände einen Fehlzu‐
stand aufweisen ﴾z.B. in Bezug auf ݊=2 für alle Fehlerkombinationen oberhalb der 
Ordnung von Doppelfehlern﴿	
5.2 Probabilistische Auswertung der Überlagerung mehrwertiger Zufallsgröﬂen 
Im voranstehenden Abschnitt erfolgte eine Herleitung der mengentheoretischen Zusam‐
menhänge durch die Zusammenführung des Konzepts des Wahrscheinlichkeitsraums und 
der vollständigen kombinatorischen Berücksichtigung des Schnitts partitionierter Mengen in 
diesem. Das dabei entstandene Schema erlaubt die Darstellung und aussagenlogische Inter‐
pretation mehrwertiger Zufallsgröﬂen in deren Überlagerung in Mengendiagrammen. Nach 
[Kolmogorow33] können solchen mengentheoretischen Beziehungen Wahrscheinlichkeits‐
maﬂe zugeordnet und auf Basis aussagenlogischer Beziehungen ausgewertet werden ﴾vgl. 
Kapitel 2﴿. Im folgenden Abschnitt wird anhand dessen gezeigt, dass diese kombinatorische 
Betrachtungsweise die aussagenlogisch‐probabilistische Auswertung mehrwertiger Zufalls‐
gröﬂen erlaubt. 
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5.2.1 Grundlagen 
Nach dem grundlegend anerkannten Stand der Wissenschaft, lässt sich eine logische Aussa‐
ge ܣ als Teilmenge des universellen Ergebnisraum Ω darstellen, welcher nach der Axiomatik 
Kolmogorows die totale Wahrscheinlichkeit ܲሺΩሻ ൌ 1 hat. Dem Zutreffen der Aussage ܣ, res‐
pektive der Menge ܣ wird ein Wahrscheinlichkeitsmaﬂ 0 ൑ ܲሺܣሻ ൑ 1 zugeordnet. Der Bereich 
des Ergebnisraums komplementär zu ܣ ist dessen Gegenereignis ܣ௖ : 
ܣ ∪ ܣ௖ ൌ Ω ﴾5.04﴿
ܲሺܣሻ ൅ 	ܲሺܣ௖ሻ ൌ ܲሺܣ ∪ ܣ௖ሻ ൌ ܲሺΩሻ ൌ 1 ﴾5.05﴿
 
In [Vesely81] werden unter anderem Schnitte einer einzelnen Menge mit dem in Teilmengen 
partitionierten Wahrscheinlichkeitsraum behandelt. Dieser partitionierte Wahrscheinlichkeits‐
raum wird als eine Menge behandelt. In den folgenden Termen dieses Teilabschnitts wird 
vorübergehend der Skritptbuchstabe ࣛ für diese verwendet, um die Exhaustivität dieser par‐
titionierten Menge über den gesamten Wahrscheinlichkeitsraum zu kennzeichnen. Dies ist in 
den sich daran anschlieﬂenden Abschnitten kontextbedingt nicht mehr nötig, sodass die 
nachfolgenden Ausführungen wieder ausschlieﬂlich nach der festgelegten Nomenklatur in 
Tabelle 5.1 im Abschnitt 5.1.2 ausgerichtet sind. 
So besteht die Menge ࣛ aus den Teilmengen ܽଵ, ܽଶ, … ܽ௡ ﴾s. Bild 2.3, rechts﴿, die sich jeweils 
einander gegenseitig ausschlieﬂen und aussagenlogisch betrachtet, sich gegenseitig aus‐
schlieﬂende Aussagen repräsentieren. Die Menge ࣛ erstreckt sich über den gesamten Er‐
gebnisraum, was hier als exhaustiv bezeichnet wird. Für eine solche partitionierte exhaustive 
Menge ࣛ gilt: 
logisch:   	⋃௜ሺܽ௜ሻ 	ൌ 	ܽଵ ∪ ܽଶ ∪ …∪ ܽ௜ ∪ …∪ ܽ௡ ൌ ࣛ ൌ Ω     sowie ﴾5.06﴿
   ⋂௜ሺܽ௡ሻ 	ൌ 	ܽଵ ∩ ܽଶ ∩ …∩ ܽ௜ ∩ …∩ ܽ௡ ൌ ሼ ሽ ﴾5.07﴿
probabilistisch:  ܲሺ⋃௜ሺܽ௜ሻሻ 	ൌ 	ܲሺܽଵ ∪ ܽଶ ∪ …∪ ܽ௜ ∪ …∪ ܽ௡ሻ ൌ ܲሺࣛሻ ൌ 	1 ﴾5.08﴿
   ܲሺ⋂௜ሺܽ௡ሻሻ 	ൌ 	ܲሺܽଵ ∩ ܽଶ ∩ … ∩ ܽ௜ ∩ …∩ ܽ௡ሻ ൌ 0 ﴾5.09﴿
 
Die Zufallsvariable ࣛ ∋ ሼܽଵ, ܽଶ, … , ܽ௜, … , ܽ௡ሽ enthält alle den Partitionen ݅ ∈ ሼ0,1,2, … , ݅, … , ݊ሽ 
jeweils zukommende Aussagen. Der Wahrscheinlichkeitsvektor ܲሺࣛሻ beinhaltet deren jewei‐
lige Wahrscheinlichkeit. Dabei sind die Zufallsgröﬂe und deren Wahrscheinlichkeitsvektor ex‐
haustiv, sodass dessen gesamte Wahrscheinlichkeit der totalen Wahrscheinlichkeit entspricht. 
Diese ergibt sich aus der arithmetischen Summe der einzelnen Zustandswahrscheinlichkei‐
ten, da diese gegenseitig exklusiv sind.  
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ܲሺࣛሻ ൌ 	
ۏ
ێ
ێ
ێ
ێ
ۍܲሺܽଵሻܲሺܽଶሻ…
ܲሺܽ௜ሻ…
ܲሺܽ௡ሻے
ۑ
ۑ
ۑ
ۑ
ې
ൌ ෍ܲሺܽ௜ሻ ൌ 1
௜
 ﴾5.10﴿
 
In [Vesely81] wird gezeigt, wie sich die Zustände ܽ௜ einer exhaustiven Zufallsgröﬂe jeweils im 
Schnitt mit einer einzelnen probabilistisch verhalten ﴾vgl. Bild 2.3 rechts﴿. Demnach gilt als 
universelle Gleichung für den Schnitt einer exhaustiven Menge ࣛ aus Partitionen ܽ௜ mit einer 
singulären Menge ܤ auf Grundlage bedingter Wahrscheinlichkeiten:  
ܲሺࣛ ∩ ܤሻ 	ൌ 	ܲሺܤ|ࣛሻ ⋅ ܲሺࣛሻ ൌ ܲሺࣛ|ܤሻ ⋅ ܲሺܤሻ ﴾5.11﴿
 
Sind ࣛ und ܤ voneinander unabhängig, so gilt ܲሺࣛ|ܤሻ ൌ ܲሺࣛሻ sowie ܲሺܤ|ࣛሻ ൌ ܲሺܤሻ und 
aus ﴾5.08﴿ wird damit die Produktregel für den Schnitt der exhaustiven partitionierten Menge 
ࣛ mit der von dieser unabhängigen Wahrscheinlichkeitsgröﬂe ܤ: 
ܲሺࣛ ∩ ܤሻ ൌ ܲሺࣛሻ ⋅ ܲሺܤሻ ﴾5.12﴿
 
Sind ࣛ und ܤ gegenseitig exklusiv, ist ܲሺࣛ ∩ ܤሻ ൌ 0 beziehungsweise ሺࣛ ∩ ܤሻ ൌ ሼሽ, da deren 
Schnittmenge leer ist und es gilt ܲሺܤ|ࣛሻ ൌ 0 sowie ܲሺࣛ|ܤሻ ൌ 0. Für den Schnitt von ݊ ex‐
haustiven Partitionen ܽ௜ ,  ݅ ൌ ሾ1, … ݇, …݊ሿ mit einer Menge ܤ gilt nach [Vesely81] unter der 
Bedingung, dass ⋃௜ሺܽ௜ሻ ൌ Ω und ܲሼ⋃௜ሺܽ௜ሻሽ ൌ 1 sind: 
ܲሺܤ ∩ ܽ௜ሻ 	ൌ 	ܲሺܤ|ܽ௜ሻ ⋅ ܲሺܽ௜ሻ ൌ ܲሺܽ௜|ܤሻ ⋅ ܲሺܤሻ ﴾5.13﴿
 
ܲሺܤሻ 	ൌ 	ܲ ൜ራ ሺܤ ∩ ܽ௜ሻ௜ ൠ ൌ ෍ ܲሺܤ ∩ ܽ௜ሻ௜ ൌ ෍ ሼܲሺܤ|ܽ௜ሻ ⋅ ܲሺܽ௜ሻሽ௜  
 
﴾5.14﴿
 
Die Wahrscheinlichkeit der Vereinigungsmenge entspricht der Summe der einzelnen Wahr‐
scheinlichkeiten, da sich die Partitionen gegenseitig nicht schneiden. Aus ﴾5.13﴿ und ﴾5.14﴿ lei‐
tet sich nach [Vesely81, Krieg01] das Bayessche Theorem für Partitionen des Ergebnisraums 
ab:  
ܲሺܽ௞|ܤሻ ൌ ܲሺܤ|ܽ௞ሻܲሺܽ௞ሻ∑ ܲሺܤ|ܽ௜ሻܲሺܽ௜ሻ௜  ﴾5.15﴿
 
Sind ܣ und ܤ jeweils probabilistisch abhängig von einer weiteren Gröﬂe ܥ, gilt ferner für das 
allgemeine Bayes‐Theorem [Russell95]: 
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ܲሺܣ|ܤ, ܥሻ ൌ ܲሺܤ|ܣ, ܥሻܲሺܣ|ܥሻܲሺܤ|ܥሻ  ﴾5.16﴿
5.2.2 Wahrscheinlichkeiten elementarer Schnitte unabhängiger diskreter Zufallsgröﬂen 
Die im vorigen Abschnitt wiedergegebene Herleitung der Wahrscheinlichkeit der Schnitt‐
menge diskreter Partitionen mit einer einzelnen unabhängigen Menge nach [Vesely81] lässt 
sich auf den Fall sich überlagernder mehrwertiger diskreter Zufallsgröﬂen ausweiten. Dazu 
kann man sich zunächst anhand der zuvor diskutierten mengentheoretisch integralen Be‐
trachtungsweise vergegenwärtigen, dass die Gleichungen ﴾5.13﴿ und ﴾5.14﴿ in analoger Weise 
auf ܤ௖, das Komplement von ܤ, zutreffen. Ersetzt man darin das Ereignis ܤ durch ܤ௖, be‐
schreiben diese schlieﬂlich den Schnitt einer Partition ai mit dem Gegenereignis ܤ௖. ܤ und ܤ௖ 
verhalten sich dabei zueinander ebenso, wie die Partitionen von ܣ. Daraus lässt sich folgern, 
dass die Gleichungen auf den allgemeinen Fall zweier sich überlagernder exhaustiver Partiti‐
onen ܽ௜, ݅ ൌ ሾ0,1, … ݊ሿ und ௝ܾ, ݆ ൌ ሾ0,1, …݉ሿ übertragen werden können. Daher gilt analog zu 
﴾5.13﴿ beziehungsweise ﴾5.14﴿:  
ܲሺ ௝ܾ ∩ ܽ௜ሻ ൌ 	ܲሺ ௝ܾ|ܽ௜ሻ ⋅ ܲሺܽ௜ሻ ൌ ܲሺܽ௜| ௝ܾሻ ⋅ ܲሺ ௝ܾሻ 
 
﴾5.17﴿
 
ܲሺ ௝ܾሻ ൌ ܲሼ⋃௜ሺ ௝ܾ ∩ ܽ௜ሻሽ 	ൌ 	෍ܲሺ ௝ܾ ∩ ܽ௜ሻ
௜
ൌ ෍ܲሺ ௝ܾ|ܽ௜ሻ ⋅ ܲሺܽ௜ሻ
௜
 ﴾5.18﴿
 
Gleichung ﴾5.17﴿ findet sich auch in [Pearl82] in Bezug auf Inferenznetzwerke mit Zufallsgrö‐
ﬂen beliebiger diskreter Wahrscheinlichkeitsverteilung. Mit ﴾5.17﴿ und ﴾5.18﴿ ist das Bayessche 
Theorem in Bezug auf zwei exhaustive partitionierte Zufallsgröﬂen:  
ܲ൫ܽ௞ห ௝ܾ൯ ൌ
ܲሺ ௝ܾ|ܽ௞ሻܲሺܽ௞ሻ
∑ ܲ൫ ௝ܾ|ܽ௜൯ܲሺܽ௜ሻ௜  ﴾5.19﴿
 
Dabei ist für unabhängige Zufallsgröﬂen ܣ und ܤ: ܲሺܤ|ܣሻ ൌ ܲሺܤሻ: 
ܲሺ ௝ܾ|ܽ௜ሻ 	ൌ ܲሺ ௝ܾሻ   bzw.   ܲሺ ௝ܾ|ܽ௞ሻ ൌ ܲሺ ௝ܾሻ ﴾5.20﴿
 
Da aufgrund der Exhaustivität ߑ௜ܲሺܽ௜ሻ ൌ 1 gilt, ergibt sich aus ﴾5.19﴿: 
ߑ௜	ܲ൫ ௝ܾหܽ௜൯ ⋅ ܲሺܽ௜ሻ ൌ ܲሺ ௝ܾሻ ⋅ ߑ௜ܲሺܽ௜ሻ ൌ ܲሺ ௝ܾሻ ﴾5.21﴿
 
Letztlich ist: 
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ܲ൫ܽ௞ห ௝ܾ൯ ൌ ܲሺܽ௞ሻ ﴾5.22﴿
 
In Bezug auf mehrere Zufallsgröﬂen gilt hierbei nach Gleichung ﴾2.10﴿: 
ܲሺܽ௜ ∩ ௝ܾ ∩ ܿ௞ ∩ … ሻ ൌ ܲሺܽ௜ሻ ⋅ ܲሺ ௝ܾ|ܽ௜ሻ ⋅ ܲሺܿ௞|ܽ௜ ∩ ௝ܾሻ ﴾5.23﴿
 
Sind ܣ, ܤ, ܥ, … unabhängig, gilt nach ﴾5.22﴿ ܲ൫ ௝ܾหܽ௜൯ ൌ ܲሺ ௝ܾሻ, ܲ൫ܿ௞หܽ௜ ∩ ௝ܾ൯ ൌ ܲሺܿ௞ሻ, … usw.   
Dies bedeutet, dass auch für die Wahrscheinlichkeit ܲሺܽ௜ ௝ܾ … ሻ, dem Schnitt der Partitionen 
ܽ௜, ௝ܾ, … der unabhängigen Zufallsgröﬂen ܣ, ܤ,… mit jeweils exhaustiven Wahrscheinlichkeits‐
verteilungen gilt:  
ܲ൫ܽ௜ ௝ܾ … ൯ ൌ ܲ൫ܽ௜ ∩ ௝ܾ ∩ … ൯ ൌ ܲሺܽ௜ሻ ⋅ ܲ൫ ௝ܾ൯ ⋅ … ﴾5.24﴿
 
Somit gilt auch die Produktregel unabhängiger Wahrscheinlichkeiten für die jeweiligen ele‐
mentaren Schnittmengen ܽ௜ ௝ܾ … aller im Ergebnisraum ߗ஺,஻,…  möglichen Zustandskombina‐
tionen der unabhängigen exhaustiven sowie diskreten mehrwertigen Zufallsgröﬂen ܣ, ܤ,… . 
Da diese elementaren Schnittmengen zudem gegenseitig exklusiv sind, erfolgt deren Dis‐
junktion miteinander zu Verbundmengen durch arithmetische Addition deren Wahrschein‐
lichkeiten. Mit Bezug auf Abschnitt 5.1 und Gleichung ﴾5.02﴿ gilt daher allgemein für die Ge‐
samtwahrscheinlichkeit der Disjunktion zweier unabhängiger, mehrwertiger, diskreter und 
exhaustiver Zufallsgröﬂen grundsätzlich: 
ܲሺܣ ∪ ܤ ∪ … ሻ ൌ ܲ ቈራ ൣܽ௜ ∩ ௝ܾ ∩ … ൧௜,௝,௞,… ቉ 
ൌ ෍ൣܲሺܽ௜ሻܲ൫ ௝ܾ൯… ൧
௜,௝,…
ൌ ܲሺߗ஺஻…ሻ ൌ 1 
﴾5.25﴿
5.2.3 Bedingte Unabhängigkeit 
Sind Zustände ௝ܾ und ܿ௞ verschiedener Zufallsgröﬂen ܤ beziehungsweise ܥ nicht unmittelbar 
voneinander abhängig, werden jeweils jedoch durch dieselbe Wahrscheinlichkeit ܽ௜ bedingt, 
so werden diese als bedingt unabhängig bezeichnet [Pearl82]. Dies veranschaulicht das Bei‐
spielsschema in Bild 5.4. ܲሺ ௝ܾ|ܽ௜ሻ und ܲሺܿ௞|ܽ௜ሻ sind darin jeweils von der Wahrscheinlichkeit 
ܲሺܽ௜ሻ abhängig. Gegenseitig beeinflussen sich diese jedoch nicht unmittelbar, sodass sie in‐
nerhalb des Rahmens der gemeinsamen Bedingtheit durch ܣ untereinander unabhängig 
sind. 
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Bild 5.4: Zufallsgröﬂe ܺ in Abhängigkeit von bedingt unabhängigen Zufallsgröﬂen ܤ und ܥ 
Angenommen, der Zustand ݔ௣ der diskreten Zufallsgröﬂe ܺ hängt ab von der Konjunktion 
der Zustände ௝ܾ und ܿ௞ der Zufallsgröﬂen ܤ und ܥ, die wiederum beide von demselben Zu‐
stand ܽ௜ abhängen ﴾s. Bild 5.4﴿. So gilt auf Basis des Bayes‐Theorems nach Gleichung ﴾2.05﴿ 
und dessen Anwendung auf die Kombination mehrerer Gröﬂen anhand von ﴾2.10﴿ hierfür:  
ܲ൫ݔ௣൯ ൌ ܲ൫ܿ௞ ∩ ௝ܾ൯ ൌ ܲ൫ܿ௞ห ௝ܾ൯ ⋅ ܲ൫ ௝ܾ൯
ൌ 	ܲሾሺܿ௞|ܽ௜ሻ|ሺ ௝ܾ|ܽ௜ሻሿ ⋅ ܲሺܽ௜ሻ ⋅ ܲሺ ௝ܾ|ܽ௜ሻ ⋅ ܲሺܽ௜ሻ ﴾5.26﴿
 
 
Bild 5.5: Zustand ݔ௣ als Schnittmenge der in Abhängigkeit von ܽ௜ bedingt unabhängigen 
Zustände ௝ܾ und ܿ௞.  
Nach dem Bayes‐Theorem in der auf partitionierte Ergebnisräume bezogenen Form nach 
﴾5.19﴿ gilt: 
ܲൣሺܿ௞|ܽ௜ሻ |	ሺ ௝ܾ|ܽ௜ሻ൧ ൌ
ܲሾሺ ௝ܾ|ܽ௜ሻ | ሺܿ௞|ܽ௜ሻሿ ⋅ ܲሺܿ௞|ܽ௜ሻ
∑ ܲൣሺ ௝ܾ|ܽ௜ሻ | ሺܿ௡|ܽ௜ሻ൧ ⋅ ܲሺܿ௡|ܽ௜ሻ௡
	
ൌ 	 ܲሺ ௝ܾ|ܽ௜ሻ ⋅ ܲሺܿ௞|ܽ௜ሻܲሺ ௝ܾ|ܽ௜ሻ ⋅ ∑ ܲሺܿ௡|ܽ௜ሻ௡ ൌ
ܲሺܿ௞|ܽ௜ሻ
ܲሺܽ௜ሻ  
﴾5.27﴿
 
Aufgrund der bedingten Unabhängigkeit von ܤ und ܥ ist darin: 
ܲൣሺ ௝ܾ|ܽ௜ሻ	| ሺܿ௞|ܽ௜ሻ൧ ൌ ܲ൫ ௝ܾหܽ௜൯. ﴾5.28﴿
a0
A
c0
C
b0
B
x0
X
ai
...
bj
…
ck
…
xp
…
x0 ΩX
b1c1
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ܣ und ܥ sind exhaustive Zufallsgröﬂen sodass analog zu Gleichung ﴾5.14﴿ die Summe aller 
deren Schnitte ebenfalls exhaustiv ist  
෍ܲሺܿ௡|ܽ௜ሻ
௡
ൌ ෍ܲሺܿ௡ሻܲሺܽ௜ሻ ൌ ܲሺܽ௜ሻ
௡
 ﴾5.29﴿
 
Somit ergibt sich aus dem Bayes‐Theorem für bedingt unabhängige Zustände: 
ܲ൫ݔ௣൯ ൌ ܲ
ሺܿ௞|ܽ௜ሻ
ܲሺܽ௜ሻ ܲሺܽ௜ሻ ⋅ ܲ൫ ௝ܾหܽ௜൯ ⋅ ܲሺܽ௜ሻ
	
ൌ 	ܲሺܿ௞|ܽ௜ሻ ⋅ ܲ൫ ௝ܾหܽ௜൯ ⋅ ܲሺܽ௜ሻ 
﴾5.30﴿
 
Demnach gilt im Fall der Disjunktion zweier bedingt unabhängiger diskreter Zufallsgröﬂen 
für die arithmetische Betrachtung einzelner Zustände ܽ௜ und deren Wahrscheinlichkeiten: 
ܲሺݔ௣ሻ ൌ 	ܲ൫ܿ௞ ∩ ௝ܾ൯ ൌ ܲሺܿ௞|ܽ௜ሻ ܲሺܽ௜ሻ ⋅ ܲ൫ ௝ܾ|ܽ௜൯ܲሺܽ௜ሻ
	
ൌ 	ܲሺܿ௞|ܽ௜ሻ ⋅ ܲሺ ௝ܾ|ܽ௜ሻ ⋅ ܲሺܽ௜ሻ 
﴾5.31﴿
 
Die letzte Umformung beruht auf dem Idempotenzgesetz ﴾Tabelle 2.1 ﴾3﴿﴿ nach den Axiomen 
des Logikkalküls [Peano1888]. Deren Anwendbarkeit auf die Überlagerung diskreter Zufalls‐
gröﬂen wird im nachfolgenden Kapitel anhand der Beziehungen in integralen Fehlermodel‐
len eingehend dargestellt. Zugunsten von Anschaulichkeit und Anwendungsorientierung der 
Betrachtungen wird auf einen universellen formalen Beweis, wie bereits im einleitenden Kapi‐
tel erwähnt, verzichtet. Die Schlüssigkeit der Zusammenhänge sowie die Übereinstimmung 
mit den im nachfolgenden Kapitel 6 ausgeführten Rechenbeispielen werden als hinreichende 
Verifikation im Sinne der Zielsetzung erachtet. 
5.2.4 Bedingte Wahrscheinlichkeit möglicher Folgen 
Anstelle der zuvor behandelten Verwendung ausschlieﬂlich ein‐eindeutiger gerichteter logi‐
scher Beziehungen zwischen Mengen kann die Zuordnung der Zustände mehrwertiger Zu‐
fallsgröﬂen nach [Pearl82, Kim83] jedoch auf Basis bedingter Wahrscheinlichkeiten gesche‐
hen, um Ungewissheit in logischen Beziehungen abbilden zu können. Dies lässt sich mit dem 
Bayesschen Theorem in Gleichung ﴾2.05﴿ behandeln. In Kapitel 5.2.2 wurde dessen Anwen‐
dung auf die Beziehung zwischen den diskreten Zuständen voneinander abhängiger Zufalls‐
gröﬂen betrachtet. In diesem Zusammenhang können bedingte Wahrscheinlichkeiten belie‐
bige Werte annehmen, solange ߑకܲሺݔక|ܽ௜ ௝ܾ … ሻ 	ൌ 	1 sowie 0 ൑ ܲሺݔక|ܽ௜ ௝ܾ … ሻ ൑ 1 erfüllt sind. 
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Gilt für einen Zustand ݔ௝ der Zufallsgröﬂe ܺ, dass diese mit einer Wahrscheinlichkeit 
0 ൏ ܲሺݔ௝|ܽ௜ሻܲሺܽ௜ሻ ൏ 1	auf einen Zustand ܽ௜ folgt, dann ist nach Gleichung ﴾5.17﴿: 
ܲሺݔ௝ሻ 	ൌ
ܲሺݔ௝|ܽ௜ሻ
ܲሺܽ௜|ݔ௝ሻ ܲሺܽ௜ሻ ﴾5.32﴿
 
Ist in einem speziellen Fall ܽ௜ die einzige gegebene Einflussgröﬂe, durch die ݔ௜ bedingt wird, 
so gilt im Umkehrschluss immer dann ܽ௜={‚ݓ݄ܽݎ‘}, wenn es zutrifft, dass ݔ௜={‚ݓ݄ܽݎ‘} ist und 
zugleich ݔ௜ gilt. In diesem Fall ist ܲሺܽ௜|ݔ௝ሻ ൌ 1. Gilt dabei jedoch umgekehrt, dass ݔ௜ nicht 
zwangsläufig zutrifft wenn ܽ௜={‚ݓ݄ܽݎ‘} ist, sondern lediglich in einem Anteil der Fälle, dann 
drückt ܲ൫ݔ௝หܽ௜൯ die Möglichkeit des jedoch ungewissen Eintretens von ܽ௜ aus für den Fall, 
dass ܽ௜ zutrifft ﴾vgl. auch Kapitel 2.4﴿. In diesem spezifischen Zusammenhang gilt: 
ܲ൫ݔ௝൯ ൌ
ܲሺݔ௝|ܽ௜ሻ	
ܲሺܽ௜|ݔ௝ሻ ൌ ܲ൫ݔ௝หܽ௜൯ܲሺܽ௜ሻ, ݂üݎ ܲሺܽ௜|ݔ௝ሻ ൌ 1 ﴾5.33﴿
 
Diese Zuordnung von Anteilen der Menge ܽ௜ zu ܽ௜ für ݆ ് 1 ist in Bild 5.6 symbolisiert. 
 
Bild 5.6: Partitionierung in alternativ mögliche Ereignismengen bei Ungewissheit der Folge 
Dieser spezielle Fall entspricht der typischen Fragestellung bei der methodischen Fehlerana‐
lyse, in dem verschiedene Folgen einer Ursache möglich sind. Aufgrund des Zwecks der Un‐
tersuchung wird dabei typischerweise betrachtet, zu welcher Folge eine Ursache, sei es ein 
einzelner Fehler oder eine Fehlerkombination, möglicherweise führt. Solch ein anteiliger Ein‐
fluss eines ursächlichen Zustands ܽ௜ auf die Folge ݔ௜ , wird im Folgenden mit der spezifischen 
Schreibweise angegeben: 
ܲ൫ݔ௝|ܽ௜൯ ൌ ߜ௔೔→௫ೕ ﴾5.34﴿
 
Intuitiv interpretiert ist ߜ௔೔→௫ೕ ൌ 0 der Fall, wenn keine Möglichkeit besteht, dass diese Folge 
eintritt, 0 ൏ ߜ௔೔→௫ೕ ൏ 1, wenn in einem entsprechenden Teil der Fälle die Möglichkeit besteht, 
dass diese Folge eintreten kann. Im Fall ߜ௔೔→௫ೕ ൌ 1 gilt, dass die Folge mit gleicher Wahr‐
scheinlichkeit, wie deren Ursache zutrifft. 
a0
a1
x0
x1
x2
AX
P(x1|a1)
P(x2|a1)
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Nach [Pearl82] drücken solchen Beziehungen in BN eine probabilistische Ungewissheit im 
Sinn der subjektivistischen Wahrscheinlichkeitsauffassung aus. Nach [Pearl00, Jaynes03] je‐
doch können die subjektivistische und objektivistische Auffassung als Teilsichten einer allge‐
meiner gefassten Wahrscheinlichkeitsauffassung betrachtet werden ﴾s. Kapitel 2.1.3﴿. Pearl 
bezieht sich jedoch auf Ungewissheit bezüglich der Hypothese, die die Inferenz bedingt. 
Dementgegen wird hier jedoch nicht die Wahrscheinlichkeit des Zutreffens von Hypothesen 
modelliert, sondern faktisch mögliche Kausalbeziehungen. Diese werden im Kontext der Feh‐
lermodellierung jedoch als bekannt vorausgesetzt ﴾vgl. Kapitel 3.3.1﴿. Die Ungewissheit be‐
steht stattdessen in der diskreten Häufigkeitsverteilung im frequentistischen Sinn. Demnach 
würde sich dieser Zusammenhang bei theoretisch unendlicher Anzahl von Fällen des ursäch‐
lichen Ereignisses einstellen. 
Die Betrachtung möglicher alternativer Folgeereignisse ist dabei kongruent zum probabilisti‐
schen Konzept in der technischen Systemzuverlässigkeit, das im Sinne von [Chorafas60] als 
Ersatzmodell für das Verhalten deterministischer physikalischer Zusammenhänge angewen‐
det wird ﴾vgl. Kapitel 2.2﴿. Im Folgenden wird diese bedingte Wahrscheinlichkeit zur Abbil‐
dung von Möglichkeiten des Ausgangs im Zuge der Wahrscheinlichkeitsauswertung daher 
zur Auswertung von Folgewahrscheinlichkeiten im Fall gegebener Ursachen verwendet. In 
diesem Zusammenhang sei 
ܲ൫ܨ݋݈݃݁	ݔ௝൯ 	ൌ 	 ߜ௔೔→௫ೕ ⋅ ܲሺܷݎݏ݄ܽܿ݁	ܽ௜ሻ 
definiert als der bedingt wahrscheinliche beziehungsweise mögliche Beitrag der Ursache ܽ௜ 
zur Wahrscheinlichkeit der Folge ݔ௜ . In [MIL‐1629A:80, DIN‐25419:85, Kaiser06, Kaiser15] wur‐
de dies in ähnlicher Weise bereits vorgeschlagen. Dies erfolgte jedoch nicht in einem ent‐
sprechenden probabilistischen Zusammenhang für Mehrzustands‐Zufallsgröﬂen und zudem 
nicht im Kontext eines integralen Fehlermodells eines Systems. Ferner wurde diese bedingte 
Folgewahrscheinlichkeit bereits in [Bobbio01, Lee02, Weber06, Khakzad11] implizit genutzt, 
jedoch ohne dies auf die hier gezeigte arithmetische Grundlage und den thematischen Kon‐
text zu beziehen. Dies wird in Kapitel 6.1.2 und den darauffolgenden Ausführungen im Rah‐
men der Fehlermodellierung weitergeführt. 
Anschaulich ausgedrückt teilen die bedingten Folgewahrscheinlichkeiten die ursächlichen 
Mengen in zueinander komplementäre Anteile auf, nach dem Prinzip der Partitionierung von 
Mengen. Im gegebenen Fall kann deren Behandlung in probabilistischer Hinsicht in Analogie 
zu den zuvor beschriebenen probabilistischen Schemata erfolgen. Zur Erhaltung der proba‐
bilistischen Integrität und Konsistenz eines Gesamt‐Fehlermodells eines Systems müssen die‐
se im hier behandelten integralen Schema vollständig und eindeutig zugeordnet werden. Al‐
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le klassischen Methoden wie FTA und RBD verwenden dabei stets implizit die totale Wahr‐
scheinlichkeit, indem stets angenommen wird, dass die Folge eintritt, sobald die Ursache vor‐
liegt. Die Werte für ߜ௔೔→௫ೕ ∈ ሾ0,1ሿ stellen dagegen eine proportionale Zuordnung dar:  
ܲቌ
ݔ଴ݔଵݔ௝…
ቍ 	ൌ ൮
ߜ௔೔→௫బ
ߜ௔೔→௫భ
ߜ௔೔→௫ೕ…
൲ ⋅ ܲሺܽ௜ሻ ﴾5.35﴿
 
Dies kann intuitiv auch als prozentualer Ausdruck der probabilistischen Möglichkeit ﴾über‐
setzt aus dem Englischen „likelihood“﴿ unterschiedlicher Folgen interpretiert werden. Die 
Aussage einer solchen differenzierten Beziehung der Folgewahrscheinlichkeit kann folgen‐
dermaﬂen umschrieben werden:  
Liegt der Fehlzustand ai vor, dann folgen: 
o ݔ଴ in ሺߜ௔೔→௫బሻ ⋅ 100	% der Fälle 
o ݔଵ in ሺߜ௔೔→௫భሻ ⋅ 100	% der Fälle 
o ݔ௝ in  ሺߜ௔೔→௫ೕሻ ⋅ 100	% der Fälle 
o …      
5.3 Aussagenlogische Projektion mehrwertiger Zufallsgröﬂen in Verbundmengen 
Auf Basis von logischen Zuordnungen zwischen Mengen können Aussagen in der Form 
„wenn ܣ gilt, dann trifft auch ܤ zu“ dargestellt werden. Dies ermöglicht auch die probabilisti‐
sche Interpretation, indem die Wahrscheinlichkeit der Ausgangsmenge ܣ mittels der logi‐
schen Beziehung auf ܤ projiziert wird. Im folgenden Unterabschnitt wird dies in Bezug auf 
mehrwertig diskrete Zufallsgröﬂen in einem integralen Konzept angewendet. Dies geschieht 
zudem unter Berücksichtigung der zuvor betrachteten Konstellationen probabilistischer Ab‐
hängigkeiten. Ausgehend von den Betrachtungen und Herleitungen in den vorigen Teilab‐
schnitten kann dies mit einem systematischen und verhältnismäﬂig unkomplizierten arithme‐
tischen Schema geschehen. 
5.3.1 Grundlagen 
Nach dem Stand von Wissenschaft und Technik werden Aussagewahrscheinlichkeiten im 
Kontext logischer Operationen üblicherweise mit den Gleichungen ﴾2.06﴿ und ﴾2.07﴿ berech‐
net. Das dahinterliegende Verständnis ist, dass die Mächtigkeit der gesuchten Ergebnismen‐
ge aus geeigneter Addition, Subtraktion und Multiplikation der durch den Schnitt erzeugten 
Teilmengen bestimmbar ist. Die durch die Zerlegung in elementare Teilmengen repräsen‐
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tierten Aussagen können so interpretiert werden, dass der gemeinsame Bereich ܣ ∩ ܤ der 
Aussage „ܣ und zugleich ܤ“ entspricht, die beiden anderen hingegen bedeuten „ܣ ohne ܤ“ 
﴾symbolisch: ܣ\ܤ﴿ beziehungsweise „ܤ ohne ܣ“ ﴾symbolisch: ܣ\ܤ﴿ ﴾s. Bild 5.7﴿. Die durch den 
Schnitt erzeugten Teilmengen repräsentieren eine jeweils spezifische Aussage. 
 
Bild 5.7: Darstellung logischer Operationen auf Basis exklusiver Schnittmengen  
5.3.2 Logische Operationen auf Basis der Zustände mehrwertiger Zufallsgröﬂen 
Ausgehend von der in Kapitel 5.1 erörterten Überlagerung mehrwertiger Zufallsgröﬂen unter 
Berücksichtigung aller möglichen Zustände in einem gemeinsamen Verbundraum lassen sich 
diese Schnitte auch unmittelbar aus den Disjunktionen der Partitionsmengen bestimmen ﴾vgl. 
Bild 5.8﴿. Aussagenlogisch entsprechen diese den elementaren Schnittmengen. 
 
Bild 5.8: elementare Teilmengen des Schnitts mehrwertiger Zufallsgröﬂen 
Das Prinzip ist unabhängig von der Anzahl der überlagerten Zufallsgröﬂen und deren Zu‐
stände. Betrachtet man den Fall zweier sich schneidender zweiwertiger Zufallsgröﬂen so ent‐
spricht beispielsweise ܽଵ\ܾଵ der Schnittmenge ܽଵ ∩ ܾ଴ , da ܾ଴ und ܾଵ zueinander komplemen‐
tär sind. Analog gilt dies für ܾଵ\ܽଵ. Demnach lassen sich logische Aussagen als Schnittmen‐
gen der Partitionen der Teil‐Wahrscheinlichkeitsräume ߗ஺ und ߗ஻ im Verbundraum ߗ஺஻ auf‐
fassen. Für die logischen Operationen gilt daher alternativ zu ﴾2.06﴿, ﴾2.07﴿ und ﴾2.08﴿: 
  ܲሺܽଵ ∩ ܾଵሻ ൌ 	ܲሺܽଵሻܲሺܾଵሻ
  ܲሺܽଵ ∪ ܾଵሻ ൌ 	ܲሺܽଵሻܲሺܾ଴ሻ ൅ ܲሺܽ଴ሻܲሺܾଵሻ ൅ ܲሺܽଵሻܲሺܾଵሻ 
  ܲ൫ܽଵ ∪ ܾଵ൯ ൌ 	ܲሺܽଵሻܲሺܾ଴ሻ ൅ ܲሺܽ଴ሻܲሺܾଵሻ 
﴾5.36﴿
﴾5.37﴿
﴾5.38﴿
 
Diese aussagenlogischen Operationen können auch vektoriell dargestellt werden: 
ODER
A\B A∩B B\A
UND
A\B A∩B B\A
exklusiv ODER
A\B A∩B B\A
a0∩b0 ΩAB
a1∩b0 a1∩b1 b1∩a0
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ܲሺܽଵ ∩ ܾଵሻ ൌ ሾ0 0 0 1ሿ ൦
ܲሺܽ଴ሻ ⋅ ܲሺܾ଴ሻ
ܲሺܽଵሻ ⋅ ܲሺܾ଴ሻ
ܲሺܽ଴ሻ ⋅ ܲሺܾଵሻ
ܲሺܽଵሻ ⋅ ܲሺܾଵሻ
൪ ﴾5.39﴿
 
ܲሺܽଵ ∪ ܾଵሻ ൌ ሾ0 1 1 1ሿ ൦
ܲሺܽ଴ሻ ⋅ ܲሺܾ଴ሻ
ܲሺܽଵሻ ⋅ ܲሺܾ଴ሻ
ܲሺܽ଴ሻ ⋅ ܲሺܾଵሻ
ܲሺܽଵሻ ⋅ ܲሺܾଵሻ
൪ ﴾5.40﴿
 
ܲ൫ܽଵ ∪ ܾଵ൯ ൌ ሾ0 1 1 0ሿ ൦
ܲሺܽ଴ሻ ⋅ ܲሺܾ଴ሻ
ܲሺܽଵሻ ⋅ ܲሺܾ଴ሻ
ܲሺܽ଴ሻ ⋅ ܲሺܾଵሻ
ܲሺܽଵሻ ⋅ ܲሺܾଵሻ
൪ ﴾5.41﴿
 
Verallgemeinert gilt hierbei, dass aussagenlogische Operationen prinzipiell aus der integra‐
len Überlagerung mehrwertiger diskreter Zufallsgröﬂen mittels Bildung der elementaren 
Schnittmengen und deren geeigneter Addition umsetzbar sind. Anhand der mengentheore‐
tischen Herleitung des Überlagerungsschemas gilt dies analog für die Überlagerung beliebig 
vieler Zufallsgröﬂen mit jeweils beliebig vielen diskreten Zuständen, wobei eine explizite Dar‐
stellbarkeit aufgrund der Zahl möglicher Kombinationen jedoch gewissen Grenzen unterliegt. 
5.3.3 Kohärente Aussagenlogik und Arithmetik mehrwertiger Zufallsgröﬂen 
Für mehrwertige Variablen mit mehr als jeweils zwei sich gegenseitig ausschlieﬂenden dis‐
kreten Zuständen ist das zuvor behandelte Prinzip analog anwendbar. So gelte beispielswei‐
se im Fall zweier sich schneidender Zufallsvariablen ܣ ∋ ሾܽ଴, ܽଵሿ und ܤ ∋ ሾܾ଴, ܾଵ, ܾଶሿ ﴾s. Bild 
5.9﴿, für eine Wahrscheinlichkeit ܲሺݔଵሻ einer Ergebnisvariablen ܺ:  
ܲሺݔଵ|ܣ, ܤሻ ൌ 	Pሺaଵ ∪ bଶሻ 	ൌ 	ܲሺܽଵሻܲሺܾ଴ሻ ൅ ܲሺܽଵሻܲሺܾଶሻ ൅ ܲሺܽ଴ሻܲሺܾଶሻ ﴾5.42﴿
 
 
Bild 5.9: Überlagerung der diskreten Zufallsgröﬂen ܣ und ܤ im Verbundraum ߗ஺஻ 
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Die Kombination ܽଵ ∪ ܾଶ entspricht der inklusiven Konjunktion ﴾logisches ODER﴿ zwischen 
den Zuständen ܽଵund ܾଶder Variablen ܣ und ܤ. Stehen diese Zustände im Fall eines proba‐
bilistischen Fehlermodells jeweils für einen konkreten Fehlzustand der Komponenten ܣ be‐
ziehungsweise ܤ, so gilt für ݔଵ ൌ ܽଵ ∪ ܾଶ die Aussage, dass der Zustand ݔଵ des Komponen‐
tenverbunds ܺ vorliegt, wenn ܽଵ oder ܾଶ beziehungsweise beide zugleich vorliegen.  
Die Zufallsgröﬂen sind in den Darstellungen dieses Abschnitts grundsätzlich so veranschau‐
licht, dass die Zustandsindizes ݅ ് 0 die jeweils möglichen Abweichungen vom Ausgangszu‐
stand, also der Funktionsfähigkeit, repräsentieren. Zustände mit Index 0 und ebenso Kon‐
junktionen ausschlieﬂlich aus solchen mit Index 0 repräsentieren dabei den Zustand des 
Nicht‐Vorliegens jeglicher Abweichung vom Ausgangszustand, also der uneingeschränkten 
Funktionsfähigkeit. Dabei ist zu beachten, dass bei sich gegenseitig ausschlieﬂenden Teil‐
mengen ܽ௜ und ௝ܽ einer Zufallsgröﬂe ܣ deren Schnitt einer leeren Menge entspricht 
ܽ௜ ∩ ௝ܽ ൌ ሼሽ. Die Wahrscheinlichkeit deren Konjunktion ist folglich ܲሺܽ௜ሻ ⋅ ܲ൫ ௝ܽ൯ ൌ 0.  
Diese in Bild 5.9 dargestellten Schnittmengen sollen in einem Beispiel den Partitionen ݔ଴, ݔଵ 
und ݔଶ der Zufallsgröﬂe ܺ, wie in Bild 5.10 veranschaulicht ist, zugeordnet werden. 
 
Bild 5.10: Zuordnung der Schnittmengen der Partitionen der Zufallsgröﬂen ܣ und ܤ zu 
Partitionen der Gröﬂe ܺ 
Diese Zuordnung aller in ߗ஺஻ kombinatorisch möglichen Schnittmengen zu den Werten ݔ௜ 
der Zufallsgröﬂe ܺ kann in Form eines konsistenten Gleichungssystems ausgedrückt werden: 
  ܲሺݔ଴ሻ ൌ ܲሺܽ଴ ∩	ܾ଴ሻ ൌ ܲሺܽ଴ሻܲሺܾ଴ሻ 
  ܲሺݔଵሻ ൌ ܲሺܽଵ ∪ ܾଵሻ ൌ ܲሺܽ଴ሻܲሺܾଵሻ ൅ ܲሺܽଵሻܲሺ 	ܾ଴ሻ ൅ ܲሺܽଵሻܲሺܾଵሻ 
  ܲሺݔଶሻ ൌ ܲሺܾଶ ∪ ሺܽଵ ∩ ܾଶሻሻ ൌ ܲሺܽ଴ሻܲሺܾଶሻ ൅ ܲሺܽଵሻܲሺܾଶሻ 
﴾5.43﴿
﴾5.44﴿
﴾5.45﴿
 
Diese logischen Beziehungen lassen sich durch mehrere logische Graphen in Anlehnung an 
Fehlerbäume symbolisieren ﴾s. Bild 5.11﴿. Aufgrund des oben für dieses Beispiel veranschau‐
lichten integralen Beziehungsschemas sind die drei logischen Graphen dabei komplementär 
zum gesamten Ergebnisraum ߗ௑. Dies bedeutet, dass sich diese gegenseitig exhaustiv zur 
a0b0
a1b0
a0b1
a0b2
a1b1
a1b2
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totalen Wahrscheinlichkeit ergänzen. Die Zustände ܽ௜ஷ଴, ܾ௜ஷ଴ und ݔ௜ஷ଴ darin sind jeweils zu‐
einander exklusiv, was insbesondere für die Eindeutigkeit der Auswertung relevant ist und im 
gegeben Fall konkret den Zustand ܾଶ betrifft. Wie in Gleichung ﴾5.45﴿ bereits umgesetzt wur‐
de, weswegen ܲሺܾଶሻ ൌ ܲሺܾଶ\ܽ௜ஷ଴ሻ ൌ ܲሺܽ଴ሻ ⋅ ܲሺܾଶሻ ist. 
 
Bild 5.11: logische Beziehungsstrukturen zwischen einzelnen Gröﬂen der Eltern‐ und Kind‐
variablen im integralen Netzwerkmodell in Anlehnung an Fehlerbäume 
Bild 5.12 symbolisiert die Überlagerung der Variablen ܣ und ܤ in ߗ஺஻, deren Gruppierung zu 
Verbundmengen ݔ௜ mit jeweils gleichartigen logischen Aussagen und die dazu umzusetzen‐
de Arithmetik. Die Visualisierung ist analog zu dem Prinzip nach [Darwiche02] und ähnlich 
zur Darstellung der Sum‐Product Networks nach [Poon11].  
                      
Bild 5.12: Veranschaulichung des Schnitts mehrwertiger Zufallsvariablen ܣ und ܤ als Men‐
gendiagramm ﴾links﴿, sowie als arithmetisches Schema ﴾rechts﴿.  
Jedoch bestehen inhaltliche Unterschiede hinsichtlich der Systematik deren Aufbaus, auf‐
grund anderer Zielsetzungen der Auswertung im dort geltenden Kontext. Zudem bezieht 
sich das in [Poon11] behandelte Schema ausschlieﬂlich auf die Kombination jeweils zweier 
zweiwertiger Variablen. Das hier beschriebene Schema gilt prinzipiell für beliebig viele unbe‐
schränkt mehrwertige Variablen. Gleichwohl jedoch unterliegt die graphische Veranschauli‐
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chung jedoch Restriktionen in Bezug auf deren Nachvollziehbarkeit. Daher wurde die Anzahl 
an Variablen und deren Zustände im Beispiel aus Gründen der Übersichtlichkeit vergleichs‐
weise gering gehalten. 
5.4 Zusammenfassung und Zwischenfazit 
Zusammenfassend gilt somit, dass sich die Wahrscheinlichkeit der jeweiligen elementaren 
Schnittmengen aus dem Produkt aller sich überlagernder Partitionen ergibt. Die Kombination 
der Wahrscheinlichkeiten der elementaren Schnittmengen zur Wahrscheinlichkeit des Folge‐
zustands entspricht der arithmetischen Summe der Wahrscheinlichkeitswerte, da die Zustän‐
de gegenseitig exklusiv sind. Unterteilungen von Mengen in Partitionen werden in gleicher 
Weise als einzelne exklusive Mengen analog zu den Eingangszuständen der Zufallsgröﬂen 
gehandhabt. Dabei stellen die jeweiligen Konstellationen spezifische aussagenlogische Ope‐
rationen dar. So lassen sich durch arithmetisches Zuordnen der Wahrscheinlichkeiten zutref‐
fender elementarer Schnittmengen zu Folgezuständen Ursache und Folgebeziehungen pro‐
babilistisch ausdrücken. Gemeinsame Abhängigkeiten lassen sich anhand des Bayes‐
Theorems analytisch erfassen und berechnen. 
Anhand dieses Schemas und der darin nachvollziehbaren logischen Operationen ist eine 
aussagenlogische Interpretation probabilistisch integraler Fehlermodelle möglich. Dies ge‐
schieht im nachfolgenden Kapitel am Beispiel von BN‐Fehlermodellen, die auf dem unter‐
suchten arithmetischen Schema beruhen. Dazu soll dieses bewährte probabilistische Verfah‐
ren als Berechnungswerkzeug zur Untersuchung derartiger Fehlermodelle und darin auftau‐
chender stochastischen Problemstellungen genutzt werden.  
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6 Fehlzustandsmodelle mit mehrwertigen Zufallsgröﬂen 
Nachdem im vorigen Kapitel grundlegende probabilistische Schemen der Überlagerung 
mehrwertiger Zufallsgröﬂen und deren arithmetische Ausdrücke charakterisiert wurden, ist es 
das Ziel für dieses Kapitel, deren Anwendung im Kontext der methodischen Fehlermodellie‐
rung zu untersuchen und zu verifizieren. Dazu wird gezeigt, dass diese in BN‐Modellen auf 
entsprechende Weise umsetzbar sind. Ein solcher Nachweis existiert bislang nicht in der er‐
forderlichen Betrachtungstiefe und Durchgängigkeit. Dies erlaubt anschlieﬂend deren Nut‐
zung zur Zuverlässigkeitsbewertung technischer Systeme in einer Differenzierbarkeit der Zu‐
stände, wie dies bislang im Stand von Wissenschaft und Technik nicht gegeben ist. In der 
Umsetzung ermöglicht dies eine tiefergehende und differenziertere aussagenlogische Feh‐
lermodellierung mit BN. 
Zu einzelnen Aspekten der methodischen Umsetzung von Fehlerbeziehungen technischer 
Systeme in BN‐Modellen existieren bereits einige unmittelbar oder indirekt zutreffende Ar‐
beiten, in welchen die darin umgesetzten aussagenlogischen Zusammenhänge jedoch nicht 
in erschöpfendem Maﬂ erörtert werden. Anhand des probabilistischen Prinzips von BN und 
den verfügbaren Ansätzen zu deren Nutzung zur Zuverlässigkeitsbewertung wird nachfol‐
gend gezeigt, welche aussagenlogischen und probabilistischen Beziehungen zwischen ein‐
zelnen Zuständen sich beeinflussender Zufallsgröﬂen konkret darstellbar sind. Grundlage 
hierfür sind die vorangegangenen allgemeinen aussagenlogischen Überlegungen bezüglich 
der Überlagerung mehrwertiger Zufallsvariablen. Unter anderem erfolgen dazu eine Verifika‐
tion der zuvor analytisch aufgezeigten probabilistischen Zusammenhänge sowie die anwen‐
dungsorientierte Umsetzung in komplexen Fehlermodellen. Die geschieht durch die Berech‐
nung der jeweils im Kontext dargestellten BN‐Modellen innerhalb der verwendeten Soft‐
wareumgebung [GeNIe10] auf Grundlage des exakten Clustering‐Algorithmus [Lauritzen88]. 
6.1 Grundlagen probabilistischer Netzwerke auf Basis mehrwertiger Zufallsgröﬂen 
Die Inferenz in BN beruht nach [Pearl82] auf Familien von logischen Beziehungen in der Art 
von „Wenn ݔ௜ … dann …ݕ௝“. Konkrete Zusammenhänge, Veranschaulichungen oder Interpre‐
tationen dieser Beziehungen zwischen einzelnen Zuständen der Zufallsvariablen wurden bis‐
lang jedoch nicht spezifisch betrachtet. Dies ist aus Sicht von Pearl [Pearl82] und Kim [Kim83] 
nicht von Bedeutung, da das Augenmerk aufgrund des dort gegebenen fachlichen Hinter‐
grunds der künstlichen Intelligenz und der statistischen Datenanalyse nicht auf der detaillier‐
ten Charakterisierung und gezielten Darstellung einzelner mengentheoretischer Operationen 
liegt. Analog dazu schreibt [Charniak91] bezüglich der Berechnungsverfahren solcher Netz‐
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werke, dass der Berechnungsalgorithmus bereits für einfache unverzweigte Baumgraphen 
kompliziert sei, weswegen dieser dort nicht erläutert werde. Dies trifft entsprechend stärker 
auf komplexere Graphentopologien zu. Pearl nennt als Grundlagen zur Berechnung der BN 
allgemein das Bayes‐Theorem und eine Normalisierungskonstante [Pearl82, Kim83, Pearl85], 
ohne deren mathematischen Hintergrund und deren Bestimmung näher darzustellen. [Rus‐
sell95] erläutert diese als Normalisierung des berechneten Wahrscheinlichkeitswerts des Zu‐
stands der jeweils einzelnen Gröﬂen durch die Summe der Wahrscheinlichkeiten aller resul‐
tierenden Zustände, sodass die Summe der Wahrscheinlichkeiten der totalen Wahrschein‐
lichkeit mit dem Wert 1 entspricht. So gelangt [Lampis09] im Kontext der Fehlermodellierung 
mit BN zu der Einschätzung, dass die konkreten Vorgänge bei der Berechnung der Netzwer‐
ke im Verborgenen liegen. Einzig in [Darwiche02, Poon11] wird in kontextspezifischer Umset‐
zung für je zwei zweiwertige Variablen ein Ansatz zur aussagenlogischen Interpretation ein‐
zelner Inferenzbeziehungen von Eltern‐ und Kindknoten betrachtet ﴾s. Kapitel 5.3.3﴿.  
6.1.1 Fehlermodellierung in BN 
[Bobbio01, Lee02, Boissou03, Weber06, Lampis09, Zhai13, Cao16] zeigen Ansätze, um BN für 
quantitative Fehleranalysen in unterschiedlichen Stilen zu nutzen, jedoch ohne die aussagen‐
logischen Zusammenhänge grundlegend und im zuvor dargestellten systemischen Gesamt‐
zusammenhang zu differenzieren. So können durch die Wahrscheinlichkeiten von Folgezu‐
ständen im Sinn logischer Aussagen durch geeignetes Zuordnen der Zustandskombinatio‐
nen in den CPT implementiert werden. Die Schemen der CPT für ein ODER‐ beziehungswei‐
se ein UND‐Gatter sind in den Tabellen 6.1 und 6.2 dargestellt. 
Tabelle 6.1: CPT zur Abbildung eines ODER‐Gatters in BN 
A wahr falsch 
B wahr falsch wahr falsch 
X wahr 1 1 1 0 falsch 0 0 0 1 
 
Tabelle 6.2: CPT zur Abbildung eines UND‐Gatters in BN  
 
 
 
 
Ein Gatter für eine zwei aus drei Mehrheitsentscheidung ﴾2:3‐Gatter﴿ kann nach [Bobbio01] in 
CPT gemäﬂ Tabelle 6.3 ausgedrückt werden. 
A wahr falsch 
B wahr falsch wahr falsch 
X wahr 1 0 0 0 falsch 0 1 1 1 
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Tabelle 6.3: CPT zur Abbildung eines 2:3‐Gatters in BN 
A wahr falsch 
B wahr falsch wahr falsch 
C wahr falsch wahr falsch wahr falsch wahr falsch 
X wahr 1 1 1 0 1 0 0 0 falsch 0 0 0 1 0 1 1 1 
 
In [Lampis09] werden ferner NICHT‐Gatter in analoger Weise implementiert. Ferner wurden 
Gatter der dynamischen FTA in dynamischen BN umgesetzt [Weber03, Montani05]. Die kon‐
kreten arithmetischen Zusammenhänge und probabilistische Abhängigkeiten einzelner Zu‐
stände wurden jedoch nicht eingehend untersucht. Ein analytischer Nachweis der in den bis‐
herigen Werken empirisch gehandhabten logischen Zusammenhänge ist bislang nicht ver‐
fügbar. Daher soll die arithmetische Grundlage nachfolgend explizit untersucht werden, um 
deren spezifischen Charakteristika explizit nachweisen und diese zur integralen Fehlermodel‐
lierung unter Berücksichtigung probabilistischer Abhängigkeiten für beliebige Modellkomple‐
xe nutzen zu können. 
Für ein differenziertes Mehrzustands‐Zuverlässigkeitsmodell dagegen sind mehrere Zustän‐
de der Komponenten in jeweils einem Knoten zusammenhängend abzubilden. Beispielsweise 
in [Portinale99, Bobbio01, Portinale15] wurde die in BN gegebene Möglichkeit zur Verwen‐
dung von Mehrzustands‐Variablen in dem Kontext der Fehleranalyse grundsätzlich erwähnt, 
jedoch ohne deren Umsetzung im Hinblick auf die Fehlermodellierung im Detail zu behan‐
deln. So erfolgte keine nähere Untersuchung hinsichtlich der dabei zu behandelnden Kom‐
binatorik beziehungsweise der zugrundeliegenden Arithmetik und der darzustellenden aus‐
sagenlogischen Beziehungen. Auch in [Khakzad11] ist ein Beispiel eines Mehrzustands‐
Ansatzes verfügbar, für das die probabilistischen Zusammenhänge jedoch nicht thematisiert 
wurden. Nachfolgend wird daher eine Modellierung auf Basis mehrwertiger Zufallsgröﬂen 
ausführlich dargestellt und bezüglich ihrer Charakteristika näher untersucht. Dies bildet die 
Grundlage für das Ziel, ein Konzept zur integralen probabilistischen Fehlermodellierung auf‐
stellen zu können. 
Auch das Strukturierungsschema zum Aufbau der Netzwerkmodelle ist ein essentieller As‐
pekt im Sinne der Problemstellung. Nach dem gebräuchlichen Aufbau werden für jeweils ab‐
zubildende logische Operationen jeweils separate BN‐Knoten verwendet, wie unter anderem 
in [Portinale99, Bobbio01, Lee02, Weber03, Lampis09]. Dadurch kann es je nach Umfang des 
Systemabbildes mitunter problematisch sein, komplexe Systemstrukturen in einem Modell 
dieses Prinzips zu bewerten. Je nach Grad der Detaillierung sind nach diesem vorherrschen‐
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den Strukturierungsschema erhebliche Anzahlen an Knoten umzusetzen, sodass die Netz‐
werke sehr umfangreich und komplex werden können. Neben der Aufwandsbewältigung ist 
dabei fraglich, ob Konsistenz und Nachvollziehbarkeit eines System‐Fehlermodells gewähr‐
leistet werden können.  
6.1.2 Probabilistische Ungewissheit anhand bedingter Wahrscheinlichkeiten 
Bei der Erarbeitung von Fehlernetzen in der FN‐FMEA [VDA‐Band4‐FMEA:06, DGQ‐Band13‐
11:12] werden unterschiedliche Folgen eines Fehlzustands einer Komponente in qualitativer 
Weise identifiziert. Die FMECA erlaubt eine Differenzierung verschiedener Folgewahrschein‐
lichkeiten für eine jeweils gegebene Fehlerursache [MIL‐1629A:80]. Gleiches gilt für die ETA in 
Bezug auf Ereignissequenzen. In probabilistischen Ursache‐Folge‐Beziehungen ist es mitun‐
ter bedeutsam, Ungewissheit des Ausgangs solcher Folgebeziehungen differenziert darstel‐
len zu können, da so eine Unterscheidung angesichts der Wahrscheinlichkeit beispielsweise 
besonders relevanter Folgen differenziert werden kann. In den bisher veröffentlichten Ansät‐
zen zur Fehlermodellierung in BN wurde die Möglichkeit der Nutzung differenzierter beding‐
ter Wahrscheinlichkeiten zur Darstellung unterschiedlicher möglicher Folgezustände nur in 
begrenztem Umfang aufgezeigt. In [Lee02] wird allgemein vorgeschlagen, alternative Fehler‐
folgen in der BN‐FMEA zu modellieren. [Bobbio01, Khakzad11] erwähnen die Möglichkeit der 
Darstellung ungewisser Folgen in BN‐Fehlermodellen vor dem methodischen Hintergrund 
der FTA. Die einzelnen probabilistischen Zusammenhänge wurden jeweils nicht spezifisch 
und nicht unter generellen methodischen Gesichtspunkten diskutiert. 
Nach der Definition von BN [Pearl82] kann Ungewissheit in BN durch bedingte Wahrschein‐
lichkeiten in das probabilistische Modell einbezogen werden. Dies wurde in Kapitel 5.2.4 be‐
reits grundlegend diskutiert. Nachfolgend wird dies hinsichtlich der methodischen Verwen‐
dung auf Mehrzustands‐Fehlermodelle übertragen. 
6.1.3 Statistische Abhängigkeiten in BN‐basierten Fehlermodellen 
Eine wesentliche Aufgabe bei der Berechnung von BN ist die korrekte Auswertung von Zu‐
standswahrscheinlichkeiten im Fall von statistischen Abhängigkeiten zwischen einzelnen Zu‐
ständen verschiedener Knoten. Diese entstehen, wenn Zufallsvariablen, die jeweils von Ein‐
flüssen gemeinsamer Vorgängerknoten bedingt werden, innerhalb des Netzwerks in einem 
Knoten miteinander in Bezug gesetzt werden.  
Sind beispielsweise für eine Fehleranalyse zwei Fehler jeweils vom Vorliegen derselben Ursa‐
che abhängig, so sind deren Wahrscheinlichkeiten nicht unabhängig voneinander, sondern 
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bedingt unabhängig. Dieser grundlegende Effekt wird in der Literatur zu BN intensiv behan‐
delt. So existieren diverse Theorien und Lösungsalgorithmen, die dies geeignet kompensie‐
ren ﴾vgl. unter anderem [Lauritzen88, Pearl00, Darwiche08]﴿. Diese Arbeiten legen den Fokus 
jedoch auf das gesamte Netzwerk als solches und betrachten nicht die einzelnen aussagen‐
logischen Beziehungen im Netzwerkmodell, die zwischen den einzelnen Zuständen der Zu‐
fallsgröﬂen bestehen. Stochastische Abhängigkeiten einzelner Werte der Zufallsgröﬂen wer‐
den somit nicht im Detail analytisch behandelt und aussagenlogisch interpretiert. Einzig in 
[Darwiche02, Poon11] wurde in begrenztem Umfang gezeigt, dass einzelne Zustände von El‐
ternknoten gemäﬂ logischer Grundoperationen miteinander verrechnet werden. Dort wer‐
den jedoch ausschlieﬂlich jeweils zwei binäre Zufallsgröﬂen betrachtet sowie eine auf den 
dort gegebenen Kontext spezifizierte Systematik für deren Auswertung, die sich von Prob‐
lemstellung und Ansatz dieser Arbeit prinzipiell unterscheidet. In konkret auf die Fehlermo‐
dellierung mit BN bezogenen Arbeiten im Kontext der technischen Zuverlässigkeit wurde 
dies bislang ebenfalls nicht eingehender diskutiert. So existiert in Bezug auf die technische 
Zuverlässigkeit und die Fehlermodellierung bislang keine ausdrückliche arithmetische Dar‐
stellung und Deutung der einzelnen logischen Beziehungen, die im Rahmen von Inferenz‐
netzwerken umgesetzt werden.  
Im vorigen Abschnitt wurde bereits ein prinzipiell zu [Darwiche02] vergleichbarer, dabei je‐
doch umfassenderer Ansatz logischer Beziehungen Überlagerung mehrwertiger Zufallsgrö‐
ﬂen beschrieben. Dieser ermöglicht eine analytische Darstellung und zugleich die logische 
Interpretation der Inferenzbeziehungen im BN im Einzelnen. So kann gezeigt werden, wie 
und inwieweit damit Beziehungen in Fehlermodellen auf Basis von BN in aussagenlogischen 
Termen darstellbar sind. Zudem werden Zusammenhänge unter gegebenen stochastischen 
Abhängigkeiten untersucht, was auf Grundlage zuvor dargestellten mengentheoretischen 
Betrachtungen mehrwertiger diskreter Zufallsgröﬂen möglich ist. Im Zuge dieser Untersu‐
chungen wird die Verwendung von BN und dafür verfügbare Lösungsalgorithmen zur Im‐
plementierung komplexer Fehlermodelle verifiziert. Dies wiederum erlaubt die Erschlieﬂung 
deren methodischer Möglichkeiten für die Gestaltung von System‐Fehlermodellen anhand 
von BN. 
6.2 Komplexe Fehlermodelle in BN 
Das Prinzip der BN wurde bereits extensiv erforscht und darf als bewiesen und bewährt gel‐
ten. Dessen Verwendung für die Fehlermodellierung ist im zuvor erläuterten Rahmen bereits 
Stand der Wissenschaft und Technik und demnach keine grundsätzlich offene Frage. Für de‐
ren Berechnung sind diverse Algorithmen verfügbar, die stochastische Abhängigkeiten kom‐
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pensieren. Die Betrachtung spezifischer Zusammenhänge einzelner logischer Beziehungen 
und Abhängigkeiten zwischen den Zuständen der Variablen eines BN wurde hingegen wie 
zuvor erläutert nicht umfassend untersucht. Ebenso besteht keine dementsprechende 
Grundlage zur analytischen Betrachtung deren Abhängigkeiten.  
Hiervon ausgehend wird nachfolgend gezeigt, welche logischen Zusammenhänge in Infer‐
enznetzen konkret dargestellt werden und wie sich diese arithmetisch zueinander verhalten. 
Dieser vorbereitende Schritt dient darauffolgend dazu, die folgenden Teilprobleme hinsicht‐
lich der methodischen Fehleranalyse im Kontext von BN zu charakterisieren und zu verifizie‐
ren: 
o komplexe Fehlermodellierung mehrwertiger Zufallsgröﬂen anhand von BN 
o bedingte Wahrscheinlichkeiten zur Darstellung von Ungewissheit von Folgen 
o probabilistische Abhängigkeiten 
6.2.1 Arithmetische Grundstruktur der Inferenz in BN  
Im Rahmen des in Kapitel 4 dargestellten Schemas können die elementaren Zustandskombi‐
nationen einem Zustand des Verbunds zugeordnet werden, der soweit zutreffend mit einer 
definierten bedingten Wahrscheinlichkeit folgen kann. Diese Wahrscheinlichkeiten werden 
für jeden Folgezustand kombiniert, was deren Disjunktion im aussagenlogischen Sinn ent‐
spricht. Da diese elementaren Schnittmengen schemabedingt gegenseitig exklusiv sind, ent‐
spricht deren Disjunktion grundsätzlich einem exklusiven ODER im aussagenlogischen Sinn. 
Die Überlagerung mehrwertiger Zufallsgröﬂen ܣ, ܤ, … ergibt dabei die Menge aller elemen‐
taren Schnittmengen ܽ௜ ௝ܾ … aus den jeweils möglichen Zustandskombinationen:  
ܲ൫ܽ௜ ௝ܾ … ൯ ൌ ܲሺܽ௜ሻ ⋅ ܲ൫ ௝ܾ൯ ⋅ … ﴾6.01﴿
 
Die Gesamtheit der Wahrscheinlichkeiten aller Zustandskombinationen eines Kindknotens ܺ 
der Elternknoten ܣ und ܤ im Netzwerk kann als Matrix ܲሺܣܤ… |ܣ, ܤ,… ሻ der Überlagerung 
der Zufallsgröﬂen ܣ, ܤ,… aufgefasst werden, die durch das kartesische Produkt entsteht: 
ܲሺܣܤ… |ܣ, ܤ, … ሻ ൌ ܲሺܣሻ⨂ܲሺܤሻ… ﴾6.02﴿
 
Wie in Kapitel 5 zudem beschrieben wurde, kann jeder dieser elementaren Schnitte mit einer 
bedingten Wahrscheinlichkeit ܲሺݔక|ܽ௜ ௝ܾሻ einem Folgezustand ݔక der Kindvariablen zugeord‐
net werden. Dies entspricht dem Faktor ߜ௔೔௕ೕ…→௫഍ der hierfür in Kapitel 5.2.4 einführt wurde. 
Diese bedingten Wahrscheinlichkeiten sind als Matrix ܲሺܺ|ܣܤ… ሻ interpretierbar.  
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ܲሺܺ|ܣ, ܤ,… ሻ ൌ ܲሺܺ|ܣܤ… ሻ ⋅ ܲሺܣܤ|ܣ, ܤ,… ሻ ﴾6.03﴿
 
Diese ist inhaltlich identisch zu der in [Pearl 82, Kim83] beschriebenen Matrix bedingter 
Wahrscheinlichkeiten ܯሺܤ|ܣሻ mit den Elementen ݉ሺܤ|ܣሻ௜௝ ൌ ܲ൫ ௝ܾหܽ௜൯ und kann daher mit 
dem Ausdruck Pሺxஞ|A, B, … ሻ verallgemeinert dargestellt werden. Die Matrix enthält die Einträ‐
ge der CPT. Aufgrund der gegenseitigen Exklusivität der einzelnen Zustandskombinationen 
﴾aibj…﴿ addieren sich die jeweils einem einzelnen Folgezustand ݔక zugeordneten Wahrschein‐
lichkeiten. Somit ergibt sich als dessen Wahrscheinlichkeit ܲሺݔకሻ: 
ܲ൫ݔక൯ ൌ 	ܲ൫ݔకหܣܤ…൯ ⋅ ܲሺܣܤ… |ܣ, ܤ,… ሻ
	
ൌ 	ߑ௜,௝,…	ሼ ܲሺݔక|ܽ௜ ௝ܾ … ሻ ⋅ ܲሺܽ௜ ௝ܾ … ሻሽ 
﴾6.04﴿
 
Sind ܣ, ܤ, … in einem Netzwerkgraphen ܲሺܺ|ܣ, ܤ,… ሻ voneinander unabhängig, gilt für die 
Wahrscheinlichkeitsverteilung der Zufallsgröﬂe ܺ somit: 
ܲሺܺሻ ൌ
ۏ
ێ
ێ
ێ
ێ
ۍܲሺݔ଴ሻܲሺݔଵሻ…
ܲሺݔకሻ…
ܲሺݔ௞ሻے
ۑ
ۑ
ۑ
ۑ
ې
ൌ
ۏ
ێ
ێ
ێ
ێ
ۍ
		
ܲሺݔ଴|ܣܤ… ሻ ⋅ ܲሺܣܤ… |ܣ, ܤ, … ሻ
ܲሺݔଵ|ܣܤ… ሻ ⋅ ܲሺܣܤ… |ܣ, ܤ, … ሻ…
ܲሺݔక|ܣܤ… ሻ ⋅ ܲሺܣܤ… |ܣ, ܤ,… ሻ…
ܲሺݔ௞|ܣܤ… ሻ ⋅ ܲሺܣܤ… |ܣ, ܤ,… ሻ
		
ے
ۑ
ۑ
ۑ
ۑ
ې
ൌ 	
ۏ
ێێ
ێێ
ێ
ۍ
		
ߑ௜,௝,…ൣܲሺݔ଴|ܽ௜ ௝ܾ … ሻ ⋅ ܲሺܽ௜ ௝ܾ … ሻ൧
ߑ௜,௝,…ൣܲሺݔଵ|ܽ௜ ௝ܾ … ሻ ⋅ ܲሺܽ௜ ௝ܾ … ሻ൧…
ߑ௜,௝,…ൣܲሺݔక|ܽ௜ ௝ܾ … ሻ ⋅ ܲሺܽ௜ ௝ܾ … ሻ൧…
ߑ௜,௝,…ൣܲሺݔ௞|ܽ௜ ௝ܾ … ሻ ⋅ ܲሺܽ௜ ௝ܾ … ሻ൧
		
ے
ۑۑ
ۑۑ
ۑ
ې
 ﴾6.05﴿
 
Das Schema gilt für beliebig viele Variablen, die theoretisch jeweils beliebig viele diskrete Zu‐
stände aufweisen können. Durch bestimmte Kombinationen entstehende bedingte Unab‐
hängigkeiten ﴾s. Kapitel 5.2.3﴿ müssen gleichwohl bei der Auswertung berücksichtigt werden, 
was an späterer Stelle aufgegriffen wird. Zunächst jedoch interessiert die grundlegende Form 
der arithmetischen Struktur des Netzwerkschemas. Dafür werden alle Gröﬂen vorerst als 
voneinander unabhängig angenommen.  
Für die Matrix bedingter Wahrscheinlichkeiten gilt ferner die Bedingung, dass für jede Zu‐
standskombination ܲሺܽ௜ ௝ܾ … ሻ die Summe der dieser zugeordneten bedingten Wahrschein‐
lichkeiten Σஞሾܲሺݔక|ܣ, ܤ, … ሻሿ ൌ 1		 ist. Dies ist in BN demnach jede Spalte einer CPT [Pearl 85]. 
Dies bedeutet, dass in der Darstellung nach obigem Beispiel für die ausschlieﬂlich binäre Be‐
trachtung von Zuständen in jeder Spalte nur ganzzahlige Werte im Intervall [0;1] vorkommen 
und jeweils genau einmal die Ziffer 1 aufgeführt wird.  
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6.2.2 Aussagenlogische Interpretation der Beziehungen zwischen Eltern‐ und Kindknoten 
Nach dem zuvor dargestellten arithmetischen Grundschema können logische Verknüpfun‐
gen zwischen Eltern‐ und Kindknoten im Stil der in Kapitel 5 erarbeiteten Grundlagen darge‐
stellt und berechnet werden. So kann am Beispiel des ODER‐Knotens in BN nach [Bobbio01] 
konkret gezeigt werden, auf welcher arithmetischen Grundlage dies basiert. Für zwei zwei‐
wertige Variablen ܣ und ܤ gilt nach ﴾6.05﴿ allgemein: 
ܲሺܺ|ܣܤሻ ൌ ൤ܲሺݔ଴|ܣܤሻܲሺݔଵ|ܣܤሻ൨ ൌ 	 ൤
ܲሺݔ଴|ܽ଴ܾ଴ሻ ܲሺݔ଴|ܽ଴ܾଵሻ ܲሺݔ଴|ܽଵܾ଴ሻ ܲሺݔ଴|ܽଵܾଵሻ
ܲሺݔଵ|ܽ଴ܾ଴ሻ ܲሺݔଵ|ܽ଴ܾଵሻ ܲሺݔଵ|ܽଵܾ଴ሻ ܲሺݔଵ|ܽଵܾଵሻ൨ ﴾6.06﴿
 
Sei ݔଵ der Zustand der inklusiven Disjunktion ﴾ODER‐Operation﴿ der Zustände ܽଵ und ܾଵ so‐
wie ݔ଴ dessen Komplement. Somit ist: 
ܲሺܺ|ܣܤሻ ൌ ൤ܲሺݔ଴|ܽ଴ܾ଴ሻ ܲሺݔ଴|ܽ଴ܾଵሻ ܲሺݔ଴|ܽଵܾ଴ሻ ܲሺݔ଴|ܽଵܾଵሻܲሺݔଵ|ܽ଴ܾ଴ሻ ܲሺݔଵ|ܽ଴ܾଵሻ ܲሺݔଵ|ܽଵܾ଴ሻ ܲሺݔଵ|ܽଵܾଵሻ൨	
	
ൌ ቂ1 0 0 00 1 1 1ቃ 
﴾6.07﴿
 
Die Wahrscheinlichkeitsverteilung des Kindknotens ܲሺܺ|ܣ, ܤሻ ist damit:  
ܲሺܺ|ܣ, ܤሻ ൌ ܲሺܺ|ܣܤ… ሻ ⋅ ܲሺܣܤ|ܣ, ܤ,… ሻ ൌ ቈߑ௜,௝ൣܲ൫ݔ଴หܽ௜ ௝ܾ൯ ⋅ ܲ൫ܽ௜ ௝ܾ൯൧ߑ௜,௝ൣܲ൫ݔଵหܽ௜ ௝ܾ൯ ⋅ ܲ൫ܽ௜ ௝ܾ൯൧቉ 
 
ൌ	 ൤ܲሺݔ଴|ܽ଴ܾ଴ሻܲሺܽ଴ܾ଴ሻ ൅ ܲሺݔ଴|ܽ଴ܾଵሻܲሺܽ଴ܾଵሻ ൅ ܲሺݔ଴|ܽଵܾ଴ሻܲሺܽଵܾ଴ሻ ൅ ܲሺݔ଴|ܽଵܾଵሻܲሺܽଵܾଵሻܲሺݔଵ|ܽ଴ܾ଴ሻܲሺܽ଴ܾ଴ሻ ൅ ܲሺݔଵ|ܽ଴ܾଵሻܲሺܽ଴ܾଵሻ ൅ ܲሺݔଵ|ܽଵܾ଴ሻܲሺܽଵܾ଴ሻ ൅ ܲሺݔଵ|ܽଵܾଵሻܲሺܽଵܾଵሻ൨	
	
ൌ 	 ൤1 ⋅ ܲሺܽ଴ܾ଴ሻ ൅ 0 ⋅ ܲሺܽ଴ܾଵሻ ൅ 0 ⋅ ܲሺܽଵܾ଴ሻ ൅ 0 ⋅ ܲሺܽଵܾଵሻ0 ⋅ ܲሺܽ଴ܾ଴ሻ ൅ 1 ⋅ ܲሺܽ଴ܾଵሻ ൅ 1 ⋅ ܲሺܽଵܾ଴ሻ ൅ 1 ⋅ ܲሺܽଵܾଵሻ൨	
	
ൌ 	 ൤ ܲሺܽ଴ሻܲሺܾ଴ሻܲሺܽ଴ሻܲሺܾଵሻ ൅ ܲሺܽଵሻܲሺܾ଴ሻ ൅ ܲሺܽଵሻܲሺܾଵሻ൨ 
 
 
﴾6.08﴿
 
Berücksichtigt man die Konvention im Kontext dieser Arbeit nach Kapitel 5.1.2 ﴾vgl. Tabelle 
5.1﴿, dass ܽଵ und ܾଵ jeweils Fehlzustände von ܣ und ܤ repräsentieren, sowie ܽ଴ und ܾ଴ die für 
die jeweilige Funktionsfähigkeit stehen, lässt sich dies derart interpretieren: 
൤ܲሺݔ଴ሻܲሺݔଵሻ൨ ൌ ൤
ܲሺܽ଴ ∩	ܾ଴ሻ
ܲሺܽଵ ∪	ܾଵሻ൨ ൌ ൤
ܲሺ′ܨݑ݊݇ݐ݅݋݊′ሻ
ܲሺ′ܨ݄݈݁݁ݎ ܣ, ܤ ݋݀݁ݎ ܣݑ݊݀ܤᇱሻ൨ ﴾6.09﴿
 
Grundsätzlich werden auf diese Weise alle möglichen Kombinationen von Zuständen der be‐
teiligten Zufallsgröﬂen und somit jede Fehlerkombination einer Gruppe von Komponenten 
einem Folgezustand eindeutig zugeordnet. Analog zu der Herleitung in Kapitel 5 besteht die 
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Wahrscheinlichkeit jeder Zustandskombination aus dem Produkt der sich jeweils schneiden‐
den Zustände ﴾Konjunktion﴿. Da diese einzelnen Zustandskombinationen gegenseitig exklusiv 
sind, erfolgt deren Disjunktion trivial durch Addition der Wahrscheinlichkeitswerte ﴾s. Kapitel 
4﴿. Wie im nachfolgenden Kapitel gezeigt wird, können in diesem Schema komplexe Fehler‐
modelle von Systemen in analoger Weise aufgebaut werden. Diese sind aufgrund der pro‐
babilistischen Grundlage konsistent, da dies auch für BN gilt [Pearl82]. 
6.2.3 Probabilistisch integrale Fehlermodelle in BN 
Dadurch, dass einzelne Beziehungen zwischen den Zuständen der Eltern‐ und Kindknoten in 
BN aussagenlogisch interpretiert werden können, ist es möglich, spezifische Ursache‐Folge‐
Beziehungen zwischen einzelnen Zuständen in probabilistisch integralen Modellen umzuset‐
zen. So kann das Beispiel aus Kapitel 5.3.3 als BN implementiert werden, in dem die Zustän‐
de des Kindknotens ܺ von den Kombinationen der Zustände der voneinander unabhängigen 
Elternknoten ܣ und ܤ abhängig sind ﴾s. Bild 6.1 links﴿. Die logischen Beziehungen zwischen 
einzelnen Zuständen der Elternknoten entsprechen dabei den jeweiligen Gruppierungen der 
möglichen elementaren Zustandskombinationen der beiden Elternknoten ﴾s. Bild 6.1 rechts﴿. 
                             
Bild 6.1: Einflussgraph ﴾links﴿, sowie Matrix elementarer Zustandskombinationen ﴾rechts﴿ 
Dies entspricht folgendem Gleichungssystem: 
ܲሺܺ|ܣ, ܤሻ ൌ ൦
ܲሺܽ଴ ∩ ܾ଴ሻ
ܲሺܽଵ ∪ ܾଵሻ
ܲ ቀܾଶ ∪ ሺܽଵ ∩ ܾଶሻቁ
൪
	
ൌ ቎
ܲሺܽ଴ሻܲሺܾ଴ሻ
ܲሺܽ଴ሻܲሺܾଵሻ ൅ ܲሺܽଵሻܲሺܾ଴ሻ ൅ ܲሺܽଵሻܲሺܾଵሻ
ܲሺܽ଴ሻܲሺܾଶሻ ൅ ܲሺܽଵሻܲሺܾଶሻ
቏ 
﴾6.10﴿
 
Beispielhaft gelten für die Variablen ܣ und ܤ frei gewählte Wahrscheinlichkeitswerte:  
ܲሺܣሻ ൌ ቂ0,90,1ቃ ,						ܲሺܤሻ ൌ ൥
0,99
0,005
0,005
൩	 
X
A B
b0 b1 b2
a0 a0b0 a0b1 a0b2
a1 a1b0 a1b1 a1b2
x0 x1 x2
6.2 Komplexe Fehlermodelle in BN 
73 
Die Wahrscheinlichkeiten der elementaren Zustandskombinationen für ܲሺܣܤ|ܣ, ܤሻ ൌ
	ܲሺܣሻ⨂ܲሺܤሻ ﴾Glg. 6.02﴿ sind in Bild 6.2 dargestellt, worin deren Zuordnung zu den Zuständen 
ݔక symbolisiert ist. 
 
Bild 6.2: Matrix der Wahrscheinlichkeiten möglicher Zustandskombinationen für ܲሺܣܤ|ܣ, ܤሻ 
Daraus ergibt sich für ܺ aufgrund des Gleichungssystems 6.10: 
ܲሺܺ|ܣ, ܤሻ ൌ ൥
0,99
0,104
0,005
൩ 
Dies kann wie in Bild 6.3 links gezeigt in Form eines BN zu implementiert werden, was die 
darin gezeigten Wahrscheinlichkeitswerte entsprechend ergibt ﴾s. Bild 6.3 rechts﴿. 
                       
Bild 6.3: CPT der logischen Beziehungen zwischen Knoten nach Bild 6.1 ﴾links﴿; resultieren‐
de Wahrscheinlichkeitsverteilung des Knoten ܺ ﴾rechts﴿, berechnet mit [GeNIe10] 
Das Verfahren gilt für beliebige Anzahlen von Variablen und deren Zustände prinzipiell in 
gleicher Weise. Für gröﬂere Anzahlen von Variablen und deren Zustände erhöht sich die 
Anzahl an kombinatorischen Möglichkeiten, was die Nachvollziehbarkeit und Zuordnung der 
einzelnen Werte zu den Zuständen der Kindvariablen erschwert und nur bis zu einem gewis‐
sen Umfang praktisch handhabbar erscheint. Diese Problematik bleibt in der grundlegenden 
Untersuchung zunächst jedoch unberücksichtigt und wird im Zuge der Ergebnisdiskussion in 
Kapitel 8 wieder aufgegriffen, wo Möglichkeiten zur Komplexitäts‐ beziehungsweise Auf‐
wandsreduktion im Anwendungskontext aufgezeigt werden.  
b0 b1 b2
0,99 0,005 0,005
a0 0,9 0,891 0,0045 0,0045
a1 0,1 0,099 0,0005 0,0005
x0 x1 x2
a0b0 a0b1 a0b2 a1b0 a1b1 a1b2
x0 1 0 0 0 0 0
x1 0 1 0 1 1 0
x2 0 0 1 0 0 1
X
a1a0
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6.3 Modellierung von Ungewissheit in Folgebeziehungen 
Wie in Kapitel 5.2.4 bereits ausgeführt wurde, können Wahrscheinlichkeiten von Zustands‐
kombinationen anteilig mehreren Folgezuständen zugeordnet werden. Ein vergleichbarer 
Ansatz liegt der ETA [DIN‐25419:85] ﴾s. Kapitel 2.3.5﴿ zugrunde, in der bedingte Wahrschein‐
lichkeiten zur probabilistischen Bewertung alternativ möglicher Ausgänge unter der Bedin‐
gung jeweils unterschiedlich wahrscheinlicher Randbedingungen und Ereignisverkettungen in 
Modellen abgebildet werden. Das dieser Methode zugrundeliegende Prinzip kann in die in 
den CPT anzugebenden bedingten Wahrscheinlichkeiten in BN zur Fehlermodellierung di‐
rekt implementiert werden.  
Zu diesem Zweck wird in den CPT die jeweilige bedingte Wahrscheinlichkeitsverteilung für 
jede mögliche Kombination der Zustände der darauf weisenden Elternknoten aufgeführt. 
Diese Verteilung weist die Korrelation der jeweiligen Zustandskombination zu den möglichen 
Folgezuständen des Kindknotens auf. Die Einträge des CPT, die nach [Pearl82] in der Form 
„ …ݓ݁݊݊	ܣ௜ 	… 	݀ܽ݊݊	 ௝ܺ 	… “ interpretiert werden können, lassen daher auch eine umfassende‐
re Deutung zu. So gilt für die Zuordnung einer spezifischen Zustandskombination der Eltern‐
knoten ܣ, ܤ,… zu einem gemeinsamen Kindknoten ܺ: 
o wenn die Zustände ܽ௜ und ௝ܾ   …usw.  zutreffen, 
o dann sind die Zustände ݔ௣  oder ݔ௤  …usw. zutreffend,  
o jeweils anteilig mit der Wahrscheinlichkeit ߜ௕ೕ→௫೛ bzw. ߜ௕ೕ→௫೜  … usw. 
                   
Bild 6.4: Repräsentation aussagenlogischer Beziehungen und anteilige Zuordnung zu Fol‐
gen in CPT  
So kann in Bild 6.4 für jeden Folgezustand ݔ௜ aus der CPT dargestellt werden, welche Ursa‐
chen der einwirkenden Gröﬂen mit welcher Wahrscheinlichkeit jeweils alternativ zu welcher 
Folge führt. Das Schema ist nach [Pearl85] vollständig und konsistent.  
Das wiederum hat eine für die Modellierung von Fehlerauswirkungen relevante Konsequenz. 
Da die exhaustive Folgevariable ܺ aus diskreten und exklusiven Zuständen besteht, kann eine 
Zustandskombination ሼܽ௜ ௝ܾሽ der einwirkenden Zufallsgröﬂen ܣ und ܤ jeweils nur anteilig auf 
A
Zustand a0
Zustand a1
B
Zustand b0
Zustand b1
X
Zustand x0
Zustand x1
…
Zustand xi
X a0b0 a0b1 a1b0 a1b1
x0 δa0b0→x0 δa0b1→x0 δa1b0→x0 δa1b1→x0
x1 δa0b0→x1 δa0b1→x1 δa1b0→x1 δa1b1→x1
… … … … …
xi δa0b0→xi δa0b1→xi δa1b0→xi δa1b1→xi
{A,B}
→C
a0 a1
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die diskreten Folgezustände aufgeteilt werden. Ein gleichzeitiges Vorliegen zweier verschie‐
dener Folgezustände ist nicht darstellbar. Soll dies entsprechend im Modell berücksichtigt 
werden, muss dies als ein separater Zustand definiert werden, der das Vorliegen der simul‐
tan auftretenden Konsequenzen zusammenfassend repräsentiert. In Bild 6.5 ist solch eine 
kombinierte Folge beispielhaft für die Zustände ݔଵ und ݔଶ veranschaulicht. Je ein Anteil der 
Kombination ሺܽଵܾଵሻ wird darin der Folge ݔଵ, der Folge ݔଶ und dem Mischzustand ݔଵ,ଶ für 
gleichzeitiges Eintreten zugerechnet. 
 
Bild 6.5: erforderliche Unterscheidung von exklusiven Zuständen in Fällen des alternativen 
Vorliegens ﴾ݔଵ, ݔଶ﴿ oder simultanen Vorliegens ﴾ݔଵ,ଶ﴿ von Folgesymptomatiken 
6.4 Stochastische Abhängigkeiten zwischen Zuständen mehrwertiger Zufallsgröﬂen 
Mit der im vorangegangenen Abschnitt dargestellten Systematik können individuell struktu‐
rierte probabilistische Ursache‐Wirkungs‐Netzwerke gebildet werden. Wenn alle Netzwerk‐
beziehungen ein‐eindeutig und alle Beziehungen global zu einem gemeinsamen abschlie‐
ﬂenden Kindknoten konvergieren, bestehen keine weitergehenden stochastischen Abhän‐
gigkeiten über die bedingten Eltern‐Kind‐Abhängigkeiten hinaus. Die Gleichungen für ein 
solches einfaches Netzwerk mit ein‐eindeutigen Zuordnungen von Eltern‐ zu Kindknoten 
können analytisch und arithmetisch so ausgewertet werden, wie es in den vorangegangenen 
Teilkapiteln bereits dargestellt wurde.  
Bestehen an Knoten des Netzwerks jedoch mehrdeutige Einflussbeziehungen weist der ge‐
richtete azyklische Graph jedoch Verzweigungen und Maschen auf. Diese Topologien stellen 
typischerweise zusätzliche Formen probabilistischer Abhängigkeiten zwischen den Knoten 
dar, wenn beispielsweise Einflüsse von Elternknoten in einen Kindknoten einflieﬂen, die von 
gemeinsamen Vorgängern abhängig sind. Diese Abhängigkeit wird als bedingte Unabhän‐
gigkeit bezeichnet ﴾vgl. Kapitel 5.2.3﴿, die sich auf die resultierende Wahrscheinlichkeitsvertei‐
lung auswirkt. So kann eine Variable Einfluss auf ihre Kindvariable haben und zugleich auf 
ihre Nachbarvariable ﴾s. Bild 6.6 links﴿, die schlieﬂlich die gemeinsame Kindvariable 
beeinflusst. In ähnlicher Weise kann eine Ursprungsvariable zwei Kindknoten haben, die 
ihrerseits wiederum eine gemeinsame Kindvariable beeinflussen, wie in Bild 6.6 rechts 
ai\bj
ai∩bj
bj\ai
X← ai\bj
X←ai∩bj
X← bj\ai
x1
x1,2
x2
δaibj→x1,2
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dargestellt ist. Solche Fälle könnten beispielsweise durch ein Bauteil gegeben sein, dessen 
Fehler sowohl die Funktion der eigenen Baugruppe beeinträchtigt, als auch die eines 
Nachbarbauteils beziehungsweise einer Nachbarbaugruppe. Diese Fälle werden 
nachfolgenden Abschnitt im Kontext der systemischen Fehlermodellierung diskutiert. 
                        
Bild 6.6: Abhängigkeit mehrerer Zufallsgröﬂen von einer gemeinsamen Elternvariablen 
In diesem Unterabschnitt werden die arithmetischen Beziehungen zwischen einzelnen Zu‐
ständen in solchen Beziehungsschemen umfassender betrachtet. Schwerpunkt dabei ist der 
Nachweis deren logischen Interpretation und arithmetischen Auswertung, sowie deren Vali‐
dierung als methodisches Werkzeug zur Fehlermodellierung. 
6.4.1 Ansatz zur Validierung 
Die arithmetischen und probabilistischen Strukturen dieser Netzwerktopologien werden aus 
zwei unterschiedlichen Gründen analytisch untersucht. Zum einen ist die Kenntnis der 
Zusammenhänge wichtig zur korrekten probabilistischen Interpretation der in BN 
implementierten Fehlermodelle. Zudem wird dabei das arithmetische Verfahren hinsichtlich 
der Betrachtung solcher probabilistischer Abhängigkeiten verifiziert. Dies geschieht im Zuge 
von Berechnungen auf drei Wegen: 
o analytische Berechnung mittels elementarer Schnittmengen aus der vollständigen 
Überlagerung der mehrwertigen Zufallsgröﬂen 
o analytische Berechnung mittels gebräuchlicher Terme für logische Operationen 
o Berechnung als BN‐Modell mit exaktem Lösungsalgorithmus 
Der letztgenannte Weg zur Berechnung des BN anhand des Clustering‐Algorithmus ist von 
den beiden anderen grundlegend verschieden und ermöglicht einen weiteren, unabhängi‐
gen Weg zur Verifikation. Der Algorithmus beruht auf einem graphentheoretischen Verfah‐
ren [Lauritzen88, Darwiche08], das Abhängigkeiten im Netzwerk anhand geeigneter Zu‐
sammenfassungen von Knoten zu Gruppen eliminiert. Er beruht daher im Unterschied zu 
den anderen beiden analytischen Rechenwegen nicht auf mengentheoretischer Analyse und 
X
A
M N
X
A B
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Elimination von Abhängigkeiten einzelner Werte der Zufallsgröﬂen auf Basis von Axiomen. 
Aufgrund dieser Diversität ist anzunehmen, dass das Potenzial gleichartiger Irrtümer oder 
grundlegender Berechnungsfehler durch die Verschiedenheit der Auswerteverfahren mini‐
miert wird oder ausgeschlossen ist. Dies reduziert die Wahrscheinlichkeit gleichlautend fal‐
scher Ergebnisse und eignet sich dadurch zum Nachweis der Korrektheit der Ergebnisse und 
der Rechenverfahren. Diese drei Ansätze dienen der wechselseitigen Validierung der in Kapi‐
tel 5 erarbeiteten theoretischen Grundlage und deren Anwendung als BN‐Fehlermodelle.  
6.4.2 Einfluss zwischen Elternknoten 
Im Hinblick auf die Anwendung solcher Fehlermodelle im Kontext der Fehleranalyse techni‐
scher Systeme sei beispielhaft angenommen, ein Fehlzustand eines Bauteils ܣ übe eine einen 
Ausfall begünstigende Wirkung auf ein anderes Bauteil ܤ aus. So kann der Fehlzustand des 
Bauteils ܣ die Wahrscheinlichkeit eines Defekts des Nachbarbauteils ܤ erhöhen. Dies ist bei‐
spielsweise der Fall, wenn eine fehlerbedingt hohe Eigenerwärmung des Bauteils ܣ einen 
nicht spezifikationsgemäﬂen Wärmeeintrag in Bauteil ܤ bewirkt ﴾s. Kapitel 4.3.2, Sekundärde‐
fekt﴿. Die Wahrscheinlichkeitsverteilung der Zufallsgröﬂe ܤ in diesem Modell ist abhängig 
von ܣ. Dies wird in diesem BN‐Fehlermodell durch einen Pfeil von Komponente ܣ zu Kom‐
ponente ܤ symbolisiert. Sind ܣ und ܤ Unterkomponenten von Komponentenverbund ܺ ﴾vgl. 
Bild 6.6 links﴿, muss die statistische Abhängigkeit der Komponente ܤ von ܣ bei der Berech‐
nung der Wahrscheinlichkeitsverteilung des Komponentenverbunds ܺ berücksichtigt werden. 
Hinter dem Symbol des Pfeils von ܣ zu ܤ jedoch verbergen sich mehrere konkrete Einfluss‐
beziehungen zwischen den jeweiligen Zuständen.  
Im Netzwerk, beispielsweise, links in Bild 6.6, das aus den Zufallsvariablen ܣ, ܤሺܤ|ܣሻ und 
ܺሺܺ|ܣ, ܤሻ besteht ist ܺ abhängig von ܣ und ܤ, wobei ܤ selbst vom Zustand der Komponente 
ܣ abhängt. Nach Gleichung ﴾5.34﴿ gilt für die Zustände ௝ܾ : 
௝ܾ ൌ∪ ௜ ቂδ௔೔→௕ೕ ⋅ ܽ௜ቃ ﴾6.11﴿
 
ܲሺܾ௝ሻ ൌ Σ௜ൣܲሺ ௝ܾ|ܽ௜ሻ ܲሺܽ௜ሻ൧ ﴾6.12﴿
 
Die Terme in logischer Algebra für ܾ௜ sind:  
ܾ଴ 	ൌ ሺߜ௔బ→௕బܽ଴ሻ ∪ ሺߜ௔భ→௕బܽଵሻ 
 
﴾6.13﴿
 
ܾଵ 	ൌ ሺߜ௔బ→௕భܽ଴ሻ ∪ ሺߜ௔భ→௕భܽଵሻ ﴾6.14﴿
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Für ݔ௜ gilt: 
ݔ଴ ൌ 	ܽ଴ ∩ ܾ଴ ൌ 	ܽ଴ ∩	ൣ൫ߜ௔బ→௕బܽ଴൯ ∪ ൫ߜ௔భ→௕బܽଵ൯൧
	 
ݔଵ ൌ ሺܽ଴ ∩ ܾଵሻ ∪ ൣሺܽଵ ∩ ܾ଴ሻ ∪ ሺܽଵ ∩ ܾଵሻ൧	
ൌ ܽ଴ ∩ ൣ൫ߜ௔బ→௕భܽ଴൯ ∪ ൫ߜ௔భ→௕భܽଵ൯൧ ∪ ܽଵ ∩ ൣ൫ߜ௔బ→௕బܽ଴൯ ∪ ൫ߜ௔భ→௕బܽଵ൯൧ ∪ ܽଵ
∩ ൣሺߜ௔బ→௕భܽ଴ ∪ ߜ௔భ→௕భܽଵሻ൧ 
﴾6.16﴿
 
﴾6.17﴿
 
 
Die logische Aussage in dem Term für ݔଵ entspricht dabei einer inklusiven ODER‐Operation. 
In dem Verfahren auf Basis elementarer Schnittmengen der Zustandsüberlagerungen sind 
diese prinzipiell zueinander exklusiv ﴾s. Kapitel 5﴿ und können arithmetisch addiert werden. 
Die aus den exklusiv‐ODER‐Operationen hervorgehenden Wahrscheinlichkeiten können da‐
her direkt ohne andernfalls erforderliche Korrekturterme aufgrund gemeinsamer Schnitt‐
mengen berechnet werden. Für die Wahrscheinlichkeitsverteilung ܲሺܺሻ ergibt sich:  
ܲሺݔ଴ሻ ൌ ܲሺܽ଴ሻ ⋅ ܲሺܾ଴ሻ	
	
ܲሺݔଵሻ ൌ ܲሺܽ଴ሻ ⋅ ܲሺܾଵሻ ൅ ܲሺܽଵሻ ⋅ ܲሺܾ଴ሻ ൅ ܲሺܽଵሻ ⋅ ܲሺܾଵሻ  
﴾6.18﴿
﴾6.19﴿
 
mit ܲሺܤሻ: 
ܲሺܾ଴ሻ ൌ ܲሺܾ଴|ܽ଴ሻ ⋅ ܲሺܽ଴ሻ ൅ ܲሺܾ଴|ܽଵሻ ⋅ ܲሺܽଵሻ
	
ܲሺܾଵሻ ൌ ܲሺܾଵ|ܽ଴ሻ ⋅ ܲሺܽ଴ሻ ൅ ܲሺܾଵ|ܽଵሻ ⋅ ܲሺܽଵሻ 
﴾6.20﴿
﴾6.21﴿
 
Gilt: 
ܲሺݔ଴ሻ ൌ 	ܲሺܽ଴ሻ ⋅ ሾܲሺܾ଴|ܽ଴ሻ ⋅ ܲሺܽ଴ሻ ൅ ܲሺܾ଴|ܽଵሻ ⋅ ܲሺܽଵሻሿ
	 
ܲሺݔଵሻ ൌ 		ܲሺܽ଴ሻ ⋅ ሾܲሺܾଵ|ܽ଴ሻ ⋅ ܲሺܽ଴ሻ ൅ ܲሺܾଵ|ܽଵሻ ⋅ ܲሺܽଵሻሿ ൅ ܲሺܽଵሻ
⋅ ሾܲሺܾ଴|ܽ଴ሻ ⋅ ܲሺܽ଴ሻ ൅ ܲሺܾ଴|ܽଵሻ ⋅ ܲሺܽଵሻሿ ൅ ܲሺܽଵሻ
⋅ ሾܲሺܾଵ|ܽ଴ሻ ⋅ ܲሺܽ଴ሻ ൅ ܲሺܾଵ|ܽଵሻ ⋅ ܲሺܽଵሻሿ 
﴾6.22﴿
 
﴾6.23﴿
 
 
Mit den Axiomen nach [Peano1888] gilt ܲሺܽ௜ሻ ⋅ ܲሺܽ௜ሻ ൌ ܲሺܽ௜ሻ und ܲሺܽ଴ሻ ⋅ ܲሺܽଵሻ ൌ 0	, weshalb 
ܲሺݔ଴ሻ ൌ 		ܲሺܽ଴ሻ ⋅ ܲሺܾ଴|ܽ଴ሻ	
	
ܲሺݔଵሻ ൌ 		ܲሺܽ଴ሻ ⋅ ܲሺܾଵ|ܽ଴ሻ ൅ ܲሺܽଵሻ ⋅ ܲሺܾ଴|ܽଵሻ ൅ ܲሺܽଵሻ ⋅ ܲሺܾଵ|ܽଵሻ 
﴾6.24﴿
﴾6.25﴿
 
ist. Gelten als Beispiel die zufällig gewählten Zahlenwerte  
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ܣ ൌ ቂܽ଴ܽଵቃ ൌ ቂ
0,9
0,1ቃ 		,									ܤሺܤ|ܣሻ ൌ ൤
0,9 0,5
0,1 0,5൨ 
so ergibt sich als Wahrscheinlichkeit für die Zustände des Verbunds ܺ: 
ܲሺݔ଴ሻ ൌ 0,9 ⋅ 0,9 ൌ 0,81 
	
ܲሺݔଵሻ ൌ 0,9 ⋅ 0,1 ൅ 0,1 ⋅ 0,5 ൅ 0,1 ⋅ 0,5 ൌ 0,19 
Eine äquivalente Berechnung ist auch nach dem Prinzip eines Fehlerbaums möglich, in dem 
man die bedingten Wahrscheinlichkeiten ܾଵሺܾଵ|a଴ሻ und ܾଵሺܾଵ|aଵሻ des Fehlzustands ܾଵ jeweils 
als sich gegenseitig ausschlieﬂende Basisereignisse ﴾exklusiv‐ODER﴿ einbindet. So gilt:  
ܲሺݔ଴ሻ ൌ ܲሺܽ଴ሻܲሺܾ଴ሻ ൌ ܲሺܽ଴ሻ ሾܲሺܾ଴|ܽ଴ሻܲሺܽ଴ሻ ൅ ܲሺܾ଴|ܽଵሻܲሺܽଵሻሿ 
	
ൌ ܲሺܾ଴|ܽ଴ሻܲሺܽ଴ሻܲሺܽ଴ሻ ൅ ܲሺܾ଴|ܽଵሻܲሺܽଵሻܲሺܽ଴ሻ 
﴾6.26﴿
 
Reduziert mithilfe der Peano‐Axiome ergibt sich daraus: 
ܲሺݔ଴ሻ ൌ ܲሺܾ଴|ܽ଴ሻܲሺܽ଴ሻ ൌ 0,9 ⋅ 0,9 ൌ 0,81 
 
Analog gilt für ݔଵ: 
ܲሺݔଵሻ ൌ ܲሺܽଵሻ ൅ ܲሺܾଵሻ െ ܲሺܽଵሻܲሺܾଵሻ
	
ൌ ܲሺܽଵሻ ൅ ൫1 െ ܲሺܽଵሻ൯ܲሺܾଵሻ ൌ ܲሺܽଵሻ ൅ ܲሺܽ଴ሻܲሺܾଵሻ	
﴾6.27﴿
 
Darin ist ܾଵ: 
ܲሺܾଵሻ ൌ ܲሺܾଵ|ܽ଴ሻܲሺܽ଴ሻ ൅ ܲሺܾଵ|ܽଵሻܲሺܽଵሻ െ 2 ⋅ ܲሺܾଵ|ܽ଴ሻܲሺܽ଴ሻ ⋅ ܲሺܾଵ|ܽଵሻܲሺܽଵሻ 
	
ൌ 	ܲሺܾଵ|ܽ଴ሻܲሺܽ଴ሻ ൅ ܲሺܾଵ|ܽଵሻܲሺܽଵሻ 
﴾6.28﴿
 
Dadurch ergibt sich 
ܲሺݔଵሻ ൌ ܲሺܽଵሻ 	൅ 	ܲሺܽ଴ሻ ⋅ ሾܲሺܾଵ|ܽ଴ሻܲሺܽ଴ሻ ൅ ܲሺܾଵ|ܽଵሻܲሺܽଵሻሿ	
	
ൌ ܲሺܽଵሻ 	൅ ܲሺܽ଴ሻܲሺܽ଴ሻܲሺܾଵ|ܽ଴ሻ ൅ ܲሺܽ଴ሻܲሺܽଵሻܲሺܾଵ|ܽଵሻ	
	
ൌ 	ܲሺܽଵሻ ൅ ܲሺܽ଴ሻܲሺܾଵ|ܽ଴ሻ 
﴾6.29﴿
 
Damit kann die Wahrscheinlichkeit des Zustands ݔଵ berechnet werden: 
ܲሺݔଵሻ ൌ 0,1 ൅ 0,9 ⋅ 0,1 ൌ 0,19 
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In Bild 6.7 ist ein BN beruhend auf den Daten des Beispiels abgebildet. Die Berechnung er‐
folgte hier auf Basis des exakten Clustering‐Verfahrens, das die statistische Abhängigkeit da‐
rin berücksichtigt. Dabei entsprechen die Ergebnisse der analytischen Rechnung auf Grund‐
lage des Aussagenkalküls nach den Gleichungen ﴾6.26﴿ bis ﴾6.29﴿. Die Berechnung auf Basis 
elementarer Schnitte aller Zustandskombinationen und der bedingten Disjunktion in ܤሺܤ|ܣሻ 
aus den Gleichungen ﴾6.11﴿ bis ﴾6.25﴿ folgt das gleiche Ergebnis. 
                        
Bild 6.7: BN‐Modell des Beispiels als in [GeNIe10] ﴾links﴿ und CPT für Variable ܺ ﴾rechts﴿ 
6.4.3 Einfluss gemeinsamer Ahnenknoten 
In prinzipiell vergleichbarer Weise, wie die zuvor untersuchte unmittelbare Beeinflussung von 
Komponenten durch andere Komponenten, können in einem probabilistischen Einflussnetz‐
werk statistische Abhängigkeiten auch über mehrere Hierarchieebenen hinweg bedingt un‐
abhängig bestehen ﴾s. Bild 6.6, rechts﴿. Ein veranschaulichendes Beispiel hierfür ist eine ein‐
zelne Fehlerursache ܽଵ einer Komponente ܣ, die in zwei verschiedenen Subsystemen ܯ und 
ܰ jeweils fehlerbedingte Funktionsabweichungen ݉ଵ beziehungsweise ݊ଵ nach sich ziehen 
kann. Diese Funktionsabweichungen treten jeweils nicht in jedem Fall ein. So bewirkt ܽଵ                   
die Folgen ݉ଵ oder ݉଴ sowie unabhängig davon ݊ଵ oder ݊଴. Die Zustände ݉ଵ und ݊ଵ führen 
im Gesamtsystem ܺ wiederum zur gleichen Folge ݔଵ. Liegen ݉ଵ und ݊ଵ jedoch zugleich vor, 
folgt eine andere Fehlerkonsequenz ݔଶ. Die jeweiligen Zustände ܽ଴, ݉଴, ݊଴ und ݔ଴ repräsen‐
tieren die jeweiligen Zustände der Fehlerfreiheit. Falls weder ݉ଵ noch ݊ଵ vorliegen, herrscht 
ݔ଴ im System vor. Dieses Beziehungssystem ist als Mengendiagramm ﴾Bild 6.8, links﴿ sowie 
als Projektionsschema der Einflussbeziehungen im Netzwerk ﴾Bild 6.8, rechts﴿ darstellbar. 
           
Bild 6.8: Mengendiagramme der Schnittmengen ﴾links﴿ und Projektionsschema der 
Einflussbeziehungen ﴾rechts﴿ 
a0b0 a0b1 a1b0 a1b1
x0 1 0 0 0
x1 0 1 1 1
a1a0
X
x0 ΩX
x1
x1
b1c1x2 n1
m1 a1
a0 ΩA
a1
x0 ΩX
x1
x2
m0n0 ΩMN
m1n0
n1m0
δa1→m1
δa1→m0
δa1→n0
δa1→n1
m1n1
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Für dieses aussagenlogische Beziehungssystem gilt: 
݉଴ ൌ ܽ଴ ∪ ߜ௔భ→௠బܽଵ , ݉ଵ ൌ ߜ௔భ→௠భܽଵ ﴾6.28﴿
݊଴ 	ൌ ܽ଴ ∪ ߜ௔భ→௡బܽଵ , ݊ଵ ൌ ߜ௔భ→௡భܽଵ ﴾6.29﴿
Daher ist: 
ݔ଴ ൌ ݉଴ ∩ ݊଴ ൌ ൫ܽ଴ ∪ ߜ௔భ→௠బܽଵ൯ ∩ ൫ܽ଴ ∪ ߜ௔భ→௡బܽଵ൯
	 
ݔଵ ൌ ሺ݉଴ ∩ ݊ଵሻ ∪	ሺ݉ଵ ∩ ݊଴ሻ	
					ൌ ൫ܽ଴ ∪ ߜ௔భ→௠బܽଵ൯ ∩ ൫ߜ௔భ→௡బܽଵ൯ ∪ ൫ߜ௔భ→௠భܽଵ൯ ∩ ൫ܽ଴ ∪ ߜ௔భ→௡బܽଵ൯	
	 
ݔଶ ൌ ݉ଵ ∩ ݊ଵ 	ൌ 	 ൫ߜ௔భ→௠భܽଵ൯ ∩ ൫ߜ௔భ→௡భܽଵ൯ 
﴾6.30﴿
 
﴾6.31﴿
 
﴾6.32﴿
 
Zur probabilistischen Auswertung der Gleichungen können die Teilterme arithmetisch ad‐
diert werden, da die durch sie ausgedrückten elementaren Schnittmengen gegenseitig ex‐
klusiv sind und keine Korrektur eines Anteils einer gemeinsamen Schnittmenge erforderlich 
ist. Aufgrund der gegenseitigen Exklusivität der Zustände ܽ௜, ௝ܽ der Zufallsgröﬂe ܣ ist  
ሺܽଵ ∩ ܽ଴ሻ ൌ ሼሽ, beziehungsweise ܲሺܽଵ ∩ ܽ଴ሻ ൌ 0. Daher gilt: ܽ௜ ⋅ ௝ܽ ൌ 0 für ݅ ് ݆ und ሼܽ݅, ݆ܽሽ ∈ ܣ 
und es gilt: 
ܲሺݔ଴ሻ ൌ ܲሺܽ଴ሻܲሺܽ଴ሻ ൅ ܲሺ݊଴|ܽଵሻܲሺܽ଴ሻܲሺܽଵሻ ൅ ܲሺ݉଴|ܽଵሻܲሺܽଵሻܲሺ݊଴|ܽଵሻܲሺܽଵሻ	
ൌ 	ܲሺܽ଴ሻ ൅ ܲሺ݉଴|ܽଵሻܲሺ݊଴|ܽଵሻܲሺܽଵሻ
	
ܲሺݔଵሻ ൌ 	ܲሺ݊଴|ܽଵሻܲሺܽ଴ሻܲሺܽଵሻ ൅ ܲሺ݉଴|ܽଵሻܲሺܽଵሻܲሺ݊଴|ܽଵሻܲሺܽଵሻ ൅ ܲሺ݉ଵ|ܽଵሻܲሺܽଵሻܲሺܽ଴ሻ
൅ ܲሺ݉ଵ|ܽଵሻܲሺܽଵሻܲሺ݊଴|ܽଵሻܲሺܽଵሻ	
ൌ 	ܲሺ݉଴|ܽଵሻܲሺܽଵሻܲሺ݊଴|ܽଵሻܲሺܽଵሻ ൅ ܲሺ݉ଵ|ܽଵሻܲሺ݊଴|ܽଵሻܲሺܽଵሻ	
	
ܲሺݔଶሻ ൌ 	ܲሺ݉ଵ|ܽଵሻܲሺܽଵሻܲሺ݊ଵ|ܽଵሻܲሺܽଵሻ ൌ ܲሺ݉ଵ|ܽଵሻܲሺ݊ଵ|ܽଵሻܲሺܽଵሻ 
﴾6.33﴿
 
 
﴾6.34﴿
 
﴾6.35﴿
 
Mit zufällig gewählten beispielhaften Werten der Knoten ܣ, ܯ und ܰ 
ܲሺܣሻ ൌ ൤ܲሺܽ଴ሻܲሺܽଵሻ൨ ൌ ൤
0,5
0,5൨ 
ܲሺܯ|ܣሻ ൌ ൤ܲሺ݉଴|ܽ଴ሻ ܲሺ݉଴|ܽଵሻܲሺ݉ଵ|ܽ଴ሻ ܲሺ݉ଵ|ܽଵሻ൨ ൌ ൤
1 0,5
0 0,5൨ 
ܲሺܰ|ܣሻ ൌ ൤ܲሺ݊଴|ܽ଴ሻ ܲሺ݊଴|ܽଵሻܲሺ݊ଵ|ܽ଴ሻ ܲሺ݊ଵ|ܽଵሻ൨ ൌ ൤
1 0,5
0 0,5൨ 
gilt für ܺ: 
ܲሺܺ|ܯ,ܰሻ ൌ ቎
ܲሺݔ଴|݉଴݊଴ሻ ܲሺݔ଴|݉଴݊ଵሻ ܲሺݔ଴|݉ଵ݊଴ሻ ܲሺݔ଴|݉ଵ݊ଵሻ
ܲሺݔଵ|݉଴݊଴ሻ ܲሺݔଵ|݉଴݊ଵሻ ܲሺݔଵ|݉ଵ݊଴ሻ ܲሺݔଵ|݉ଵ݊ଵሻ
ܲሺݔଶ|݉଴݊଴ሻ ܲሺݔଶ|݉଴݊ଵሻ ܲሺݔଶ|݉ଵ݊଴ሻ ܲሺݔଶ|݉ଵ݊ଵሻ
቏ ൌ ൥
1 0 0 0
0 1 1 0
0 0 0 1
൩ ﴾6.36﴿
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Anhand der Zahlenwerte ergibt sich daraus: 
ܲሺݔ଴ሻ ൌ 	0,5 ൅ 0,5 ⋅ 0,5 ⋅ 0,5 ൌ 0,625
	
ܲሺݔଵሻ ൌ 	0,5 ⋅ 0,5 ⋅ 0,5 ൅ 	0,5 ⋅ 0,5 ⋅ 0,5 ൌ 0,25	
	
ܲሺݔଶሻ ൌ 	0,5 ⋅ 0,5 ⋅ 0,5 ൌ 0,125 
 
 
Dies gleicht den Ergebnissen einer analogen Berechnung in einem BN aus den Knoten ܯ, ܰ 
und ܺ mit dementsprechendem Aufbau ﴾Bild 6.9 links﴿ und Wahrscheinlichkeitsverteilungen 
﴾Bild 6.9 rechts﴿.  
                     
Bild 6.9: BN‐Modell des Beispiels in [GeNIe10] ﴾links﴿ und CPT‐Einträge der Knoten ﴾rechts﴿ 
Überprüft man die darin implementierten Aussagen auf Grundlage der gebräuchlichen Ter‐
me für logische Operationen ﴾s. Glgn. 2.06, 2.07, 2.08. und 2.09﴿, so ergeben sich jeweils: 
ݔ଴ ൌ 	݉଴ ∩ ݊଴ ൌ ൣܽ଴ ∪ ൫ߜ௔భ→௠బܽଵ൯൧ ∩ ൣܽ଴ ∪ ൫ߜ௔భ→௡బܽଵ൯൧ ﴾6.37﴿
 
ܲሺݔ଴ሻ ൌ 	ܲሺ݉଴ሻܲሺ݊଴ሻ	
	
ൌ ሾܲሺܽ଴ሻ ൅ ܲሺ݉଴|ܽଵሻܲሺܽଵሻ െ 2 ⋅ ܲሺܽ଴ሻܲሺ݉଴|ܽଵሻܲሺܽଵሻሿ
⋅ ሾܲሺܽ଴ሻ ൅ ܲሺ݊଴|ܽଵሻܲሺܽଵሻ െ 2 ⋅ ܲሺܽ଴ሻܲሺ݊଴|ܽଵሻܲሺܽଵሻሿ	
	
ൌ 	 ሾܲሺܽ଴ሻ ൅ ܲሺ݉଴|ܽଵሻܲሺܽଵሻሿ ⋅ ሾܲሺܽ଴ሻ ൅ ܲሺ݊଴|ܽଵሻܲሺܽଵሻሿ	
	
ൌ 	ܲሺܽ଴ሻܲሺܽ଴ሻ ൅ ܲሺ݉଴|ܽଵሻܲሺܽ଴ሻܲሺܽଵሻ ൅ ܲሺ݊଴|ܽଵሻܲሺܽ଴ሻܲሺܽଵሻ
൅ ܲሺ݉଴|ܽଵሻܲሺ݊଴|ܽଵሻܲሺܽଵሻ	
	
ൌ ܲሺܽ଴ሻ ൅ ܲሺ݉଴|ܽଵሻܲሺ݊଴|ܽଵሻܲሺܽଵሻ	
	
ܲሺݔ଴ሻ ൌ 0,625 
﴾6.38﴿
 
M a0 a1
x0 1 0,5
x1 0 0,5
N a0 a1
x0 1 0
x1 0 1
m0n0 m0n1 m1n0 m1n1
x0 1 0 0 0
x1 0 1 1 0
x2 0 0 0 1
m1
X
m0
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Daraus folgen die Terme für ݔଵ und ܲሺݔଵሻ: 
ݔଵ ൌ 	݉ଵ ∪ ݊ଵ ൌ ሺߜ௔భ→௠భܽଵሻ ∪ ሺߜ௔భ→௡భܽଵሻ ﴾6.39﴿
 
ܲሺݔଵሻ ൌ 	ܲሺ݉ଵሻ ൅ ܲሺ݊ଵሻ ൅ 2 ⋅ ܲሺ݉ଵሻܲሺ݊ଵሻ
 
ൌ 	ܲሺ݉ଵ|ܽଵሻܲሺܽଵሻ ൅ ܲሺ݊ଵ|ܽଵሻܲሺܽଵሻ െ 2
⋅ ܲሺ݉ଵ|ܽଵሻܲሺܽଵሻܲሺ݊ଵ|ܽଵሻܲሺܽଵሻ 
	
ൌ 	 ሾܲሺ݉ଵ|ܽଵሻ ൅ ܲሺ݊ଵ|ܽଵሻ െ 2 ⋅ ܲሺ݉ଵ|ܽଵሻܲሺ݊ଵ|ܽଵሻሿܲሺܽଵሻ 
ܲሺݔଵሻ ൌ ሾ0,5 ൅ 0,5 െ 2 ⋅ 0,5 ⋅ 0,5ሿ ⋅ 0,5 ൌ 0,25 
﴾6.40﴿
 
sowie für ݔଶ und ܲሺݔଶሻ: 
ݔଶ ൌ ݉ଵ ∩ ݊ଵ ൌ ൫ߜ௔భ→௠భܽଵ൯ ∩ ൫ߜ௔భ→௡భܽଵ൯ ﴾6.41﴿
 
ܲሺݔଶሻ ൌ ܲሺ݉ଵ|ܽଵሻܲሺܽଵሻ ܲሺ݊ଵ|ܽଵሻܲሺܽଵሻ	
	
ൌ ܲሺ݉ଵ|ܽଵሻ	ܲሺ݊ଵ|ܽଵሻܲሺܽଵሻ	
	
ܲሺݔଶሻ ൌ 0,5 ⋅ 0,5 ⋅ 0,5 ൌ 0,125 
﴾6.42﴿
 
                           
Bild 6.10: alternative Bezeichnungen der elementaren Schnittmengen in ߗெே 
ݔଵ kann alternativ auch auf Basis von ݉଴ und ݊଴ berechnet werden. Dies liefert im gegebe‐
nen Fall dasselbe Ergebnis, da die Ausdrücke ݔଵ ൌ ݉ଵ ∪ ݊ଵ und ݔଵ ൌ ݉଴ ∪ ݊଴ jeweils diesel‐
ben Teilmengen bezeichnen ﴾vgl. Bild 6.10 rechts﴿. Setzt man zur analytischen Berechnung 
die Terme entsprechend an, so ist: 
ݔଵ ൌ 	݉଴ ∪ ݊଴ ൌ ൣܽ଴ ∪ ሺߜ௔భ→௠బܽଵሻ൧ ∪ ൣܽ଴ ∪ ሺߜ௔భ→௡భܽଵሻ൧ ﴾6.43﴿
m0n0 ΩMN
m1∩n0 m1∩n1 m0∩n1
n1m1
m0n0
n0\m0
ΩMN
m0\n0m1∩n1
n1m1
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ܲሺݔଵሻ ൌ 	ܲሺ݉ଵሻ ൅ ܲሺ݊ଵሻ െ 2 ⋅ ܲሺ݉଴ሻܲሺ݊଴ሻ
	
ൌ 	 ሾܲሺܽ଴ሻ ൅ ܲሺ݉଴|ܽଵሻܲሺܽଵሻሿ ൅ ሾܲሺܽ଴ሻ ൅ ܲሺ݊଴|ܽଵሻܲሺܽଵሻሿ െ 2
⋅ ൣ൫ܲሺܽ଴ሻ ൅ ܲሺ݉଴|ܽଵሻܲሺܽଵሻ൯൫ܲሺܽ଴ሻ ൅ ܲሺ݊଴|ܽଵሻܲሺܽଵሻ൯൧	
	
ൌ 	2 ⋅ ܲሺܽ଴ሻ ൅ ܲሺ݉଴|ܽଵሻܲሺܽଵሻ ൅ ܲሺ݊଴|ܽଵሻܲሺܽଵሻ െ 	2
⋅ ሾ	ܲሺܽ଴ሻܲሺܽ଴ሻ ൅ ܲሺ݉଴|ܽଵሻܲሺܽ଴ሻܲሺܽଵሻ ൅ ܲሺ݊଴|ܽଵሻܲሺܽ଴ሻܲሺܽଵሻ
൅ ܲሺ݉଴|ܽଵሻܲሺ݊଴|ܽଵሻܲሺܽଵሻܲሺܽଵሻ	ሿ	
	
ൌ ൣ൫ܲሺ݉଴|ܽଵሻ ൅ ܲሺ݊଴|ܽଵሻ൯ െ 2 ⋅ ܲሺ݉଴|ܽଵሻܲሺ݊଴|ܽଵሻ൧	ܲሺܽଵሻ 
	
ܲሺݔଵሻ ൌ ሾ0,5 ൅ 0,5 െ 2 ⋅ 0,5 ⋅ 0,5ሿ ⋅ 0,5 ൌ 0,25 
﴾6.44﴿
 
Dies stimmt ebenfalls mit allen zuvor gezeigten Berechnungen überein. Zudem zeigt die 
Überprüfung entsprechend gleiche Ergebnisse auch für beliebige Wahrscheinlichkeits‐
verteilungen der Variablen ܣ sowie für beliebige bedingte Wahrscheinlichkeiten der Gröﬂen 
ܯ, ܰ und ܺ. Dies zeigt, dass sowohl die Gleichungen anhand der elementaren Schnittmen‐
gen, als auch die Gleichungen nach den gebräuchlichen Termen für logische Operationen ﴾s. 
Glgn. 2.06, 2.07, 2.08. und 2.09﴿, wie auch die Berechnung in Form eines BN identische Er‐
gebnisse liefern. Die verschiedenen Berechnungswege beziehungsweise Berechnungsverfah‐
ren bestätigen ihre Gültigkeit wechselseitig. 
Anhand der in Kapitel 5 erörterten Grundlagen lässt sich nachvollziehen, dass das Schema 
auf Basis elementarer Schnittmengen ﴾Minterme﴿ anhand exhaustiver Zufallsgröﬂen auch in 
komplexen Zusammenhängen unverändert gilt. Die in komplexeren Modellen entstehenden 
Terme bauen sich aus entsprechenden Summanden auf. Deren Multiplikanden stellen Teil‐
mengen dar, die in identischer Weise zu behandeln sind. Stochastische Abhängigkeiten sind 
dabei mittels der Axiome von Peano zu kompensieren, wie dies beispielsweise für Fehler‐
bäume in [DeLong70, Vesely81] unter anderem als Boolesche Reduktion für die klassische 
FTA erläutert wird. 
Mit zunehmender Anzahl enthaltener Zufallsvariablen und deren Zustandsmöglichkeiten ist 
die analytische Berechnung jedoch zunehmend umfangreich und komplex. Mit klassischen 
Termen ﴾s. Kapitel 2﴿ für logische Operatoren kann dabei die Grenze der Praktikabilität und 
Nachvollziehbarkeit überschritten werden, da insbesondere für mehrere sich überlagernde 
Gröﬂen die Komplexität der Teilterme für Disjunktionen ﴾ODER, XODER﴿ in progressivem 
Maﬂe zunimmt. Die Berechnung mit dem Schema elementarer Schnittmengen beinhaltet 
zwar im Gegensatz dazu keine im selben Maﬂ zunehmende strukturelle Komplexität der Teil‐
terme. Hierbei ergeben sich im Vergleich dazu einfacher nachzuvollziehende Teilterme mit 
6.5 Zusammenfassung und Zwischenfazit 
85 
sich regelmäﬂig wiederholenden und vergleichsweise gut nachvollziehbaren Reduktions‐
schemata. Dennoch nimmt die Anzahl der Minterme mit zunehmender Zahl an Zufallsgrö‐
ﬂen exponentiell zu, da alle Zustandskombinationen zu definieren sind. Dies stellt eine maﬂ‐
gebliche Restriktion für die praktische Umsetzung dar. Daher werden Berechnungen im Fol‐
genden nicht mehr analytisch ausgeführt, sondern in Form von BN, die mit dem Clustering‐
Algorithmus in der Anwendungssoftware [GeNIe10] berechnet. 
6.5 Zusammenfassung und Zwischenfazit 
In Kapitel 5 wurde hergeleitet, wie allgemeine probabilistische Grundlagen zur Betrachtung 
logischer Beziehungen zwischen gegebenenfalls untereinander abhängigen mehrwertigen 
Zufallsgröﬂen zur Darstellung und Auswertung zusammenhängender, aussagenlogischer 
Beziehungen angewendet werden können. Ausgehend von diesen zuvor gewonnenen Er‐
kenntnissen konnte in Kapitel 6 gezeigt werden, dass diese entsprechend auch dem Schema 
von BN zugrunde liegen, was in bisherigen Ansätzen nicht entsprechend berücksichtigt wur‐
de. Im Einzelnen wurde so nachvollzogen, in welcher konkreten Weise dieses probabilistische 
Verfahren die Abbildung und Berechnung spezifischer logischer Beziehungen zwischen Zu‐
ständen sich beeinflussender mehrwertiger Zufallsgröﬂen ermöglicht. Ferner wurden aussa‐
genlogische Zusammenhänge auch im Fall von probabilistischen Abhängigkeiten in Bezug 
auf jeweils einzelne spezifische Zustände der Zufallsgröﬂen identifiziert und deren arithme‐
tisch korrekte Behandlung analytisch nachvollzogen.  
Aufgrund der Exaktheit der Berechnungen anhand des Clustering‐Algorithmus sowie des 
zugrundeliegenden graphentheoretischen Ansatzes, der diversitär zu den gezeigten analyti‐
schen Berechnungen ist, konnten diese gegenüber den analytischen Berechnungen verifiziert 
werden. Im Umkehrschluss wird daher gefolgert, dass die Umsetzung der logischen Bezie‐
hungen in BN und deren Berechnung übereinstimmend mit den analytischen Betrachtungen 
ist.  
Ferner konnte validiert werden, dass stochastische Abhängigkeiten dabei in korrekter und 
nachvollziehbarer Weise kompensiert werden, wie dies wiederum der Auffassung logischer 
Kausalbeziehungen in technischen Fehlermodellen entspricht. Diese Erkenntnisse der voran‐
gegangenen Abschnitte werden nachfolgend genutzt, um damit eine integrale Methodik zur 
Modellierung von Fehlzuständen und deren Auswirkungen im Kontext eines technischen 
Systems darzustellen, die sich probabilistisch entsprechend auswerten lässt.  
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7 Methodisches Konzept zur Fehleranalyse technischer Systeme 
In den vorangegangenen Kapiteln wurde die Verwendung mehrwertiger Zufallsgröﬂen in 
Mehrzustands‐Fehlermodellen in der Form probabilistischer Einflussnetzwerke grundsätzlich 
untersucht und verifiziert. Nachfolgend wird ein methodischer Ansatz für strukturhierarchisch 
orientierte Mehrzustands‐Fehlermodelle ausgearbeitet, der auf diesen Grundlagen beruht. 
Zusammen mit dem in Kapitel vier vorbereiteten Rahmenkonzept wurde in dieser Arbeit so‐
mit bereits eine Reihe von Randannahmen für einen solchen Modellansatz festgehalten. Die‐
se lassen sich in knapper Form folgendermaﬂen auflisten:  
o Systeme können in mehreren hierarchischen Stufen bis hin zu einzelnen Bauteilen 
untergliedert werden. 
o Ein angemessenes Systemverhalten ergibt sich aus der Gesamtheit der Eigenschaften 
und Funktionen der Unterkomponenten in Form von Bauteilverbünden und Bauteilen 
sowie durch deren spezifiziertes Zusammenspiel. 
o Liegt eine Abweichung gegenüber explizit und implizit gegebenen Eigenschaften o‐
der Verhaltensweisen einer Komponente vor, so stellt dies einen von gegebenenfalls 
mehreren möglichen Fehlzuständen dar. 
o Im Fall eines Fehlzustands einer Komponente ist die uneingeschränkte Funktionsfä‐
higkeit der dieser übergeordneten Bauteilverbünde nicht mehr gegeben und diese 
befinden sich selbst in einem Fehlzustand. 
o Alle möglichen Fehlzustände einer Komponente sowie deren Zustand der Funktions‐
fähigkeit werden als diskrete und exklusive Zustände repräsentiert. 
o Fehlzuständen lässt sich eine Wahrscheinlichkeit für deren Vorliegen zuordnen. 
o Die Gesamtheit aller möglichen Fehlzustände einer Komponente ist zu dem Zustand 
der Funktionsfähigkeit komplementär und entspricht der totalen Wahrscheinlichkeit. 
o Wahrscheinlichkeiten resultierender Fehlzustände, die durch verschiedene technolo‐
gische Ursachen bedingt sind, können nach aussagenlogisch‐probabilistischen 
Grundsätzen anhand der Wahrscheinlichkeiten von Ursachen und den gegebenen 
Verhältnismäﬂigkeiten der zugehörigen Fehlerbeziehungen ermittelt werden 
o Beziehungen zwischen Fehlerursachen von Komponenten und resultierenden Folge‐
zuständen betroffener Komponentenverbünde beruhen auf kausalen Beziehungen, 
die auf aussagenlogischer Grundlage im Sinne von Ursache‐Folge‐Beziehungen 
﴾„Wenn…, dann…“﴿ aufgefasst werden können. 
o Ungewissheit in probabilistischem Sinne kann in Form von fallweise alternativ mögli‐
chen Folgen ﴾„Wenn…, dann… oder…“﴿ anteilig dargestellt werden. 
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7.1 Differenzierung gegenüber dem Stand der Wissenschaft und Technik 
In den vorangegangenen Kapiteln wurden bereits im Stand von Wissenschaft und Technik 
vorhandene Ansätze zur Fehlermodellierung erwähnt und in verschiedener Hinsicht charak‐
terisiert. In diesem Abschnitt wird ein Ansatz auf Basis der zuvor erarbeiteten probabilisti‐
schen Modellgrundlage innerhalb des strukturhierarchisch gegliederten Rahmenkonzepts ﴾s. 
Kapitel 4﴿ gegenüber den bisherigen abgegrenzt.  
7.1.1 Strukturierung des Fehlermodells  
Zur methodischen Fehlermodellierung mit BN werden Ansätze nach [Portinale99, Weber06, 
Kempf08, Andrews09, Khakzad11] nicht anhand der hierarchischen Gliederung der Sys‐
temstruktur aufgebaut. In keinem der Ansätze erfolgt die Repräsentation von Komponenten 
gemäﬂ der hierarchischen Gliederung des Systems als jeweils eine integrale Mehrzustands‐
Zufallsvariable, die alle Zustände einer Komponente darstellt. Stattdessen werden die Feh‐
lermodelle vorrangig anhand der jeweils darzustellenden logischen Beziehung beziehungs‐
weise des übergeordneten Analyseziels aufgebaut. Dabei werden zum einen dadurch nur 
Ursache‐Folge‐Beziehungen im Modell aufgeführt, die im Sinne der spezifischen Fragestel‐
lung relevant sind. Solche, die sich auﬂerhalb des Analyseziels befinden, werden dagegen 
nicht berücksichtigt. Zum anderen entstehen dabei komplexe Netzwerke, da alle relevanten 
Beziehungen als explizite Einzelknoten des Netzwerkgraphen repräsentiert werden. Für 
komplexe Systeme beeinträchtigt dies die Nachvollziehbarkeit, da alle Ursache‐Folge‐
Beziehungen und deren logischen Verknüpfungen als Graphenelemente abgebildet werden, 
was zu sehr umfangreichen Netzwerken führt [Lampis10].  
In [Bobbio01, Kim11, Kim14, Portinale15] werden zwar Fehlermodelle entsprechend der hie‐
rarchischen Systemstruktur aufgebaut und die Fehlerursachen und –folgen an diesen ausge‐
richtet. Dabei werden auch Mehrzustands‐Zufallsgröﬂen vereinzelt grundsätzlich erwähnt. 
Die konkrete Interpretation und Umsetzung der darin zu gestaltenden multiplen logischen 
Beziehungen erfolgte dort jedoch nicht. Dabei typischerweise im Modell abzubildende kom‐
plexe Abhängigkeiten wurden nicht als Fragestellung behandelt. 
Mit dem zuvor gezeigten integralen Modellprinzip wird in dieser Arbeit ein dazu alternativer 
Weg verfolgt. Der strukturhierarchisch gegliederte Netzwerkgraph stellt nur Komponenten 
und deren Gruppierungen innerhalb des Systems explizit dar. Die logischen Beziehungen 
werden für jeden Knoten nicht maﬂgeblich durch die Graphenstruktur, sondern als Glei‐
chungssysteme logischer Verknüpfungen von Zustandskombinationen unmittelbar in den 
CPT modelliert. Da Anzahl und Komplexität der Beziehungen zwischen Fehlermöglichkeiten 
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und Fehlerfolgen systembedingt gegeben und mitunter hoch sind, ergeben sich typischer‐
weise hohe Anzahlen zu beurteilender Zustandskombinationen. Jedoch bestehen aufgrund 
des systematischen Aufbaus der BN‐Modelle Möglichkeiten zur Aufwandsreduktion und 
Verbesserung der praktischen Handhabung, was in dem darauffolgenden achten Kapitel im 
Zuge der Ergebnisdiskussion näher dargestellt wird. In diesem Kapitel wird zunächst die 
grundlegende methodische Umsetzung prinzipiell untersucht. 
7.1.2 Berücksichtigung von Fehlern gemeinsamer Ursache ﴾Common Cause﴿ 
In den Veröffentlichungen zur Fehlermodellierung mit BN wird allgemein vorausgesetzt, dass 
stochastische Abhängigkeiten durch entsprechende Berechnungsalgorithmen im Netzwerk 
kompensiert werden. Konkrete Untersuchungen und Charakterisierungen diesbezüglich gibt 
es jedoch bislang jedoch nicht. Abgesehen von einzelnen Anmerkungen bezüglich Fehlern 
gemeinsamer Ursache [Portinale99, Bobbio01, Mahadevan01] sind bislang keine 
ausführlicheren Betrachtungen probabilistischer Abhängigkeiten in Werken zur BN‐
Zuverlässigkeitsmodellierung verfügbar. 
Fehler gemeinsamer Ursache werden vereinfachend als Fehler gemeinsamer Ursache 
bezwiehungsweise synonym als CC‐Fehler ﴾englisch „common cause failures“﴿ bezeichnet. 
Diese sind definiert als „Fehler mehrerer Bestandteile, die aus einer einzelnen Ursache 
resultieren, die üblicherweise als voneinander unabhängig eingestuft werden würden“ 
﴾übersetzt aus dem Englischen﴿ [IEC60050‐192:15]. Anders als im Fall von Kaskadenfehlern 
folgen diese mehrfachen Folgen nicht schrittweise kausal aufeinander, sondern treten jeweils 
für sich von der gemeinsamen Ursache ausgehend auf. In [Portinale99, Bobbio01] wird eine 
Möglichkeit zur Berücksichtigung von Fehlern gemeinsamer Ursachen vorgeschlagen, wobei 
jedoch keine probabilistische Abhängigkeit modelliert wird, sondern vereinfachend eine An‐
passung der Ausfallwahrscheinlichkeit einer jeweiligen Komponente.  
In [Bobbio01] wird vorgeschlagen, die Funktionswahrscheinlichkeit von Verbund‐
komponenten um einen pauschalen Korrekturfaktor für CC‐Fehler zu mindern. Dadurch wird 
eine Wahrscheinlichkeit dafür berücksichtigt, dass ein Komponentenverbund ausfallen kann, 
obwohl dessen Unterkomponenten fehlerfrei arbeiten. In [BfS‐Schr‐37:05] wird 
dementgegen ausgehend von realen Beobachtungen in Kernkraftwerken geraten, keine 
pauschalen Werte für Ausfälle gemeinsamer Ursache anzunehmen, da dies in den dort 
behandelten Fällen zu einer systematischen und deutlichen Unterschätzung geführt hätte. 
Nach [BfS‐Schr‐37:05] kann sich dies in der Form von Sekundärdefekten und 
kommandierten Fehlern auswirken. Diese wurden zuvor in diesem Kapitel bereits dargestellt. 
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Daher wird hier vorgeschlagen, die probabilistische Abhängigkeit als Beziehung vom 
ursächlichen Knoten auf die jeweils betroffenen Knoten im BN‐Fehlermodell abzubilden.  
Im Unterschied hierzu beschreibt [Mahadevan01] die Modellierung von CC‐Fehlern als ge‐
sonderte Einflussgröﬂen in BN. Diese werden an jeweils zutreffender Stelle in das BN‐
Fehlermodell angeknüpft. Dabei ist das Modell kein hierarchisches Integralmodell, sondern 
repräsentiert die logischen Gatter eines zugrundeliegenden Fehlerbaums. Nachfolgend wird 
in Kapitel 7.7 eine zu [Mahadevan01] analoge Zuordnung von CC‐Fehlern zum Systemmo‐
dell diskutiert, jedoch im Unterschied dazu in Bezug auf das Mehrzustands‐Fehlermodell 
nach dem in dieser Arbeit behandelten integralen Aufbauprinzip. 
7.1.3 Probabilistische Berücksichtigung von Fehlerreaktionsmechanismen 
In der Sicherheitstechnik im fachlichen Kontext der funktionalen Sicherheit [IEC61508:10] sind 
Sicherheitsnachweise zu erbringen, für die unter anderem probabilistische Abschätzungen 
auf Basis der Wahrscheinlichkeiten von Fehlerursachen mit sicherheitskritischen Folgen 
notwendig sind. Dabei ist die Unterscheidung zwischen potenziell gefährlichen und 
ungefährlichen Folgen sowie die Diagnose und Fehlerreaktion zur Gefahrenabwehr speziell 
relevant. Hierbei ist zudem zu berücksichtigen, dass die Fehlerreaktion typischerweise eine 
Unzuverlässigkeit aufweisen kann. Durch diese würde sie mit einer gewissen 
Wahrscheinlichkeit bei Bedarf nicht wirksam sein. Dieser Effekt wird in Form des sogenannten 
Diganosedeckungsgrads ﴾englisch: „diagnostic coverage factor“, ܦܥ﴿ [IEC61508:10] beziffert.  
In [Lampis09] wird beschrieben, dass auch die Fehlerwahrscheinlichkeit von überwachender 
Sensorik eines Systems im BN‐Fehlermodell darstellbar ist. Dies geschieht dort jedoch aus‐
schlieﬂlich anhand binärer Zuverlässigkeitsmodelle, mit den dualen Zuständen {‚Funktion‘, 
‚Ausfall‘ }. Differenzierungen spezifischer Folgen aufgrund verschiedener möglicher Fehlzu‐
stände der Detektion und deren Auswirkungen im Zusammenhang mit Systemfunktionen er‐
folgen dort nicht. In [Kaiser15] wurde ein weitergehender Ansatz für eine Modellierung von 
Fehlererkennungs‐ und Fehlerreaktionsmechanismen in probabilistisch erweiterten FMEA‐
Fehlernetzen gezeigt. Dies wird erreicht, indem die Wahrscheinlichkeit der Funktionsfähigkeit 
als reduzierender Faktor mit einer potenziell gefährlichen Folge verbunden modelliert wird. 
Hierzu wird sowohl der Faktor ܦܥ berücksichtigt, als auch die Folgen eines unangebrachten 
Auslösens des Sicherheitsmechanismus, sowie dessen anzunehmende Unwirksamkeit durch 
einen Fehler in diesem selbst. Analog dazu wird in Kapitel 7.5 gezeigt, wie dieses Schema zur 
probabilistischen Modellierung spezifischer Fehlerfolgen und des Diagnosedeckungsgrads 
ܦܥ auch in integralen BN‐Fehlermodellen darstellbar ist. 
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7.2 Strukturhierarchisches Systemmodell  
Anhand der eingangs zusammengefassten Randbedingungen und der in den vorangegan‐
genen Abschnitten dieser Arbeit ausgearbeiteten Grundlagen kann ein methodischer Ansatz 
zum Aufbau von strukturhierarchischen Mehrzustands‐Fehlermodellen im beispielhaften 
Rahmen von BN definiert werden. Die Systemstruktur richtet sich dabei grundlegend nach 
dem strukturhierarchischen Aufbau des Systems, wie in Bild 7.1 dargestellt ist. 
 
Bild 7.1: Schema eines strukturhierarchisch gegliederten Fehlermodells eines Systems 
Durch das Schema eines strukturhierarchisch gegliederten Inferenznetzwerks ﴾s. Kapitel 4﴿ 
können die Einflüsse der Unterkomponenten aus probabilistischer Perspektive anhand von 
bedingten Wahrscheinlichkeiten aussagenlogisch einem jeweils davon abhängigen 
Folgezustand des Komponentenverbunds zugeordnet werden. 
Auf der strukturell detailliertesten Ebene, der Ebene der Bauteile, sind in erster Linie 
unabhängige Zufallsgröﬂen angeordnet. In diesen können sich mögliche Fehlerursachen im 
Sinne von Primärfehlern einstellen ﴾vgl. Kapitel 4, sowie [Vesely81]﴿. Aus diesen wird 
gefolgert, welcher Fehlzustand des Verbunds im Einzelfall daraus resultiert. Jedoch können 
die Bauteilzustände von anderen Einflüssen abhängig sein, wenn diese mögliche 
Fehlzustände einnehmen, die als sekundäre oder kommandierte Fehler von anderen 
Ursachen provoziert werden. Die in diesen Fällen geltenden probabilistisch abhängigen 
Beziehungen werden als Schwerpunkt in Abschnitt 7.4 behandelt, während Erläuterungen zu 
unabhängigen Primärfehlern in Abschnitt 7.3 enthalten sind. 
Gruppen von Bauteilen sind als Komponentenverbünde wiederum selbst Komponenten 
eines hierarchisch übergeordneten Verbunds. Die möglichen Fehlzustände dieser 
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Komponenten stellen wiederum die Ursachen für mögliche Fehlzustände des Verbunds dar. 
Deren Vorliegen und auch deren Kombinationen werden im gemeinsamen Folgeknoten, der 
den Komponentenverbund darstellt, zu dessen jeweils zutreffenden Folgezuständen logisch 
zugeordnet. Falls eine Ursache oder eine Kombination von Ursachen verschiedene 
Auswirkungen haben kann, so lässt sich mit bedingten Wahrscheinlichkeiten unterscheiden, 
wie wahrscheinlich die jeweils unterschiedlichen Folgezustände eintreten können. Auf diese 
Weise entstehen aussagenlogisch und probabilistisch konsistente strukturhierarchische Be‐
ziehungssysteme, die das Fehlermodell eines Systems wie in Bild 7.2 symbolisiert bilden. 
 
Bild 7.2 generisches Beispiel komplexer Fehlerbeziehungen in integralem Modellschema 
Mittels BN lassen sich so alle eingehenden Zustände der Unterkomponenten miteinander in 
allen möglichen Zustandskombinationen gemäﬂ deses Schemas probabilistisch darstellen 
sowie Folgezuständen in deren Verbund gegebenenfalls anteilig zuordnen. Diese Schritte 
der Kombination und Zuordnung drücken dabei logische Beziehungen aus, die sich in 
Anlehnung an [Pearl82] ﴾vgl. Kapitel 2.4 und 6.1﴿ in dazu abgewandelter Form formulieren 
lassen:  
„Wenn A…, dann möglicherweise B…, andernfalls C…“ 
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Für die Modellierung von Fehlerbeziehungen mittels solcher Ursache‐Folge‐Relationen sind 
neben der technologischen Aussage über die Fehlzustände, die im jeweiligen Fall geeignet 
abzugrenzen sind, auch deren probabilistische Beziehungen korrekt einzuordnen. Hierbei ist 
eine Differenzierung nach den in Kapitel 3 dargestellten Fehlerklassen nach [Vesely81] 
ausschlaggebend. Für den Komponentenfehler gilt, dass dieser primär, also aus der 
Komponente selbst heraus entsteht oder sekundär, durch eine nicht spezifikationsgemäﬂe 
Betriebsweise der Komponente in dieser selbst provoziert wird. Zudem können 
kommandierte Fehler auftreten, die ein Fehlverhalten aufgrund äuﬂerer Fehlansteuerung 
hervorbringen. Wie in Kapitel 4.2 bereits erörtert wurde, sind primäre Fehler probabilistisch 
unabhängig. Sekundäre Fehler hingegen werden bedingt durch die Wahrscheinlichkeit der 
Ursache der Betriebsweise ausserhalb der Spezifikation. Gleiches gilt für kommandierte 
Fehler. Die jeweils geeignete Modellierungsstrategie im Kontext der integralen Fehlermodelle 
wird in den nachfolgenden Kapiteln behandelt. 
7.3 Probabilistisch unabhängige Primärfehler 
Primärfehler stellen die ursächlichen Fehlerquellen dar, die in einem Bauteil selbst auftreten 
können. Sie sind die Grundlage für resultierende Fehlerwahrscheinlichkeiten im Modell. 
Daher berücksichtigt die Modellierung solche Fehler in der jeweils betrachteten 
Komponente, die dort unter den gegebenen Betriebsbedingungen aus dem Bauteil heraus 
heraus auftreten können. Im Kontext der hierarchisch übergeordneten Ebene, dem 
Komponentenverbund, werden dessen mögliche Folgen identifiziert. Dies wiederum ist der 
Fehlzustand, den der Bauteilverbund als Komponente betrachtet dann einnehmen wird, 
wenn diese konkrete Ursache vorliegt. Der Fehlzustand des Verbunds wiederum wird 
darauffolgend als Ursache für mögliche Fehlzustände des hierarchisch übergeordneten 
Komponentenverbunds zugrundegelegt ﴾s. Bild 7.2﴿. Dieses Prinzip, welches in Kapitel 4 in 
das Rahmenkonzept eingeflossen ist, entspricht dem Grundansatz der Fehlermodelle der 
FMEA. Aus den Fehlzuständen der Basiskomponenten, typischerweise der Bauteile, werden 
dadurch auf Grundlage von den möglichen Ursache‐Wirkungs‐Beziehungen schrittweise die 
daraus ausgelösten Fehlzustände des Systems abgeleitet. 
Weist ein Bauteil einen Fehler auf, können andere Bauteile mitunter deren Funktionsweise 
nicht korrekt ausprägen. Der Betriebszustand dieser Bauteile ist von der Funktion der primär 
fehlerhaften Komponente mit betroffen, sodass dieses daher selbst Abweichungen gegen‐
über der vorgesehenen Funktionsweise aufweisen. Da diese in dem Fall jedoch nicht defekt 
sind, sind sie funktional und somit auch probabilistisch abhängig. Es handelt sich dabei um 
einen Sekundärfehler beziehungsweise einen kommandierten Fehler. 
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In Bild 7.3 ist die entsprechende Anschauung schematisch dargestellt. Darin ist beispielsweise 
ein Fehler eines Sensors die Ursache dafür, dass eine zu starke Ansteuerung eines Elektro‐
motors zu einer fehlerhaft zu hohen Versorgungsspannung an dem Motor führt. Dies ruft in 
der Folge ein zu hohes Drehmoment hervor. So sind Motor und Regler im Beispielfall selbst 
nicht defekt, obwohl sie dennoch nicht die geforderte Funktion aufrechterhalten können. 
Die Wirkung des Fehlers, die sich innerhalb der Hierarchieebene betrachtet fortpflanzt, ist 
jedoch eine Konsequenz des ursächlichen Fehlers. Es liegen jedoch keine weiteren 
ursächlichen, primären Fehler vor. Die übrigen Komponenten verhalten sich ihrer 
Spezifikation entsprechend, während sie die fehlerhafte Betriebsweise zwangsläufig auf Basis 
ihrer regulären Eigenschaften umsetzen.  
 
Bild 7.3: Veranschaulichung der strukturhierarchisch orientierten Interpretation von 
Fehlzuständen ﴾vertikale Pfeile﴿ auf Basis resultierender Fehlerwirkungen ﴾horizontale 
Pfeile﴿ 
In diesem Fall ist es aufgrund der strukturhierarchischen Abstraktion nicht zweckmäﬂig, die 
gesamte funktionale Propagation der Fehlzustände durch alle Bauteile hindurch darzustellen, 
was der Wirkungskette in horizontaler Richtung in Bild 7.3 entspricht. Dies kann dagegen im 
strukturhierarchisch aufgebauten BN‐Fehlermodell in bestimmten Fällen die Wahrscheinlich‐
keit gemeinsamer Folgen fälschlich erhöhen, wenn bedingt unabhängige Folgekomplexe da‐
rin enthalten sind ﴾vgl. Kapitel 5﴿. Ausnahmefälle jedoch, in welchen dies dennoch zweck‐
dienlich ist, werden im folgenden Abschnitt zu probabilistisch abhängigen Fehlern behandelt. 
So erfolgt die Betrachtung von Ursache und Wirkung stattdessen typischerweise auf Basis 
primärer Fehler und deren Auswirkungen als Fehlzustände des Komponentenverbunds. Die 
Fehlzustände der einzelnen Komponenten, die ebenfalls von der Fehlerwirkung betroffen 
sind und daher nicht ordnungsgemäﬂ funktionieren können, werden dabei durch die Symp‐
tomatiken auf den übergeordneten Hierarchieebenen ausgedrückt. 
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7.4 Probabilistisch abhängige Fehler innerhalb des Systems 
Neben den unabhängigen Primärfehlern gibt es wie zuvor erwähnt auch solche Fehler, 
deren Eintreten von der Wahrscheinlichkeit anderer abhängt ﴾vgl. Kapitel 5﴿. Dies sind 
sekundäre Defekte und kommandierte Fehler ﴾vgl. Kapitel 4﴿. Solche sekundäre Folgedefekte 
können beispielsweise weitere Folgekomplexe hervorrufen, die sich aus technologischer Sicht 
bedingt unabhängig voneinander verhalten können. Dies bedeutet, der sekundäre Schaden 
und dessen spezifische Folgewirkung entwickeln sich probabilistisch unabhängig, also 
parallel zu den Auswirkungen des Primärdefekts, nachdem dieser eintritt und den 
sekundären Schaden provoziert. Dies ist von den individuellen Gegebenheiten abhängig und 
muss anhand des technologischen Verhaltens entsprechend beurteilt werden. Auch kann die 
primäre Ursache ausserhalb des Systems liegen. Die Fehlerwirkungen beziehungsweise 
Defekte der betroffenen Komponenten im System sind dabei ein möglicher Ausgangspunkt 
für Komplexe aus Fehlerfolgen im System, während sie von einer Ursache ausserhalb des 
Systems abhängen. Solche probabilistischen Abhängigkeiten können demnach entweder auf 
einem primären ursächlichen Fehler im System oder auf einem Fehler ausserhalb des 
Systems beruhen. Solche Einflussbeziehungen stellen zusätzliche probabilistische Einflüsse im 
Netzwerk dar. Dies muss als zusätzliche Netzwerkbeziehung im strukturhierarchischen 
Modell abgebildet werden.  
7.4.1 Sekundärdefekte 
Nach der Definition der Sekundärdefekte ﴾s. Kapitel 4.3﴿ gilt dies für Schädigungen und 
Funktionsstörungen, die im Fall von nicht spezifizierten Betriebsbedingungen und 
Einwirkungen entstehen. Geht man von einem System aus, dessen Auslegung auf einer 
angemessenen Spezifikation im Sinne des Rahmenkonzepts ﴾vgl. Kapitel 4﴿ beruht, so kann 
ein sekundärer Defekt nur in solchen Fällen auftreten, in welchen ein primärer Defekt oder 
ein kommandierter Fehler die Ursache einer Abweichung vom spezifizierten Betrieb 
darstellen. Der Sekundärdefekt kann als dessen Folge eintreten. Im Fall von Fehlerkaskaden 
wiederholt sich dieser Vorgang als Verkettung sich sukzessive auslösender Defekte. 
Solche Sekundärdefekte ziehen als Folge eines primären Defekts möglicherweise zusätzliche 
und gegebenenfalls kritischere Effekte nach sich. Diese verhalten sich funktional im Sinn einer 
bedingten Unabhängigkeit, da von dieser eine eigene kausale Usache‐Folge‐Beziehung 
ausgeht, sobald sie vom Primärfehler verursacht wurden. Daher sind diese probabilistisch 
relevant und müssen im Fehlermodell abgebildet werden. 
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Anhand des Beispielsystems aus dem vorigen Unterkapitel kann ein möglicher Ansatz, wie in 
Bild 7.4 dargestellt, zur Modellierung eines Kaskadenfehlers verdeutlicht werden. Gesetzt den 
Fall, der Sensor würde einen Fehlerfall „Kurzschluss“ aufweisen, so würde dies den Regler 
zum Stellen der maximalen Ausgangsleistung veranlassen und eine konstante Ansteuerung 
des Motors mit vollem Spulenstrom bewirken. Neben der zwangsläufigen maximalen 
Beschleunigung des Fahrzeugs ergäbe sich dabei eine unangemessen hohe elektrische und 
dadurch thermische Belastung der Motorspulen. Im Beispielfall könnte ein thermisch 
bedingter Ausfall des Motors folgen, der eventuell eine kritische Überhitzung nach sich zieht. 
 
Bild 7.4: Schema eines Sekundärfehlers im Kontext des hierarchischen Systemaufbaus im 
Vergleich zum primären Fehler in Bild 7.3 
Die Umsetzung dieser Fehlerbeziehungen im BN erfolgt in dem in Kapitel 6 erläuterten 
Abhängigkeitsschema für bedingt unabhängige Fehlerauswirkungen. Deren Grundschema ist 
in Bild 7.5 anhand einzelner beispielhaft symbolisierter Fehlerbeziehungen dargestellt. Ein 
entsprechendes Fehlermodell in Form eines BN wird in Bild 7.6 gezeigt. 
 
Bild 7.5: symbolische Darstellung der Beziehungen eines Sekundärdefekts ﴾s. Bild 7.4﴿ 
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In dem Beispielnetzwerk in Bild 7.6 wurden der spezifische Sensorfehler, die konstant 
maximale Motoransteuerung sowie der sich dadurch konstant einstellende maximale 
Spulenstrom mit der Folge des maximalen Motormoments berücksichtigt. Zur Verbeserung 
der Übersichtlichkeit des Beispiels sind einzelne unspezifische Fehlzustände als „andere 
Fehler“ angegeben. Die den sekundären Fehler bewirkende Beziehung wurde zwischen den 
Knoten „Motoransteuerung“ und „Spulenwicklung“ angeordnet, da diese die 
Fehlansteuerung des Motors auslöst. 
 
Bild 7.6: BN zum Beispiel eines Kaskadenfehlers als bedingt unabhängige Folgewirkung 
Zu einem probabilistisch identischen Ergebnis gelangt man ebenso, indem die 
Einflussbeziehung zwischen Sensor und Spulenwicklung modelliert wird, wie rechts in Bild 7.7 
dargestellt ist. Diese jedoch richtet sich nicht nach dem hierarchischen Modellschema, das im 
Sinne des funktionalen Verständnisses des Rahmenkonzepts geeigneter ist, um solch ein 
System zu repräsentieren. 
 
Bild 7.7: alternative Modellstrukturen für das Anschauungsbeispiel ﴾vgl. Bild 7.4﴿. 
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7.4.2 Kommandierte Fehler 
Bei der Fehlerklasse der kommandierten Fehler handelt es sich um ein fehlerhaftes Verhalten 
einer Komponente, ohne dass diese selbst einen Fehler aufweist. Diese zeigt aufgrund von 
fehlerhafter oder zur Unzeit erfolgender Ansteuerung ein unvorgesehenes Verhalten ﴾vgl. 
Kapitel 4.2.2﴿. Dies wird beispielsweise auch in FTA‐Untersuchungen betrachtet [Vesely81]. 
Kommandierte Fehler können in gleicher Weise wie Kaskadenfehler im BN‐Modell 
repräsentiert werden. Hierbei ist zu beachten, dass die primäre Fehlerursache an anderer 
Stelle als Voraussetzung vorliegen oder ausgelöst werden muss. Der kommandierte Fehler ist 
davon zum einen probabilistisch abhängig und kann daher zur Wahrung der 
probabilistischen Konsistenz nicht als unabhängiger Fehler angegeben werden. Zum 
anderen ist wie im Fall sekundärer Fehler darauf zu achten, dass dieser nicht implizit bereits 
in den Fehlerbeziehungen des Modells enthalten ist. Andernfalls besteht die Möglichkeit, 
dass eine fälschliche Überhöhung der resultierenden Folgewahrscheinlichkeit im Modell 
durch darin enthaltene bedingt unabhängige Folgebeziehungen auftritt, obwohl dies in 
diesem Fall nicht dem realen Verhalten entspricht. 
7.4.3 Fehler gemeinsamer Ursache 
Wie bereits in Kapitel 7.1 erläutert, sind Fehler gemeinsamer Ursache solche Fehlerphäno‐
mene, in welchen ein ursächlicher Konflikt davon abhängige Fehlerfolgen an mehreren 
Stellen im System provoziert. Dies kann sowohl durch eine äuﬂere schädigende Einwirkung 
oder eine Wirkung von einer Quelle im Systeminneren verursacht sein, die sich schädigend 
auf mehrere andere Stellen im System auswirkt. Da CC‐Fehler durch eine Ursache mehrere 
Folgen auslösen, besteht hier eine wie in Kapitel 6.4 beschriebene bedingte Unabhägigkeit 
zwischen diesen Folgen.  
Das Modellierungsschema stellt sich anhand eines Beispiel aus [BfS‐Schr‐37:05] wie in Bild 
7.8 veranschaulicht dar. Bei dem Beispielsystem geht es um eine redundante Möglichkeit zur 
Absperrung eines Durchflusses. Die Redundanz besteht aus zwei verschiedenen Ventilen, die 
entlang der Durchflussleitung in Reihe geschaltet sind. Beide Ventile sind von derselben 
elektrischen Versorgung abhängig, sodass deren Ausfall einen Fehler gemeinsamer Ursache 
für beide Ventile darstellt. Fällt die Versorgung aus, so kann die Leitung bei Bedarf nicht 
gesperrt werden. Dies wird in dem Fehlerbaum nach [BfS‐Schr‐37:05] ﴾Bild 7.8, links﴿ sowie in 
dem RBD ﴾Bild 7.8, rechts﴿ dargestellt. 
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Bild 7.8: Fehlerbaum nach [BfS‐Schr‐37:05] für den kommandierten, anhängigen Ausfall 
der Absperrung des Durchflusses ﴾links﴿; Darstellung als RBD ﴾rechts﴿ 
Dieses Fehlermodell kann wie in Bild 7.9 und 7.10 dargestellt in Form eines hierarchischen BN 
unter Berücksichtigung weiterer System‐Fehlzustände konsistent berechnet werden. 
  
Bild 7.9: BN‐Fehlermodell des Beispiels nach [BfS‐Schr‐37:05] mit Implementierung des 
CC‐Fehlers durch den Ausfall der elektrischen Versorgung in den CPT der Ventile 
 
Bild 7.10: CPT des Knotens „Abflussleitung“ in Bild 7.9 
Die Wahrscheinlichkeit für primäre Fehler wurde für beide Ventile implementiert, unter der 
Bedingung, dass die Versorgungsspannung zur Verfügung steht. Im Fall des Ausfalls der 
elektrischen Versorgung wurde die Folgewahrscheinlichkeit mit 1 angegeben. Im CPT des 
Knotens „Abflussleitung“ ﴾s. Bild 7.10﴿ wurde unterschieden, ob die jeweilige 
Zustandskombination entweder zu einem Funktionsausfall des Regelventils oder des 
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Absperrventils führt. Alle Zustandskombinationen, in welchen beide Ventile ausgefallen sind 
beziehungsweise nicht mehr angesteuert werden, wurden der Folge „Durchfluss schlieﬂt 
nicht“ zugeordnet. Die resultierenden Wahrscheinlichkeiten beruhen auf fiktiven Werten von 
ܲሺ‚ܣݑݏ݂݈݈ܽ‘ሻ ൌ 1 ⋅ 10ିସ für alle Fehlerursachen. 
7.5 Probabilistischer Einfluss durch Fehlerreaktion des Systems  
Insbesondere sicherheitsrelevante Systeme können spezifische Funktionen enthalten, die im 
Fall eines Fehlers einer Basiskomponente, typischerweise eines elementaren Bauteils, diesen 
erkennen und spezifische Reaktionen zur Kompensation oder Minderung unerwünschter 
Auswirkungen auslösen können. Dazu werden Fehlzustände, die potenziell zu gefährlichen 
Auswirkungen führen, durch entsprechende Funktionen des Systems zur Selbstdiagnose 
detektiert. Um den zu vermeidenden Auswirkungen zu begenen, werden fallabhängig 
mildernde Gegenmaﬂnahmen ausgelöst oder Warnsignale ausgegeben. Die Intervention des 
Fehlerreaktionsmechanismus beeinflusst den Aufbau des Fehlermodells und die damit 
errechneten Zustandswahrscheinlichkeiten. Das charakteristische Schema dieser 
Zusammenhänge auf Basis von Fehlerreaktionsmechanismen ist in Bild 7.11 veranschaulicht.  
Ein konkretes Beispiel dafür ist eine automatische Abschaltung eines Systems, die ausgelöst 
werden soll, bevor gefährliche Konsequenzen eintreten können. Eine erfolgreiche 
Abwendung gefährlicher Folgen wird je nach Systemkonzept beispielsweise durch 
ungefährliche Fehlerfolgen erreicht, indem das System beispielsweise durch eine 
Abschaltung in einen sicheren Zustand versetzt wird. In dem Fall wird das Fehlernetz durch 
eine probabilistisch wirksame Fehlerreaktion erweitert, da deren Eingreifen die 
Wahrscheinlichkeit der Folgen beeinflusst. Die Realisierung einer solchen Fehlerreaktion 
erfodert jedoch in der Regel den Einsatz zusätzlicher Komponenten, die selbst wiederum 
eine potenzielle Fehlerquelle mit spezifischen Auswirkungen darstellen.  
 
Bild 7.11: Schema ausgewählter probabilistischer Fehlerbeziehungen zwischen 
diagnostizierter und diagnostischer Funktionseinheit nach [Kaiser15] 
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Wie in Abschnitt 7.1 bereits erwähnt, können solche Beziehungskomplexe nach [Kaiser15] in 
einem Fehlermodell probabilistisch ausgedrückt werden. Dies lässt sich in analoger Weise 
auch im integralen Ansatz zur Fehlermodellierung mit BN darstellen. Hierzu sei jedoch 
erwähnt, dass die nachfolgende Betrachtung sicherheitsrelevanter Fehlerbeziehungen und 
diesbezüglicher Systemreaktionen in probabilistischen Fehlermodellen in dieser Arbeit sich 
ausschlieﬂlich auf die Modellierung der Komponentenzustände und deren probabilistischen 
Beeinflussungen bezieht. Für eine korrekte Verwendung in konkreten Sicherheitsnachweisen 
muss dies im gegebenen Kontext plausibilisiert und nachgewiesen werden. Zudem ist die 
Berechnungsgrundlage gegenüber den Anforderungen an den Nachweis zu verifizieren.  
Durch die Funktion des Sicherheitmechanismus soll erreicht werden, dass der potenziell 
kritische Fehler nicht zu einer gefährlichen Folge führt. Stattdessen wird dies durch eine 
geeignete Gegenmaﬂnahme unterbunden. Die Wahrscheinlichkeit, dass dies erfolgreich 
geschieht, wird durch den Diagnosedeckungsgrad ܦܥ ausgedrückt ﴾vgl. Kapitel 7.1﴿. Mit dem 
Anteil des komplementären Werts ሺ1 െ ܦܥሻ wird der gefährliche Zustand hingegen nicht 
erkannt beziehungsweise diesem nicht genügend wirksam begegnet, sodass sich der 
kritische Fehler dennoch ungehindert in ungünstiger Weise auswirken kann. Allerdings kann 
die diagnostische Komponente aufgrund von Fehlzuständen in ihren Unterkomponenten 
selbst auch Fehler aufweisen. Dies reduziert zum einen die Wahrscheinlichkeit der 
Funktionsfähigkeit, was die Wahrscheinlichkeit der Abwendung gefährlicher Folgen der 
abzusichernden Komponente mindert. Zudem ergeben sich spezifische Folgen aus den 
Fehlzuständen der überwachenden Komponente. 
    
Bild 7.12: BN‐Modell zur Berücksichtigung der Beeinflussung eines Komponentenfehlers 
durch einen Sicherheitsmechanismus ﴾links﴿ und CPT ﴾rechts﴿ 
So können zwei typische Arten von Folgen durch Fehler des Mechanismus zur Fehlerreaktion 
auftreten. Dies ist zum einen ein sogenannter latenter Ausfall [IEC61508:10, ISO26262:11]. In 
diesem Fall führt ein Fehler in der Diagnosefunktion dazu, dass diese im Bedarfsfall nicht 
funktionsfähig ist und daher nicht wie vorgesehen eingreifen kann. Ein Grund dafür kann es 
sein, dass die Detektion des Fehlers nicht erfolgt oder die Erkennung zwar stattfindet, die 
Fehlerreaktion jedoch nicht auslösbar ist. Die andere typische Möglichkeit für Fehler durch 
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solche Fehlerreaktionsmechanismen ist die einer fälschlichen Auslösung. In dem Fall wird 
eine Fehlerreaktion beziehungsweise ein Fehlalarm ausgelöst, ohne dass der gefährliche 
Fehler tatsächlich gegeben ist. Bild 7.12 stellt die Implementierung aller zuvor geschilderten 
Zusammenhänge zwischen der zu überwachenden Komponente und dem Sicherheits‐
mechanismus als integrales BN‐Fehlermodell beispielhaft dar. Die durch die Parameter in der 
CPT zu implementierenden Zustansdzuordnungen beruhen dabei auf dem generischen 
Schema möglicher Zustandskombinationen, das in Bild 7.13 symbolisiert ist. Darin überlagern 
sich die Zustände der Zufallsgröﬂen „Komponente“ ܭ, als der zu überwachende Systemteil, 
und „Überwachung“ ܦ, als die überwachende Einheit, innerhalb des überwachten 
Systembestandteils ܯ.  
 
Bild 7.13: Überlagerung der Zustände von Komponente und Sicherheitsmechanismus 
sowie deren Zuordnung zu resultierenden Folgezuständen des Komponentenverbunds 
Tritt eine Kombination aus dem gefährlichen Fehler der überwachten Komponente und des 
Sicherheitsmechanismus auf, können zudem unterschiedliche Folgen angenommen werden, 
je nach dem, welcher Fehler zuerst auftritt. Reihenfolgen der Vorkommnisse der Fehler 
werden in dem hier diskutierten Fehlermodell nicht differenziert. Daher beruht die 
Wahrscheinlichkeit eines Doppelfehlers auf der Sichtweise, dass beide Fehler zu beliebigen 
Zeitpunkten innerhalb der Zeitspanne der Betrachtung aufgetreten sein können. Dazu muss 
berücksichtigt werden, dass ein Fehler in der Regel zunächst einzeln vorliegt, bevor der 
andere hinzukommt. 
Liegt im Betrachtungszeitraum zuerst der potenziell gefährliche Zustand der Komponente 
vor, ohne dass der Ausfall des Sicherheitsmechanismus zuvor eingetreten ist, so kann die 
SIcherheitsfunktion wie vorgesehen ausgelöst werden. Umgekehrt jedoch, wenn der latente 
Fehler vorliegt, bevor der gefährliche Fehlzustand der Komponente auftritt, kann dieser sich 
ungehindert gefährdend auswirken. Für die Zustandskombination aus Komponentenfehler 
latentem Fehler ist es daher zwecks defensiver Einschätzung nötig, den schwerwiegenderen 
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zweiten Fall im Modell zu berücksichtigen und somit die gefährliche Folge als resultierenden 
Effekt anzugeben. 
Für die Kombination aus Komponentenfehler und Fehlalarm ist das fälschliche Auslösen die 
kritischsere der anzunehmenden Konsequenzen. Diese muss im vereinfachten Modell für 
diese Fehlerkombination als defensive Annahme getroffen werden. Dies leitet sich aus den 
möglichen Ereignsikombinationen ab. Tritt nämlich als erstes der gefährliche 
Komponentenfehler ein, so ist davon auszugehen, dass der Sicherheitsmechanismus, seine 
Aufgabe der Diagnose und Fehlerreaktion unmittelbar erfüllt. Die Annahme eines 
nachfolgenden fälschlichen Auslösen des Sicherheitsmechanismus im Sinne eines Fehlalarms 
ist in diesem Fall obsolet. Tritt hingegen zunächst die fälschliche Aktivierung des 
Sicherheitsmechanismus ein und zu einem späteren Zeitpunkt der gefährliche 
Komponentenfehler, wurde diesem unbeabsichtigt bereits vorauseilend begegnet, was dann 
kein falsches Auslösen mehr darstellen würde. Mit der pauschalen Annahme der Konsequenz 
des fälschlichen Auslösens ist dieser Komplex von Kombinationsmöglichkeiten somit 
hinreichend dargestellt im Sinne der defensiven Einschätzung möglicher Folgen. 
7.6 Probabilistische Abhängigkeit von äuﬂeren Einflüssen  
Für die Fehlermodellierung eines Systems ist mitunter auch die Berücksichtigung 
probabilistischer Einflüsse ausserhalb des Systemgrenzen von Interesse. Dabei muss jedoch 
berücksichtigt werden, welche Einflüsse bereits in den Daten der Fehlerwahrscheinlichkeiten 
einzelner Bauteile berücksichtigt sind, da diese grundsätzlich auf konkreten 
Betriebsrandbedingungen beruhen. Davon abweichende Zustände und Einflüsse können 
gegebenenfalls ergänzend zur Fehlzustandswahrscheinlichkeit der Bauteile in das 
Systemmodell einbezogen werden. 
Als spezifisch zu modelliernde Einwirkungen auf das Modell kommen solche in Betracht, die 
Fehler mit der Charakteristik sekundärer beziehungsweise kommandierter Fehler hervorrufen 
können ﴾s. Kap. 3 und [Vesely81]﴿. Sind mehrere Bauteile hiervon betroffen, stellt dies zudem 
einen CC‐Fehler dar können ﴾s. Abschnitt 7.4.3﴿. Solche äuﬂeren Primärfehler können als 
Netzwerkknoten zusätzlich zum BN‐Modell des Systems modelliert werden. Deren Einfluss 
auf die Kindknoten, also typischerweise die elementaren Bauteile des Systems, machen für 
diese die Unterscheidung der Fehlerwahrscheinlichkeiten nötig, im Falle des regulären 
Betriebs ohne diese Einwirkung, sowie der Fehlerwahrscheinlichkeit, wenn die Einwirkung 
gegeben ist. 
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7.7 Topologisch bedingte Abhängigkeiten 
Die Implementierung von Redundanzen wurde bereits bei [Bobbio01] für BN‐Fehlermodelle 
im Stil des dort genutzten Modellierungsprinzips gezeigt. In [Portinale15] wird die 
Möglichkeit der Umsetzung in systemhierarchischen Mehrzustandsmodellen grundsätzlich 
vorgeschlagen, was jedoch nicht konkret untersucht wurde. Dies geschieht nachfolgend im 
Einzelnen in Bezug auf integrale BN‐Fehlermodelle.  
7.7.1 Redundanz mit mehrwertigen Zufallsgröﬂen 
In Abschnitt 7.4.3 wurde bereits eine solche Redundanz gezeigt ﴾vgl. Bild 7.8﴿. In dem dort 
dargestellten Fall kann die betreffende Funktion der Absperrung des Durchflusses durch 
eines der beiden Ventile erreicht werden. In der zughörigen CPT wurde die durch die 
Reihenschaltung der Absperrventile realisierte Redundanz im BN modelliert, was in Analogie 
zu dem ursprünglichen Beispiel in [BfS‐Schr‐37:05] jedoch in binärer Weise erfolgte. Darüber 
hinaus sind jedoch auch Mehrzustands‐Komponenten in entsprechender Weise darstellbar. 
Ein anschauliches Beispiel nach [VDA‐Band4:03] kann zur Darstellung von Redundanz in 
einem Mehrzustands‐Fehlermodell angeführt werden. Dieses beschreibt eine 
Maschinenwelle, die zwecks Redundanz zwei Freilaufkupplungen ܭଵ und ܭଶ enthält ﴾vgl. Bild 
7.14 a﴿. Für diese Komponenten werden je zwei Fehlzustände unterschieden. Die beiden 
identischen Freilaufkupplungen können in dem Beispiel jeweils den Fehler ‚bricht‘ aufweisen, 
wodurch die Übertragung unterbrochen ist.  
   
Bild 7.14: Beispiel nach [VDA‐Band4:03] einer Welle mit doppeltem Freilauf ﴾a﴿ mit RBD ﴾b﴿ 
und Fehlzustandsdiagramm im Stil eines Fehlerbaums ﴾c﴿  
Der Fehlzustand ‚klemmt‘ führt dazu, dass der Freilauf festgesetzt ist und daher eine starre 
Verbindung auch in der eigentlichen Freilaufrichtung vorliegt. Klemmt nur einer der beiden 
Freiläufe, so kann der andere dennoch dessen Funktion erfüllen, wodurch die Redundanz 
erreicht wird. Ist jedoch ein Freilauf gebrochen, so erfolgt keine Momentübertragung über 
Freilauf klemmt
Welle
bricht
K1| bricht K2| bricht
K1| klemmt
K2| klemmt
Freilaufkupplung K1a﴿
b﴿ c﴿
Freilauf klemmt
Welle
bricht
Freilaufkupplung K2
K1,1
Freilauf
K1 klemmt
ODER
keine
Übertragung
UND
kein 
Freilauf
K2,1
Freilauf
K2 klemmt
K1,2
Welle
K1 gebrochen
K1,2
Welle
K2 gebrochen
UND UND
7 Methodisches Konzept zur Fehleranalyse technischer Systeme 
104 
die Welle. Diese Serienschaltung der Funktionen der Momentübertragung sowie die 
Redundanz durch die zweifache Freilauffunktion werden durch das Zuverlässigkeits‐
blockdiagramm nach Bild 7.14 b﴿ repräsentiert. Zudem lassen sich die Folgen möglicher 
Fehlzustandskombinationen mit logischen Notationselementen in Anlehnung an die FTA wie 
in Bild 7.14 c﴿ gezeigt modellieren. Diese stellt die komplexen Abhängigkeiten und 
Kombinationsmöglichkeiten dieser Anordnung dar. Eine konsistente und exakte Auswertung 
ist mit den für RBD und FTA gebräuchlichen Berechnungsansätzen aufgrund der 
stochastischen Abhängigkeiten nicht mehr ohne weiteres möglich. Mit dem zuvor in dieser 
Arbeit diskutierten Ansatz ist dies jedoch konsistent und exakt darstellbar und berechenbar. 
In einem strukturhierarchisch integralen BN‐Fehlermodell können die möglichen Zustände 
dieser Baugruppe implementiert werden. Im Unterschied beispielsweise zu [Zhou06] ist 
dabei keine Unterteilung anhand des RBD und dessen Umsetzung in mehereren 
Operatoren‐Knoten erforderlich. Mit zufällig gewählten Zahlenwerten für 
Fehlerwahrscheinlichkeiten ergeben sich für das integrale BN‐Modell ﴾vgl. Bild 7.15﴿ 
beispielsweise diese Wahrscheinlichkeitsverteilungen: 
ܲሺܭଵሻ ൌ ܲሺܭଶሻ ൌ ቎
ܲሺ′݅݊	ܱݎ݀݊ݑ݊݃′ሻ
ܲሺ′݈݇݁݉݉ݐ′ሻ
ܲሺ′ܾݎ݄݅ܿݐ′ሻ
቏ ൌ ൥
0,98
0,01
0,01
൩ 
 
      
Bild 7.15: BN‐Fehlermodell der Welle mit doppeltem Freilauf ﴾links﴿ [GeNIe10] und CPT 
﴾rechts﴿ 
Es besteht eine probabilistische Abhängigkeit aufgrund der Exklusivität der Zustände der 
mehrwertigen Zufallsgröﬂen ܭଵ und ܭଶ. ܭଵ beziehungsweise ܭଶ können jeweils entweder im 
Zustand eines der Fehlermodi {‚klemmt‘ } und {‚bricht‘ } ausgefallen sein, beziehungsweise 
sich andernfalls im Zustand {‚kein Fehler‘} befinden. Dies wird, wie in Kapitel 5 erläutert, in 
der Berechnung des BN korrekt berücksichtigt.  
Rechnet man mit den gebräuchlichen Formeln für Serien‐ und Parallelschaltung in RBD nach 
Gleichung ﴾2.15, 2.16﴿, ohne den gegenseitigen Ausschluss der Zustände der Komponenten 
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Freilauf K2  i.O. klemmt bricht i.O. klemmt bricht i.O. klemmt bricht
i.O. 1 1 0 1 0 0 0 0 0
keine Übertragung 0 0 1 0 0 1 1 1 1
kein Freilauf 0 0 0 0 1 0 0 0 0
brichti.O. klemmt
7.7 Topologisch bedingte Abhängigkeiten 
105 
zu berücksichtigen, ergibt sich mit ܲሺ‚݇݁݅݊	ܨ݄݈݁݁ݎ‘ሻ ൌ 0,98000199 ein mit rund 0,2	‰ 
geringfügig abweichendes Ergebnis. Um dies zu überprüfen kann die gegenseitige 
Exklusivität der Fehlermodi {‚klemmt‘ } und {‚bricht‘ } jeweils in ܭଵ und ܭଶ auch im BN‐Fehler‐
modell ausser Acht gelassen werden. Modelliert man dazu die Fehlzustände der Freiläufe in 
unabhängigen Knoten jeweils separat ﴾s. Bild 7.16﴿, erhält man dieselbe Abweichung von 
dem korrekten Ergebnis. Da diese ergänzende Berechnung unter Vernachlässigung der 
Exklusivität der Zustände jedoch probabilistisch nur näherungsweise korrekt ist, werden die 
Gleichungen und CPT‐Parameter nicht ausdrücklich angegeben. 
 
Bild 7.16: Berechnung des Beispiels mit unkorrekter Annahme der Unabhängigkeit der 
jeweiligen Zustände {‚klemmt‘ } und {‚bricht‘ } der Freilaufwellen K1 und K2 [GeNIe10] 
Ein weiterer erwähnenswerter Punkt liegt in der Kombinatorik der Zustände der 
Komponenten. Durch die Bildung aller möglichen Zustandskombinationen im CPT des 
Knotens „Freilaufwelle“ sind dort auch Kombinationen zu bewerten, die zwar probabilistisch 
betrachtet korrekt sind, technologisch jedoch in der Form nicht zwangsläufig plausibel 
beziehungsweise möglich sind. So gibt es die Kombination des Bruchs beider Kupplungen. 
Die Fehlerkombination bezeichnet die Wahrscheinlichkeit, dass innerhalb des 
Betrachtungszeitraums beide Komponenten zu beliebigen Zeitpunkten diesen Fehler 
erleiden. Jedoch ist anzunehmen, dass nach einem Bruch im Lastpfad durch die gesamte 
Welle hindurch kein zweiter Bruch möglich ist, da sich die dazu notwendigen Belastungen 
nicht mehr einstellen können. In diesem Anschauungsbeispiel ist davon auszugehen, dass 
nach Bruch in einer der Kupplungen der Fall des endgültigen Verlusts der Kraftübertragung, 
also der Ausfall der Welle, mit entsprechenden Konsequenzen für das System eintritt. 
Ähnliche Problematiken wurden bereits auch im Unterkapitel zu Fehlerreaktionen im Bezug 
auf die Reihenfolge des Fehlereintretens diskutiert. Im gegebenen Einzelfall ist zu beurteilen, 
welcher Folge die Wahrscheinlichkeit eines Zustands zugeordnet wird. Dies sollte anhand der 
Überlegung möglicher Eintretensreihenfolgen und zeitlicher Abstände zwischen den 
Ereignissen spezifisch beurteilt werden sowie unter Berücksichtigung möglicher 
Konsequenzen. Im Zweifel ist dies der kritischeren Folge zuzuordnen. Fallweise kann auch 
eine Aufteilung der Zustandswahrscheinlichkeit auf die verschiedenen jeweils möglichen 
Auswirkungen plausibel sein.  
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7.7.2 Mehrzustands‐Zuverlässigkeit bei kumulativen Funktionen und Pseudo‐Redundanz 
In ähnlicher Weise, wie die Berücksichtigung der Mehrzustands‐Zuverlässigkeit im Kontext 
unmittelbarer Redundanz, können auch Zuverlässigkeitsbetrachtungen mit Teilredundanzen 
﴾Pseudoredundanz﴿ erfolgen. So kann beispielsweise ein einzelner Ausfall oder Fehler eines 
der Systemteile nicht den völligen Ausfall des Systems bewirken, dessen Leistungsfähigkeit 
oder aber dessen Funktionsfähigkeit jedoch eingeschränkt ist. Ansätze zu probabilistischen 
Betrachtungen der Abstufung der Leistungsfähigkeit von Systemen finden sich unter 
anderem in [Aven99, Misra08, Lisnianski10, Natvig11]. 
Die Möglichkeiten, dies in einem integralen strukturhierarchischen BN‐Fehlernetz zu 
behandeln, kann an dem Beispiel eines Verkehrsflugzeugs mit vier Triebwerken 
veranschaulicht werden. Dieses Luftfahrzeug benötigt den Schub aller Triebwerke für Start 
und anfänglichen Steigflug. Für den weiteren Flug wird jedoch nicht mehr der volle Schub 
aller Triebwerke zwingend benötigt, was auch in der Zuverlässigkeitsbetrachtung 
berücksichtigt werden kann. Für das Beispiel gelte, es genüge der Schub von dreien der vier 
Triebwerke für einen uneingeschränkten Flugbetrieb nach Erreichen der Reiseflughöhe und 
ebenso für eine sichere, eventuell vorgezogene Landung. Zudem seien zwei Triebwerke für 
einen hinreichend kontrollierbaren Flug und eine Notladung genügend, solange sich die 
ausgefallenen Triebwerke nicht an derselben Tragfläche befinden.  
 
Bild 7.17: FT für das Beispiel: ‚Triebwerksausfälle einer vierstrahligen Verkehrsmaschine‘ 
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In Bild 7.17 sind Fehlerbäume für drei Szenarien dargestellt. Der Zustand {‚flugfähig‘ } gelte 
bei Ausfall eines Triebwerks, was nach der Startphase im Rahmen des Beispiels keine 
unmittelbaren Komplikationen bedeutet. {‚bedingt flugfähig‘ } liege im dem Fall des 
Versagens zweier Triebwerke an verschiedenen Tragflächen vor, wodurch ein Weiterflug und 
eine gut beherrschbare Landung möglich seien. Der Fall {‚flugunfähig‘ } bezeichne das 
Versagen zweier Triebwerke an derselben Tragfläche, oder aber dreier beziehungsweise aller 
vier Triebwerke. In diesen Fällen sei von einem schadenfreien Ausgang des Flugs nicht 
hinreichend gewiss auszugehen. Die Ausfälle der Triebwerke werden zur Vereinfachung als 
voneinander unabhängig angenommen. Fehler gemeinsamer Ursache bleiben hier 
vereinfachend zugunsten der Prägnanz des Beispiels unberücksichtigt. Triebwerk ܣ und ܤ 
befinden sich gemeinsam an einer Tragfläche, ܥ und ܦ an der anderen. 
 
 
Bild 7.18: strukturhiarchisches BN‐Fehlermodell ‚Triebwerksausfälle einer vierstrahligen 
Verkehrsmaschine‘ in [GeNIe10] ﴾oben﴿; zugehörige CPT ﴾mitte und unten﴿ 
Bild 7.18 stellt das dem Beispiel entsprechende BN‐Fehlermodell bestehend aus dem 
Netzwerk und den zu den Knoten gehörigen CPT dar. Die verwendeten Zahlenwerte wurden 
für das Beispiel zufällig gewählt und basieren auf der Annahme einer Wahrscheinlichkeit für 
den Ausfall eines Triebwerks während eines zehnstündigen Fluges ଵܲ଴௛ 	ൌ 	 10ିହ. 
CPT: Flugzeug
Tragfläche links
Tragfläche rechts i.O. Ausf. 1 Trw. Ausf. 2 Trw. i.O. Ausf. 1 Trw. Ausf. 2 Trw. i.O. Ausf. 1 Trw. Ausf. 2 Trw.
volle Funktion 1 0 0 0 0 0 0 0 0
flugfähig 0 1 0 1 0 0 0 0 0
bedingt flugfähig 0 0 0 0 1 0 0 0 0
nicht flugfähig 0 0 1 0 0 1 1 1 1
Ausfall 2 Trw.Ausfall 1 Trw.i.O.
CPT: Tragfläche rechts
Triebwerk C
Triebwerk D i.O. Ausfall i.O. Ausfall
i.O. 1 0 0 0
Ausfall 1 Trw. 0 1 1 0
Ausfall 2 Trw. 0 0 0 1
i.O. Ausfall
CPT: Tragfläche links
Triebwerk A
Triebwerk B i.O. Ausfall i.O. Ausfall
i.O. 1 0 0 0
Ausfall 1 Trw. 0 1 1 0
Ausfall 2 Trw. 0 0 0 1
i.O. Ausfall
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Erwähnenswert ist zudem, dass bei diesem Modellierungsprinzip nicht anhand der 
Ausfallreihenfolge differenziert wird ﴾s. auch 7.5 und 7.7.1﴿. Daher sind die Zahlenwerte in der 
Weise zu interpretieren, dass sich diese jeweils auf den Endzustand beziehen, der sich 
innerhalb der betrachteten Zeitspanne einstellt. Bei Ausfallkombinationen ist daher auch 
anzunehmen, dass diese zeitlich versetzt eintreten können. Dies schlieﬂt beispielsweise den 
Fall ein, dass innerhalb der Flugdauer sich zunächst ein Ausfall ereignet und weitere 
Triebwerksausfälle unabhängig vom ersten zu einem zufälligen Zeitpunkt während der 
restlichen Flugdauer hinzukommen. Die Differenzierung dieser Fälle zur Berücksichtigung 
der Ausfallreihenfolge erscheint ferner analog zu [Boudali04, Weber06] als zeitdiskreteisertes 
Verfahren beziehungsweise [Boudali06, Marquez10] als kontiunierliches Berechnungsmodell 
möglich. Diese dort gezeigten Verfahren lassen sich ebenfalls in dem hier vorgeschlagenen 
Modellierungsansatz implementieren, was jedoch hier nicht weiter vertieft wird. 
Abschlieﬂend wird zum Vergleich die Berechnung der Zustandswahrscheinlichkeiten einer 
zweistrahligen Maschine links in Bild 7.19 abgeschätzt. Dies erfolgt unter der Annahme, dass 
die Maschine bei Ausfall eines Triebwerks noch zu einer beherrschbaren Notlandung 
gebracht werden kann, jedoch nicht mehr als grundsätzlich flugfähig eingestuft wird. Dies 
wird anhand der Verteilungen der bedingten Wahrscheinlichkeiten in der CPT implementiert 
﴾s. Bild 7.19 rechts﴿. Für die beiden Triebwerke wurde dabei die gleiche Ausfallwahr‐
scheinlichkeit, wie im vorangegangenen Beispiel angenommen. So ergibt sich hierfür eine 
geringere Wahrscheinlichkeit für völlige Flugunfähigkeit ݔଷ sowie eine höhere Wahr‐
scheinlichkeit für Fehlerfreiheit ݔ଴ als für die zuvor untersuchte vierstrahlige Maschine. 
       
Bild 7.19: BN‐Modell einer zweistrahligen Verkehrsmaschine in [GeNIe10] ﴾links﴿; CPT der 
zur Berechnung implementierten bedingten Wahrscheinlichkeiten ﴾rechts﴿  
Triebwerk A
Triebwerk B i.O. Ausfall i.O. Ausfall
volle Funktion 1 0 0 0
flugfähig 0 0 0 0
bedingt flugfähig 0 1 1 0
nicht flugfähig 0 0 0 1
Ausfalli.O.
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8 Ergebnisdiskussion 
Eine objektive Beurteilung der Ergebnisse analytischer Methoden zur Fehleranalyse unterliegt 
einem grundsätzlichen Dilemma, da die reale Verifikation von Fehlermodellen anhand statis‐
tisch aussagekräftiger Daten für komplexe Gesamtsysteme de facto nicht möglich ist. Hierfür 
müsste eine entsprechend umfassende Datenbasis durch immense Versuchsaufwände oder 
aus Betriebsdaten ermittelt werden, um alle im Fehlermodell behandelten Fehlzustände und 
Fehlerkombinationen im Versuch statistisch nachzuweisen. Nichtsdestotrotz gilt es nach dem 
Stand von Wissenschaft und Technik als plausibel und valide, davon auszugehen, dass die 
aussagenlogische Repräsentation und Bewertung eine prinzipiell geeignete und in ihrer Ei‐
genschaft als modellhafte Abstraktion korrekte Grundlage für Fehlermodelle darstellt. Aus‐
gehend von dieser grundsätzlichen Hypothese der Gültigkeit der Fehlermodellierung auf Ba‐
sis probabilistischer Zusammenhänge kann ein relativer Vergleich zwischen methodischen 
Ansätzen erfolgen. So erfolgt die Ergebnisbewertung in Form einer Charakterisierung der 
Methodik hinsichtlich speziell relevanter und wichtiger Aspekte im Vergleich zu anderen Me‐
thoden beziehungsweise allgemein auf qualitative Weise. 
8.1 Vergleich mit anderen Methoden  
Der Grundansatz der hier diskutierten integralen BN‐Fehlermodelle ist prinzipiell vergleich‐
bar zu solchen der klassischen FTA und RBD. So stellen die berechneten Wahrscheinlichkei‐
ten Erwartungswerte des Vorliegens der Zustände am Ende eines betrachteten Zeitraums 
dar. Durch die Untersuchungen in dieser Arbeit konnte gezeigt werden, dass die Berechnung 
im Prinzip dieselben Ergebnisse hervorbringt wie die etablierten quantitativen Verfahren, so‐
fern die Modelle dieselben logischen Strukturen aufweisen. Dabei bietet die integrale BN‐
Fehlermodellierung jedoch aufgrund der Abbildbarkeit bedingter Folgemöglichkeiten einer‐
seits eine erhöhte Präzision des Modells durch die realistischere Abbildung von Folgenmög‐
lichkeiten gegenüber den Ansätzen zur Mehrzustands‐Fehlermodellierung, da keine Nähe‐
rung auf Basis seltener Ereignisse ﴾vgl. [Vesely81]﴿ zur Auswertung verwendet wird. 
Die Fehlerbeziehungen im strukturhierarchisch orientierten BN‐Fehlermodell weisen vorder‐
gründige Ähnlichkeiten zur FMEA auf. Zwar enthält die FMEA keine Kombinationen von Feh‐
lermöglichkeiten und keine bedingten Folgewahrscheinlichkeiten, jedoch stellen beide die 
Beziehung zwischen Fehlerursache und Fehlerfolge in hierarchisch funktionalem Sinn dar. 
Die Modelle unterscheiden sich dagegen prinzipiell in der Hinsicht voneinander, dass in der 
FMEA jedem Fehlzustand beliebig viele Fehlerfolgen zugeordnet werden können. Dabei 
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muss nicht unterschieden werden, ob diese Folgen zugleich oder aber alternativ zueinander 
auftreten. Im probabilistisch integralen Fehlermodell muss stattdessen eine eindeutige Ursa‐
che‐Wirkungs‐Beziehung spezifiziert werden. So kann stets nur eine Folge modelliert werden 
beziehungsweise mehrere alternative Folgen, die sich gegenseitig ausschlieﬂen. Gleichzeitig 
mögliche Zustände können nicht als verschiedene diskrete Zustände der übergeordneten 
Komponente angegeben werden. Dies ist aufgrund der logischen und arithmetischen 
Grundlage notwendig, da das Integralmodell gegenseitig exklusive probabilistische Zustände 
beinhaltet. Für die ausschlieﬂlich qualitative FMEA ist die Beschränkung hingegen nicht not‐
wendig und nicht definiert, da keine arithmetische Randbedingung für probabilistische Integ‐
rität herrscht. So ist es mitunter ein Ziel der FMEA, möglichst viele zutreffende Folgezustände 
an eine Fehlerursache anzuknüpfen, um ein vollständiges Spektrum möglicher Folgeeffekte 
angeben zu können. Der integrale Ansatz der BN‐Fehlermodellierung kann dies hingegen 
nicht in gleicher Weise abbilden. Stattdessen ist es notwendig, jeweils sich gegenseitig aus‐
schlieﬂende Folgezustände zu beschreiben, wie dies in Kapitel 6.3 erläutert wird.  
Die Einbeziehung der probabilistischen Möglichkeiten ﴾aus dem Englischen „likelihood“﴿ für 
alternative Auswirkungen stellt dabei jedoch keinen Konflikt zur probabilistischen Grundlage 
der Ursache‐Wirkungs‐Modelle dar ﴾vgl. Abschnitt 5.2 sowie [Pearl00, Jaynes03]﴿. Vielmehr 
handelt es sich um eine arithmetische Verfeinerung innerhalb der Randbedingung, dass zur 
Erhaltung der probabilistischen Integrität des Modells nur alternative Folgen durch bedingte 
Wahrscheinlichkeiten ausgedrückt werden können. Die bei der Berechnung der Netzwerke 
erfolgende Kompensation von stochastischen Abhängigkeiten kann als eine weitere Präzisie‐
rung des probabilistischen Verfahrens angesehen werden. 
So bietet die BN‐Fehlermodellierung eine verfeinerte Abbildung, als dies mit den klassischen 
und binären Methoden darstellbar ist, deren gröberes Modell und üblichen Approximationen 
der Lösungsverfahren vorwiegend die Tendenz zur Überschätzung der Wahrscheinlichkeiten 
der Fehlerfolgen birgt [Epstein05]. In selteneren Fällen erfolgt allerdings auch deren Unter‐
schätzung. Nach Epstein gilt diese Problematik nicht für exakte Berechnungsverfahren, mit 
welchen auch die BN‐Fehlermodelle ausgewertet werden können. Allerdings bietet die ver‐
feinerte Differenzierung zwar ein differenzierteres und potenziell genaueres Modellabbild. 
Dies impliziert zugleich aber auch einen geringeren unwillkürlichen Sicherheitsfaktor, als die 
gröbere Modellierung anhand klassischer Verfahren. So ist es im Fall von Ungewissheit be‐
züglich der angenommenen Daten, ratsam, potenziell kritische Ursachen und bedingte Fol‐
gewahrscheinlichkeiten grundsätzlich mit höheren Werten zu bewerten. 
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Die Implementierung zeitlicher Bedingungen wurde in dem in dieser Arbeit vorgestellten 
grundlegenden Verfahren nicht eingehend betrachtet. Für eine eingehendere probabilisti‐
sche und funktionale Differenzierung kann dies jedoch relevant sein und so den entspre‐
chenden Mehraufwand bei der Modellierung rechtfertigen. Hierfür sei auf erweiterte Berech‐
nungsverfahren zur Modellierung von Abfolgen, analog zu Ansätzen zur Zuverlässigkeitsbe‐
trachtung auf Basis dynamischer BN verwiesen, wie beispielsweise in [Boudali04, Boudali06, 
Weber06, Marquez10]. Die Umsetzung des hier behandelten integralen BN‐Fehlermodells in 
entsprechend zeitabhängiger Form ist grundsätzlich möglich. 
8.2 Erkenntnisse hinsichtlich der praktischen Verwendung als Analysemethode 
Im Hinblick auf die praktische Verwendung des in der Arbeit untersuchten integralen Ansat‐
zes zur Fehlermodellierung leitet sich eine Reihe von Fragestellungen aus den Erfahrungen 
und Erkenntnissen der voranstehenden Ausarbeitungen ab. Diese betreffen den Umgang mit 
Ungewissheit, sowie Möglichkeiten zur Aufwandsreduktion bezüglich der typischerweise 
zahlreichen zu definierenden bedingten Wahrscheinlichkeiten in Form der CPT‐Parameter 
und zur selektiven Beschränkung auf spezifische Analyseziele oder Systemteile. 
8.1.1 Handhabung und Aufwand 
Insbesondere die fallweise sehr hohe Anzahl an Parametern in den CPT der Netzwerkknoten 
stellt ein Hemmnis für die Umsetzung dar. Doch ist dies weniger der Methode selbst ge‐
schuldet, sondern vielmehr der Natur der Problematik der Zustandsbewertung eines Systems 
mit vielen zusammenwirkenden Bauteilen und jeweils mehreren möglichen Fehlzuständen. 
Demnach beruht die Probabilistik eines Systems stets auf diesen möglichen Konstellationen. 
Dies kommt aufgrund des systematischen Ansatzes, der der BN‐Fehlermodellierung zugrun‐
de liegt, notwendigerweise zum Vorschein.  
Um dem zu begegnen, werden nachfolgend verschiedene Ansätze für eine Aufwandsminde‐
rung aufgezeigt. Des Weiteren dienen diese auch dazu, die Nachvollziehbarkeit und prakti‐
sche Anwendung der kontextbezogen anschaulichen Gestaltung von CPT zu unterstützen. 
Diese Ansätze stellen einen Ausgangspunkt für eine anwendungsgerechte Umsetzung des 
Verfahrens, beispielsweise in dafür zu entwickelnden Anwendungsprogrammen, dar. 
 Parameterelimination anhand der Fehlerordnung: 
Je nach Anzahl der Komponenten, die in einem Verbund zusammenwirken, sowie je nach 
der Anzahl an potenziellen Fehlzuständen, sind mitunter groﬂe Anzahlen an Fehlerkombina‐
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tionen möglich. Dies sind jedoch zu einem maﬂgeblichen Anteil Fehlerkombinationen höhe‐
rer Ordnungen ﴾vgl. Tabelle 5.1﴿. In der gebräuchlichen tabellarischen Darstellung der CPT 
werden diese typischerweise nicht entsprechend unterschieden, sodass es besonderer Be‐
mühung bedarf, diese in deren Gesamtheit zu überblicken und irrtumsfrei zu behandeln.  
Ein möglicher Ansatz ist die Priorisierung anhand der Fehlerordnung innerhalb der CPT. Feh‐
lerkombinationen höherer Ordnungen sind in der Regel um Gröﬂenordnungen unwahr‐
scheinlicher, als solche niederer Ordnung. So kann der Fokus beispielsweise auf die detaillier‐
te Betrachtung von Fehlern erster Ordnung ﴾Einzelfehler﴿ und zweiter Ordnung ﴾Doppelfeh‐
ler﴿ gelegt werden, während solche höherer Ordnungen pauschal ohne spezifische Zu‐
standsbeschreibung zusammengefasst werden, was in Bild 8.1 prinzipiell veranschaulicht ist. 
 
Bild 8.1: Strukturierung von CPT anhand der Fehlerordnung 
Bis zu welcher Fehlerordnung das Modell detailliert ausgearbeitet wird, sollte dabei bei‐
spielsweise abhängig von der Kritikalität des Systems hinsichtlich möglicher Gefährdungen 
für Mensch, Umgebung, Natur oder auch Sachwerte entschieden werden. Für ein nicht si‐
cherheitsrelevantes Produkt mag es dagegen fallabhängig genügen, ausschlieﬂlich Einzelfeh‐
ler explizit zu betrachten und darüber hinaus nur besonders wahrscheinliche beziehungswei‐
se kritische Doppelfehler selektiv zu identifizieren und konkret auszuarbeiten. Da BN stets auf 
der Gesamtheit aller Zustandskombinationen beruhen, kann beispielsweise algorithmisch au‐
tomatisiert ermittelt werden, welche der vernachlässigten Zustandskombinationen höherer 
Ordnung signifikante Wahrscheinlichkeitswerte aufweisen, um diese für eine spezifische Be‐
trachtung zu selektieren.  
Ergänzend kann es fallabhängig sinnvoll sein, einzelne Systemteile oder Komponentenkno‐
ten aufgrund technologischer Eigenschaften detaillierter zu betrachten, als andere. Ein Bei‐
spiel hierfür ist eine redundante Topologie in einem Systemteil. Dessen Abbildung im Modell 
muss bis hin zu einer Fehlerordnung geschehen, durch die alle Kombinationsmöglichkeiten 
der Zustände der redundanten Systemteile erfasst werden. Die ist beispielsweise die dritte 
Fehlerordnung i.O.
Verbund X a1 ai… b1 bj… c1 ck… … aibj aick bjck … aibjck … … Rest
Funktion x0
Folge x1
Folge xn
…
n_spez. ≥ 2.Ordnung
Fehler höherer OrdnungDoppelfehlerEinzelfehler
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Fehlerordnung für eine sogenannte 2‐aus‐3‐Redundanz, sodass die Wahrscheinlichkeit des 
Ausfalls aller drei Systemteile explizit im Fehlermodell dargestellt wird. 
Ein anderes allgemeines Beispiel ist eine Sicherheitsfunktion, die bestimmten kritischen Feh‐
lerkombinationen entgegenwirken muss. Solch ein Sicherheitsmechanismus kann, wie in Ka‐
pitel 7.5 ausgeführt ist, selbst jedoch auch Fehlzustände einnehmen, die in Kombination mit 
den zu verhindernden Fehlzuständen der Komponente zu beurteilen sind. Aufgrund der Si‐
cherheitsrelevanz ist eine differenzierte Betrachtung erforderlich. Dabei sollten alle Kombina‐
tionen bis zu einer ausreichend hohen Ordnung behandelt werden, um dadurch alle Kombi‐
nationen der Fehlzustände des Sicherheitsmechanismus mit allen durch diesen zu begeg‐
nenden Zustandskombinationen der Komponente explizit abzubilden. So ist beispielsweise 
eine Betrachtung der Fehlerkombinationen bis zur dritten Ordnung für einen zu erkennen‐
den Doppelfehler nötig, um die Folgen dieser Kombination bei gleichzeitigem Vorliegen ei‐
nes latenten Fehlers oder Ausfalls des Sicherheitssystems abbilden zu können. 
 Parameterelemination anhand von spezifischer Einflusswirkung: 
Bei Verbindungen aufgrund probabilistischer Abhängigkeiten, beispielsweise im Fall sekun‐
därer und kommandierter Fehler, sowie im Fall spezifisch einwirkender äuﬂerer Einflüsse, ist 
eventuell nur ein bestimmter Teil des probabilistischen Einflusses betroffen. So dient es der 
Übersichtlichkeit, hier eine visuell optimierte Darstellung der CPT vorzusehen, die Zustände 
im Normalbetrieb in einer Gruppe, sowie die Einwirkungen von Sonderereignissen ein einer 
weiteren Gruppe zusammengefasst darzustellen ﴾s. Bild 8.2﴿. Auf diese Weise kann beispiels‐
weise der Fall unter einer spezifischen Einwirkung getrennt von dem Regelfall ohne diese 
behandelt werden, was die Umsetzung der Analyseaufgabe vereinfacht. 
 
Bild 8.2: Strukturierung von CPT anhand regelmäﬂiger und besonderer Einwirkungen 
 Parameterelimination aufgrund dominanter Zustände: 
Einige Fehlzustände dominieren funktional, indem nach deren Eintreten keine anderen Zu‐
stände eintreten können beziehungsweise sich keine Veränderungen des Systemverhaltens 
einstellen können. Falls beispielsweise ein Fehlzustand eintritt, nach dem das System fehler‐
Zustände X P a1 a2 b1 … a1 a2 b1 …
Funktion 1‐ΣP(xi)
Folge x1 P(x1)
Folge x2 P(x2)
… P(x…)
Normalbetrieb:
wie spezifiziert
Sonderereignisse
(Blitzschlag,Hagel,…)
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bedingt völlig funktionslos ist, können weitere Fehlzustände keine andere Fehlerwirkung in 
Kombination mit diesem mehr hervorbringen und somit irrelevant sein. Diese von einem 
Fehlzustand dominierten Kombinationen können mitunter übergeordnet als solche gekenn‐
zeichnet und zusammengefasst behandelt werden. Durch Kennzeichnung der Dominanz ei‐
nes Fehlzustands ﴾vgl. Bild 8.3﴿ kann dessen Auswirkung in solch einem Fall automatisch für 
alle weiteren Kombinationen mit diesem festgelegt werden, was wiederum die Gesamtanzahl 
einzeln zu betrachtender Fallunterscheidungen verringern kann. 
 
Bild 8.3: Aufwandsreduktion durch Kennzeichnung dominierender Fehlzustände ﴾dom.﴿ 
8.1.2 Umgang mit Unkenntnis, Ungewissheit und unvollständigem Wissen 
Die Verfügbarkeit der für ein Fehlermodell benötigten Kenntnisse und Daten ist im prakti‐
schen Anwendungsfall beschränkt, wenn nicht alle erforderlichen Kenntnisse über Fehlzu‐
stände von Komponenten und deren Wahrscheinlichkeiten bekannt sind. Zudem mag die 
Einschätzung von bedingten Folgewahrscheinlichkeiten einer hohen Ungewissheit unterlie‐
gen. Dazu können diese von dem Betriebszustand und anderen Randbedingungen abhän‐
gig sein, sodass eine entsprechend komplexe Differenzierung erforderlich ist, die nicht im 
Modell abgebildet werden kann. Daher liegt es in der Natur der Aufgabe, die Fehlermodel‐
lierung unter vereinfachenden Annahmen und begrenzter Kenntnis umzusetzen. Dies jedoch 
ist ein grundsätzliches Problem der methodischen Fehleranalyse. Aus diesem Grund ist es 
generell zu bevorzugen, defensive Schätzungen der Wahrscheinlichkeitswerte zugrunde zu 
legen und die Ergebnisse in dieser Weise zu deuten. Dies kann beispielsweise dadurch ge‐
schehen, dass Abschätzungen vorrangig zugunsten von kritischen Fehlern erfolgen. 
Speziell im Kontext der integralen Fehlermodellierung ist zudem zu beachten, dass die Un‐
kenntnis möglicher Fehlerursachen oder deren Vernachlässigung zu einem höheren Wert 
der Funktionswahrscheinlichkeit führt, als dies tatsächlich gegeben ist. Dies liegt an der Kom‐
plementarität der Funktionswahrscheinlichkeit gegenüber der gesamten Wahrscheinlichkeit 
der Fehlzustände. Sind einzelne Fehlzustände nicht aufgeführt, so ergibt sich fälschlicher‐
weise ein höherer Wert für die Funktionswahrscheinlichkeit der betreffenden Komponente.  
Zustände X P a1 a2 b1 … a1b1 a1b2 a2b1 … …
Funktion 1‐ΣP(xi)
Folge x1 P(x1) DOM X X X
Folge x2 P(x2)
… P(x…)
Einzelfehler Doppelfehler >2. Ordn.
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Daher ist es für integrale Fehlermodelle insbesondere wichtig, gegebenenfalls vorhandene 
Einschränkungen der Kenntnisse, des Betrachtungsumfangs oder der Detaillierung der Ana‐
lyse bei deren Auswertung geeignet zu berücksichtigen. Sind beispielsweise nicht alle Feh‐
lermöglichkeiten bekannt oder im Modell implementiert, beispielsweise, um den Arbeitsauf‐
wand zu verringern, so bietet es sich an, einen Fehlzustand „unbekannte Fehlzustände“ oder 
„nicht spezifizierte Fehlzustände“ in der Menge der Fehlzustände vorzusehen. Im Fall von 
Vorbehalten hinsichtlich der möglichen Fehlzustände und deren Wahrscheinlichkeiten sollten 
die Knoten in einer der im Folgenden vorgeschlagenen Weisen aufgebaut werden. 
 Keine Angabe der Funktionswahrscheinlichkeit: 
Falls nur spezifische Zustände betrachtet und nennenswerte Teile nicht eingehend unter‐
sucht wurden, kann keine Funktionswahrscheinlichkeit angegeben beziehungsweise ermittelt 
werden. In dem Fall ist es notwendig, wie in Bild 8.4 ﴾links﴿ dargestellt ausschlieﬂlich einen zu 
den behandelten Fehlzuständen komplementären Zustand „nicht spezifizierte Zustände“ an‐
zugeben, anstelle einer Funktionswahrscheinlichkeit. 
                          
Bild 8.4 Knotenaufbau bei nennenswerter Ungewissheit oder Vernachlässigung nicht rele‐
vanter Fehlzustände ﴾links﴿; Knotenaufbau bei abschätzbarer pauschaler Restfehlerwahr‐
scheinlichkeit ﴾rechts﴿. 
 Angabe eines pauschalen Restfehleranteils: 
Im Fall nur einzelner unberücksichtigter oder nicht im Einzelnen bekannter restlicher Fehler‐
möglichkeiten, deren Gröﬂenordnung jedoch abgeschätzt werden kann, lässt sich ein nicht 
spezifizierter Fehlzustand angeben wie rechts in Bild 8.4 veranschaulicht. Dieser ist als Fehl‐
zustand mit den übrigen konkret spezifizierten Fehlermöglichkeiten zusammen komplemen‐
tär zur Funktionswahrscheinlichkeit. So kann diese explizit angegeben werden. 
 Selektives Modell mit Restfehler ohne Funktionswahrscheinlichkeit: 
Eine Kombination aus obigen Ansätzen ist in solchen Fällen denkbar, in welchen nur Teile 
des Systems näher betrachtet werden, in anderen Teilen hingegen eine grobe Differenzie‐
Zustände X P
nicht spez. Zustände 1‐ΣP(xi)
Folge x1 P(x1)
Folge x2 P(x2)
… P(x…)
Zustände X P
Funktion 1‐ΣP(xi)
Folge x1 P(x1)
Folge x2 P(x2)
 … P(...)
nicht spez. Zustände P(xRest)
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rung möglicher Zustände oder eine weniger detaillierte Analyse genügt. Die Angabe einer 
Funktionswahrscheinlichkeit ist in einem solchen Fall nur abschnittsweise möglich und die 
Menge der ermittelten Folgen kann nicht als vollständig erachtet werden. Daher muss die 
Liste der Zustände eines Knotens dies entsprechend widerspiegeln, indem in den jeweiligen 
Komponenten, die Unterkomponenten ohne entsprechende Angaben enthalten, keine Funk‐
tionswahrscheinlichkeit angegeben wird.  
Allgemein ist es für die integrale Modellierungsstrategie wichtig, dass auch für nicht aus‐
drücklich spezifizierte Fehlzustände angenommen werden muss, dass sich darin potenziell 
kritische Folgen verbergen können. Wenn diese nicht näher konkretisiert wurden oder be‐
kannt sind, ist dies stets als potenziell kritischer Fehlerkomplex anzusehen. Zu beachten ist in 
diesen Fällen zudem, dass das Modell grundsätzlich nur in der Hinsicht und in dem Umfang 
ausgewertet und interpretiert wird, wie es angesichts der Restriktionen der verwendeten Da‐
ten und der Modellgüte angemessen ist. 
8.3 Erweiterte Ansätze zur Verwendung integraler Systemmodelle 
Da die Berechnung der BN‐basierten Fehlermodelle mit darin enthaltenen logischen Zu‐
sammenhängen und Abhängigkeiten arithmetisch exakt möglich ist, kann die Berechnung 
auch mit Wahrscheinlichkeitswerten erfolgen, die nicht wesentlich kleiner als eins sind. Dies 
ist ein Unterschied zu der Näherung, die unter der Annahme seltener Ereignisse ﴾„rare event 
approximation“ [Vesely81]﴿ für die FTA vorgeschlagen wird, um Vereinfachungen der Fehler‐
baum‐Strukturen und Boolescher Terme zu erreichen. Hierbei besteht nicht die Notwendig‐
keit zur Beschränkung auf Restriktionen durch konstante Wahrscheinlichkeitswerte wesentlich 
kleiner als 1. Dies erlaubt es zudem, auch solche Berechnungen umzusetzen, die eine Zu‐
nahme des Wahrscheinlichkeitswerts bis hin zum Lebensdauerende abbilden, wie beispiels‐
weise Rissbildung, Alterungseffekte und Verschleiﬂ. Auf der Basis ist eine Berechnung des 
Modells unter schrittweise voranschreitender Zeit möglich, wobei erkennbar wird, zu wel‐
chem Zeitpunkt beispielsweise ein bestimmter System‐Fehlzustand einen definierten Grenz‐
wert überschreitet. Hierzu müssen Eingangswerte für die Randknoten des BN‐Fehlermodells 
aus geeigneten Zuverlässigkeitsfunktionen der Bauteile geeignet einbezogen werden.  
Als weiterführende Überlegung erscheint es ferner interessant zu sein, verschiedene Sätze 
von Randparametern für unterschiedliche Nutzungsszenarien und Betriebsweisen anzuneh‐
men. Ein Konzept hierfür kann es beispielsweise sein, mehrere Konfigurationen von äuﬂeren 
Einflüssen auf die Komponenten der untersten Hierarchieebene zu beziehen und die Fehler‐
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wahrscheinlichkeit in Abhängigkeit von diesen zu implementieren. Dabei gilt es jedoch, zu 
beachten, dass die Wahrscheinlichkeit eines Fehlzustands eines Bauteils beziehungsweise ei‐
nes Eingangsknotens von der Beanspruchungshistorie abhängt und die individuelle Gesetz‐
mäﬂigkeit zur Akkumulation der Fehlerwahrscheinlichkeit zu geeignet zu implementieren ist. 
Als Überleitung zu Schluss und Ausblick der Arbeit sei noch ein Gedanke erwähnt, der es ge‐
stattet, das hier diskutierte arithmetische Konzept zur Fehlermodellierung in einer freieren 
Form anzuwenden. So ist es denkbar, die Fehlerbeziehungen nicht zwangsläufig in CPTs zu 
implementieren, sondern beispielsweise auf graphischer Basis in einer entsprechend gestal‐
teten Anwendersoftware. So könnte ein Modell beispielsweise ähnlich zu der FN‐FMEA im 
Stil von Fehlernetzen erstellt werden, während die Arithmetik der BN‐Modelle hintergründig 
und rahmengebend die konsistente Grundlage zur Berechnung bildet. Damit erscheint es 
möglich, einen Ansatz, wie beispielsweise die probFMEA nach [Kaiser15] als Formalismus zur 
Modellierung zu verwenden. Dieser kann innerhalb eines entsprechend strukturhierarchi‐
schen und integralen Modellschemas, wie es in dieser Arbeit diskutiert wurde, als graphi‐
scher Formalismus zur Modellierung dienen. Mit diesem sind vorrangig nur ausdrücklich zu 
betrachtende Zusammenhänge explizit zu modellieren. Die Berechnung dieses Modells 
könnte nach dem integralen Modellschema mit dem Ansatz der BN erfolgen. Dabei ist die 
zuvor erläuterte Beschränkung auf die Modellierung ausschlieﬂlich alternativer Folgen zu be‐
achten. Interessant wäre daher zudem eine Weiterentwicklung des Modellkonzepts bezie‐
hungsweise des Formalismus, durch die auch ein simultanes Auftreten mehrerer Folgesymp‐
tome intuitiv und konsistent darstellbar ist.  
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9 Zusammenfassung und Ausblick 
In dieser Arbeit wurde das Schema probabilistischer Inferenznetzwerke zur Darstellung und 
Berechnung von Mehrzustands‐Fehlermodellen in einem integralen und kohärenten Ansatz 
genutzt. Dazu wurde ein Rahmenkonzept für einen entsprechenden methodischen Ansatz 
zur Fehlermodellierung zusammengestellt. Anschlieﬂend erfolgte eine detaillierte Untersu‐
chung der probabilistischen Arithmetik elementarer Netzwerkbeziehungen ausgehend von 
einer weiterentwickelten mengentheoretischen Anschauung des Schnitts mehrwertiger Zu‐
fallsgröﬂen. Damit erfolgten eine logische Interpretation der elementaren Einflussbeziehun‐
gen in Bayesschen Netzwerken ﴾BN﴿ sowie die Herleitung der dafür erforderlichen algebrai‐
schen Grundlagen. So konnte ein Ansatz verifiziert werden, mittels dessen komplexe System‐
Fehlermodelle als auf mehrwertigen Zufallsvariablen beruhende Netzwerke dargestellt wer‐
den können. Dieser diente darauffolgend zur Untersuchung der Verwendbarkeit von BN für 
strukturhierarchisch untergliederte integrale Modelle aus Fehlerursache‐ und Fehlerauswir‐
kungsbeziehungen technischer Systeme. Dadurch wurde im Kontext des untersuchten Mo‐
dellschemas gezeigt, wie hiermit komplexe und integrale System‐Fehlermodelle auf Basis 
von BN implementiert und probabilistisch exakt ausgewertet werden können.  
Im Zuge der Arbeit konnte gezeigt werden, wie integrale Mehrzustandsmodelle der Fehler‐
ursache‐ und Auswirkungsbeziehungen für ein technisches System probabilistisch konsistent 
aufgebaut und ausgewertet werden können. Darüber hinaus wurde die in BN bestehende 
Möglichkeit zur Verwendung bedingter Folgewahrscheinlichkeiten in System‐Fehlermodellen 
untersucht und verifiziert. Bei inhaltlicher Analogie zu FTA‐ und RBD‐Modellen ermöglichen 
diese komplexeren Fehlermodelle jedoch eine präzisere, umfassendere und probabilistisch 
konsistente Abbildung des Systems. Im Vergleich zum bisherigen Stand der Wissenschaft 
und Technik stellt dieser Ansatz eine stärker differenzierbare und zugleich strukturell konsis‐
tente Grundlage für System‐Fehlermodelle dar. 
Die Auswertung der Fehlermodelle mittels der für BN verfügbaren exakten Lösungsalgorith‐
men konnte zudem validiert werden. Mit diesen ist die Auswertung entsprechender Fehler‐
modelle auch im Fall groﬂer Modellumfänge und komplexer Abhängigkeitsbeziehungen mit 
akzeptablem Rechenaufwand möglich. Insgesamt bietet der Modellierungsansatz auf Basis 
von Netzwerken aus mehrwertigen Zufallsgröﬂen bislang nicht vorhandene Möglichkeiten 
zur gesamtheitlichen Fehleranalyse komplexer technischer Systeme. Dies wurde anhand ei‐
ner Reihe vereinfachter Fallbeispiele verdeutlicht und diskutiert.  
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Die gebräuchliche Darstellung von BN ist für die Erstellung solcher Fehlermodelle jedoch nur 
in gewissen Grenzen bedingt durch Komplexität und Übersichtlichkeit geeignet. Dies erweist 
sich als maﬂgebliche Restriktion zur praktischen Anwendung des Modellierungsansatzes. Im 
Zuge der Arbeit wurden daher diverse Strategien zur optimierten Erfassung und Darstellung 
der im Modell verarbeiteten Informationen vorgeschlagen. Angesichts dieser ergonomischen 
Beschränkung wäre für die praktische Anwendung ein intuitiv erfassbares und aufwandsop‐
timiertes Bedien‐ und Darstellungskonzept wegweisend. Dies zielt vorrangig auf die Erleich‐
terung der Bearbeitung der Fehlerbeziehungen gegenüber der gebräuchlichen Tabellenform 
sowie eine Aufwandsbeschränkung ab. Zudem wäre eine graphische Visualisierung der logi‐
schen Beziehungen zwischen einzelnen Fehlzuständen zur Verbesserung der Nachvollzieh‐
barkeit günstig. Ferner könnten an mehreren Knoten einwirkende Gröﬂen, wie beispielsweise 
besondere Umgebungseinwirkungen oder Sicherheitsmechanismen in Anwenderprogram‐
men als spezifische Symbole an einzelnen Knoten lokal repräsentiert werden. Dies würde die 
Anzahl der vielfältigen und transversal zu den Strukturbeziehungen verlaufenden Netzver‐
knüpfungen reduzieren, die andernfalls die Überschaubarkeit und Handhabbarkeit stark be‐
einträchtigen. 
Ein Aspekt für Weiterentwicklungen von BN‐Analysewerkzeugen wäre eine kontextspezifi‐
sche Berechnungsumgebung, die die Ausfallwahrscheinlichkeiten zu einem gegebenen Zeit‐
punkt auf Basis von Berechnungsmodellen für die jeweiligen Komponenten auf der untersten 
Hierarchiestufe des Fehlermodells erlaubt. Darin wäre zudem eine Unterscheidung verschie‐
dener Parametersätze für unterschiedliche Betriebsweisen und Umgebungsbedingungen 
umsetzbar. Eine wesentliche konzeptionelle Weiterentwicklung des Ansatzes dieser Arbeit 
wäre die Umsetzung integraler Fehlermodelle in zeitlich veränderlichen dynamischen BN. 
Dadurch könnten auch zeitliche Abhängigkeiten aufeinanderfolgender Fehlzustände proba‐
bilistisch verfeinert dargestellt werden. Ein weiterer Ansatz zur konzeptionellen Weiterent‐
wicklung bestünde darin, auch simultane Fehlerfolgen probabilistisch geeignet abbilden zu 
können. Der grundlegende Ansatz in dieser Arbeit ist jedoch durch das Grundkonzept auf 
die Möglichkeit der Darstellung alternativer Fehlerfolgen, die sich gegenseitig ausschlieﬂen, 
beschränkt. Ein praktikabler Ansatz, der diese Restriktion überwindet, wäre zukunftsweisend 
für die praktische Anwendung.   
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