The spatial component of ecological interactions plays an important role in shaping ecological communities. A crucial ecological question is how do habitat disturbance and fragmentation affect species persistence and diversity? In this paper, we develop a deterministic metapopulation model that takes into account a time-dependent patchy environment, thus our model and analysis take into account environmental changes. We investigate the effects that spatial variations have on persistence and coexistence of two competing species. In particular, we study the local behaviour of the model, and we provide a rigorous proof for the global analysis of our model. Also, we compare the results of the deterministic model with simulations of a stochastic version of the model.
Introduction
Understanding the impact of space on species coexistence is a major topic in theoretical and experimental ecology studies [23] . Over the past decades, lots of mathematical models have been used to study the impact of spatial heterogeneity on population dynamics of systems of interacting species (see, e.g. [6, 8, 14, 30, 35] ). These studies have demonstrated that spatial structure is at least as important as birth and death processes, competition, or predation [35] . For example, spatial structure is known to allow two competing species to coexist [30] ; stabilize predator-prey dynamics [9, 14] , and influence the evolution of cooperative behaviour [24] .
There are several ways of incorporating spatial heterogeneity or patchiness into population models [6] . Space is implicitly included in spatially structured metapopulation models, such as the Levins model [16] . These models focus on changes in patch occupancy as a function of dp(t) dt = cp(t) ( 
− p(t)) − ep(t),
where p(t) denotes the proportion of occupied patches at time t, c is the per capita colonization rate of empty patches, and e is the per capita extinction rate of occupied patches. This model assumes an infinite network of homogeneous patches and is spatially implicit. A classic result provided by this model is that metapopulation persistence is possible if and only if the colonization rate exceeds the critical threshold set by the extinction rate. This model has been extended to include two interacting species [8, 12, 15, 21, 22] or multiple species [10, 11, 15, 30] . Although our model has a similar structure as that in Hanski and Ranta [8] , there are some key differences between the two models. One of the most significant differences between their study and ours lies in the biological insights obtained from the analytical results of the models. In terms of the model structure, their model includes a per capita rate (ν) of pool (patch) disappearance and a constant rate q of appearance of new pools (patches). Under this assumption, the total number of pools (N ) satisfies the equation N (t) = q − νN (t), and is asymptotically a constant (q/ν). Our model assumes a constant per capita patch destruction rate d (i.e. the rate at which a habitable patch becomes nonhabitable) and a constant per capita patch recreation rate r (i.e. the rate at which an nonhabitable patch becomes habitable). Under this assumption, the number of nonhabitable and habitable patches are time-dependent while the total number of patches remain constant for all time.
The analytic results of the model in Hanski and Ranta [8] and our model include the stability analysis of the nontrivial boundary equilibria (i.e. equilibria at which only one species is present). It is pointed out in Hanski and Ranta [8] that the local stability conditions expressed by (6c) and (6d) can be written down using the model parameters but they are uninformative. Consequently, they considered only some special cases of the expression. Our model allows us to derive general stability conditions for the system equilibria and are much more informative. Particularly, our results can be used to compute the criteria for one species to invade a metapopulation in which the other species has already established itself, as well as to examine the role of patch dynamics (destruction and recreation) on species invasion and coexistence. Moreover, our analytical results include both the local and the global stabilities of the nontrivial boundary equilibria as well as the uniform persistence of the metapopulations of both species.
In our two-species metapopulation model, we divide the total number of patches into five subtypes of patches. The fractions of these five types of patches are denoted by: u 0 for nonhabitable patches (or destroyed); u 1 for habitable but empty (i.e. not colonized by either species); x for patches occupied by species 1 only; y for patches occupied by species 2 only; and z for doubly occupied patches (i.e. occupied by both species 1 and species 2). The transition diagram between patch states is shown in Figure 1 . Patch destruction occurs at a constant per capita rate d, and nonhabitable patches can become habitable at a constant per capita rate r. Species i (i = 1, 2) colonizes an empty patch at the per capita rate c i , and it goes extinct in a patch absent of the other species at the per capita rate e i . A patch that is occupied by species i can be colonized by species j (j = i) at the per capita rate k j c i with k j ≤ 1 (which represents the assumption that the colonization of a patch occupied by the other species is more difficult than the colonization of an empty patch). If a patch is doubly occupied, then there may be an extra extinction rate i ≥ 0 for species i so that the total extinction rate is e i + i . All our model parameters are nonnegative. The definitions of all variables and parameters are summarized in Table 1 . The model is described by the following system of differential equations: 
Using the fact that u 0 + u 1 + x + y + z = 1, we can ignore the u 0 equation in system (1) and consider the following equivalent four-dimensional system:
Our analytical results will be conducted using system (2) . Adding all the equations in system (2) yields
From the above equation, we know that
represents the long-term proportion of habitable patches. Assume that the system has reached the asymptotic state, i.e.
Then, the biologically feasible region for system (2) is
It can be verified that is positively invariant, and that the usual results on the existence and uniqueness of solutions as well as the continuation results hold. In the following sections, we restrict our analysis to solutions with initial conditions in .
Stability analysis
System (2) always has the trivial (species-free) equilibrium
There are two possible nontrivial boundary equilibria at which only one species is present:
Clearly, E i is biologically feasible (i.e. the components are between 0 and 1) only if the following quantities
are sufficiently large or more specifically, if the following conditions hold
Note that c i is the rate at which species i colonizes a habitable and empty patch, 1/(e i + d) is the mean time of patch occupancy by species i (in the absence of the other species), and p is the long-term fraction of habitable patches. Thus, R i gives the long-term expected 'reproduction number' of species i in a landscape where the proportion of habitable patches is p.
Local stability and invasion criterion
The following results show that the reproduction numbers R 1 and R 2 also determine the stabilities of the equilibria E i , i = 0, 1, 2.
Theorem 1 Let R i be defined as in Equation (6) . Then
s. if and only if R i > 1 and R j < 1 for i, j = 1, 2 and j = i. Proof Proof of part (i). Since k 1 < 1, adding the second and fourth equations of system (2) gives
From the above inequality and R 1 < 1, we have x(t) + z(t) → 0 as t → +∞; and thus, x(t) → 0 and z(t) → 0 as t → +∞. Similarly, it can be shown that if R 2 < 1 then y(t) → 0 and z(t) → 0 as t → +∞. Therefore, if R i < 1 for i = 1, 2, then E 0 is globally asymptotically stable. This completes the proof of part (i For the proof of part (ii), noticing the mathematical symmetry between species 1 and 2, we only need to prove the results for the case of i = 1. From the proof of part (i), we know that if R 2 < 1 then y(t) → 0 and z(t) → 0 as t → +∞. Thus, the limiting system of (2) is
Let E 1l = (ū 1 ,x) denote the nontrivial equilibrium of system (7) . Then the stability of E 1l is equivalent to the stability of E 1 for system (2) . It is easy to show that E 1l is locally asymptotically stable (l.a.s.) when R 1 > 1. For the global stability of E 1l , let (f 1 , f 2 ) be the vector field defined by system (7) . Then using the Dulac function D(u 1 , x) = u 1 x and noticing that x < 1, we have
Thus, system (7) does not have a limit cycle. Notice that the trivial equilibrium (u 1 , x) = (0, 0) of system (7) is unstable as R 1 > 1, and that E 1l is the only nontrivial equilibrium of system (7). Therefore, E 1l is g.a.s. It follows that the boundary equilibrium E 1 of system (2) is g.a.s. Using a similar argument, we can show that E 2 is g.a.s. when R 1 < 1 and R 2 > 1. This completes the proof.
Next, we consider system (2) in the case of R 1 > 1 and R 2 > 1. In this case, both E 1 and E 2 exist. However, their stabilities will now depend on other conditions. In fact, these conditions can be written in terms of the following quantities:
where
The biological interpretations of the quantities R 12 and R 21 are given in Section 3.3. The local stability results for E i (i = 1, 2) are described in the following theorems. Proof Due to the mathematical symmetry between the two species, we only need to present a proof for Part (a) of this theorem. The Jacobian matrix of system (2) at E 1 is
The top-left 2 × 2 block matrix has two negative eigenvalues
For the bottom-right 2 × 2 block matrix, the trace is
and the determinant is The following theorem provides a result concerning the uniform persistence of both species, i.e. there exists a constant δ > 0, which is independent of initial data, such that Proof Define
It can be shown that if
It suffices to show that system (2) is uniformly persistent with respect to (X 0 , ∂X 0 ) [34] . It is easy to see that both X and X 0 are positively invariant. Clearly, ∂X 0 is relatively closed in X and system (2) is point dissipative. Set
with u 1 (t), x(t), y(t), z(t) also satisfying Equation (2) .
We first show that
To show that Equation (10) we have either x(t) = 0 and z(t) = 0, or y(t) = 0 and z(t) = 0 for all t ≥ 0. Suppose this is not true. Then there exists a t 0 ≥ 0 such that, without loss of generality, x(t 0 ) > 0, y(t 0 ) > 0, and z(t 0 ) = 0 (other cases can be discussed in the same way). Assume that u 1 (0) > 0 (a reasonable assumption), then it follows that u 1 (t) > 0 for all t > 0. Since
it follows that there is an ε 0 such that z(t) > 0 for t 0 < t < t 0 + ε 0 . Clearly, we can restrict ε 0 to be small enough so that
Hence, this shows that Equation (10) holds.
Using the same argument as in the proof of Theorem 1, we know that E i is a global attractor in B i \ {(p, 0, 0, 0)} for system (2) (i = 1, 2). It then follows that the set {E 0 , E 1 , E 2 } is isolated and is an acyclic covering in ∂X 0 . By Theorem 4.6 in Thieme [29] , we only need to show that
we notice that the conditions R 12 > 1 and R 21 > 1 imply that R 1 > 1 and R 2 > 1. Thus, we can choose δ small enough such that (11)), by the comparison principle [27] we havex(t) → +∞ as t → +∞. This contradictsx(t) → 0 as t → +∞, implying that
Since R 12 > 1 and hence B < 0, we can choose η > 0 small enough such that
Thus, for t sufficiently large we haveū 1 
Consider the following auxiliary system
The coefficient matrixĴ of system (13) is given bŷ
SinceĴ has positive off-diagonal elements, from the Perron-Frobenius theorem we know that there is a positive eigenvector v m corresponding to the maximum eigenvalue λ m ofĴ . After extensive computations, we have λ m > 0 since Equation (12) holds. Using linear systems theory, we can show that all positive solutions of Equation (13) tend to infinity as t → ∞. Then, applying the standard comparison principle we haveŷ(t) → +∞ andẑ(t) → +∞ as t → +∞.
, and the fact that the set {E 0 , E 1 , E 2 } is acyclic in ∂X 0 , we can apply Theorem 4.6 in Thieme [29] and conclude that system (2) is uniformly persistent with respect to (X 0 , ∂X 0 ). Using Theorem 1.3.7 in Zhao [36] as applied to the solution semiflow of systems (2), we can immediately obtain that the system has a positive equilibrium. This completes the proof of Theorem 3.
Global analysis of the coexistence equilibrium
In this section, we mainly consider the case when the extra extinction rates in doubly occupied patches are ignored, i.e. 1 = 2 = 0. In this case, it is convenient to use the variables n 1 = x + z and n 2 = y + z (in stead of x and y). Note that n i represents the total proportion of patches with species i (i = 1, 2). System (2) can be rewritten as
Noting that
as t → +∞, we can consider the limiting system of Equation (14):
For system (15) , the trivial equilibrium and the two nontrivial boundary equilibria are
Notice that these equilibria are the same as the corresponding ones for system (2), and we have used the same notation E i (i = 0, 1, 2). From Theorem 1, we can easily see that the global asymptotic behaviours of system (15) Notice that for i = 0 the invasion reproduction numbers R 12 and R 21 (given in Equations (8) and (9)) now simplify to
and
It is easy to verify that all solutions of system (15) starting in will remain in for all t ≥ 0. Hence, is positively invariant. Thus, in this section, our analysis will be carried out for system (15) in . Since R i > 1 for i = 1, 2, it follows that
Therefore, we must have either
denote a positive equilibrium of system (15), i.e. n * 1 > 0, n * 2 > 0, and z * > 0. We can find E * by solving the following algebraic equations:
Using the first and second equations in (18) we have
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Thus, the components of E * are given by
where B 1 , B 2 , B 3 are defined in Equation (21) . The existence (or nonexistence) condition of E * is described in the following theorem. , and z * are given by Equation (22) .
Proof For the proof of part (i), we only pick up the case R 12 < 1, R 21 > 1 to prove the theorem. If R 21 < 1, R 12 > 1, the theorem can be proved in a similar way. If R 12 < 1, R 21 > 1 we have B 3 < 0 and
It follows that
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Case 1
In this case, it is easy to see that B 2 < 0 since
we have
. In this case, we have
Since B i < 0, i = 1, 2, 3, it is easy to see that Equation (20) has no positive solution. Therefore, when R 12 < 1, R 21 > 1, system (15) has no positive equilibrium. This finishes the proof of part (i).
Proof of Part (ii). As R 12 > 1 and R 21 > 1, we have B 1 < 0 and B 3 > 0. It then follows that Equation (20) has at most one positive solution
Consequently, system (15) has at most one positive equilibrium E * = (n * 1 , n * 2 , z * ). On the other hand, system (20) is uniformly persistent for R 12 > 1 and R 21 > 1. This implies that system (15) has at least one positive equilibrium. Therefore, when R 12 > 1 and R 21 > 1, system (15) has a The next result concerns the global stabilities of the nontrivial equilibria E 1 and E 2 . For these global dynamics of system (15), we need to first mention some results from Jiang et al. [13] concerning three-dimensional K-competitive dynamical systems.
Consider the system of differential equations:
It follows from Smith [27] 
It follows from the Perron-Frobenius theorem that A has a real eigenvalue, which has a unique unit eigenvector in Int K, and the real parts of the other two eigenvalues are strictly greater than this real eigenvalue if A is type K-competitive and irreducible.
We also need to introduce the following concepts. A vector x is called K-positive if x ∈ K, and it is called strictly
Notice that the Jacobian of system (15) is ⎛
It can be verified that system (15) is K-competitive in . From the expressions of n * 1 , n * 2 , z * ,x, andỹ, it is not difficult to see that the equilibria E 1 and E 2 (or E 1 , E 2 , and E * ) are unordered in the K-order. It follows from Proposition 3.2 in Wang and Jiang [33] and Proposition 1.3 in Takac [28] that there exists a two-dimensional compact Lipschitz submanifold such that E 1 , E 2 ∈ Int , or E * ∈ Int and E 1 , E 2 ∈ ∂ . Moreover, is K-balanced. Since is a two-dimensional compact Lipschitz submanifold and homeomorphic to a compact domain in the plane, it is obvious that the Poincare-Bendixson theorem holds for the dynamics of system (15) on .
Notice that system (15) has only two boundary equilibria E 1 and E 2 , and from Theorems 2 and 3 we know that E 1 is stable and E 2 is unstable when R 12 < 1 and R 21 > 1. Since there is no positive equilibrium, from the Poincare-Bendixson theorem we know that E 1 is g.a.s. Using a similar way, we show that E 2 is g.a.s. if R 12 > 1 and R 21 < 1. Therefore, the following result holds.
Theorem 5 If R ij < 1 and R ji > 1 (i, j = 1, 2, j = i) then the nontrivial boundary equilibrium E i of system (15) is g.a.s.
Although we do not have an analytic result for the stability of the interior equilibrium E * , the results in Theorems 1 -6 suggest that E * is l.a.s. when R 12 > 1 and R 21 > 1. Biological interpretations of these results are provided in the next section.
Biological interpretations of the results
In the previous sections, we proved several results regarding the local and global dynamics of system (2) including the existence and stability of the equilibria E 0 , E 1 , E 2 , and E * . We point out that these results have been described using the quantities R i and R ij (i, j = 1, 2 and i = j ), which are defined in Equations (6), (8) , and (9). These quantities have clear biological meanings. For example, R i = pc i /(e i + d) is the product of c i (the rate that species i colonize a habitable and empty patch), 1/(e i + d) (the mean time that a patch is occupied by species i in the absence of the other species), and p (the fraction of habitable patches). Thus, R i gives the expected 'reproduction number' of species i in a landscape where the proportion of habitable patches is p. If a landscape is completely habitable, i.e. if p = 1, then the 'basic reproduction number' of species i is
To see the meaning of R ij more easily, we ignore the extra extinction rate for doubly occupied patches (i.e. i = 0). In this case, from Equations (8) and (9) we can simplify the expressions for R 12 and R 21 as
whereū 1 ,x,ũ 1 , andỹ are given in Equations (4) and (5) . Notice that E 1 = (ū 1 ,x, 0, 0) is the species 1-only equilibrium and E 2 = (ũ 1 , 0,ỹ, 0) is the species 2-only equilibrium. Thus, R ij gives the reproduction number of species j in a landscape in which only species i (j = i) is present. We term R ij the 'invasion reproduction number' of species j . The result in Theorem 2 implies that species 2 can invade the metapopulation of species 1 only if the invasion reproduction number R 12 exceeds 1.
Combining the results in Theorems 1-5, we can draw the following conclusions for the competition outcomes of the two species: (i) Only species i will be present if R i > 1 and R ij < 1 (i, j = 1, 2 and i = j).
(ii) Both species will coexist if R i > 1 (i = 1, 2) and R ij > 1 (i, j = 1, 2 and i = j).
(iii) Both species will go extinct if R i < 1 for i = 1, 2.
These conditions make clear biological sense from the meaning of R i and R ij . Comparing with the corresponding results in Hanski [6] in which the conditions for nontrivial equilibria cannot provide explicit biological interpretations due to the complexity of the expressions, our results are more useful in terms of gaining biological insights. It is also helpful to rewrite the invasion condition R ij > 1 in Equation (25) in terms of R 1 and R 2 :
Since the equilibrium E i exists if and only if R i > 1 (i = 1, 2), and from 0
no doubly occupied patches).
Moreover, the two curves intersect at R 1 = 1. Bifurcation diagrams for these two cases are shown in Figure 2 . It is shown in Figure 2 that coexistence is very unlikely if no patches can be cooccupied by both species (the left figure) , and there are three regions (labelled by I, II, and III) formed by the lines R i = 1 and by the curves H i (R i ) (i = 1, 2) representing species extinction (Region I), species 1 only (Region II), and species 2 only (Region III). If double occupancy is allowed, then there is a region for coexistence (Region IV). These results can be used to examine the role of various ecological factors play in the competitive outcomes of metapopoulation. For example, from the threshold value R i = 1 we can derive a threshold value of colonization rate c * i ,
such that R i > (<)1 if and only if c i > (<)c * i . Similarly, the conditions R 12 > 1 and R 21 > 1 are equivalent to, respectively,
where p = r/(r + d) is the long-term proportion of habitable patches. Using Equations (29)- (31), we can draw a bifurcation diagram in the (c 1 , c 2 ) plane. Moreover, these conditions allow us to examine how the model parameters such as p (the long-term proportion of habitable patches) and e i (patch extinction) may affect the competition outcomes. For example, the effect of p is illustrated in Figure 3 , in which the three plots are for the values of p = 1 (left), p = 0.75 (middle), and p = 0.6 (right). We observe that as p decreases (i.e. as the fraction of habitable patches decreases), the region for the extinction of both species increases significantly while the coexistence of two species becomes much less likely. It also suggests that the negative impact of decreasing p is higher on species 1 than on species 2. The parameter values used in this figure are e 1 = 0.15, e 2 = 0.1, k 1 = 0.1, and k 2 = 0.4.
Stochastic simulations
To explore the impact of stochastic factors on the system behaviours, we conducted stochastic simulations of the system, and the results from the deterministic model and stochastic simulations are compared. Guided by the theoretical results from the deterministic model, we consider stochasticity in several parameters that may have important influence on the dynamics of the system. For example, the effect of environmental stochasticity is examined by considering random parameters including the species i, i = 1, 2 colonization rate of empty patch c i , the extinction rate e i , the colonization rates of occupied patch k 12 and k 21 , and the rates of patch destruction d and recreation r. For simplicity, our basic model describes the dynamics of a metapopulation without keeping track of the local population dynamics for species within each patch. That is, a habitable patch is considered either empty or occupied, and there is no detailed description for the population growth within an occupied patch. Consequently, there is no demographic stochasticity.
In this section, we present three scenarios based on the competitive outcomes of the two species identified from the analysis of the deterministic model. There scenarios correspond to the three cases are listed in Equation (26) . We first consider the case when the rates of colonization (c i ) and extinction (e i ) are random parameters, which are assumed to be uniformly distributed.
In Figure 4 , R 2 > 1 and R 21 < 1, which corresponds to the case (i) described in Equation (26) with i = 2 and j = 1. Thus, the deterministic outcome is that only species 2 will be present. Time variations of the variables x, y, z, u 1 are presented in these figures. Figure 4 shows the average of 500 stochastic runs (the dashed curve) and the solution curve of the deterministic model (the solid curve), whereas Figure 4 illustrates four individual stochastic runs (thin curves) together 9552. This corresponds to the case (i) listed in Equation (26) . In this case, the deterministic outcome is that only species 2 will be present. We observe that the average behaviours of stochastic simulations is very similar to the behaviour of the deterministic model. The outcomes of some individual runs, for example the solid thin curves, may be very different from the average outcome in some relative short time periods.
with the deterministic curve (the solid curve). We see from Figure 4 that the average behaviour of the stochastic simulations is very similar to that of the deterministic simulation. More diverse outcomes can also be observed in Figure 4 . There are individual runs that exhibit coexistence of the two species (e.g. see the solid blue curve), and other runs show that both species go extinct (see the solid red curve). Figure 5 is similar to Figure 4 , but for the case (ii) described in Equation (26) . That is, R i > 1 (i = 1, 2) and R ij > 1 (i, j = 1, 2 and i = j ). In this case, the deterministic outcome is coexistence of both species. We see from Figure 5 again that the average behaviour of the stochastic simulations is very similar to that of the deterministic simulation. The individual runs shown in Figure 4 include both the case when species 1 out-competes species 2 (blue solid curve) and the case when species 2 out-competes species 1 (red solid curve). Figure 6 is also similar to Figure 4 except that it corresponds to the case (iii) given in Equation (26), i.e. R i < 1 for i = 1, 2. The deterministic outcome for this case is that both species will go extinct. Figure 6 shows again that the behaviour of average stochastic simulations is similar to that of the deterministic model. We also observe from Figure 6 that all individual runs also show extinction of both species, although it may take a very long time in some individual runs . 853  854  855  856  857  858  859  860  861  862  863  864  865  866  867  868  869  870  871  872  873  874  875  876  877  878  879  880  881  882  883  884  885  886  887  888  889  890  891  892  893  894  895  896  897  898  899  900 , and R 21 = 1.0148. In this case, the deterministic outcome is that the two species will coexist. We observe again that the average behaviours of stochastic simulations is very similar to the behaviour of the deterministic model.
Conclusion
In this paper, we studied a two-species metapopulation model in a competitive dynamic landscape. We considered both a deterministic and stochastic versions of the model. For the deterministic system, we presented detailed stability analysis including the local and global stabilities of the nontrivial boundary equilibria (the equilibria at which only one species is present). These analytical results provide threshold conditions for the invasion of a species into an environment in which the other species has already established, and the conditions are expressed in terms of the 'invasion reproduction numbers', R 12 and R 21 [23, 31] . These invasion reproduction numbers are shown to have clear ecological interpretations in terms of their dependence on parameters representing patch colonization and extinction (c i and e i ), species competition (k ij ), and landscape dynamics (d).
The analytical results can be used to examine the impact of various factors on species coexistence. For example, from the invasion condition R ij > 1 (i, j = 1, 2), we derived the threshold level c * i of colonization rate c i for species i, such that the species i can invade into a population of species j if and only if c i > c * i . Moreover, coexistence of the two species can be expected when c i > c * i for i = 1, 2. Similarly, the invasion and coexistence conditions can be expressed using other model parameters including the rates of patch extinction, patch destruction and recreation, and species competition. These types of results may provide useful information for management . 903  904  905  906  907  908  909  910  911  912  913  914  915  916  917  918  919  920  921  922  923  924  925  926  927  928  929  930  931  932  933  934  935  936  937  938  939  940  941  942  943  944  945  946  947  948  949 In this case, the deterministic outcome is that the both species will go extinct. We observe again that the average behaviour of stochastic simulations is very similar to the behaviour of the deterministic model. The outcomes of some individual runs may be very different from the average outcome in some relative short time periods.
The analytical results also provided helpful guidance for the simulations of the system with and without stochastic factors. Our simulations suggest that stochastic factors such as environmental fluctuations do not alter qualitative behaviours of metapopulation systems. That is, stochasticity does not alter species coexistence or competitive exclusion.
