Abstract. We consider a parametric nonlinear Dirichlet problem driven by the p-Laplacian and exhibiting the combined effects of singular and superlinear terms. Using variational methods combined with truncation and comparison techniques, we prove a bifurcation -type theorem. More precisely, we show that there exists a critical parameter value λ * > 0 s.t. for all λ ∈ (0, λ * ) (λ being the parameter) the problem has at least two positive smooth solutions, for λ = λ * the problem has at least one positive smooth solution and for λ > λ * the positive solutions disappear.
Introduction. Let Ω ⊆ R
N be a bounded domain with a C 2 -boundary ∂Ω. In this paper, we study the following nonlinear parametric Dirichlet equation with singular terms −Δ p u(z) = ξ(z)u(z) −η + λf (z, u(z)) in Ω, u | ∂Ω = 0, u > 0, λ > 0, η > 0.
(P ) λ Here Δ p denotes the p -Laplacian differential operator defined by Δ p u(z) = div( ||Du(z)|| p−2 Du(z)) for all u ∈ W 1,p 0 (Ω), 1 < p < ∞.
Also ξ ∈ L ∞ (Ω), ξ(z) ≥ 0 a.e. in Ω, ξ = 0, λ > 0 is the parameter and f : Ω × R → R is a Carathéodory perturbation (i.e., for all x ∈ R, z → f (z, x) is measurable and for a.a. z ∈ Ω, x → f (z, x) is continuous). Let F (z, x) = x 0 f (z, s)ds (the primitive of f (z, ·)). We assume that for a.a. z ∈ Ω, F(z, ·) is p -superlinear near +∞. This is the case, if we assume that for a.a. z ∈ Ω, f(z, ·) is (p − 1) -superlinear near +∞. However, we do not employ the usual in such cases Ambrosetti-Rabinowitz condition (AR-condition for short). Instead, we use a weaker "superlinearity" condition which permits the consideration of perturbations f (z, ·) with "slower" growth near +∞. Therefore, in problem (P ) λ we have the combined (competing) effects of singular and superlinear terms. We prove a "bifurcation-type" theorem describing the dependence of the positive solutions of (P ) λ on the parameter λ > 0.
More precisely, we show that there exists a critical parameter value λ * > 0 such that for all λ ∈ (0, λ * ), problem (P ) λ has at least two nontrivial solutions, for λ = λ * there exists at least one solution and the solutions of (P ) λ disappear when λ > λ * . Our result is analogous to the ones concerning parametric elliptic equations involving the combined effects of concave and convex nonlinearities proved by Garcia Azorero-Manfredi-Peral Alonso [6] , Guo-Zhang [10] , Hu-Papageorgiou [12] and Papageorgiou-Smyrlis [18] . For singular equations, such problems were studied by Coclite-Palmieri [4] , Crandall-Rabinowitz-Tartar [5] , Hirano-Saccon-Shioji [11] , LairShaker [14] , Lazer-MacKenna [15] , Sun-Wu-Long [21] for p = 2 (semilinear equations) and Giacomoni-Schindler-Takac [8] , Perera-Zhang [19] for p = 2 (nonlinear equations). However, in the aforementioned works, the authors either they do not prove the precise dependence on the parameter λ > 0 (i.e., they do not prove a bifurcation-type result) or they have a perturbation of very special form ( i.e., f (z, x) = f (x) = x r−1 with p < r < p
Our approach is variational based on the critical point theory and uses also truncation and comparison techniques. In the next section, for the convenience of the reader, we recall the main mathematical tools that we will be used in this paper.
Mathematical background -Auxiliary results.
Let X be a Banach space and X * its topological dual. By ·, · we denote the duality brackets for the pair (X * , X). Suppose that ϕ ∈ C 1 (X). We say that ϕ satisfies the Cerami condition (the C-condition for short), if the following holds:
"Every sequence {x n } n≥1 ⊆ X s.t. {ϕ(x n )} n≥1 ⊆ R is bounded and
admits a strongly convergent subsequence". This compactness-type condition, is in general weaker than the more common Palais-Smale condition (PS-condition for short). However, the C-condition suffices to prove a deformation theorem and from it derive the minimax theory for certain critical values of ϕ ∈ C 1 (X) (see, for example, Gasinski-Papageorgiou [7] ). In particular, we can state the following theorem, known in the literature as the "mountain pass theorem".
then c ≥ η ρ and c is a critical value of ϕ. 
Consider the nonlinear map
Remark. The above result remains true, if we view A as a map from
In the analysis of problem (P ) λ , in addition to the Sobolev spaces W 1,p 0 (Ω) and W 1,p (Ω), we will also use the ordered Banach space
The positive cone of C 1 0 (Ω) is given by
This cone has a nonempty interior given by
where n(·) denotes the outward unit normal on ∂Ω.
In what follows, by λ 1 we denote the first eigenvalue of the negative Dirichlet p -Laplacian. We know that λ 1 admits the following variational characterization
The infimum in (2) is realized on the eigenspace of λ 1 . We know that λ 1 > 0 and it is simple (i.e., the corresponding eigenspace is one dimensional) and isolated. Let u 1 ∈ W 1,p 0 (Ω) be the L p -normalized eigenfunction corresponding to λ 1 > 0 (i.e., || u 1 || p = 1). It is clear from (2) that u 1 has a constant sign and we take u 1 ≥ 0. Nonlinear regularity theory (see, for example, Gasinski-Papageorgiou [7] (pp. 737-738)) and the nonlinear maximum principle of Vazquez [23] , imply that u 1 ∈ intC + . Suppose u, u ∈ intC + with u ≤ u and consider
Evidently this is a Carathéodory function. We set B(z, x) = 
The next proposition is useful in establishing the continuous differentiability of the energy functionals that we consider in the sequel.
0 (Ω) and ϑ ∈ R \ {0}. From the integral form of the mean value theorem we have
We know that
Also, we have
for some c η > 0 (since u ≤ u and from Takac [22] 
for a.a. z ∈ Ω and some c η > 0.
(by Hardy's inequality, see Brezis [3] (p.313)). So, from (4) and (5), we see that we can apply the Lebesgue dominated convergence theorem and have
The next auxiliary result, is a "singular" version of the strong comparison principle of Arcoya-Ruiz [2] (Proposition 2.6) and also extends Theorem 2.3 of GiacomoniSchindler-Takac [8] . First we introduce the following notation. Let ϑ 1 , ϑ 2 ∈ L ∞ (Ω). We write ϑ 1 ≺ ϑ 2 if, for any K ⊆ Ω compact, we can find ε > 0 s.t.
Proof. From the weak comparison principle (see Pucci-Serrin [20] (p.61)), we have u ≤ v.
We set
attains its minimum at z ∈ Ω and so
Arguing by contradiction, suppose that the Claim is not true and we have Du(z) = 0. Consider an open ball B centered at z ∈ Ω s.t. B ⊆ Ω and
As in Guedda-Veron [9] (see the proof of Proposition 2.1), we have
where A(z) = (a ij ) N i, j=1 and the entries of this matrix satisfy
. By making the ball B even smaller if necessary, we may assume that in (6) the differential operator is strictly elliptic and the right hand side is positive. Then from the strong maximum principle (see, for example, Pucci-Serrin [20] (p.35)), we have
But z ∈ D 0 ∩ B, a contradiction. This proves the Claim.
Since by hypothesis v ∈ intC + , we see that D is compact. Then D 0 being a closed subspace of D (see the Claim), it is itself compact. So, we can find
Choose ε ∈ (0, 1) small s.t.
u, ||v|| ∞ with |s − s | ≤ δ (by hypothesis min Ω1 u > 0 (see (7)) and so s → 1 s η is uniformly continuous on min
Then we have
(by the weak maximum principle (see (8) and [20] (p.61)),
Now, let z 0 ∈ ∂Ω. Since by hypothesis ∂Ω is a C 2 -manifold, we can find ρ > 0 s.t.
By virtue of Lemma 2 of Lewis [16] , we can find
From (11) we see that w(z) > 0 for all z ∈ Ω. Hence
Let w = m ρ w. Then from (12) we have
The weak comparison principle implies that
In the sequel we will use the following inequalities valid for all y, h ∈ R N :
Finally, throughout this work, by || · || we denote the norm of W The notation || · || will also be used to denote the R N -norm. However, no confusion is possible, since it will always be clear from the context which norm is used.
For every x ∈ R, we set
3. Bifurcation-type theorem. The hypotheses on the data of problem (P ) λ are the following:
, ess inf Ω ξ > 0 and 0 < η < 1.
z ∈ Ω, where ϑ * is a nonnegative real number.
Remark. Since we are interested in positive solutions and all the above hypotheses concern the positive semiaxis R + = [0, +∞), we may (and will) assume that
Hypothesis H 2 (ii) implies that for a.a. z ∈ Ω, the primitive F (z, ·) is p-superlinear near +∞. Note that this asymptotic condition is true, if we assume that for a.a.
However, as we already indicated in the Introduction, we do not use the usual in such cases AR-condition. We recall that the AR-condition (unilateral version) says that there exist q > p and M > 0 s.t.
Integrating the first inequality in (14) and using the second inequality, we obtain the weaker growth condition (15) c 0 x q ≤ F (z, x) for a.a. z ∈ Ω, all x ≥ M, with c 0 > 0.
This leads to the much weaker condition which is hypothesis H 2 (ii). Moreover, if the AR-condition holds (see (14) ), then we may assume that q > (r − p) max 1, N p and we have
(see (14) , (15)).
Therefore hypothesis H 2 (iii) is satisfied. The function
satisfies hypotheses H 2 , but not the AR-condition. Of course, the function f (x) = x q−1 with p < q < p * , which we encounter in the literature (see [4] , [6] , [8] , [10] ) satisfies hypotheses H 2 and the AR-condition.
We start by considering the following auxiliary purely singular Dirichlet problem (i.e., no perturbation term is present): Proof. We consider the following Dirichlet problem with nonhomogeneous boundary condition
Evidently, for every integer k ≥ 1, problem (17) k has a unique solution
. Nonlinear regularity theory (see LadyzhenskayaUraltseva [13] (p.286)) and Lieberman [17] (Theorem 1)), implies that u k ∈ C 1 (Ω), while from the weak comparison principle (see [20] (p.61)), we have u k (z) ≥ 1 k for all z ∈ Ω. Let u * be the unique solution of problem (17) ∞ (i.e., of the problem with homogeneous Dirichlet boundary condition). For u * , via the strong maximum principle of Vazquez [23] , we have u * ∈ intC + . Moreover, the weak comparison principle implies that u * ≤ u k for all k ≥ 1. So, we have
We consider the following nonhomogeneous Dirichlet problem
Note that, if y = u 1 ∈ C 1 (Ω), then from the weak comparison principle, we have 1 ≤ y(z) for all z ∈ Ω and so
We introduce the function
Clearly this is a Carathéodory function. Moreover, since
If we consider the nonhomogeneous Dirichlet problem
then this problem has a unique solution v k ∈ C 1 (Ω) (nonlinear regularity theory, see [13] , [17] ). We have
On ( 22) we act with ( (13) ) and so u k ≤ v k for all k ≥ 1.
Similarly, acting on ( 22) with (v k − y) + ∈ W 1,p 0 (Ω) and using (20) , we show that v k ≤ y, for all k ≥ 1. So, we have proved that
Then from ( 22) and ( 21) it follows that v k ∈ C 1 (Ω)\{0} is a solution of problem (19) 
Following the above reasoning, we can find v k+1 ∈ W 1,p (Ω) a solution of (19) k+1 s.t.
This way, we obtain {v k } k≥1 a decreasing sequence of solutions of the problems {(19) k } k≥1 and all these solutions belong in [ u * , y ] ∩ C 1 (Ω).
We act with the test function v k − t k ∈ C 1 0 (Ω) for all k ≥ 1. Using the nonlinear Green's identity (see, for example, Gasinski-Papageorgiou [7] (p.211)), we obtain
So, we have
Recall that
We act with
Note that
So, given ε > 0, we can find Ω ⊆ Ω s.t.
(26)
Also we have
Because of (25), we can apply the dominated convergence theorem and obtain (27)
So, returning to (24), passing to the limit as k → ∞ and using (26), (27), we have
Since ε > 0 is arbitrary, we infer that
(see Proposition 2, its Remark and (23)). Let h ∈ C ∞ c (Ω). Then we have
We know (see (19) 
(see (29), (30)).
, we may assume that h ≥ 0. We can find {ϑ n } n≥1 ⊆ C ∞ c (Ω) with ϑ n ≥ 0 s.t. ϑ n → h in W From (31) we have
So, finally we infer that Also, we have that
(see (34) and (35)), ⇒ u ∈ [ u * , y ] is a nontrivial positive solution of (16) .
Since u * ∈ intC + , we can find c 2 > 0 s.t.
Therefore, from the regularity result of Giacomoni-Schindler-Takac [8] , we infer that u ∈ C + \ {0}. We have
Next we show the uniqueness of the solution u. Suppose that v ∈ W 1,p 0 (Ω) is another nontrivial positive solution of (16) . Then, we have
By interchanging the roles of u and v in the above argument we also show that v ≤ u. Therefore, we conclude that v = u and so u ∈ intC + is the unique nontrivial positive solution of (16).
Now let P = {λ > 0 : problem (P ) λ has a nontrivial positive solution}. Also, for every λ ∈ P, by S(λ) we denote the corresponding solution set of (P ) λ . Proposition 6. If hypotheses H 1 and H 2 hold, then P = Ø and for every λ ∈ P, S(λ) ⊆ intC + .
Proof. Let u ∈ intC + be the unique nontrivial positive solution of (16) produced in Proposition 5. We have
We consider the following auxiliary Dirichlet problem
for a.a. z ∈ Ω, some c 5 > 0 (see (36)).
So, (38) has a unique solution u ∈ intC + (see [8] ). Moreover, the weak comparison principle (see [20] (p.61)) implies that u ≤ u. By virtue of hypothesis H 2 (i), we can find λ > 0 small s.t.
in Ω (see (39)). (40)
We introduce the following truncation of the reaction in problem (P ) λ :
and consider the functional ψ λ :
By virtue of Proposition 3, we have ψ λ ∈ C 1 (W 1,p 0 (Ω)). Also, it is clear from (41) that ψ λ is coercive. Moreover, using the Sobolev embedding theorem, we can easily check that ψ λ is sequentially weakly lower semicontinuous. Therefore by the Weierstrass theorem, we can find u 0 ∈ W 1,p 0 (Ω) s.t.
On (42) we act with (u − u 0 )
Similarly, acting on (42) with (u 0 − u) + ∈ W 1,p 0 (Ω) and using this time (40), we show that u 0 ≤ u. Therefore, we have
This means that (42) becomes
Moreover, as before we have u 0 ∈ intC + (see [8] , [23] ) and so for all λ ∈ P, S(λ) ⊆ intC + . Now let λ * = sup P.
Proposition 7.
If hypotheses H 1 and H 2 hold, then λ * < +∞.
Proof. Hypotheses H 1 and H 2 (i), (ii), (iii) and (v) imply that we can find
Let λ > λ 0 and suppose that λ ∈ P. Then we can find u λ ∈ intC + solution of (P ) λ . Let β > 0 be s.t. β u 1 ≤ u λ . Choose β > 0 to be the biggest such positive real. We have
This contradicts the maximality of β > 0. Therefore λ ∈ P and so λ * ≤ λ 0 < ∞. Proposition 8. If hypotheses H 1 and H 2 hold and λ ∈ (0, λ * ), then problem (P ) λ has at least two nontrivial positive solutions
Let μ ∈ (λ, λ * ) ∩ P and let u μ ∈ S(μ) ⊆ intC + . Note that
a.e. in Ω.
Hence by truncating the singular term x → ξ(z)x −η at u μ (z) and using the direct method, (45) and the uniqueness of the solution u ∈ intC + of (16) (see Proposition 5), we obtain that u μ ≥ u. We have
As before (see the proof of Proposition 6), truncating the reaction of problem (P ) λ at {u(z), u μ (z)} and using the direct method we obtain
We use the solution u 0 ∈ intC + to truncate the reaction of problem (P ) λ as follows:
This is a Carathéodory function. Let G λ (z, x) = 
We have ψ λ ∈ C 1 (W (48)
From (49) we have
In (50) we choose h = −u
for some M 2 > 0, all n ≥ 1 (see (47)).
On the other hand from (48) and (51) we have
Adding (52) and (53), we obtain
By virtue of hypothesis H 2 (i), (iii), we can find β 1 ∈ (0, β 0 ) and c 6 > 0 s.t.
(55)
Also, for ϑ ∈ (1, τ) we have
Returning to (54) and using (55) and (56), we have
First suppose that N = p. It is clear from hypothesis H 2 (iii) that we may assume that τ ≤ r < p * . So, we can find t ∈ [0, 1) s.t.
The interpolation inequality (see, for example, Gasinski-Papageorgiou [7] (p.905)) implies that
all n ≥ 1 (see (47)).
Hypothesis H 2 (i) implies that The condition on τ (see hypothesis H 2 (iii)) implies that tr < p. Hence from (61) it follows that
Therefore, we may assume that
From (51) and (62) we see that u ≥ 0 and
In (50) we choose h = u
with ε n → 0 (see (63)).
Note that (63)).
So, if in (64) we pass to the limit as n → ∞ and use (65) and (66), then lim sup If N = p, then in this case p * = +∞ while by the Sobolev embedding theorem (see [7] ), we have that W Then again we establish that u n → u in W Also, we may assume that
or otherwise we already have a second nontrivial positive solution of (P ) λ (see (47) and (67)) with u 0 ≤ u and so we are done.
Proposition 3 implies that ψ λ ∈ C 1 (W 1,p 0 (Ω)). Also, from (69) it is clear that ψ λ is coercive and it is easy to see that it is sequentially weakly lower semicontinuous. So, we can find u 0 ∈ W We set ϑ 1 (z) = λf (z, u 0 (z)) + λ γ ρ u 0 (z) p−1 and ϑ 2 (z) = μf (z, u μ (z)) + λ γ ρ u μ (z) p−1 . Then ϑ 1 , ϑ 2 ∈ L ∞ (Ω) and ϑ 1 ≺ ϑ 2 (see hypothesis H 2 (iv) and recall γ ρ > γ ρ ). So, from (71) and Proposition 4 it follows that u μ − u 0 ∈ intC + . Since ψ λ | [0, uμ] = ψ λ | [0, uμ] (see (47) and (69)), it follows that u 0 ∈ intC + is a local C 1 0 (Ω) -minimizer of ψ λ . Hence u 0 is also a local W 1,p 0 (Ω) -minimizer of ψ λ (see [8] ). This proves Claim 2.
