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Abstract
Nowadays Tables and Smart phones are equipped with low power processor. Some of them, like the NVIDIA Tegra
SoC, also come with a GPU integrated so that both, the CPU and the GPU have access directly to the same RAM
memory. In another vein, one the main limitations of microphone array algorithms for audio processing is the high
computational cost required to reproduce real acoustics environments when real-time signal processing is absolutely
required. One of these algorithms is the Beamforming Algorithm, which is used to recover acoustic signals from
their observations when they are corrupted by noise, reverberation and other interfering signals. In order to achieve
real-time processing executing this algorithm we have employed high performance libraries such as OPENBLAS,
LAPACK, CUBLAS, PLASMA and MAGMA, and a particular tune programming for these mobile devices.
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I. Motivation
The field of High-Performance Computing (HPC) has
always been oriented to achieve good performance
in terms of execution time. For this reason research
in HPC has traditionally focused on applications of
large computational cost on computers equipped with
high-performance processors capable of performing
large amounts of floating-point operations. Also on
software tools and hardware resources addressed to
large clusters of computers capable of working with
large amounts of data. However, also in the field of
high performance computing has always existed an-
other type of needs represented by applications that,
while not requiring the processing of a large amount of
data (such as simulations), they do need immediacy in
obtaining the result (real-time), as for example, a large
set of applications of digital signal processing. It is also
important to emphasize that we are experiencing a fun-
damental change in the conception of the Information
and Communication Technologies ICT, moving from
an oriented approach to the optimization of compu-
tational power and speed processes and applications
to another approach more oriented to achieve maxi-
mum performance benefits at a low energy efficiency
cost. This model change requires a new orientation in
which efforts should be focused on the sustainability
of the developments to ensure the optimum use of
resources. The processor manufacturers are aware of
this fact and design new devices that offer not only
high computational performance but also a low con-
sumption. For instance, the NVIDIA company delivers
their graphics cards as devices of a high ratio Gflops
per watt [1]. The ARM [2] is another example of pro-
cessor that needs low energy to operate since it has
been designed to be the core of mobile devices and,
therefore, should be aware of the consumption to get
the maximum availability.
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II. Related work
There are many problems in engineering that can ben-
efit from the good ratio of computational power by
energy consumption offered by current processor ar-
chitectures. The research group in which this doctoral
thesis is integrated has a large experience in the design
of high performance algorithms that address problems
like 3D audio [3, 4], design of passive components
based on microwave and electromagnetic devices ap-
plied to telecommunications [5, 6], systems analysis of
detection of Multiple-Input Multiple-Output (MIMO
systems) [7, 8, 9, 10], etc.
Typical paradigms of signal processing (detection,
location, source tracking, feature extraction, etc. ) have
taken an extensive development in recent years in the
form of distributed processed signals partly because of
the increase of applications that have emerged around
wireless sensor networks or, to be more specific, “Smart
Sensors Networks” (SSN) obtained when the nodes of
the network have processing and “decision making”
capacities.
III. Thesis idea
The main target of this thesis is the design and imple-
mentation of algorithms for digital signal processing
of sound signals in mobile devices. In an early step,
we have tested the behaviour of high performance li-
braries of such HPC like BLAS [11], LAPACK [12],
CUBLAS [13], PLASMA [14], and MAGMA [15], on an
embedded system to evaluate their usability to solve
our problem since many of the operations on which
the algorithms are based can be cast in terms of linear
algebra functions. We also have used parallel program-
ming standards like OpenMP [16] and MPI [17].
The applications that can benefit from the work of
this thesis are, e.g. applications of spatial sound (3D
audio), filtering multichannel, echo cancellers of cross-
talk, tracking and tracing of sources, classification and
signal enhancement, etc. Among the applications, we
will focus on processing distributed and collaborative
signals around SSN’s. Due to the high computational
requirements to achive real-time processing we will try
to get the best of the promissing NVIDIA solution SDK
Jetson DevKit [18].
IV. The Beamforming Algorithm
In this section we make a brief introduction to the
work being carried out in the framework of the thesis.
This work consists in the effcient implementation of
the Beamformer algorithm for the Jetson TK1.
Let sm(k), m = 1, . . . ,M, be signals emitted by
M loudspeakers, the goal is to develop N filters gn,
n = 1, . . . ,N, where N is the number of microphones
in the system, that allow to rebuild the original signals
once cleaned from noise and room reverberation. To
this end, we use channel responses of the room, repre-
sented as hnm, for values of n and m stated before.
The output of the n-th microphone is given by:
xn(k) =
M
Â
m=1
Lh
Â
j=1
hnm(j)sm(k  j) + vn(k) .
where Lh is the length of longest room impulse re-
sponse of all the acoustic channels hnm, and vn(k) is
the noise signal. (For the sake of clarity, we will not
consider the noise term hereafter.) Also for clarity
and computation efficiency, we rewrite the form of the
output signal of each microphone as
xn(k) =
M
Â
m=1
hTnmsm(k) ,
where sm(k) is the column vector defined as
sm(k) =
⇥
sm(k) sm(k  1) · · · sm(k  Lh + 1)
⇤T ,
and hnm is the RLh⇥1 acoustic channel vector from
loudspeaker m to microphone n.
Considering now the problem of recovering source
signals sm(k) from the recorded observations xn(k),
beamforming filters gn have to be designed so that the
output signal y(k) is a good estimate of sm(k), that
is, y(k) = sˆm(k   t) with minimum error. Given a
maximum length of Lg taps for each of the N filters gn,
the broadband beamforming output signal is expressed
in a similar form as
y(k) =
N
Â
n=1
gTnxn(k) ,
where gn is the RLg⇥1 vector containing the or-
dered taps of beamforming filters gn, and xn(k) =
[xn(k)x(k  1) · · · xn(k  Lg + 1)]T .
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The algorithm of Beamformer filter called LCMV
(Linearly Constrained Minimum Variance) [19] calcu-
lates beamforming filters as:
gLCMV = Rˆ 1x H:m[HT:mRˆ 1x H:m] 1um , (1)
where gLCMV is formed by the concatenation of fil-
ters gn, i.e. gLCMV = [gT1 , . . . , g
T
N ]
T , and matrix
H(NLg)⇥(Lg+Lh 1):m is a partition of the channel impulse
matrix that only includes the impulse responses from
the m-th source to the N microphones used in Sylvester
matrix form. Matrix Rˆx is the correlation matrix of the
recorded signals and um is the vector of zeros except
for a one at the proper vector component in order to
compensate the room impulse response delay.
The implementation of the LCMV proposed seeks
for efficiency and accuracy, and its mainly based on
the QR decomposition. Firstly, we form the following
matrix X 2 RNLg⇥K,
X =
1p
K
0BBB@
x1(k) x1(k+ 1) . . . x1(k+ K  1)
x2(k) x2(k+ 1) . . . x2(k+ K  1)
...
...
...
xN(k) xN(k+ 1) . . . xN(k+ K  1)
1CCCA ,
(2)
where K (> NLg) is the number of samples used. The
algorithm computes the qr decomposition of XT , i.e.
XT = QR, where Q is orthogonal and R is upper tri-
angular. Thus, in order to use LAPACK routines we
build directly matrix XT in column major order repre-
sentation. Using matrix X, matrix Rˆx can be defined
as
Rˆx = XXT = RTQTQR = RTR .
Now, we define for convenience matrix W =
Rˆ 1x H:m so that the LCMV beamformer filter gLCMV (1)
can be expressed as
gLCMV = W[HT:mW]
 1um . (3)
We define matrix Z as the solution of the linear system
RTZ = H:m ,
then, using the qr decomposition of matrix X we have
W = Rˆ 1x H:m = (RTR) 1H:m = R 1R TH:m = R 1Z ,
where clearly matrix W is the solution of the linear
system RW = Z.
The solution to get the beamforming filters proceeds
by solving the linear system
Abm = um , (4)
where A = HT:mW = HT:mR 1Z = ZTZ. Also here, the
solution of the linear system (4) is obtained through
a qr factorization, in this case, of matrix Z. Let Z =
Q0R0 be the qr decomposition of matrix Z, then vector
bm can be computed by solving the following two
triangular linear systems:
R0Ty = um ,
R0bm = y .
Finally, it is easy to see that the computation of the
beamformer filter (1) can be computed using the last
obtained objects, i.e. R, Z, and bm, this way:
gLCMV = R 1Zbm ,
which involves a matrix vector product and a triangular
linear system solution.
The results have been carried out on the NVIDIA
Jetson TK1, which consists of an ARM cortex A-15 with
four cores and an NVIDIA GPU Kepler with 192 cores
integrated all together in a single chip. The cost of the
QR decomposition of matrix X (2) is ⇡ 70% the total
cost of the algorithm, thus we focused our efforts on
optimizing this operation. For the reduction in time of
the QR decomposition we wrote different implemen-
tations based on libraries BLAS and LAPACK. After
some testing we selected the optimized BLAS imple-
mentation OPENBLAS for the architecture ARMV7
as the best. We also used CUBLAS, PLASMA and
MAGMA libraries to involve the GPU in the computa-
tions and, thus, to reduce the execution time.
In a first assessment we realize that MAGMA library
is not (yet) optimized for devices with the character-
istics of the Jetson (CPU and GPU ensambled on a
single chip), since the cost of the QR decomposition by
MAGMA is higher than the cost of our own implemen-
tation of the QR decomposition. Our implementation
uses the same scheme as function GEQRF of LAPACK,
but some operations are deliverd to the ARM proces-
sor cores using OPENBLAS and other operations are
driven to the GPU using the CUBLAS library.
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V. Conclusion and future work
Probably, the main conclusion of our incipient work is
that yet exists a large room for improvement, both in
the hardware devices as in the implementations that
can exploit these devices. One of the solutions in which
we are working on now consists of the QR updating.
With this idea, many operations involved in the origi-
nal algorithm that computes the QR factorization from
scratch at each iteration can be avoided, allowing thus
to reduce significantly the execution time.
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