We propose CROPS, a fast Converging and Robust Optimal Path Selection algorithm for accurate identification of the underlying path that characterizes the volatility and structural changes in continuous-time and high-frequency time series (TS). We set up the continuous-time Markov-switching generalized autoregressive conditional heteroskedasticity (COMS-GARCH) process, based on which we study the properties and advantages of CROPS in handling irregular spacing and structural changes simultaneously in TS data. We employ the Gibbs sampler in the Bayesian framework to obtain the maximum a posterior estimates for the model parameters and identify the optimal path for the COMS-GARCH process. We incorporate the Bernoulli noise injection technique into the CROPS procedure improve the generalizability of the state path and volatility prediction based on an sequential ensemble of sub-TS data. We also establish the stability in the objective function in the presence of random perturbation in the observed TS. The properties of the CROPS procedure in COMS-GARCH are illustrated through simulation studies and demonstrated in a real currency exchange rate TS data set.
Introduction
Heteroskedasticity is a common issue when modeling time series (TS) data. The generalized autoregressive conditional heteroskedasticity (GARCH) model allows for dynamic estimates of the underlying stochastic volatility and leads to better forecast compared to models that do not accommodate heteroskeasticity. The volatility process takes on an auto-regressive moving-average (ARMA) structure in the GARCH model and relates to the original TS through the squared lag-1 difference. The GARCH process has been extensively studied from both the theoretical and practical perspectives. Various forms of the GARCH process for discrete-time TS have been proposed. To improve the stationarity and ergodicity of GARCH, Nelson [1990b] proposes the Integrated GARCH, adding a constraint that the parameters sum up to 1. Nelson [1991] proposes the Exponential GARCH, loosening the constraint that parameters are positive. To account for the asymmetrical volatility structure, Quadratic GARCH [Sentana, 1995] , Glosten-Jagannathan-Runkle (GJR) GARCH [Glosten et al., 1993] , and Threshold GARCH [Zakoian, 1994] are proposed. Nelson [1990a] investigates the convergence of stochastic differential equations as the the length of discrete time intervals between observations goes to zero. By treating the ARCH and GARCH models as diffusion approximations, irregularly spaced and high frequency TS data can be modeled directly. However, the limiting process consists of two independent Brownian motions that drive the underlying volatility process and the accumulated TS respectively, which contradicts the GARCH model's intuition that large volatilities are feedback of large innovations. Wang [2002] further shows the non-equivalence between the GARCH model and its continuous-time diffusion limit, implying that parameter estimation in COntinuous-time GARCH (CO-GARCH) cannot be conducted through its discrete approximation. Kluppelberg et al. [2004] propose a CO-GARCH model driven by a single Lévy process, incorporating the feedback mechanism by modeling the squared innovation as the quadratic variation of the Lévy process. Based on this work, Maller et al. [2008] develops a pseudo likelihood approach to estimate the model parameters. A Markov chain Monte Carlo (MCMC) based estimation procedure for the CO-GARCH(1, 1) model is developed in Muller [2010] . Though the GARCH model can account for conditional heteroskedasticity, empirical studies have shown that it exhibits high persistence in its conditional variance, leading to a nearly non-stationary volatility process. Identified by Lamoureux and Lastrapes [1990] and examined by Mikosch and Starica [2004] , the main reason for this phenomenon is that the GARCH model cannot account for the structural changes in a multi-state TS. To resolve this issue, Hamilton and Susmel [1994] and Cai [1994] propose the Markov-switching (MS)-ARCH model and Gray [1996] generalizes it to MS-GARCH. Specifically, a hidden Markov chain is employed to assign a state to each time point and model switches between the states, generating a state path along on the time scale. Different states imply different GARCH structures; in other words, estimation of the GARCH parameters becomes path-dependent. The path is an unobservable latent variable and needs be integrated out in the estimating the GARCH parameters. In the framework of likelihood-based approaches, it would require summing over exponentially many possible paths [Gray, 1996] and can be computationally unfeasible. Augustyniak [2014] employs a Markov Chain Expectation Maximization (MC-EM) approach for estimating parameters in the MS GARCH model. Bauwens et al. [2010] propose a MCMC method in the Bayesian framework, but it can be slow in convergence. Recent methods focus on efficient sampling of the path and states. For example, Elliott et al. [2012] introduce a Viterbi-based technique to sample the hidden states; Bauwens et al. [2014] propose a particle MCMC algorithm for GARCH models subject to either structural breaks or regime switching; and Billioa et al. [2016] propose a multiple-try and multiple-trial Metropolis algorithm that samples the state variables based on the Forward Filtering Backward Sampling (FFBS) techniques.
All the above listed MS-GARCH models are for analyzing discrete-time TS data. To the best of our knowledge, no MS-GARCH models exist for analyzing continuous-time TS. In this paper, we develop a COMS-GARCH process for modeling continuous-time TS and propose an innovative fast Converging Robust Optimum Paths Selection (CROPS) iterative procedure to estimate the model parameters and identify the state path. The COMS-GARCH model combines the advantages of CO-GARCH for modeling irregularly spaced TS and of MS GARCH for handling non-stationarity. We employ the Lévy process to model the volatility in different states and the continuous-time hidden Markov chain to model the switching between the states. The iterative CROPS procedure calculates the maximum a posteriori probability (MAP) estimates for the GARCH parameters and selects the most likely state path that is associated with the largest joint posterior probability of the GARCH parameters from a set of sampled paths in each iteration. To increase the stability and generalizability of the estimated parameters and identified path, we apply the Bernoulli noise injection (NI) to the original TS in each iteration, leveraging the continuity of the TS data. We examines the properties of the Bernoulli NI in the context of CROPS for COMS-GARCH theoretically, including the bagging effect and robustness of the parameter estimates to small random perturbation in the original TS. In addition, the Bernoulli NI helps to reduce the computational cost as the data used in each iteration is a random subset of the original observed data.
Bernoulli NI for the CROPS procedure is inspired by the dropout procedure [Srivastava et al., 2014] for regularizing neural networks, and bagging [Breiman, 1996] , an ensemble method for machine learning. Dropout injects Bernoulli noises to the unobservable hidden nodes and the input nodes in a neural network, leading to a set of smaller neural network models that are averaged out through iterations as well as the l 2 regularization on the model parameters. The Bernoulli NI we propose for modelling the TS data via the COMS-GARCH process executes on the observed data and drops randomly selected time points in the original TS in each iteration, and the model remain the same in the process. The Bernoulli NI in our setting is different from the traditional bagging in two aspects. First, the Bernoulli NI leads to random sub-samples of the original TS whereas bagging often generates a bootstrapped sample with replacement that is of the same size as the original data; second, it is conducted sequentially in each iteration of the CROPS procedure so the ensemble learning of the parameters and the volatility process is brought into play implicitly and seamlessly through the iterative procedure, whereas the traditional bagging often generates multiple random samples and then trains the model on each of the samples in parallel, and the trained results from the multiple samples process are then combined in an explicit manner. The Bernoulli NI we propose for estimating the COMS-GARCH process is very different from the down-sampling technique used in signal processing [Oppenheim et al., 1999] . Signal processing aims at extracting useful features from collected signals rather than forecasting or modeling volatility, and down-sampling is used there for data reduction, compression, memory conservation, among others.
To the best of our knowledge, we are the first to propose the COMS-GARCH model and apply the Bernoulli NI to estimate the continuous-time volatility process to improve generalizability and robustness of the learned model and to speed up computation. In what follows, we first introduce the COMS-GARCH process in Section 2, and the CROPS procedure in Section 3, including forecast through the COMS-GARCH model and Bernoulli NI rate selection via cross-validation. We validate and showcase the properties of the CROPS procedure in 3 simulation studies in Section 5 and apply the COMS-GARCH process and the CROPS procedure to a real currency exchange rate data set in Section 6. The paper concludes in Section 7 with some final remarks.
The COMS-GARCH Process

Model Formulation
We build the COMS-GARCH process upon the CO-GARCH(1, 1) process [Kluppelberg et al., 2004] . To the best of our knowledge, CO-GARCH(1, 1) is the only Lévy-process driven CO-GARCH model that has analytical solutions for the model parameters from the partial differential equations and is inference-capable in the context of pseudo-likelihood. Brockwell et al. [2006] theoretically analyze the CO-GARCH(p, q) model driven by the Lévy process for general p and q values, but unable to obtain inferences for the model parameters.
Our proposed COMS-GARCH model is defined by the following set of differential equations:
G t for t ∈ (0, T ) is the observed TS. σ 2 t is the underlying volatility process governing the state at time t, L refers to the innovation, modeled by the Lévy process, and [L, L] t− is its quadratic variation process. The Lévy process is assumed to be standardized with mean 0 and variance 1. The state path is a hidden continuous time Markov chain with ν discrete states, the ν × ν transition matrix contains the transition rates η = {η jk , j, k ∈ {1, · · · , ν}}.
Eqns (1) to (4) cannot be used to analyze real-life TS observations directly, which are often collected in discrete time. We thus develop the solutions to the discretized version to the COM-GARCH process, which are
where
. . , n, and i is the first jump approximation of the Lévy process defined in Kluppelberg et al. [2004] . Since Y i is obtained by differencing the observed G i , it is also observed. To ensure the positivity of the variance in Eqn (6), we require α(k) and λ(k) in every state k = 1, . . . , ν to be non-negative. To reflect the general belief that dependence between two time points diminishes when the time gap between the two increases, we also impose positivity on β(k) in all the states. Maller et al. [2008] establish the convergence of the discretized CO-GARCH process to the CO-GARCH model in probability stated in Lemma 1.
Lemma 1 (Convergence of discretized CO-GARCH process [Maller et al., 2008] ). Let (G, σ 2 ) be the CO-GARCH process defined in continuous time (0, T ), and (G n , σ 2 n ) be its discretized process, where n is the number of observations within (0, T ). Denote the time gap between two consecutive observations by ∆t i = t i − t i−1 . As n → ∞ (∆t i → 0 for i = 1, . . . , n), the following holds in Skorokhod distance D S ,
Compared to the CO-GARCH process, the COMS-GARCH process accommodates the multiplicity of the states and models how the state changes from one time to the other, which have no material impact the discretization of the process. The conclusion in Lemma 1 for the CO-GARCH process also holds for the COMS-GARCH process.
Pseudo-likelihood for the COMS-GARCH Process
Collectively, the parameters in Eqns (5) to (8) include Θ, the collection of θ(k) ∀ k = 1, . . . , ν, where
, and the transition matrix η. In addition, the states s i at time t i for all i = 1, . . . , n are unobservable latent variables. We refer to the sequence of states S = {s 1 , . . . , s n } as the state path or just path for short. Once S is determined, volatility σ 2 t (s t ) can be easily calculated from Eqn (6). To obtain the inferences on the model parameters, we follow Maller et al. [2008] and assume for i = 1, . . . , n that
The approximation in Eqn (11) is obtained by taking the first-order Taylor expansion w.r.t. ∆t i [Maller et al., 2008 , Muller, 2010 . Under the assumption ∆t i → 0 in Lemma 1, the approximation in Eqn (11) is reasonable and also results in a convex likelihood in θ(k) for k = 1, . . . , ν. Eqn (12) is obtained by substituting σ 2 i−1 from Eqn (6).
EM Algorithm for Parameter Estimation
If the goal of the COMS-GARCH model is to estimate and obtain inferences on Θ and η, the EM algorithm would be an obvious choice given the unobservable hidden states S to solve for the MLEs for Θ and η by maximizing the respective expected pseudo-likelihood L over the distribution of path S. Specifically, the expectation step in iteration l of the EM algorithm is
where ∆t = (∆t 1 , . . . , ∆t n ), Y = (Y 1 , . . . , Y n ), and S is the set of all possible state paths. The M-step then maximizes the expected likelihood in Eqns (13) and (14), respectively, to obtain MLEs Θ (l) and η (l) for the next iteration.
The EM estimation procedure can be computationally intensive or even unfeasible when n is large. In the E-step, one would sum over ν n possible state paths, per Eqns (13) and (14). For example, if ν = 2 and n = 100, the number of possible state paths is 3.27 × 10 1 50, an astronomical figure to deal with in practice. On top of that, σ 2 i and ρ 2 i for a given path are calculated in a recursive manner for i = 1, . . . , n (Eqns (6) and 12). To solve the issue, the MC-EM algorithm can be used to obtain numerical approximations to the expected likelihood. Specifically, the expectations in Eqn (13) and (14) are replaced by the average over a finite set of paths sampled from
the conditional distribution of state s i at time t i given the observe data, Θ (l) , η (l−1) , and the states at other time points
; similarly defined for ξ s i+1 ,s i .
Parameter Estimation, Path Identification, and Volatility prediction in the Bayesian Framework
The EM algorithm in Sec 2.3 takes the expectation over the distribution of the hidden states to obtain the MLEs on Θ and η, but neither identifies an optimal path, nor estimates volatilities, nor forecasts future state and volatilities. If prediction of the state path and volatilities is also of interest, one can employ the Bayesian framework to impute the hidden states given the observed data and draw posterior samples for Θ and η from their posterior distribution. Below is an illustration on using a Gibbs Sampler to obtain the Bayesian inferences for the COMS-GARCH model.
Denote the priors for Θ and η by π(Θ, η) and assume π(Θ, η) = π(Θ)π(η). The conditional posterior distributions of Θ, η, and the hidden state at each time point are respectively
When there are two states (ν = 2), Eqns (17) and (18) can be simplified to
The Gibbs Sampler draws samples of Θ, η and s i for i = 1, . . . , n alternatively from Eqns (16), (17), and (18). Upon convergence, we would have a set of posterior samples of Θ, η, and s i , based on which the posterior inferences can be obtained. We will also have the empirical posterior distribution of state at each time point t i . we can also calculate the posterior samples for volatility σ 2 i via Eqn (6) at each t i . In theory, the Gibbs Sampler would also identify the most likely path; but this could be a daunting task in practice given the amount of possible paths ν n . Unless a significant portion of paths have close-to-0 posterior probabilities and a few paths have significantly higher posterior probabilities compared to the rest, it will be difficult to identity the most likely path with acceptable accuracy from a finite set of posterior samples of practical size.
CROPS Procedure for Optimal Path Identification
To deal with the challenge in identifying the optimal path via the Gibbs Sampler stated in Sec 2.4, we propose the CROPS procedure for practically feasible and robust optimal path identification with fast computation. We achieve this by working with a sub-TS generated via Bernoulli NI, identifying the most likely path from a small set of MC path samples, and calculating the maximum a posterior (MAP) estimates Θ and η in each iteration of the Gibbs sampler.
Bernoulli Noise Injection
CROPS is an iterative procedure. At the beginning of each CROPS iteration, we apply the Bernoulli NI to the observed TS G = {G i } n i=0 to obtain a sub-sequence of the original TS (Algorithm 1). We denote the sub-TS after the NI procedure byG and the sequence of time gaps inG by ∆t. With sub-TS {G, ∆t}, we only need to sample and update the states S = {s i }ñ i=0 at theñ time points sampled in the current iteration, and keep the states of the dropped time points at their estimated values from the previous iteration.
Algorithm 1 Bernoulli Noise Injection 1: Input: Original TS G; Bernoulli NI rate p specified by users or chosen by cross-validation (see Algorithm 3). 2: Draw e i independently from Bern(1 − p) for i = 2, . . . , n − 1. Set e 0 = e 1 = e n = 1.
6: Let ∆t = {∆t : ∆t = 0}. 7: Output: sub-TS (Ỹ, ∆t,ñ) Remark 1. Bernoulli NI applies to the original TS G rather than to the differenced TS Y. A simple but interesting fact is that the differencedỸ in a sub-TS after the Bernoulli NI is a summation of a sequence of differenced Y formed with the dropped observations in the original TS. For example,if G i+1 gets dropped from the sequence of . . . ,
This fact is used in the proof of Proposition 2.
Since the NI rate p is usually small and the times points are dropped from the original TS randomly, the COMS-GARCH process used on the original TS "digests" these "missing" time points effortlessly, without a need for an ad-hoc approach to handle these dropped data points. The full conditional distributions of Θ, η and the path S given the sub-TS in each iteration are the same as Eqns (16) and (18), except for replacing the original TS (Y, ∆t) with the sub-TS (Ỹ, ∆t). The steps of the CROP procedure are listed in Algorithm 2.
Algorithmic Steps of the CROPS Procedure
The algorithmic steps for the CROPS procedure are listed in Algorithm 2. Remarks 2 to 4 offer additional comments and explanations on some of the steps. Algorithm 2 focuses on predicting the most likely path rather than obtaining inferences on parameters Θ and η. The CROPS procedure can be modified to obtain Bayesian inferences on the parameters if they are of interest (Remark 5).
Algorithm 2 The CROPS Procedure
; number of iterations N ; number of imputed state paths m.
Apply the Bernoulli NI in Algorithm 1 to obtain a sub-TS (
the set of the original time points that remain in the sub-TS after the NI.
4:
6:
... (Remark 3).
9:
End Do 10:
End Do
, where s * (l) i is the state at time i ∈ T (l) from the .....most likely path S * (l) identified in the previous step. 14: End Do 15: Predict volatility σ 2 i for i = 1, . . . , n via Eqn (6) given the imputed state s i from the identified optimal path S * and the MAP estimates on Θ and η. Let σ 2 = (σ 2 1 , . . . , σ 2 n ). 16: Output: Optimal path S * , volatility σ 2 , MAP estimates for Θ and η, Remark 2. The MAP estimates of Θ and η can be determined either through direct optimization of their respective conditional posterior distribution via an optimization algorithm, or using the MC approach. If the latter is used, then one needs to draw Θ and η from their conditional posterior distributions. Both Θ and η are multi-dimensional and their conditional posterior distributions are not of closed form. One may use the Metropolis Hasting algorithm to sample all elements in Θ jointly simultaneously or use a Gibbs Sampler to sample each element in Θ one by one from the corresponding univariate posterior conditional distribution given all the other elements. Similar approaches can be applied when sampling η.
Remark 3. The parameter and volatility estimates and the path identification are robust to state s 1 at t = 1, especially when n is large. As such, s 1 can be set randomly at one of the ν states.
Remark 4. The mostly likely path chosen in each iteration, given the updated model parameters, is defined as the path that maximizes the joint posterior distribution of Θ, η among the sampled m paths, evaluated at the MAP estimates of Θ and η in the current iteration.
Remark 5. Algorithm 2 can be easily modified to obtain Bayesian inferences on Θ, if of interest, via Gibbs sampling. Specifically, the calculation of conditional MAP estimatesΘ MAP andη MAP on lines 4 and 5 will be replaced by random sampling Θ and η from the corresponding conditional posterior distributions. In addition, m will be set at 1 on line 6, and lines 12 and 13 for finding the optimal path per iteration will be removed. After the Gibbs sampler of drawing Θ, η and S converges, one will obtain a set of posterior samples, based on which the Bayesian inferences can be made. Setting m = 1 would reflect the uncertainty around the known state path. The alternative that would make the best use of the CROPS' advantage for identifying state path, though not the most valid from an inferential perspective, is to obtain inferences under the most likely path by first obtaining first the most likely path via Algorithm 2 or then drawing posterior samples of Θ and η via Gibbs sampler (or by directly applying Algorithm 2 but replacing lines 4 and 5 with sampling from the corresponding conditional posterior distributions and keeping other steps unchanged).
Cross-validation for Choosing Bernoulli NI Rate p
The CROPS procedure and the Bernoulli NI reply on the specification of a Bernoulli NI rate p. Algorithm 3 lists the steps of a k-fold cross-validation (CV) procedure to select p. Remark 7. We apply the one-standard-error rule when choosing the Bernoulli NI rate p instead of using the one minimizes of the CV error due to two reasons. First, one-standarderror rule is common for selecting tuning parameter through CV in statistical machine learning for further mitigating over-fitting and improving the generalization of the trained model. Second, there are always dependency concerns no matter what procedure is used for partitioning a TS into training and validating sets when developing CV procedures for TS data. Though some partitioning methods might lead to less dependency than others, this is often achieved by throw away some data points [Hjorth, 1982 , Marron, 1987 , Chu et al., 1991 . We conjecture that the application of the one-standard-error rule (or even harsher) in the selection of p helps alleviate the dependency concerns and leads to more generalizable parameter estimates and more robust state predictions.
Remark 6. Per the pseudo-likelihood in Eqn (9), E(Y
Algorithm 3 k-fold CV for choosing Bernoulli NI rate p 1: Randomly select k non-overlapping subsets of the original TS without replacement. Denote the non-overlapping subsets by Y cv,1 , . . . , Y cv,k , and
Specify a grid of Bernoulli NI rates p of length J. 3: Do j = 1, . . . , J 4: Do k = 1, . . . , k
• Set Y cv,k as the validation set, the rest are combined to be the training set Z k .
• Apply Algorithm 2 to Z k with Bernoulli NI rate p j to obtain the MAP estimates on the COMS-GARCH parameters, the volatility predictions and the optimal path through the time points in Z k .
• Predict the states for all the time points in the validation set Y cv,k by interpolating the imputed states in the training set Z k . If a time point t i in Y cv,k happens to be in the transition from the state s i 1 at t i 1 to a different state s i 2 at the next immediate time point t i 2 in Z k , then the state s i at t i is set at
• PredictŶ
• calculate the mean squared error (MSE) l 2,j [k ] between the observed Y 2 and predictedŶ 2 in the validation set.
5: End Do 6: Denote byl 2,j the average MSE over the k folds; and se j is its standard error:
c is defined to the first index in p, wherel 2,j * c ≥ l 2,j * + se j * (Remark 7). 9: Set the Bernoulli NI rate at p j * c
Prediction and Foresting
Prediction and foresting are often of major interest when analyzing TS data. Forecasting provides insights into the near future and are useful for decision making (e.g., developing option trading strategy in finance and stock markets). The COMS-GARCH process can be employed to predict future volatility and obtain the near future state paths progressively given the previously observed or predicted state. Algorithm 4 lists the steps for the h th -stepahead prediction.
Theoretical Properties of CROPS with Bernoulli NI
In each iteration of the CROPS procedure, Bernoulli NI is applied to obtain a random sub-TS of the original TS. The COMS-GARCH process is then employed to predict the states, volatility, the most likely path, and to estimate the parameters in the GARCH component based on a sub-TS in each iteration until convergence. We examine the theoretical properties of CROPS with Bernoulli NI from two perspectives. First, we show that the Bernoulli NI realized the iterative CROPS procedure results in ensemble learning of states and the optimal path; second, we establish that Bernoulli NI in the CROPS framework stabilizes the objective function in the presence of random external perturbation in the original TS.
Algorithm 4 h th -step-ahead prediction for path p i 1: Input: MAP estimates ofη andΘ; the mostly likely pathŜ * from Algorithm 2 on a TS of length n. S n refers to the state path up to time t n andPr(S n =Ŝ * ) = π n = 1. 2: Do i = 1 to h 3: Letπ n+i ,σ 2 n+i , and S n+i be ν i × 1 vectors 4: Do j = 1 to ν 5:
The predicted volatility at t n+i isσ 
Ensemble learning of states and the optimal path
We show the Bernoulli NI through the CROPS procedure leads to ensemble learning of the states. Ensemble methods tend to yield results with better generalizability when there is a significant diversity among the learned models [Kuncheva and Whitaker, 2003, Sollich and Krogh, 1996] . For the CROPS procedure, the Bernoulli NI leads to a sequential and implicit ensemble of learned parameters and states for the COMS-GARCH model based on different sub-TS'. Before we present the formal results in Proposition 1, we first list an assumption on which Proposition 1 is based.
is the probability distribution of Y j at t j per Eqn (9). For ∀ > 0, ∃b ∈ N + such that
The inequality in Eqn (22) can be rewritten as
It is thus equivalent as to assume that the ratio between
is arbitrarily close to 1. In other words, the actual state at time t i has minimal effect on the distribution of Y j at a future time point j once the distance between j and i surpasses b. Assumption 1 is reasonable. The conditional distribution of Y j is completely determined by its variance term (Eqn 9). Eqn (6) suggests that the impact of state s i on σ 2 j−1 (and thus ρ 2 j ) decreases as i departs from j given the recursive formula on σ 2 .
Taken together with the posterior distribution of s i in Eqn (18), Assumption 1 implies the posterior distribution of s i can be determined once the b observations in TS Y that immediately follow t i are given; that is,
Eqn (23) states the b observations, referred to the pivotal-b hereafter, completely determine the prediction of s i . This is undesirable especially when b is small (likely so in practice), as it implies the prediction can be highly sensitive to even insignificant and meaningless fluctuation among the b observations, leading to unstable prediction. Bernoulli NI helps to mitigate this concern by diversifying the set of pivotal-b, as stated in Proposition 1. 
The proof of Proposition 1 is straightforward, once it is realized that k given b and p follows a negative binomial distribution. Eqn (24) suggests that the posterior probability of s i in Algorithm 2 is a weighted average of the posterior distributions over iterations based on different composition of the pivotal-b, leading to more robustness of the learned model. Figure 1 provides a visual illustration on the ensemble and bagging effects achieved through Bernoulli NI. When there is no Bernoulli NI, p = 0 ad k = b, the ensemble is of size 1 (dashed line in each plot). For p > 0, we start to have more than one way of generating the pivotal-b; in other words, the ensemble set is of size > 1 and its actual size depends on p and k. In brief, for a fixed b, as k increases, the size of the ensemble setỸ, C b−1 k−1 , increases dramatically (the dashed line within each plot), implying more sub-TS' are involved to obtain the posterior distribution of s i . In addition, the ensemble set also increases dramatically with b at the same k − b values (comparing the dashed line within across the 3 plots). Based on our empirical studies, the size of the ensemble C b−1 k−1 needs not to be large to yield a decent ensemble of pivotal-b for practical problems; in addition, a larger ensemble also implies higher computational requirement which might overshadow the small increments in the bagging effect. Different lines associated with different p show each ensemble is not weighted the same toward the conditional posterior distribution of s i : large ensembles are likely weighted less, especially when p is small.
Stability of objective functions
Bernoulli NI improves the stability of the objective function, and thus the parameter estimation and volatility and state prediction in the presence of random perturbation in the original TS. The proof is given in Appendix A. Since the objective function is more stable with Bernoulli NI in the presence of random external perturbations, compared to those without Bernoulli, so are the MLEs or the MAP estimates of (Θ, η, S, σ 2 ) based on the former.
Simulation Studies
In this section, we illustrate through two simulation studies the properties of the CROPS procedure in optimal path identification, estimation of the volatility process in the CO-GARCH and COMS-GARCH processes. In both simulation studies, the numbers of repetitions are set at 20 due to the limited computational resources.
Prediction of Volatility in the CO-GARCH Process
This simulation is to show the stability property established in Proposition 2 in presence of small random perturbations using the pseudo-MLE approach in the CO-GARCH process (or equivalently, the COMS-GARCH process with one state. With the CO-GARCH process, there is no need to estimate state transition probabilities or the state path because there is only one state. We show that Bernoulli NI helps improve the robustness and generalizability of the learned model in the presence of insignificant random perturbation in the TS data.
The CO-GARCH process was sequentially simulated using the Lévy process as innovations [Kluppelberg et al., 2004] , realized through the first-jump approximation and normalized to have mean 0 and variance 1. We characterize the time gap ∆t between every pair of two consecutive observations by a Poisson process with rate ζ; that is, ∆t = ζ −1 . The true CO-GARCH parameters are α = cζ, β = − log(c)ζ, λ = cζ to balance the contribution of the intercept term, the auto-regressive term, and the moving average term for volatility (Eqn (6)). The generated CO-GARCH process is a discretized realization of the continuous-time process per Lemma 1 for ∆t → 0. The perturbed version of the simulated TS is obtained by adding independent noise N (0, ε 2 ) to each observation Y i for i = 1, . . . , n. We examine different ∆t values when simulating the TS data, and different Bernoulli NI rate p for the CROPS procedure when analyzing the simulated TS data (Table 1 ). In addition, leveraging on Assumption 1, after Bernoulli NI, we used t = i, . . . , min{i + b, n} with b = 20 when calculating the posterior probability in Eqn (18), to save on computational time. The CO-GARCH model was fitted to each repetition of the unperturbed and perturbed TS data from different simulation scenarios, following the steps of a simplified version of Algorithm 2 without lines 5 to 13 for state imputation or estimation of the transition rates η. The MAPs of Θ = (α, β, λ) from their conditional posterior distributions were obtained directly through an optimizer rather than using a Monte Carlo-based sampling approach. Since we set the priors for the parameters Θ to be proportional to a constant, the MAP estimates are equivalent to their corresponding pseudo-MLE. The number of iterations N was set at 300 and the convergence of the CROPS procedure was examined by visual inspection of the trace plots on the MAP estimates of Θ. Figure 2 presents the estimated volatility superimposed on top of the true volatility from one repetition, as well the relative %|bias| of the estimated volatility (l 1 -loss scaled by the true volatility and averaged over 500 time points and 20 repetitions). The plot on the left shows that the CROPS procedure performs really well in the CO-GARCH model. In the displayed simulation scenario, the estimated volatility almost overlaps with the true volatility, which is consistent with the small %|bias| corresponding to that simulation scenario from the right plot (around 6% ∼ 7%). The plot on the right suggests that the bias increases when there is perturbation in the data (crosses compared to circles at p = 0) and the Bernoulli NI helps to bring the bias level down to the unperturbed level with a NI rate p s as small as 0.03. There is not much difference across different p values, except for some fluctuation due to the small number of repetitions (20). The biggest gain occurs when ζ is 2.5, where the bias decreases by 5% with Bernoulli NI vs without in the perturbed TS. 
Prediction of State Path and Volatility in the COMS-GARCH Process
In this simulation study, we demonstrate the robustness and efficiency of the CROPS procedure in state-path identification and volatility estimation with a two-state COMS-GARCH process in both unperturbed and perturbed TS. We also show that optimization of path in each iteration by sampling m > 1 paths in the CROP procedure accelerate the convergence of the CROPS algorithm (Algorithm 2) compared with only sampling a single path (m = 1) per iteration.
The CO-GARCH process in each of the two states was generated in the same way as the CO-GARCH Section 5.1, and the transitions between the two states were modeled by a continuous-time hidden Markov process. The transition probabilities from at one time point to another were calculated from the simulated time gaps and the transition rates (Eqns (7) and (8)). The model parameters used to simulate the data are listed in Table 2 . We set the model parameters at α(k) = c k ζ, β(k) = −ζ log(c k ), λ(k) = ζ for two states k = 1, 2, such that the contributions of the intercept, auto-regressive and moving-average terms in Eqn (6) towards the volatility are balanced. The CROPS procedure in Algorithm 2 was applied to estimate the COMS-GARCH model in each simulation setting in each repetition. The priors on θ and η are proportional to a constant. The MAP estimates of (Θ, η) from their conditional posterior distributions were obtained directly through an optimizer rather than using a Monte Carlo-based sampling approach. The number of iterations was set at 1000 and the convergence of the CROPS procedure was examined by visual inspection of the trace plots on the MAP estimates of (Θ, η), and the logarithm of the joint posterior distribution of (Θ, η, σ 2 , S). The number of paths m sampled for path optimization in each iteration was set at 6. Similar to Simulation 1, we used t = i, . . . , min{i + b, n} with b = 20 when calculating the posterior probability in Eqn (18) on the sub-TS generated by the Bernoulli NI, to save on computational time.
The prediction on volatility and the identified optimal path from one repetition at ζ = 10, c 1 = 0.1, η 12 = η 21 = 0.1 for p = (0, 0.01) are depicted in Figure 3 . With p = 0.01, the accuracy in state and volatility prediction is higher than with p = 0 with no Bernoulli NIthe estimated volatility is closer to the the true volatility and the predicted states overlap with the true states more often.
The |bias| of the predicted states and the relative %|bias| of the estimated volatilities averaged over 1000 time points and 20 repetitions are summarized in Figure 4 . The |bias| of the predicted states is the absolute difference between the true state (either 0 or 1) at each time point and its predicted state (averaged over the last 200 iterations of the CROPS algorithm) averaged over all 1000 time points and 20 repetitions. In all the examined scenarios, the accuracy of path identification and volatility estimation is significantly improved with a proper NI rate p than without Bernoulli NI (the cross symbols). In this simulation study, the smallest l 1 loss is attained around p = 0.01 ∼ 0.02 and continuously increasing p does not seem to further the prediction accuracy, implying that selecting a proper choice of p -such as via the CV procedure in Algorithm 3 -is critical for a useful implementation of CROPS. The findings with the perturbed TS data are similar. To illustrate the acceleration in the convergence of the CROPS procedure with optimized path via multiple path sampling per iteration than single-path sampling, we run the latter without Bernoulli NI and compare its prediction accuracy and convergence with the former without Bernoulli NI and with p = 0.02. The results are given in Figure 5 . Not only m = 6 at p = 0.02 achieves the highest prediction accuracy for path and volatility, it also reaches convergence faster than m = 1 at p = 0 (single path sampling). The trace plots suggest convergence is reached around N = 800 for m = 6 at p = 0.02, but m = 1 at p = 0 seems to be take more iterations to converge for c 1 = 0.1 (N around 900 to 1000). A smaller number of iterations does not necessarily imply less total computational time, which is O(N b), where N is the number of iteration and b is the computational time per iteration. Though b might be larger for m > 1 from sampling multiple paths than sampling a single path for p as small as 2% (not much saving in computation time from a 2% reduction of the total time points),it does not offset the saving brought by the reduction in N for m > 1. Therefore, the total computational time might still be less for m > 1 on average, especially considering that m is often a small number itself and parallel computing can used when sampling. Figure 6 presents the estimated volatilities superimposed on top of the true volatilities from one repetition for the case of ζ = 10, η 12 = η 21 = 0.1, and c 1 = 0.1, c 2 = 0.25. There is not much difference visually in terms of the volatility estimates across the 3 cases (m = 1, p = 0, m = 6, p = 0, and m = 6, p = 0.02), where the estimates overlaps well with the true volatility except for a few time points. For the state prediction, the optimal-path sampling scheme is more accurate (more overlap between the orange lines and dark blue bars) than the singlepath sampling. Between m = 6, p = 0 and m = 6, p = 0.02, the latter is more accurate. 
Case Study
We apply CROPS to an exchange rate data between the US dollar and Canadian dollar from July to December 2008. The data is download-able from https://www.histdata.com. This data set covers the time period when the exchange rate changes dramatically, an indication of multiple states. The data set contains irregularly spaced minute data of the exchange rate from weekdays. To keep the data at a manageable size, we down-sampled the original data by taking one sample every 90 observations. We then log-transformed and used the last n = 1501 data points as the input TS G. The volatility process to be estimated is the daily volatility of the log-return. Figure 7 depicts the original TS G, the differenced TS Y, time gap ∆t in days associated with Y, and the histogram ∆t. The histogram suggests ∆t can be as long as ≥ 2 days due to weekends and holidays though it is the minority, or as short as just a couple of hours for the majority of the time points (regarded as the high frequency data), with the median around 0.07. The plot of Y in Figure 7 suggests that there are two volatility states -low volatility from Jul to Sep, and high volatility from Oct to Dec. We thus adopted a 2-state COMS-GARCH process. Since the approximated ρ 2 i in Eqn (11) only works well for small ∆t and is not accurate for large ∆t (e.g. ≥ 2 days due to weekends/holidays), we used the exact ρ 2 i given in Eqn (10). The state path and volatility were predicted via the CROPS procedure with p = 0.02, m = 6, and 1000 iterations. The results are provided in Figure 8 . The predicted states seem to reflect well the two expected volatility states during the examined time period. As a comparison, we also the estimated volatilities and states by running the CROPS procedure with p = 0 and m = 1. Without Bernoulli NI or optimal selection of path in each iteration, the procedure fails to identify any meaningful pattern in volatility and state. It is likely due to that it tends to learn a mixture of CO-GARCH models while the CROPS with Bernoulli NI aims at identifying and separating different states.
Discussion
We propose the COMS-GARCH process for handling continuous-time TS with multiple volatility states, and introduce the CROPS procedure for parameter estimation, and state path and volatility prediction. The stability and generalizability of the CROPS procedure are illustrated both theoretically and empirically in the setting of CO-GARCH and COMS-GARCH processes.
Bernoulli NI is a main reason underlying the stability and generalizability of the CROPS procedure. While we provide a CV procedure for selecting the Bernoulli NI rate p, both the simulation studies and the case study suggest p is usually small when the desired performance are achieved. One possible explanation is as follow. The state prediction and volatility estimation can be quite sensitive to the TS data for the COMS-GARCH process. Therefore, log(L(S, Θ, η,Ỹ j = Y i + Y i+1 )) = 1 2 log(ρ Therefore, Eqn (A.3) < Eqn (A.8); in other words, the difference in the expected loss function between the original TS vs. that subject to random perturbation with Bernoulli NI is smaller that without Bernoulli NI.
In general, when applying the Bernoulli NI during the CROPS procedure, a time point is dropped from the TS randomly with a probability p. Say r observations are dropped between G i−1 and G i+r for any general r ≥ 1 in each sub-TS that involves a dropped observation. Putting all the subsequences in a TS together, the overall difference in the expected negative log-likelihood function with vs without perturbation, after Bernoulli NI, is smaller than that without Bernoulli NI.
In the framework of Bayesian modelling, the objective function of the parameters now becomes the log posterior distribution, which is given by the sum of log-likelihood function and the log-prior. Since the log-prior is the same between with vs. without perturbation, which is cancelled out when taking the differences between the objective functions, and we arrive at the same equations in Eqns (A.3), (A.8), and (A.9), and the conclusion still holds in the Bayesian framework.
