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A connection between the Kontsevich-Witten and
Brezin-Gross-Witten tau-functions
Gehao Wang ∗
Abstract
The Brezin-Gross-Witten model is one of the basic examples in the class of non-
eigenvalue unitary matrix models. In the Kontsevich phase, it is a tau-function
for the KdV hierarchy. In this paper we present an explicit formula that con-
nects the Kontsevich-Witten and Brezin-Gross-Witten tau-functions using the ŝl2
operators, which preserves the KdV integrability. The differential operators used
in the formula are simply the Virasoro and Heisenberg operators. While the ge-
ometric interpretation of the Brezin-Gross-Witten model remains unknown, the
formula provides a possible way to identify this model with enumerative geometry
invariants.
Keywords: matrix models, KdV hierarchy, tau-functions, enumerative geom-
etry.
1 Introduction
In the work of ”M-Theory” of matrix models, we have seen that partition functions
of every matrix model can be constructed from elementary constituents, (see, e.g.
[5], [6], [7] and [27]). The main basic constituent is the Kontsevich-Witten tau-
function ZK , because various matrix models can be constructed from it. However,
the decomposition of some complex matrix models involves not only ZK , but an-
other important ingredient, which has been identified as the Brezin-Gross-Witten
(BGW) model ([4]). The BGW model is defined as the partition function of the
unitary matrix integral ([8], [18])
ZBGW =
1
VM
∫
M×M
[dU ]e
1
u
Tr(J†U+UJ†),
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with Haar measure [dU ] and VM being the volume of unitary group. It can also
be described in terms of the generalized Kontsevich matrix model as the following
M ×M Hermitian matrix integral [26]
ZBGW =
∫
[dΦ] exp
(
Tr(Λ
2Φ
u +
1
uΦ −M log Φ)
)
∫
[dΦ] exp
(
Tr( 1uΦ −M log Φ)
) ,
where Λ is the diagonal matrix. In fact, under the variables qk = u
−1TrΛ−k, the
partition function made from ZBGW in Kontsevich phase is also a tau-function
for the KdV hierarchy like ZK , (see e.g. [16] and [17]), which means that both
tau-functions do not depend on even times q2k. This is one of the similar prop-
erties that ZBGW and ZK have. The Virasoro constraints for ZBGW has been
introduced in [17], similar to the continuous-Virasoro constraints of ZK . And the
cut-and-join descriptions for ZK and ZBGW were introduced in [1] and [3] respec-
tively. However, unlike ZK , which is the generating function for the intersection
numbers of ψ-classes, the geometric and combinatorial interpretations for BGW
tau-function are still unknown, and the relation between these two tau-functions
are under-investigated.
It is known that the set of all tau-functions for the KP hierarchy forms an
orbit under the action of the group ĜL(∞). This group is constructed via the
exponential map from the infinite dimensional Lie algebra ĝl(∞) elements. And
the group action is transitive. Hence it guarantees the existence of ĜL(∞) opera-
tors that transforms any tau-function into another one. Since the KP integrabil-
ity is preserved, relations between tau-functions using the ĜL(∞) operators are
particularly interesting. For example, in [21] Kazarian showed that the Hodge
tau-function is indeed a tau-function for the KP hierarchy by connecting it to the
Hurwitz tau-function. Furthermore, it can be connected to the Kontsevich-Witten
tau-function using the formulas presented in [2] and [24], and to the partition
function of r-spin numbers in [11]. These formulas can also be used to study the
properties of such tau-functions. For example, the Virasoro constraints for Hodge
tau-functions were constructed in [2] and [19]. And the equivalence relation among
the Virasoro constraints, cut-and-join equation and polynomial recursion relation
for the linear Hodge integrals were established in [19], using the ĜL(∞) operator
in [24] that connects the Hodge and Kontsevich-Witten tau-functions.
The KdV hierarchy is a specialisation of the KP hierarchy, namely a 2-reduced
KP hierarchy. Hence the set of all tau-functions for the KdV hierarchy forms an
orbit under the action of a subgroup of ĜL(∞). This subgroup is associated to
the so-called affine Lie algebra ŝl2. Therefore, we expect to use operators from
ŝl2 algebra to connect the BGW and Kontsevich-Witten tau-functions. And, in
this paper, we present this relation as an explicit formula in the following theorem.
The coefficient operator [zi] will be used through out the context. That is,
F =
∑
Aiz
i → [zi]F = Ai.
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Theorem 1 Let FB(u,q) and FK(~,q) be the free energy of the BGW and Kontsevich-
Witten tau-functions respectively. Then, the relation between exp(FB(u,q)) and
exp(FK(~,q)) can be written as the following equation:
exp(FB(~
3, ~2q))
= exp(−~−2 ∂
∂q1
) exp(P2) exp(
1
2
~
−2L˜−2)
exp(P1) exp(
∞∑
m=1
am~
2mL˜2m) · exp(FK(~,q)), (1)
where, for m ∈ Z,
L˜2m =
∞∑
k=0
(2k + 2m+ 1)q2k+1
∂
∂q2k+2m+1
+
~2
2
∑
i+j=m−1
(2i+ 1)(2j + 1)∂2
∂q2i+1∂q2j+1
+
1
2~2
∑
i+j=−m−1
q2i+1q2j+1.
The operators P1 and P2 are Heisenberg operators defined as
P1 = −~−2 ∂
∂q1
+
1
3
∞∑
k=1
[z2k+1]
(
2
√
1 + z2 − 2
) 3
2
~
2k−2 (2k + 1)∂
∂q2k+1
, (2)
P2 =
∞∑
k=1
[z2k+1]
(
z
√
1− z2
)
~
−2k−2q2k−1, (3)
and the coefficients {am} are determined by the power series
exp(
∞∑
m=1
amz
1+2m d
dz
) · z = z
√
1 +
z2
4
=
∞∑
k=0
(1
2
k
)
z2k+1
4k
.
In the above formula, all the operators belong to the Lie algebra ŝl2, hence the
KdV integrability is preserved. And this formula allows us to connect BGW tau-
function to Hodge and many other tau-functions through the ĜL(∞) operators.
Furthermore, we can transform Eq.(1) into the next result that describes in detail
the relation between the expressions of the BGW and Kontsevich-Witten tau-
functions, including the change of variables.
Corollary 2 For n ≥ 0, let
Q(B)n =
∞∑
i=0
(2n+1
2
i
)
~
−2iq2n+2i+1,
Q(K)n =
n∑
i=0
2n+ 1
2i+ 1
( 2i+1
2
n− i
)
~
2(n−i)q2i+1 + [z
2n+1]
(
−z + 1
3
(2
√
1 + z2 − 2) 32
)
~
2n−2,
3
σ(z) =
z√
1− z2 and φ(z) = z
√
1 +
z2
4
.
Then
exp
FB(q1 → q1 + ~−2)− P2 − ~−2i−2j−8 ∑
i,j≥0
Q−ijq2i+1q2j+1
∣∣∣∣∣∣
q2n+1=Q
(B)
n
=
exp(~2i+2j+8 ∑
i,j≥0
Q+ij
(2i+ 1)(2j + 1)∂2
∂q2i+1∂q2j+1
) · exp(FK(~,q)
∣∣∣∣∣∣
q2n+1=Q
(K)
n
, (4)
where
Q−ij = [x
2i+1y2j+1]
1
2
log
(
(
σ(y)− σ(x)
σ(y) + σ(x)
)(
y + x
y − x)
)
;
Q+ij = [x
2i+1y2j+1]
1
2
log
(
(
φ(y)− φ(x)
φ(y) + φ(x)
)(
y + x
y − x)
)
.
The formula (4) may help us to relate these two tau-functions in terms of the
Givental operators ([13], [14]).
The paper is organized as follows. In Sect.2, we give a brief introduction on
the two tau-functions and their transformation groups. Sect.3 is mainly for the
proof of Theorem 1. We will use our case as an example to explain a method of
using power series to construct relations between two tau-functions. In Sect.4 we
prove Corollary 2. And in the final section, we will discuss the application of our
computational method to other tau-functions and some future work.
2 The tau-functions and transformation groups
2.1 The Lie algebras ĝl(∞) and ŝl2
In this subsection, we give a brief introduction on the elements of the infinite
dimensional Lie algebras ĝl(∞) and ŝl2 when they act as the infinitesimal trans-
formations on the solutions of the KP (KdV) equations. For more details we refer
the readers to [9] and other related articles. Note that only in this subsection we
use the notation “ψ” to represent Fermions by convention.
The elements of ĝl(∞) is naturally given by the linear combinations of quadratic
expressions in Fermions ψ−mψ
∗
n. For an infinite matrix A = (aij), where there
exists N > 0 such that aij = 0 for all |i− j| > N , we define XA to be the following
sum of normal products
XA =
∑
m,n∈Z+1/2
amn : ψ−mψ
∗
n : .
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Then, the Lie algebra ĝl(∞) is defined to be the vector space {XA}⊕C. Using the
Boson-Fermion correspondence, we can obtain the vertex operator representation
of ĝl(∞), which gives us a realization of these Lie algebra elements as differential
operators on the space of (polynomial) functions. Let
Z(x, y) =:
∑
i∈Z+1/2
ψix
−i−1/2
∑
j∈Z+1/2
ψ∗j y
−j−1/2 : . (5)
then, using the vertex operator of the KP equation, we can express Z(x, y) as
Z(x, y) =
1
x− y exp
 ∞∑
j=1
1
j
(xj − yj)qj
 exp
− ∞∑
j=1
(x−j − y−j) ∂
∂qj
− 1
x− y .
(6)
Suppose
Z(x, y) =
∑
i,j∈Z+1/2
Zijx
−i−1/2y−j−1/2,
then ∑
m,n∈Z+1/2
amn : ψmψ
∗
n :−→
∑
m,n∈Z+1/2
amnZ−m,n
determines a representation of ĝl(∞) on Bosonic Fock space C[q1, q2 . . . ].
We know that the tau-functions of the KdV hierarchy are those of the KP
hierachy which are independent on even times, and their transformation group
is a smaller subgroup of ĜL(∞). Again, we consider the generating function (5)
and the vertex operator (6). If we add the condition x2 = y2 to Z(x, y), then, for
x = y, Eq.(5) gives us
Z(x, x) =
∑
n∈Z
∑
j∈Z+1/2
: ψ−jψ
∗
j+n : x
−n−1,
where
∑
: ψ−jψ
∗
j+n : are realized as Bosons qn and n∂qn. For x = −y, we have
Z(x,−x) = 1
2x
exp
 ∞∑
j=0
2
2j + 1
x2j+1q2j+1
 exp
− ∞∑
j=0
2x−2j−1
∂
∂q2j+1
− 1
2x
.
(7)
These representations provide us the infinitesimal transformations for the KdV
hierarchy. They form the affine Lie algebra ŝl2.
Here we introduce three types of ĝl(∞) operators that will be used in our
context. For Eq.(6), let y = x + ǫ. Then, the expansion of Z(x, ǫ) contains the
following terms
Z(x, ǫ) = E(x) +
ǫ
2
: E(x)2 : +
ǫ2
6
: E(x)3 : + . . . ,
5
where E(x), known as the bosonic current, is in the form
E(x) =
∞∑
j=1
(
xjqj − jx−j ∂
∂qj
)
.
Firstly, in E(x) we have the operators qn and n∂qn which span the Heisenberg
subalgebra. Secondly, the Virasoro operators {Lm} come from the term
: E(x)2 := 2
∑
m∈Z
Lmx
−m−2.
They are in the form
Lm =
∑
k>0
k+m>0
(k +m)qk
∂
∂qk+m
+
1
2
∑
a+b=m
ab
∂2
∂qa∂qb
+
1
2
∑
i,j>0,i+j=−m
qiqj , (8)
for m ∈ Z, and they satisfy the commutator relation
[Lm, Ln] = (m− n)Lm+n + 1
12
(m3 −m)δm+n,0.
Finally, the so-called cut-and-join operators Mk are contained in the term
: E(x)3 := 3
∑
k∈Z
Mkx
−k−3.
They are in the form
Mk =
1
2
∑
i,j>0
i+j+k>0
(i+ j + k)qiqj
∂
∂qi+j+k
+
1
2
∑
i,j>0
i+j−k>0
ijqi+j−k
∂2
∂qi∂qj
+
1
6
∑
i,j>0
k−i−j>0
ij(k − i− j) ∂
3
∂qi∂qj∂qk−i−j
+
1
6
∑
i,j>0
−k−i−j>0
qiqjq−k−i−j,
for k ∈ Z. We list some commutator relations among these operators that will be
used later to construct relation between tau-functions.
[
1
n
αn, Lk] = αn+k, [
1
n
αn,Mk] = Ln+k,
[Ln,Mk] = (2n− k)Mn+k + n
3 − n
12
αn+k,
where
αn =

q−n n < 0
0 n = 0
n ∂∂qn n > 0.
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In our context, we will use the operators in the following forms
L̂m =
∑
k>0
k+m>0
(k +m)qk
∂
∂qk+m
+
~2
2
∑
a+b=m
ab
∂2
∂qa∂qb
+
1
2~2
∑
i,j>0,i+j=−m
qiqj (9)
and
M̂k =
1
2
∑
i,j>0
i+j+k>0
(i+ j + k)qiqj
∂
∂qi+j+k
+
~2
2
∑
i,j>0
i+j−k>0
ijqi+j−k
∂2
∂qi∂qj
+
~4
6
∑
i,j>0
k−i−j>0
ij(k − i− j) ∂
3
∂qi∂qj∂qk−i−j
+
1
6~2
∑
i,j>0
−k−i−j>0
qiqjq−k−i−j.
In other words, L̂m = ~
m
3 Lm(qi → ~ i3−1qi), and M̂k = ~
k
3
+1Mk(qi → ~
i
3
−1qi).
The parameter ~ is not independent. And the operators αn, L̂m and M̂k obey the
above commutator relations. Note that the operators L˜2m introduced in Theorem
1 are the odd variable part of the Virasoro operator L̂2m. And from Eq.(7), we
can see that they belong to the affine Lie algebra ŝl2. Hence Eq.(1) still holds, if
we replace operators L˜2m with L̂2m.
Remark: The original expression for the vertex operator represetation in [9] and
some other articles differs from our expression Eq.(6) by the change of variable
qk = kxk, as well as the expressions for the differential operators Lm, Mk, etc..
This setup is only for convenience when we use power series in one variable to
express some formulas. One may notice that
[qi] exp
(
∞∑
m=1
am(
∞∑
k=1
kqk+m
∂
∂qk
)
)
· qn = [zi] exp
(
∞∑
m=1
amz
1+m d
dz
)
· zn.

2.2 The tau-functions
In this subsection, we state some known results about the Kontsevich-Witten and
BGW tau-functions, including their Virasoro constraints. LetMg,n be the moduli
space of complex stable curves of genus g with n marked points, and ψi be the
first Chern class of the cotangent line over Mg,n at the ith marked point. The
intersection numbers of the ψ-classes are evaluated by the integral:
〈τd1 . . . τdn〉 =
∫
Mg,n
ψd11 . . . ψ
dn
n .
It is defined to be zero when the numbers di, n and genus g do not satisfy the
condition
n∑
i=1
di = dim(M g,n) = 3g − 3 + n. (10)
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We define the Kontsevich-Witten generating function to be
FK(~, t) =
〈
exp
(
∞∑
k=0
~
2k−2
3 tkτk
)〉
.
And Kontsevich matrix model is described by the following integral over the space
of Hermitian matrices
ZK =
∫
[dΦ] exp
(
−1
~
Tr(Φ
3
6 +
ΛΦ2
2 )
)
∫
[dΦ] exp
(
−1
~
TrΛΦ
2
2
) ,
where Λ is the diagonal matrix, (for detail reviews and further references see e.g.
[20], [25]). It gives us a representation of the function FK(~, t) in variables tk with
tk = ~(2k − 1)!!Tr(Λ−2k−1),
that is, ZK = exp(FK(~, t)). If we let F
(g,n)
K (t) be the genus g contribution to the
free energy, which is homogeneous of degree n. Then, we have the following genus
expansion
FK(~, t) =
∞∑
g=0
∞∑
n=1
~
2g−2F
(g,n)
K (t).
By Eq.(10), we can see that FK(~, t) can be obtained from FK(1, t) by the change of
variables tk → ~
2k−2
3 tk. Hence the parameter h is not independent. The Virasoro
constraints for the function exp(FK(~, t)) are [20]:
V̂m =
∑
k≥m
(2k + 1)!!
(2k − 2m− 1)!! tk−m
∂
∂tk
+
~2
2
∑
k+l=m−1
(2k + 1)!!(2l + 1)!!
∂2
∂tk∂tl
− (2m+ 3)!! ∂
∂tm+1
+
t20
2~2
δm,−1 +
1
8
δm,0, (m ≥ −1)
such that
V̂m · exp(FK(~, t)) = 0.
Let
FK(~,q) = FK(~, t)|tk=(2k−1)!!q2k+1 .
It is well-known that exp(FK(~,q)) is a tau-function for the KdV hierarchy ([23]),
which means that it does not depend on even times q2k. Then we have(
L̂2m − (2m+ 3) ∂
∂q2m+3
+
1
8
δm,0
)
· exp(FK(~,q)) = 0, (m ≥ −1), (11)
and (see e.g. [2]): (
M̂−4 − L̂−1 + 1
8
q4
)
· exp(FK(~,q)) = 0. (12)
Since exp(FK(~,q)) satisfies and is determined by its Virasoro constraints, we can
deduce that
8
Lemma 3 There exists a unique (up to a scalar) solution to the system of equa-
tions 
∂
∂q2k
τ(q) = 0, (k ≥ 1)
(
M̂−4 − L̂−1 + 18q4
)
· τ(q) = 0.
If τ(0) = 1, then τ(q) = exp(FK(~,q)).
For the BGW tau-function exp(FB(u,q)), we have seen the matrix model rep-
resentation in the introduction. Similar to FK(~,q), we have the genus expansion
for FB(u,q) as
FB(u,q) =
∞∑
g=0
∞∑
n=1
u2g−2F
(g,n)
B (q).
In fact, exp(FB(u,q)) can be obtained from exp(FB(1,q)) by the change of vari-
ables qk → uk−1qk. From now on, we always let u = ~3, and express the BGW
tau-function as exp(FB(~
3, ~2q)). Then, its Virasoro constraints can be written
as(
L˜2m − 2(2m + 1)~−2 ∂
∂q2m+1
+
1
8
δm,0
)
·exp(FB(~3, ~2q)) = 0, (m ≥ 0), (13)
where L˜2m is defined in Theorem 1, and they determine exp(FB(~
3, ~2q)) (see [17],
[3]). Similar to the case of exp(FK(~,q)) above, we also have a ĝl(∞) operator
that annihilates the tau-function exp(FB(~
3, ~2q)),(see [3])(
M̂−2 − 2~−2L̂−1 + 1
8
q2
)
· exp(FB(~3, ~2q)) = 0. (14)
And since exp(FB(u,q)) does not depend on even times q2k, Eq.(14) also deter-
mines the BGW tau-function. We state this as another lemma:
Lemma 4 There exists a unique (up to a scalar) solution to the system of equa-
tions 
∂
∂q2k
τ(q) = 0, (k ≥ 1)
(
M̂−2 − 2~−2L̂−1 + 18q2
)
· τ(q) = 0.
If τ(0) = 1, then τ(q) = exp(FB(~
3, ~2q)).
We will construct the connection between the Kontsevich-Witten and BGW tau-
functions in Theorem 1 based on the above two lemmas in the next section.
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3 Constructing the connection
The strategy for constructing the connection between exp(FK(~,q)) and exp(FB(u,q))
is based on the following lemma, which follows directly from Lemma 3 and 4.
Lemma 5 If there exists an operator U , such that
∂
∂q2k
U · exp(FK(~,q)) = 0,
U · exp(FK(~,q))|q2k−1=0 = 1, (k ≥ 1),
and
U
(
M̂−4 − L̂−1 + 1
8
q4
)
U−1 = c
(
M̂−2 − 2~−2L̂−1 + 1
8
q2
)
+
∞∑
k=1
ck
∂
∂q2k
,
for some constants (with respect to qk) c and ck with c 6= 0, then
exp(FB(~
3, ~2q)) = U · exp(FK(~,q)).
In this section, we show that how to find such operator U , and then prove
Theorem 1. We first introduce the technique of obtaining those differential oper-
ators in Eq.(1) with the help of power series in one variable. More details about
the computation can be found in Appendix A.1.
In Sect.2, we have understood the commutator relation between Lm and Mk.
In our case, for example, we want to find the operator
∑∞
m=1 amL2m, such that
exp
(
∞∑
m=1
amL2m
)
M−4 exp
(
−
∞∑
m=1
amL2m
)
=M−4 +M−2 + P, (15)
for some operater P, (it is easy to see that P is a combination of α2n). In other
words, we need the coefficients {am} to satisfy
exp
(
−
∞∑
m=1
am(z
1+2m d
dz
− 4mz2m)
)
· z−4 = z−4 + z−2. (16)
Let
f(u, z) = exp(−
∞∑
m=1
amu
2mz1+2m
d
dz
) · z, f = f(1, z) (17)
and
φ = exp(
∞∑
m=1
amz
1+2m d
dz
) · z. (18)
Then φ is the inverse function of f . Let
exp
(
−
∞∑
m=1
am(z
1+2m d
dz
− 4mz2m)
)
= exp
(
−
∞∑
m=1
amz
1+2m d
dz
)
eG.
10
Then, from Eq.(16) we can see that
eG = z4
1 + φ2
φ4
, (19)
which gives us
z
dG
dz
= 4 +
2φ
1 + φ2
z
dφ
dz
− 4
φ
z
dφ
dz
.
Let h =
∑∞
n=1 dnz
2n, such that
h(uz)z
∂f(u, z)
∂z
= u
∂f(u, z)
∂u
.
Then
z
df
dz
=
f
1− h, (20)
and (see Eq.(32))
z
dG
dz
= −
∞∑
n=1
4ndnφ
2n.
Hence, we have
−
∞∑
n=1
4ndnz
2n = 4 +
2z
1 + z2
f
dz
df
− 4
z
f
dz
df
. (21)
This leads us to an ordinary differential equation
(1 + z2)z
dh
dz
+ (2 + z2)h+ z2 = 0. (22)
Solving h, we get
h =
2
√
1 + z2 − z2 − 2
z2
=
∞∑
k=2
2
( 1
2
k
)
z2k−2.
And solving f in Eq.(20), we obtain
f =
√
2
√
1 + z2 − 2 and φ = z
√
1 +
1
4
z2.
One can see from the definition of f and h that the system of differential equations
(20) and (22) will give us the unique solution. And the power series f(or φ)
determines the coefficients {am} uniquely.
Now, we go back to the proof of Theorem 1. For the numbers {am} determined
before, let
Z1 = exp(P1) exp
(
∞∑
m=1
am~
2mL̂2m
)
· exp(FK(~,q)), (23)
11
where P1 is defined in Eq.(2). Note that the even times q2k have no contribution
in the above equation, hence Z1 is a KdV tau-function. (We also give an argument
about the shift on exp(FK(~,q)) using the operator exp(P1) in Appendix A.2).
Then we have
Lemma 6
M˜ · Z1 = 0,
where
M˜ = M̂−4 + ~2M̂−2 − ~−2L̂−3 − L̂−1 + 1
8
q4 +
1
8
~
2q2 +
1
2
~
−4q2.
Proof. Let
U =
∞∑
m=1
am~
2mL̂2m.
We consider the conjugation
eP1eU
(
M̂−4 − L̂−1 + 1
8
q4
)
e−Ue−P1 .
Since the even times have no contribution, here we omit the expressions of the
Heisenberg operators consisting of only α2n for n ≥ 1 during the computation.
Instead, we will denote them by Pi. First, we have
eUM̂−4e
−U = M̂−4 + ~
2M̂−2 +
1
16
~
2q2 + P1,
eU (
1
8
q4)e
−U =
1
8
q4 +
1
16
~
2q2 + P2.
And, by the equation
exp
(
−
∞∑
m=1
am(z
1+2m d
dz
− 2mz2m)
)
= exp
(
−
∞∑
m=1
amz
1+2m d
dz
)
z2
√
1 + φ2
φ2
,
we have
eU (−L̂−1)e−U =
∞∑
i=0
[z2i−1]
(
−f
√
1 + z2
z2
)
~
2iL̂2i−1. (24)
Next we compute eP1(M̂−4 + ~
2M̂−2)e
−P1 . In fact, we can write P1 defined in
Eq.(2) as
P1 =
∞∑
k=0
[z2k+1]
(
−z + f z
2
√
1 + z2
)
~
2k−2 ∂
∂q2k+1
.
Since (
−z + f z
2
√
1 + z2
)
(z−4 + z−2) = −z−3 − z−1 + f
√
1 + z2
z2
,
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we have that the Virasoro operator part in eP1(M̂−4 + ~
2M̂−2)e
−P1 is
[P1, M̂−4 + ~
2M̂−2] = −~−2L̂−3 − L̂−1 + eU L̂−1e−U ,
and the Heisenberg operator part is
1
2
[P1, [P1, M̂−4 + ~
2M̂−2]] =
1
2
~
−4q2 + P3.
Finally
eP1eU (−L̂−1)e−Ue−P1 = eU (−L̂−1)e−U + P4.
To sum up, we have
eP1eU
(
M̂−4 − L̂−1 + 1
8
q4
)
e−Ue−P1
=M̂−4 + ~
2M̂−2 − ~−2L̂−3 − L̂−1 + 1
8
q4 +
1
8
~
2q2 +
1
2
~
−4q2 + P5.
This completes the proof. 
Next, we define the KdV tau-function Z0 to be
Z0 = exp(−~2 ∂
∂q1
) exp(P2) exp(
1
2
~
−2L̂−2) · Z1, (25)
where P2 is defined in Eq.(3). Then, using the same methods as before, we will
land on the following result
Lemma 7
(M̂−2 − 2~−2L̂−1 + 1
8
q2) · Z0 = 0.
The method to prove this lemma is similar to the previous one. We give the
detailed computations in Appendix A.1. Finally, from the definitions Eq.(23) and
Eq.(25), and using Lemma 4, 5, 6 and 7, we can conclude that
Z0 = exp(FB(~
3, ~2q))
= exp(−~2 ∂
∂q1
) exp(P2) exp(
1
2
~
−2L̂−2)
exp(P1) exp
(
∞∑
m=1
am~
2mL̂2m
)
· exp(FK(~,q)).
Removing the even times in the above equation will lead us to Eq.(1), and we
have completed the proof of Theorem 1.
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4 Proof of Corollary 2
The idea of proving Corollary 2 is to first decompose the differential operators in
Eq.(1) into several factors, and then examine them individuly. For example, let
X˜2m =
∑
k≥0,k≥m
(2k + 1)q2k−2m+1
∂
∂q2k+1
, (m ∈ Z).
We want to decompose exp
(∑∞
m=1 amL˜2m
)
into
exp
(
∞∑
m=1
amL˜2m
)
= exp
(
∞∑
m=1
amX˜2m
)
exp(
~2
2
Q),
where the first factor on the right hand side behaves as change of variables when
acting on a single variable q2n+1, and Q is a second order differential operator.
The technique of decomposing such operators using the Zassenhaus formula has
been introduced in [24]. We state the general formulas in the appendix. Here we
introduce the following lemma for the proof of Corollary 2:
Lemma 8 For any numbers {a˜m}, (m ≥ 1), let
η = exp(
∞∑
m=1
a˜mz
1+2m d
dz
) · z.
Then
exp
(
−
∞∑
m=1
a˜mL˜−2m
)
= exp
(
−
∞∑
m=1
a˜mX˜−2m
)
exp
− 1
2~2
∑
i,j≥1
Qijq2i+1q2j+1
 ;
exp
(
∞∑
m=1
a˜mL˜2m
)
= exp
(
∞∑
m=1
a˜mX˜2m
)
exp
~2
2
∑
i,j≥1
Qij
(2i+ 1)(2j + 1)∂2
∂q2i+1∂q2j+1
 ,
where
Qij = [x
2i+1y2j+1]
1
2
log
(
(
η(y)− η(x)
η(y) + η(x)
)(
y + x
y − x)
)
.
Proof. Here we give some key computations. More arguments can be found in
Appendix A.1. Let
f˜(u, z) = exp(−
∞∑
m=1
a˜mu
2mz1+2m
d
dz
) · z and h˜ =
∞∑
n=1
d˜nz
2n,
14
such that
h˜(uz)z
∂f˜(u, z)
∂z
= u
∂f˜(u, z)
∂u
. (26)
Then,
− ∂
∂u
∑
i,j≥1
Qiju
2i+2j+2q2i+1q2j+1
= exp
(
∞∑
m=1
a˜mu
mX˜−2m
)
·
∞∑
n=1
d˜n
∑
i+j=n
u2i+2j+1q2i+1q2j+1.
Let H(x, y) be
H(x, y) =
∞∑
n=1
d˜n
∑
i,j≥0
i+j=n−1
x2i+1y2j+1
=
xy
x2 − y2 (h˜(x)− h˜(y)).
Then
H(η(x), η(y)) = −
∑
i,j≥0
(2i+ 2j + 2)Qijx
2i+1y2j+1.
Now, by Eq.(26), we have (similar to Eq.(20))
h˜(η) = 1− z
η
dη
dz
.
Hence
H(η(x), η(y)) = − η(x)η(y)
η2(x)− η2(y)
(
y
η(y)
dη(y)
dy
− x
η(x)
dη(x)
dx
)
,
which means that∑
i,j≥0
(2i+ 2j + 2)Qiju
2i+2j+1x2i+1y2j+1
=− u−1H(η(ux), η(uy))
=− η(ux)η(uy)
η2(ux)− η2(uy)
(
1
η(uy)
dη(uy)
du
− 1
η(ux)
dη(ux)
du
)
=
1
eΨ − e−Ψ
dΨ
du
,
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where Ψ = log(η(uy)) − log(η(ux)). Then∑
i,j≥0
Qiju
2i+2j+2x2i+1y2j+1
=
1
2
log
(
eΨ − 1
eΨ + 1
)
− 1
2
log
(
y − x
y + x
)
=
1
2
log
(
η(uy)− η(ux)
y − x
)
− 1
2
log
(
η(uy) + η(ux)
y + x
)
.
This completes the proof. 
Next, we look at the change of variables.
Lemma 9 (1)
exp
(
−1
2
X˜−2
)
· q2n+1 =
∞∑
i=0
(2n+1
2
i
)
q2n+2i+1. (27)
(2) For the numbers {am} determined before, we have
exp
(
∞∑
m=1
amX˜m
)
· q2n+1 =
n∑
i=0
2n+ 1
2i+ 1
( 2i+1
2
n− i
)
q2i+1 (28)
Proof. We know that
exp(−1
2
z3
d
dz
) · z = z√
1 + z2
.
Then the first statement follows from
exp
(
−1
2
z3
d
dz
)
· z2n+1 = z2n+1(1 + z2) 2n+12 =
∞∑
i=0
(2n+1
2
i
)
z2n+2i+1.
For the second statement, we notice that, for any coefficients {a˜m},
(2i+ 1)[z2i+1]
(
exp(
∞∑
m=1
a˜mz
1−2m d
dz
) · z2n+1
)
= (2n+ 1)[z2n+1]
(
exp(
∞∑
m=1
a˜mz
1+2m d
dz
) · z2i+1
)
.
Therefore, for the numbers {am} and Eq.(18), since φ(z) = z
√
1 + z2/4, we have
[z2i+1]
(
exp(
∞∑
m=1
amz
1−2m d
dz
) · z2n+1
)
=
2n+ 1
2i+ 1
[z2n+1](z2 +
1
4
z4)
2i+1
2
=
2n+ 1
2i+ 1
( 2i+1
2
n− i
)
.
This completes the proof. 
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From Theorem 1, we know that
Z1 = exp(−1
2
~
−2L˜−2) exp(−P2) exp(~−2 ∂
∂q1
) · exp(FB(~3, ~2q))
= exp(P1) exp(
∞∑
m=1
am~
2mL˜2m) · exp(FK(~,q)).
The operators exp(~−2 ∂∂q1 ) and exp(P1) behave as a shift. Hence Corollary 2
follows from Lemma 8 and 9.
5 Conclusion
We want to mention two more tau-functions and their cut-and-join equations. The
first one is the tau-function for simple Hurwitz numbers, namely, the Hurwitz tau-
function exp(H) = exp(βM0) · exp(q1). It satisfies the equation [15]
∂
∂β
eH =M0e
H . (29)
The other one is the tau-function for linear Hodge integrals exp(FH(u, q)), con-
structed by Kazarian in [21] from Hurwitz tau-function using the celebrated ELSV
formula [12]. It satisfies the equation
1
3
u−2
∂
∂u
exp(FH(u, q)) = M˜ · exp(FH(u, q)), (30)
where
M˜ =M0 + 4u
−1M−1 + 6u
−2M−2 + 4u
−3M−3 + u
−4M−4
− 4
3
u−3L0 − u−4L−1 + 1
4
u−2q2 +
1
3
u−3q3 +
1
8
u−4q4. (31)
Together with Eq.(12) and (14), the four cut-and-join equations are equivalent
to each other through conjugation of the ĜL(∞) operators that connect the four
tau-functions. We summarize these results as the following diagram, where the
equivalence relation between Eq.(29) and Eq.(30) has been confirmed in [21]. And
in [19] it has been shown that Eq.(30) can also be obtained from Eq.(12) through
conjugation.
Hurwitz
Eq.(29)
[21]−−−−−−→ Hodge
Eq.(30)
[19]−−−−−−→ KW
Eq.(12)
Eq.(1)−−−−−−−→ BGW
Eq.(14)
.
In enumerative geometry, it is commonly assumed that generating functions
enjoy similar properties, such as Virasoro constraints, cut-and-join type equations,
integrable hierarchy and topological recursion. For tau-functions of KP (KdV) hi-
erarchy, many evidences show that some of these properties are equivalent to each
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other (see e.q. [10], [19] and [22]). In our case, for ZBGW and ZK , we have
witnessed this phenomenon in Sect.2. Theoretically speaking, we can extend the
diagram above to more and more tau-functions, and establish more equivalence
relations. On one hand, if we know that a cut-and-join equation uniquely deter-
mines one tau-function, we can construct the connection to this tau-function from
ZK using our method in Sect.3, (perhaps using only the Virasoro and Heisen-
berg operators). On the other hand, if we have a ĜL(∞) operator transforming
ZK (or other known tau-function) to a new one, then we can deduce this new
tau-function’s many equivalent properties through conjugation. For example, the
tau-function Z1 defined in Eq.(23) appears in between ZBGW and ZK . It would
be interesting to study the background of this tau-function. If we compare the
formula connecting Hurwitz and Kontsevich-Witten tau-functions wtih Eq.(1), we
may notice that Z1 behaves like the Hodge tau-function. In specific, both formu-
las require Virasoro operators of positive and negative index. But from ZK to Z1
(or Hodge tau-function), we only require the Virasoro operators Lm with m ≥ 1.
Moreover, it is very likely to present the relation between ZK and ZBGW in terms
of the matrix integrals using Eq.(1). And the formulas (1) and (4) could be a
useful tool to study the geometric meaning of the BGW tau-function.
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Appendix
A.1 Some technical results
The computational method introduced in this context are developed from [19] and
[24]. We briefly recall some previous results. First, we consider the correspondence
Ln → ln,Mk → mk, n∂qn → zn, qn → z−n, where
ln = −z1+n d
dz
− 1
2
nzn − zn
mk =
1
2
zk(z
d
dz
+
1
2
)2 +
(k + 1)
2
zk(z
d
dz
+
1
2
) +
1
12
(k + 1)(k + 2)zk.
Then
m−4 =
1
2
z−4(z
d
dz
)2 − z−4(z d
dz
)− 1
8
z−4,
m−4 +m−2 =
1
2
z2 + 1
z4
(z
d
dz
)2 − 1
z4
(z
d
dz
)− 1
8
z2 + 1
z4
.
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If we require the numbers {ak} to satisfy
exp(
∞∑
k=1
akl2k)m−4 exp(−
∞∑
k=1
akl2k) = m−4 +m−2 + p(z),
for some polynomial p(z), then the term 12
z2+1
z4
(z ddz )
2 will lead us to the require-
ment Eq.(16). To solve this equation, we let
D−2k = z1+2k d
dz
− 4kz2k, A(u) = −
∞∑
k=1
aku
2kD−2k, (k ≥ 1).
Then we have the decomposition
exp(A(u)) = exp(−
∑
aku
2kz1+2k
∂
∂z
) exp(G(uz)).
It is easy to verify that, for m,n > 0, [D−2m,D−2n] = 2(n − m)D−2m−2n. And
{z1+2k∂z} obey the same commutator relation as {D−2k}. Hence there exists a
unique sequence of numbers {dn}, such that
∂
∂u
f(u, z) = (
∞∑
n=1
dnu
2n−1z1+2n
∂
∂z
)f(u, z);
∂
∂u
eA(u) = (
∞∑
n=1
dnu
2n−1D−2n)eA(u),
where f(u, z) is defined in Eq.(17). This gives us
∂
∂u
G(uz) = exp(
∞∑
k=1
aku
2kz1+2k
∂
∂z
) ·
(
−
∞∑
n=1
dnu
2n−14nz2n
)
,
which is equivalent to
z
d
dz
G(z) = exp(
∑
akz
1+2k d
dz
) ·
(
−
∞∑
n=1
dn4nz
2n
)
. (32)
Therefore, we can carry on the computation in Sect.3 to obtain the function f .
Now we prove Lemma 7. For another set of numbers {a−m} with m ≥ 1, if we
require
exp
(
∞∑
m=1
a−m(−z1−2m d
dz
+ 4mz−2m)
)
· (z−4 + z−2) = z−2,
we obtain the following function, denoted by f2 and φ2,
f2 = exp
(
∞∑
m=1
a−mz
1−2m d
dz
)
· z = z
√
1 + z−2,
φ2 = exp
(
−
∞∑
m=1
a−mz
1−2m d
dz
)
· z = z
√
1− z−2.
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In fact, a−1 = 1/2, a−k = 0, (k ≥ 2), and
exp(
1
2
l−2)(m−4 +m−2) exp(−1
2
l−2)
=m−2 +
1
8
z−2 − 1
8
(φ−42 + φ
−2
2 ). (33)
For the operator M˜ defined in Lemma 6, we consider
exp(
1
2
~
−2L̂−2)M˜ exp(−1
2
~
−2L̂−2).
By Eq.(33), we have
exp(
1
2
~
−2L̂−2)
(
M̂−4 + ~
2M̂−2
)
exp(−1
2
~
−2L̂−2)
=~2M̂−2 +
∞∑
i=1
[z−2i]
(
1
8
z−2 − 1
8
(φ−42 + φ
−2
2 )
)
~
4−2iα−2i.
For the Virasoro operators in M˜, since
exp
(
1
2
(−z−1 d
dz
+ 2z−2)
)
· (z−3 + z−1)
= exp
(
1
2
(−z−1 d
dz
)
1
1 + z−2
· (z−3 + z−1)
=φ−12 .
We have
exp(
1
2
~
−2L̂−2)
(
−~−2L̂−3 − L̂−1
)
exp(−1
2
~
−2L̂−2)
=−
∞∑
i=0
[z−2i−1]φ−12 ~
−2iL̂−2i−1.
For the Heisenberg operators in M˜, we have
exp(
1
2
~
−2L̂−2)
(
1
8
q4 +
1
8
~
2q2
)
exp(−1
2
~
−2L̂−2)
=
∞∑
i=1
[z−2i]
(
1
8
(φ−42 + φ
−2
2 )
)
~
4−2iα−2i,
exp(
1
2
~
−2L̂−2)
(
1
2
~
−4q2
)
exp(−1
2
~
−2L̂−2)
=
1
2
∞∑
i=1
[z−2i]
(
φ−22
)
~
−2i−2α−2i.
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Since φ2 = z
√
1− z−2, φ−22 =
∑∞
i=1 z
−2i, we have
exp(
1
2
~
−2L̂−2)M˜ exp(−1
2
~
−2L̂−2)
=~2M̂−2 −
∞∑
i=0
[z−2i−1]φ−12 ~
−2iL̂−2i−1 +
1
8
~
2q2 +
1
2
∞∑
i=1
~
−2i−2α−2i. (34)
Now we conjugate the above equation using eP2 . We can express P2 defined in
Eq.(3) as
P2 =
∞∑
i=1
[z−2i−1]φ−12 ~
−2i−2 α−2i+1
−2i+ 1 .
To compute eP2
(
~2M̂−2
)
e−P2 , we only need
[P2, ~
2M̂−2] =
∞∑
i=1
[z−2i−1]φ−12 ~
−2iL̂−2i−1 (35)
and
1
2
[P2, [P2, ~
2M̂−2]] =
1
2
∞∑
i=1
~
−2i−2α−2i. (36)
Finally,
[P2,−
∞∑
i=0
[z−2i−1]φ−12 ~
−2iL̂−2i−1] = −
∞∑
i=1
~
−2i−2α−2i. (37)
Suming up the above four equations Eq.(34) - (37) will lead us to
eP2 exp(
1
2
~
−2L̂−2)M˜ exp(−1
2
~
−2L̂−2)e
−P2
=~2M̂−2 − L̂−1 + 1
8
~
2q2.
The equation
exp
(
−~−2 ∂
∂q1
)
(M̂−2 − ~−2L̂−1 + 1
8
q2) exp
(
~
−2 ∂
∂q1
)
= M̂−2 − 2~−2L−1 + 1
8
q2
will finish the proof Lemma 7. As a final remark, we introduce the following result.
Proposition 10 For any numbers {âm}, (m ≥ 1), let
η = exp(
∞∑
m=1
âmz
1+m d
dz
) · z and Xm =
∞∑
k=1
kqk−m
∂
∂qk
.
Then
exp
(
−
∞∑
m=1
âmL−m
)
= exp
(
−
∞∑
m=1
âmX−m
)
exp
−1
2
∑
i,j≥1
Qijqiqj
 ;
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exp
(
∞∑
m=1
âmLm
)
= exp
(
∞∑
m=1
âmXm
)
exp
1
2
∑
i,j≥1
Qij
ij∂2
∂qi∂qj
 ,
where
Qij = [x
iyj ] log
(
(
1
η(x)
− 1
η(y)
)(
xy
y − x)
)
.
And the proof is similar to the one for Lemma 8.
A.2 About the shift
In the operator exp(P1), ∂q3 does not have the parameter ~ in its coefficient. Hence
we need to consider the dilaton shift q3 → q3+c on the tau-function exp(FK(~,q))
for constant c. By Eq.(11), we have, for a constant C,(
CL̂0 − 3C ∂
∂q3
+
C
8
)
· exp(FK(~,q)) = 0.
Then
exp
(
CL̂0 − 3C ∂
∂q3
)
exp(
C
8
) · exp(FK(~,q)) = exp(FK(~,q)).
We know that
eCL̂0 · qn = eCnqn.
And using the Zassenhaus formula, we have
exp
(
CL̂0 − 3C ∂
∂q3
)
= exp
(
(e−3C − 1) ∂
∂q3
)
eCL̂0 .
Therefore, we can obtain the following equation for the dilaton shift with c =
1− e−3C ,
exp
(
(1− e−3C) ∂
∂q3
)
· exp(FK(~,q)) = e
C
8 exp(FK(~, e
Cnqn)). (38)
On the other hand,
< τ1 >=
∫
M1,1
ψ1 =
1
24
.
And by the dilaton equation
< τ1τd1 . . . τdn >= (2g − 2 + n) < τd1 . . . τdn >,
we have
< τk1 >=
1
24
(k − 1)!.
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The corresponding terms in FK(~,q) are
∞∑
k=1
< τk1 >
qk3
k!
=
1
24
∞∑
k=1
qk3
k
.
Perfoming the dilaton shift on the above terms, we will have the constant term as
1
24
∞∑
k=1
(1− e−3C)k
k
= − 1
24
log(e−3C) =
C
8
.
This agrees with the factor exp(C/8) in Eq.(38). Note that the power series∑∞
k=1
xk
k converges for |x| < 1. This indicates that the dilaton shift q3 → q3+ c is
defined for |c| < 1.
We compute the coefficient of ∂q3 in e
−UP1e
U . Since
P1 = −~−2 ∂
∂q1
+
∂
∂q3
+ . . . ,
a1 = 1/8, and
[−a1~2L̂2,−~−2 ∂
∂q1
] = −3
8
∂
∂q3
,
the dilaton shift
exp(
5
8
∂
∂q3
) · exp(FK(~,q)).
is well-defined. If we include the one extra operator exp(−~−2 ∂∂q1 ) on the right
hand side of Eq.(1), since
[−a1~2L̂2,−2~−2 ∂
∂q1
] = −3
4
∂
∂q3
,
the dilaton shift
exp(
1
4
∂
∂q3
) · exp(FK(~,q))
is also well-defind.
For the operator exp(−~−2 ∂∂q1 ) acting on the tau-function, we consider the
string equation. (
L̂−2 − ∂
∂q1
)
· exp(FK(~,q)) = 0.
Again, using the Zassenhaus formula, we have
exp
(
C~−2L̂−2 − C~−2 ∂
∂q1
)
= exp(−C~−2 ∂
∂q1
) exp
(
C~−2L̂−2
)
exp(Q),
whereQ is a linear combination Heisenberg operators α−2i−1 with i ≥ 0. Therefore
exp(C~−2
∂
∂q1
) · exp(FK(~,q)) = exp
(
C~−2L̂−2
)
exp(Q) · exp(FK(~,q)).
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This means that the shift q1 → q1+C~−2 on exp(FK(~,q)) for any constant C is
well-defined.
The rest of the parts in P1 is
1
3
∞∑
k=2
[z2k+1]
(
2
√
1 + z2 − 2
) 3
2
~
2k−2 (2k + 1)∂
∂q2k+1
.
Since the degree of ~ in the above operator is positive, it guarantees that the
summation of the terms in exp(P1) · exp(FK(~,q)) with a fixed degree of ~ is
always finite.
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