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(1− 2uk)-CONSTACYCLIC CODES OVER
Fp + uFp + u
2
Fp + u
3
Fp + · · ·+ u
k
Fp
ZAHID RAZA AND AMRINA RANA
Abstract. Let Fp be a finite field and u be an indeterminate. This article studies
(1−2uk)-constacyclic codes over the ring R = Fp+uFp+u
2
Fp+u
3
Fp+ · · ·+u
k
Fp
where uk+1 = u. We illustrate the generator polynomials and investigate the
structural properties of these codes via decomposition theorem.
1. Introduction
The study of coding theory was initiated by Blake in 1970. Many authors worked
on different contexts of codes i.e., Linear codes, cylic codes, constacylic codes and
etc. The breakthrough work on linear codes was done after remarkable paper of
Hammon et.al [?] which showed non-linear binary codes can be constructed from
cyclic codes over Z4 via its Gray images. So, cyclic code over the finite rings is one of
the significant kind of algebraic codes. Constacyclic codes constitute a remarkable
generalization of cyclic codes, hence form an important class of linear codes in
coding theory. Constacyclic codes have practical applications in engineering, as
they can be efficiently encoded using shift registers. They also have rich algebraic
structures for efficient error detection and correction which further applies from data
networking to satellite communications. There is a vast literature on constacyclic
codes over finite fields and their applications for detailed see, [1, 3, 7, 5, 6]. Zhu and
Wang investigated (1 − 2u) Constacylclic codes over Fp + uFp where v
2 = v in [7].
Moreover, Yildiz and Karadeniz [2] studied (1+ v) Constacyclic codes of odd length
over the ring Fp + uFp + vFp + uvFp.
This present paper is focussed on the class of constacyclic codes over the ring
R = Fp + uFp + u
2
Fp + u
3
Fp + · · · + u
k
Fp where u
k+1 = u. It is the natural
generalization of the results given by Mostafansab and Karimi on the (1 − 2u2)-
constacyclic codes over the ring Fp + uFp + u
2
Fp in [17]. Let α, β and γ be maps
from Rm to Rm given by
α(s0, s1, . . . , sm−1) = (sn−1, s0, s1, . . . , sm−2)
β(s0, s1, . . . , sm−1) = (−sm−1, s0, s1, . . . , sm−2) and
γ(s0, s1, . . . , sm−1) = ((1− 2u
k)sm−1, s0, s1, . . . , sm−2)
respectively. Let L be a linear code of length m over R. Then L is said to be cyclic
if α(L) = L, negacyclic if β(L) = L and (1− 2uk)-constacyclic if γ(L) = L.
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Let L be a code of length m over R, and P (L) be its polynomial representation,
i.e.,
P (L) =
{m−1∑
i=0
sia
i|(s0, . . . , sm−1) ∈ L
}
It is easy to see that:
Theorem 1.1. Let L be a code of length m over R. Then L is (1−2uk)-constacyclic
iff P (L) is an ideal of R[a]/〈am − (1− 2uk)〉.
Let x = (a0, a1, . . . , am−1), y = (b0, b1, . . . , bm−1) ∈ R
m. Then x · y = a0b0+a1b1+
· · · + am−1bm−1 is called Euclidean inner product on R
m. The code L⊥ = {x ∈
Rm|x · y = 0 for every y ∈ L} is called the dual code of L.
The mapping Φ : R → Fkp defined by
a0 + ua1 + u
2a2 + · · ·+ u
kak 7→ (−ak, a1, a3, . . . , 2a0 + ak)
is called Gray map, which can be extended to Rm as:
Φ : Rm → Fkmp
(s0, s1, . . . , sm−1) 7→ (−a
0
k,−a
1
k − · · · − a
m−1
k , a
0
1, a
1
1, . . . , a
n−1
1 , a
0
3, a
1
3, . . . ,
am−13 , . . . , 2a
0
0 + a
0
k, 2a
1
0 + a
1
k, . . . , 2a
m−1
0 + a
m−1
k )
where si = a
i
o + ua
i
1 + u
2ai2 + · · ·+ u
kaik, 0 ≤ i ≤ m− 1.
We denote by σ1, σ2, σ3, respectively the following elements of R:
σ1 = (1− u
k), σ2 = 2
−1(uk−1 + uk), σ3 = 2
−1(−uk−1 + uk)
Note that σ1, σ2 and σ3 are mutually orthogonal idempotents over R and σ1 + σ2 +
σ3 = 1. Let L be a linear code of length m over R. Define
L1 = {a ∈ F
m
p | ∃b, c ∈ F
m
p , σ1a+ σ2b+ σ3c ∈ L}
L2 = {b ∈ F
m
p | ∃a, c ∈ F
m
p , σ1a+ σ2b+ σ3c ∈ L}
L3 = {c ∈ F
m
p | ∃a, b ∈ F
m
p , σ1a+ σ2b+ σ3c ∈ L}
Then L1,L2 and L3 are also linear codes of same length. Moreover, we can write
uniquely as L = σ1L1 ⊕ σ2L2 ⊕ σ3L3.
2. Results and Discussions
Theorem 2.1. Let γ denote the (1 − 2uk)-constacyclic shift of Rm and α be the
cyclic shift of Fkmp . If Φ is the Gray map of R
m into Fkmp , then Φγ = αΦ.
Proof. Let s¯ = (s0, s1, . . . , sm−1) ∈ R
m where si = a
i
0 + ua
i
1 + u
2ai2 + · · ·+ u
kaik, and
ai0, a
i
1, . . . , a
i
k ∈ Fp, for 0 ≤ i ≤ m− 1. Then, we have
γ(s¯) =
(
(1− 2uk)sm−1, s0, s1, . . . , sm−2
)
=
(
am−10 − ua
m−1
1 − u
2am−12 −, . . . ,+(−2a
m−1
0 − a
m−1
k )u
k, a00 + ua
0
1 + · · ·+ u
kaok,
a10 + ua
1
1 + · · ·+ u
ka1k, . . . , a
m−2
0 + ua
m−2
1 + · · ·+ u
kam−2k ).
Now, applying the Gray map Φ, we obtained
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Φ(γ(s¯)) =
(
2am−10 + a
m−1
k ,−a
0
k,−a
1
k − · · · − a
m−2
k , 2a
m−1
0 + (−2a
m−1
0 − a
m−1
k )
2a00 + a
0
k, 2a
1
0 + a
1
k, . . . , 2a
m−1
0 + a
1
k, . . . , 2a
m−1
0 + a
m−1
k ).
On the other hand,
α(Φ(s¯)) = α(−a0k,−a
1
k, . . . , a
m−1
k , 2a
0
0 + a
0
k, 2a
1
0 + a
1
k, . . . , 2a
m−1
0 + a
1
k, . . . , 2a
m−1
0 + a
m−1
k )
=
(
2am−10 + a
m−1
k ,−a
m−1
k ,−a
0
k,−a
1
k, . . . , a
m−1
k , 2a
0
0 + a
0
k, 2a
k
o + a
1
k, . . . , 2a
m−1
0 + a
m−1
k )
Therefore, Φγ = αΦ. 
Theorem 2.2. Φ(L) is a cyclic code over Fp of length 3m.
Proof. Since L is a (1− 2uk)-constacyclic code over Rγ(L) = L. Hence, (Φγ)(L) =
Φ(L). By Theorem 2.1 we have α(Φ(L)) = Φ(L)⇒ Φ(L) is a cyclic code. 
Notice that (1− 2uk)m = 1− 2uk if m is odd and (1− 2uk)m = 1 if m is even.
Proposition 2.3. The code L is a (1−2uk)-constacyclic code iff L⊥ is a (1−2uk)-
constacyclic.
Proof. The Proposition 2.4 of [3] grants the “only if” part and (L⊥)⊥ = L gives us
the reverse direction. 
A code L is called self-orthogonal iff L ⊆ L⊥.
Proposition 2.4. Let L be a code of length m over R s. t. L ⊂
(
Fp+uFp+u
3
Fp+
· · ·+ ukFp
)m
. If L ⊆ L⊥, then Φ(L) ⊆ Φ(L)⊥.
Proof. Assume that L is self-orthogonal. Let
s1 = (a
1
0 + ua
1
1 + u
3a13 + · · ·+ u
ka1k)
s2 = (a
2
0 + ua
2
1 + u
3a22 + · · ·+ u
ka2k) ∈ L
where ai0, a
i
1, a
i
3, . . . , a
i
k ∈ F
m
p for i = 1, 2. Then
s1 · s2 = (a
1
0 + ua
1
1 + u
3a13 + · · ·+ u
ka1k) · (a
2
0 + ua
2
1 + u
3a22 + · · ·+ u
ka2k)
= (a10a
2
0 + (a
1
0a
2
1 + a
1
1a
2
0 + · · ·+ a
1
ka
2
1)u+ (a
1
1a
2
1 + · · ·+ a
1
ka
2
k)u
2+
(a10a
2
3 + a
1
1a
2
3 + · · ·+ a
1
ka
2
5)u
3 + · · ·+ (a10a
2
k + a
1
1a
2
k + · · ·+ a
1
ka
2
0)u
k
if s1 · s2 = 0, then
a10a
2
0 = (a
1
0a
2
1 + a
1
1a
2
0 + · · ·+ a
1
ka
2
1) = (a
1
0a
2
3 + a
1
1a
2
3 + · · ·+ a
1
ka
2
5)
= (a10a
2
k) + a
1
1a
2
k + · · ·+ a
1
ka
2
0).
Therefore
Φ(s1) · Φ(s2) = (−a
1
k, a
1
1, a
1
3, . . . , 2a
1
0 + a
1
k) · (−a
2
k, a
2
1, . . . , 2a
2
0 + a
2
k)
= 4a1ka
2
k + a
1
1a
2
1 + a
1
3a
2
3 + · · ·+ 2(a
1
ka
2
k + a
1
0a
2
k + a
2
0a
1
k).
Hence Φ(L⊥) ⊆ Φ(L)⊥. Consequently Φ(L) ⊆ Φ(L)⊥. 
Theorem 2.5. Let L = σ1L1 ⊕ σ2L2 ⊕ σ3L3 be a code of length m over R. Then
γ(L) = L iff L1 is cyclic and L2, L3 are negacyclic codes of length m over Fp.
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Proof. First of all, notice that
(1− 2uk)σ1 = σ1,
(1− 2uk)σ2 = −σ2,
(1− 2uk)σ3 = −σ3,
Let s¯ = (s0, s1, . . . , sm−1) ∈ L. Then si = σ1ai + σ2bi + σ3ci where ai, bi, ci ∈ Fp
0 ≤ i ≤ m− 1. Let
a = (a0, a1, . . . , am−1),
b = (b0, b1, . . . , bm−1),
c = (c0, c1, . . . , cm−1).
Then a ∈ L1, b ∈ L2 and c ∈ L3. Assume that L1 is cyclic and L2,L3 are negacyclic
codes. Therefore α(a) ∈ L1, β(b) ∈ L2 and γ(c) ∈ L3. Thus γ(s¯) = σ1α(a) +
σ2β(b) + σ3γ(c) ∈ L. Consequently γ(L) = L.
For the reverse direction, let a = (a0, a1, . . . , am−1) ∈ L1, b = (b0, b1, . . . , bm−1) ∈
L2, c = (c0, c1, . . . , cm−1) ∈ L3. Set si = σ1ai + σ2bi + σ3ci where 0 ≤ i ≤ m − 1.
Hence s¯ = (s0, s1, . . . , sm−1) ∈ L. Therefore γ(s¯) = σ1α(a) + σ2β(b) + σ3γ(c) ∈ L
which shows that α(a) ∈ L1, β(b) ∈ L2 and γ(c) ∈ L3. So L1 is cyclic and L2, L3
are negacyclic codes. 
Theorem 2.6. Let L = σ1L1 ⊕ σ2L2 ⊕ σ3L3 be a code of length m over R s. t.
γ(L) = L and h1(a), h2(a) and h3(a) are the generating monic polynomials of L1,L2
and L3 respectively. Then L = 〈σ1h1(a), σ2h2(a), σ3h3(a)〉 and |L| = p
3m−
∑
3
i=1
deg(hi)
Proof. By Theorem 2.5,
L1 = 〈h1(a)〉 ⊆ Fp[a]/〈a
m − 1〉,L2 = 〈h2(a)〉 ⊆ Fp[a]/〈a
m + 1〉
L3 = 〈h3(a)〉 ⊆ Fp[a]/〈a
m + 1〉
Since
L = σ1L1 ⊕ σ2L2 ⊕ σ3L3
then
L = {l(x)|l(x) = σ1g1(a)+σ2g2(a)+σ3g3(a), g1(a) ∈ L1, g2(a) ∈ L2 and g3(a) ∈ L3}.
Hence
L ⊆ 〈σ1h1(a), σ2h2(a), σ3h3(a)〉 ⊆ Rm = R[a]/〈a
m − (1− 2uk)〉.
Suppose that
σ1h1(a)k1(a) + σ2h2(a)k2(a) + σ3h3(a)k3(a) ∈ 〈σ1h1(a), σ2h2(a), σ3h3(a)〉
where k1(a), k2(a), k3(a) ∈ Rm. There exist
q1(a) ∈ Fp[a]/〈a
m − 1〉, q2(a) ∈ Fp[a]/〈a
m + 1〉
and q3(a) ∈ Fp[a]/〈a
m + 1〉 such that
σ1k1(a) = σ1q1(a)
σ2k2(a) = σ2q2(a)
and σ3k3(a) = σ3q3(a). Therefore
〈σ1h1(a), σ2h2(a), σ3h3(a)〉 ⊆ L.
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Consequently L = 〈σ1h1(a), σ2h2(a), σ3h3(a)〉. On the other hand
|L| = |L1| · |L2| · |L3| = p
3m−
∑
3
i=1
deg(hi).

Theorem 2.7. Let L be a code such that γ(L) = L. Then ]! polynomial h(a) s. t.
L = 〈h(a)〉, where h(a) = σ1h1(a) + σ2h2(a) + σ3h3(a).
Proof. Suppose that linear codes L1,L2 and L3 are generated by the monic polyno-
mial h1(a), h2(a) and h3(a) respectively.
By Theorem 2.6, we have L = 〈σ1h1(a), σ2h2(a), σ3h3(a)〉. Let h(a) = σ1h1(a) +
σ2h2(a) + σ3h3(a). Then clearly, 〈h(a)〉 ⊆ L. On the other hand σ1h1(a) = σ1h(a)
σ2h2(a) = σ2h(a) and σ3h3(a) = σ3h(a), whence L ⊆ 〈h(a)〉. Thus L = 〈h(a)〉. The
uniqueness of h(a) is followed by that of h1(a), h2(a) and h3(a). 
Lemma 2.8. Let am − (1 − 2uk) = h(a)k(a) in R[a] and γ(L) = L be a code
generated by h(a). If g(a) is relatively prime with k(a), then L = 〈h(a)k(a)〉.
Proof. The argument of the proof is same as that of [2, Lemma 2], so we omit. 
Theorem 2.9. Let L = σ1L1⊕σ2L2⊕σ3L3 be a (1−2u
k)-constacyclic code of length
m over R such that h1(a), h2(a) and h3(a) are the monic generator polynomials of
L1,L2 and L3 respectively. Suppose that
h1(a)k1(a) = a
m − 1,
h2(a)k2(a) = h3(a)k3(a) = a
m + 1,
and set h(a) = σ1h1(a) + σ2h2(a) + σ3h3(a), k(a) = σ1k1(a) + σ2k2(a) + σ3k3(a).
Then
(1) h(a)k(a) = am − (1− 2uk).
(2) If GCD(gi(a), ki(a)) = 1 for 1 ≤ i ≤ 3, then GCD(g(a), k(a)) = 1 and
h(a) = h(a)g(a) where g(a) = σ1g1(a) + σ2g2(a) + σ3g3(a).
Proof. (1) By assumptions we have
h(a)k(a) = h(a)
(
σ1k1(a) + σ2k2(a) + σ3k3(a))
= σ1h1(a)k1(a) + σ2h2(a)k2(a) + σ3h3(a)k3(a)
= σ1(a
m − 1) + σ2(a
m + 1) + σ3(a
m + 1)
= (σ1 + σ2 + σ3)a
m − (σ1 − σ2 − σ3)
= am − (1− 2uk).
Hence, h(a)k(a) = am − (1− 2uk).
(2) Suppose that GCD(gi(a), ki(a)) = 1 for 1 ≤ i ≤ 3 and let
g(a) = σ1g1(a) + σ2g2(a) + σ3g3(a)
Then for every 1 ≤ i ≤ 3 there exist ui(a), vi(a) ∈ R[a] such that ui(a)gi(a) +
vi(a)ki(a) = 1. Now, set u(a) := σ1u1(a) + σ2u2(a) + σ3u3(a) and v(a) := σ1v1(a) +
6 Z. RAZA AND A. RANA
σ2v2(a) + σ3v3(a). Notice that σ1 + σ2 + σ3 = 1, σ
2
i = 1 and σiσj = 0 for every
1 ≤ i 6= j ≤ 3. Thus
u(a)g(a) + v(a)k(a) = σ1[u1g1(a) + v1(a)k1(a)] + σ2[u2(a)g2(a) + v2(a)k2(a)]
+ σ3[u3(a)g3(a) + v3(a)k3(a)] = σ1 + σ2 + σ3 = 1.
It follows that GCD(g(a), k(a)) = 1. Now, by part (1) and Lemma 2.8,
L = 〈h(a)g(a)〉
So, the uniqueness of h(a) implies that h(a) = h(a)g(a). 
Similar to [12, Theorem 3], we have the following theorem.
Theorem 2.10. Let γ(L) = L be a code of length m over R. Then
L⊥ = σ1L
⊥
1 ⊕ σ2L
⊥
2 ⊕ σ3L
⊥
3 .
Corollary 2.11. Let L = 〈σ1h1(a), σ2h2(a), σ3h3(a)〉 be a (1−2u
k)-constacyclic code
of length m over R and h1(a), h2(a) and h3(a) be the monic generator polynomials
of L1,L2 and L3 respectively. Suppose that h1(a)k1(a) = a
m − 1 and h2(a)k2(a) =
h3(a)k3(a) = a
m + 1 and let k(a) = σ1k1(a) + σ2k2(a) + σ3k3(a). then the following
conditions hold:
(1) L⊥ = 〈σ1k
⊥
1 (a), σ2k
⊥
2 (a), σ3k
⊥
3 (a)〉 and |L
⊥| = p
∑
3
i=1
deg(hi)
(2) L⊥ = 〈k⊥(a)〉, k⊥(a) = σ1k
⊥
1 (a) + σ2k
⊥
2 (a) + σ3k
⊥
3 (a)
where k⊥i (a) and k
⊥(a) are the reciprocal polynomial of ki(a), and k(a) respectively.
Theorem 2.12. Let us consider the mapping µ : R[a]/〈am− 1〉 → R[a]/〈am− (1−
2uk)〉 defined by
µ
(
l(a)
)
= l
(
(1− 2uk)a
)
.
If m = odd, then µ is a ring isomorphism.
Proof. Suppose that u(a) ≡ v(a) (mod am − 1). Then there exists k(a) ∈ R[a] such
that u(a)− v(a) = (am − 1)k(a). Therefore
a
(
(1− 2uk)a
)
− b
(
(1− 2uk)a
)
=
(
(1− 2uk)mam − 1
)
k
(
(1− 2uk)a
)
=
(
(1− 2uk)am − (1− 2uk)2
)
k
(
(1− 2uk)a
)
= (1− 2uk)
(
am − (1− 2uk)
)
k
(
(1− 2uk)a
)
which means if u(a) ≡ v(a) (mod am − 1), then
u
(
(1− 2uk)a
)
≡ v
(
(1− 2uk)a
)
(
mod am − (1− 2uk)
)
Now, assume that
u
(
(1− 2uk)a
)
≡ v
(
(1− 2uk)a
)
(
mod am − (1− 2uk)
)
.
Then there exists q(a) ∈ R[a] such that
u
(
(1− 2uk)a
)
− v
(
(1− 2uk)a
)
=
(
am − (1− 2uk)
)
q(a).
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Hence
u(a)− v(a) = u
(
(1− 2uk)2a
)
− v
(
(1− 2uk)2a
)
=
(
(1− 2uk)mam − (1− 2uk)
)
q
(
(1− 2uk)a
)
=
(
(1− 2uk)am − (1− 2uk)
)
q
(
(1− 2uk)a
)
= (1− 2uk)(am − 1)q
(
(1− 2uk)a
)
which means if u
(
(1−2uk)a
)
≡ v
(
(1−2uk)a
) (
mod am−(1−2uk)
)
, then u(a) ≡ v(a)
(mod am − 1). Consequently u(a) ≡ v(a) (mod am − 1) ⇔ u
(
(1 − 2uk)a
)
≡
v
(
(1−2uk)a
) (
mod am−(1−2uk)
)
implies hat µ is well defined and injective, hence
µ is an isomorphism because the rings are finite. 
Corollary 2.13. Let m be an odd natural number. Then the subset I in the ring
R[x]/〈am − 1〉 is an ideal iff µ(I) is an ideal of R[a]/〈am − (1− 2uk)〉.
Corollary 2.14. Let us consider the following permutation of Rm with m odd s. t.
µ¯(d0, d1, . . . , dn−1) = (d0, (1−2u
k)d1, (1−2u
k)2d2, . . . , (1−2u
k)idi, . . . , (1−2u
k)m−1dm−1)
and D be a subset of Rn. Then D is a cyclic code iff µ¯(D) is a (1−2uk)-constacyclic
code.
Definition 2.15. Let us consider the following permutation ψ of the set {0, 1, . . . , 2m−
1} with m odd:
ψ = (1, m+ 1)(3, m+ 3) · · · (2i+ 1, m+ 2i+ 1) · · · (m− 2, 2m− 2)
Then the Nechaev permutation is the permutation ̺ of F3mp given as
̺(d0, d1, . . . , d2m−1) = (dψ(0), dψ(1), . . . , dψ(2m−1))
Proposition 2.16. Let µ, ̺ is the Nechaev permutation defined as above and m is
odd, then Φµ¯ = ̺Φ.
Proof. Let s¯ = (s0, s1, . . . , si, . . . , sm−1) ∈ R
m where si = a
i
o+ua
i
1+u
2ai2+· · ·+u
kaik,
0 ≤ i ≤ n− 1. From
µ¯(s¯) = (s0, (1− 2u
k)s1, . . . , (1− 2u
k)isi, . . . , (1− 2u
k)m−1sm−1),
it follows that
(̺µ¯)(r¯) = (−a0k, 2a
1
0 + a
1
k,−a
2
k, 2a
3
0 + a
3
k, . . . , 2a
n−2
0 + a
n−2
k ,−a
n−1
k , a
1
0, a
1
1,
2a00 + a
0
k,−a
1
1, . . . , a
k
1, a
0
3, a
1
3, . . . , a
k
3, 2a
2
0 + a
2
k, . . . ,−a
n−2
k , 2a
n−1
0 + a
n−1
k )
is equal to (̺Φ)(r¯). 
Corollary 2.17. Let m be an odd positive integer and ̺ is the Nechaev permutation.
If λ = Φ(D) where D is a cyclic code over R, then ̺(λ) is cyclic.
Proof. From Proposition 2.16,we have (Φµ¯)(D) = (̺Φ)(D) = π(λ) and Corol-
lary 2.14 gives that µ¯(D) is a (1 − 2uk)-constacyclic code. Thus by Theorem 2.2
(Φµ¯)(D) = π(λ) is a cyclic code. 
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Two codes L1 and L2 of length m over R are said to be equivalent if there exists
a permutation w of {0, 1, . . . , m− 1} s. t. L2 = w¯(L1) where w¯ is the permutation
of the ring Rm s. t.
w¯(d0, d1, . . . , di, . . . , dm−1) = (dw(0), dw(1), . . . , dw(i), . . . , dw(m−1)).
Corollary 2.18. The Gray image of a cyclic code over R of odd length is equivalent
to a cyclic code.
Example 2.19. Let m = 7 and a7 − 1 = (a − 1)(a3 + a + 1)(a3 + a2 + 1) in R[a].
Applying the ring isomorphism µ, we have
a7 − (1− 2uk) = (a− (1− 2uk))(a3 + a+ (1− 2uk))(a3 + (1− 2uk)a2 + (1− 2uk)).
Let f1 = a− (1− 2u
k) and f2 = a
3 + a+ (1− 2uk). If L = (f1f2), then by Theorem
2.2, the Gray image of the (1− 2uk)-constacyclic code L is a cyclic code.
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