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Abstract 
Coherent light beams find applications in several exciting research areas where it is impor-
tant to have absolute control over the phase and amplitude properties of the light beams. 
To name a few, in applications such as microscopy, optical trapping, interferometry etc. 
it is imperative to have dynamic control over the properties of the beam. One way of 
achieving this is with the help of a computer controlled diffractive optical element such as 
a liquid crystal spatial light modulator (LCSLM). Based on the principle of holography, 
such a technique can provide dynamic control over amplitude, phase and polarisation state 
across a coherent beam. 
This work describes about a ferro-electric liquid crystal spatial light modulator (FLC-
SLM) system acting as a programmable diffractive optical element. The efficiency of the 
system to detect and correct aberrations in laser beams were demonstrated. The ultra 
sensitivity of singular light beams to the presence of azimuthal aberrations were observed 
and a novel aberration sensor based on these findings were implemented. The synchro-
nisation of the display holograms on the FLCSLM panel with the acquisition of a CCD 
camera is demonstrated in a programmable reference beam phase stepping interferometry 
experiment. 
Laser scanning confocal microscopy is a widely used technique for the electronic visual-
ization of optically sectioned microscopic structures. The information available from such 
a system is limited by the intensity and polarisation properties of the point spread function 
(PSF) at the sample plane, which are in turn dependent on the optical system and the 
sample being imaged. Aberrations due to incorrect optics or the sample itself may signifi-
cantly degrade the PSF there by reducing the resolution and the signal available for image 
formation. Also the information obtained from a laser scanning confocal system working 
in the epi-fluorescence mode will also depend on the polarisation properties of the PSF, 
as molecular absorption and emission cross-sections are polarisation dependant. These 
polarisation properties can be particularly important for high resolution microscopy such 
as STED and molecular alignment studies when high numerical aperture lenses are used 
that can result in complex polarisation structure within the PSF. The thesis develops the 
theory necessary to understand the vectorial behaviour of the 3D PSF for an arbitrarily 
polarised beam. The design and implementation of a beam scanning optical microscope 
system, that uses an FLCSLM to control the optical field in the illumination pupil of 
the microscope objective, are described. The performance of the system in engineering 
and reconfiguring the 3D PSF is demonstrated. Use of programmable diffractive optics to 
generate different depletion beams for STED microscopy is also demonstrated. 
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Chapter 1 
General introduction and thesis 
overview 
1.1 General introduction 
Programmable diffractive optics is a relatively new but very exciting field of research that 
has a wide range of applications. It involves the dynamic manipulation of the optical 
properties of a beam of light, usually with the help of a computer interface. Properties 
of a beam of light such as its amplitude and phase profiles can be modified using a fixed 
mask, however in many applications it is essential to have the ability to reconfigure the 
beam profiles quickly and without any physical movement of the optical arrangement. 
Spatial light modulators (SLM) are pixellated devices on which each pixel can be individ-
ually addressed and its optical transmission properties can be modified with a computer 
interface. Liquid crystal based spatial light modulators (LCSLM) can be used to modify 
the beam profiles at rates that can vary from 60 frames a second to about 1400 frames a 
second, depending on the type of the liquid crystal material the device is based on. Use of 
such a device as a diffractive optical element, based on the principle of holography [2, 3], 
provides a powerful and accurate way of dynamically modifying the optical properties of 
a coherent beam of light. 
Laser beam scanning microscopy techniques such as confocal [4, 5] and multi-photon 
microscopy [6] provide optically sectioned fluorescence images of thick samples. Such 
images are superior in terms of the optical contrast as the light from out of focus points does 
not blur the image, a property described by the parameter called axial resolution, relative 
to images acquired with a conventional microscope. Thus such microscopy techniques are 
important tools in scientific research in areas such as biological science and other related 
fields. A confocal microscope can also provide images with finer details of a sample in 
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the lateral direction, described by a parameter called the lateral resolution. A recent 
development in confocal microscopy technique known as stimulated emission depletion 
(STED) microscopy [7], can give fluorescence images with lateral and axial resolutions 
beyond the diffraction limit. Confocal microscopes can work in both bright field and 
fluorescence modes, thus the technique is also important in areas such as optical metrology 
and solid state industries where finer details of a surface profile is desired. 
The quality of the images, in terms of information content, for all the beam scanning 
microscopes rely on the characteristics of the illumination beam. One such characteristic 
is the flatness of the wavefront at the pupil plane of the lens which focuses the beam on 
the sample plane. A less than perfectly flat wavefront at the pupil plane implies that the 
beam is aberrated. Aberrations can be introduced into the beam by the beam forming 
optics or by the sample being imaged. The focal spot, known as the point spread function 
(PSF), of an aberrated beam is larger in volume and smaller in the peak energy density 
compared to the focal spot produced by an ideal beam [8]. Thus the presence of aberrations 
in the illumination beam leads to degradation in the image quality of the corresponding 
microscope. Signal levels and information content in fluorescence images also depend 
on the polarisation properties of the illumination beam, since the photons detected to 
form an image are emitted as a consequence of the interaction of the incident electric 
field, corresponding to the illumination spot and the dipole moments of the molecules 
in the sample volume [9]. Control over polarisations of the illumination spot can provide 
information about orientational properties of the interacting molecules and about physical 
properties of the surrounding medium such as viscosity, pH value etc. 
The goal of this thesis is the design and implementation of a confocal microscope 
with programmable beam forming optics. Dynamic control over the optical properties 
of the illumination beam adds functionalities to the beam scanning microscope system 
such as detection and correction of aberrations in the illumination beam, generation of 
illumination beam with user specified polarisation profile in the pupil plane, fast switching 
between polarisation states of the illumination spot and engineering the 3 dimensional 
shape of the illumination spot etc. Programmable diffractive optics is also important in 
STED microscopy which requires the generation of an illumination spot that is engineered, 
for instance, to have a doughnut shaped intensity profile. 
This thesis describes the theory and design related considerations and implementa-
tion of programmable beam forming optics in a laser scanning confocal microscope. A 
ferro-electric liquid crystal spatial light modulator (FLCSLM) is used to act as the pro-
grammable diffractive optical element. Complex amplitude modulation in a coherent beam 
is realised by displaying binary phase holograms on the FLCSLM display panel using a 
computer generated holography technique [10]. 
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In order to achieve precise phase modulation in an incident beam, supporting electron-
ics are developed, which in conjunction with the FLCSLM provides synchronisation of the 
display of holograms on the FLCSLM panel with the acquisition of a photodetector or a 
CCD camera. Performance of the FLCSLM assembly in shaping the wavefront of a beam 
is demonstrated in two separate implementations of aberration sensing and correction in 
a coherent beam of light. Synchronisation of the FLCSLM display with a CCD camera 
is demonstrated in a programmable reference beam phase stepping interferometry experi-
ment, where artifacts in the generated beams, arising as a result of the digitization process 
of the FLCSLM, are removed by implementing a time multiplexed display of randomly 
binarised holograms. 
In case of a confocal system the illumination beam is tightly focused using a high nu-
merical aperture (NA) lens. The focal PSF, in such a case, can have polarisations different 
from that of the illumination beam and is known as the vector PSF. Implementation of 
the arbitrary pupil plane polarisation for generating a desired vector PSF require a good 
understanding of the theory for high NA focusing. Properties of vector beams relevant to 
the work described in the thesis are studied by developing the vectorial theory of Richards 
and Wolf [11]. In order to study beams with complicated pupil functions an alternate 
form, based on Fourier transform in cartesian co-ordinate system, of the vectorial theory 
is developed. 
Arbitrary pupil plane polarisation of the illumination beam is realised with a vector 
beam forming unit that comprises a combination of two right angled prisms and a polar-
ising beam splitter in conjunction with the FLCSLM assembly. The confocal system has 
a novel XY scanner arrangement that comprises an on-axis and an off-axis scan mirrors. 
The new arrangement is configured to minimise the lateral movement of the scanned beam 
over the pupil plane. The operation of the complete confocal system is controlled by a 
Labview program that also controls the FLCSLM display. The performance of the confo-
cal system for active aberration correction and fast switching between polarisation states 
of the illumination beam is demonstrated in a series of experiments that involve imaging 
both in bright field and the fluorescence modes. 
A spatial light modulator assembly based on reflective type nematic liquid crystal is 
arranged to implement a blazed hologram for the generation of two different types of 
depletion beams for STED microscopy. The experiment is performed in a Leica SP2 
confocal microscope. A novel way of generating a depletion beam that can provide better 
resolution enhancement is proposed and realised using the vector beam forming unit. 
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1.2 Thesis overview 
Chapter 2 gives a brief introduction to the principle and operation of confocal and multi-
photon microscopes. The concept of point spread function engineering is introduced and 
a literature review in the area relevant to the described work is presented. A short de-
scription of the principle of STED microscopy is provided. 
Chapter 3 briefly describes the properties of liquid crystal molecules and their use in 
spatial light modulators. The fundamental operations of a few spatial light modulator 
configurations which are relevant to the work described in the thesis are explained and 
binary phase hologram design to generate a desired scalar wavefront in the +1 diffraction 
order is described. The technique to generate a scalar wavefront is extended to generate 
an arbitrary vector wavefront by overlapping two orthogonally polarised scalar wavefronts. 
Similar techniques are used for all the related applications described in the thesis. The 
issue of aliasing arising in the binary hologram implementation process is discussed and a 
method to remove its effects is proposed. 
Chapter 4 describes the operations of an FLCSLM (CRLOpto) device from the per-
spective of its use as a diffractive optical element. Supporting electronics is developed, 
which, in conjunction with the FLCSLM, synchronises the acquisition of a photodetector 
or CCD camera with the display of holograms on the FLCSLM panel. In optical systems 
with circular pupils, Zernike polynomials can be used to represent classical aberrations. 
Detection and correction of aberrations, in terms of Zernike modes, can be conveniently 
implemented because of the orthogonality properties of the polynomials, especially when 
implemented with a programmable optical element. Since Zernike polynomials are used 
to represent aberrations in all relevant applications, a short description of their proper-
ties is provided. A wavefront sensing technique termed modal wavefront sensing that can 
be used to detect the Zernike mode aberrations in an incident beam is described. This 
technique is implemented with the FLCSLM assembly to detect and correct aberrations 
in a coherent beam of light. The FLCSLM assembly is also used to detect and correct 
azimuthally dependent aberrations using the ultra-sensitivity of helical beams. The two 
experiments demonstrate the performance of the FLCSLM assembly to generate scalar 
wavefronts. Synchronisation of the hologram display on the FLCSLM and acquisition in 
a CCD camera is demonstrated in a phase stepping interferometry experiment. 
Chapter 5 develops the high NA focusing theory of Richards and Wolf to describe the 
focal fields of some important vector beams. Focal field properties of linearly polarised 
and circularly polarised normal and helical phased beams are studied. Field expressions 
for radially and azimuthally polarised beams as linear combinations of the fields of linearly 
polarised helical beams are obtained. An alternative way of computing the Richards and 
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Wolf expressions using cartesian co-ordinate form of the Fourier transform is introduced, 
providing an easy way to compute the focal fields for beams with complicated pupil func-
tions. This form of vectorial theory is then employed to study the aberration effects on a 
number of important vector beams. 
In chapter 6, the implementation of arbitrary pupil plane polarisation using a combi-
nation of simple optical elements in conjunction with the FLCSLM assembly is described. 
A novel XY scan mirror arrangement, comprising on-axis and off-axis scan mirrors con-
figured to minimise the lateral movement of the scanned beam over the pupil plane, is 
introduced. A laser scanning confocal system is constructed that incorporates the vector 
beam forming unit and the XY scanner arrangement. Performance of the system for active 
aberration correction and fast switching between polarisation states of the illumination 
beam is demonstrated. 
Chapter 7 describes the design and implementation of two different depletion beams 
using a nematic liquid crystal SLM acting as a blazed hologram. Implementation of 
STED microscopy in a Leica SP2 confocal microscope using a tunable super continuum 
source to generate the excitation beam is described and results obtained using the two 
depletion beams are stated. A novel way of improving the lateral and axial resolutions 
simultaneously in STED microscopy by overlapping the two depletion beams with opposite 
circular polarisations is propsed and the overlapping of the two beams is realised using 
the vector beam forming unit. 
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Brief introduction to the relevant 
microscopy techniques 
2.1 Introduction 
This thesis concerns the application of programmable diffractive optics to confocal mi-
croscopy allowing dynamic control of the optical properties of the illumination beam and 
hence the corresponding focal point spread function. The principle also applies to other 
beam scanning microscopy techniques. The aim of this chapter is to provide a brief intro-
duction to some of the microscopy techniques relevant to the work. It begins with a short 
description of the principles and working of a confocal microscope. Fundamental opera-
tions of the confocal microscope adapted for fluorescence imaging are explained. This is 
followed by a brief description of the principles of multi-photon microscopy. The concept of 
point spread function (PSF) engineering is described with a short literature review of the 
relevant field. Stimulated emission depletion (STED) microscopy is another area where 
programmable diffractive optics can play a key role. Principles of STED microscopy, which 
will later be implemented in a confocal microscope, are hence introduced. 
2.2 Laser scanning confocal microscope 
Confocal microscopy was invented by M. Minsky [12] about 50 years ago. Minsky showed 
that by imaging the object onto a point detector it is possible to block the out of focus light 
from the object volume due to the confocal effect. The out of focus points in the object can 
further be discriminated if only a small volume of the object being imaged is illuminated. 
When this principle is employed in a beam scanning arrangement, an optically sectioned 
image of thin slices of the object can be otained. In recent years this technique has gained 
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2.2 Laser scanning confocal microscope 
and data processing units [4, 6] . This section briefly describes the basic principle and 
operations of a confocal microscope. 
2.2.1 Basic principle 
The principle of achieving optical sectioning or depth discrimination and lateral resolution 
enhancement, with a confocal microscope can be explained with the help of a very simple 
optical setup. As shown in figure 2.1 (a) a point source of light is imaged with the lens Ll 
on the sample, whose transmittance properties varies from point to point. The transmitted 
point detector 
Figure 2.1: (a) Optical sectioning in a transmission type confocal system. (b) A reflection type 
confocal system; BS: beam splitter. 
light, carrying the information about the sample near the optic axis, is then focused using 
the lens L2, known as the detection lens, on to a point detector. In another confocal system 
arrangement, known as epi-illumination, the same lens L is used both for illumination and 
detection, as shown in figure 2.1 (b). However instead of the transmitted light, the point 
detector detects light reflected or emitted backwards by the sample. 
A point detector can be realised by placing a pinhole in front of the photo detector. 
Figures 2.2 (a) and (b) illustrate the role of the pinhole in rejecting light coming from 
out of focus points as well as in focus off-axis points respectively. Due to the infinitely 
small area of the detector, light coming from any other out of focus plane or off-axis points 
such as P' or 13" will be mostly blocked and thus not detected. Taking further advantage 
from the illumination pattern, when a point source illuminates only a small diffraction 
limited volume of the sample, the detector records even lower signal from the out of focus 
or off axis points. This particular property of an imaging system can also be described 
by a parameter called optical resolution, which is defined as the capability of an imaging 
system to distinguish two similar points in the object. For the best performance of the 
confocal system in terms of resolution, the pinhole size should be infinitely small [13] and 









2.2 Laser scanning confocal microscope 
to detect sufficient signal, the detector pinhole size is normally set large enough to let 
through the main diffraction limited lobe of a point image, often referred to as the Airy 
disc. 
(a) 
P" P 	 pin hole 
detection lens 
Figure 2.2: Ray diagram illustrating the role of pinhole in rejecting light coming (a) from out of 
focus planes (P' or P") along the optic axis and (b) from off-axis points (P' or P") in the sample 
plane. P is the in focus plane or on-axis in focus point in (a) and (b) respectively. 
In order to register information about the entire sample plane the object is scanned 
in a raster fashion in the direction shown in figure 2.1. For each scan position the corre-
sponding information of the object point is stored in a data processing unit as a digital 
number proportional to the number of photons collected of the detector. At the end of 
the scan the stored numbers are converted to form an electronic image of the sample. The 
arrangement of confocal microscope, as illustrated in figure 2.1 (a) or (b), is categorized 
as the Type 2 scanning microscope. If the point detector of the confocal microscope is 
replaced by an infinite area detector, the arrangement is termed the Type 1 scanning 
microscope. Imaging performance of Type 1 scanning and conventional microscopes is 
shown to be identical under analogous conditions [14, 15]. However due to the properties 
of the confocal system the image created will be superior in terms details of the sample 
plane in both lateral and axial directions, relative to the image obtained with Type 1 
scanning or conventional microscopes. The scanning arrangement facilitates imaging with 
an engineered illumination spot and processing of the image data takes advantage of the 
electronic form of the image. 
The far field diffraction pattern of the entrance or exit pupil of an imaging system, 
illuminated by a collimated beam of light is defined as the point spread function (PSF) of 
the system [2]. In accordance with whether it is the field or the intensity profile, that is 
important in the far field, it can be termed as amplitude PSF or intensity PSF. Therefore 
properties of the PSF essentially determine the performance of the imaging system. In 
A conventional coherent microscope, the amplitude PSF is represented by the far field 
diffraction patterns of the respective pupil, which within certain assumptions can also be 
obtained by taking Fourier transform of the pupil function. For a coherent imaging system 
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the field in the image is given by the convolution of the amplitude PSF with the object 
amplitude while for an incoherent imaging system the intensity in the image is obtained 
by a convolution of the intensity PSF with the object intensity. 
The performance of the confocal system has been described by developing the necessary 
theory [16). It is shown that confocal image of a given object plane (that destroys the 
optical coherence) can be obtained by convolving it with the product of the illumination 
and detection point spread functions (PSF). In a conventional confocal system in the epi-
illumination mode or transmission mode with similar illumination and detection lenses, 
the product, termed as confocal PSF, is written as 
I(v) = IN(v)12 
	
(2.1) 
where v = krNA is the normalised optical co-ordinate, k and r being the wave number of 
the light beam and the radial co-ordinate in the detector plane respectively. The parameter 
NA = n sin a, where n is refractive index of the medium of the sample plane and a is the 
semi aperture angle of the illumination/detection lens is known as the numerical aperture 
of the lens and in general describes the capability of the lens to gather light coming from 
a point source. The expression of N(v) is written as 
2 N(v) = { 2 jiv(v) 12 	 (2.2) 
where Ji is the bessel function of the first kind. The expression of confocal PSF, /(v), 
essentially describes how a point object in the sample appears in the confocal image. 
If a point object is moved through the illumination spot along the optic axis, the 
confocal signal detected is given as 
.1(u) IN(u)12 	 (2.3) 
such that N(u) = sin(u/4) 12, where normalised optical co-ordinate u 4kz sin2(a/2), z 4 
being the axial distance. The two expressions describing the confocal signal as a point ob-
ject is scanned laterally and axially, provides the limits (i.e. vFwHm=2.34, uFwHm=8.02) 
to which finer details in the sample can be imaged in a conventional confocal setup. 
2.2.2 Confocal setup 
Instead of scanning the object it is more convenient to scan the illumination and detection 
paths across the object. Figure 2.3 shows a typical setup of a beam scanning confocal 
microscope working in the epi-illumination mode. A collimated laser beam is reflected by 
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a beam splitter, which is a 50/50 beam splitter for bright field imaging and a dichroic beam 
splitter (DBS) for fluorescence imaging. The reflected beam is incident on the scanner unit 
before being relayed onto the back focal plane (BFP) of the microscope objective with the 
help of 4f lens combination. The objective lens then focuses the beam on the sample 
plane. The scanner unit makes the focal spot move over the area of the sample plane 
being imaged. Light reflected or re-emitted by the target is then collected by the same 
objective lens and after being relayed by the relay lenses, is descanned by the scanner 
unit. Hence the emergent beam on the other side of the scanner unit is again parallel 
to the optic axis. It is then transmitted by the beam splitter to be collected by another 
lens which focuses the beam onto a pinhole, located in a plane optically conjugate to the 
sample plane. The collection of light by the detector is synchronised with the movement 
Figure 2.3: Schematic diagram of a typical confocal system 
of the focal spot over the sample plane. 
2.3 Confocal fluorescence microscopy (single photon excita-
tion) 
The last two decades have seen a remarkable growth in the use of fluorescence in the 
biological sciences. In has found application in a wide range of areas [9] such as DNA 
sequencing, environmental monitoring, clinical chemistry, cell identifcation, cell sorting, 
imaging intracellular substances and studies, etc. Due to its optical sectioning property, 
confocal imaging systems have been immediately accepted as one of the primary tools 
in the study of the sub cellular world [6]. As a consequence of the growing popularity 
of confocal fluorescence microscopy there has also been an unprecedented advancement 
in the relevant technology. Covering all the areas of application is beyond the scope of 
this work. This section only attempts to briefly explain a few areas relevant to the work 
described in this thesis. 
The phenomenon of fluorescence can be explained with the help of an energy level 
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state So absorbs a photon of wavelength Aex and gets electronically excited to an upper 
vibrational state of energy level S1. It then relaxes to the lowest vibrational state through 
a series a vibrational transitions, within a time of typically 1 picosecond. Over a period 
vibrati nal relaxation 
Figure 2.4: (a) Simplified Jablonski diagram describing single photon excitation and fluorescence 
(b) Dichroic beam splitter (DBS) arrangement 
of typically 10 nanoseconds in the excited state, known as the fluorescence lifetime, the 
molecule undergoes spontaneous emission to one of the vibrational levels of the lower 
electronic state So. The wavelength of emission Aen, is, in general, longer than A„ due to 
the energy level differences involved during excitation and emission, a phenomenon known 
a Stokes' shift, first explained by Sir GG Stokes in 1852 [17]. 
Target molecules in a sample can be tagged with high quantum yield fluorescent mark-
ers so that fluorescence signal images in a microscope will provide the precise location of 
the target. The fluorescence signal can also provide information about the physical and 
chemical environment of the molecule being excited. Measuring the lifetime of fluorescent 
markers in different regions of the sample volume can reveal local changes in refractive 
index, pH or solvent viscosity [18-20]. The probability of exciting a molecule depends on 
the relative orientation between the polarisation of the excitation beam and the absorption 
dipole moment of the molecule in accordance with Malus' law. If 9 is the angle between 
the two, the probability of a molecule being excited is proportional to cost O. Thus the 
molecule has the highest probability of being excited if the two are parallel. The emis-
sion from the excited molecule is in a similar way polarised parallel to its emission dipole 
moment. Usually the transition dipole moment has a fixed orientation with respect to 
the molecule. Hence by measuring the polarisation of the fluorescence signal it is possible 
gather information about such orientation of the molecule, rotational diffusion, viscosity 
of the environment etc. This area is known as fluorescence anisotropy [9]. 
The theory of imaging in a bright field confocal microscope, as described above, can be 
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2.3 Confocal fluorescence microscopy (single photon excitation) 
Figure 2.5: Fluorescence excitation emission spectra of (a) Fluorescein labeled dextran and (b) 
RH 795 bound to phospholipid bilayer membrane. (Source: http://probes.invitrogen.com) 
extended to fluorescence imaging [4] by writing the confocal PSF as /(v, 	th), where 
13 — l'aza, and u and v are normalised co-ordinates at the excitation wavelength. In order 
to excite the fluorophore with the maximum efficiency and detect maximum amount of 
fluorescent signal, Aex and Aein are usually chosen close to the maxima of the excitation 
and the emission spectra, separated from each other by the Stokes' shift. Figures 2.5 
(a) and (b) show the fluorescence excitation and emission spectra of two fluorophores, 
fluorescein and RH795. The values of for these two fluorophores for efficient excitation 
and detection are thus about 1.05 and 1.4 respectively. However, for the best imaging 
performance in terms of optical resolution the fluorophores should be excited and detected 
at the shortest possible wavelengths. In which case could be larger than 1.05 and 1.4 
for the two illustrated spectra. 
As suggested already, in order to adapt the confocal system for fluorescence imaging 
the only necessary modification is to replace the 50/50 beamsplitter in figure 2.3, with a 
dichroic beam splitter DBS. Figure 2.4 (b) shows such a beamsplitter arrangement. The 
excitation beam from the illumination source is incident on a dichroic mirror at 45° and 
gets reflected towards the sample with a reflectivity as high as 0.99. The fluorescence signal 
from the sample is transmitted by the DBS again with a very high transmitivity. Making 
use of the Stokes' shift, the DBS also efficiently blocks any of reflected light from the 
sample plane so that signal arriving at the detector is entirely at the emission wavelength. 
The dichroic mirror of the DBS is often used with extra excitation and emission filters to 
reduce the chance of excitation to emission cross talk to be as low as 10-6. 
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2.4 Multi-photon excitation fluorescence microscopy 
Back in 1931 Nobel laureate Maria Goppert-Mayer predicted that an atom or molecule can 
absorb two photons simultaneously in the same transition event [21]. However for the two 
photons to be available simultaneously [6] the time interval between their arrival at the 
site of observation should be as small as 10-16 sec. Consequently two-photon excitation 
is a rare event and only after the availability of high power lasers, around 1961, this 
phenomenon was observed experimentally [22]. This was then followed by observation 
of three-photon excitation in fluorescent dye [23] in 1970. The original idea of utlizing 
non-linear optical effects such as two-photon or multi-photon excitation fluorescence in a 
scanning optical microscope was first suggested and demonstrated by Sheppard, Komfner, 
Gannaway and Choudhury [24, 25]. 
Beam scanning fluorescence microscopy with multi-photon excitation has certain ad-
vantages relative to corresponding single photon excitation mode. In a single photon exci-
tation setup all the fluorescent molecules within a diffraction limited volume can be excited 
although only a small volume surrounding the focal spot is actually imaged. Repeated 
excitation of the fluorophores may stress the molecules leading to permanent photodam-
age, a phenomenon known as photobleaching [5]. Because of the extremely high photon 
density requirement, multi-photon excitation only takes place in a tightly focused volume 
near the focal spot. This can be realised by focusing ultrashort laser pulses with high peak 
energy and low average power. Since the multi-photon excitation PSF is given by I(u, v)2, 
where I(u, v) correspond to single photon excitation PSF as described in equations 2.2 
and 2.3, a much smaller volume (relative to the excitation wavelength) of the sample is 
excited. For instance two photon excitation has a quadratic dependence on excitation 
intensity giving rise to smaller excitation volume as depicted in figure 2.6 (b). However 
for the same emission wavelength of fluorescence signal, multi-photon excitation does not 
improve optical resolution compared to its single photon excitation analogue as the ex-
citation spot for multi-photon excitation is bigger by a factor of :-.:-.., 1.45 because of the 
longer excitation wavelength. One main advantage of multi-photon excitation is the use 
of a long wavelength excitation beam which is less susceptible to scattering and hence can 
penetrate deeper into the sample volume. 
The two-photon excitation can also be represented in a Jablonski diagram as shown in 
figure 2.6 (a). The molecule in the ground state So, absorbs a single photon to undergo 
transition to a virtual intermediate energy level. Immediate arrival of another photon 
induces further transition to the upper electronic state S2. The rest of the fluorescence 
process is similar to single photon excitation case. In principle two-photon absorption 
does not necessarily require two photons of the same wavelength and any two combination 
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Figure 2.6: (a) Simplified Jablonski diagram describing two-photon excitation and fluorescence 
(b) two-photon excitation volume relative to the focal volume at the excitation wavelength. 
1 
of wavelengths, namely Al and A2 satisfying the relation A„ = ( + 	, where Aex is 
the corresponding single photon excitation wavelength, should be capable of two-photon 
excitation. However, due to practical reasons two-photon excitation is mainly achieved 
with two similar wavelength photons from the same high power laser. 
(a) (b) 
Figure 2.7: (a) Arrangement of dichroic beam splitter for non-descanned detection (b) beam 
scaning two-photon fluoerscence microscope with non-descanned detection. 
Two-photon excitation fluorescence imaging can be implemented in a beam scanning 
microscope using two different detection arrangements. The first arrangement is similar 
to the confocal system shown in figure 2.3, where the fluorescence signal is descanned. 
The DBS reflects the longer wavelength of the excitation beam and transmits the shorter 
wavelength of the fluorescence signal. As the dichroic filters are less accurate in blocking 
the IR region, normally in two-photon microscope setup an extra IR blocking filter is 
used in front of the detector to completely block any residual reflected light. Since the 
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amount fluorescence signal is usually low and to avoid chromatic aberrations, the detector 
pinhole is opened up to receive as much signal as available in the detector plane. This 
arrangement compromises the lateral resolution enhancement but still provides optically 
sectioned images of the sample. 
In the second arrangement of two-photon excitation fluorescence microscope, the flu-
orescence signal is detected through a non-descanned port, shown in figure 2.7 (b). The 
long wavelength of the excitation beam is transmitted by the DBS as shown in figure 
2.7 (a) and the short fluorescence signal is reflected towards the detector without being 
descanned by the mirror scanner. In this arrangement the fluorescence signal reaching the 
detector is maximised by reducing the number of optical elements in the detection path 
and by imaging the back focal plane of the microscope objective onto the detector plane. 
Because of the properties of two-photon excitation optical sectioning of the sample can 
still be achieved. 
2.5 Point spread function engineering 
Point spread function engineering concerns the modification of the properties of the illumi-
nation PSF, in particular, in order to make it suitable for a particular application. Applica-
tions include aberration correction, generating PSFs with specific polarisation properties, 
generating non-conventional PSFs for enhancing resolution of a beam scanning microscope 
and so on. PSF engineering accomplishes these goals by appropriately changing the com-
plex amplitude profile in the pupil plane, which is known as pupil plane filtering. In such 
applications, instead of using a passive phase plate it is often convenient to create a pupil 
plane filter which is easily reconfigurable, allowing dynamic shaping of the PSF. This can 
be achieved with the help of programmable diffractive optical elements such as spatial 
light modulators [10, 26, 27]. 
Optical aberration is the deviation from plane wavefront profile of a beam and can 
occur in an imperfect optical system, which results in a distorted PSF with reduced peak 
intensity and increased volume [8]. Presence of aberrations in the beam effects all PSF 
dependent applications such as optical trapping, optical data storage and beam scanning 
imaging systems. In confocal and multi-photon imaging, the presence of aberration de-
grades the signal to noise ratio (SNR) and the optical resolution. Non-aberrated shape of 
the PSF can be restored by an appropriate pupil plane filter with prior knowledge of the 
type of aberrations present. Pupil plane filtering using spatial light modulators have been 
used to remove optical aberrations in confocal and multi-photon microscopes [28-30], in 
optical memory devices [31] and in optical traps [32]. This forms the basis of the work 
described in this thesis. 
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It has been shown that at high numerical aperture focusing the PSF becomes polarisa-
tion dependent [11], which then can be termed as the vector point spread function (VPSF), 
due to the large marginal ray angles coupling the lateral polarisations in the pupil plane 
into axial and other orthogonal polarisations in the focal region. 3D polarisation proper-
ties of the PSF can be modified by specifying an appropriate pupil plane polarisation. Of 
particular interest are beams polarised in order to preserve the axial symmetry such as az-
imuthally polarised [33, 34] and radially polarised beams [35, 36]. Radially polarised beam 
is plane polarised along the radius vector in the pupil plane, so that when focused tightly 
it results in a PSF which is predominantly axially polarised. Such Z-polarised focal fields 
are useful in the study of molecular orientation-reorientation [37], surface enhanced second 
harmonic generation [38] and near field optical microscopy [39]. Cylindrically symmetric 
pupil plane polarisations have been created from a linearly polarised laser source using a 
mode converter based on either polarisation interferometer [40], fiber optic mode coupler 
[41], passive liquid crystal wave plate [42] or piecewise segmented half wave plate [43] to 
perform the necessary polarisation rotation across the beam. However these techniques 
are essentially passive in nature and hence can only generate fixed polarisation modes. 
Moreover they operate only within a small bandwidth of laser wavelengths. Dynamic 
ways of generating different polarisation modes have been suggested using a ferro-electric 
SLM (FLCSLM) [44] or a nematic liquid crystal SLM [45, 46]. 
2.5.1 PSF engineering for resolution enhancement in confocal microscopy 
In the scalar limit the image of a point object, with a circular pupil lens, is an airy disc. 
According to Rayleigh [8] two point objects are just considered to be resolved when the 
central maximum of the airy disc corresponding to one point object coincides with the first 
minimum of the airy disc corresponding to the other point object, such that resolution 
limit is equal to W, where NA is numerical aperture of the imaging lens. In 1873 the 
famous German optician, Ernst Abbe showed that a lens based microscope system can 
not separate two similar point objects which are closer than what is known as Abbe's 
resolution limit, °'5N,,A1  
Improvement of resolution in a far field imaging system, beyond the limit imposed by 
diffraction effects has long been a subject of great interest. A beam scanning confocal mi-
croscope with a detector pinhole, working either in reflection, transmission or fluorescence 
mode, can provide lateral and axial resolution beyond that achievable with a normal wide 
field microscope [13, 47-49]. This is possible as the resultant PSF is the product of the 
diffraction limited illumination and detection PSFs. However, the gain in resolution is 
significant only with a point detector and with the increase in size of the detector pinhole 
the advantages in terms resolution is gradually lost. 
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Over the last couple of decades confocal microscope has established itself as an excellent 
instrument to provide optically sectioned image of thick biological tissues labeled with 
fluorescent markers [5]. Owing to its increasing popularity there has been consistent efforts 
amongst the microscopists to push the performance limits of the confocal system even 
farther. PSF engineering has demonstrated improved resolution in confocal microscopy. 
In 1952 Toraldo DiFrancia showed [50, 51] that it is possible to generate central lobe 
of any desired shape in the focal plane of a lens by dividing the pupil plane into a number 
of concentric annular circles with certain complex amplitude transmittances. Such a pupil 
plane filter, known as Toraldo filter, can give full width at half maximum of the central lobe 
that is infinitely smaller than the corresponding value of a normal airy disc profile. However 
it has a very poor light efficiency if one wants a significant reduction in the FWHM, as 
most of the input energy is distributed in the sidelobes that surround the central lobe. 
With the appropriate choice of the number of annular zones and their transmittances a 
moderate improvement in the lateral resolution can be obtained when such a filter is used 
in the illumination path of a confocal system [52]. Modified versions of toraldo filter have 
also been employed to improve the axial resolution of confocal systems [53-55]. There 
have been other reports of resolution improvement in confocal systems with appropriate 
modification of the illumination and detection paths [56, 57]. Pupil plane filters can be 
designed using optimization algorithms to achieve, within limits, the desired 3D shape of 
the PSF [58]. However, in almost all cases a major problem is the presence of relatively 
strong side lobes as one pushes hard to attain more and more resolution improvement. 
There also exists a trade-off between the maximum attainable axial and lateral resolutions. 
Another serious issue with such filters is the low signal levels in the detector relative to the 
total illumination power. Indeed it has been shown [59] that for a given resolution there 
is a upper limit of achievable signal level. There have also been suggestions to reduce the 
size of the focal spot using the polarisation properties of illumination beam [60], including 
the use of radially polarised beams [36, 61, 62]. The enhancement in resolution obtainable 
from all the techniques described so far are either have a maximum limit (up to normalised 
spatial frequency=4), which is set by the optical transfer function or have a limited field 
of view. 
The three dimensional focal PSF is not spherical in shape as it has larger axial di-
mension in comparison to its lateral dimension. As a result in a normal confocal system 
the axial resolution is always going to be inferior to its lateral counter part. In a mod-
ified arrangement of the confocal system the illumination and collection paths are kept 
normal to each other [63], so that the confocal PSF, which is now the product of two 
diffraction limited PSFs at right angles to each other, has almost a spherical shape. In 
this arrangement, known as the confocal theta microscope, the axial resolution can be 
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significantly improved. However the arrangement is more suitable for low NA objective 
lenses with large working distances [64]. Axial resolution can also be improved in a an-
other confocal set up, known as 4pi confocal microscope [65, 66], where the amplitude 
PSFs of two counter propagating beams are coherently overlapped in such a way that the 
two PSF produce an interference maximum at geometrical focal plane. This particular 
arrangement also involves some amount of image processing to reduce the effects of the 
axial side lobes. 
2.6 Stimulated emission depletion (STED) microscopy 
This section describes a new way of obtaining optical resolution beyond the normal confo-
cal OTF limit in confocal fluorescence microscopy by performing a near field manipulation 
of the emission volume. 
It has been suggested [67] that by depleting the excited energy levels of fluorescent 
markers in a spherical shell surrounding the focal spot using the phenomenon known as 
stimulated emission it should be possible to improve both lateral and axial resolution of 
a confocal fluorescence microscope. This technique, which later became popularly known 
as STED (stimulated emission depletion) microscopy, has been implemented in a series 
of experiments demonstrating its ability to resolve sub wavelength dimension features in 
fluorescent beads and other biologiocal sample [68-72]. STED microscopy has shown un-
precedented lateral resolution [73] in confocal fluorescence microscopes using appropriate 
fluorescent markers at the expense of a very strong depletion or STED beam (average 
energy in the depletion region being GW/cm2). To understand the principle of STED mi-
croscopy a simple two level molecular system, as shown in figure 2.8, is considered, which 
comprises a fluorescent inactive ground state A and a fluorescent active excited state B. 
The molecules in the ground state Ao are excited to an upper vibrational state B3, for ex-
ample, of the excited state with a diffraction limited excitation beam PSF. The molecules 
in state B3 then undergo vibrational relaxation to the state Bo after a duration determined 
by vibrational state life time, Tu. From Bo molecules can under go spontaneous emission 
to various vibrational states in A. However the molecules can also undergo stimulated 
emission if they interact with photons of appropriate wavelength, corresponding to the 
transition shown in red. Thus fluorescence emission is quenched if the stimulating photon 
arrives at the site of the molecule before it undergoes spontaneous emission. 
A basic experimental arrangement for resolution enhancement using STED is shown 
in figure 2.9. The PSF of the illumination beam which consists of femtosecond pulses from 
a laser excites a diffraction limited volume of fluorophores. Arrival of the STED pulse is 
synchronised with respect to the excitation pulse so that it arrives after relaxation through 
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Figure 2.8: Energy level diagram illustrating the principle of STED. 
the vibrational states of the excited molecules. To ensure efficient depletion the STED 
pulse is stretched to the order of 100 ps. The PSF of the STED beam is engineered, for 
instance to produce a doughnut shape with a dark centre so that fluorescence quenching 
only takes place in the peripherial volume around the focal spot. Thus the fluorescence 
signal reaching detector for each scan position corresponds to a volume smaller than the 
corresponding volume for a normal confocal system. Depending on the shape of the STED 
beam, the depletion thus leads to an improvement in lateral, axial or both axial and lateral 
resolutions. 
As shown in figures 2.10 (a) and (b), with moderate power of the STED beam, repre-
sented by the vertical position of the red line, reduction in the fluorescence active volume is 
only marginal, however with power level high enough to saturate the depletion region the 
fluorescence active volume can further be reduced. This results in further improvement in 
optical resolution. 
It has also been shown that instead of the depleting the fluorescent markers to the elec-
tronic ground state, it is possible to facilitate transition of the molecules from a fluorescent 
active state to a fluorescent non-active state. This was implemented with photo-switchable 
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Figure 2.10: (a) Depletion with moderate power of the STED beam (b) Saturated depletion with 
high power STED beam. 
2.7 Summary 
A brief introduction to confocal and multi-photon microscopy was provided. The concept 
of point spread function engineering was introduced along with a literature review of works 
relevant to the topic in the thesis. Principles of a STED confocal microscopy were briefly 
explained. Most of the microscopy based techniques described in this chapter will be taken 
up later in the thesis. 
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Programmable diffractive optics 
3.1 Introduction 
Programmable optics is the area that involves dynamic manipulation of the optical prop-
erties of a beam usually with the help of a computer interface. The last two decades have 
seen a manyfold increase in research activities in this area with wide range of applications. 
The recent developments in this area can be attributed mainly to the developments in 
computer controlled spatial light modulator technology [75, 76]. A spatial light modula-
tor (SLM) can, in general, be defined as a device that can alter the complex amplitude 
profile of an incident beam of light in real-time. A simple but not real-time similar device 
is a fixed mask. The complex amplitude profile of the beam transmitted by it can be 
obtained by multiplying the incoming profile with the corresponding profile representing 
the transmittance properties of the material over its two dimensional extent. Out of var-
ious types of spatial light modulators such as magneto-optic SLMs, acousto-optic SLMs, 
deformable mirror SLM; liquid crystal SLM devices with their affordability and quality in 
performance have emerged to be the most important. Due to this reason and particularly 
because the device used in the work described in this thesis are based on liquid crystal 
SLMs, this chapter will describe the basic principle and working of optical systems for 
complex amplitude modulations based on liquid crystal spatial light modulators. 
The aim of this chapter is to introduce programmable generations of scalar and vector 
wavefronts using techniques based on liquid crystal spatial light modulator devices. The 
chapter begins with a description of some important liquid crystal materials and the prin-
ciple of operation of liquid crystal based SLMs. More emphasis is given to the properties 
of ferro-electrcic liquid crystal based SLMs as they are one of primary devices to be used 
in applications described later in the thesis. Applications of ferro-electric liquid crystal 
SLMs as a diffractive optical element in arbitrary wavefront shaping and in generating ar-
bitrarily polarised light beams are discussed. Algorithms that can be used to write binary 
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holograms and their modifications to get rid of the effects of aliasing are described. 
3.2 Liquid crystal structures 
The liquid crystal phase of matter was discovered in 1888 by Friedrich Reinitzer, when he 
noticed a cloudy liquid state of cholesteryl benzoate [77]. This state has propoerties inter-
mediate between solid crystalline and isotropic liquid. The phase of the matter discovered 
by Reinitzer was later identified as chiral nematic. Liquid crystals have mechanical and 
symmetry properties, which are between those of an isotropic liquid and a crystalline solid. 
Like liquid the liquid crystal molecules have some degrees of freedom such as rotation or 
translation, enabling them to respond with no shear stresses to an applied force. How-
ever they also possess long range orientational order as observed in solids. Although the 
molecules are not rigidly bound to adjacent ones, they prefer to have parallel alignment 
with respect to each other. This property makes them macroscopically anisotropic, which 
is also responsible for the strong electro-optic effects exhibited by these compounds. 
The main type of liquid crystals is thermotropic, where the physical properties are 
temperature dependent. With an increase in temperature the compounds go through 
a series of phase transitions: from solid to liquid crystal to isotropic liquid and then to 
vapour phase. Two important liquid crystal phases for displays on spatial light modulators 
are nematic and smectic types. 
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Figure 3.1: (a) Nematic liquid crystal and (b) smectic liquid crystal. 
The molecules composing the liquid crystal material have ellipsoid like shapes. In ne-
matic liquid crystals, the molecules with randomly located centres all over the volume, 
favour a parallel orientation such that the long axis of the molecules points in a certain 
direction known as the director axis. In smectic liquid crystals too the molecules favor a 
parallel orientation, although they are distributed randomly in distinct layers. Figure 3.1 
shows the molecular alignment in a cross-section of the nematic and smectic phase mate-
rials. Liquid crystal SLM devices are mainly based on nematic liquid crystal material or 
43 
3.3 Liquid crystal based spatial light modulators 
a special class of smectic liquid crystal known as smectic-C* phase. 
3.3 Liquid crystal based spatial light modulators 
Due to the elongated shape of the molecules and their parallel alignment, the liquid crystal 
materials also exhibit optical birefringence. If the electric field vector of the incident light is 
parallel to the long axis of the molecule it experiences a higher refractive index than when 
the electric field vector is perpendicular to the long molecular axis. In the nematic phase, 
when a voltage of sufficient strength (greater than Freedericksz transition threshold [78]) 
is applied, the torque acting on the induced or permanent dipole moment of the molecule 
can reorient the director to an alignment more favourable to the applied electric field. 
Spatial light modulators based on liquid crystals (LC) exploit this change in alignment 
on application of an external electric field, to achieve amplitude, phase or polarisation 





Figure 3.2: A simple electrically addressed LC cell. 
The liquid crystal molecules in an SLM can be directly addressed with the electric 
field applied directly across the material volume in devices known as electrically addressed 
SLM (EASLM) or indirectly by writing an image onto a photosensitive layer as one of 
the contacts in devices known as optically addressed SLM (OASLM). Figure 3.2 shows 
the layout of a simple electrically addressed LC cell. The electric field is applied between 
two glass plates coated on the inside with a transparent conductive layer such as indium 
tin oxide. A small volume of the liquid crystal molecules is sandwiched between the two 
glass plates. In order to provide a certain alignment to the molecules at the interface the 
inside of the conductive layer is coated with another layer known as the alignment layer. 
If the alignment layer is rubbed in a unidirectional manner, the molecules in contact with 
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in the absence of any external electric field, this forces all the molecules in the cell to 
be in a particular fashion that gives the minimum energy configuration. The minimum 
energy configuration can only be altered by applying an external electric field of sufficient 
strength via the electrode structures. This explains how the liquid crystal cell exhibits 
two distinct transmittance properties in the presence and in the absence of the applied 
electric field. 
3.3.1 Nematic liquid crystal spatial light modulators 
As discussed earlier nematic liquid crystal molecules are randomly distributed over the 
entire volume of the material with the long axes of the molecules on average pointing 
along the director axis. The molecules have no permanent dipole moment; however the 
dielectric constant is greater along the long axis of the molecule. An external applied 
electric field induces opposite charges at the two ends of the ellipsoid. The electrostatic 
interaction between the applied field and the induced dipole moment will produce a torque 
on the molecules. If the applied field is greater than Freedericksz transition threshold the 
corresponding torque will align most of the molecules in the direction of the field. As 
discussed earlier light polarised parallel to the long axis of the liquid crystal molecules 
experience a greater refractive index than light polarised perpendicular to the long axes 
of the molecules. Thus the refractive index in the former case can be considered as the 
extra-ordinary refractive index (ne) and in the latter as the ordinary refractive index (no). 
Figure 3.3: A reflective nematic LC cell (a) in in the absence and (b) in the presence of applied 
electric field. 
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In a reflective LC cell the two alignment layers are polished in the same direction, so 
that all the LC layers have the same director axis. The glass plate after the right alignment 
layer is replaced by a mirror, as shown in figure 3.3 and the thickness of the cell is chosen 
in such a way that phase retardation for the extraordinary path relative to the ordinary 
path as the beam travels once through the cell is i radians. Thus for one pass of the 
beam the cell acts as a quarter wave plate. With an incident beam, polarised at 45° with 
respect to the director axis, if no voltage is applied across the cell the emergent beam 
after reflection appears as a linearly polarised beam with polarisation perpendicular to 
that of the incident beam. Thus the polariser blocks the beam. However in the presence 
of an external field across the cell of sufficient strength, the beam emerges with the same 
polarisation as the incident beam polarisation and is hence completely transmitted by the 
polariser. Transmittance in a nematic LC is not binary (on-off type). A gray scale can be 
obtained because of the play-off between mechanical stress and electrical process. 
If the two alignment layers on either side of an LC cell containing such molecules are 
rubbed in mutually perpendicular directions, the molecules in contact will orient with 
their long axes parallel to the rubbing directions on each surface. Thus all the molecules 
in a layer parallel to the alignment layer will have the same long axis orientation. However 
this is also a property of the liquid crystal molecules that they prefer to have the same 
alignment as the adjacent ones. Hence the director axis will undergo a rotation giving an 
overall rotation of 90° between the two alignment layers as it passes through the cell, as 
shown in figure 3.4 (a). 
rubbing directions 	 rubbing directions 




Figure 3.4: A twisted nematic LC cell (a) in the absence and (b) in the presence of applied 
electric field. 
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When there is zero electric field applied across the LC cell, a beam of light incident 
on the left of the cell polarised parallel to the rubbing direction of the left alignment layer 
will undergo a phase retardation and its polarisation, "guided" by the rotating director, 
will undergo a rotation by 90° as it passes through the cell. Hence the analyzer with its 
plane of polarisation parallel to the right alignment layer rubbing direction will transmit 
the emergent beam. However in the presence of an external field the polarisation rotation 
does not take place as the polarisation of the incident beam is perpendicular to the long 
molecular axis. As a result the emergent beam will come out with the same polarisation 
as the incident beam. Hence the analyzer will block the beam. By having a large number 
similar LC cells arranged as a two dimensional array, it is possible to obtain intensity 
modulation over the cross section of the incident beam. A spatial light modulator of this 
type is known as a twisted nematic liquid crystal spatial light modulator. 
However, transmissive SLM devices, such as the twisted nematic one, have disadvan-
tages in terms of modulation time and cell dimension. As the cell has to be thick enough to 
provide a bigger relative phase retardation than rotation of the molecules per unit length, 
this increases the response time of the liquid crystal molecules to the change in external 
electric field. Moreover, the cell dimension has to be relatively large, (32 [cm pixel pitch 
for 800x 600 twisted nematic SLM) to accommodate the necessary driving electronics for 
each cell [79] whereas in reflective SLM cells the pixel pitch can be reduced to 8 pm. They 
also show higher switching speed as the cell can be half as thick as a transmissive cell. 
3.3.2 Ferroelectric liquid crystal spatial light modulator 
Chiral Smectic C Phase of Liquid Crystal 
In 1975, Meyer et al. reported [80] a new phase of liquid crystal molecules which is 
known as chiral smectic C or smectic C*. The materials exhibiting this phase are com-
monly termed as ferroelectric liquid crystal. In the smectic phase of the liquid crystal the 
molecules are distributed in different parallel layers with molecules in a given layer having 
the same orientation. Thus a smectic phase can be imagined to be comprising parallel 
layers of nematic material with each layer having an independent molecular director. In 
smectic A phase the molecules are arranged in layers with their directors perpendicular 
to the layer while in smectic C phase the molecules are tilted within a layer. Molecular 
alignment in these two phases are as shown in figures 3.5 (a) and (b). Molecules in smectic 
C* phase are chiral, i.e. molecules with no mirror symmetry, with the director rotating 
as a helix from one layer to the other. In each layer the molecules are constrained to lie 
at a specific declination angle, Ot with respect to the layer normal and have permanent 
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thus form a cone, as shown in figure 3.5 (c). As a result in the macroscopic scale the 
material does not exhibit ferroelectricity. In order to observe ferroelectric properties in 
the macroscopic scale the material is put in a volume which offers a thickness along the 
layer normal equal to a fraction of the helical pitch of the ferroelectric molecules. 
molecular director 
Figure 3.5: The arrangement of molecules in (a) smectic A , (b) smectic C and (c) chiral smectic 
C phases. 
A ferroelectric liquid crystal cell has a structure similar to that for nematic mate-
rial. However the fabrication stage involves heating the cell to about 70° C to 120° 
C so that the LC material in between the alignment layers attains the isotropic phase 
and then cooling down slowly to room temperature, as the molecules undergo transitions 
isotropic--4nematic--+smectic-A*—>smectic-C*. Due to the interaction with the surface of 
the alignment layers, the molecules are restricted to the plane of the alignment layers. It 
is observed that when an electric field is applied along the smectic surface the inclination 
plane of the molecules switches by an angle 29t at the change of polarity of field direction 
as shown in figure 3.6 (a) and (b). However the tilt angle Ot does not increase with in-
crease in the electric field. Another important observation is that the molecules remain in 
a particular tilt plane even after the removal of the field. This property of the ferroelectric 
liquid crystals is due to the hysteresis exhibited by the material as seen in figure 3.6 (c) 
which plots optical response of the molecules as a function of the applied field. Bi-stability 
shown by the chiral smectic C phase is a desirable feature which is not observed in the 
nematic phase. However, for most applications the main advantage offered by the material 
is its fast switching mechanism. The response time for ferro-electric liquid crystals (FLC) 
can be of the order of 1 ps or less while the response time for the nematic phase is of 
the order of 1 ms. The response time decreases with increase in voltage in a reciprocal 
manner according to the relationship T = PE ; where 74, is the rotational viscosity [82]. 
The reason for its fast switching in comparison to the nematic phase is the size of the 
electrical interaction. The torque on the director in an FLC is proportional to the factor 
P.E, (where P is the dipole moment of the molecule and E is the applied field) while the 
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Figure 3.6: (a) and (b) Switching of tilt planes in smectic C phase with change of polarity of the 
applied field. (c) Transfer characteristics exhibited by the ferroelectric and nematic liquid crystals. 
corresponding factor in a nematic material is proportional to the factor SEE0E2 , where SE is 
the low-frequency dielectric anisotropy. Moreover after the removal of the applied electric 
field, nematics rely on elastic interactions to return them to the relaxed state, while in 
case of an FLC it is the field in the opposite direction that switches the molecule to the 
opposite plane, which may be driven at a much faster rate. Due the above properites FLC 
materials are ideal for making spatial light modulators which work in a binary mode. 
Binary amplitude modulation 
The ferro-electric liquid crystal molecules are optically anisotropic. A linearly polarised 
beam, with its electric vector along the director axis of an FLC cell, travels through the 
cell at a speed slower than a similar beam with orthogonal polarisation. Thus the director 
of the LC cell is equivalent to the optic axis of a birefringent slab. The propagation 
direction normal to the director with electric field vector parallel to the director is the 
slow axis of the molecule. If the electric field vector is normal to the director axis, light 
travels at a speed greater than the previous case. This axis of the molecule is its fast 
axis. Therefore when a linearly polarised beam is incident normal to the director, the cell 
introduces a phase difference of A = don between the two perpendicular components of 
the beam; where 6.r) is the FLC birefringence equal to the difference in refractive indices 
along fast and slow axes and d is cell thickness along the direction of propagation. Thus 
the emergent light is elliptically polarised, with the direction of the major axis determined 
by the direction of the director axis. The above property provides the fundamental basis 
of designing spatial light modulator devices using FLC material. 
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3.3 Liquid crystal based spatial light modulators 
Figure 3.7: Working of an FLCSLM in the reflection mode. 
Figure 3.7 illustrates the principle of a single FLC cell as a binary amplitude or intensity 
modulator. A randomly polarised beam is incident on a polarising beam splitter (PBS). 
The transmitted P polarised beam is incident normally on the FLC cell with the layer 
normal parallel to the electric field orientation of the beam. The FLC cell is fabricated in 
such a way that its thickness along the direction of beam propagation introduces a phase 
difference equal to - 1 between fast axis and slow axis for the wavelength of the incident 
beam. The end of the cell is coated to behave like a plane mirror. Hence for the emergent 
beam the FLC cell behaves as a half wave plate (i.e A = r). The molecular director makes 
an angle of 0° and 45° with incident field when the electric field applied across the cell 
is in the negative direction (i.e. 'off state') and in the positive direction (i.e. 'on state') 
respectively. Hence in the 'on state' the beam emerges as S polarised and gets reflected by 
the PBS while in the 'off state' the beam emerges as P and hence gets transmitted. If the 
output of the FLC cell is considered to be along the reflected path of the PBS as shown 
in the figure, it will register '1' or '0' depending on whether the applied field has positive 
or negative polarity. 
Binary phase modulation 
The FLC cell arrangement described above can be modified to get binary phase modulation 
in the emergent beam. In the new arrangement polarisation of the incident beam makes 
an angle equal to the tilt angle Ot with the molecular director in 'on state' as shown in 
figure 3.8. Due to the half wave plate like action on the polarisation of the incident beam, 
polarisation in the emergent beam is rotated by 20t in a clockwise direction. A component 
emergent field having S polarisation, whose amplitude is assumed to be 1, is reflected by 
the PBS. In 'off state' of the FLC cell the molecular director switches by 29t in the counter 
clockwise direction. Hence the polarisation in the emergent beam is also rotated by the 
same amount in the counter clockwise direction. The component of the field reflected by 
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Figure 3.8: A binary phase modulation by a single FLC cell. 
the PBS in this state has therefore an amplitude -1. Thus with the change in polarity of 
the external field applied across the pixel the emergent beam at the output undergoes a 
pure phase modulation of 0 or 7r phase delay. The ideal tilt angle for phase modulation 
is 45°. However commercial FLC based display devices have 9t = 22.5° which is the ideal 
tilt angle for amplitude modulation. 
Optical properties of the FLC cell using Jones matrix 
In the example described above binary phase modulation is achieved in an incident beam 
where the field orientation is along the bisector of the director switching angle. However 
it can be easily shown using Jones matrix treatment for the arrangement that the same 
magnitude of binary phase modulation can be obtained for any arbitrary angle of the 
incident field with respect to the molecular director of the cell or any LC retardation A. 
For this purpose polarisation of the beam of light incident on the FLC cell is considered 
to be at an angle Oi as shown in figure 3.9 (a), which can be implemented by rotating the 
PBS as in figure 3.7 by a certain angle. Assuming unit amplitude of the corresponding 
field, the X and Y components can be written as 
[ cos ei 
Considering the director of FLC molecules to be parallel to the X axis, the passage of light 
through the FLC cell can be described using the Jones matrix representation 
0 










Figure 3.9: (a) Polarisation of the incident beam (b) Twist angle of an FLC molecule. 
where A is the relative phase change experienced by the extraordinary component with 
respect to the ordinary component of the emergent beam. As the electric field across the 
cell goes from positive to negative the FLC molecule changes its orientation from +00 
to -0t /2 as shown in figure 3.9 (b). For this alignment the electric field components of the 
emergent beam E, can be written as 
where 
E0  -= 	R(±0t ) 	W 	R(T0t ) EZ (3.3) 






Using algebraic and trigonometric operations, Eo± can be written as 
E0+ = Etdc ± Et+ (3.5) 
Eo— 	= Etde ± Et — 










3.3 Liquid crystal based spatial light modulators 
and 
Et dc 	= 
Et+  
Et -  
•A 
(cost Ste-2 	sin2 
(cost Ot ei° + sin2 Bt 
-i sin (20t ) sin (4) 
2 
i sin(20t ) sin (—'62.  
• A 
Ote27) cos 
e-2  4) sin 








Figure 3.10: Polarisation of the binary phase modulated beam for different incident polarisation 
angles. 
Equations 3.7 and 3.8 can be used to determine the polarisation of the modulated beam 
for different incident polarisation angles. It is seen that the modulated component is always 
reflected with the polarisation along the line X = Y relative to the input component. A 
few typical examples of the modulated beam polarisation for different orientations of the 
incident beam polarisation are shown in figure 3.10. The intensity in the binary phase 
modulated beam can be written as 
sin2 (26) sin2 (—A  2 (3.9) 
Thus the intensity in the phase modulated component is independent of the angle Ot 
and the phase delay A. For an FLC acting as a half waveplate and with a tilt angle of 
22.5° the intensity of the modulated beam given by equation 3.9 is 0.5, considering the 
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3.4 Dynamic wavefront generation using an FLCSLM 
the expression of Elk in equation 3.6, has in general elliptical polarisation. However it is 
linearly polarised in two particular cases, in the first case, when the incident polarisation 
is along or perpendicular to the bisector of the switching angle (Oi=0 or 2), the DC term 
is linearly polarised with the same polarisation as the incident beam and in the second 
case, when A = 7, the DC term is orthogonally polarised and i out of phase with respect 
the modulated beam. 
3.4 Dynamic wavefront generation using an FLCSLM 
3.4.1 Generation of arbitrary scalar field 
An FLCSLM that comprises a two dimensional array of FLC cells can be used to generate 
a scalar wave-front of any arbitrary shape [10, 27] that can be reconfigured programmably 
relying on the fast response time of the FLC molecules. The method described here is 
based on computer generated holography [3]. All of the applications described in this 
thesis requiring scalar wavefront generation, are based on the same technique which was 
first demonstrated by Neil et al. in 1998 using a binary FLCSLM setup [10]. 
Incident beam 
Figure 3.11: Experimental setup to generate a scalar wavefront. 
Figure 3.11 shows the experimental set up necessary to generate an arbitrary scalar 
wavefront. The complex amplitude desired at the plane /31.1)2 is taken as f (x, y) = 
expfj [0(x, y) + 7 (x , y)]}; where 0(x, y) is the desired phase function and r(x, y) is a lin-
ear tilt function. Since the hologram that can be displayed on the FLCSLM is a binary 
hologram the function f (x, y) is to be binarised using a mapping described below. 
{ 
g(x, y) = 	
+1 	if R[f(x, y)] ?. 0 
—1 	if R[f (x, y)] < 0 
(3.10) 
Figure 3.12 (a) shows a linear plot of the desired phase profile which then added with 
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Figure 3.12: (a) Linear plot of the desired phase and (b) the corresponding binary hologram 
containing a phase gradient of 77r rad along the horizontal direction. 
an overall tilt of 77r along the horizontal dimension. The resulting binary phase hologram 
obtained from the algorithm above is seen in figure 3.12 (b). The function g(x,y) with 
amplitude -+-+1 or -1, representing the binary hologram, can be expressed as a Fourier 
series expansion [3] 
1 
g(x, y) = { eik
(  0+7) 	
3 
_ _ei3(0±.0 3 e_j3(0+,) 	
.1 
(3.11) 
If this binary pattern is Fourier transformed by using a lens [2], the Fourier plane will 
have separate diffraction orders, representing each of the above components, by virtue of 
the added tilt T. These diffraction orders will be positioned at relative displacements of 
(+1, -1, +3, -3, +5, -5 ...) from the axis with relative powers 42- x(1, 1, 1/9, 1/9, 1/25, 
1/25, ...). Each order also carries a corresponding analogue phase modulation (+1, -1, 
+3, -3, +5, -5 ...) x ¢)(x, y). It can be seen that the first order diffraction term at relative 
separation +1 from the axis is phase modulated by 0(x, y), which can be isolated from 
the rest with a spatial filter. 
In the experimental arrangement the binary hologram is written onto the FLCSLM 
panel which is illuminated by the S polarised component of a collimated laser beam. With 
appropriate orientation of the panel the diffracted orders will be transmitted by the PBS 
and focused by the lens L1. The +1 diffracted order in the Fourier plane is then isolated 
with a pinhole and inverse Fourier transformed using the lens L2. The spatially inverted 
wavefront accompanied by a linear tilt is realised at the plane P1P2 which is conjugate to 
the FLCSLM plane. The linear tilt can easily be removed by giving an opposite tilt to 
the display panel while the spatial inversion can be taken care of by writing the hologram 
using an inverted version of the phase function. 
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Hologram design for complex amplitude modulation 
The hologram described above is based on a simple algorithm that can be used to generate 
a scalar wavefront with constant amplitude over the entire cross section. In order to 
generate a scalar wavefront with an arbitrary amplitude profile, hologram design becomes 
more complex. Two phase mapping algorithms that can be used to design a binary 
hologram to control both the amplitude and phase of the diffracted beams are described 
below. The general purpose of the phase mapping algorithm is to map the complex 
amplitude value desired at a certain location in the beam to be generated in the +1 
diffraction order, to the binary transmission value at a corresponding point/pixel in the 
hologram plane. 
The transmission at a point in the hologram, designed using the binary phase map 
described by equation 3.10 can be plotted as a function of the 27r modulo phase desired 
at that location, as shown in figure 3.13 (a). The value of a here is kept fixed at i, 
which corresponds to maximum achievable amplitude in the +1 order in the Fourier plane. 
However if a is taken as variable such that 0 < a < i amplitude in the +1 order in the 
Fourier plane can be written as sin a. Thus it is possible to get amplitude modulation in 
the diffracted beam along with the phase modulation. If u + iv is the desired complex 
transmission 
1 
4 a 	. 4 	P a 
0 2x 4)-1' 
-1 
(a) (b) 
Figure 3.13: (a) Transmission as a function of the desired phase (wrapped around 27-) for algo-
rithm -1 (b) Binary phase map that relates the co-ordinate point (u, v) (i.e. complex amplitude 
u + iv) to the corresponding binary pixel value (i.e. dark region=-1 and bright region= +1). 
amplitude at a certain point in the +1 order diffracted beam 
sin a = Vu2 ± v2 
	
(3.12) 
a 	= 	sin-1( \/u2 + v2) 
	
(3.13) 
Equation 3.13 thus gives the magnitude of a in terms of the desired normalised amplitude 
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in the +1 order beam. The same expression can be used to generate a binary phase map, 
as shown in figure 3.13 (b), which relates a given co-ordinate point (u, v) corresponding 
to a complex amplitude u + iv to the its binary pixel value. The phase map algorithm 
described by the hologram transmission in figure 3.13 (a) is referred to as algorithm-1. 
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Figure 3.14: (a) Transmission as a function of the desired phase (wrapped around 27r) for algo-
rithm -2 (b) Binary phase map that relates the co-ordinate point (u, v) (i.e. complex amplitude 
u + iv) to the corresponding binary pixel value (i.e. dark region=-1 and bright region= +1). 
It is also possible to vary the amplitude in the +1 order diffracted beam by reversing 
the transmissions of the constant amplitude binary phase map algorithm as seen in figure 
3.14 (a), which is the plot of hologram transmission as a function of phase 0, wrapped 
around 27r. This algorithm is referred to as algorithm-2. The value of a corresponding to 
the desired complex amplitude u + iv can expressed as 
a 	= 	0.5 sin-1(1 — .✓u2 + v2) 
	
(3.14) 
The resulting binary phase map is shown in figure 3.14 (b). 
The performances of the two hologram design algorithms are compared in a simple 
simulation experiment, using Matlab's FFT (Fast Fourier Transform) tool. Binary holo-
grams are designed to generate a +1 order diffracted beam with a sin() like amplitude 
profile, where 6 is the azimuthal angle in the beam. The binary hologram, that also incor-
porates a net tilt of 157r along X axis and 107r along Y axis, using the algorithm-1 is seen 
in figure 3.15 (a). The intensity pattern in the corresponding the Fourier plane, obtained 
by performing an FFT operation over the binary hologram, is shown in figure 3.15 (b). 
Similar results using algorithm-2 is shown in figures 3.16 (a) and (b). It can be seen that 
algorithm-1 gives a Fourier plane that contains the even diffraction orders such as 0, +2 
etc in addition to +1 orders, while that using algorithm-2 only has the odd diffraction 
orders. However the intensity pattern using algorithm-2 suggests that as a price for the 
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Figure 3.15: (a) Binary hologram (128 x 128 pixels) to generate sin 9, where 9 is the azimuthal 
angle in the beam plane using algorithm -1 (b) Linear plot of intensity in the corresponding Fourier 
plane. 
removal of the even diffractions orders the higher odd orders get stronger in intensity. 
It is found that the +1 order generated by algorithm-1 and algorithm-2 has 20.25% of 
the focal plane energy. It is worth noting that in case of constant amplitude (.1) over 
the beam cross section, the total energy in the +1 diffraction order is 40.5% of the total 
energy in the Fourier plane. However these figures correspond to an ideal situation and 
do not include factors arising from the display devices such as fill factor, pixel size and 
finite number pixels. 
3.4.2 Generation of arbitrary complex vector wavefront 
The method described to generate an arbitrary scalar wavefront can easily be extended 
to generate an arbitrary complex vector wavefront. An arbitrary complex wavefront cor-
responds to a beam whose complex amplitude and polarisation at each point in the beam 
cross section can be arbitrarily defined. It was first demonstrated by Neil et a1 in 2002 
using an FLCSLM assembly [44]. In their setup the FLCSLM was used with a multiplexed 
holographic element to control the complex amplitude of two mutually orthogonally po-
larised beams which were later overlapped to get the desired pupil plane polarisation. The 
applications described in this thesis where arbitrary pupil plane polarisation is desired are 
implemented using a similar technique. 
The experimental setup similar to the one reported [44] is shown in figure 3.17. Two 
mutually coherent collimated beams with orthogonal polarisations (say X and Y polarisa-
tions) at a small angle with respect to one another are generated using a wollaston prism 
and a beam expander comprising lenses L1  and L2. The beams are thus incident on the 
FLCSLM display panel at slightly different tilt angles. The Jones matrix representation 
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Figure 3.16: (a) Binary hologram (128 x 128 pixels) to generate sin 0, where 0 is the azimuthal 
angle in the beam plane using algorithm -2 (b) Linear plot of intensity in the corresponding Fourier 
plane. 
P2 
Figure 3.17: Experiment setup to generate an arbitrary reconfigurable vector field. 
of the vector field desired is expressed as 
a(r) 
b(r) 
The resulting function f(r), with the two separate tilt functions ra and Tb is 
f (r) = a(r)e3Ta'r b(r)e3m-r 	 (3.15) 
f(r) is now binarised as described in the previous method. The resulting multiplexed 
binary hologram on the FLCSLM is now illuminated by two orthogonal polarisations with 
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-go = e—jrr (3.16) 
E- [A(P — 7a — 7 ) ± B(P 7b — 7 ) 
A(p — 7a ± 7) + B(p — Tb T) 
(3.17) 
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equal and opposite tilt, which can be expressed as 
The first order diffracted components in the Fourier plane of the lens L3, corresponding 
to the two orthogonal polarisations can be expressed as 
where A(...) and B(...) are the Fourier transforms of a(...) and b(...). The term A from 
the X polarised component and B from the y polarised component can be made to overlap 
by choosing 27 = Ta — Tb. The two fields are then isolated with a pinhole and inverse 
Fourier transformed with the lens L4 to get the desired vector beam profile at the plane 
P1P2. Likewise the scalar field generation setup, the resulting vector field will be spatially 










Figure 3.18: (a) A multiplex hologram designed to generate cosine modulated X polarised and 
sine modulated Y polarised +1 order diffracted beams. Simulation results showing the intensity 
pattern in the Fourier plane for the (b) X polarised beam, (c) for the Y polarised beam and (b) 
overlap of the X and Y polarised beams. 
Figure 3.18 (a) shows a multiplex binary hologram obtained using a(r) = cos 0 and 
b(r) = sin 0, where 0 is the azimuthal angle in the beam and using tilt functions Ta  
corresponding to an overall tilts of 157r each along X and Y and Tb corresponding to overall 
tilts of -157r along X and 157r along Y. The diffraction patterns are computed in the low 
NA case by taking the Fourier transform of the product of the multiplex hologram and 
the complex amplitude profile of the incident beam. For the X polarised component, the 
diffraction pattern, as shown in figure 3.18 (b) is obtained by considering an incident beam 
that corresponds to an overall tilt of —15r along X. The desired complex amplitude profiles 
a(r) and b(r) are located at x+ and y+ as shown in the figure. The diffraction pattern 
for the Y polarised component, as shown in figure 3.18 (c) is obtained by considering an 
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incident beam that corresponds to an overall tilt of 157r along X. Since Zr = Ta — 7b, the 
diffracted orders x+ and y+ for the X and Y polarised diffraction patterns overlap with 
one another, as seen in figure 3.18 (d). An inverse Fourier transform of the overlapped 
order thus gives the desires vector beam profile described by E. 
3.5 Considerations due to aliasing 
Aliasing is an artifact introduced in the discrete representation of a continuous function 
when the sampling rate is below the Nyquist rate [83, 84]. In order to faithfully digitise 
a continuous function, it has to be sampled at a rate (known as Nyquist rate) which 
is at least twice the maximum frequency present in the function. In the case of under 
sampling of the function, the higher frequency components present in the function are 
indistinguishable in the discrete form as low frequency components. 
Aliasing appears while sampling in any independent variable such as space or time. 
Since calculation of the holograms involves sampling a continuous phase function over a 
regular grid of pixels, the generated holograms would invariably contain aliased orders. 





Figure 3.19: (a) Sampling of a continuous function of frequency 0.5f„. (b) Sampling of a contin-
uous function of frequency 1.5f, (in solid lines) and the corresponding sampled function (in dashed 
lines). The black dots represent the value of the functions at the sample points. 
corresponding sampled function also having the same frequency 0.5f, as the frequency 
sampled is below the Nyquist rate. Figure 3.19 (b) shows a similar case however the 
frequency being sampled is 1.5fs, hence the frequency in the sampled function (shown in 
dashed lines) is 0.5f, (= 1.5f, — fs ). 
For a one dimensional pixellated array, it requires at least two pixels to represent one 
sine wave (two adjacent dark and bright pixels) or in terms of continuous phase function, 
two pixels for every 27r radians change in phase. Hence for an arbitrary phase function 
the sampling rate fs of the array is 7 radians per pixel. Considering a unit amplitude 
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sinusoidal function of spatial frequency fm over the discrete variable x as the pixel index, 
one can write 
sin( fmx) = sin( frnx — Nirx) = sin{ (fm — N fs )x} 	 (3.18) 
where N is an even number. Therefore it is seen that a spatial frequency fm in the 
continuous function also appears as A - N fs in the reconstructed function. 
3.5.1 Aliasing in binary holograms 
Binary hologram implementation with the FLCSLM assembly is based on (quasi) square 
wave modulation, along X and Y directions, of the incident wavefront. Hence the modu-
lated wavefront contains an infinite number of spatial frequency components such as (fn, 
3fn, 5fn, • • • oo) corresponding to orders(±1, ±3, ±5, • • • , ±oo) in the diffraction pattern, 
where fn is the frequency of the first harmonic. The use of algorithm-1 for binary phase 
map also gives rise to even harmonics. The orders having spatial frequencies above the 
Nyquist frequency appear as low spatial frequency orders known as aliased orders. The 
relation as in equation 3.18 can be used to determine the location in the Fourier plane 




Figure 3.20: (a) A binary hologram written over 256 x 256 pixels using overall tilts of 1107r along 
X (horizontal) axis and 1407r along Y (vertical) axis, (b) (inverted gray scale image) corresponding 
diffraction orders including ±3 and ±5 orders appearing as aliased orders. 
Figure 3.20 (a) shows a binary hologram generated using an overall X tilt of 1107r and 
an overall Y tilt of 140 7r across a diameter of 256 pixels (the image of the hologram may 
further appear aliased due to under sampling while displaying the image in this document). 
The tilt factors are chosen in such a way that the ±1 orders have a spatial frequency 
well below the Nyquist frequency and hence appear in the Fourier plane at locations 
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proportional to the tilt factors. However the higher orders have spatial frequencies above 
the Nyquist frequency and appear at various places in the Fourier plane as aliased orders. 
Figure 3.20 (b) shows ±1 orders and some of the prominent aliased orders as appearing 
in the Fourier plane. 
3.5.2 Minimising the the effects of aliasing using random binarisation 
technique 
As evident from the previous discussion, the "square" wave phase variation in a binary 
hologram always generates higher order harmonics of infinite numbers, which can be dis-
guised in the diffraction plane as aliased orders. It is possible that some of these aliased 
orders may lie in the vicinity of, or even overlap with the +1 order in the Fourier plane, 
such that it is not possible to separate it out by spatial filtering. In such a case the 
+1 order will be accompanied by some amount of impurity depending on the strength 
of the aliased order. Although it is not possible to have a purely cosine phase variation 
in the emergent beam immediately after the FLCSLM panel, it is possible a generate a 
phase variation which is probabilistically cosinusoidal. This can be done by modifying the 
binarisation technique as described previously in this chapter. 
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Figure 3.21: (a) Phase map (dark pixel=-1, bright pixel=1) representation of random binari-
sation algorithm, (b) binary hologram written over a 256x256 pixels using overall tilts of 1107r 
along X (horizontal) axis and 1407r along Y (vertical) axis and (c) (inverted grayscale image) 
corresponding ±1 diffraction orders. 
Considering Ae0(x,Y) to be the desired function, where A is the normalised amplitude, 
in the +1 diffraction order diffracted beam, pixel values P(x, y) in the binary hologram 
are calculated as 
P(x, 	= RA cos (I)(x , y)} < R,2(x , y)]7r 	 (3.19) 
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where Rij (x, y) is a random number between -1 and +1. The binary phase map, for 
normalised complex amplitude u + iv, representing the above algorithm is shown in figure 
3.21 (a). Thus P(x, y) is assigned a phase of 0 or 7F in accordance with whether A cos 0(x, y) 
is less than a random number 1?,(x, y) or not, such that taking several samples and adding 
them up gives P(x, y) = A cos q(x, y). Figure 3.21 (b) shows a binary hologram for a 
phase function q(x, y) having overall tilts of 1107r along X axis and 1407r along the Y axis 
created using equation 3.19. Figure 3.21 (c) shows the corresponding diffraction pattern 
in the Fourier plane. It is observed that the pattern contains only ±1 orders as the 
two dominant orders while the aliased orders have been broken down into noise. Since 
A cos (b = a (Ae0 + Ae-0), theoretical diffraction efficiency is 25% of total energy in the 
Fourier plane. 
3.6 Summary 
A general description of liquid crystal molecules and their use in spatial light modulators 
was provided. The operation of ferro-electric liquid crystal based SLMs were described in 
detail including a Jones matrix treatment to the device. Techniques to generate arbitrary 
scalar as well as vector fields using an FLCSLM device was described. Two algorithms that 
can be used to write binary holograms for arbitrary complex amplitude modulations were 
introduced. Issues with binary hologram implementation due to aliasing were discussed 
and a random binarisation technique to write binary holograms that can get around these 
issues was discussed. The methods discussed in this chapter will be used in the chapters 
describing the applications involving SLMs. 
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Chapter 4 
FLCSLM assembly and its 
implementation in the generation 
of scalar wavefronts 
4.1 Introduction 
The majority of the work described in this thesis is based on an FLCSLM (CRLOpto) 
device. The device and its driving electronics are the essential components of a larger 
FLCSLM assembly, where in conjunction with a PC interface the user can have convenient 
access to the capabilities of the display panel. The prime objective here is to display a 
binary hologram on the display panel and update it at a rate of up to 1.4 kHz, using the 
high switching speed of the FLC molecules. This chapter begins with a brief description of 
the FLCSLM device along with its subsidiary electronics based on a PIC microcontroller 
and their operation from a perspective relevant to the work described in the thesis. 
One of the uses of the FLCSLM assembly is detection and subsequent correction of 
aberrations present in a coherent beam of light. Zernike polynomial representation of 
aberrations is discussed as a convenient way of implementing aberration sensing and cor-
rection using the FLCSLM assembly. Aberration sensing and correction using a technique 
called modal wavefront sensing and its implementation are described. A sensitive way of 
detecting and correcting for azimuthally dependent aberrations using a helical beam and 
its implementation with the FLCSLM assembly are discussed. 
For many applications discussed in this thesis it is essential to know precisely when a 
particular hologram is on display and avoid the moment when the molecules are in transit 
from one state to the other. This is realised with the help of the subsidiary electronics 
utilising synchronization signals provided by the driving electronics of the device. The 
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chapter describes the programmable reference beam implementation in a phase stepping 
interferometry setup using the FLCSLM assembly. A way of getting rid of the aliasing 
effects with reduced amount of speckles in the reference beam is demonstrated, which also 
provides a proof of working of the FLCSLM synchronisation electronics. 
4.2 The FLCSLM device and its subsidiary electronics 
The FLCSLM system from CRLOpto comes with two main components, namely the dis-
play panel as seen in figure 4.1 and an interface board [85] (described in a greater detail 
in appendix A). This device is addressed via a standard computer DVI video signal at a 
rate of 60 RGB images per second through the connector shown in figure 4.2. The micro 
Figure 4.1: The FLCSLM display panel. 
controller in the interface board then converts each incoming 24-bit RGB image into a 
number of binary images as instructed by the default sequence file (see appendix B). Each 
such binary image is then sent through the LVDS connector to the display panel at a rate 
of 4.35 Gbits/s. The value of each pixel in the binary image thus decides the direction of 
the voltage across each FLC cell. The total upload time for a complete frame (data for 
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Figure 4.2: Block diagram of the FLCSLM system. 
Functionalities of the interface board can be controlled by the user through a utility 
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program called SXProg installed in the PC. The SXProg utility communicates with the 
interface board via an RS232 communication. For the applications described in this work 
the main use of the SXProg utility is to change the default sequence file. Two useful 
sequence files are the 3 bit plane sequence file and the 24 bit plane sequence file (more 
details in appendix C). With the 3 bit plane sequence file an RGB image is divided into 
3 binary images (one binary image for each colour) while with the 24 bit sequence file the 
RGB image is divided into 24 binary images (8 binary images for each colour). The binary 
images are displayed on the FLCSLM panel sequentially for equal durations*. In order to 
avoid permanent chemical damage to the liquid crystal molecules in the pixels, for each 
bit plane displayed its negative counterpart should also be displayed for equal duration, 
so that the time averaged voltage across a pixel is zero. This requirement is known as 
DC balancing. Both the 3-bit plane and 24-bit plane sequence files implement adjacent 
DC balancing, the display of each binary image is followed by the corresponding negative 




Figure 4.3: Binary image representation of the (a) positive hologram and (b) negative hologram. 
holograms. It follows from the discussion in the previous chapter that the diffracted beams 
obtained from the two holograms have the same intensities but their phase profiles differ 
by a constant phase of v. However in some applications it is important to maintain the 
phase of the diffracted beam with reference to another beam. As the FLCSLM pixels 
switch from one state to the other, simultaneously all over the display panel, they become 
optically indeterminate during the transit time. Hence for a short duration equal to few 
tens of µ second the intensity in the diffracted beam drops. Thus it may be necessary 
to make use of the diffracted beam only during the display of either the positive or the 
negative hologram and also avoid using it during transit time between two states. This 
*In normal display applications there will be unequal durations for the bit planes to implement time 
multiplexed "gray" levels. 
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in principle can be done by pulsing the illumination source so that it is ON only during 
either one of the halves of hologram display or by synchronising data acquisition with the 
hologram display. The sync signals available from the interface board can be utilised in 
such a case to generate the required control signals. 
4.2.1 Subsidiary interface board for synchronised acquisition 
As described in appendix A, the FLCSLM interface board provides three sync (synchro-
nisation) signals to control the illumination of three coloured LEDs in order to render 
a coloured image when used as a display device. The sync signals from the board with 
either the 3 bit-plane sequence file or the 24 bit-plane sequence file can provide a trigger 
to indicate the beginning or end of the display time of a particular bit plane. 
Interface board 




board TTL output  
detector or 
laser 
Figure 4.4: Block diagram of the system for synchronized acquisition. 
For the applications described in this work, the three sync signals are used as inputs to 
a subsidiary interface board, controlled by another microcontroller (PIC18F2550). This 
interface board communicates with the control PC through a USB connector, as shown 
in figure 4.4. The LED control signals are connected to three interrupt pins of the PIC 
microchip. Thus the rising edge or the falling edge of the LED signals activates an interrupt 
subroutine in the microchip, which then generates the appropriate synchronization as TTL 
outputs either to pulse a laser or to control the shutter of a photodetector or camera. The 
functionalities of the subsidiary interface board can be controlled by a Labview program in 
the control PC through a USB communication. As the same PC also sends the video signal 
to the FLCSLM system, thus this same program can be used to generate the appropriate 
video signal. Typically an RGB or gray scale image representation of the binary holograms 
is sent to the display panel via DVI connector and at the end of a couple of frames (to 
make sure that right holograms are on display), the program sends a request to the PIC 
microcontroller to generate the appropriate TTL signal to synchronise the illumination or 
acquisition with the required bit plane. 
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4.3 Active aberration correction 
Laser beams in any experimental set up in practice suffer from aberrations coming from 
misalignment or from the lens system itself. Even small amounts of aberrations coming 
from well corrected optics can compromise the performance of the system. In applications 
such as a laser scanning confocal microscope or optical trapping, the performance of the 
system can also be degraded by aberrations introduced in the target. In all such applica-
tions dynamic control over the phase of the beam will provide a convenient way to get rid 
of those aberrations. The FLCSLM assembly with its programmability can also be used 
both to detect and compensate for the aberrations present in or introduced to the optical 
set up. In a chapter to follow later in this thesis, application of the FLCSLM assembly, 
to detect and correct aberration in a confocal system is described. 
Entrance pupil 





Figure 4.5: An aberrated wavefront. 
Aberration can in general be defined as the deviation W(r, 0) of the incident wavefront 
at the entrance pupil from a plane wavefront, as shown in figure 4.5, where (r, 0) are the 
polar co-ordinates of the entrance pupil. The intensity PSF of an unaberrated beam is an 
airy disc, which gets distorted in the presence of aberrations. A measure of the amount of 
aberration present can be derived from the ratio of the peak intensity of an aberrated PSF 
to that of an unaberrated PSF; known as the Strehl ratio. If the aberration function W(r, 
0) is expanded as a power series, terms in the expansion are called classical aberrations [8]. 
The aberration function can also be expanded in terms of a complete set of Zernike circle 
polynomials [86] which provide a convenient way of representing aberrations for optical 
setups with a circular pupil and these can be related to classical aberrations. 
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4.3.1 Zernike circle polynomials 
Considering an optical system having a circular pupil of radius a, the aberration function 
can be expressed in terms of Zernike circle polynomials Rn m(p) cos m0 and Rn in(p) sin mO 
as 
1- 2(n + 1)11/2  Rn (p) (C,,, cos m0 + S,,,, sin my5) 	(4.1) [ 1 + 6m0 n=-0 m=0 
where n and m are positive integers, (p=r/a, 0) are the normalised radial and azimuthal 
coordinates, Cnm and Snm are expansion or aberration coefficients. The radial polynomial 
dependence of the Zernike modes are given by 




n-28 RiT (P) = 	s 	("k2 81 s)! rP s=0 .k 2 
The aberration function can also be written as 
00 
W(P,O) = EajZi(P09 ) 
j=1 
where j is a function of n and m and aj is the aberration coefficient. Single index Zernike 
modes described in this thesis follow a nomenclature suggested by Neil et al. [87] which is 
a small modification to Mahajan's single index nomenclature in order that a polynomial is 
uniquely represented by a given pair (n,m) or a single index j. In this new nomenclature a 
polynomial with a cosine term is considered to belong to a positive m value and polynomial 
with a sine term is considered to belong to a negative m value. The range of m for a 
particular n is given by the relations n> Im I and n-Iml=even. Index j increases with 
increase in n followed by increase in m and change of sign in m. 
Zernike polynomials are orthogonal over a circular pupil. This property of the poly-
nomials can be written as 
fo1 fo' zi(p, 0)zi (p, copdpdo = 
fo1 fo' pdpdo 
Because of their orthogonality the aberration terms in the Zernike polynomial ex-
pansion are called orthogonal aberrations. The root mean square (RMS) value of the 
aberration function is denoted as ORms for the rest of the thesis. Table 4.1 shows the 
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j n m Zi (P, 0) Zj(x, y) Name 
1 0 0 1 1 Piston 
2 1 1 2p cos 0 2x x tilt 
3 1 -1 2p sin q5 2y y tilt 
4 2 0 Vd(2p2 — 1) /(2(x2 + y2 ) — 1) Defocus 
5 2 2 f6p2 cos 20 Vg(x2 — y2 ) Primary x 
astigmatism 
6 2 -2 .16/32 sin 20 2 V6xy Primary y 
astigmatism 
7 3 1 ig(3p3 — 2p) cos 0 Vg(3(x2 ± y2) 	2)x Primary x coma 
8 3 -1 A3p3 — 2p) sin 0 Vg(3(x2 ± y2) 	2)y Primary y coma 
9 3 3 V-8- cos 30 Vi3(x3 — 3y2x) x trefoil 
10 3 -3 Nig sin 30 A3x2y — y3) y trefoil 
11 4 0 A6p4 — 6p2 + 1) -15(6(x2 ± y2)2 
—6(x2 + y2 ) + 1) 
Primary spherical 
aberration 
12 4 2 V10(4p4 — 3p2 ) cos 20 06(4(x2 + y2 ) — 3)(x2 — y2 ) Secondary x 
astigmatism 
13 4 -2 f10(4p4 — 3p2 ) sin 20 10(4 (x2 + y2 ) — 3)2xy Secondary y 
astigmatism 
14 4 4 OiTip4 cos 40 10(x4 + y4 — 6x2y2) 
15 4 -4 NirOp4 sin 40 55(4xy(x2 — y2 )) 
16 5 1 A/1.(10p4 — 12p3  
+3p) cos 0 
.10(10(x2 + y2 )2 
—12(x2 + y2 ) + 3)x 
Secondary x 
coma 
17 -5 -1 Ni1-.(10p4 — 12p3 
+3p) sin 0 
+ y2)2 
\111- 2((xl°2(-xF2Y2 ) + 3)y 
Secondary y 
coma 
18 5 3 1/-0(5p5 — 4p3) cos 30 il72(5(x2 + y2 ) — 4) 
(x 3 — 3y2x) 
19 5 -3 -‘10(5p5 — 4p3) sin 30 12(5(x2 + y2 ) — 4) 
(3x2y — y3) 
20 5 5 Vi2p5 cos 50 VTL2(5x(x2 + y2 )2 
—4x5 — 20y2x3 ) 
21 5 -5 072p5 sin 50 ,0.2(5y(x2 + y2)2 
—4y5 — 20x2y3 ) 
22 6 0 V77(20p6 — 30p4 
+12p2 — 1) 
0-(20(x2 	y2)3 — 30(x2 + y2)2 
+12(x2 + y2 ) — 1) 
Secondary 
spherical aberration 
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mode consists of one or more classical aberrations. The classical aberration term having 
the highest degree in pupil co-ordinates is optimally balanced by other classical aberra-
tions having lower degrees in radial coordinates so as to minimise the variance across the 
pupil. Therefore Zernike aberrations are also called balanced aberrations. For example 
the Zernike mode Z7 representing coma, consists of classical coma (p3 cos 0) optimally 
balanced by classical tilt (p cos 0) or Zernike mode Z11, representing spherical aberration, 
consists of classical spherical aberration (p4 ) optimally balanced by defocus (p2 ) and pis-
ton. Since unity itself is a Zernike mode (j=1), using the orthogonality as in equation 4.4 
it is apparent that the mean value of all Zernike modes except for (j=1) mode is equal to 
zero. Thus 
(W(P, (i))) = al  
and hence 
L
ow 	= (.1472(P, 0)) - (TV(P, 0))2 
ct . .7 
j=2 
where .7,1 is the variance of the aberration function. Therefore each aberration coefficient 
also represents the standard deviation of the corresponding Zernike mode. Another impor-
tant property of the Zernike polynomials is that they are invariant in form with respect 
to rotation of the axes about the origin. Figure 4.6 shows a gray scale representation 
Figure 4.6: Zernike modes with ORMS = 1, (a(i)) from j=4 to j=13 (from left to right) and (b 
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of the Zernike modes with ORms = 1, (a(0) from j=4 to j=13 (from left to right) and 
(b(i)) from j=14 to j=22. Linear intensity plots of the PSFs, obtained by taking Fourier 
transforms of the corresponding complex amplitude profiles are seen in figures 4.6 a(ii) 
and b(ii) respectively. 
4.3.2 Modal wavefront sensing 
In order to correct the aberrations present in an incident beam of light it is essential 
to detect the shape of the wavefront achieved with a component known as a wavefront 
sensor. Popular wavefront sensors used in astronomical applications are zonal wavefront 
sensors such as the Shack Hartmann type where phase information about the wavefront 
is obtained in terms of its constituent zones [88]. However for experiments inside the 
laboratory, such as in confocal microscopy the aberrations in the beam mainly consist of 
low order aberrations [89, 90]. In such cases it is possible to detect the different modes of 
aberrations present in the beam independently using modal techniques. This method is 
particularly useful when there is an available element (such as an SLM) to correct for the 
individual modes of aberration. 
50/50 beam splitter Positive bias plate 
Incident 
aberrated beam 
Negative bias plate 
Figure 4.7: Schematic diagram of the modal wavefront sensor. 
Neil et al. described a wavefront sensing technique to detect orthogonal modes of 
aberrations present in the incoming aberrated beam [87]. In this method the incident 
aberrated wavefront is split into two halves using a 50/50 beam splitter as shown in figure 
4.7. One of wavefronts then passes through a bias plate which adds a certain magnitude of 
an aberration into it while the other part passes through another bias plate that subtracts 
an equal amount of the same mode from the beam. The two bias plates are kept in the 
back focal plane of two lenses. The sensor signal for the particular mode is taken as the 
difference between the total intensities after the two detector pinholes. Considering the 
deviation of the incident beam wavefront from an unaberrated wavefront as (I) = eiafi, the 
resultant phase of the beam through the positive and negative bias plates can be written 
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as eia L+ib fk and eiafi-ibfk respectively. Here A and fk are two orthogonal modes and, a 
and b are magnitudes of aberration in the incident wavefront and in the bias plate. Thus 
the intensities on-axis in the two detector planes are written as 
f f e ictfi±ibfk 1-1,2 
and the sensor signal can be written as 
A/ = /1 (0) - /2(0) 
where /1(0) and /2(0) are the intensities behind the two detector pinholes. Thus sensor 
signal is zero if the two functions A and fk are orthogonal. Writing the sensitivity of the 





   
it can be shown that the sensitivity is non zero only when i = k. 
Binary hologram implementation 
Modal wavefront sensing described above can be implemented with a binary hologram 
displayed on the FLCSLM assembly. Detection of the presence of a Zernike mode 	in a 
beam with complex amplitude eifi and simultaneous correction for the detected aberration 
can be implemented using a multiplex binary hologram. A multiplex hologram Hn (x, y), 
that incorporates n separate phase functions 01, ... On in the +1 order diffracted beam, 




I n (x,y) = 
where 
Hi(x,y) =  
if cos (On + 7r(1±121n-1)) > 0 
if cos (On + 7r(1+12 n-1)) < 0 
{
1 	if cos 01 > 0 
-1 	if cos 01 < 0 
(4.11) 
(4.12) 
For modal wave front sensing and correction n = 2 and phase functions are 01 = Tl  + Oc 
and 02 = bZi Tim where 0c is the correction phase function, initialized to zero, Ti and 
rn, are linear tilt functions, and b is the magnitude of the bias aberration Zi. The action 
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of the multiplex hologram H2 (x, y) on the incident beam can be understood in terms of 
two separate holograms obtained by binarising 01(x, y) and q2(x, y). The incident beam 
is diffracted by the first hologram such that the +1 diffraction order located at 7 in the 
Fourier plane is also represented by the same complex amplitude profile eif'. Due to the 
second hologram, this diffraction order is split into a series of +ve and -ve diffraction 
orders, where the complex amplitudes of the +1 and -1 orders have complex amplitudes 
ei(h+bz3) and ei(h-19 z3 ) respectively. The two orders are located at 7 + Tw and 7 - Tw in 
(a) 
	 (b) 	 (c) 
Figure 4.8: (a) Binary hologram obtained from gbi = Tl, (b) binary hologram obtained from 
=0.7Z7 and (c) Multiplex hologram H2 generated from 01 and cb2. 
the Fourier plane with intensities at their respective centres of /1(0) and /2(0). As already 
described the sensor signal which is the difference between /1(0) and /2(0) gives a measure 
of the magnitude of Zi present in fi. H2(x, y) can now be reconfigured by adding the 
correction phase 0, into the function 01. With an appropriate correction phase the sensor 
signal drops to zero, suggesting that the +1 diffraction order, corresponding to the binary 
hologram representing 01, is corrected for the particular Zernike mode Zi. 
The intensity pattern in the Fourier plane obtained by taking the Fourier transform 
of the product of the binary hologram, as shown in figure 4.8 (a), obtained from 01, 
representing overall tilts of 157r and 207r along X and Y, and the complex amplitude profile 
of the incident beam, ei°.3z7, is seen in figure 4.9 (a), where the +1 order represents the 
aberrated PSF under consideration. Figure 4.8 (b) shows the binary hologram generated 
from 02 = 0.7Z7 Tw such that b = 0.7 and 7-w corresponds to an overall tilt of 67r along 
X axis. The multiplex hologram H2 , generated from 01 and 02 is seen in figure 4.8 (c). 
The +ve and -ve biased orders with central intensities /1(0) and /2(0), obtained by taking 
the Fourier transform of the product of H2 and ei"z7, are shown in figure 4.9 (b). As 
the incident beam contains cRMS = 0.3 of Z7 , the +ve and -ve biased orders contain 








L3 	 MO 
Figure 4.10: The experimental setup for the implementation of the modal wavefront sensor. 
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test PSF 12(0) 	11(0) 
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(a) 	 (b) 
Figure 4.9: Simulation results showing (a) the test PSF and (b) the biased orders in the detector 
plane. 
Experimental arrangement and results 
The modal wavefront sensor is experimentally implemented to detect the presence of 
Zernike modes (up to j=22) in the incident beam and make partial corrections using 
the FLCSLM assembly. A laser beam collimated by the lens combination L1 and L2 is 
reflected by a mirror to be incident almost at right angles onto the FLCSLM display panel, 
as shown in figure 4.10. The display panel is positioned in the back fourier plane of lens 
L3. Hence writing an off-axis hologram with the appropriate tilt factors using a Labview 
program running in the PC a diffraction pattern is obtained in the back fourier plane such 
that the microscope objective MO in conjunction with lens L4 projects the +1 order on to 
the CCD camera. By taking an inverse fourier transform of this order the phase profile of 
the beam, whose aberrations are being sensed, can be obtained. The program can add or 
subtract Zernike mode aberrations (from j=4 to 22) into this beam in order to incorporate 
appropriate correction factors. 
The modal wavefront sensor and aberration correction experiment is implemented with 
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Figure 4.11: Experimental results showing the correction of an aberrated PSF using the modal 
wavefront sensor technique. 
a Labview program running on the PC which also controls the FLCSLM assembly. The 
program runs in two modes, namely normal mode and sensor mode. In normal mode it 
can add or subtract a user adjustable magnitude of various Zernike mode aberrations (j=4 
to j=22) into the +1 order (test PSF) in real time. The sensor mode can be operated by 
choosing one of the Zernike modes, whose presence in the +1 order is to be sensed. A 
quantitative measure of the presence of a particular Zernike mode is obtained by looking 
at the difference in pixel values at the centres of the biased orders as seen in the CCD 
image. The user can add or subtract an equal magnitude of Zernike modes into both the 
biased orders to minimise the pixel value difference. Figure 4.11 presents the results of a 
demonstration experiment. The pixel value difference between the biased orders indicates 
the presence of a significant amount of -ve Z4 and a moderate amount of -ve Z6. These 
differences were minimised by adding 0.74 RMS of Z4 and 0.25 RMS of Z6. After this 
partial correction the Strehl ratio was improved by a factor of three. 
4.3.3 Aberration sensing and correction with a singular beam 
Singular light beams have phase profiles that can be described as a phase ramp or a screw 
phase dislocation such that the wave traverses a multiple, known as topological charge, of 
27r in phase along a circle around the dislocation. Such beams are sometimes also referred 
to as optical vortices or orbital angular momentum (OAM) states [91, 92]. When focused 
with an aberration free lens, the resulting focal point spread function consists of a bright 
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Figure 4.12: Intensity patterns in the Fourier plane for a normal beam (1 = 0) and singu-
lar beams (1 = 1, 2, 3) aberrated with —0.4472i (left column) and +0.447Z2 (right column) of 
Zz=5,6,7,8,9,10,14,and 15 (from top to bottom). fh ,Rms is taken as 0.447 as it corresponds to Strehl 
ratio=0.8, the minimum figure considered for a well corrected optical system. 
ring of intensity surrounding a sharp zero of intensity. However, it has been observed 
[93, 94] that this ideal case is quickly degraded even in what is normally considered to 
be well corrected optics. Analytical results show that the focal point spread functions of 
singular beams have off-axis linear sensitivity to both odd and even azimuthal aberrations 
while those of non-singular beams have off-axis linear sensitivity only to odd azimuthal 
aberrations. This property of the singular beam is utilized to detect the corresponding 
aberrations using a segmented detector and implemented in a closed-loop system based 
on feedback from a CCD camera acting as the detector, using the FLCSLM assembly. 
The sensitivity of singular and normal beams to azimuthal aberrations 
Figure 4.12 illustrates the effect of aberrations on the point spread function of a simple lens 
with its circular pupil filled with a constant intensity singular beam of varying topological 
charge, 1. The intensity point spread function is evaluated in the paraxial scalar limit by 
calculating the modulus squared of the Fourier transform of the pupil function for various 
applied phase aberrations corresponding to the lowest order Zernike aberration modes. 
RMS amplitude of each Zernike mode applied is taken as 0.447 radians, sufficient to 
reduce the Strehl ratio of an otherwise perfect lens to 0.8 - the minimum figure considered 
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for a well corrected system [8, 95]. The resulting PSFs for a planar beam are also shown 
and clearly exhibit limited distortions compared to those visible on the singular beams. 
For instance astigmatism distorts the doughnut intensity pattern into a two lobed pattern. 
Indeed, astigmatism can be used to convert between Hermite Gaussian modes and singular 
Laguerre Gaussian modes using cylindrical optics [96, 97]. 
The sensitivity of the intensity distribution in a PSF to aberrations can be considered in 
terms of how that intensity varies as the amplitude of the applied aberration is increased. 
For instance, an unaberrated planar beam produces an absolute peak of intensity on-
axis that can only decrease as any aberration is applied. To maintain an analytic form 
this means that the intensity varies only quadratically with the amplitude of the applied 
aberration. Conversely, looking at points off-axis, the intensity is not constrained at a 
maximum value and so can vary linearly with the amplitude of the applied aberration. It 
is this linear sensitivity that results in significant distortion even at low levels of aberration. 
Of course the off-axis intensity of a planar beam is reduced relative to that on-axis and 
so any such distortions are not so significant in terms of the whole PSF. However, for 
singular beams the intensity in the PSF is concentrated off-axis and these distortions can 
become highly significant. These issues are analysed by calculating the sensitivity, si, of 
a singular or normal beam to Zernike aberration mode, Zi , as the linear slope of the PSF 
intensity, I, with applied aberration amplitude, ai. The amplitude PSF, U(p,e), is given 
by the Fourier transform of the unit radius pupil function P(r, 0): 
U(p,e) = .F[P(r,0)] = [eileejaizi" ) ] 
	
(4.13) 
where F [...] is the Fourier transform over the unit circle from cylindrical co-ordinate space 
(r, 0) to cylindrical co-ordinate space (p, e) given as 
•r[f (1', 0 )] = f 	 f (r, 0)eiPrc°8(°-0r drdO o 	o 
(4.14) 
The PSF intensity is then written as 
I(p, 6 = u (p,)u* (P, e) (4.15) 
Using the expression for si given by equation 4.10 
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Substituting equation equation 4.13 into equation 4.16 one obtains: 
 




Zernike mode polynomials have the general form Zi(r,e) = Rn(r) cos(mB) or Zi(r, 0) = 
Rn(r) sin(mO) with radial variation Rn(r) and integer value m depending on the mode 
index, i. Using the Fourier transform properties of such functions in polar co-ordinates 
[98] can be written as 
1 
.F[R,i(r)eim° ] 27rjniejme I Rn(r)Jm(pr)rdr (4.18) 
where Jm is the Bessel function of the first kind of order m. Equation 4.17 can be simpli-
fied using equation 4.18, and basic trigonometry to give expressions for si as follows. 
With Zi (r, 0) = Rn (r)cos(m0) 
si 	= (-0 Fi {(-1)1Gm_i — Gm±i} sin(m) m even 
si = (-1)q-I F1 {(-1)1Gm_i Gm+i} cos(me) m odd 
And similarly with Zi (r, 0) = Rn(r) sin(mO) 
si 	= (-1)i F1 {—(-1)1Gm—t + 	cos(me) m even 
si 	= (-1) n+111 (-1)1G,/ + Gm+i }  sin(m) m odd 
where 
1 
Fk = 271 J Jk(pr)rdr 
f i 







Substituting 171 = 0 in equation 4.19, it can be seen that si vanishes for all values of 1, 
hence all modes are insensitive to spherical aberrations. For 1 = 0 beams (no singularity) 
it can be seen that equations 4.19 and 4.21 yield si = 0 for even m. For odd m and 
/ = 0 beams, the sensitivity on-axis (p = 0) where the intensity in the PSF is highest, 
must also be zero from equation 4.24. Hence a non-singular beam is only sensitive to 
odd aberrations, and then only off-axis where the intensity is low. Conversely for singular 
beams (1 0) and non-spherical aberrations (?n 0 0), si always shows a cos(m) or sin(m) 
functional form off-axis (and in some cases on-axis) where the power in the singular beam 
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is concentrated. It is this result that demonstrates the linear sensitivity of PSF intensity 
to azimuthal aberrations for singular beams. 
Design of the sensor detector 
The above discussion suggests that by analysing the azimuthal harmonic content of the 
PSF it should be possible to determine the azimuthal content of the aberrations present 
on the beam, which could then be used to provide a feedback signal for correction of 
those aberrations. Rather than using a whole image transform approach to achieve this, 
a segmented detector approach is considered, which is more applicable to simple or low 
light level applications. This form of detector would be easy to implement as a sim-
ple segmented photodiode, and with relatively few steps required for computation of the 
aberration signals, would be applicable to real-time aberration correction applications. 
(a) 
	
Input Zernike mode, j 
	
CV CO •cf LC) CO 	CO 0) CD 1- CV CNI CO '4' U) CO N.- CO ...... CV NN 
Figure 4.13: Gray scale images representing the magnitude of the sensitivity matrix, IS I for (a) 
a singular / = 1 beam and (b) a non-singular / = 0 beam. The displayed gray scale is normalised 
such that the maximum value, S55 with / = 1, is set to white. (c) The segmented sensor detector 
pattern. 
The sensor comprises twelve detectors, dn , each equal to a segment of angular width 
261  radians of a reference circle as shown in figure 4.13(c) and generating a signal ön (n = 
1 	12). The reference circle and its radius are termed the sensor circle and sensor 
radius respectively. The sensor circle is symmetrically positioned in the focal plane of the 
aberrated singular beam. The detector signals from the sensor are split into two groups 
for each Zernike mode, namely a positive group, n+ and a negative group, 	as given in 
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Zi n+ n Sii(1 = 1) Sii(1 = 0) o-ii x VTV 
Z5 4,5,6,10,11,12 1,2,3,7,8,9 -1.0 0 0.93 
Z6  1,6,7,12 3,4,9,10 -0.89 0 0.86 
Z7  5,6,7,8 1,2,11,12 -0.51 -0.18 1.5 
Z8 8,9,10,11 2,3,4,5 -0.51 -0.18 1.5 
Z9 2,3,6,7,10,11 1,4,5,8,9,12 -0.49 -0.22 2.0 
Z10 3,4,7,8,11,12 1,2,5,6,9,10 -0.49 -0.22 2.0 
ZIA 1,4,7,10 3,6,9,12 -0.28 0 2.7 
Z15 2X (2,5,8,11) 1,3,4,6,7,9 -0.51 0 2.6 
Table 4.2: Geometry and performance parameters for the proposed wave-front sensor. crij x 
represents estimated errors in the respective sensor signal, where N is the mean number of photons. 
table 4.2. 
E sn+ — E (5n- 
E (5. (4.25) 
Sij =-- 
dAii 
daj a =0 
(4.26) 
  
The sensor signal, Ai3 , is defined as the response of the ith sensor, designed to detect 
Zernike mode Zi, to the presence of Zernike mode Z3 . This is obtained by subtracting the 
total number of photons collected in the negative half from that collected in the positive 
half, and then normalizing by the total number of photons collected, as shown in equation 
4.25. (Note that for Z15 the n+ signals are counted twice.) With this the sensor is able 
to detect 8 non-rotationally symmetric Zernike modes (Zi-5,6,7,8,9,10,14,and 15), referred to 
henceforth as the 8 sensor modes. Another parameter sensitivity Sij of the ith sensor signal 
to the jth mode, Z j , is defined as the slope of the sensor signal vs strength of aberration, 
at ai = 0, as shown in equation 4.26. Figure 4.13 (a) shows a gray scale representation 
of the sensitivity matrix for a singular beam 1 = 1 and figure 4.13 (b) shows the sensitivity 
matrix for a normal beam. These simulated results suggest that the self sensitivities (i.e Sij 
when i=j) with a singular beam are maximum for astigmatism. However they also exhibit 
small amounts of cross sensitivities, especially to the corresponding secondary aberrations. 
Experimental implementation 
A proof of principle system was constructed as shown in figure 4.14. Expanded and col-
limated light from a laser system operating at 532nm illuminates the FLCSLM display 
panel. A computer generated hologram is displayed on the device over a circular area of 
diameter 512 pixels. The hologram can be dynamically updated from a Labview program 
running on a PC and, along with lens L3 and iris I, effectively allows the accurate gener-
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Figure 4.14: Experimental set up for closed-loop aberration correction. 
from the FLCSLM is directed towards lens L3 where the PSF of the system is realised 
in its back focal plane on the +1 diffracted order of the computer generated hologram. 
This beam is then imaged on to a fluorescence slide (FS), emitting in the red, with a lox 
microscope objective (MO). Lens L4 forms an incoherent image of the resulting intensity 
PSF on the CCD camera (Hammamatsu ORCA ER) panel. A red filter (F) in front of the 
camera (not shown in the figure) ensures that it receives only fluorescent light from the 
slide. This system allows the capture of clean images without coherent artefacts caused by 
scatter or reflections in the CCD camera. Figure 4.15(a) shows a comparison between the 
experimentally generated and simulated PSFs for a singular (1 = +1) mode with 0.447Z of 
various Zernike aberrations applied, clearly demonstrating the effectiveness of the system. 
Numerical simulation suggested that for maximum sensitivity the sensor radius should 
be equal to 3 times the Airy disc radius. In the system, as realised, the radius of the 
Airy disk was approximately Po = 20 pixels and so a sensor radius of 60 pixels was 
chosen. Captured images were read by a LABVIEW program running in the PC and 
the sensor signal was calculated by the program according to equation 4.25. A small 
error is introduced in the sensed aberrations when matching the detector segments to 
the pixellated CCD array. With 11,096 pixels in the sensor circle this error is estimated 
to be less than 0.0022 radians for each of the sensor modes. Alignment of the detector 
with respect to the centre of the unaberrated beam is also a crucial requirement for the 
detection of correct signals. The lateral offset of the PSF can be considered in terms 
of the particular Zernike modes Z2 and Z3 which represent tilts of an otherwise planar 
wavefront in the pupil plane of the lens. However, when using an 1 = 0 beam figure 4.13(b) 
shows that the sensor signals 6.7 and 6.8 become predominantly sensitive to Z2 and Z3  
(872 = 883 = —0.92) and can therefore be used to centre the beam on the sensor circle. 
Closed-loop control of aberrations was also demonstrated by using the detected sensor 
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Figure 4.15: (a) Experimental (top) and simulated (bottom) intensity PSFs for the / = 1 
singular beam aberrated with 0.447X Zi=5,6,7,8,9,10,14,15  (left to right). (b) / = 1 PSFs (top) and 
corresponding normal / = 0 PSFs (bottom) as a sequence (from left to right t=0—>4) during the 
correction procedure for a well corrected beam (t=0), aberrated by a glass slide. (c) Sequence 
(from left to t=0—>8) of / = 1 (top), / = 0 (bottom) PSFs, during the correction of a heavily 
aberrated beam. (d) Peak intensity of the / = 0 PSFs as a Strehl ratio vs iteration, for the images 
shown in (b) and (c). 
tern. An initially well corrected beam at iteration t = 0 is aberrated at t = 1 by placing 
a glass microscope slide in the beam path. For this small mainly astigmatic aberration, 
the correction is made in a single step and in the following 3 iterations the PSF remains 
stable with only a residual drop in Strehl attributed to reflections from the glass slide. 
Figure 4.15(b) shows the intensity PSFs of the singular and corresponding normal beams 
as a sequence, from t=0 to t=4 (from left to right). The Strehl ratio is plotted at time 
t = 0 and subsequent times in figure 4.15(d). 
As a second demonstration of closed loop operation, a random mix of the sensor modes, 
totalling ORms = 1.4 radians, was applied to the system as an internal initial offset. The 
subsequent evolution of the system PSF is shown in figure 4.15(c) (from left to right), and 
the Strehl ratio is plotted in figure 4.15(d). Again the correction of the applied aberrations 
is clearly demonstrated in about 4 iterations, with the system exhibiting stability over the 
remaining 3 iterations. It is noted that in both these cases only the diagonal elements of 
the sensitivity matrix Ski are considered and no effort is made to optimise the control loop 
for speed or stability. 
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4.4 Programmable reference phase stepping interferometry 
Interferometry techniques such Michelson, Newton, Fizeau etc. provide a useful way to 
test the flatness or smoothness of optical surfaces with an accuracy equal to fraction of 
wavelength of the coherent light used [99, 100]. Traditionally interferograms are analysed 
by looking at the straightness of fringes or by locating the fringe centres and assigning a 
constant height along the fringe [99]. The adjacent fringe centres are separated by a integer 
multiple of half wavelengths. The surface profile in the region between the two fringe 
centres is obtained by using an interpolation relation. Since the data points are recorded 
only along the fringe centres, for better accuracy of the measurements a large number of 
fringes need to be recorded across the interferogram. However having a large number of 
fringes affects the accuracy in finding the fringe centres and reduces the repeatability of 
the measurements. Moreover spatial variation in intensity or sensitivity of the detector 
will also affect the measurements. Also such measurements are not sensitive to polarity 
of phase variations, for instance they can not differentiate between a concave and convex 
mirror of equal curvature. 
The remaining portion of this chapter describes a new interferometry technique, known 
as phase stepping interferometry (PSI) and the use of the FLCSLM assembly in its imple-
mentation. This particular use of the device demonstrates the operation of the complete 
FLCSLM assembly in conjunction with the synchronisation electronics, which will become 
part of experimental setups to be described later in the thesis. 
4.4.1 Basic phase stepping interferometry 
With the computerization of interferometry, a new technique known as phase stepping 
interferometry (PSI) has been developed [101]. In this technique the phase of the reference 
beam is stepped up uniformly as a function of time. This creates an interference pattern 
where the intensity of each point varies sinusoidally with a temporal delay directly related 
to the height of the test surface at the corresponding location. Thus by measuring the 
temporal delays at each point in the interfering area, a phase profile of the test surface 
can be obtained without the need to locate the fringe centres and to be concerned about 
the number of fringes. PSI can distinguish a convex surface from concave one unlike the 
traditional way, as the temporal delays in both the cases are different. This technique 
is also very little affected by the spatial variation in beam intensity and the number of 
fringes formed across the detector plane, since it only measures the relative delays in the 
sinusoidal modulations provided there is enough signal to measure. 
Considering 00(x, y) and Or (x, y) as the phases of the beam reflected from the test 
surface and the reference beam with amplitudes A0(x, y) and .Ar(x, y) respectively, the 
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intensity distribution, /(x, y), of the resulting interference pattern can be written as 
I(x, y) = 	y)ei°.(x'") + Ar (x, y)eicA'r(x' Y) 12 	 (4.27) 
I'(x, y) + I"(x, y) cos A(/)(x, y) 
where P(x, y) = 	y)-F 4(x, y), I" (x , y) = 2,40(x, y)./1,(x, y) and 6.0(x, y) = 0o(x, y)— 
(x , y). It is seen that for A, (x, y) = 1 the term I"(x, y) oc Ao(x, y). In the PSI technique 
a time dependent phase term 8(t) is added to the reference phase. Hence the intensity of 
the interference pattern at the instant t can be written as 
/t(x, y) = I'(x, y) + I" (x, y) cos{.6,95(x, 	 (4.28) 
In equation 4.28 the h(x, y) corresponds to the interference pattern recorded at the in-
stant t, where 6(t) is known. It can be shown that it requires at least three different 
interference patterns at three different instants to determine A0(x, y) unambiguously in 
order to eliminate the unknown variables and I". 
Conventionally instead of a continuously increasing phase of the reference beam, a 
stepped reference phase is used. In this arrangement at least three interferograms are 
to be recorded with the reference beam phase stepped up by an amount between two 
consecutive interferograms such that the net phase shift over all the steps is not greater 
than 27. For N phase steps the phase shift between two consecutive steps is 27r/N. 
Equation 4.28 can now be written as 
in(x, y) = I'(x, y) I"(x, y) cos{.6,0(x, y) — n;.-} 	 (4.29) 
where step index n has substituted for the variable t. 
Classical implementation of PSI 
PSI technique can be implemented in any one of the known interferometers such as Michel-
son, Twyman-Green, Mach-Zender or Fizeau interferometers. Figure 4.16 shows its im-
plementation in a Twyman-green interferometer setup. 
A laser beam expanded with the lens combination of L1  and L2 is split into two 
components by a 50/50 non polarising beam splitter, BS. One component is reflected from 
the test surface (a plane mirror in this case) while the other component is reflected from 
the plane reference mirror. The reference mirror is fitted with a piezoelectric transducer 
(PZT), which is the most common phase shifting mechanism. The two beams then interfere 
in the detector (CCD camera) plane and the lens combination L3 and L4 ensures that the 
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Test Mirror 
Figure 4.16: PSI implementation in a Twyman-Green interferometer setup. 
one for each of the n phase steps introduced by the PZT. 
4.4.2 Calculation of measured phase in the PSI 
Considering an N stepped PSI, the phase function at each pixel, Acb(x, y), can be obtained 
from a Fourier transform operation of the 1-d array of N intensities, AN(x, y), measured 
at that pixel as the phase is stepped, 
AN(X1Y) 	[ 1.0(X1Y) Il(X7y) I2(x,y) I3(x,Y) • • • IN-1(x,y) 
	
(4.30) 
where each element of AN(x, y) is given by equation 4.29. The Fourier transform of 
equation 4.30 gives another array of length N: 
GN(x, Y) =[ gfo(x,Y) gfi(x,Y) gf2(x,y) g f3(x,y) 	gfN_1(x,Y) 	(4.31) 
The intensity at each pixel will vary sinusoidally as the phase is stepped through 27r, 
with a phase offset of the measured phase AO: 
/" 	27, /" • 2,, In(x, y) 	+/"cos (Aq5 - n-7) = if + —2 e
{ Acb-n -/•/} + —2 e'164-1'7,71 	(4.32) 
Thus the Fourier transform of AN(x, y) results in the values in equation 4.31 being given 
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by: 
g fo(x , y) = r (x , y) 
gfi(x, g) . 111(x, W ei6,4(x,y) 
2 
9!N-1(x, y) = I" (x, Y)e-i°0(x,y) 2 




00(x, y) = arg (gfl (X, Y)) 
	
(4.36) 
/11(x, y) = 19f1(x, Y)I 
	
(4.37) 
4.4.3 PSI with programmable reference beam 
The PZT introduces phase delay into the reference beam by moving forward or backward 
in a direction parallel to the beam. However the motion of the PZT does not come to an 
instantaneous stop immediately after a phase step, instead the reference mirror undergoes 
a damped harmonic oscillation about the final position. This introduces a "ringing effect" 
into each phase step, which will degrade the accuracy in the measurements of the PSI 
system. Phase stepping from a PZT has limited precision and repeatability due to issues 
such as hysteresis, non-linearlity and temperature linear drift [102]. There is also the 
possibility of introducing tilt in addition to a fixed amount of piston during its operation. 
Moreover with a PZT operated system the optical setup needs to be modified for different 
shapes of the test surface. Replacing the reference mirror with PZT by an FLCSLM 
assembly both of the above two issues can be resolved. Using the +1 diffracted order 
as the reference beam a precise phase stepping can be achieved without any mechanical 
movement of the optical components. The FLCSLM assembly also allows the modification 
of the shape of the reference wavefront to match any arbitrary shape of test surface. 
As already discussed in section 3.4 of chapter 3, the "square wave" implementation 
of a binary hologram results in an infinite number of odd harmonics of the fundamental. 
Some of the higher harmonics also appear in the expression for gjei in equation 4.34. With 
increase in the order of the harmonics their magnitudes drop, as a result, their effect in 
the determination object phase and amplitude is only marginal for large N and can even 
be less for odd values of N. 
Experimental implementation 
Figure 4.17 shows a PSI arranged in a similar Twyman-Green interferometer setup as in 
figure 4.16 but with the reference mirror replaced by the FLCSLM display panel. A half 
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Figure 4.17: PSI implementation with a programmable reference beam. 
wave plate (A/2) rotates the polarisation of the collimated beam so that it is incident 
on to the display panel with the polarisation vector at an angle 0° with respect to the 
perpendicular bisector of the FLC molecule switching angle. As discussed in the previous 
chapter, the polarisation in the diffracted beams in such a case will be at 90° to the 
incident polarisation. A similar polarisation rotation in the reference beam is achieved 
by introducing a quarter wave plate (A/4) between the beam splitter and the test mirror. 
With this arrangement along with a polariser in the path of the emergent beams, internal 
reflection from the faces of the beamsplitter can be effectively blocked. By giving the 
display panel a small lateral tilt and by displaying a hologram of appropriate spatial 
frequency, the +1 diffracted order can be made to travel along the optic axis. An iris 
diaphragm located in the focal plane between lenses L3 and L4 isolates the +1 order from 
rest of the orders in the diffraction pattern. 
PSI is implemented with the help of a Labview program running in a PC that also 
controls the FLCSLM assembly. The driving electronics and subsidiary electronics of the 
FLCSLM assembly along with the PC form a control unit for the PSI system. The control 
unit generates a synchronisation signal that pulses the laser so that it is on only when 
the +ve bit planes are displayed on the FLCSLM panel. The control unit also sends a 
trigger signal to the CCD camera, which determines the exposure time of the camera in 
units of number of bit planes. The program generates holograms in real-time for display 
on the FLCSLM panel and can add or subtract Zernike aberration modes (up to j=22) on 
the reference beam. Phase stepping is achieved by simply introducing a piston term into 
the hologram. Phase and intensity profiles are calculated using equations 4.36 and 4.37 
and simultaneously displayed in an HSV image format. Phases are calculated by taking 
into account the sign of sin A0(x, y) so that they are unambiguously determined up to 
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Figure 4.18: Phase and amplitude profile in hsv format with (a) 3 phase steps and (b) 9 phase 
steps. 
271- radians. Use of HSV image format, helps simultaneous display of phase as a coloured 
image (hue (H) going from blue to red, yellow, green and then blue again as phase goes 
from 0 to 2r) and I" (cc object field), as value (V) of the coloured image; saturation (S) 
is set to unity (fully saturated). Figures 4.18 (a) and (b) show the phase and intensity 
profiles of the test mirror (within the circular areal) with a spherically aberrated reference 
beam using 3 and 9 phase steps, respectively. As expected it is observed that with the 
number of phase steps the accuracy in the determination of phase improves. However 
due to the presence of aliased diffracted orders some unwanted artifacts are introduced 
into the interferograms, whose effects are clearly visible in the both the images. Effects of 
the aliased orders can be minimised by designing holograms using a random binarisation 
technique as described in chapter 3. 
Reference beam generated using random binarisation technique 
The Labview program described above is upgraded to write holograms onto the FLCSLM 
panel using a random binarisation technique. Initially only one hologram is generated 
using one independent set of random numbers for each phase step. Figures 4.19 a(i) and 
b(i) show the resulting intensity and phase profiles with 3 and 9 phase steps respectively. 
It is evident that the random binarisation technique has been able to get rid of the effects 
of the aliased orders in the interferograms but as a price for the improvement the images 
have become more speckly. To solve this issue the experimental set up is upgraded again. 
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(I) 
Figure 4.19: Phase and amplitude profile in hsv format using random binarisation techniques 
((i) one hologram per phase step, (ii) 24 holograms per phase step) with (a) 3 phase steps and (b) 
9 phase steps. 
random noise pattern. Each set of 24 binary holograms for each phase step constitutes just 
one RGB image which is sent to the FLCSLM driver. The flash memory of the FLCSLM 
driver board is also modified to make the 24 bit sequence file as the active one. The control 
unit now sends a trigger to the camera so that the acquisition time for each phase step is 
equal to the duration of 24 positive bit planes displayed in the panel. Figures 4.19 a(ii) 
and b(ii) show the phase and intensity profiles with the new arrangement with 3 and 9 
phase steps respectively. These results clearly show reduction in the speckly effects in the 




The working of the CRLOpto FLCSLM device and the custom made subsidiary electron-
ics was described. Use of Zernike mode polynomials as a convenient way of representing 
aberrations in optics with circular pupils were discussed. Modal wavefront sensing and 
correction using the FLCSLM assembly was implemented to correct aberrations in terms 
of the first 22 Zernike modes. A sensitive way of detecting and correcting azimuthally de-
pendent aberrations was discussed and implemented with the FLCSLM assembly. The two 
implementations of aberration sensing and corrections have demonstrated the performance 
of the FLCSLM assembly to generate scalar wavefronts. 
The working of the subsidiary synchronisation electronics of the FLCSLM was demon-
strated in a programmable reference PSI setup. A novel way of eliminating the aliasing 
effects using time multiplexed randomly binarised holograms was introduced which allowed 




Theory of high numerical aperture 
focusing 
5.1 Introduction 
Engineering of a vector PSF by manipulating the optical properties of the corresponding 
pupil plane requires proper understanding of the related theory. This chapter describes the 
deduction of the analytical expressions that can be used to study the focal field properties 
of a few important light beams which are relevant to the work described in the thesis. 
The earliest treatment regarding the vectorial field near the focus of a collimated beam 
is found in the works of Ignatowsky [103, 104]. In his works Ignatowsky obtained the 
formulae for electric and magnetic field vectors in the image region of an aplanatic system 
(an optical system that can form a stigmatic image of point source and follows Abbe's 
sine condition). Similar formulae were later derived by Richards and Wolf [11, 105], who 
extended them to provide a more general description of the focal region for a point object 
at infinity. In addition to defining the electric and magnetic field vectors, their works 
also described the time-averaged electric and magnetic energy densities and the energy 
flow (Poynting vector) in the focal region. The results were applied to a whole range of 
numerical apertures, from low to high. 
This chapter begins with focal field descriptions of an X polarised incident beam, 
suggested by Richards and Wolf. Similar expressions are then derived for a Y polarised 
incident beam. The results for X and Y polarised incidents are used to derive the focal 
field expressions for X and Y polarised helical beams with integral topological charges. 
It can be shown that vector beams with cylindrically symmetric polarisations, such as 
azimuthally and radially polarised beams, can be expressed as linear combination of helical 
beams. Focal field expressions of azimuthally and radially polarised beams and of circularly 
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at the entrance pupil 
5.2 Focal field structure of a linearly polarised beam 
polarised helical beams are expressed in terms those of linearly polarised helical beams. 
Dependence of the axially polarised focal field of radially polarised beam on the numerical 
aperture of the lens and apodization of the pupil plane are discussed. 
However for pupil functions with complicated pupil plane dependence, single integral 
representations of the focal field become extremely difficult or impossible to derive. In 
such cases a simpler solution is to calculate the field numerically. This chapter suggests 
how the general formulae of the field vectors involving integrals over the pupil plane can be 
replaced by a Fourier transform operation. Thus using Fourier transforming tools which 
are fast and easily available one can calculate the focal fields for arbitrary pupil functions. 
The Fourier transform representation of the focal field expressions are then applied to 
simulate the effects of aberrations on the intensity PSFs of a few important vector beams. 
5.2 Focal field structure of a linearly polarised beam 
Focal field expressions for a linearly polarised input beam is presented here. A point source 
is situated at infinity emitting monochromatic radiation of wavelength A (wave vector 
ko = 	The resulting collimated beam, polarised along the X axis is then focused by 
a lens of focal lengh f. As shown in figure 5.1, a plane wavefront at the entrance pupil 
becomes a spherical wavefront at the exit pupil of the lens. a and 0 are the angles with 
the optic axis, made by the marginal ray and an arbitrary ray respectively. According 
to Abbe's sine condition the height of the ray coming to the focus at angle 9 is given by 
h = f sin 0. Therefore if n is the refractive index of the medium of propagation, n sin a is 
defined as the numerical aperture (NA) of the lens. 
spherical wave-front 
at the exit pupil 
Figure 5.1: Focusing of a linearly polarised beam coming from a monochromatic point source at 
infinity. 
The components are defined at an arbitrary field point having a position vector rp = 
(x, y, z), in a cartesian co-ordinate system with origin at the focal point 0. The time 
independent parts of the electric and magnetic vectors at P for a spherical wavefront in 
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the image space can in general be written as 
iko f [ e
11
(sx, sy)  ,ico r-p
d  
27r 	sz 
eh((pP)) — — Lk° I I Ci(sx, sy) e-ik-ori, sixds: 
27r n sz 
where a and g are the strength factors of the unperturbed electric and magnetic fields that 
are incident on the exit pupil and (sr , s y , sz ) are the units vector along Co so that g = .§.x a. 
The integral is taken over a solid angle ft formed by the geometrical rays passing through 
the exit pupil. Considering a small angle of incidence at the lens surfaces and conservation 
of energy from the entrance pupil to the exit pupil 
a 	= 	f/o cos 0 	 (5.3) 
where /0 is the amplitude factor of the electric field incident on the entrance pupil. Since 
optical interactions with matter are primarily concerned with the behavior of the electric 
field, this chapter will focus only on the description of electric fields in the image region. 
For an X polarised beam assuming uniform amplitude /0 over the entrance pupil and 
A = !E 	electric field components at P, Exx, Exy and Exz can be written as 
where 
Exx (P) = 
EXY(P) — 
EXZ(P) = 
iA a 27r 
-- f 
/ 
RXVcosOcik""sE sin 0d0d0 
7r o o 
jA 	a /271" 
RY cos f cos sin 0d0d0 
7r o o 
iii 	a /27 
-V&Ts19 RZ co  	"s€ sin Od0d0 I 
7r o o 
(5.4) 
RX 	= cos° + (1 — cos 0) sin2 0 
RY 	= (1 — cos 0) cos 0 sin 0 
RZ = sin 0 cos 0 
k,Xp + k yyp + kzzp = rp COS E 
with 
cos e = cos 0 cos Op + sin 0 sin Op cos(q5 — Op) 
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o term /cos 0 arises due to the expression of a as in equation 5.3 and eikorP cos € =eikr-p is  
the Fourier phase term. Richards and Wolf further simplified the 2-d integrals in equation 
5.4 to 1-d integrals using the properties of Bessel functions of the first kind 
einoeip cos(0--y) do 	27rin (p) ein-y 	 (5.5) 
Equation 5.4 can thus be reduced to integrals over a single variable by writing 
Exx (korp, Bp,  Op) 	—iA(Io + 12 cos 20p) 
E xY (kor p, Bp, OP) = —iAI2 sin 2cbp 
	 (5.6) 
Ex z (korp, Bp,  Op) = —2Ah sin Op 
where 
Io(korP, OP, OP) 
Ii (korp, 013)0P) 
12 (korp, Op, Op) 
\/cos 0 sin 0(1 + cos 0)Jo(karp sin e sin 0p)eiki" "se cos  °P de 
cos B sine 0J1(korp sin 0 sin 0 p)etikor p cos 0 cos 0 p do 
	
(5.7) 
/cos 0 sin 0(1 — cos 0) J2 (kor p sin 0 sin 0p)eikorp cos 0 cos Bp dB 
and (rp, Op, 0) are the spherical polar co-ordinates of the image point P(x, y, z). By 
introducing optical co-ordinates u and v written as 
u = korp cos Op sing a 
v = korp sin Op sin a 
expressions in equation 5.7 can be written as 
U cOs 0 v sine)  
10(u, v) = 	 sir-72focl 	 T9sin 0(1 + cos 0)Jo 
sina
e 	de 
Ii(u,v) = fo a .\za'sin2 0./1 (  sin a 
U C..9 
1-2(u, v) = foa cos ) sin 0(1 — cos 0) J2 (1) S ill 19) e sit7,27, de sin a j 
(5.8) 
Focal field structure expressed in optical co-ordinates are invariant to the change in 
scaling factors introduced by the incident wavelength and the numerical aperture of the 
lens. For the remaining sections of the chapter focal fields and corresponding energy 
densities are expressed as a function of the optical co-ordinates and in lieu of numerical 
aperture only the semi aperture angle, a, of the focusing lens is considered for the results 
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Figure 5.2: Analytical results for a = 1.125.Calculation of field components for X polarised 
beam on the 9p = a plane, showing 3D intensity (i.e. energy density) plots arising from (a) X 
component, (b) Y component and (c) Z component of the field. Directions x and y represent 
= 0 and Op = z respectively. Each intensity plot is freely normalised. 
The above integrals can further be simplified for the image plane with Op = 12--r(i.e. the 
focal plane), for which eikor p cos a cos Op = 1. The integrals are then employed to calculate 
the field components in the focal plane of a lens with a=1.125 radians (a typical number 
that corresponds to a 1.2 NA water immersion lens). Intensities which are in fact energy 
densities, as described by Richards and Wolf, are calculated by taking the modulus square 
of the field expressions. Figures 5.2 (a), (b) and (c) show the 3D intensity plots in the focal 
plane arising from X, Y and Z polarised field components respectively, while figures 5.2 
(d), (e) and (f) show the corresponding 2D plots, each intensity plot being independently 
normalised. As suggested previously by several workers [11, 35, 106, 107], the X polarised 
intensity PSF has a 2-fold rotational asymmetry. Another important result is the non-zero 
Z polarised intensity PSF, whose peak value is as high as 15% of the X polarised PSF 
peak intensity for the lens considered here. Figure 5.3 (a)--q0 shows the intensity PSFs 
similar to those in figure 5.2, however with the same normalisation factor. The intensity 
PSF with X polarised field takes the form of an Airy pattern for low numerical aperture 
lenses. Figure 5.4 shows the X polarised PSF of an X polarised beam focused by a lens 
with a=0.25. However with the increase in numerical aperture of the focusing lens the 
rotational asymmetry in the PSF becomes more prominent. Figure 5.5 (a) shows the plot 
of the ratio of the FWHM (full width at half maximum) along X to that along Y of the 
intensity PSF arising from the X polarised field components as a function of the numerical 
aperture of the lens. It is seen that the ratio for the smallest semi aperture angle (i.e. 
sin a = 0) is one indicating a rotationally symmetric PSF, which then rises up to about 
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(a) 	 (b) 	 (c) 
(d) 	 (e) 	 (0 
Figure 5.3: 3D Intensity PSFs arising from (a) X , (b) Y and (c) Z polarisations and 2D Intensity 
PSFs arising from (d) X , (e) Y and (f) Z polarisations with common scaling factor. 
Figure 5.4: Low NA (i.e. a = 0.25) X polarised intensity PSF of an X polarised beam. 
1.2 for the maximum semi aperture angle (i.e. sin a = 1). The rotational asymmetry in 
the PSF with higher semi aperture angles is further enhanced if the contributions from 
all the field components in the focal plane are considered. As seen in figure 5.5 (b), the 
ratio of FWHM along X to FWHM along Y in the PSF constituted by the X , Y and 
Z polarised fields can be as large as about 1.65 for the maximum semi aperture angle. 
This enhancement in asymmetry is primarily due to an X biased contribution from the Z 
polarised field to the PSF. 
5.3 Focal field structure of an arbitrarily polarised beam 
An arbitrarily polarised beam can be considered to be comprising two orthogonally po-
larised fields with arbitrary complex amplitudes defined at the pupil plane. The function 
describing the complex amplitude for one of the fields, with its modulus scaled between 0 
and 1, is termed the pupil function for rest of the theory described in this chapter. l x (0, 0) 
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Figure 5.5: Plots of the ratio of FWHM along X to FWHM along Y as a function of sin a, where 
a is the semi aperture angle for (a) intensity PSF from X polarised field and (b) resultant intensity 
PSF from X, Y and Z polarised fields. 
is defined as the complex amplitude of the X polarised field at (x, y) in the entrance pupil 




EXZ(korp,ep l cbp) = 
if r 127, 
l x (0,  0)RX V cos Oeik°rp Cos c sin OdOc/O 
A ,J0 J o 
r 
lx(0,0)RYNGT0eik°rP""  sin 0d0dq 	(5.9) 
A o o 
if jr f 27 
A 0 0  
lx(0,0)RZ cCaeikc'P"" sin 0d0c/0 
For a Y polarised pupil function / y(0,0) the electric field components in the focal volume 
can be denoted as Eyx, Eyy and Eyz. The expressions for Eyx, Eyy and Eyz can 
be deduced by performing a 90° counter clockwise rotation of the co-ordinate system 
(X, Y, Z) of the pupil plane about the Z axis and thereby utilising the expressions of the 
field components for the equivalent X polarised pupil as in equation 5.9. Pupil function 
in the rotated co-ordinate system, assuming that the same set of variable (9, 0) are used 
in both the co-ordinate systems, is written as 
= ly(0,0+2) 	 (5.10) 
Taking into account the symmetry considerations, described in detail in appendix D, 
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focal field components for the Y polarised pupil are written as 
7r 
Eyx(korP)01370P) 	—Exy (korp,OP1OP — 2  
7r Eyy(korp, OP, OP) = Ex x (korp, OP, OP — 
Eyz(kOrP,OP,OP) = Exz (kOrP1OP,OP — 27 ) 
(5.11) 
where the expression on the right are obtained from equation 5.9 using the pupil function 
/' in lieu of ls . 
The intensity in focal plane for X, Y and Z polarised field thus are written as 
jx = IEXX EYXI 2 
IY 	= I EXY EYYI 2 
	
(5.12) 
lz 	= IEXZ EYZI 2 
5.3.1 X and Y polarised helical beams 
As already described in chapter 4 the complex amplitude of a helical beam of topological 
charge m is defined as eimO, where 0 is the azimuthal angle of the co-ordinate points 
in the pupil such that 0 = 0 corresponds to the points along X axis. Normalised E-
field components at (0, 0) in the pupil plane describing an X polarised helical beam of 
topological charge m, can be written in as 
The above expression is the Jones matrix representation of X and Y polarised components 
of the field incident on the pupil plane. Similar representation of the pupil plane will be 
used in all the relevant examples to be followed in this chapter. Figure 5.6 shows the linear 
phase plot of X and Y polarised helical beam with m=1 and -1. Focal field expressions 
for such a pupil plane are important as later in this chapter it will be shown that several 
vector beams can be expressed as a linear combination of helical beams. Considering an 
X or Y polarised pupil plane with its complex amplitude profile describing a helical beam, 
equation 5.4 can again be easily reduced to single integrals over 0. 
Focal field expressions are simplified using Bessel function identities and basic trigono- 
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Y 
(a) (b) 	Phase 
0 
(c) 	 (d) 
Figure 5.6: Phase profiles of X polarised helical beams of (a) topological charge 1, Pupil function 
/z = 	(c) topological charge -1, Pupil function lz = e—igs. Phase profiles of Y polarised helical 
beams of (b) topological charge 1, Pupil function /y = eic6, (d)topological charge -1, Pupil function 
/y = e—io. 
metric relations and are written as 
EXH X(M, U, v,  (Pp) = 
Ex Hy (M, U, V, Op) = 
Ex," z (m, u, v, OP) = 
i7f
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(5.14) 
Normalized E-field components in the pupil plane of a Y polarised helical beam of 
topological charge m, with its phase profile as shown in figure 5.6 (b), can be written as 
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The corresponding focal field components are obtained using ell = eim(15±i ) in equations 
5.11, which are thus written as 
Ey ft x 	u, v, Op) 
EyH y(m, u, v, Op) 
EyHz(m,u,v, Op) 
im- 7r ExH y (u, v, q5P — 2 ) 
e2m2 EXHx (U, V, Op — —7r)  2I 
ima e 	2 .E./XH Z (U, V, 	— —7r  2 
(5.15) 
where the expressions on the right are given by equation 5.13. 
Ix 	 1, 	lz  
(a) 
(b) 
Figure 5.7: Freely normalised (a) 2D and (b) 3D plots of focal plane intensities Ix, Iy, Iz and 
Ix + Iy for an X polarised helical beam with m = ±1 using a = 1.125. Max(Iy) and Max(Iz) 
are 1% and 50% respectively of Max(Ix). Similar plots for Y polarised helical beam are obtained 
by flipping the X and Y axes. 
Focal plane intensities are calculated, using a = 1.125, for pupil functions describing X 
and Y polarised helical beams. Figure 5.7 shows the intensity PSFs with lateral, axial and 
resultant polarisation. It is noted that the on-axis intensity is non-zero due to contributions 
from the axially polarised field. As shown in figure 5.8 the on-axis intensity in the focal 
plane is about 50% of the maximum laterally polarised intensity for a lens with a = 1.125, 
due solely to the axially polarised field. 
5.3.2 Circularly polarised helical beams 
The normalised field components at (0, 0) in the pupil plane to describe a helical beam 




( 1 ) eimo  0 ) 
 
11,11(7711 0 , c) ie (5.16) 
    
102 
010 




0 	1 	z 	3 	4 
012 
Intensity 
(in arbitrary units) 
0 00 
5.3 Focal field structure of an arbitrarily polarised beam 
Normalised optical co-ordinate (v) 
Figure 5.8: Plots of axially polarised focal plane intensity IZ and laterally polarised focal intensity 
Ix 	Iy as a function of radius along X for X polarised helical beam and radius along Y for Y 
polarised helical beam, using a = 1.125. 
It is to be noted that left and right circular polarisations are defined as counter clockwise 
and clockwise rotations respectively of the electric field vector looking in the direction of 
propagation of the beam. This definition is followed over the entire work described in the 
thesis. 
The electric field components at P(u, v, p) in the focal volume can now be written as 
ELHX (771, U l V OP) = iEX H  X (n, til  V (/) p) + EYH X (rn u, v, OP) 
ELHY (M I  U l V, p) 	iEx„y(m,n,v,0p)+ EYHY (M, u, 111 OP) 
	
(5.17) 
ELHZ(M,U,V, OP) = i-EXH Z(M,U,V,OP) EyH Z(M,U,V, OP) 
where the expressions for ExH x(m, P), Ex H y(m, P) and EXH Z(m, 13 ) are obtained from 
equation 5.13 while those of Eyii x (M, P), EyH y (M, P) and Eyh, z (M, P) are given by 
equation 5.15. 
ELHX, ELHY and  ELHZ  in the focal plane are computed for a = 1.125 and topological 
charge m = 1. Figures 5.9 (a) and (b) show the pupil plane of a left circularly polarised 
beam and intensity patterns in the focal plane for lateral, axial and resultant polarisations 
respectively. Focal intensity with lateral polarisation describes a doughnut pattern, sug-
gesting that it is the contribution from the azimuthally polarised part in the pupil plane. 
The contribution from the radially polarised part in the pupil plane is seen in the intensity 
pattern with axial polarisation. Thus the resultant intensity pattern has non-zero on-axis 
intensity due to the contribution from the radially polarised part of the beam. As seen 
in figure 5.10, the ratio of on-axis axially polarised intensity to the maximum laterally 
polarised intensity rises as a function of the semi aperture angle. At sin a 0.9 the ratio 
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Pupil plane 	 Iz 	 lx+ly+lz 
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Figure 5.9: Analytical results for a = 1.125. Freely normalised (a) 2D and (b) 3D plots of focal 
plane intensities IX +Iy, Iz and /x+/y+/z (from left to right) for a left circularly polarised helical 
beam (m = 1). Max(Ix +Iy) and Max(Iz) are 86% and 84% respectively of Max(Ix + -TY ± 1-Z ) • 
is equal to one thus the resultant intensity PSF will exhibit a flattop structure near the 
optic axis. For aperture angles beyond this value, the on-axis axially polarised intensity 
exceeds the maximum laterally polarised intensity. The ratio can rise up to a maximum 
of about 1.4 for the theoretical maximum value of sin a. 
Similarly, normalised field components at (61 , 0) in the pupil plane describing a right 
circularly polarised beam can written as 
( ) 
1RH(m, 9, 0) = eim 	
1 o eimo  1 ) jeimo  0 
z. 	 0 	1 
The corresponding focal field components at P are 
(5.18) 
ERHX(M,U,V )0P) = Extix (rn, u, v, Op) + iEyH x (m, u, v, Op) 
ERHY(MOLIV )0P) = E xif y(m, IL, V OP) ± iEyny(m,u,v, Op) 
	
(5.19) 
EHHZ(M1U,V, 0p) = ExH z (M, u, v, Op) + iEyH z(M I  u, v, op) 
ERHX, ERHY and ERHz are computed in the focal plane for a = 1.125 and m = 1. 
Figures 5.11 (a) and (b) show the pupil plane and resulting focal plane intensities with 
lateral, axial and resultant polarisations. It is important to note that even in the case of 
high NA focusing the on-axis resultant intensity remains zero and the resultant intensity 
forms a doughnut shaped pattern. Thus such beams are useful in STED microscopy, to 
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sina 
Max(Iz) 	• 	Max(EL H z)  Figure 5.10: Plot of max(ix+iy)  , LeMax(ELHx+ELHY  as a function of sin a, obtained analytically 
for a left circularly polarised helical beam (m = 1) 
serve as the depletion beam. 
5.3.3 Azimuthally polarised beam 
An azimuthally polarised pupil plane can be realised by overlapping a pupil plane described 
by a - sin 0 dependent X field, as seen in figure 5.12 (a), and a pupil plane described by 
cos 0 dependent Y field, as seen in figure 5.12 (b), where 0 is the azimuthal co-ordinate in 
the pupil. The normalized electric field components at (0,0) in the pupil plane describing 
an azimuthally polarised pupil, can be written as 
- sin 0 ) 
Since 
cos 0 
( -sin° ) 	[iej°  cos 0 2 - 01  01  
 
( 01  01 )] 
(5.20) + ei° 
 
corresponding electric fields at P = (u, v, p) in the focal volume can thus be expressed 
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5.3 Focal field structure of an arbitrarily polarised beam 
Figure 5.11: Analytical results for a = 1.125. Freely normalised (a) 2D and (b) 3D plots of 
focal plane intensities Ix + /y, Iz and /x + Iy + Iz (from left to right) for a right circularly 
polarised helical beam (m = 1). Max(Ix + /y) and Max(Iz) are 65% and 47% respectively of 
Max(Ix + /y +/z)• 
in terms of the results for X and Y polarised helical beams with m = 1. Hence 
EAzX(P) = i [iE XH X (1, P) — i-EXH  X (-1, P) + EYH X (1, P) + EYHX( -17 -13 )] 
EA,y(P) = 2[iEx,y(1, P) — iExif y (-1, P) + EyH y(1, P) + EyH y (-1, P)] (5.21) 
EAzz(P) = z EiExii  z (1, P) — iEx H z (-1, P) + Ey F., z (1, P) + EYH  z ( -1, P)] 
where the expressions on the right are given by equation 5.13 and 5.15. 
Integrals in the final expressions of EAzx , EAzy and E Azz are computed to generate 
the focal plane structure for an azimuthally polarised pupil. Figures 5.13 (a) and (b) show 
the intensity patterns in the focal plane of an azimuthally polarised pupil for a = 1.125. 
As anticipated there is no axially polarised field present in the focal plane in the region of 
interest. The laterally polarised components add up to produce a doughnut shaped pattern 
with zero on-axis intensity. The most important attribute of the generated doughnut is 
that irrespective of the numerical aperture of the focusing lens the on-axis intensity is 
always zero. 
5.3.4 Radially polarised beam 
A radially polarised beam, as shown in figure 5.14, can be realised by overlapping a pupil 
function described by a cosine dependent X field and another pupil function described by 
a sine dependent Y field. The argument of the cosine and sine functions is the azimuthal 
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(a) 	 (b) 	 (c) 
Figure 5.12: (a) Sine modulated X field, (b) cosine modulated Y field (7r out of phase with respect 
to the X field) and (c) azimuthally polarised pupil. 
Iz 	 Ix+Iy+Iz 
Figure 5.13: Analytical results for a = 1.125. Freely normalised (a) 2D and (b) 3D plots of focal 
plane intensities Ix + Iy,  , Iz and Ix + IY + Iz (from left to right) for an azimuthally polarised 
beam. Plots of (Ix + Iy ) and (Ix + Iy + Iz ) are identical as Iz = 0 all over the focal plane. 
angle, that is the angle formed by the position vector with the X axis. The normalized 
electric field components at (9, 0) in the pupil plane for a radially polarised pupil, can 
thus be written as 
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(a) 	 (b) 	 (c) 
Figure 5.14: (a) Cosine modulated X field, (b) sine modulated Y field and (c) radially polarised 
pupil. 
The resulting electric field components at P = (u, v, Op) in the focal volume are therefore 
given by 
ERax(P) = 	 [Ex,, x (1, + Ex ,,x (-1, — iEyir x (1, + iEyll x (-1, PA 
ERa y (P) = 2 [Ex H y (1, P) Expl y (-1, P) — iEy,y(1, 	iEyH y 	P)] (5.23) 
ERaz(P) = 2 [ExHz(1, P) ExHz(-1,-P) — iEYHz(1, P)] 
where expressions on the right are again given by equation 5.13 and 5.15. The focal field of 
a radially polarised beam as obtained from equation 5.23 in fact has a form much simpler 
than that of linearly polarised input and has only radial and axial polarisations which are 
written as 
,27,ucoso 
ERaR(P) = k f fo sin 0 cos e J1 v sin 0 ) 
ei de 
sin a u cos 
ERaZ(P) = 	ik f joa sin2 B Jo sin (v O) 
sin e „th-72-7, do 
1 	a I 
(5.24) 
Field components in the focal plane of a radially polarised pupil, considering uniform 
intensity over the pupil, are computed. Figure 5.15 shows the intensities in the focal 
plane calculated for a = 1.125. It can be seen that, due to the cylindrical symmetry 
in the pupil plane polarisation, the laterally polarised field in the focal plane produce a 
doughnut shaped intensity pattern about the optic axis with zero intensity at the centre. 
However the axially polarised field components at the optic axis add up to result in a 
strong on axis axially polarised component in the focal plane intensity. The maximum 
axially polarised intensity (Max(Iz)) in the case of the lens considered is larger than the 
maximum laterally polarised intensity (Max(Ix + Iy)) by a factor of three, as shown in 
figure 5.16 (a). The ratio of the maximum axially polarised intensity to the maximum 
laterally polarised intensity in the focal plane is strictly a function of the semi aperture 
angle of the focusing lens. As seen in figure 5.16 (b) the ratio is close to zero for very small 
numerical apertures indicating that the PSF is primarily from the laterally polarised field. 
With the increase in the numerical aperture the ratio gradually rises due to contributions 
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Figure 5.15: Analytical results for a = 1.125. Freely normalised (a) 2D and (b) 3D plots of focal 
plane intensities /x ly, ./z and Ix + Iy + Iz (from left to right) for a radially polarised beam. 
Max(bc Ii') is 33% of Max(Iz) or Max(Ix ly Iz)• 
from the rays coming to focus at relatively high angles. As shown by the dotted line the 
maximum axially polarised intensity equates the maximum laterally polarised intensity 
in the focal plane when sin a is about 0.68. Beyond this semi aperture angle the on axis 
intensity in the focal plane will be predominantly axially polarised. For the theoretical 
maximum aperture angle(a = 90°) the ratio becomes infinity. 
Relative enhancement of the on-axis axially polarised intensity 
From the results obtained analytically for a = 1.125 it is seen that the ratio of the on-axis 
axially polarised focal plane intensity to the laterally polarised focal plane intensity is 
about 2.86. Here the entrance pupil of the lens is completely filled with radially polarised 
light of uniform intensity. However one can easily see from the plot in figure 5.16 (b) that 
the contribution to the on-axis axially polarised intensity is mostly from an outer portion 
of the entrance pupil, while the field from the inner portion primarily contributes to the 
laterally polarised intensity in the focal plane. Therefore it should be possible to enhance 
on-axis axially polarised intensity in the focal plane relative to the laterally polarised 
intensity in the focal plane by excluding an inner circle of the pupil. An example of such 
a pupil is shown in figure 5.17 (a), where an inner circle of radius OR is excluded from the 
radially polarised pupil of radius R such that 0 < Q < 1. In order to compute the focal 
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5.3 Focal field structure of an arbitrarily polarised beam 
Figure 5.16: Analytical results for a = 1.125. (a) Iz, Ix_f _y normalised optical co-ordinate plot 
for a radially polarised pupil, obtained from a lateral point scan through the focus, and (b) plot 
of the ratio of Max(Iz) to Max(/x+y) as a function of sine of the semi aperture angle. 
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Figure 5.17: (a) Radially polarised annular pupil of outer radius R and inner radius OR and (b) 
radially polarised pupil of radius R with a phase reversed inner circle of radius 3R. 
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(5.25) 
Focal plane intensity patterns are computed again for a = 1.125 from values of l3 going 
from 0 to 1. Figure 5.18 (a) shows a plot of the ratio of on-axis axially polarised focal 
plane intensity to the maximum laterally polarised focal plane intensity as a function of /3. 
It is seen that the ratio increases continuously from its 2.86 value in the full aperture case 
to about 9.5 when the radius of the inner circle becomes r. However as a price for this 
enhancement of relative on-axis axial polarisation the absolute on-axis intensity drops as 
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5.4 Vectorial theory for pixellated pupils 
Figure 5.18: Analytical results for a = 1.125. (a) max(Iz ) vs plot for annular pupil and MaXIX-1-1,  
pupil with phase reversed inner circle (b) Abs(Iz ) vs /3 plot for annular pupil and pupil with phase 
reversed inner circle 
Instead of an entrance pupil with an excluded inner circle, an entrance pupil with a 
phase reversed inner circle, as shown in 5.17 (b), can be used. Analytical results for such 
a pupil are obtained for the same lens and values of Q  going from 0 to 1. Focal plane 
intensities are computed again using equation 5.23 after the following modifications in the 
integrals in equation 5.14, 
0 	 a 
[. • • ]clO 	
J 
—[• • •]d0 + f [. • •]d6s (5.26) 
As seen in figure 5.18 (a), the ratio of on-axis axially polarised intensity to the laterally 
polarised intensity in the focal plane exceeds the same for an annular pupil at around 
0.4 with a smaller aboslute on-axis intensity, as seen in figure 5.18 (b). 
5.4 Vectorial theory for pixellated pupils 
As discussed previously, the focal field components can be conveniently represented only 
for simple one dimensional integral expressions of the pupil functions. Often one might 
come across pupil functions which may not have simple analytical forms. In such cases focal 
field computation using the integral forms over one or two variables often become slow. 
Moreover for some optical systems, the pupil plane itself may not a have a continuous 
complex amplitude profile, such as in case of a system using a pixellated spatial light 
modulator in the pupil plane. Systems without a simple analytical form of pupil function 
or systems with an inherently pixellated pupil, warrant an alternative vectorial theory that 
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is computationally less intensive and implementable for any arbitrary pupil function. This 
section describes how the integrals of Richards and Wolf, as in equation 5.4 can be modified 
to carry out the required 2-d integrals with a single 2-d Fourier transform (FT) operation 
in the cartesian co-ordinates (kx , k y ). A close look at equation 5.4 reveals that the three 
integrals are in fact 2-d FT in spherical polar co-ordinates (kg, ko). Transformation to the 
cartesian co-ordinate system can also take advantage of the easy availability of fast Fourier 
transforming tools in popular software packages for analytical or numerical computation, 
hence focal field calculation can be faster. 
5.4.1 2-d integrals in the focal field expressions as a Fourier transform 
operations 
Considering the optical system described in the figure 5.1, the calculation of each polarisa-
tion component at a point P(*), such that rp << f, can be defined as Fourier transform 
of the 3D pupil function in k-space [108]. As shown in figure 5.19, the 3D pupil function is 
obtained by taking a cap off a sphere of radius ko =-- 2ALr , (the wave number of the incident 
light), in such a way that the cap subtends an angle 2a, (a is the semi aperture angle of 
the focusing lens). Since the lens considered obeys Abbe's sine condition, each point (x, y) 
in the 2D pupil function can be mapped to a corresponding point (0, 0) in the 3D pupil 
function using the relation // (0, 0) —> /(x, y) cos 
Taking l(Q) as the 3D pupil function defined in the whole k-space, where Cj 
(kx , ky, kz ) is the cartesian pupil co-ordinate , the field at the point P(r7"), (barring some 
constant terms), can be written as 
U(P) 	 f f J I A eico.r-, dvQ (5.27) 
where dvQ = dkxdk ydkz is the volume element in k-space with the integral performed all 
over the k-space. Since the pupil function only exists inside a spherical shell of radius ko 
and of thickness &co 	0, it is possible to write [109] 
l(Q) = 10( 06acii — 4) 
	
(5.28) 
Slicing the pupil function along the kz = 0 plane 
1( -0) = 10(0)12 (kz — \ kg — 	+10(0)1-? 6 (kz + Jko — kT 1 	(5.29) 
where kr = .V4+ 	As a result of expressing the Dirac-delta function in kz, the factor 
112 
(a) 
1"(x,y) cos1128 	............ .... .... 




spherical cap of 
angular radius a 
**. 
" .................. ' 
5.4 Vectorial theory for pixellated pupils 
Figure 5.19: (a) Projection of the 2D pupil function on to a spherical cap representing the 3D 
pupil function and (b) relation between Sko and A,. 
/IQ is to be introduced to take into account the change in thickness (parallel to the k, axis) kz  
of the spherical shell at points away from the k, axis, as illustrated in figure 5.19 (b). 
The two terms on right represents pupil functions for forward and backward propagating 
beams respectively. Considering the forward propagating beam only, equation 5.27 can be 
written as 
U(P) =  	
(J
0°  104)±)   (k, — Vice, — 	 dkxdky (5.30) 
f f 	k, 
Performing the integral over k, using the property of Dirac-delta function, i.e., f(c) = 
f f(x)6(x — c)dx, 
U(P) = f f 
. 
10(kx ,ky, ikR kr
)—o e• 
k".Pdkxdky 
  kz 
(5.31) 
Writing /0(kx , ky , ,/ka —14) = /0(kx, ky) such that 
/0(kx ,ky ) 0 0 only if kg = kx + ky + 14 
Therefore equation 5.31 can be written as 
 
U(P) = 	r [eikz zPlo(kx , ky )17k0  ] ei(kxxp+kyYP )dkxdky 	(5.32) 
f o 
Equation 5.32 represents 2 dimensional Fourier transform in the cartesian co-ordinates 
(kx ,ky ) of the terms within the square brackets. 
As mentioned earlier the integrals in equation 5.4 can also be expressed as 2-d Fourier 
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transform in ()co, ko ), 
Exx(P)  reik zzP v cos ORX] A 	1 
Exy(P) 
	T-s [eikzzp vi—cos MY] 
Exz(P) L 	 cos eRz] fA _Fs ireik, 
(5.33) 
where .F,[...] represents the Fourier transform in spherical polar co-ordinates. It can be 
seen from equation 5.32 that the expressions for ExX, Exy and Exz in equation 5.33 
can also be written in terms of Fourier transform in (kx , k y ) by simply multiplying the 
respective Fourier transform arguments by the factor t. Thus 
if 
EXX(P) = 	eikzzP VCOSORX] 
Exy(P) 	ko ikzzp -Vcos ORY] 	 (5.34) 
Exz(P) = LAf .F[Zeikzzp r— v cos ORZ] 
where 	represents the Fourier transform in the cartesian co-ordinates (kx , k y ). Since 
for each point (x, y) in the pupil plane at PiP2 there corresponds a point (kx , k y ) in the 3D 
pupil and the 2D pupil function is assumed to have unit radius, hence 0 < A/14 + k?, < 1 
and 
ko sin a = 1 
The 0 and 0 dependent terms on the right of equation 5.34 can be written in terms 
kx , ky and a, since kr = 	+ ky, k2 = ko 	— sine a, cos 0 = it, sin e = 	cos = 
k and sin 0 = 4. Hence, 
Ex x (P) = A
f [l x(kx , k y )GX] 
if Exy(P) = —A [1,(kx , k y )GY] 
if 
Ex z (P) = T.F [ix (kx , ky)G 
(5.35) 
114 
5.4 Vectorial theory for pixellated pupils 
where 
GX = eikzZp k0 k04 + kz14 
	
kz 	koki? 
GY = eikzzp jko (ko — kz )k,k y  V kz 	kolq 
ko 
lizkx sin a 
The terms within the square brackets are described as 2D matrices on which the Fourier 
transform operation is performed. 
For a pupil plane illuminated with Y polarised light, the pupil function can be written 
as / y(kx , ky ). The focal field expressions for the Y polarised pupil can be obtained in a 
similar way as in equations 5.10 and 5.11. Thus 
where 
Eyx (P) = 	 (ly(kx,ky)GX)] 
EYY (P) 





(1YRX) ky)GY)] (5.36) 
l'y(kx , k y ) = R-27, (ly(kx, ky)) 	 (5.37) 
The resultant fields Ex, Ey and Ez with X, Y and Z polarisations respectively are 









LlxGX + R 2 (I'yGY)] 
r L/ xGY — RZ (l',GX)] 
[/ xGZ + R2 (1; GZ)] 
i f —A .F 
where 1, and l'y represent 1,(k,, k y ) and ry(kx , k y ) respectively. 
The X, Y and Z polarised intensities in the focal volume thus are 
Ix(P) = lEx(P)12 
Iy (P) = lEy (P)I 2 
Iz(P) = IEz(P)12 
(5.38) 
In case of a pixellated pupil plane, such as in systems using a spatial light modulator in 
the conjugate pupil, the pixels form a regular grid pattern. Considering each square in the 
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grid pattern to be of non-zero dimension a, expressions in equation 5.38 are to be modified 
to take in account diffraction from each pixel. For image point P(xp, yp, zp) very close 
to the focal plane, the modified equations are 
Ex(P) = 	— Px(xP,YP).F [1xGX + 	(l',GY)1 
Ey(P) = 	Px(xy ,yp).T [l xGY — R2 (1,GX)] (5.39) 
Ez(P) = 	Px(xp, yp).F {lxGZ + 	(l,GZ))} 
where 
Px(xp,yp) ax —iAf  a2sinc ( 2
p  sine La
2
P  
and sin,c(x) = sin x x • 
5.5 Intensity PSFs for aberrated arbitrarily polarised pupil 
planes 
One major advantage of Fourier transform (FT) representations of the focal field expres-
sions, as given by equation 5.38 is to calculate PSFs for arbitrarily polarised pupil functions 
with arbitrary phase variations. Entrance pupil is described in terms of the variables kx 
and Icy over a circular area on a square grid such that /4 + ky2 < 1. Therefore it is possible 
to describe Zernike circular polynomials over the pupil by substituting (k,,k y ) for (x, y) 
in the cartesian co-ordinate expressions of the polynomials, as given in table 4.3.1. Focal 
field expressions for an arbitrarily polarised pupil aberrated with ORms -= ai of Zernike 





f [ 	 Gy)).eiaizi(k.,kv)] i 	r {I xGX + A 
if 
T .F [{1xGY — R2 (l,GX)}eictizi(kx,kv)} 
if r [flxGZ + RZ  KGZ))1eictizi(kx,ky)1 
(5.40) 
where the aberration term eiaiZ,(k.,kv)  is described over the same square grid as rest of the 
terms inside the square brackets. 
The above three expressions are employed to simulate the focal plane intensity patterns 
for a few important vector beams aberrated with various Zernike modes. Results are 
obtained using the fast Fourier transform (FFT) tool of Matlab programming environment, 
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5.5.1 Linearly polarised helical beam 
Aberration effects on helical beams discussed in chapter 4 is for low NA focusing of the 
beam and hence does not take in account the rotation of polarisation in the image space. 
Here aberration effects on such beams in the high NA case is considered. 
Figure 5.20: (Simulation results for an X polarised helical beam and a lens with a = 1.125) 
(a) Linear plot of Ix + IY , aberrated with ORMS (in radian)=-1, -0.4, 0, 0.4 and 1 from top row 
to bottom row respectively of Zernike modes Z3 ,-,4—.22  (from left to right) (b) Linear plot of -/z, 
aberrated with q5Rms (in radian)=-1, -0.4, 0, 0.4 and 1 from top row to bottom row respectively 
of Zernike modes Z3=4—.22 (from left to right) , and (c) Linear plot of /x /y 	, aberrated 
with ORms (in radian)=-1, -0.4, 0, 0.4 and 1 from top row to bottom row respectively of Zernike 
modes Z3=4-.22 (from left to right). Each intensity plot is normalised by the maximum intensity 
in the corresponding middle row representing the unaberrated PSFs. 
Focal plane intensities of a linearly (along X) polarised helical beam of topological 
charge 1, aberrated with various Zernike modes Zi, (j = 4 	22) are calculated using 
equation 5.40. Figures 5.20 (a) , (b) and (c) show the focal PSFs with lateral (X+Y), 
axial (Z) and resultant (X+Y+Z) polarisations respectively in the presence Zernike mode 
j=4 to j=22 (from left to right) in the entrance pupil. The laterally polarised PSFs 
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PSFs show deviations from the low NA PSFs due contributions from the axially polarised 
components. 
5.5.2 Left circularly polarised helical beam 
Equation 5.40 is then employed to pupil functions describing a left circularly polarised 
helical beam. Aberrated focal plane intensity patterns are simulated for a helical beam 
of topological charge +1. Figures 5.21 (a) , (b) and (c) show the focal PSFs with lateral, 
Figure 5.21: (Simulation results for a left circularly polarised helical beam and a lens with 
a = 1.125) (a) Linear plot of /x + /y, aberrated with ORms (in radian)=-1, -0.4, 0, 0.4 and 1 
from top row to bottom row respectively of Zernike modes Za=4_.22 (from left to right) (b) Linear 
plot of /z, aberrated with ORms (in radian)=-1, -0.4, 0, 0.4 and 1 from top row to bottom row 
respectively of Zernike modes Zi=4-.22 (from left to right) , and (c) Linear plot of Ix + IY + 1z, 
aberrated with ORms (in radian)=-1, -0.4, 0, 0.4 and 1 from top row to bottom row respectively 
of Zernike modes Zj=4—.22 (from left to right). Each intensity plot is normalised by the maximum 
intensity in the corresponding middle row representing the unaberrated PSFs. 
axial and resultant polarisations respectively in the presence Zernike mode j=4 to j=22 
in the entrance pupil. The laterally polarised PSFs show similar response to the presence 
of various Zernike modes as a linearly polarised helical beam. A left circularly polarised 
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helical beam can also be obtained by combining a radially polarised and 7r/2 out of phase 
azimuthally polarised beam. This property is also evident from aberration effects on the 
axially polarised PSFs of the left circularly polarised helical beam which look similar to 
those of the axially polarised PSFs of the radially polarised beam. Resultant intensity 
pattern however is dominated by the laterally polarised component. 
5.5.3 Right circularly polarised helical beam 
Aberrated focal plane intensity patterns are also simulated for a right circularly polarised 
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Figure 5.22: (Simulation results for a right circularly polarised helical beam and a lens with 
a = 1.125) (a) Linear plot of Ix + ly, aberrated with ORMS (in radian)=-1, -0.4, 0, 0.4 and 1 
from top row to bottom row respectively of Zernike modes Zj=4—.22 (from left to right) (b) Linear 
plot of /z, aberrated with ORms (in radian)=-1, -0.4, 0, 0.4 and 1 from top row to bottom row 
respectively of Zernike modes Zj=4—,22 (from left to right) , and (c) Linear plot of Ix ly + 
aberrated with ORMs (in radian)=-1, -0.4, 0, 0.4 and 1 from top row to bottom row respectively 
of Zernike modes Z3=4_,22 (from left to right). Each intensity plot is normalised by the maximum 
intensity in the corresponding middle row representing the unaberrated PSFs. 
Figures 5.22 (a), (b) and (c) show the focal plane intensities /x+./y, /z and /x+/y-Fiz 
respectively aberrated with Zernike modes j=4 to j-22 (from left to right). It is clearly 
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Figure 5.23: (Simulation results for an azimuthally polarised helical beam and a lens with a = 
1.125). Linear plot of ix+ Iy,  , aberrated with QSRMS  (in radian)=-1, -0.4, 0, 0.4 and 1 from top row 
to bottom row respectively of Zernike modes Z3=4-.22 (from left to right). Since the /z is equal to 
zero, the resultant intensity, /x + /y + /z plot is identical to the /x + Iy plot. The Intensity plot 
is normalised by the maximum intensity in the middle row representing the unaberrated PSFs. 
noticed that the focal PSFs show the same aberration effects as in the case of low NA 
helical beams. An important result, for applications relying on zero on-axis focal intensity 
of right circularly polarised helical beam, can be derived from figure 5.22 (b), which 
suggests that in the presence astigmatism the axially polarised PSF may have non zero 
on-axis intensity. 
5.5.4 Azimuthally polarised beam 
Equation 5.40 is applied to an azimuthally polarised pupil function to simulate the aber-
rations effects on the intensity PSFs. Figure 5.23 shows linear plots of Ix + Iy in the 
presence of Zernike mode j=4 to j=22 (from left to right) of magnitude ORmS= -1, -0.4, 
0, 0.4 and 1, from top to bottom. 
It is noticed that the laterally polarised intensity patterns show similar responses to 
the various Zernike modes as that of a helical beam, already discussed in chapter 4. 
However unlike the helical beam, the intensity PSFs of an azimuthally polarised beam 
does not show ultra sensitivity to Zernike modes Z5,6 and Z12,13 representing primary 
and secondary astigmatism. Since the axially polarised PSFs have zero intensities, the 
resultant intensity Ix + Iy Iz is identical to the laterally polarised intensity Ix + Iy .  
An important behaviour of the azimuthally polarised beam observed is the zero on-axis 
intensity even after the introduction of aberration up to ORALS = 1. 
5.5.5 Radially polarised beam 
Intensity patterns in the focal plane of a radially polarised pupil aberrated with Zernike 
modes j=4 to j=22 are computed. Figures 5.24 (a), (b) and (c) show the laterally polarised 
intensity(Ix Iy ) , axially polarised intensity (Iz) and resultant intensity (Ix /y Iz) 
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Figure 5.24: (Simulation results for a radially polarised helical beam and a lens with a = 1.125) 
(a) Linear plot of Ix + Iy, aberrated with ORms (in radian)=-1, -0.4, 0, 0.4 and 1 from top row 
to bottom row respectively of Zernike modes Zi=4—.22  (from left to right) (b) Linear plot of 
aberrated with ORms (in radian)=-1, -0.4, 0, 0.4 and 1 from top row to bottom row respectively 
of Zernike modes Z3=4—.22 (from left to right) , and (c) Linear plot of Ix + /y + /z, aberrated 
with ORms (in radian)=-1, -0.4, 0, 0.4 and 1 from top row to bottom row respectively of Zernike 
modes Z3=4_,22 (from left to right). Each intensity plot is normalised by the maximum intensity 
in the corresponding middle row representing the unaberrated PSFs. 
respectively. 
It is noticed that the laterally polarised PSFs look similar to those in the case of 
an azimuthally polarised beam. Likewise the azimuthally polarised beam, it also shows 
relatively less sensitivity to the presence of astigmatism (i.e. Z5 and Z6). The intensity 
PSFs with axial polarisation show responses to the Zernike modes very similar to those 
of a normal beam. It is interesting to note that the axially polarised intensity profile 
shows very little response to the presence of defocus (Z4) and spherical aberration (Z11). 
However it shows moderate sensitivity to the presence of astigmatism. The resultant 
intensity patterns suggest that in the presence of Z5, Z6 , Z9 and Z10 the on-axis intensity 
become smaller than the maximum off-axis intensity. 
In order to examine the aberration effects on the peak on-axis axially polarised inten-
sity, Strehl ratios for the axially polarised focal PSF in the presence of various Zernike 
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Figure 5.25: Strehl ratio plots for the axially polarised PSFs in the presence of Zernike mode (i) 
j=4, 6, 8, 10, 11 and 12, and (ii) j=14, 16, 18 and 20. 
modes are computed. Figures 5.25 (a) and (b) show the Strehl ratios as a function of ORms 
of the introduced Zernike modes. The plots show that the Strehl ratios drop between 0.45 
to 0.2 in the presence of ORms = 1 of a few typical Zernike modes in the entrance pupil. 
It is seen that the drop in Strehl ratio is maximum in the presence of Zernike mode (j=5 
and 6) and (j=9 and 10). 
5.6 Summary 
Focal field expressions for an X polarised incident beam suggested by Richards and Wolf 
were described and similar expressions for a Y polarised incident beam were derived. 
Properties of the vector PSF for a linearly polarised beam were discussed and asymmetry 
in the PSF as a function of the numerical aperture of the focusing lens were presented. 
Focal field expressions for linearly polarised helical beams with integral topological charge 
were obtained and later used to write similar expressions of circularly polarised helical, 
azimuthally and radially polarised beams. Two ways of improving the on-axis axially 
polarised intensity relative to maximum laterally polarised intensity for a radially polarised 
beam were discussed. 
A Fourier transform form, in the cartesian co-ordinate system, of the Richards and Wolf 
vectorial theory was presented as a simple way to compute focal fields for complicated or 
pixellated pupils. The FT form of the vectorial theory was used to study the aberration 
effects on a number of important vector beams. Results suggest that unlike helical beams 
the focal PSFs of azimuthally and radially polarised beam do not show ultra-sensitivity 
to the presence of astigmatism. Similar results for right circularly polarised beam suggest 




Design and implementation 
aspects of the confocal system 
with programmable optics 
6.1 Introduction 
This chapter describes the design, implementation and performance of a laser scanning 
confocal system that incorporates programmable intensity, phase and polarisation control 
of the illumination beam. The first section of the chapter describes a vector beam forming 
unit consisting of simple and inexpensive optical components which, in conjunction with 
an FLCSLM assembly, plays the role of programmable control of the illumination beam 
of the confocal system. In the second section of the chapter a new beam scanning setup 
is introduced. The new setup comprises an on-axis X scan mirror and an off-axis Y scan 
mirror arranged in such a way that the movement of the projected pupil plane, as a 
beam is scanned, is minimum. The presented XY scanner arrangement, which is adopted 
for the confocal system, has advantages over other known scanner arrangements used in 
confocal systems, in terms of reducing the lateral movement of the beam in the pupil 
plane with minimum use of optical elements. The third section describes the assembling 
and working of the complete confocal system. Performance of the confocal system built 
is described section four, which includes active aberration correction and fast switching 
between polarisation modes of the illumination beam. Results obtained with both the 
bright field mode and fluorescence mode of the confocal system are presented. 
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Figure 6.1: Optical setup for arbitrary pupil plane polarisation. 
6.2 	Implementation of arbitrary pupil plane polarisation 
In order to achieve control over the complex amplitude and polarisation profile of the 
illumination beam of a confocal system, an extra element has to be introduced in the 
beam path. Input to the element is a collimated beam obtained from a laser and the 
output is a collimated beam with custom defined complex amplitude and polarisation 
profile. 
The method used in the applications described in chapter 4 generates a complex wave-
front with a linear polarisation. Neil et al. extended this technique for implementing 
arbitrary pupil plane polarisation using a Wollaston prism and a multiplexed hologram 
written onto a FLCSLM device [44]. In this proposed system however the arbitrary pupil 
plane polarisation is achieved with a simple combination of a polarising beam splitter and 
two right angled prisms in lieu of a Wollaston prism, in conjunction with the FLCSLM 
display panel. With the new arrangement instead of a duplex hologram [44] two separate 
holograms are written onto the FLCSLM for independent control of X and Y polarisa-
tions. The new arrangement has improved light efficiency and simpler hologram design 
relative to the arrangement using a wollaston prism, since new FLCSLM devices have a 
large active area sufficient to write two separate holograms onto it. Moreover there is 
an added advantage in terms of cost as the arrangement is much less expensive than a 
wollaston prism 
As shown in figure 6.1, the arrangement consists of a polarising cube beam splitter 
with two right angled prisms stuck to the two sides of the cube. The two orthogonal faces 
of the prism, one of which is in contact with the cube have the same dimensions as the 
face of the cube. The display panel of the FLCSLM is positioned above the beam splitter 
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pin hole 
Figure 6.2: Ray diagram for the beam splitter and right angled prism assembly. 
and prism assembly in such a way that the upward looking orthogonal faces of the two 
prisms are opposite to two non-adjacent quarters of the display panel. The beam splitter 
and prism assembly is mounted on a platform that can be rotated and moved in three 
mutually perpendicular directions with respect to the display panel. 
The working of the arrangement can be understood from the ray diagram in figure 6.2 
in connection with the setup in figure 6.1. A collimated laser beam (1) with appropriate 
polarisation is incident on side A of the polarising beam splitter, which is then split into S 
and P polarised components at face B. S and P polarised components (2 and 3) of equal 
amplitude are then incident at C and E, on the faces of the prisms opposite to the right 
angles. It is to be noted here that the two incident beams have the same polarisation 
with respect to the display panel. The reflected beams 4 and 5 are then incident on the 
FLCSLM display panel at D and F. As shown in figure 6.1 two holograms are written in the 
circular areas on the panel around D and F to introduce independent phase modulations 
to the S and P polarised beams. With this arrangement the beams diffracted by the 
holograms (6 and 8) have polarisations rotated by an angle of about 66° with respect to 
the polarisations of 4 and 5. The diffracted beams then get reflected at C and E as 7 and 
9. About 80% of the amplitude in 7 and 9 gets transmitted and reflected respectively at 
B. 
By further introducing a half wave plate between the beam splitter-prism assembly and 
the FLCSLM panel the polarisations of 4 and 5 can be rotated clockwise by 22.5° which 
then give 90° rotation of polarisations in the diffracted beams and hence 100% reflection 
and transmission respectively at B, although this is not done in practice. The X and Y 
polarised beams then emerge from the beam splitter as 11 and 10. The unmodulated 
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Figure 6.3: A 4f relay system comprising two lenses of focal length f. 
DC components of 4 and 5 after reflection from the panel get reflected and refracted 
respectively along 12. The two beams 10 and 11 are then focused by a lens at G. The 
tilt introduced to the diffracted beams by the two holograms can be adjusted so as to 
overlap the two corresponding +1 diffraction orders, which are then isolated from the rest 
using a pinhole. The isolated orders are then collimated using another lens to rejoin the 
illumination path of the confocal system, as shown later in figure 6.11. 
6.3 Scanner unit with a novel off-axis scan mirror 
Conventional beam scanning confocal systems employ two plane scan mirrors as the beam 
deflecting devices. One of the scan mirrors deflects the beam horizontally (along the X 
direction) to perform the line scanning while the other mirror deflects it vertically (along 
the Y direction) to perform the frame scanning. In order to avoid vignetting and to ensure 
that the entrance pupil or the BFP is always filled, both the mirror surfaces should be 
located in a "zero deflection plane" [4]. This can be achieved by introducing a 4f relay 
system between the scan mirror and the BFP. As seen in figure 6.3 any ray within the 
segment AA' also enters the segment BB' irrespective of the direction of the ray so that 
BB' is a "zero deflection plane" with respect to the AA' plane. 
Although in the figure both the beams (dotted and solid lines) are collimated, this is 
also valid for converging or diverging beams. Assuming the BFP to be coinciding with 
the plane BB', one of the scan mirrors (say Y) is positioned in the plane AA'. A similar 
arrangement is necessary for the other scan mirror (say X). To achieve this another 4f 
relay system is introduced between the X mirror and Y mirror in such a way that the Y 
mirror is at the "zero deflection plane" of the second 4f relay system. Thus the second 
relay optics images the X scan mirror onto the Y scan mirror, as shown in figure 6.4 so 
that both the mirrors are now conjugate to the BFP. 
However lens based relay optics can suffer from monochromatic aberrations such as 
field curvature, astigmatism and spherical aberration. Moreover it is also susceptible to 
chromatic aberrations and hence is not suitable if the same arrangement is to be used for 
different illumination wavelengths. An achromatic scanning system was implemented in 
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Figure 6.4: X scan mirror imaged on Y scan mirror with a 4f system. 
Y scanner 
X scanner 
Figure 6.5: Y mirror sitting on an arm of length / and the X scan mirror positioned at the 
midpoint of the arm. 
the Bio-Rad scan head by substituting the two lenses in the relay optics with two concave 
mirrors again arranged in a similar afocal setup [110]. Although the arrangement has 
the advantage of being achromatic, as one of the mirrors rotates, the focal spot does not 
precisely describe a straight line due to a small amount of astigmatism introduced by the 
two concave mirrors. This issue was later resolved in a scanning system where the two 
concave mirrors are replaced by a special single mirror which is designed to be rotationally 
symmetric with respect to each rotation axis of the two scanners [111]. This system can 
reduce the amount of astigmatism and movement of the centre of the incident beam on 
the BFP with respect to its centre over a given angular range. 
Unfortunately arranging relay optics in between the two mirrors is often a tedious job 
as the optical requirements are stringent. Additionally it makes the system complicated 
and bulky. The scanning unit in the Zeiss confocal microscope consists of the XY scan 
mirrors which are kept as close as possible to one another. The lateral movement of the 
beam on the BFP is minimised by making the plane midway between the two scan mirrors 
a conjugate plane. 
Imaging accuracy is further improved in an entirely new kind of scanner unit, reported 
in US patent 5170276, where one of the scan mirrors is made off axis and the other scan 
mirror is disposed at midway between the first mirror and the rotation axis of the first 
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scanner [1]. The two scanners are geometrically arranged, as shown in figure 6.5 in such 
a way that for a small angle rotation of the off-axis scan mirror, a beam deflected by this 
mirror is incident on the second mirror at an angle equal to twice the angle of rotation. 
As the off-axis scan mirror rotates through a small angle, the reflected beam impinges at 
a point on the second scan mirror that has reduced movement with respect to the centre 
of the second scan mirror. It is reported that with an off-axis arm length 1=20 mm, and 
for a scanning angle of +5°, there is a movement of the impinging beam of only 0.08 mm. 
An equivalent figure for the Zeiss XY scanner unit (i.e. separation between the X and Y 
scan mirrors equal to 10 mm) is 0.87 mm. 
The arrangement of an on-axis and an off-axis scan mirrors [1] can thus reduce the 
beam movement while scanning, however it is still not optimised to minimise beam move-
ment at the BFP. Moreover the same arrangement may not be feasible or suitable for an 
arbitrary dimension of the mirror. Therefore a general arrangement is investigated con-
sidering all the configuration variables in order to determine an optimised off-axis scanner 
arrangement. 
6.3.1 Generalised expression for optimum imaging performance 
In order to derive a general expression for the scanner positions giving optimum perfor-
mance, the diagram as shown in figure 6.6 is considered. The off-axis scan mirror sits on 
an arm of length 1, with the scanner axis at 0. In the equilibrium position of the scanner 
(solid dark lines) the arm lies along OM making an angle 0 with the vertical axis. A 
collimated beam of light (beam I) is incident at an angle 7,b with the plane of the off-axis 
scan mirror (sitting at M on the arm OM with its plane normal to the plane of the paper) 
in the equilibrium position and is reflected as beam Ro (vertical only if '=45°). As the 
scanner rotates by an angle 0, the off-axis scan mirror takes the new position shown by 
dashed dark lines, with the arm along OM'. The reflected beam (beam Ro) now makes 
an angle of 20 with respect to the line along Ro, P being the point of intersection between 
the two lines. In the limiting case as 0 	0, the plane normal to beam Ro and passing 
through P gives the best position of the other scan mirror to minimise the movement of 
the beam with respect to the centre of the second mirror. The pupil plane of the imaging 
system is then projected at P1P2, with the scan mirrors positioned in such a way that in 
the equilibrium position of the off axis scanner it coincides with the second mirror. The 
line segment MP (defined as the distance between the point of impingement on the steady 
state off-axis mirror and the point of intersection between beam Ro and beam Ro, along 
beam Ro) is named h and is a function of 0 for given values of V), 0 and 1. In order to get 
zero movement of the reflected beam with respect to the centre of the second mirror, over 
an angular range, change in h with change in 0 should vanish. It can be shown that this 
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x 	d 
j.dy 
Figure 6.6: Ray diagram describing the off-axis scan system. 
condition can be achieved for small small scan angles (i.e 	0). 
Using the symbols as described in figure 6.6 and simple trigonometry, one can write 
x = /sine 	 (6.1) 
dx = l(sin(0 + — x) 	 (6.2) 
dy = 1(cos(0) — cos(6 + 0)) 	 (6.3) 
and hence 
d = dx — dy cot(b + 	 (6.4) 
Using the expression for d and applying the trigonometric identity sin A = sin B = sine C on 
the triangle PMN, one derives 
h = dsin{7r 2(° °)} 
sin(2q) (6.5) 
For a given value of 0, the value of 0(=0,) giving the minimum variation in h as a function 
of 0 can be obtained by solving the equation 
(6.6) h(q5) dq5  = 0 0=o 
The value of h that corresponds to 0 = 0, is termed hops. 
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As the arm OM rotates through an angle (b. the projected pupil moves from PiPP2 to 
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Figure 6.7: Shift in the centre of the projected pupil and point of impingement on the X mirror. 
of the projected pupil along and perpendicular to beam Ro respectively. Also the point 
of impingement on the mirror X has moved from P to X and the corresponding shift is 
denoted as PX0. It is easy to see that the shift in the projected pupil is caused by the non 
zero value of d. Hence PX0 and PSZ0 can be expressed as (h — hopt ) tan(20) and d sin(20) 
respectively. 
Figures 6.8 (a) and (c) show plots of hops , PSZ0 and PX0 normalised by the arm length 
1, as a function of zb (going from 0 to 90°). The plots of PSZcb and PX0, calculated for 
an off-axis arm swing of +5°, show that there exists a trade-off between axial shift in 
projected pupil and shift in the point of impingement on the X mirror, the former giving 
best performance for b 	90° and the latter giving the best performance for V) 	0°. 
From the plots of hops and °m, one can determine a feasible configuration of the scanner 
system giving the optimum performance for a given value of 7,b. Figure 6.8 (b) shows 
the plot of Om as goes from 0 to 90°. It can be found from the above plots that for 
/// = 45°, the optimised off-axis scanner configuration is described by Om = 18.5° and 
hops = 0.31. The non-optimised off-axis scanner setup, reported in US patent 5170276 [1], 
can be described by setting the parameters = 45°, Om = 0 and h = 0.5. The parameter 
PX0 normalised by the arm length 1 is plotted for both the off-scanner configurations as a 
function of the scan angle (b and is seen in figure 6.8 (d). It is found that the value of P.X.0 
for (b = 5° for the non-optimised off-axis scanner is 0.08 mm considering an off-axis arm 
length 1 = 20 mm, as reported [1], while the equivalent value for the optimised scanner is 
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6.3 Scanner unit with a novel off-axis scan mirror 
1p (in degrees) 
Figure 6.8: (a) hopt and PSZ4, 	= 5°), normalised by 1, vs plot , (b) Om vs 0 plot, (c) PX,/, 
(0 = 5°)normalised by 1 vs plot and (d) PX,i, normalised by 1, vs 0 plot (-5° > < —5°) for 
the optimised off-axis scanner setup (h = hw), using 0 = 45° and for the off-axis scanner setup 
(h = 0.5) as described in US patent 5170276 [1]. 
0.008, which is an improvement by a factor of 10. It is noticed that for smaller values of 0 
the better performance of the optimised arrangement becomes more evident. For example 
PX4), for 0 = 1°, is smaller by a factor of 50 in the optimised configuration compared to 
the non-optimised one. 
6.3.2 Selecting the right scanner configuration 
The adopted arrangement of the XY scanner is shown in figure 6.6. In order that the 
incident and emergent beams follow orthogonal paths, the value of V) for the proposed 
scanner unit as is taken as 45°. The corresponding values of hops and Om giving optimum 
scanning performance are then obtained from the plots in figure 6.8 which are found to be 
0.321 and 18.48°. In the steady-state the X mirror plane makes an angle of 45° with respect 
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6.3 Scanner unit with a novel off-axis scan mirror 
to the beam Ro so that the beam emerging from the scanner unit is at right angles with 
respect to the incident beam. In order to reduce the load on the Y scanner the arm length 
I should be as small as possible depending on the physical dimensions of the two mirrors. 
With this configuration the shift of the point of impingement (i.e PXo in figure 6.8 ) is 
found to be 0.00041, smaller by a factor of 10 than the corresponding figure obtained with 
the off-axis scanning system described earlier [1]. Considering the maximum swing of the 
two scanners to be ±0,,„x, the minimum feasible length I is given by 
where mdi and md2 are the dimensions of the X and Y mirrors, parallel to the mirror 
planes and measured normal to the mirror axes, and dy is given by equation 6.3. For 
the proposed system mdi and md2 are 28 mm and 22 mm respectively, which gives 1=60 
mm and hopt-=19.2 mm for Omax "a 12°. The final configuration of the scanning system is 
Figure 6.9: (a) Configuration of the scanning system (b) Shifts in the projected pupil plane 
along Y (PSY(b) and Z (PSZ4,) as a function of the scan angle O. 
shown in figure 6.9 (a). Shifts in the projected pupil plane along Y (PSY0) and Z (PSZ0) 
as a function of the scan angle cb , obtained using the adopted configuration parameters 
are shown in 6.9 (b). For Omax = ±1°, PSY0 and PSZ0 are found to be 0.023 mm and 
0.66 respectively. 
Another useful parameter to assess the performance of the scanner is the clear aperture 
available for the imaging system, which can be defined as the diameter of the beam that 
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Figure 6.10: Diameter of the unobstructed beam for a scan angle of ± of (a) Y scan mirror 
and (b) X scan mirror. 
can be determined by considering the effect of each scan mirror separately. Figure 6.10 
(a) shows the unobstructed diameter (DYu) of an incident beam as the Y mirror scans 
through ±0. Considering the geometry in figure 6.10 (a) one can easily write 
DYu = mdi cos — {1(cos(0 — — cos(0 + 0)) 
	
(6.8) 
— 2 1 (sin(0 + 0) — sin(0 — 0))1 
which can be simplified as 
DYu 	= md1 cos '0 — sin 0(2/ sin 0 — md1  cos 0) 
	
(6.9) 
Substituting the values of 1, V, Om for the scanner configuration and assuming 0 = 5°, in 
the above expression DYu is found to be 18.2 mm. Considering the effect of the X scan 
mirror on the clear aperture as it scans through ±0, it is seen from figure 6.10 (b) that 
the unobstructed diameter DXu can written as 
DXu = md2 sin(i — q) 	 (6.10) 
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6.4 The complete setup of the beam scanning microscope 
Figure 6.11: Block diagram of the confocal setup. 
This gives DXu=14.1 mm for 0 = ±5°. Therefore considering the effects both of the scan 
mirrors together the clear aperture available has a diameter of 14.1 mm. 
6.4 	The complete setup of the beam scanning microscope 
As shown in figure 6.11 the laser beam (A=532 nm) is expanded by the beam expander BX 
and is then incident on the polarising beam splitter-prism assembly. The half wave plate 
is used to rotate the incident polarisation so that the X and Y polarised diffracted beams 
are equal in intensity. With the appropriate tilt factors in the two holograms written onto 
the FLCSLM panel and the relative orientation of the panel with respect to the beam 
splitter-prism assembly, +1 diffraction orders of the X and Y polarised diffracted beams 
can be made parallel to the optic axis and then isolated from the unwanted diffraction 
orders using the iris diaphragm. The FLCSLM panel is on a plane conjugate to the 
BFP which is then relayed onto the X mirror in the scanner unit after being reflected by 
the beam splitter. The beam splitter used is a 50/50 non-polarising cube beam splitter 
for reflected light microscopy and an appropriate dichroic beam splitter for fluorescence 
light microscopy. Another set of relay optics then images the X mirror onto the BFP of 
the objective lens. The specimen sits on a piezo electric stage (NanoScanZ Piezo, Prior 
Scientific) that can move it axially at a rate of 10ms per step with an accuracy of the order 
of a nanometer. Reflected or fluorescent light from the sample plane is collected by the 
objective lens and follows the same path as the illumination beam. After being descanned 
by the scanner unit the beam is transmitted by the beam splitter and then focused by 
a lens onto a pinhole. A photo multiplier tube (PMT) (H8249-102, Hamamatsu) then 
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new bit plane sync 
pixel clock --►I Scanner unit start new line sync 
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PIC microcontroller  Frame grabber 
image data 
start scan PC display hologram 
Figure 6.12: Block diagram representation of hologram display, scanning and data acquisition 
components of the confocal system. 
collects the light transmitted by the pinhole. 
6.4.1 Scanning and data acquisition 
The beam scanning and data acquisition of the confocal system need to be synchronized 
with the refresh rate of the FLCSLM, which is accomplished in a manner as shown in the 
block diagram in figure 6.12. It is essential because between the display of two consecutive 
bit planes (i.e. one +ve and the other -ye) the pixels in the FLCSLM panel go through 
a transition stage when intensity in the diffracted beam drops to zero. Each line scan 
performed by the the X scan mirror is completed within the active period of one of the 
bit planes. 
The image acquisition process of the confocal system starts after the control software in 
a PC sends a 'start scan' signal to the scanner unit to render it active. In the active mode 
the scanner waits for a 'start new line sync' to start each line scan. The same software, 
via the PC graphics card, writes an appropriate hologram on to the FLCSLM panel. The 
synchronisation signal, generated by the FLCSLM driver board, at the beginning of each 
new bit plane displayed on the FLCSLM panel, is sent to a PIC micro controller unit, 
which then generates a 'start new line sync' signal for the scanner unit. On receipt of the 
`start new line sync', the scanner unit starts a new line scan and simultaneously sends 
an acknowledgment signal to the PIC micro controller unit. Immediately after receiving 
the response back from the scanner unit, the micro controller unit starts a pixel clock. 
A frame grabber card (PCI703-S8A, Eagle Tech) samples the analog signal arriving from 
the PMT using the pixel clock generated by the PIC micro controller unit. The scanner 
unit is programmed to increment the Y scan mirror position by a step size dependent on 
the X dimension of the voxel, at the end of each line scan, and to fly back to its initial 
position at the end of a specific number of lines equal to the number of lines specified in 
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6.4 The complete setup of the beam scanning microscope 
Figure 6.13: Graphical user interface(GUI) for the confocal system. 
an image frame. The image data from the frame grabber is sent to the PC, where the 
control software converts them into an electronic image. 
With the present arrangement of the confocal system the 3-bit plane sequence file is 
used in the FLCSLM device. Thus the maximum dual time for each line in the image is 
3.2 ms. An electronic image of the specimen can be formed over an area of 256x 256 or 
512x512 pixels at a rate of 180 lines a second. With the piezo stage XZ sections of the 
specimen can also be scanned over 256x 256 pixels at a rate of 4 seconds per image. 
6.4.2 Graphical user interface 
The user has control over all the scanning and data acquisition activities with the help of a 
graphical user interface (GUI), as shown in figure 6.13, written on a PC using the Labview 
programming environment. The GUI controls the phase, amplitude and polarisation of 
the beam at the BFP by writing the appropriate hologram onto the FLCSLM. It has the 
option of switching amongst various polarisation modes of the illumination beam such as 
linear polarisation, circular polarisation, radial polarisation and azimuthal polarisation. 
One useful feature of the program is to add or subtract various Zernike mode aberrrations 
(from j=4 to j=22), separately, into or from each of the X and Y polarised illumination 
beams. To facilitate active aberration detection and correction the program can switch 
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Figure 6.14: (a) and (c) 200 nm gold particles with a helical beam before correction and after 
partial correction respectively (b) and (d) 200 nm gold particles with the corresponding normal 
beam before correction and after partial correction respectively, and (e) image of USAF resolution 
test chart (group 7, element 6) showing dimension of the scanned area (over 256x256 pixels). 
Images are freely normalised and displayed using a colormap represented by the colorbar shown. 
(Using x 60, 1.2 NA, Olympus water immersion lens and pin hole open 	2 Airy disc)). 
from a normal phase profile to helical phase profile of the beam. It also has the option of 
aberration detection and correction using modal wave front sensing [87]. 
6.5 	Performance of the confocal system 
6.5.1 Aberration correction using helical illumination beam 
At the outset of the experiment the illumination beam of the confocal system is corrected 
for non-rotationally symmetric aberrations by switching to a helical mode. This is imple-
mented by imaging 200 nm diameter gold particles in reflected light with the confocal pin 
hole open 	2 Airy disc). As the diameter of the particle is smaller than the illumination 
PSF, an isolated gold particle can be assumed to be a point scatterer. Thus when it is 
scanned with a beam its image becomes a replica of the corresponding PSF. The uncor-
rected illumination beam contains aberrations coming from small misalignments in the 
optical components and to a large extent from the FLCSLM panel itself. The presence 
of aberrations in the beam is evident from the image of the gold particles with a helical 
illumination beam, as seen in figure 6.14 (a). The distortions in the doughnut shaped 
intensity pattern indicates the presence of certain non-roationally symmetric aberrations 
which can be identified using the scheme described in chapter 4. However from the cor- 
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Figure 6.15: Images (field of view 8pm x8p,m, using x60, 1.2 NA, Olympus water immersion 
lens, pin hole size 1.5 airy disc) of 200 nm gold particles in reflected light (a) XY sample plane 
with helical beam, (b) XY sample plane with normal beam, (c) XZ sample plane with helical beam, 
and (d) XZ sample plane with normal beam. Images are freely normalised and displayed using a 
colormap represented by the colorbar shown. 
responding image with the normal beam, as seen in figure 6.14 (b), the distortions in the 
normal PSF are less evident. The illumination beam is then partially corrected by adding 
the required correction phases. Figures 6.14 (c) and (d) show images with the partially 
corrected beam similar to those in figures 6.14 (a) and (b). It is noticed that the signal 
level has significantly improved after the partial correction (i.e. the maximum signal in the 
encircled area in figures 6.14 (d) is 10% higher than the maximum signal in the encircled 
area in figure 6.14 (b). The dimension of the field of view is about 8/im x 8itm for an 
image over 256 x 256 pixels, which is evident from the image of the USAF resolution test 
chart (group 7, element 6) seen in 6.14 (e). 
Gold nano particles are again imaged in the reflected light with a much better corrected 
illumination beam. Figures 6.15 (a) and (b) show the the XY sample plane illuminated 
with a helical beam and a normal beam respectively. The doughnut shaped PSFs in the 
image with helical beam suggest the beam has been corrected to a large extent for non-
rotationally symmetric aberrations. This is also evident from the XZ section of the PSF 
with helical beam and normal beam as seen in figure 6.15 (c) and (d). The two images 
are taken by scanning the sample along a line through the bead at A in figures 6.15 (a) 
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Figure 6.16: (a) USAF resolution test chart (group 6, element 7), (b) intensity plots along a line 
parallel to X axis for a number of frames with the stripes of the resolution test chart perpendicular 
to the line, and (c) intensity plots along a line parallel to Y axis for a number of frames with the 
stripes of the resolution test chart perpendicular to the line. (using x60, 1.2 NA, Olympus water 
immersion lens). 
and (b) moving the sample plane axially (along Z) for each line. 
6.5.2 Imaging peformance: frame to frame stability 
For objects which appear less bright in the reflected or fluorescent light it may be useful to 
integrate the signals over several frames. For such operations the frame to frame stability 
of the imaging system becomes a crucial parameter. This particular characteristic of 
the system essentially depends on the repeatability of the scanner unit over different 
frames assuming the sample plane and rest of the system are perfectly stable. In order to 
determine the frame to frame stability of the system the smallest element in the USAF 
resolution test chart is imaged. Figure 6.16 (a) shows the image element 7, group 6 of the 
USAF resolution test chart. To look at the frame to frame stability of the X scan mirror, 
the stripes in the element are kept perpendicular to the line scan. Figure 6.16 (b) shows a 
number of intensity plots along particular line, with each plot corresponding to a different 
frame but same position of the Y scanner mirror. By zooming in to an edge around pixel 
number 64 it is noticed that the X scanner instability at that location is about 2 pixels (1 
pixel 2-..31nm). The test chart is then rotated by 90° so that the stripes in element 7 group 
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Figure 6.17: (using x 60, 1.2 NA, Olympus water immersion lens) Images (8pm x 8pm) of 200 nm 
gold particles in reflected light with (a) X polarised beam, (b) Y polarised beam, and (c) radially 
polarised beam. Images are freely normalised and displayed using a colormap represented by the 
colorbar shown. 
6 are now perpendicular to the Y scanning direction. Figure 6.16 (c) shows intensity plots 
along a line at a fixed X scanner position for different frames. From the magnified plot 
at an edge about pixel number 50 it is noticed that the Y scanner instability is about 1.5 
pixels. 
Prom the two measurements it is observed that frame to frame repeatability of the Y 
scanner is marginally better than the X scanner. The overall instability which is about 
2 pixels is considered negligible as meaningful signal is still limited by Nyquist sampling 
rate. 
6.5.3 Imaging in reflected light 
In order to demonstrate fast switching between polarisation states of the illumination 
beam, the gold nano particles are imaged with various polarisation modes implementable 
with the GUI. Figures 6.17 (a), (b) show the gold particles in reflected light when illu-
minated with X polarised and Y polarised beams respectively. It is clearly seen from 
the white encircled areas in the two images that the nano particles have a polarisation 
dependent reflection. Since reflection from a single gold bead is polarisation independent, 
this anomalous behaviour of the beads in the encircled location can be attributed to the 
polarisation sensitive reflection by a clump of beads rather than a single bead. Figure 
6.17 (c) shows the gold particle when illuminated with a radially polarised beam. It is to 
be noted that the PSFs thus obtained have doughnut shapes indicating that the reflected 
light mainly comprises of the laterally polarised components. 
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Figure 6.18: (using x60, 1.2 NA, Olympus water immersion lens) Images (25pm x 25pm) of 
HEK293 cells stained with (a) di-4ANEPPDHQ excited with (b) X polarised beam, and (c) Y 
polarised beam. Images are freely normalised and displayed using a colormap represented by the 
colorbar shown. 
6.5.4 Imaging in fluorescent light 
HEK293 cells are stained with a membrane specific dye called di-4-ANEPPDHQ shown 
in figure 6.18 (a). The dye has an excitation range of 380-550 nm and an emission range 
of 530-700 nm [1121. In the cell membrane the molecules arrange themselves parallel to 
the phospholipids so that the chromophores attached to them are normal to the cell mem-
brane. Figures 6.18 (b) and (c) show the fluorescent images of the HEK293 cells excited 
with X polarised and Y polarised beams respectively. The chromophore is excited more 
efficiently if its absorption dipole moment is parallel to the polarisation in the excitation 
PSF. Consequently the fluorescence rate from the chromophore is a function of the angle 
between the absorption dipole moment and the direction of the excitation electric field. 
This property is very clearly observed in the two images of HEK293 cells. Since in the 
region near A the cell membrane is parallel to the X axis, the absorption dipole moments 
in the membrane are parallel to the Y axis. Therefore the chromophores in the cell mem-
brane near A are more efficiently excited by the Y polarised light than by X polarised light 
and hence appear brighter in 6.18 (c) than in 6.18 (b). The membrane near B is parallel 
to the Y axis, therefore a reverse effect is observed in this region in the two images. 
Fluorescent images of human T cells, stained with di-4-ANEPPDHQ, are taken using 
different polarisation modes of the excitation beam. Figures 6.19 (a), (b) and (c) show im-
ages with X, Y and Z polarised excitation beams. A similar anisotropy effect, as observed 
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Figure 6.19: (using x60, 1.2 NA, Olympus water immersion lens) Fluorescent images of human 
T cells excited with (a) X polarised beam, (b) Y polarised beam, and (c) radially polarised beam. 
Images are freely normalised and displayed using a colormap represented by the colorbar shown. 
in the HEK293 cells albeit to a small extent, can be observed in the images with X and 
Y polarised excitation beams especially in the membrane near A. However when excited 
with a radially polarised beam (dominant Z polarisation in the excitation PSF) areas of 
the cell (blue encircled in figure 6.19 (c)) appear brighter than those in the images with 
X and Y polarised beams. This suggests that the cell membrane in the encircled area is 
normal to the excitation beam resulting in abundance of axially oriented chromophores, 
which are excited more efficiently when the excitation field is Z polarised. 
6.6 Summary 
A simple and inexpensive way of Implementing arbitrary pupil plane polarisation using a 
combination of two right angled prism and a polarising cube beam splitter was described. 
A new XY scanner arrangement that comprises an on-axis X scan mirror and an off-axis 
Y scan mirror was introduced. The scanner arrangement uses configuration parameters 
that minimize the lateral movement of the scanned light beam over the pupil plane. The 
vector beam forming unit comprising the polarising beam splitter-prism assembly and the 
new XY scanner were incorporated in a laser scanning the confocal system. The operation 
of the confocal system where the intensity, phase and polarisation of the illumination 
beam can be programmably controlled was explained. Active aberration correction of 
the illumination beam using the ultra sensitivity of helical light beam to non-rotationally 
symmetric aberrations were demonstrated. Bright field images of gold nano particles 
and fluorescence images of HEK293 cells and human T-cells with fast switching between 
polarisation states of the illumination beam were taken. Fluorescent images of human T-
cell suggest that some regions of the cell get excited more efficiently when the illumination 
beam is axially polarised. 
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Chapter 7 
Design and implementation of 
depletion beams for STED 
confocal microscopy 
7.1 Introduction 
Enhancement of lateral and axial resolutions beyond the limit of a normal confocal system 
in a STED confocal microscope has already been discussed in chapter 2. Implementation of 
STED requires a depletion beam with an engineered PSF. The first half of this chapter de-
scribes the implementation of STED in a Leica SP2 confocal system with a programmable 
SLM assembly as the STED beam forming unit and a supercontinuum excitation beam. 
Hologram design for two different types of STED beams are illustrated out of which one 
beam provides improvement in lateral resolution while the other gives improvement in 
axial resolution. The experimental setup and results are presented. The second half of 
the chapter describes the design of a new STED beam that has the potential of improving 
simultaneously both the lateral and axial resolution. 
7.2 STED microscopy with a tunable excitation source 
In STED microscopy as described previously, excitation and STED (depletion) beams have 
to be pulsed and synchronized with each other, a requirement that inevitably complicates 
the experiment. In the first demonstration of STED microscopy [113], excitation and 
STED beams were derived from the second harmonic and direct fundamental outputs of 
the same mode-locked Ti:Sapphire laser system. However due to the large Stokes' shift 
necessary for such an arrangement of beams, only a few molecules could be efficiently 
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excited and hence depleted. To reduce the necessary Stokes' shift, optical parametric 
oscillators (OPO) with intracavity second-harmonic generation were used to convert part 
of Ti:Sapphire radiation to visible [68]. Laser diodes have also demonstrated to be suitable 
sources of STED and excitation beams [114]. 
This section describes the use of photonic crystal fiber (PCF), for the first time, to 
generate excitation beams for STED microscopy. Output from a mode-locked Ti:Sapphire 
laser is divided into two parts, with one part pumping the PCF and the other part serving 
as the STED beam. Due to its extremely small core region, a PCF shows strong non linear 
effects and has a dispersion profile engineered to provide zero group velocity dispersion 
[115, 116]. Supercontinuum generation seems particular attractive with powerful and 
inexpensive fiber laser sources [117]. A compact and stable supercontinuum source can 
be built by splicing an output of the fiber laser together with the PCF. Very bright 
supercontinuum spanning over 1000 nm have been demonstrated with power spectral 
densities of miliwatts per nanometer [118]. If specially engineered PCFs are employed, 
supercontinuum spectral broadening can be extended to UV [119]. The continuum source 
gives more flexibility in the choice of fluorescence dye but in principle can also be used to 
provide the STED beam. 
The major part of the of the experiment described is performed by Egidijus Auksorius 
(Ph. d. student, Photonics group, Imperial College London). The role played by this 
author is limited mainly in the programmable generation of the STED beam using a 
spatial light modulator assembly. The Labview program written for this purpose also 
incorporates aberration sensing and correction using Zernike mode polynomials. 
7.2.1 Generation of the STED beam 
Owing to its easy reconfigurability and other advantages such as active aberration correc-
tion which have already been discussed, it is decided to use a programmable diffractive 
optical element to generate the STED beam. The spatial light modulator used for the 
STED implementation is a nematic liquid crystal spatial light modulator working in the 
reflective mode. The principle of working of such an SLM has already been described in 
section 3.3.1. The SLM provides an analog phase modulation over 27r in the near infrared 
region. Holograms to generate arbitrary scalar wavefronts are designed as blazed gratings 
using a phase mapping algorithm, which is a small modification of the one with "square 
wave" phase modulation [10]. 
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Blazed hologram design 
Considering q5(x) to be the desired phase in the pupil plane accompanied by linear tilt 
function -r(x) the phase in the hologram can be written as 
H (x) = ei*mod(f (x),27r) 	 (7.1) 
















        
(a) 	 (b) 
Figure 7.1: (128 x128 pixels) (a) Blazed grating implementation of the phase hologram (left) and 
the corresponding diffraction pattern in the Fourier plane (right) and (b) Binary phase hologram 
(left) and the corresponding diffraction pattern in the Fourier plane (right). 
shows the blazed hologram (left) and linear intensity plot of the corresponding diffraction 
pattern (right) in the Fourier plane obtained by taking FFT of the hologram. The holo-
gram is written over 128 x128 number pixels using overall tilts of 217r along X and 227r 
along Y. An equivalent binary phase hologram and the corresponding Fourier plane is seen 
in figure 7.1 (b). In contrast to the binary hologram, the blazed grating implementation 
of the hologram only generates the +1 diffraction order. The total energy (theoretical) in 
the +1 order is 100% of the total total energy in the Fourier plane in case of the blazed 
hologram. Blazed hologram implementation generates STED beams which have more ac-
curate wavefronts than those obtained by direct phase modulation of the DC. As a result 
of using the nematic SLM efficient phase modulation (100%) is achieved. 
7.2.2 Selection of the STED beam 
As suggested in chapter 5, a right circularly polarised pupil plane with a helical phase 
profile generates a doughnut shaped focal intensity pattern, where on-axis intensity re-
mains zero even in the high NA aperture focusing case. Additionally the intensity in the 
lateral direction has a v2 dependence, where v is the normalised optical co-ordinate in the 
focal plane, giving it a large positive gradient in direction away from the focal point. As 








7.2 STED microscopy with a tunable excitation source 
The circular polarisation of the STED beam also enhances the depletion of all laterally 








Figure 7.2: (a) Hologram to generate a helical beam of topological charge +1. (Numerical 
simulation results using the FT form of the vectorial theory for semi aperture angle a = 1.125) 
Focal intensities of a right circularly polarised beam, (b) Ix /y and (c) Ix + Iy + Iz in the XY 
plane and (e) /x + ly and (f) Ix + Iy + Iz in the XZ plane. (d) /x ly /z in the XZ plane for 
a normal beam. (g) Overlap of the excitation PSF (in green) and helical beam (as STED beam) 
PSF (in red), assuming a very small Stoke's shift. 
beam. Numerical simulations, using the FT form of the vectorial theory, are performed to 
generate focal intensity pattern of a right circularly polarised helical beam for a focusing 
lens with a = 1.125. Figures 7.2 (b) and (c) show the resulting focal plane (XY plane) 
intensity patterns Ix +/Y and Ix + Iy + Iz. Simulations are extended to generate the XZ 
profile of the focal volume, Z being the optic axis. Figures 7.2 (e) and (f) show intensities 
Ix + /y and Ix + Iy + Iz respectively in the XZ plane of the focal volume. It is apparent 
from the focal intensity patterns that a helical beam can provide efficient depletion in 
the lateral direction, however as the XZ plane of the focal intensities suggest it does not 
provide depletion in the axial direction. These two properties of the helical beam is more 
clearly observed in figure 7.2 (g) which shows the overlap of the XZ plane focal intensities 
of the excitation beam, which is a normal beam as in figure 7.2 (d), with the XZ plane 
focal intensities of the helical beam. 
Figure 7.3 (a) shows a blazed hologram to generate another type of STED beam, which 
can provide excellent depletion along the optic axis [68]. Such a beam can be described 
by a constant amplitude pupil function of radius R with an annular portion of small 
radius 13R out of phase with respect to the inner portion by 7r (termed 7r stepped annular 
phased or in short r annular phased beam). It is easy to see that such a beam with 



















Figure 7.3: (a) Hologram to generate a helical beam of topological charge +1. (Numerical 
simulation results using the FT form of the vectorial theory for semi aperture angle a = 1.125) 
Focal intensities of a 7r annular phased beam (3 = 0.707), (b) Ix + Iy and (c) Ix + Iy + Iz in the 
XY plane and (e) Ix + /y and (f) /x +/y + Iz in the XZ plane. (d) Ix + Iy + Iz in the XZ plane 
for a normal beam. (g) Overlap of the excitation PSF (in green) and 7r annular phased beam (as 
STED beam) PSF (in red) assuming a very small Stoke's shift. 
a Gaussian intensity profile in the pupil plane, on axis focal plane intensity drops to zero 
at )3 < 0.707. Simulations are performed to generate the focal plane intensity pattern 
of 7r annular phased beam using a = 1.125. Figures 7.3 (b) and (c) show the doughnut 
shaped focal plane intensities Ix + Iy and Ix + Iy + Iz respectively. The XZ plane focal 
intensities seen in figures 7.3 (e) and (f) show the strong axial side lobes compared to the 
lateral side lobes. It is seen that the maximum intensity in the lateral direction is only 
21% of the maximum intensity along the optic axis. Additionally intensity in the focal 
plane has v4 dependence where v is normalised optical co-ordinate. Thus although such 
a STED beam can provide efficient depletion in the axial direction the same is not true 
in the lateral direction which is also evident from figure 7.3 (g), the overlap of the XZ 
plane focal intensities of the excitation beam as in figure 7.3 (d), with the XZ plane focal 
intensities of the 7r annular phased beam. 
7.2.3 Experimental arrangement 
The experiment is performed in a commercial laser scanning confocal microscope (TCS 
SP2, Leica). As seen in the block diagram of the experimental setup in figure 7.4, excitation 
and the STED beams are derived from a mode-locked Ti:Saphire laser (Tsunami, Spectra 
Physics Inc, 780 nm, 6 nm bandwidth) pumped by an argon ion laser. Output from 
the mode locked laser, passed through a Faraday isolator arrangement, is divided into 
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7.2 STED microscopy with a tunable excitation source 
Figure 7.4: STED microscope set-up. FR-Faraday rotator, GB-Glass block, RRC-retroreflective 
cube, Fl-bandpass filter (628/40 nm), F2-short pass filter (750 nm), F3-bandpass filter (692/40 
nrn), 	waveplate, 4-quarter waveplate, DC-dichroic, BS1-30/70 RT beam splitter, BS2-50/50 
beam splitter, NDD-nondescanned detector, PMT -photomultiplier, SMF -single mode fiber, PCF 
-polarisation maintaining Photonic Crystal Fibre, PH-confocal pinhole, Ar -argon ion laser and 
PBS -CPAD polariser. 
beam is used for continuum generation while the other is used to generate the STED 
beam. The Faraday isolator is used to prevent back reflections going to the laser. The 
first beam is incident on a retro-reflective cube (NT45-187, Edmund Optics) which reflects 
light back to the beam-splitter with polarisation rotated 90 degree due to a second Faraday 
rotator and mirror arrangement. The beam-splitter reflects this light on to the PCF. An 
achromatic infrared half wave-plate (ACWP-700-1000-10-2, CVI) is used before the PCF 
to rotate the polarisation of the laser beam to match the fast axis of the PCF. A continuum 
spanning from 500 nm to IR is generated in 1 meter long highly nonlinear polarisation 
maintaining PCF with zero-GVD at 750 nm (NL-PM-750, Crystal Fibre). Polarisation of 
the supercontinuum is controlled with another achromatic visible half wave plate (ACWP-
400-700-10-2, CVI) and is selectively filtered with a band-pass filter Fl (BrightLine HC 
628/40, Semrock). 
The second part of the Ti:Saphire radiation, to be used for STED beam generation, is 
stretched by passing it through 100 meters of polarisation maintaining single mode fiber 
(FS-LS-4616, Thorlabs). To control polarisation before and after the fibre a pair of the 
infrared achromatic half wave-plates are used. To avoid damage of the fibre tip laser 
pulses are pre stretched in 19 cm of SF57 glass block (SCHOTT) before being focused 
to the SMF. The output polarisation from the SMF is rotated to match the requirement 
of a reflective type nematic spatial light modulator (SLM) (HEO 1080 P, Holoeye), on 
which the beam is incident. A Labview program in a PC controlling the SLM displays 
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an appropriate blazed hologram to generate the STED beam in the +1 diffracted order. 
The program can generate either a helical phased or a it annular phased STED beam and 
incorporates modal wavefront sensing and corrections using Zernike modes (Z4,22). 
Excitation and STED beams are then incident on the mirror scanning unit through the 
ultraviolet and infrared input ports fitted with RT30/70 (reflection/transmission) intensity 
and RSP720 dichroic beam splitters, respectively. The XY scanning excitation and STED 
beams are focused by the objective lens (NA = 1.4 oil immersion, HCX PL APO, x100, 
Leica, Mannheim) onto the sample plane. A quarter wave-plate for infrared (ACWP-
700-1000-10-4, CVI) is used to circularly polarise the STED beam which also makes the 
excitation beam elliptically polarised. Fluorescence is detected through X1 port of the 
microscopes scanner, with a TCSPC detector and control card. A combination of short-
pass (Multiphoton-Emitter HC 750/SP, Semrock) and band-pass (BrightLine HC 692/40, 
Semrock) filters are use to block excitation and depletion light from reaching the detector. 
The two beams are overlapped in the focal plane by scanning 200 nm gold beads (BBI 
International) spread on a cover-slip and immersed in oil. The arrival time of the excitation 
pulse trains with respect to that of the STED beam pulses are varied by moving the delay 
line back and forwards to find a point where maximum STED is observed. The retro-
reflective cube placed on the delay line ensures that the beam does not deviate spatially 
while the delay line is moved. 
Images of 1024 x1024 pixels are acquired in 40 seconds with line scan speed 200Hz. An 
average of 8 frames are taken with voxel size of 9.19 nm x 9.18 nm for axial images and 
4.61 nm x4.61 nm for lateral images. The scanned area is chosen to be in the middle of the 
field of view to avoid any beam shift with respect to each other due to possible wavelength 
dependent aberrations. The pinhole size is set to 1 Airy for all images acquired. 
7.2.4 Results and discussion 
Fluoresence images of 200 nm dark red fluorescent beads (Molecular Probes, Eugene, OR) 
are taken both in STED and normal confocal modes. Beads are dispersed on cover-slip and 
mounted in Mowiol (R.I.L-4.49) (Merck, Darmstadt, Germany), a polyvinylalcohol-based 
mounting medium. Average powers of the STED and excitation beams are kept at 40 mW 
and 30 ii,W respectively. Figures 7.5 (a), (b) and (c) show normal confocal image, STED 
image with the helical phased depletion beam and STED image with 7 annular phased 
depletion beam respectively. Improvement in lateral resolution in the STED images are 
noticed in particular with the helical phased STED beam, which is also shown as intensity 
plots along X in figure 7.5 (d) obtained by adding the pixels along Y in marked areas of 
the first three images. The FWHM in the image of the bead considered shrunk from 263 
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Figure 7.5: XY images of 200 nm fluorescence beads. (a) Normal confocal image, (b)with helical 
phased STED beam, (c) with 7r annular phase shifted beam, (d) Integrated intensity over the areas 
(27 pixels along Y) marked in the pictures. Colorbar setting: (a) 0-11 (b) 0-6 (c) 0-7 counts per 
1.5iis (dwell time) x 40sec (acquisition time). 
nm in case of helical phased STED beam. Considering an ideal excitation PSF (infinitely 
small lateral dimensions and axial dimension greater than that of a bead) the fluorescence 
intensity along X through the centre (at x = 0) of the image of a bead, obtained by 
integrating all the pixels along Y, is given by /(x) a r2(1 — x2 ), where r is the radius of 
the bead. For a bead with r=100 nm. FWHM from the /(x) vs (x) plot is 141 nm. A small 
increase in the observed FWHM can be explained as due to the finite lateral dimensions 
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Figure 7.6: XZ images of 200 nm fluorescence beads (580 x 590 pixels). (a) Normal confocal 
image, (b) with helical phased STED beam, (c) with 7 annular phase shifted beam, (d) Integrated 
intensity over the areas marked in the pictures. Colorbar setting: (a) 1-12 (b) 1-6 (c) 1-8 counts 
per 1.5p,s (dwell time) x 40sec (acquisition time). 
Figures 7.6 (a), (b), (c) and (d) are XZ plane analogue of images shown in figure 7.5 
(a), (b), (c) respectively. Integrated intensity plots obtained by adding the pixels along 
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X for the marked areas of the previous three images are shown in Figure 7.6 (d). Axial 
resolution improvement is clearly demonstrated beyond the diffraction limit. FWHM, in 
the XZ image of the bead considered, is reduced from 710 nm in figure 7.5 (a) to 270 nm 
in figure7.5 (c). However, as expected, reduction of FWHM is not noticed in the XZ image 
7.5 (b) which corresponds to the helical phased STED beam. 
The superior performance of the helical phased STED beam in lateral resolution en-
hancement while failing to enhance the axial resolution are in accordance with the predic-
tions of the simulation work described already. However, due to the side lobes along the 
optic axis, the 7r annular phased STED beam provides the best axial resolution with only 
a moderate improvement in lateral resolution. 
7.3 STED beam for simultaneous axial and lateral deple-
tions 
It has been noticed so far that with helical phased or 7r annular phased STED beams, 
depletion in either lateral or axial direction only can be achieved. Attempts have been 
made to find optimised pupil functions with linear or circular polarisation that can generate 
STED beams for simultaneous depletions in both the lateral and axial directions [120]. 
These results, however, suggest generation of beams where the corresponding focal plane 
intensities have v4 dependencies, similar to the 7r annular phased beam. It might be 
imagined that by overlapping a helical beam with a 71- annular phased beam one would 
generate a STED beam that can take advantage of each of the individual beams. However, 
problems arise from the complicated nature of the two focal fields, which when overlapped 
could result in asymmetric intensity patterns in the focal volume owing to constructive 
and destructive interference between the two beams. Here it is shown that a near perfect 
overlap of the two beams can be realised if a left circularly polarised 7F annular phased 
beam is overlapped with a right circularly polarised helical beam. 
Simulations are carried out using the FT form of the vectorial theory for a lens with 
semi aperture angle a = 1.125. Focal fields are computed separately for a left circularly 
polarised 7 annular phased beam with 0=0.707 and a right circularly polarised helical 
beam of topological charge +1. The two fields are then added vectorially before calculating 
the resulting intensities. Linear plots of the laterally polarised and resultant intensities 
along XY and XZ planes in the focal volume are shown in figures 7.7 (a), (b), (c) and (d). 
The plot of XZ plane focal intensity of the overlapped beam shows that the maximum 
intensity in the focal plane is now 85% of maximum intensity along the optic axis, which 
indeed is a significant improvement from the 21% corresponding figure in a single 7r annular 
phased beam. The plot of XY plane focal intensity of the overlapped beam shows that the 
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Figure 7.7: Simulated focal intensities of the overlap of a left circularly polarised 7r annular 
phased beam and a right circularly polarised helical beam. Intensity plots (a) Ix + Iy and (b) 
/x + ly + Iz in the XY plane and (c) Ix + ly and (d) Ix + Iy + Iz in the XZ plane. 
intensity has a v2 dependence and a small amount 3-fold asymmetry due to the presence of 
a third order azimuthally dependent term. However, the maximum variation in XY plane 
focal intensity is about 20% only. Simulation results show that the focal plane polarisation 
of the overlapped beam can in general be defined as elliptical. 
7.3.1 Experimental implementation of the proposed STED beam 
The overlap of a helical beam and a 71- annular phased beam with opposite circular po-
larisations is implemented in the confocal system described in section 6.4 of chapter 6. 
Holograms similar to the ones shown in figure 7.2 (a) and figure 7.3 (a) are written onto 
the FLCSLM panel via the graphical user interface (GUI), such that the X polarised +1 
diffracted order generates a helical beam and the Y polarised +1 diffracted order generates 
a 7 annular phased beam. The GUI has a facility to change the topological charge and 
the value of /3 related to the two diffracted beams. A quarter wave plate is inserted at 
the back of the BFP of the objective lens in the illumination and detection beam paths. 
Its optic axis is aligned at 45° with respect to the X and Y directions such that the two 
diffracted beams arrive at the sample plane with right and left circular polarisations. By 
changing the topological charge from +1 to -1 the polarisation of the helical beam beam 
arriving at the sample plane can be changed programmably from right circularly polarised 
to left circularly polarised and vice-versa without effecting the properties of the other 
beam. Using features of the GUI it is also possible to switch to any one or both of the 
illumination beams. 
Results and discussion 
The objective lens used for the experiment is a 1.2 NA x 60 water immersion lens. The 
focal PSFs of the two illumination beams are studied by recording the images of 80 nm gold 
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Figure 7.8: Linear intensity plots in the XZ plane (field of view 8 inn x 8 p m) for (a) helical beam 
with topological charge 1, (in the inset XY plane intensity for the particle at A), (b) 7r annular 
phased beam (8 = 0.61) (in the inset XY plane intensity for the particle at A), (c) corresponding 
normal beam and (d) the overlap of the helical and 7r annular phased beams (in the inset XY plane 
intensity for the particle at A). The blurs appearing on the right of the of images are due to the 
out of focus beads. 
particles in reflected light (illumination wavelength=532 nm) with the confocal pinhole 
open. The two diffracted beams are partially corrected for aberrations using the modal 
wavefront sensing option of the GUI as well as using the ultra-sensitivity of helical beams 
to non-rotationally symmetric aberrations. It is seen that a dark centre starts to appear 
in the focal plane of the 7r annular phased beam at )3 = 0.61. For doughnut shaped 
focal plane intensity of the beam, a /3 value smaller than 0.707 is expected as the two 
illumination beams do not have perfectly uniform amplitude profiles. 
Figures 7.8 (a) and (b) show the XZ plane intensities with the helical and 7r annular 
phased illumination beams. The images are recorded by moving the sample stage along 
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7.3 STED beam for simultaneous axial and lateral depletions 
Figure 7.9: Line plots along X and Z in directions as shown in figure 7.8 (b) of XZ plane image 
of the bead at A in figure 7.8 (a). (a) Line plots along X with the r annular phased, helical and 
the overlapped beams and (b) line plots along Z with the r annular phased and the overlapped 
beams. 
the insets show the XY plane intensity profiles for the bead using the corresponding 
illumination beams. The XZ plane intensity with a normal illumination beam is seen in 
figure 7.8 (c). Figure 7.8 (d) shows the XZ plane intensity with both the illumination 
beams switched on. The XY plane intensity for the bead near A is seen in the inset. Line 
plots of XZ plane intensity images for the bead at A as in figures 7.8 (a) , (b) and (d) 
are plotted along lines as shown in figure 7.8 (b). Figure 7.9 (a) shows line plots along 
X with the 7r annular phased, helical and the overlapped beams. It is seen that focal 
plane intensity in the overlapped beam is just a sum of the intensities of the helical and 
7 annular phased beams. The FWHM as shown has decreased almost by a factor of 2 
in the overlapped beam compared to the 7r annular phased beam. Line plots along Y for 
the 7r annular phased and the overlapped beams are shown in 7.9 (b). It is seen that 
the intensities along Z in the two cases are similar. For the it annular phased beam the 
maximum focal plane intensity is approximately 22% of the maximum XZ plane intensity, 
which is close to the figure suggested by the simulation work. It is noticed that the plots 
do not show an intensity zero at the centre of the helical beam as well as the overlapped 
beam. This can be attributed to the combined effects of dimensions of the pixel and the 
bead (32 nm+ 80 nm) and less than perfect left circular polarisation of the helical beam. 
Thus experimental results confirm the findings of the simulation work using vectorial 
theory, that a near perfect overlap of a right circularly polarised helical and a left circularly 
polarised 7r annular phased beams can be realised. The overlapped illumination PSF has a 
narrower FWHM in the lateral direction and has nearly equal (< 15% variation) maximum 
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intensities along the optic axis and in the focal plane. Thus the overlapped beam, if used 
as a STED beam, can provide simultaneous lateral and axial resolution enhancements. 
7.4 Summary 
Generation of two different depletion beams, namely, the helical beam and the 7r annular 
phased beams using a reflective type nematic SLM assembly were described. The two 
beams were realised in the +1 order diffracted beams from two blazed holograms written 
onto the SLM panel. Use of programmable diffractive optics has provided better accuracy 
in the wavefront shape and other functionalities such as aberration sensing and correction, 
in the generated beams. The two beams were used in a Leica (SP2) confocal setup to 
implement STED microscopy. The setup used a PCF based supercontinuum source for 
the generation of the excitation beam. Experimental results revealed enhanced lateral and 
axial resolutions in the images of 200 nm fluorescent beads using a helical beam and a 7 
annular phased beam respectively for depletion. 
The Fourier transform form of the vectorial theory was used to simulate the overlap of 
a right circularly polarised helical beam and a left circularly polarised 7r annular phased 
beam such that the resultant focal PSF has a narrower FWHM in the lateral doughnut 
shape and has nearly equal peak intensities in the focal plane and along the optic axis. 
Such an overlap was implemented in the confocal system using the vector beam forming 
unit. Images of 80 nm gold particles in the reflected light confirms the properties of the 
illumination PSF as suggested by the theory. 
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Chapter 8 
Conclusions and outlook for future 
work 
The goal of this thesis was to implement programmable diffractive optics in the illumina-
tion path of a confocal microsocope which can be used to control the amplitude, phase 
and polarisation of the pupil plane field and hence the characteristics of the illumination 
beam - so called vector beams. This general concept is also applicable to other point or 
beam scanning such as in multi-photon microscopes and so the principles of confocal and 
multi-photon microscopy were introduced in chapter 2. The advantages afforded by such 
point spread function engineering were also discussed with a short literature review of 
the field as relevant to the topics discussed in this thesis. As one such application, the 
principles of STED microscopy were briefly explained. 
The work described in this thesis was based on liquid crystal spatial light modulators, 
which provided an inexpensive way of generating accurate scalar and vector wavefronts. 
Optical properties of a few relevant liquid crystal molecules were discussed and the opera-
tions of nematic liquid crystal based spatial light modulators were explained in chapter 3. 
In particular much of the thesis is concerned with using ferro-electric liquid crystal spatial 
light modulators and so these were discussed in a greater detail. A Jones matrix treat-
ment of binary phase modulation by an FLCSLM cell was used to derive expressions for 
the modulated and unmodulated fields and methods for implementing scalar and vector 
wavefronts by writing binary phase holograms were discussed. As pixellated devices, and 
particularly with only binary modulation, the issue of aliasing arises when using FLCSLMs 
in the implementation of such techniques and a modification to the binarisation algorithm 
was suggested. In the modified method, holograms were written using a random bina-
risation algorithm which eliminates the effects of aliasing in the diffracted orders at the 
expense of addition of noise in the generated beam profile. 
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Most of the applications described in this thesis were based on a particular FLCSLM 
device built as a liquid crystal cell on top of a pixellated silicon drive circuit. The prop-
erties and operation of this device were explained in chapter 4. Supporting electronics for 
the FLCSLM was developed, which allowed the synchronisation of hologram display on 
the FLCSLM panel with the acquisition of a photodetector or a CCD camera. The perfor-
mance of the FLCSLM assembly to generate arbitrary scalar wavefronts was demonstrated 
in two separate implementation of aberration sensing and correction techniques. The first 
technique known as modal wavefront sensing was used to sense and correct aberrations in 
an incident beam up to the first 22 Zernike modes. The second technique was based on 
the ultra-sensitivity of singular or helical phased beams to the presence of non-rotationally 
symmetric aberrations, which provided a sensitive way of detecting and correcting those 
aberrations with the FLCSLM assembly. The performance of the FLCSLM supporting 
electronics to provide synchronisation signals in order to trigger a photodetector or a 
CCD camera was demonstrated in an implementation of programmable reference, phase 
stepping interferometry. Here the issues of aliasing become particularly apparent and the 
application of the noisy binarisation technique is demonstrated to be particularly affec-
tive in suppressing these artefacts by the implementation of time multiplexed, randomly 
binarised holograms onto the FLCSLM. 
The engineering of a 3D vector PSF required a good understanding of the theory be-
hind such phenomena. Taking the high NA focusing theory by Richards and Wolf as the 
basis, the focal field expressions of a few important vector beams were obtained in chapter 
5. Analytical focal field expressions involving only 1-d integrals were derived in particular 
for linearly polarised helical beams with integer topological charge. These expressions 
were then combined to produce expressions for focal field properties of helical beams with 
circular polarisations as well as those with cylindrically symmetric polarisations, such 
as azimuthally and radially polarised beams. Focal intensity patterns of all beams were 
studied, highlighting in particular the absence, presence or enhancement of the axial com-
ponent of the electric field in high NA systems. An alternative way of computing Richards 
and Wolf's 2-d integrals using a cartesian co-ordinate form of the Fourier transform (FT) 
was presented. The alternative form is particularly useful to compute focal fields of beams 
with complicated pupil functions. The FT form of the vectorial theory was then employed 
to study the effects of aberrations on the focal intensity pattern of helical beams with 
linear and circular polarisations and of beams with cylindrically symmetric polarisation 
profiles. Simulations produced some interesting results such as minimum distortions in 
the focal PSFs of azimuthally and radially polarised beams in the presence of astigmatism, 
unlike the helical beams, and the appearance of non-zero central intensity in the focal PSF 
of right circularly polarised heical beams in the presence of astigmatism. 
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Chapter 6 described an arbitrary pupil plane polarisation implementation using a 
vector beam forming unit comprising two right angled prisms and a polarising beam splitter 
in conjunction with the FLCSLM assembly. This unit was used to provide the illumination 
in a beam scanning confocal microscope and a new XY scanner arrangement, comprising an 
on-axis X scan mirror and an off-axis Y scan mirror, was introduced to minimise the lateral 
movement of the scanned beam over the pupil plane. The performance of this confocal 
system with programmable control of the optical properties such as amplitude, phase and 
polarisation of the illumination beam was demonstrated in a series of experiments in both 
the bright field and fluorescence imaging modes of the system. Fluorescence images of 
human T cells and bright field images of gold nano particles with X, Y and Z polarised 
illumination PSF revealed polarisation dependent emission and scattering respectively. 
STED microscopy is a technique that allows the imaging of objects with true super-
resolution below the diffraction limit by depleting the excited molecular state in an illu-
mination point spread function with a second depletion (or STED) beam. However, to 
achieve this requires fine control over the point spread function of the depletion beam in 
particular. Chapter 7 describes the use of a programmable diffractive optical element to 
generate the depletion beams for STED in an experiment using a Leica SP2 confocal mi-
croscope. The STED beams were realised in the +1 diffraction orders of blazed holograms 
written onto the display panel of a nematic liquid crystal spatial light modulator. The use 
of blazed holograms maintained the light efficiency with a superior accuracy in the gener-
ated wavefronts compared to the direct phase modulation of the DC component. A helical 
depletion beam provided improved lateral resolution while a 7r stepped annular phased 
depletion beam provided improved axial resolution in the fluorescence images. Design of 
novel depletion scheme by directly overlapping a right circularly polarised helical beam 
with a left circularly polarised 7r annular phased beam was proposed and analysed and 
such an overlapped beam was realised and demonstrated using the vector beam forming 
unit. 
The implementation of programmable beam forming optics in a confocal microscope 
allowing dynamic manipulation of amplitude, phase and polarisation of the illumination 
beam, is a new development. This development will have implications far beyond those 
that have been demonstrated to date. Imaging with an engineered vector PSF has the 
potential to be used in the study of fluorescence anisotropy and the measurement of sin-
gle molecule orientations. It has been demonstrated in the thesis that scattering by gold 
nano particles is also polarisation dependent. This property can be exploited to study 
the structure or arrangement of such particles which is not possible in the conventional 
arrangement of a confocal microscope. The magnetic field in the focal plane of an az-
imuthally polarised beam has the same structure as that of the electric field in the focal 
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plane of a radially polarised beam and vice versa. Thus the system has the potential to 
be used in the study of the properties of matter which demonstrates dependence on the 
structure of the magnetic field rather than the electric field. An annular radially polarised 
beam has a tighter focal spot than the corresponding normal beam and has been proposed 
as a method of resolution enhancement in confocal images. Other applications which have 
already been demonstrated by various workers and where the system can be useful include 
the use of Z polarised focal fields in the studies of surfaced enhanced second harmonic 
generation [38], near field microscopy [39] and metal nano structure using the polarisation 
dependence of surface plasmon resonance. 
In conclusion, this thesis has demonstrated the implementation of the programmable 
modulation of optical field in the illumination beam of a laser scanning confocal micro-
scope. The arrangement facilitates the generation of a pupil plane that has user specified 
amplitude, phase and polarisation and their reconfiguration at rates up to 1.4 kHz. Effi-
cacy of the system in shaping the 3D vector PSF has been shown. Results obtained, which 
revealed the polarisation dependent nature of the interactions between light and matter, 
assure the wider application of this system and its underlying techniques. 
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Appendix A 
Driving scheme of the FLCSLM 
device 
The FLCSLM used in this work is a SXGA resolution (1280 x 1024 pixels wide) DVI 
operated LCoS (liquid crystal on silicon) device (CRLOpto SXGA FLCoS). The active 
area of the device is 17.43mm (H) x 13.95mm (V) with a pixel pitch of 13.62 pm. The 
liquid crystal molecules in each pixel sit on the top of a silicon back panel which also acts 
as the mirror. The transparent conductive layer on the other side of the pixel is kept 
at a constant 2.5 V, while the mirror at the back can be kept at 0 V or 5 V in order 
to apply an electric field in two opposite directions across the pixel. Each pixel has a an 
SRAM latch to maintain its state and two additional ones to store the following bit planes. 
The display panel is attached to an interface board (M 43 ASIC interface board), which 
updates the panel in a spatio-temporal manner. The corresponding address mechanism is 
diagrammatically represented in figure A.1. 
The interface board has a micro controller (SXGA driver ASIC) which has access to the 
control registers and other devices on the board. The firmware for the micro controller 
is called application program which can work either in the master or slave mode. In 
the master mode (also the default mode) the micro controller has control over all the 
processes in the interface board, while in the slave mode an external micro controller 
controls the SXGA driver ASIC. The incoming video signal is presented to the micro 
controller as a digital RGB signal through a graphic processor. In case of an analog input 
video signal(VGA), the graphic processor converts it to digital signal, however in the case 
of an incoming analog video signal, precision is compromised due to the digital to analog 
conversion inside the PC graphics card and analog to digital in the interface board. The 
FLCSLM can display only one binary image (pixel value 1 or 0) at a time. In order to 
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Figure A.1: The address mechanism of the FLCSLM display panel 
RGB frame arriving at the micro controller at a rate of 60 frames a second is converted 
into its constituent 24 bit planes, 8 bit planes for each of red, green and blue colours. If the 
bit planes, each constituting a binary image, are displayed in the device one after the other 
at a rate high enough not to be detected by the human eye, a visual effect similar to a true 
gray scale image display can be achieved. This technique is discussed in a greater detail 
in appendix B. Each of the 24 bit planes can be displayed on the panel at an order and 
over a duration determined by a firmware called sequence file. The application program 
for the micro controller and the sequence file are stored in external flash memory. The 
sequence file, application program and some other functionalities of the interface board 
can be updated with the help of the firm ware called SXprog. This firmware is installed in 
the host PC, which talks to the interface through an RS232 communication cable. The bit 
planes available from the micro controller can be stored in one of the two frame stores. The 
bit planes from one of the frame stores are sent to the display panel at a rate 4.36 Gb/s. 
Due to the presence of two frame stores it is possible to simultaneous upload the display 
panel from the data in one of the frame store while the other frame store downloads from 
the micro controller. The data from a single bit plane is written to one of the SRAM latch 
at the back of each pixel. Data from the next bit plane can be written to the remaining 
SRAM latch. Thus upload can be one or two bit planes ahead of the actual display. This 
ensures that FLCSLM pixels are not in a mixed state between two consecutive bit planes, 
as at the end of a bit plane the next bit plane can immediately be transferred to the pixel 
electrodes from the SRAM latch. The total upload time for one bit plane is 316 as. The 
interface board also provides three synchronization signals to drive three coloured LEDs. 
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Appendix B 
Sequence file of the FLCSLM 
device 
Sequence file is a very important piece of code which decides the order and duration of 
display of various bit planes to be sequentially displayed on the panel. There can be up to 
10 different sequence files stored in the flash memory of the ASIC interface board. However 
the driving electronics implements only the default sequence file. Using the utility called 
SXProg the user can change the default sequence file or upload a new sequence file into 
the flash memory. The microchip in the interface board divides the incoming digital RGB 
image into a number bit planes as instructed by the default sequence file. Out of the 
various sequence files provided by the FLCSLM manufacturer only a couple of such files 
are useful for the present work. One of them is the 3 bit plane sequence file, that divides 
the incoming RGB image into three bit planes, one bit plane for each colour and the other 
one is 24 bit plane sequence file, that divides the image into 24 bit planes, 8 bit planes 
for each colour. The sequence file has an array of coded numbers for the display panel 
to determine the display time of the positive bit planes and negative planes. Thus the 
sequence file also decides the type of DC balancing method (i.e. adjacent balancing or 
group balancing). 
Both the 3 bit plane and 24 bit plane sequence files use adjacent balancing. The display 
time for each bit plane in the two cases are respectively 2.67 ms and 316 its. The interface 
board provides three sync signals to switch on and off three LEDs (red, green and blue) 
for colour display purposes. These three signals are useful as they can tell exactly when a 
bit plane or its negative counterpart is displayed on the panel. Figure B.1 shows the sync 
signals corresponding to the 3 bit plane and 24 bit plane sequence files. 
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Display of an RGB or gray scale 
image using the time dithering 
technique 
The PC graphics card sends 60 RGB images per second as a VGA or DVI output. Each 
RGB image contains 24 bits (3 bytes) of information, 1 byte of information for each of 
red (R) , green (G) and blue (B) colours. The data in each image can be imagined to be 
distributed in a 3 dimensional array, with the first two dimensions same as the dimensions 
of the image and the third dimension representing the bit plane order, as seen in figure 
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Figure C.1: 24 bit planes of an RGB image 
bit plane of the RGB image as an independent binary image. Each such binary image is 
then displayed on the FLCSLM panel in an order and for a duration determined by the 
default sequence file. When used as a display device pixels with binary value 1 transmit 
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light (on state) and pixels with binary value 0 does not (off state). If the bit planes are 
displayed sequentially at a high rate (typically 180 HZ or above), the human retina acts as 
a temporal low pass filter and a gray scale image is perceived. Figure C.2 shows the gray 
2 Bit plane  0 	1  3 	 4 
Figure C.2: Gray scale implementation for a 5 bit image 
scale rendering of a 5 bit image for a pixel value of 9. The total display time is divided 
into 15 equal time slots. The bit plane with the lowest order (i.e. 0 bit plane) is displayed 
for a duration equal to one time slot while the 5th bit plane is displayed for 5 time slots. 
The bit planes from 2nd to 4th having intermediate multiples of display time in a similar 
way. Thus the intensity averaged over total display time of the image (i.e. separation 
between the two dotted lines in the figureC.2 is proportional to the gray scale value of the 
particular pixel. 
Bit plane  0 	1 	2  3 	 4 
—110. t 
Figure C.3: Gray scale implementation for a 5 bit image with adjacent balancing 
However to avoid permanent chemical damage to the liquid crystal molecules it is 
important that the net voltage over a period from 100ms to ls, across a pixel is zero. Due 
to this requirement, termed as DC balancing, each bit plane displayed on the panel has 
to followed by its negative counter part. If the negative bit plane follows immediately after 
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the bit plane, it is called adjacent balancing. However, there are sequence files which 
displays several bit planes at a stretch followed by their negative counter parts. Such a 
procedure is known as group balancing. For colour sensation the device provides three 
synchronisation(sync) signals one each to switch on and off a red, green or blue LED. 
The sync signal maintains an LED in the on state whenever the positive bit planes of the 
corresponding colour are on display and switches it off during display of the negative bit 
planes for DC balancing. Implementation of adjacent balancing can be simpler as it does 
not involve separate upload of the negative bit planes to the display panel since electronics 
behind the panel can easily reverse the voltage across all the pixels at the end of display 
of the positive bit plane. After DC balancing the actual display time of the (positive) bit 
planes becomes half the total display time of the frame. Figure C.3 shows 5 bit gray scale 
implementation (pixel value=9) with adjacent balancing. 
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Appendix D 
Generalised focal field expressions 
for a Y polarised pupil 
A Y polarised pupil function /1,(0, ck) in a co-ordinate system (X ,Y, Z) (say non primed 
co-ordinate system) is nothing but an X polarised pupil function in another co-ordinate 
system (X', Y', Z') (say primed co-ordinate system) rotated 90° counter clockwise with 
respect to the previous one. The electric field components in the focal volume denoted as 
Exx, Exy and Exz are already provided by Richards and Wolf, which can be used to 
derive the focal field expressions for Eyx, Eyy and Eyz for a Y polarised pupil. 
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The notation used in the above expressions are similar to those described in chapter 5. 
Figure D.1 shows the pupil function l' y  in the rotated co-ordinate system (X', Y', Z'). 
The relations between the unit field vectors in the primed and non-primed co-ordinate 
system can be obtained as 
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Figure D.1: Rotation of the pupil plane co-ordinates about the Z axis by 90° (counterclockwise) 
and hence 
E;ixt = 
Ex ,y,  = 
Erz ,  = 
EiiY 	 (D.3) 
-EYX 	 (D.4) 
Ey z (D.5) 
The new pupil function can be written in terms of the original pupil function as 
ry(0', 0') = iv (9', 4/ + ;) 	 (D.6) 
The focal field components in the new co-ordinate system can be written as 
Ex, x, = Ex x(kr /p, O'p, (p) 	 (D.7) 
E xty 1 = Exy(ki )p, 0 /p, 01p) (D.8) 
Ex'z' = Ex z(kr'p, 61/p, (6) 	 (D.9) 
where Exx (6, OP, CYp), Exy(rP, O p, 01p) and Exx(r fp, Olp, Olp ) are obtained from equation 
D.1, making the substitutions I x —> ry , r p —> 6,0 p —, OP and Op —> OP. From equations 
D.3, D.4, D.5, D.7, D.8 and D.9 the field components of the Y polarised pupil 
Ey x (kTp, OP, C6) == — EXY (krp , OP, OP) 
	
(D.10) 
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(D.11) 
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(D.12) 
However the field components are described in terms of position variables in the primed 
co-ordinate system. In order to describe them in terms of position variables in the non-
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about the Z' axis so that it becomes the original co-ordinate system (X, Y, Z). Thus the 
variables in the primed co-ordinate system get transformed as 
Hence the focal field components can be written as 
Eyx(krp,Op,Op) = 
EYY(krP,OP,OP) = 
Eyz(krp,Op, Op) = 
-Exy (krp,Op,Op - 27r ) 
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