Abstract. A reciprocal linear space is the image of a linear space under coordinate-wise inversion. These fundamental varieties describe the analytic centers of hyperplane arrangements and appear as part of the defining equations of the central path of a linear program. Their structure is controlled by an underlying matroid. This provides a large family of hyperbolic varieties, recently introduced by Shamovich and Vinnikov. Here we give a definite determinantal representation to the Chow form of a reciprocal linear space. One consequence is the existence of symmetric rank-one Ulrich sheaves on reciprocal linear spaces. Another is a representation of the entropic discriminant as a sum of squares. For generic linear spaces, the determinantal formulas obtained are closely related to the Laplacian of the complete graph and generalizations to simplicial matroids. This raises interesting questions about the combinatorics of hyperbolic varieties and connections with the positive Grassmannian.
The reciprocal linear space of a d-dimensional linear space L ⊆ C n is the variety
x ∈ L ∩ (C * ) n } ⊆ P n−1 (C).
Proudfoot and Speyer [36] studied degenerations of the coordinate ring C[L −1 ] and proved that the degree of L −1 is the Möbius invariant of the matroid M(L) associated with L. Varchenko [40] showed that if L is defined over R then all of the intersection points of L −1 with an affine linear space L ⊥ + u for u ∈ R n are real, where L ⊥ denotes the orthogonal complement of L. This fully real structure was exploited to study the central curve of a linear program [14] and entropy maximization for log-linear models [38] . In fact, this shows that the reciprocal linear space L −1 is hyperbolic with respect to the linear space L ⊥ . The notion of a hyperbolic variety was recently introduced by Shamovich and Vinnikov [39] as a generalization of hyperbolic polynomials and hypersurfaces. The study of hyperbolic polynomials originated in the theory of partial differential equations [16] and has extended to optimization [17, 37] , combinatorics [10] and statistics [30] . In 2007, Helton and Vinnikov [21] proved that every hyperbolic polynomial f ∈ R[x 0 , x 1 , x 2 ] d has a definite symmetric determinantal representation, f = det( i x i A i ), where each A i is a real symmetric d × d matrix and i v i A i is positive definite for some v ∈ R 3 . In more variables, not all hyperbolic polynomials have such representations [8] . The challenge of testing whether a given hyperbolic polynomial has a definite determinantal representation and finding one if it exists is an active topic of research [19, 24, 25, 32, 35] . See [41] for a survey.
In [39] , the authors generalize the Helton-Vinnikov theorem to show that any hyperbolic curve has a definite determinantal representation, in the sense that its Chow form has a definite determinantal representation with desired properties. Motivated by concepts from the theory of multivariate operators and multidimensional systems (vessels), they develop a theory of hyperbolic varieties of codimension > 1 and their definite determinantal representations, which certify hyperbolicity. These are intimately related to certain Ulrich sheaves supported on the variety, [26] . There are still fundamental open question about the structure of hyperbolic varieties. Reciprocal linear spaces provide a large class of explicit hyperbolic varieties on which to explore this developing theory.
The paper is organized as follows. In Section 1 we give basic definitions, introduce a class of hyperbolic varieties that generalize hypersurfaces defined by stable polynomials, and prove that it is preserved under coordinate-wise inversion. In Section 2, we recall the notion of Livšic-type determinantal representations and in Section 3, we show that they exist for reciprocal linear spaces. Explicit formulas in the generic case are closely related to graphic and simplicial matroids, discussed in Section 4. Section 5 discusses relations to the Hadamard product of linear spaces, as studied in [4] . The results of [26] and this paper imply that there exist rank-one Ulrich sheaves on reciprocal linear spaces. In Section 6, we use this to prove the conjecture of [38] that the entropic discriminant is a sum of squares.
Hyperbolic varieties and the Positive Grassmannian
Here we give the technical definitions of hyperbolic varieties, as developed by [39] , and define a closely related notion of stability involving the positive Grassmannian. Definition 1.1. Let L ⊆ P n−1 (C) be a linear subspace defined over the reals of projective dimension c−1. A real quasi-projective variety X ⊆ P n−1 (C) of codimension c is hyperbolic with respect to L if X ∩ L = ∅ and if for all real linear subspaces L ′ ⊃ L of dimension c, the intersection X ∩ L ′ consists only of real points.
When X is a hypersurface (c = 1), we recover the better known definition of a hyperbolic polynomial: A homogeneous polynomial f ∈ R[x 1 , . . . , x n ] d is hyperbolic with respect to a point L = e ∈ P n−1 (R) if f (e) = 0 and every line L ′ containing e meets X = V(f ) only in real points. A closely related notion is stability. A polynomial f ∈ R[x 1 , . . . , x n ] is stable if f (z) = 0 whenever Im(z) ∈ (R + ) n . One can check that a homogeneous polynomial f ∈ R[x 1 , . . . , x n ] d is stable if and only if it is hyperbolic with respect to every point in the positive orthant R n + . Stable polynomials appear in analysis, combinatorics, and optimization [42] and were central in the recent proof of the Kadison-Singer conjecture [29] .
A natural generalization of stability to varieties of higher codimension is to consider hyperbolicity with respect to an orthant in the Grassmannian of linear spaces of the correct dimension. The Grassmannian of c-dimensional linear subspaces of A n is denoted by Gr(c, n). We also identify Gr(c, n) with the set of (c − 1)-dimensional linear subspaces of P n−1 (C). Consider the Plücker embedding L → p(L) = (p I (L) : I ∈
[n] c ) of the Grassmannian Gr(c, n) in P ( n c )−1 . An orthant in the Grassmannian is the subset of real linear spaces whose Plücker coordinates have a prescribed sign pattern. Specifically, for σ ∈ {±1} ( n c ) , let Gr(c, n) σ denote the subset of Gr(c, n) of c-dimensional subspaces L ⊆ R n such that the products σ I p I (L) are either all strictly positive or all strictly negative. In particular, if σ is the all-ones vector, then Gr(c, n) σ is the positive Grassmannian, studied in the theory of totally positive matrices [28] and scattering amplitudes in string theory [2] . This gives a natural generalization of stable polynomials to varieties of higher codimension.
Operations that preserve stability of hypersurfaces are well-understood [5, 42] . It would be interesting to give a similar characterization of operation preserving stability of varieties. One operation that does extend to varieties of higher codimension is coordinate-wise inversion. In order to prove this, we need another characterization of hyperbolicity. Proposition 1.3. Let X ⊆ P n−1 (C) be a real quasi-projective variety of codimension c and L ⊂ P n−1 (C) be a real projective linear space of dimension c − 1. LetL(R) ⊆ R n be the real points in the affine coneL over L. Then the following are equivalent:
(1) X is hyperbolic with respect to L.
(2) For all a ∈ R n and 0 = b ∈L(R), and we have that [a + ib] ∈ X.
Proof. (⇒) Let a ∈ R n and 0 = b ∈L(R) . The point p = [a + ib] belongs to the projective linear space spanned by L and a. Suppose that p belongs to X. Since X is hyperbolic with respect to L, it follows that p ∈ P n−1 (R), i.e. for some λ = λ r + iλ i ∈ C * with λ r and λ i ∈ R, the vector λ(a + ib) is real. Taking imaginary parts shows that λ i a + λ r b = 0 and a, b are linearly dependent. The point p then belongs to L, which contradicts
where L ′ is a real linear subspace of projective dimension c, and consider a point p in the intersection X ∩ L ′ . We can write L ′ as the span of L and some real vector a ∈ R n , meaning that the point p equals [λa + b] for some b ∈L and λ ∈ C. Since L ∩ X is empty, we have that λ = 0. We can rescale λ and b so that λ = −i and
n , and Re(b) ∈L(R), it must be that Re(b) = 0 and p ∈ P n−1 (R).
This new characterization can be used to show that the class of σ-stable varieties is closed under coordinate-wise inversion. Formally, for any quasi-projective variety X ⊂ P n−1 (C), let X −1 denote its image under the rational map [x 1 : . . . :
be an irreducible real, projective variety of codimension c not contained in any coordinate hyperplane and let σ ∈ {±1} ( n c ) . Then X is σ-stable if and only if its reciprocal X −1 is σ-stable.
Proof. By Proposition 1.3, X is σ-stable if and only if X ∩ S σ is empty, where
Let U be the set of points in P n−1 (C) with all coordinates non-zero. We claim that S σ ∩ U is invariant under coordinate-wise inversion. First, note that the multiplicative group (R + ) n acts by coordinate-wise multiplication on C n , and the induced action on Gr(c, n) preserves Gr(c, n) σ . It follows that S σ is also invariant under this action of (R + ) n . It is also closed under complex conjugation. Coordinate-wise inversion can be realized as a composition of these actions. Specifically, if p = re iθ = 0, then
If X is σ-stable, then X ∩ S σ is empty. Since S σ ∩ U is closed under coordinate-wise inversion, it follows that X −1 ∩ S σ ∩ U is empty. Note that S σ is open in the Euclidean topology on P n−1 (C). Since X is irreducible and not contained in a coordinate hyperplane, X −1 ∩ U is open and dense in the closed set X −1 (with respect to both the Euclidean and the Zariski topology). It follows that S σ intersects X −1 ∩ U if and only if S σ intersects X −1 . Thus X −1 ∩ S σ = ∅ and X −1 is σ-stable. Since X is irreducible and not contained in a coordinate hyperplane, X equals (X −1 ) −1 . The converse follows.
From this theory, we can see that L −1 is hyperbolic with respect to L ⊥ and that L −1 is σ-stable for any σ describing the sign pattern of the non-zero Plücker coordinates of L ⊥ .
We will show that L, and thus
Since σ agrees in sign with the non-zero Plücker coordinates of L ⊥ , then σ ′ agrees in sign with the non-zero Plücker coordinates of L.
The linear variety L is hyperbolic with respect to a real projective linear space M if and The theory of stable polynomial has rich connections with combinatorics and matroid theory, [7, 10, 18] . In Sections 3 and 4, we associate to L −1 a multiaffine stable polynomial in Plücker coordinates on Gr(n − d, n), whose support consists of the bases of a matroid on n d elements. It would be very interesting to generalize this to arbitrary stable varieties. Question 1.6. Is there a polymatroid associated to a stable variety X ⊂ P n−1 (C)?
Background on determinantal representations and Chow forms
In this section we recall from [39] the definition and some properties of Livšic-type determinantal representations. First, we fix some notation for working in the Grassmannian.
Let 1 ≤ d ≤ n and take e 1 , . . . , e n to be the standard basis for R n . For each subset 
, the collection of linear spaces L that intersect X form a hypersurface in Gr(n − d, n). The element of the coordinate ring of Gr(n − d, n) defining this hypersurface is known as the Chow form of X, after [11] . The Chow form can by represented by a polynomial in the Plücker coordinates of L whose degree equals deg(X). See, for example, [13] . We compute the Chow form of L −1 in Section 3. It will often be convenient to identify
. The resulting pairing
This identifies the dual basis {e *
, where Sym k (R) denotes the space of k × k real symmetric matrices. Via the identification of
we can identify ϕ with a k × k matrix, whose entries are linear forms on
is a Livšic-type determinantal representation of X if ϕ is nondegenerate and X equals the set of points p ∈ P n−1 (C) for which ϕ ∧ p has a non-trivial kernel, when considered as a linear map from
As observed in [39] , Livšic-type determinantal representations of X ⊂ P n−1 (C) of the smallest size give determinantal representations of the Chow form of X.
Proof. By definition, for any point p ∈ X, there is a non-zero vector u p ∈ C k in the kernel of the linear map given by ϕ ∧ p. It follows that for any γ ∈ n−d−1 C n , the vector u p belongs to the kernel of the matrix ϕ ∧ p ∧ γ ∈ Sym k (C) and det(ϕ ∧ p ∧ γ) = 0.
If β ∈ n−d R n is the vector of the Plücker coordinates of any linear space L containing the point pwe can write β as p∧v 2 ∧. . .∧v n−d for some v j ∈ R n . In particular, det(ϕ∧β) = 0. Therefore the hypersurface in Gr(n−d, n) defined by det(ϕ∧β) = 0 contains the hypersurface defined by the vanishing of the Chow form of X. Since both hypersurfaces have degree k, they must be equal.   for all β = i<j β ij e ij ∈ 2 R 4 . Since the matrix ϕ∧e 2 ∧e 3 has full rank, ϕ is nondegenerate. Furthermore, ϕ has the property that for v 1 , v 2 ∈ C 4 , the matrix ϕ ∧ v 1 ∧ v 2 ∈ Sym 3 (C) drops rank if and only if the projective line spanned by v 1 and v 2 intersects the twisted cubic,
Not only does the matrix ϕ ∧ v 1 ∧ v 2 drop rank, but its kernel depends only on the intersection point p of the line with X. In this case, ϕ ∧ p, considered as the linear map
is in the kernel. Therefore ϕ is a Livšic-type determinantal representation of the twisted cubic. The determinant det(ϕ ∧ β) is the Chow form of X, which is classically known to be the resultant of two binary cubics [13, §1.2] . A reciprocal line in P 3 is also a rational cubic curve, and we find a related formula for the resultant in Corollary 4.4.
Determinantal representations of reciprocal linear spaces
The goal of this section is to construct a definite Livšic-type determinantal representation of a reciprocal linear space, which gives a determinantal representation to its Chow form.
Define the support supp(α) ⊆
The vector of Plücker coordinates p(L) of a linear space L belongs to H B if and only if L contains the vector 1 and supp(p(L)) ⊆ B. This condition is convenient when considering reciprocal linear spaces, since 1 ∈ L if and only if 1 ∈ L −1 . Consider the inclusion ι B :
, which restricts a linear form on d R n to a linear form on the subspace H B . For any α ∈ d R n with B = supp(α), we will define a linear map ϕ α :
denotes the space of symmetric bilinear forms on H B . It suffices to define ϕ α on the basis {e *
This identifies ϕ α with an element of
, and
, which is positive definite on H B . Therefore ϕ α is definite at L ⊥ , and, in particular, nondegenerate. We will see that ϕ α is actually a determinantal representation of L −1 .
We will build up to the proof of Theorem 3.1 on page 9. The general strategy is to find a kernel of ϕ α (β) when α, β corresponding to a linear spaces L, M both containing the all-ones vector 1. This a convenient condition because 1 ∈ L if and only if 1 ∈ L −1 . We will then use the action of the torus (R * ) n to translate to a kernel of ϕ α (β) when L −1 and M intersect in an arbitrary point. Some matroid theory is also needed to prove dim(
and suppose that α ∈ H B ⊂ d R n where B = supp(α). Then for every δ ∈ n−d−1 R n , α belongs to the kernel of the bilinear form ϕ α (δ ∧ 1).
Proof. For any β ∈ n−d R n , ϕ α (β) is a symmetric bilinear form on H B . Plugging α into the first coordinate results in a linear form on H B given by q → q ∧ β. Indeed, for any element q = I∈B q I e I of H B , we have
Since H B is contained in the the span of vectors {γ ∧ 1 : γ ∈ d−1 R n }, we see that q ∧ β = 0 for all q ∈ H B . As a linear form on H B , q → ϕ α (β)(α, q) is identically zero, meaning that α belongs to the kernel of ϕ α (β).
Consider the map diag w : R n → R n given by scaling the ith coordinate by w i , e i → w i e i . This extends to the linear map diag w : R n → R n given by e I → ( i∈I w i )e I .
belongs to the kernel of the bilinear form ϕ α (δ ∧ w).
Proof. Let α ′ = diag w (α). First let us check that α ′ ∈ H B . First note that α and α ′ have the same support, which is B. Since w −1 ∈ L, α can be written as
Now let β ∈ n−d R n and let β ′ denote the image of β under diagonal action by w −1 ,
To understand the dimension of H B and the behavior of the map ϕ α , we need to introduce some matroid theory. The matroid associated to L ∈ Gr(d, n) is the matroid of rank-d on n elements represented by the restriction of the linear forms e
If we write L as the rowspan of a d × n matrix, then this is the matroid on its n columns. In [36] , Proudfoot and Speyer show that there is a flat degeneration of the homogeneous coordinate ring of L −1 to the Stanley-Resiner ideal of broken circuit complex of this matroid.
Definition 3.4. Given a matroid M on n elements, we fix an ordering 1 < 2 < . . . < n on the elements of M. A circuit is a minimally dependent subset of M. A circuit of size one is called a loop and a matroid with no loops is called loop-less. A broken circuit of M is a circuit of M with its maximal element removed. The broken-circuit complex BCC(M) is the simplicial complex on the elements {1, . . . , n} whose faces are subsets S that contain no broken circuit, [43] . This simplicial complex has dimension rank(M) and the number of its facets is a matroid invariant, which gives the degree of L −1 for any linear space L with corresponding matroid M [36] . Proof. To show that we can extend this to a partial order on B, we need to show that there are no cycles
′ \B = {i} and B\B ′ = {j}. Let C be the unique circuit in B ∪ B ′ . Since neither B nor B ′ contains C, both i and j are elements of C. In particular, if i = max(C), then
This rules out the possibility of any cycle. If B ∈ B\F , then B contains some broken circuit C\ max(C). Since |C| = 1, the set B ∪C contains some other basis B ′ = B. Then B < B ′ and B is not maximal. Conversely, if B is not maximal, then there is some basis B ′ and circuit C ⊂ B ∪ B ′ with B ′ \B = {max(C)}. Then B contains the broken circuit C\ max(C) and thus is not in F .
Lemma 3.6. Let B be the set of bases of a loop-less matroid, and let F ⊂ B denote the facets of the corresponding broken circuit complex. The linear space
Proof. In fact, we will show that the dual vectorspace H ∨ B has dimension at most |F |. As done above, we consider the restriction map ι
contains all elements of the form δ ∧ 1 where δ ∈ n−d−1 R n . We will use this to show that for any basis B ∈ B\F ,
Take any basis B ∈ B\F . By definition, B contains some broken circuit
Note that, up to sign, e 
, then diag w (α) belongs to the kernel of the quadratic form ϕ α ∧ w ∧ δ on H B for all δ ∈ n−d−1 R n . In particular, this kernel only depends on the point w. Since ϕ α is non-degenerate, it follows that ϕ α is a Livšic-type determinantal representation for some projective variety
. By the results of [36] , deg(L −1 ) equals the number |F | of facets of the broken circuit complex. Putting this together with Lemma 3.6, shows that k = dim(H B ) = |F | and X = L −1 . Therefore ϕ α is a symmetric Livšic-type determinantal representation of L −1 . As discussed after its definition, ϕ α is also positive definite at L 
is zero. This determinant is the Chow form of L −1 . In particular for F ∈ F , the vectors v F are unit coordinate vectors. Thus for any α = I∈B α I e I ∈ d R n and γ = I∈(
Taking the basis of H B dual to the basis {ι 
\I , where
. Then ϕ α (β) is represented by the matrix
By , we get five linear relations, any four of which are linearly independent. Solving these linear equations we can write ι 
where i is the s(i, I)th element of I. Then ϕ α = I∈(
is a Livšic-type determinantal representation of L −1 . With respect to M ∈ Gr(n − d, n), the Chow form of L −1 is the determinant of the k × k matrix
Proof. Consider the uniform matroid with bases B =
[n] d and circuits
. Its broken circuits are 
In particular, for I ∈ B\F , we can write the linear forms ι Since all of the coefficients matrices v I v T I in the representation (4.2) have rank-one, the monomial expansion of the determinant involves only square-free monomials. By the Cauchy-Binet Theorem, the coefficients of these monomials are the squares of the corresponding maximal minors of the
} appearing in Theorem 4.1 have special structure, which we can exploit to get a more explicit formula for the Chow form of L −1 . Specifically, they appear in the boundary operator of the "complete" simplicial complex of dimension (d − 1) on n vertices. For d = 2, this is just the complete graph on n vertices. The rows of this matrix are the coordinates of e 1 ∧ 1, e 2 ∧ 1, and e 3 ∧ 1. Theorem 4.1 states that for a linear space L ∈ Gr(2, 4) with non-zero Plücker coordinates 
In the uniform case with d = 2, the vectors (4.1) represent the graphic matroid of the complete graph on n vertices. The maximal minors of the matrix (v ij : 1 ≤ i < j ≤ n) are 0, ±1, and are zero precisely when the corresponding subgraphs contain cycles. See e.g. [34, Ch. 5] . The matrix in Corollary 3.7 is a weighted Laplacian of the complete graph. Corollary 4.3. Let T n denote the set of spanning trees on n vertices. If L ∈ Gr(2, n) has no zero Plücker coordinates, then the Chow form of
This formula for the Chow form of a reciprocal line has a nice interpretation in terms of the resultant of binary forms. This comes from the observation that the reciprocal linear space of L ∈ Gr(2, n) with non-zero Plücker coordinates is the rational normal curve of degree n − 1 in P n−1 (C Since the Plücker coordinates of L are non-zero, all the roots in P 1 of ℓ 1 , . . . , ℓ n are distinct. Up to scaling, the polynomials { j =i ℓ j } i∈ [n] are the interpolators for the roots of j ℓ j , and therefore form a basis of the space R[s, t] n−1 of binary forms of degree n − 1. Intersection points of a hyperplane c ⊥ = V(c 1 x 1 + . . . c n x n ) with L −1 correspond to roots of the binary polynomial c 1 j =1 ℓ j + . . . + c n j =n ℓ j . In particular, a linear space M = c T ∈Tn {i,j}∈T
where T n denotes the set of spanning trees on n vertices, and p ij (a) and p ij (c) denote the (i, j)th minors of the 2 × n matrices a = (a ij ) ij and c = (c ij ) ij , respectively.
The vectors in Theorem 4.1 are the columns of a boundary operator on a certain simplicial complex. For d = 2, this complex is the complete graph on n vertices. The theory of graphic matroids led to the explicit formula Corollary 4.3 for the monomial expansion of the Chow form of a reciprocal linear space. Obtaining explicit formulas when d > 2 involves generalizations of graphic matroids, called simplicial matroids, [3, 12] . Following [3] and [20] , we introduce some notation from algebraic topology and this rapidly developing theory.
Given a simplicial complex G, let G k denote the set of k-dimensional faces of G. The k-incidence matrix of a simplicial complex G is a matrix ∂ The kth homology group is the quotient group
). As described in [3] , a subset S ⊂ G k of size equal to the rank of ∂ 
where R = {I ∈
[n] d−1
: n ∈ I} and H d−2 (F, R) the relative homology group defined in (4.5). linear matrix I∈(
. By the Cauchy-Binet Theorem, this determinant expands as (4.6)
where V F is the submatrix of V corresponding to columns F . Note that rescaling the columns of V by ±1 does not change det(V F ) 2 . By definition, F is a spanning forest of G if and only if det(V F ) = 0, so we can restrict the sum to be over spanning forests F .
Up to rescaling, the row of ∂ This simplicial complex is double-covered by the icosahedron and forms a 6-vertex triangulation of the real projective plane. The corresponding minor det(V F ) of the 10 × 20 matrix V is ±2. To see this, note that any root of F is a tree T ⊂ F ∼ = P 2 (R). The minor | det(V F )| equals the size of the relative homology group H 1 (P 2 (R), T ). Since T is contractible, we have
In this example, all minors of V belong to {0, ±1, ±2}.
The Bi-Chow form and Hadamard products of linear spaces
In this section we define a more symmetric version of the Chow form of a reciprocal linear space and relate it to the Hadamard product of linear spaces, studied in [4] .
It is interesting to observe that the condition on linear spaces L, M that L −1 ∩M∩(C * ) n is non-empty is symmetric in L and M. That is, there is a point w in L −1 ∩M∩(C * ) n if and only if there is a point in L∩M −1 ∩(C * ) n , namely w −1 . To reflect this symmetry, we consider this condition jointly in (L, M). It defines a locus of codimension-one in Gr(d, n) × Gr(n − d, n), on which the following polynomial vanishes.
Definition 5.1. We define the Bi-Chow form of reciprocal linear spaces to be the element of the coordinate ring of
where
Up to multiplication by the product of the Plücker coordinates I p I (L), this equals the determinant of the
This polynomial is bi-homogeneous in the Plücker coordinates of L and M. Specializing either coordinate to a specific (generic) linear space L ∈ Gr(d, n) or M ∈ Gr(n − d, n) results in the Chow form of reciprocal linear spaces L −1 and M −1 , respectively. From this we conclude that the Bi-Chow form has degree
in the Plücker coordinates of M and degree
in the Plücker coordinates of L. The total degree,
, is the number of facets in the complete simplicial complex K d−1 n . Example 4.2 gives an explicit formula for the Bi-Chow form of reciprocal linear spaces on Gr(2, 4) × Gr (2, 4) .
In recent work, Bocci, Carlini, and Kileel study Hadamard products of linear spaces [4] . The Hadamard product of two varieties X, Y ⊂ P n−1 (C) is defined as the image of X × Y under the coordinate-wise multiplication map (x, y)
[x 1 y 1 : . . . : x n y n ]. When the Hadamard product of two generic linear spaces forms a hypersurface in P n−1 (C), it closely relates to the corresponding Bi-Chow form. We can use this to get an equation for
First we check that this holds on the torus (C * ) n .
n is nonempty if and only if the all-ones vector 1 belongs
n , then y −1 ∈ L and y ∈ M. This gives that , we may clear denominators by multiplying by that power of all the variables, giving
where the degree deg F (i) is the number of maximal faces in F containing the vertex i.
Multiplying by such a high power of n i=1 x i was not necessary to clear denominators. For a fixed i ∈ [n], the minimum of deg F (i) over all spanning forests F equals
. This minimum is achieved by taking F to be a cone over the complete simplicial complex K . This quadratic was computed in different coordinates in [4, Example 6.11] . Every term corresponds to a spanning tree on the complete graph K 4 , whose edges appear as the indices of γ. The degree of x i in this term is one less than the degree of vertex i in the tree. ⋄
Ulrich modules and the entropic discriminant
Families of polynomial equations all of whose solutions are real often have nonnegative discriminants. Given the very special structure of polynomials appearing as discriminants, it is natural to ask if these nonnegative discriminants can be written as a sum of squares. A beautiful and classical example is the discriminant of the eigenvalues of a symmetric matrix, which was shown to be a sum of squares in the entries of the matrix [6, 23, 27, 33] .
Let X ⊂ P n−1 (C) be a real variety of dimension d − 1 and degree k. For any linear space L ∈ Gr(n − d, n) that does not intersect X, we can consider the projection X → P d−1 (C) given by projection with center L. Outside of the branch locus of this map, every point y in P d−1 (C) has k preimages. The discriminant of this projection is a polynomial in R[y 1 , . . . , y d ] defining this branch locus in the case when it is of pure codimension one. If the discriminant is square free and nonnegative, the set of its real zeros has codimension at least two. The complement of the real branch locus will then be connected (in the Euclidean topology on P d−1 (R)) and every point in the complement will have the same number of real preimages. The latter is the case when X hyperbolic with respect to L.
For X = L −1 , this discriminant is called the entropic discriminant, studied by [38] . Specifically, for a linear space L ∈ Gr(d, n), we can write L as the rowspan of a d × n matrix A. Then the map [x] → [Ax] defines the projection P n−1
for which the intersection of L −1 with {x : Ax = y} is singular. In [38] , the authors show that this polynomial is nonnegative and that its real variety has codimension two in P d−1 (R). In Corollary 6.2, we prove their conjecture that the entropic discriminant is a sum of squares.
The proof uses the equivalence, recently developed in [26] , between Livšic-type determinantal representations and certain types of Ulrich modules. An Ulrich module of a polynomial ring S = R[x 1 , . . . , x n ] is a finitely generated, graded Cohen-Macaulay module of S that is generated in degree zero and whose minimal number of generators equals its multiplicity, [9, 22] . See [15] for connections with resultants and Chow forms.
For the rest of the section we fix a real variety X ⊂ P n−1 (C) of dimension d − 1 and degree k, with a Livšic-type determinantal representation ϕ
be the graded Noether normalization corresponding to the projection
Theorem (Theorem 4.5 [26] ). Under the conditions above, there is an Ulrich module M over S that is isomorphic to R k as R-module, and whose annihilator is I(X). Furthermore, there exists an isomorphism of S-modules ψ : M → Hom R (M, R) such that the induced R-bilinear form on M ∼ = R R k is symmetric and admits an orthonormal basis.
This has the following concrete consequence. Since M ∼ = R k is an S-module, multiplication with any element of S, in particular x 1 , . . . , x n , defines an R-linear map R k → R k , and can therefore be represented by k × k matrices with entries in R. Since S is commutative, these matrices commute. The theorem above implies that the maps R k → R k induced by the variables x 1 , . . . , x n can be written as commuting symmetric matrices A 1 , . . . , A n whose entries are linear forms in the variables y 1 , . . . , y d ∈ R. If the variety X is arithmetically CohenMacaulay (ACM), we can use these matrices to write the discriminant of the projection from L as a sum of squares. Proof. Since the annihilator of M is I(X), we have for all f ∈ S that f (A 1 , . . . , A n ) = 0 if and only if f ∈ I(X). Therefore, it makes sense to evaluate an element from R[X] at (A 1 , . . . , A n ). Since the coordinate ring R[X] is a free R-module, we can define the trace map tr : R[X] → R which sends an element f ∈ R[X] to the trace of a representing matrix of the R-linear map g → f · g. Note that, for f ∈ R[X], we have
where the trace of f (A 1 , . . . , A n ) is the usual trace of a matrix. This is because the minimal polynomial of f over R is the same as the minimal polynomial of the matrix f (A 1 , . . . , A n ). Let f 1 , . . . , f k ∈ R[X] be an R-basis of R[X] and let B i = f i (A 1 , . . . , A n ). Consider the following k × k matrix with polynomials from R as entries:
The determinant of H is the discriminant of the projection X → P d−1 . This follows from the fact that an R-algebra, which is finite dimensional as vector space over R, is reduced if and only if the trace bilinear form on it is nondegenerate, cf., e.g., [1, Prop. 6.6] . The zero set of the discriminant is by definition the set of points whose fiber is not reduced.
Finally, consider the map B → vec(B) that takes a k × k matrix to the length-k 2 vector of its entries. For any symmetric matrices B and C, the trace tr(B · C) = tr(B · C T ) equals the dot product vec(B) · vec(C). Therefore the matrix H can be written as UU T where U is the k×k 2 matrix whose rows consist of the vectors vec(B i ) for i = 1, . . . , k. Since the discriminant is the determinant of H, the claim follows from the Theorem of Cauchy-Binet.
In the case of hyperbolic hypersurfaces, connections between positive definite trace forms and determinantal representations were studied in [31] . Using this theory, we can write the entropic discriminant of [38] as a sum of squares. In the following, we explain how to explicitly construct this sum of squares representation for generic L ∈ Gr(d, n). Let v 1 , . . . , v d ∈ R n be a basis for L and v d+1 , . . . , v n ∈ R n be a basis for L ⊥ . To use the construction described in [26] , we need to do a change of basis on R n to write the projection from L ⊥ as a coordinate projection. Specifically, for each i = 1, . . . , n we take y i = j v ij x j . This identifies y 1 , . . . , y n with the the dual basis of v 1 , . . . , v n in (R n ) ∨ . In this basis, projection from L ⊥ is the coordinate projection onto the first d coordinates. The matrices A d+1 , . . . , A n commute and represent the action of y d+1 , . . . , y n on M. Finishing the construction above requires taking a basis of R[L −1 ] as R-module. For generic linear spaces L ∈ Gr(d, n), we can using the following. where for any α ∈ ∆, B α equals the matrix product (A d+1 ) α 1 · · · (A n ) α n−d . Then H equals the product UU T where U is the k × k 2 matrix whose rows consist of the vectors vec(B α ) for α ∈ ∆. The entropic discriminant is the determinant of H. By the Cauchy-Binet theorem, this is a sum of the squares of the Here we take v 1 = e 1 +e 2 +e 3 +e 4 , v 2 = e 2 +2e 3 +3e 4 , v 3 = −e 1 +2e 2 −e 3 and v 4 = −e 2 +2e 3 −e 4 , and y i = j v ij x j . Since ϕ is definite at L ⊥ , ϕ ∧ v 3 ∧ v 4 is positive definite. Indeed, As the matrices A 3 , A 4 are symmetric, H can be written as the product UU T , where U is the 3 × 9 matrix with rows vec(I), vec(A 3 ) and vec(A 4 ). Using the Cauchy-Binet Theorem, this writes the entropic discriminant is a sum of 9 3 squares. This is far from the shortest sum of squares representation since any nonnegative binary form is a sum of two squares.
