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Abstract We consider uncorrelated Stein-Stein, Heston, and Hull-White
models and their perturbations by compound Poisson processes with jump
amplitudes distributed according to a double exponential law. Similar per-
turbations of the Black-Scholes model were studied by S. Kou. For perturbed
stochastic volatility models, we obtain two-sided estimates for the stock price
distribution density and compare the tail behavior of this density before and
after perturbation. It is shown that if the value of the parameter, charac-
terizing the right tail of the double exponential law, is small, then the stock
price density in the perturbed model decays slower than the density in the
original model. On the other hand, if the value of this parameter is large,
then there are no significant changes in the behavior of the stock price dis-
tribution density.
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1 Introduction
It is assumed in the celebrated Black-Scholes model that the volatility of a
stock is constant. However, empirical studies do not support this assumption.
In more recent models, the volatility of a stock is represented by a stochastic
process. Well-known examples of stochastic volatility models are the Hull-
White, the Stein-Stein, and the Heston model. The volatility processes in
these models are a geometric Brownian motion, the absolute value of an
Ornstein-Uhlenbeck process, and a Cox-Ingersoll-Ross process, respectively.
For more information on stochastic volatility models, see [5] and [6].
A stock price model with stochastic volatility is called uncorrelated if
standard Brownian motions driving the stock price equation and the volatility
equation are independent. In [7], [9], and [10], sharp asymptotic formulas
were found for the distribution density of the stock price in uncorrelated
Hull-White, Stein-Stein, and Heston models. Various applications of these
formulas were given in [8] and [11]. The results obtained in [9] and [10] will
be used in the present paper.
It is known that the stock price distribution density in an uncorrelated
stochastic volatility model possesses a certain structural symmetry (see for-
mula (14) below). This implies a similar symmetry in the Black-Scholes
implied volatility, which does not explain the volatility skew observed in
practice. To improve the performance of an uncorrelated model, one can
either assume that the stock price process and the volatility process are cor-
related, or add a jump component to the stock price equation or to the
volatility equation. The stock price distribution in the resulting model fits
the empirical stock price distribution better than in the uncorrelated case.
However, passing to a correlated model or adding a jump component may
sometimes lead to similar effects or may have different consequences (see e.g.
[1] and [2]). Examples of stock price models with jumps can be found in [3],
[15], and [16]. We refer the reader to [4] for more information about stock
price models with jumps. An interesting discussion of the effect of adding
jumps to the Heston model in contained in [14].
An important jump-diffusion model was introduced and studied by Kou
(see [15] and [16]). This model can be described as a perturbation of the
Black-Scholes model by a compound Poisson process with double-exponential
2
law for the jump amplitudes. In the present paper, we consider similar
perturbations of stochastic volatility models. Our main goal is to determine
whether significant changes may occur in the tail behavior of the stock price
distribution after such a perturbation. We show that the answer depends
on the relations between the parameters defining the original model and the
characteristics of the jump process. For instance, no significant changes occur
in the behavior of the distribution density of the stock price in a perturbed
Heston or Stein-Stein model if the value of the parameter characterizing the
right tail of the double exponential law is large. On the other hand, if this
value is small, then the distribution density of the stock price in the perturbed
model decreases slower than in the original model. For the Hull-White model,
there are no significant changes in the tail behavior of the stock price density,
since this density decays extremely slowly.
We will next briefly overview the structure of the present paper. In Sec-
tion 2, we describe classical stochastic volatility models and their perturba-
tions by a compound Poisson process. In Section 3 we formulate the main
results of the paper and discuss what follows from them. Finally, in Section
4, we prove the theorems formulated in Section 3.
2 Preliminaries
In the present paper, we consider perturbations of uncorrelated Stein-Stein,
Heston, and Hull-White models by compound Poisson processes. Our goal
is to determine whether the behavior of the stock price distribution density
in the original models changes after such a perturbation.
The stock price process X and the volatility process Y in the Stein-Stein
model satisfy the following system of stochastic differential equations:{
dXt = µXtdt+ |Yt|XtdWt
dYt = q (m− Yt) dt+ σdZt. (1)
This model was introduced and studied in [18]. The process Y , solving the
second equation in (1), is called an Ornstein-Uhlenbeck process. We assume
that µ ∈ R, q ≥ 0, m ≥ 0, and σ > 0.
The Heston model was developed in [12]. In this model, the processes X
and Y satisfy {
dXt = µXtdt+
√
YtXtdWt
dYt = q (m− Yt) dt+ c
√
YtdZt,
(2)
3
where µ ∈ R, q > 0, m ≥ 0, and c > 0. The volatility equation in (2) is
uniquely solvable in the strong sense, and the solution Y is a non-negative
stochastic process. This process is called a Cox-Ingersoll-Ross process.
The stock price process X and the volatility process Y in the Hull-White
model are determined from the following system of stochastic differential
equations: {
dXt = µXtdt+ YtXtdWt
dYt = νYtdt+ ξYtdZt.
(3)
In (3), µ ∈ R, ν ∈ R, and ξ > 0. The Hull-White model was introduced in
[13]. The volatility process in this model is a geometric Brownian motion.
It will be assumed throughout the paper that standard Brownian motions
W and Z in (1), (2), and (3) are independent. The initial conditions for the
processes X and Y will be denoted by x0 and y0, respectively.
We will next discuss perturbations of the models defined above by a
compound Poisson process with jump amplitudes distributed according to a
double exponential law. Perturbations of the Black-Scholes model by such
jump processes were studied by Kou in [15] and by Kou and Wang in [16].
Some of the methods developed in [15] will be used in the present paper.
Let N be a standard Poisson process with intensity λ > 0, and consider
a compound Poisson process defined by
Jt =
Nt∑
i=1
(Vi − 1), t ≥ 0, (4)
where Vi are positive independent identically distributed random variables
that are independent of {Nt}t≥0. It is also assumed that the distribution
density f of Ui = log Vi is double exponential, that is,
f(u) = pη1e
−η1u1 {u≥0} + qη2e
η2u1 {u<0}. (5)
where η1 > 1, η2 > 0, and p and q are positive numbers such that p+ q = 1.
Consider the following jump-diffusion stochastic volatility models:{
dX˜t = µX˜t−dt+ |Yt| X˜t−dWt + X˜t−dJt
dYt = q (m− Yt) dt+ σdZt (6)
(the perturbed Stein-Stein model),{
dX˜t = µX˜t−dt+
√
YtX˜t−dWt + X˜t−dJt
dYt = q (m− Yt) dt+ c
√
YtdZt,
(7)
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(the perturbed Heston model), and{
dX˜t = µX˜t−dt+ YtX˜t−dWt + X˜t−dJt
dYt = νYtdt+ ξYtdZt,
(8)
(the perturbed Hull-White model). It is assumed in (6), (7), and (8) that the
compound Poisson process J is independent of standard Brownian motions
W and Z.
We will next formulate several results of Gulisashvili and Stein. For the
uncorrelated Heston model, there exist constants A1 > 0, A2 > 0, and A3 > 2
such that
Dt(x) = A1(log x)
− 3
4
+ qm
c2 eA2
√
log xx−A3
(
1 +O
(
(log x)−
1
4
))
(9)
as x → ∞ (see [10]). For the uncorrelated Stein-Stein model, there exist
constants B1 > 0, B2 > 0, and B3 > 2 such that
Dt(x) = B1(log x)
− 1
2 eB2
√
log xx−B3
(
1 +O
(
(log x)−
1
4
))
(10)
as x → ∞ (see [10]). Finally, in the case of the uncorrelated Hull-White
model, there exist constants b1 > 0, b2 and b3 such that following formula
holds (see [9] and also Theorem 4.1 in [10]):
Dt(x) = b1x
−2(log x)
b2−1
2 (log log x)b3
exp
− 12tξ2
(
log
[
1
y0
√
2 log x
t
]
+
1
2
log log
[
1
y0
√
2 log x
t
])2(
1 +O
(
(log log x)−
1
2
))
(11)
as x → ∞. The constants in formulas (9), (10), and (11) depend on the
model parameters. Explicit expressions for these constants can be found in
[9] and [10]. The constants A3 and B3, appearing in (9) and (10), describe
the rate of the power-type decay of the stock price distribution density in
the Heston and the Stein-Stein model, respectively. The explicit formulas for
these constants are as follows:
A3 =
3
2
+
√
8C + t
2
√
t
with C =
t
2c2
(
q2 +
4
t2
r2qt
2
)
, (12)
5
and
B3 =
3
2
+
√
8G+ t
2
√
t
with G =
t
2σ2
(
q2 +
1
t2
r2qt
)
. (13)
In (12) and (13), rs denotes the smallest positive root of the entire function
z 7→ z cosz + s sinz.
Formulas (12) and (13) can be found in [10].
The distribution density density Dt in uncorrelated stochastic volatility
models satisfies the following symmetry condition:(
x0e
µt
x
)3
Dt
(
(x0e
µt)
2
x
)
= Dt(x), x > 0, (14)
(see Section 2 in [10]). This condition shows that the asymptotic behavior
of the stock price distribution density near zero is completely determined by
its behavior near infinity.
3 Main results
The following theorems concern the tail behavior of the stock price distribu-
tion density in perturbed Stein-Stein, Heston, and Hull-White models:
Theorem 1 Let ε > 0. Then there exist c1 > 0, c2 > 0, and x1 > 0 such
that the following estimates hold for the distribution density D˜t of the stock
price X˜t in the perturbed Heston model:
c1
(
1
xA3
+
1
x1+η1
)
≤ D˜t(x) ≤ c2
(
1
xA3−ε
+
1
x1+η1−ε
)
(15)
for all x > x1. In (15), the constant A3 is given by (12) and the constants c2
and x1 depend on ε.
Theorem 2 Let ε > 0. Then there exist c3 > 0, c4 > 0, and x2 > 0 such
that the following estimates hold for the distribution density D˜t of the stock
price X˜t in the perturbed Heston model:
c3
(
xA3−3 + xη2−1
) ≤ D˜t(x) ≤ c4 (xA3−3−ε + xη2−1−ε) (16)
for all 0 < x < x2. Here the constant A3 is the same as in Theorem 1 and
the constants c4 and x2 depend on ε.
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Theorem 3 Let ε > 0. Then there exist c5 > 0, c6 > 0, and x3 > 0 such
that the following estimates hold for the distribution density D˜t of the stock
price X˜t in the perturbed Stein-Stein model:
c5
(
1
xB3
+
1
x1+η1
)
≤ D˜t(x) ≤ c6
(
1
xB3−ε
+
1
x1+η1−ε
)
(17)
for all x > x3. In (17), the constant B3 is given by (13) and the constants c6
and x3 depend on ε.
Theorem 4 Let ε > 0. Then there exist c7 > 0, c8 > 0, and x4 > 0 such
that the following estimates hold for the distribution density D˜t of the stock
price X˜t in the perturbed Stein-Stein model:
c7
(
xB3−3 + xη2−1
) ≤ D˜t(x) ≤ c8 (xB3−3−ε + xη2−1−ε) (18)
for all 0 < x < x4. Here the constant B3 is the same as in Theorem 3 and
the constants c8 and x4 depend on ε.
We will prove Theorems 1-4 in Section 4. In the remaining part of the
present section, we compare the tail behavior of the stock price distribution
density before and after perturbation by a compound Poisson process.
Let us begin with the Heston model. It follows from Theorem 1 that if
1 + η1 < A3, then
c¯1
x1+η1
≤ D˜t(x) ≤ c¯2
x1+η1−ε
, x > x¯1.
Therefore, formula (9) shows that that if the condition 1 + η1 < A3 holds,
then the tail of the distribution of the stock price in the perturbed Heston
model is heavier than in the original model.
On the other hand, if 1 + η1 > A3, then Theorem 1 implies the following
estimate:
c˜1
xA3
≤ D˜t(x) ≤ c˜2
xA3−ε
, x > x˜1.
Now formula (9) shows that if 1 + η1 > A3, then there are no significant
changes in the tail behavior of the distribution density of the stock price
after perturbation. Similar assertions hold for the Stein-Stein model. This
can be established using Theorem 3 and formula (10).
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Next, suppose x → 0. Then we can compare the behavior of the dis-
tribution density of the stock price in unperturbed and perturbed models,
taking into account Theorem 2, Theorem 4, formula (9), formula (10), and
the symmetry condition (14). For instance, if η2 < A3 − 2 in the perturbed
Heston model, then
c¯3x
η2−1 ≤ D˜t(x) ≤ c¯4xη2−1−ε
for all x < x¯2. On the other hand if η2 > A3 − 2, then
c˜3x
A3−3 ≤ D˜t(x) ≤ c˜4xA3−3−ε
for all x < x˜2. Similar results hold for the Stein-Stein model.
For the Hull-White model, there are no significant changes in the tail
behavior of the stock price distribution after perturbation. This statement
follows from the assumption η1 > 1 and from the fact that the stock price
density in the unperturbed Hull-White model decays like x−2 (see formula
(11)).
4 Proofs of the main results
The proofs of Theorems 1-4 are based on an explicit formula for the distri-
bution density D˜t of the stock price X˜t in perturbed Heston, Stein-Stein,
and Hull-White models (see formula (22) below). Note that the stock price
process X˜ in the perturbed Stein-Stein and Hull-White models is given by
X˜t = x0 exp
{
µt− 1
2
∫ t
0
Y 2s ds+
∫ t
0
YsdWs +
Nt∑
i=1
Ui
}
, (19)
while for the perturbed for Heston model we have
X˜t = x0 exp
{
µt− 1
2
∫ t
0
Ysds+
∫ t
0
√
YsdWs +
Nt∑
i=1
Ui
}
. (20)
Formulas (19) and (20) can be established using the Dole´ans-Dade formula
(see, for example, [17]). We will denote by µt the distribution of the random
variable Jt defined in (4). It is not hard to see that the following formula
holds:
8
µt(A) = pi0δ0(A) +
∞∑
n=1
pin
∫
A
f ∗(n)(u)du (21)
where pi0 = e
−λt, pin = e−λt(n!)−1(λt)n for n ≥ 1, A is a Borel subset of R,
and f is given by (5). The star in (21) denotes the convolution.
The distribution density Dt of the stock price Xt in uncorrelated models
of our interest is related to the law of the following random variable:
αt =
{
1
t
∫ t
0
Y 2s ds
} 1
2
for the Stein-Stein and the Hull-White model, and
αt =
{
1
t
∫ t
0
Ysds
} 1
2
for the Heston model (see [9] and [10]). The distribution density of the
random variable αt is called the mixing distribution density and is denoted
by mt. We refer the reader to [9], [10], and [18] for more information on the
mixing distribution density.
The next lemma establishes a relation between the mixing distribution
density mt in the uncorrelated model and the distribution density D˜t of the
stock price X˜t in the corresponding perturbed model.
Lemma 5 The density D˜t in perturbed Stein-Stein, Heston and Hull-White
models is given by the following formula:
D˜t(x) =
1√
2pitx
∫ ∞
0
(∫
R
exp
{
−(log
x
x0eµt
+ ty
2
2
− u)2
2ty2
}
µt(du)
)
mt(y)
dy
y
,
where mt is the mixing distribution density and µt is defined by (21).
Proof: We will prove Lemma 5 for the Heston model. The proof for the
Stein-Stein and the Hull-White model is similar. For the latter models, we
use formula (19) instead of formula (20).
Put Tt =
∑Nt
i=1 Ui. Then for any η > 0, formula (20) gives
9
P(
X˜t ≤ η
)
= P
[∫ t
0
√
YsdWs + Tt ≤ log η
x0eµt
+
tα2t
2
]
= E
∫ z∗
−∞
∫ ∞
−∞
1√
2pitαt
exp
{
−(z − u)
2
2tα2t
}
µt(du)dz,
where z∗ = log
η
x0eµt
+
tα2t
2
. Making the substitution z = log
x
x0eµt
+
tα2t
2
,
we obtain
P
(
X˜t ≤ η
)
= E
∫ η
−∞
∫ ∞
−∞
1√
2pitαt
exp
{
−(log
x
x0eµt
+
tα2t
2
− u)2
2tα2t
}
µt(du)
dx
x
=
∫ η
−∞
∫ ∞
0
∫ ∞
−∞
exp
{
−(log
x
x0eµt
+ ty
2
2
− u)2
2ty2
}
µt(du)
mt(y)√
2pity
dy
dx
x
.
It is clear that the previous equality implies Lemma 5.
Remark 6 It follows from Lemma 5 that
D˜t(x) =
√
x0eµt√
2pitx
3
2∫
R
e
u
2µt(du)
∫ ∞
0
mt(y)
y
exp
{
−(log
x
x0eµt
− u)2
2ty2
− ty
2
8
}
dy. (22)
This representation will be used below to obtain two-sided estimates for
the distribution density of the stock price in perturbed stochastic volatility
models.
Proof of Theorem 1. The next lemma will be needed in the proof of
Theorem 1.
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Lemma 7 Let f be the density of the double exponential law (see formula
(5)). Then for every n > 1, the following formula holds:
f ∗(n)(u) = e−η1u
n∑
k=1
Pn,kη
k
1
1
(k − 1)!u
k−11 {u≥0}
+ eη2u
n∑
k=1
Qn,kη
k
2
1
(k − 1)!(−u)
k−11 {u<0}, (23)
where
Pn,k =
n−1∑
i=k
(
n− k − 1
i− k
)(
n
i
)(
η1
η1 + η2
)i−k (
η2
η1 + η2
)n−i
piqn−i
for all 1 ≤ k ≤ n− 1, and
Qn,k =
n−1∑
i=k
(
n− k − 1
i− k
)(
n
i
)(
η1
η1 + η2
)n−i(
η2
η1 + η2
)i−k
pn−iqi
for all 1 ≤ k ≤ n− 1. In addition, Pn,n = pn and Qn,n = qn.
Lemma 7 can be established using Proposition B.1 in [?] and taking into
account simple properties of the exponential distribution.
The next statement follows from Lemma 7 and formula (21):
Lemma 8 For every Borel set A ⊂ R,
µt(A) = pi0δ0(A) +
∫
A∩[0,∞)
G1(u)e
−η1udu+
∫
A∩(−∞,0)
G2(u)e
η2udu, (24)
where
G1(u) =
∞∑
k=0
[
ηk+11
k!
∞∑
n=k+1
pinPn,k+1
]
uk, (25)
and
G2(u) =
∞∑
k=0
[
ηk+12
k!
∞∑
n=k+1
pinQn,k+1
]
(−u)k. (26)
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Our next goal is to estimate the rate of growth of the functions G1 and
G2 defined by (25) and (26).
Lemma 9 For every ε > 0 the function G1 grows slower than the function
u 7→ eεu as u→∞. Similarly, the function G2 grows slower than the function
u 7→ e−εu as u→ −∞.
Proof: We will prove the lemma by comparing the Taylor coefficients
ak =
1
k!
ηk+11
∞∑
n=k+1
pinPn,k+1, k ≥ 0,
of the function G1 and the Taylor coefficients bk =
1
k!
εk, k ≥ 0, of the function
eεu. We have ak ≤ bk for k > k0. The previous inequality can be established
using the estimate
ηk+11
∞∑
n=k+1
pinPn,k+1 ≤ ηk+11
∞∑
n=k+1
pin,
and taking into account the fast decay of the complementary distribution
function of the Poisson distribution.
This completes the proof of Lemma 9 for the function G1. The proof for
the function G2 is similar.
The following lemma was obtained in [10] (formula (54)):
Lemma 10 Let mt be the mixing distribution density in the Heston model.
Then there exist constants H1 > 0 and H2 > 0, depending on the model
parameters, such that∫ ∞
0
mt(y)
y
exp
{
−
(
ω2
2ty2
+
ty2
8
)}
dy
= H1ω
− 3
4
+ qm
c2 eH2
√
ω exp
{
−
√
8C + t
2
√
t
ω
}(
1 +O
(
ω−
1
4
))
as ω →∞. The constant C in the previous formula is given by (12).
Proof of the estimate from below in Theorem 1. We will use
formula (22) in the proof. Put z = log x
x0eµt
. Then we have
12
D˜t(x) =
√
x0eµt√
2pitx
3
2
∫
R
e
u
2µt(du)
∫ ∞
0
mt(y)
y
exp
{
−(z − u)
2
2ty2
− ty
2
8
}
dy. (27)
Note that for the uncorrelated Heston model the following formula holds:
Dt(x) =
√
x0eµt√
2pitx
3
2
∫ ∞
0
mt(y)
y
exp
{
− z
2
2ty2
− ty
2
8
}
dy (28)
(see [10]).
Let ρ be any increasing function of z such that ρ(z) < z and z−ρ(z) →∞
as z →∞. Then (27) gives
D˜t(x) ≥ I1 + I2, (29)
where
I1 =
√
x0eµt√
2pitx
3
2
∫ ρ(z)
1
e
u
2µt(du)
∫ ∞
0
mt(y)
y
exp
{
−(z − u)
2
2ty2
− ty
2
8
}
dy (30)
and
I2 =
√
x0eµt√
2pitx
3
2
∫ z+1
z
e
u
2µt(du)
∫ ∞
0
mt(y)
y
exp
{
−(z − u)
2
2ty2
− ty
2
8
}
dy. (31)
Throughout the remaining part of the section, we will denote by α a
positive constant which may differ from line to line. Since the function G1 is
increasing on (0,∞) and (24) and (25) hold, we have
I2 ≥ αx− 32
∫ z+1
z
e
u
2 e−η1udu
∫ ∞
0
mt(y)
y
exp
{
− 1
2ty2
− ty
2
8
}
dy, x > x0.
It is known that
∫ 1
0
y−1mt(y)dy <∞ (see [10]). Therefore, the second inte-
gral in the previous estimate converges. It follows that
I2 ≥ αx− 32
∫ z+1
z
e
u
2 e−η1udu = cx−1−η1
for x > x0. It is not hard to see using the inequality D˜t(x) ≥ I2 that the
estimate from below in (15) holds in the case where 1 + η1 ≤ A3.
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It remains to prove the estimate from below under the assumption 1+η1 >
A3. We will use the inequality D˜t(x) ≥ I1 in the proof. To estimate I1 we
notice that z − u ≥ z − ρ(z) → ∞ as x →∞. Therefore, Lemma 10 can be
applied to estimate the second integral on the right-hand side of (30). This
gives
I1 ≥ αx− 32
∫ ρ(z)
1
e
u
2G1(u)e
−η1u(z − u)− 34+ qmc2
eH2
√
z−u exp
{
−
√
8C + t
2
√
t
(z − u)
}
du.
Since the function G1 is increasing on (0,∞) and the function
y 7→ y− 34+ qmc2 eH2√y
is eventually increasing, the previous inequality gives
I1 ≥ αx− 32
∫ ρ(z)
1
e
u
2 e−η1u exp
{
−
√
8C + t
2
√
t
(z − u)
}
du
= αx−A3
∫ ρ(z)
1
exp {(A3 − 1− η1)u} du.
Here we used the equality A3 =
3
2
+
√
8C+t
2
√
t
(see (12)). Since A3 < 1 + η1
and ρ(z)→∞ as z →∞, we get I1 ≥ αx−A3, x > x0. This establishes the
estimate from below in Theorem 1 in the case where A3 < 1 + η1.
Proof of the estimate from above in Theorem 1. Let ε be a small
positive number. Denote by Λt(z, u) the following integral:∫ ∞
0
mt(y)
y
exp
{
−(z − u)
2
2ty2
− ty
2
8
}
dy,
Then formula (27) can be rewritten as follows:
D˜t(x) =
√
x0eµt√
2pitx
3
2
∫
R
e
u
2Λt(z, u)µt(du) = J1 + J2 + J3, (32)
where
J1 =
√
x0eµt√
2pitx
3
2
∫ 0−
−∞
e
u
2Λt(z, u)µt(du),
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J2 =
√
x0eµt√
2pitx
3
2
∫ sz
0
e
u
2Λt(z, u)µt(du),
and
J3 =
√
x0eµt√
2pitx
3
2
∫ ∞
sz
e
u
2Λt(z, u)µt(du).
The number s in the previous equalities satisfies 0 < s < 1. The value of s
will be chosen below.
To estimate J2, we notice that if x is large, then z − u in the expression
for J2 is also large. Using Lemma 8 and Lemma 10, we see that
J2 ≤ αDt(x) + αx− 32
∫ sz
0
e
u
2G1(u)e
−η1u(z − u)− 34+ qmc2 eH2
√
z−u
exp
{
−
√
8C + t
2
√
t
(z − u)
}
du.
Since the functions G1(y) and y 7→ y−
3
4
+ qm
c2 eH2
√
y grow slower than the func-
tion y 7→ exp { ε
2
y
}
(see Lemma 9), the previous inequality and formula (9)
imply that
J2 ≤ αx−A3+ε + αx− 32
∫ sz
0
exp
{(
1
2
− η1 + ε
2
)
u
}
exp
{(
−
√
8C + t
2
√
t
+
ε
2
)
(z − u)
}
du
≤ αx−A3+ε + αx−A3+ ε2
∫ z
0
exp {(A3 − 1− η1) u} du
≤ α
(
1
xA3−ε
+
1
x1+η1−ε
)
(33)
for x > x0.
The function Λt is bounded (this has already been established in the
previous part of the proof). Therefore,
J3 ≤ αx− 32
∫ ∞
sz
e
u
2G1(u)e
−η1udu. (34)
Since the function G1(u) grows slower than the function y 7→ exp {ζu} for
any ζ > 0 (see Lemma 9), estimate (34) implies that
J3 ≤ αx−
3
2
+s( 1
2
+ζ−η1), x > x0.
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Now using the fact that ζ can be any close to 0 and s any close to 1, we see
that
J3 ≤ α 1
x1+η1−ε
, x > x0. (35)
We will next estimate J1. It follows from Lemma 8 that
J1 = αx
− 3
2
∫ 0−
−∞
e
u
2Λt(z, u)G2(u)e
η2udu.
Since u < 0, we see that z − u is large if x is large. Using Lemma 10, we
obtain
J1 ≤ αx− 32
∫ 0−
−∞
e
u
2 (z − u)− 34+ qmc2 eH2
√
z−u
exp
{
−
√
8C + t
2
√
t
(z − u)
}
G2(u)e
η2udu. (36)
The function y 7→ y− 34+ qmc2 eH2√y is eventually increasing. Moreover, it grows
slower than e
ǫ
2
y. Since z − u > z in (36), we have
J1 ≤ αx− 32
∫ 0−
−∞
e
u
2 exp
{(
−
√
8C + t
2
√
t
+
ε
2
)
(z − u)
}
G2(u)e
η2udu
≤ αx−A3+ ε2
∫ 0−
−∞
e
u
2 exp
{(√
8C + t
2
√
t
− ε
2
)
u
}
G2(u)e
η2udu
= αx−A3+
ε
2
∫ ∞
0
exp
{(
−1
2
− η2 −
√
8C + t
2
√
t
+
ε
2
)
u
}
G2(−u)du. (37)
If ε is sufficiently small, then the integral in (37) converges (use Lemma 9).
It follows from (37) that
J1 ≤ α 1
xA3−ε
, x > x0. (38)
Finally, combining (32), (33), (35), and (38), we establish the estimate
from above in Theorem 1.
Proof of Theorem 2. The following formula can be obtained from (22):(
x0e
µt
x
)3
D˜t
(
(x0e
µt)
2
x
)
=
√
x0eµt√
2pitx
3
2∫
R
e
u
2µt(du)
∫ ∞
0
mt(y)
y
exp
{
−(log
x
x0eµt
+ u)2
2ty2
− ty
2
8
}
dy. (39)
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It follows from (39) and (24) that(
x0e
µt
x
)3
D˜t
(
(x0e
µt)
2
x
)
=
√
x0eµt√
2pitx
3
2∫
R
e
u
2 µ˜t(du)
∫ ∞
0
mt(y)
y
exp
{
−(log
x
x0eµt
− u)2
2ty2
− ty
2
8
}
dy, (40)
where
µ˜t(A) = pi0δ0(A) +
∫
A∩(0,∞)
G2(−u)e−(η2+1)udu
+
∫
A∩(−∞,0)
G1(−u)e(η1−1)udu (41)
for all Borel sets A ⊂ R. In (41), G1 and G2 are defined by (25) and (26),
respectively. Now it is clear that we can use the proof of Theorem 1 with
the pairs (η1, p) and (η2, q) replaced by the pairs (η2 + 1, q) and (η1 − 1, p),
respectively. We should also take into account Lemma 9. It is not hard to
see using (39) that for every ε > 0, there exist constants c˜1 > 0, c˜2 > 0, and
x˜ > 0 such that the following estimates hold:
c˜1
(
1
xA3
+
1
xη2+2
)
≤ x−3D˜t
(
(x0e
µt)
2
x
)
≤ c˜2
(
1
xA3−ε
+
1
xη2+2−ε
)
(42)
for all x > x˜. The constants c˜2 and x˜ depend on ε. Now it is clear that (16)
follows from (42).
This completes the proof of Theorem 2
We do not include the proofs of Theorems 3 and 4, because these theorems
can be established exactly as Theorems 1 and 2.
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