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1 Introduction
For an essentially bounded complex valued measurable function P on the real
d-torus T d = S1 × . . . × S1 the Mahler measure is defined by the formula
M(P ) = expm(P ) ≥ 0 where m(P ) is the integral
m(P ) =
∫
T d
log |P | dµ in R ∪ {−∞} .
Here µ is the Haar probability measure on T d. If P is a Laurent polynomial on
T d for example, it is known that log |P | is integrable on T d unless P = 0, so
that we have M(P ) > 0 for P 6= 0 and M(P ) = 0 for P = 0.
The Mahler measure appears in many branches of mathematics. It is especially
interesting for polynomials with coefficients in Z. If α is an algebraic integer
with monic minimal polynomial P over Q then m(P ) is the normalized Weil
height of α. This follows from an application of Jensen’s formula. For poly-
nomials in severable variables there is no closed formula evaluating m(P ) but
sometimes m(P ) can be expressed in terms of special values of L-functions, see
e.g. [Boy98a], [Lal08] and their references.
The logarithmic Mahler measure m(P ) of a Laurent polynomial P over Z also
appears in ergodic theory as the entropy of a certain subshift defined by P of
the full shift for Zd with values in the circle c.f. [LSW90] and [Sch95]. For
relations of m(P ) with hyperbolic volumes we refer to [Boy02].
We now turn our attention to the determinants in the title.
Let N be a finite von Neumann algebra with a faithful normal finite trace τ .
In this note we only need the von Neumann algebra NΓ of a discrete group Γ
which is easy to define, c.f. section 2. For an invertible operator A in N the
Fuglede–Kadison determinant [FK52] is defined by the formula
detNA = exp τ(log |A|) .
Here |A| = (A∗A)1/2 and log |A| are operators in N obtained by the functional
calculus. For arbitrary operators A in N one sets
detNA = lim
ε→0+
detN (|A|+ ε) .
The main result in [FK52] asserts that detN is multiplicative on N . This de-
terminant has several interesting applications. It appears in the definitions of
analytic and combinatorial L2-torsion of Laplacians on covering spaces [Lu¨c02],
chapter 3. It was used in the work [HS] on the invariant subspace problem
in II1-factors and it is related to the entropy of algebraic actions of discrete
amenable groups [Den06], [DS07] and to Ljapunov exponents [Den].
It was observed in [Lu¨c02], Example 3.13 that the Mahler measure has the
following functional analytic interpretation. For the group Γ = Zd there is a
canonical isomorphism of NΓ with L∞(T d, µ) which we write as A 7→ Aˆ. The
relation of Mahler measures with Fuglede–Kadison determinants is then given
by the formula:
(1) detNZd(A) = M(Aˆ) for all A ∈ NZd .
In this modest note we review certain classical properties of Mahler measures
and discuss their generalizations to Fuglede–Kadison determinants of group
von Neumann algebras. In particular, this concerns approximation formulas
e.g. by finite dimensional determinants. Usually the results for Mahler mea-
sures are stronger than the corresponding ones for general Fuglede–Kadison
determinants and this raises interesting questions. In section 2 we also extend
part of the formalism of the theory of orthogonal polynomials on the unit circle
to a non-commutative context. Moreover, in section 3 we show that in a suit-
able sense detNΓ is continuous on the space of marked groups if the argument
is invertible in L1.
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2 Approximation by finite dimensional deter-
minants
In this section we discuss one way to approximate Mahler measures and more
generally Fuglede–Kadison determinants of amenable groups by finite dimen-
sional determinants. Another method which works for residually finite groups
is explained in the next section as a special case of theorem 17.
The Mahler measure aspect of this topic begins with Szego¨’s paper [Sze15]. For
an integrable function P on S1 consider the Fourier coefficients
cν =
∫
S1
z−νP (z) dµ(z) for ν ∈ Z
and define the following determinants for n ≥ 0
Dn = det


c0 c1 cn−1
c−1 c0 cn−2
c−n+1 c−n+2 c0

 .
If P is real valued we have cν = c−ν and if P (z) ≥ 0 for all z ∈ S1 we may view
c−ν as the ν-th moment of the measure P (z) dµ(z). In that case the Dn’s are
the associated Toeplitz determinants.
Theorem 1 (Szego¨) If P is a continuous real valued function on S1 with
P (z) > 0 for all z ∈ S1, then Dn > 0 for all n ≥ 0 and we have the limit
formula:
M(P ) = lim
n→∞
n
√
Dn .
Using the theory of orthogonal polynomials on the unit circle the conditions
in Szego¨’s original theorem have been significantly relaxed, see [Sim05] for the
history:
Theorem 2 The assertions in Szego¨’s theorem hold for every real-valued non-
negative essentially bounded measurable function P on S1 which is non-zero on
a set of positive measure.
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Proof The Dn’s are determinants of Toeplitz matrices for the non-trivial mea-
sure P dµ. These matrices are positive definit and in particularDn > 0 for every
n ≥ 0, c.f. [Sim05] section 1.3.2. The limit formula M(P ) = limn→∞ n
√
Dn is a
special case of [Sim05] theorem 2.7.14, equality of (i) with (vi) applied to the
probability measure P‖P‖−11 dµ on S1. (In following that proof, the shortcut
in the remark on p. 139 of loc. cit. is useful.) ✷
Let us now explain the von Neumann aspect of these results. For a discrete
group Γ we will view the elements of Lp(Γ) as formal series
∑
γ∈Γ xγγ with∑
γ |xγ |p < ∞. It is then clear that Γ acts isometrically by left and right
multiplication on Lp(Γ). The von Neumann algebra NΓ of Γ may be defined as
the algebra of bounded operators A : L2Γ→ L2Γ which are left Γ-equivariant.
For γ ∈ Γ define the unitary operator Rγ : L2Γ → L2Γ by Rγ(x) = xγ. The
C-algebra homorphism
r : CΓ→ NΓ with r
(∑
γ
fγγ
)
=
∑
γ
fγRγ−1
extends to a homomorphism r : L1(Γ) → NΓ with ‖r(f)‖ ≤ ‖f‖1 for all
f ∈ L1Γ. By looking at r(f)(e) where e ∈ Γ ⊂ L2Γ is the unit element of Γ, we
see that r is injective. It will often be viewed as an inclusion in the following.
Setting f ∗ =
∑
fγγ
−1 for f =
∑
fγγ in L
1Γ the equality r(f ∗) = r(f)∗ holds.
The canonical trace τ = τNΓ on NΓ is defined by the formula τ(A) = (Ae, e).
It vanishes on commutators [A,B] = AB − BA for A,B in NΓ. For f in L1Γ
we have τ(r(f)) = fe. Finally, detNΓA is defined as in the introduction for
every A in NΓ.
For an abelian group Γ with (compact) Pontrjagin dual Γˆ = Homcont(Γ, S
1) and
Haar probability measure µ on Γˆ, the Fourier transform provides an isometry
of Hilbert spaces
F : L2Γ ∼−→ L2(Γˆ, µ) .
On the dense subspace CΓ it is given by F(f)(χ) =∑γ fγχ(γ) for χ ∈ Γˆ. One
can show that under the induced isomorphism of algebras of bounded operators
B(L2(Γ))→ B(L2(Γˆ, µ)) , A 7→ F ◦A ◦F−1
the von Neumann algebra NΓ maps isomorphically onto L∞(Γˆ, µ) where the
latter operates by multiplication on L2(Γˆ, µ). Denoting this isomorphism by
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A 7→ Aˆ we have Aˆ = F(A(e)). Namely, L2(Γ) is a left CΓ-algebra and for
f ∈ CΓ we therefore have
F(A(f)) = F(fA(e)) = F(f)F(A(e)) .
Now the assertion follows because F(CΓ) is dense in L2(Γˆ, µ). It follows that
we have
τ(A) = (Ae, e) = (F(A(e)),F(e)) = (Aˆ, 1) =
∫
Γˆ
Aˆ dµ .
Hence there is a commutative diagram
NΓ ∼ˆ //
τ
  
A
A
A
A
A
A
A
A L
∞(Γˆ, µ)
∫
Γˆ{{v
vv
vv
vv
vv
C
where
∫
Γˆ
denotes integration against the measure µ. We conclude using the
definition of detNΓ and Levi’s theorem that we have:
detNΓA = exp
∫
Γˆ
log |Aˆ| dµ for A ∈ NΓ .
In particular, for Γ = Zd we get formular (1) from the introduction. It also
follows that the generalized Mahler measures studied in [Lin05] can be expressed
as Fuglede–Kadison determinants.
The non-commutative generalization of Szego¨’s theorem that we have in mind
is valid for amenable groups. A Følner sequence (Fn) in Γ is a sequence of finite
subsets Fn ⊂ Γ which are almost invariant in the following sense: For any γ ∈ Γ
we have
lim
n→∞
|Fnγ \ Fn|
|Fn| = 0 .
A countable discrete group Γ is said to be amenable if it has a Følner sequence.
For example Z is amenable, the sets Fn = {0, 1, . . . , n − 1} forming a Følner
sequence.
For a finite subset F ⊂ Γ and an operator A ∈ NΓ consider the following
endomorphism of CF , the finite-dimensional C-vector space over F :
AF : CF
iF→֒ L2Γ A−→ L2Γ pF−→ CF .
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Here iF is the inclusion and pF the orthogonal projection to CF . We have
p∗F = iF for the L
2-adjoints and hence (AF )
∗ = (A∗)F .
Lemma 3 If A ∈ NΓ is positive then AF is positive as well and hence detAF ≥
0. If A is positive, and injective on CΓ then AF is a positive automorphism of
CF and hence detAF > 0.
Proof Set B =
√
A. For v ∈ CF we have (AFv, v) = (Av, v) = ‖Bv‖2
and hence AF is positive. Moreover AF v = 0 implies Bv = 0 and hence
Av = B(Bv) = 0. If A is injective on CΓ we get v = 0 and thus AF is injective
and hence an automorphism. ✷
The approximation result corresponding to Szego¨’s theorem is the following one
which was proved in [Den06] Theorem 3.2:
Theorem 4 Let Γ be a finitely generated amenable group with a Følner se-
quence (Fn) and let A be a positive invertible operator in NΓ. Then detAFn > 0
for all n and we have:
detNΓA = lim
n→∞
(detAFn)
1/|Fn| .
Positivity of detAFn follows from lemma 3. The proof of the limit formula is
based on an approximation result for traces of polynomials in A due to Schick
[Sch01] generalizing previous work of Lu¨ck. Theorem 4 follows by applying the
Weierstraß approximation theorem to log and the fact that the spectrum of A
and all AFn is uniformly bounded away from zero.
We would like to point out that another part of Szego¨’s theory which charac-
terizes M(P ) by an extremal property has been generalized to the setting of
von Neumann algebras in [BL08].
Example 5 Let us now show that Szego¨’s theorem 1 is a special case of theorem
4. Consider a measurable essentially bounded function P : S1 → R with
P (z) ≥ 0 for all z ∈ S1. It defines a positive element P of the von Neumann
algebra L∞(S1, µ). Let A be the positive operator in NZ with Aˆ = P , i.e. with
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F(A(0)) = P . For ν ∈ Z ⊂ L2(Z) write (ν) for its image in L2(Z). Then we
have F(ν) = zν viewed as a character on S1. Thus
cν =
∫
S1
z−νP (z) dµ(z) = (P, zν) = (F(A(0)),F(ν)) = (A(0), (ν)) .
Now consider the Følner sequence Fn = {0, 1, . . . , n − 1} of Z. The matrix of
AFn with respect to the basis (0), (1), . . . , (n−1) of CFn has (i, j)-th coefficient
(AFn(i), (j)) = (A(i), (j)) = (A(0), (j − i)) = cj−i .
Thus we have detAFn = Dn and therefore theorem 4 implies theorem 1 (even
with “continuous” replaced by “measurable essentially bounded”).
The analogue of theorem 2 in our setting does not seem to be known. We
formulate it as a question:
Question 6 Let Γ be a finitely generated amenable group and A a positive
operator in NΓ. Does the limit formula
detNΓA = lim
n→∞
(detAFn)
1/|Fn|
hold for every Følner sequence?
Remarks 1) In theorem 2 the non-zero positive operators in NZ ∼= L∞(S1, µ)
were considered. These are injective on CZ because F(CZ) = C[z, z−1], and
non-zero Laurent polynomials vanish only in a set of measure zero on S1. Per-
haps it is reasonable therefore to first consider only positive operators which
are injective on CΓ so that by lemma 3 all AFn are positive automorphisms.
On the other hand, for A = 0 the limit formula is trivially true.
2) Because of the next proposition it would suffice to prove the inequality
detNΓA ≤ lim
n→∞
(detAFn)
1/|Fn|
in order to answer question 5 affirmatively.
Proposition 7 For a finitely generated group Γ and any positive operator A
on NΓ we have
detNΓA ≥ lim
n→∞
(detAFn)
1/|Fn| .
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Proof For A in ZΓ this is proved in [Sch01]. In general we can argue as follows.
For any endomorphism ϕ set ϕ(ε) = ϕ + εid. Then we have (A(ε))F = (AF )
(ε)
for finite F ⊂ Γ. The following relations hold:
detNΓA
(i)
= lim
ε→0+
detNΓA
(ε) (ii)= lim
ε→0+
lim
n→∞
(det(A(ε))Fn)
1/|Fn|
(iii)
≥ lim
n→∞
(detAFn)
1/|Fn| .
Here (i) is true by the definition of the Fuglede–Kadison determinant and (ii)
follows from theorem 4 applied to A(ε). Finally (iii) holds because det(AFn)
(ε) ≥
detAFn for every n ≥ 1 and ε > 0. ✷
In the rest of this section we develop a formalism for the determinants detAF
and detNΓA which is suggested by the theory of orthogonal polynomials on the
unit circle. We also point out the relation to question 6.
We start with the following well known lemma:
Lemma 8 For a block matrix over a field with A invertible the following for-
mula holds:
det ( A BC D ) = det(D − CA−1B) detA .
Proof We have
det ( A BC D ) = det
(
I B
CA−1 D
)
det ( A 00 I ) = det
(
I B
0 D−CA−1B
)
detA .
✷
Consider a countable discrete group Γ and finite subsets F ⊂ F ′ ⊂ Γ. Let
A ∈ NΓ be positive, and injective on CΓ, so that according to lemma 3 the
endomorphism AF is positive and invertible. In terms of the decomposition
CF ′ = CF ⊕ C(F ′ \ F )
the endomorphism AF ′ is given by the block matrix
AF ′ =
(
AF pFAiF ′\F
pF ′\FAiF pF ′\FAiF ′\F
)
.
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Thus lemma 8 gives the formula
(2) detAF ′ = detAF det(pF ′\FAiF ′\F − pF ′\FAiFA−1F pFAiF ′\F ) .
Now consider the endomorphism
ψ = iFA
−1
F pFAiF ′ : CF
′ → CF ′
and the scalar product on CΓ defined by
(u, v)A := (Au, v) = (u,Av) .
It is positive since for u, v ∈ CΓ there is a finite subset F ⊂ Γ with u, v ∈ CF
and then we have (u, v)A = (AFu, v) with the positive automorphism AF .
Proposition 9 The endomorphism ψ is the orthogonal projection of CF ′ to
CF with respect to the scalar product (, )A on CF
′.
Proof For u ∈ CF we have ψ(u) = A−1F AFu = u. This implies that ψ2 = ψ
since ψ takes values in CF . Moreover, Imψ = CF . Next observe that
pF ′Aψ = pF ′AiFA
−1
F pFAiF ′
is selfadjoint since i∗F = pF and A,AF are selfadjoint. Hence we have pF ′Aψ =
ψ∗AiF ′ and for u, v ∈ CF ′ therefore:
(ψu, v)A = (ψu,Av) = (u, ψ
∗Av) = (u,Aψv) = (u, ψv)A .
✷
By the proposition the endomorphism ϕ = id − ψ of CF ′ is the orthogonal
projection to CF ⊥A with respect to (, )A. Formula (2) can be rewritten as
detAF ′ = detAF det(pF ′\FAϕiF ′\F ) .
Corollary 10 Assume that F ′ = F ∪˙{γ} and set Φγ = ϕ(γ). Then we have
detAF ′ = ‖Φγ‖2A detAF .
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Proof Since C(F ′ \ F ) = Cγ is one-dimensional and ‖γ‖ = 1, we have
det(pF ′\FAϕiF ′\F ) = (pF ′\FAϕ(γ), γ) = (Aϕ(γ), γ) = (ϕ(γ), γ)A
= (ϕ2(γ), γ)A = (ϕ(γ), ϕ(γ))A = ‖ϕ(γ)‖2A .
✷
The corollary generalizes part of formula (1.5.78) of [Sim05]. Using this orthog-
onalization process inductively we get the formula
detAF =
∏
γ∈F
‖Φγ‖2A .
Concerning the order of ‖Φγ‖A note the following equations
‖Φγ‖2A = (ϕ(γ), γ)A = (γ − iFA−1F pFAγ, γ)A
= ‖γ‖2A − (iFA−1F pFAγ,Aγ)
= τ(A)− (A−1F s, s) , where s = pFAγ ∈ CF .
In the situation of corollary 10 we therefore obtain:
Corollary 11 We have 0 < ‖Φ‖2A ≤ τ(A). Moreover the following assertions
are equivalent:
1) ‖Φγ‖2A = τ(A)
2) pFAγ = 0
3) AF ′ =
(
AF 0
0 c
)
for some c (which must be c = τ(A)).
Now we generalize a calculation from the theory of orthogonal polynomials on
S1 which is used in one of the proofs of theorem 2. Recall that for Φ ∈ NΓ one
sets ‖Φ‖2 = τ(Φ∗Φ)1/2. It is known that we have
(3) detNΓΦ ≤ ‖Φ‖2 .
Namely, let Eλ be the spectral resolution of |Φ|. Then we have by Jensen’s
inequality:
(detNΓΦ)
2 = exp
∫ ∞
0
log(|λ|2)dτ(Eλ) ≤
∫ ∞
0
|λ|2 dτ(Eλ)
= τ
(∫ ∞
0
|λ|2dEλ
)
= τ(Φ∗Φ) = ‖Φ‖22 .
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For positive A ∈ NΓ and any Φ ∈ NΓ we find
(detNΓA)
1/2detNΓΦ = detNΓ(
√
AΦ) ≤ ‖
√
AΦ‖2
= τ(Φ∗AΦ)1/2 = (Φ∗AΦe, e)1/2
= (AΦ(e),Φ(e))1/2 = ‖Φ(e)‖A .
Let ∼: CΓ → CΓ be defined by f˜ = ∑ fγγ−1. Then for f ∈ CΓ the operator
r(f) ∈ NΓ is right multiplication by f˜ . For f ∈ CΓ ⊂ NΓ where the inclusion
is via r, we get
(detNΓA)
1/2detNΓf ≤ ‖f(e)‖A = ‖f˜‖A .
Applying this to f = Φ˜γ we find
(detNΓA)
1/2detNΓΦ˜γ ≤ ‖Φγ‖A .
Combining this with corollary 10 we obtain the following result:
Corollary 12 Let A ∈ NΓ be positive, and injective on CΓ. Assume that F
and F ′ = F ∪˙{γ} are finite subsets of Γ. Then we have the inequality:
(detNΓA)(detNΓΦ˜γ)
2 ≤ detAF ′
detAF
.
Remarks 13 a For Γ ∈ Z and F = {0, . . . , n − 1} and F ′ = {0, . . . , n} we
have γ = n and for A as in example 5 the Laurent polynomial F(Φ˜n) is closely
related to the polynomial Φ∗n(z) of [Sim05] (1.1.1), (1.1.6). In particular, F(Φ˜n)
like Φ∗n(z) has no zeroes in the interior of the unit disc and hence detNZ Φ˜n =
M(F(Φ˜n)) = 1 by Jensen’s formula, c.f. [Sim05] Theorem 1.7.1 and proof of
Corollary 1.7.2. Thus in this case one has
M(Aˆ) = detNΓA ≤ detAFn+1
detAFn
,
and this inequality is instrumental for the proof of theorem 2.
b For general Γ unfortunately we do not know whether detNΓ Φ˜γ ≥ 1 or even
detNΓ Φ˜γ = 1 holds under suitable conditions.
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3 Approximation on the space of marked groups
According to a theorem of Lawton, Mahler measures of Laurent polynomials
in several variables can be approximated by Mahler measures of one-variable
Laurent polynomials. His result which we now recall resolved a conjecture of
Boyd. For r ∈ Zd set
q(r) = min{‖ν‖ | 0 6= ν ∈ Zd with (ν, r) = 0}
where ‖ν‖ = max |νi| and (ν, r) =
∑
i νiri.
Theorem 14 (Lawton [Law83]) For r ∈ Zd and P in C[X±11 , . . . , X±1d ] set
Pr(X) = P (X
r1, . . . , Xrd). Then we have
lim
q(r)→∞
M(Pr) = M(P ) .
If P does not vanish on T d, so that log |Pr| is continuous on S1 the theorem is
much simpler to prove than in general. In the following we will generalize this
easy case to a statement on the continuity of the Fuglede–Kadison determinant
on the space of marked groups. A full generalization of theorem 14 in this
direction is a challenging problem.
For d ≥ 1 the space Xd of marked groups on d-generators is the set of iso-
morphism classes [Γ, S] of pairs (Γ, S) where Γ is a discrete group and S =
(s1, . . . , sd) a family of d generators of Γ. Here repetitions are allowed. Two
such pairs (Γ, S) and (Γ′, S ′) are called isomorphic if there is an isomorphism
α : Γ
∼−→ Γ′ with α(S) = S ′. The set Xd becomes an ultra-metric space with
the distance function
d([Γ1, S1], [Γ2, S2]) = 2
−N
where N ≤ ∞ is the largest radius such that the balls of radius N around the
origin in the Cayley graphs of (Γ1, S1) and (Γ2, S2) are isomorphic as oriented,
labelled graphs with labels 1, . . . , d corresponding to the generators. Thus intu-
itively two marked groups are close to each other if their Cayley graphs around
the origin coincide on a big ball. An equivalent metric on Xd is obtained by
setting
δ([Γ1, S1], [Γ2, S2]) = 2
−M
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if the bijection S1 ∼= S2 induces a bijection of S1- resp. S2-relations of length
less than M and if M ≤ ∞ is maximal with this property. Here an S-relation
in a group Γ is an S-word, i.e. a finite string of elements from S and their
inverses, whose evalution in Γ is equal to e. The number of elements in the
string defining a word is the length of the word e.g. s−11 s2s1s
−1
3 s5 has length 5.
Much more background on the space of marked groups can be found in [CG]
section 2, for example.
Example 15 With notations as in theorem 14 consider
(Γ, S) = (Zd, e1, . . . , ed) and (Γr, Sr) = (D(r)Z, r1, . . . , rd)
where r ∈ Zd and D(r) is the greatest common divisor of r1, . . . , rd. Then we
have
lim
q(r)→∞
[Γr, Sr] = [Γ, S] in Xd .
Proof As Γr is abelian, an Sr-word is a relation in Γr if and only if
∑d
i=1 νiri = 0
where νi ∈ Z is the sum of all exponents ±1 of ri in the word. The length of the
relation is at least ‖ν‖. If a relation R has length less than q(r) it follows that
we have ν = 0 and hence R is a relation of commutation. Hence for length less
than q(r) the relations in (Γ, S) and (Γr, Sr) are in canonical bijection. Thus
we have
δ([Γ, S], [Γr, Sr]) ≤ 2−q(r)
and the assertion follows. ✷
Example 16 Let Γ be a countable group and (Kn) a sequence of normal sub-
groups of Γ. We write Kn → e if e is the only element of Γ which is contained
in infinitely many Kn’s. Equivalently, for any finite subset Q ⊂ Γ we have
Kn ∩Q ⊂ {e} for n large enough.
Now assume that Γ is finitely generated and let S be a finite familiy of gener-
ators. Given epimorphisms ϕn : Γ։ Γn we get finite families of generators Sn
in Γn. Setting d = |S|, we claim that the limit formula
lim
n→∞
[Γn, Sn] = [Γ, S] in Xd
is equivalent to Kn → e, where Kn = Kerϕn.
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Proof Assume that Kn → e. Let Rn be a relation of length l in Γn and let R
be the corresponding S-word in Γ. The evaluation γ = ev(R) of R in Γ lies in
Kn. Let Q ⊂ Γ be the finite subset of at most l-fold products from S ∪S−1. In
particular γ ∈ Q. For n ≥ n(l), we have Kn∩Q ⊂ {e} since Kn → e. Therefore
the relations of length ≤ l in Γ and Γn are in canonical bijection if n ≥ n(l)
and hence we have
δ([Γn, Sn], [Γ, S]) ≤ 2−l for n ≥ n(l) .
For the converse consider an element γ ∈ Γ which is contained in infinitely
many Kn’s. Choose a word W in Γ with γ = ev(W) and let l be the length of
W. By assumption, there are arbitrarily large n’s such that ϕn(W) is a relation
in Γn. But for n ≫ 0 the relations of length l in Γn and Γ are in bijection.
Hence W must be a relation i.e. γ = ev(W) = e. ✷
In order to state the next result we introduce some notations.
For a homomorphism ϕ : Γ → Γ′ of discrete groups denote by ϕ∗ : L1(Γ) →
L1(Γ′) the map “integration along the fibres” defined by
ϕ∗
( ∑
γ∈Γ
fγγ
)
=
∑
γ∈Γ
fγϕ(γ) =
∑
γ′∈Γ′
( ∑
γ∈ϕ−1(γ′)
fγ
)
γ′ .
The map ϕ∗ is a homomorphism of Banach ∗-algebras with units and it satisfies
the estimate ‖ϕ∗(f)‖1 ≤ ‖f‖1 for all f ∈ L1(Γ).
Recall that we view L1(Γ) as a subalgebra of NΓ. Then we have the following
result
Theorem 17 Consider a countable discrete group together with homomorphisms
ϕn : Γ→ Γn. For f ∈ L1(Γ) set fn = ϕn∗(f) ∈ L1(Γn). Then we have:
(4) detNΓf ≥ lim
n→∞
detNΓnfn if Kn = Kerϕn → e .
In case f ∈ L1(Γ)×, equality holds:
(5) detNΓf = lim
n→∞
detNΓnfn if Kn → e .
In particular, using example 16 we get the following corollary:
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Corollary 18 For [Γ, S] ∈ Xd, epimorphisms ϕn : Γ։ Γn and f ∈ L1(Γ)× we
have
detNΓf = lim
n→∞
detNΓnfn if [Γn, Sn]→ [Γ, S] in Xd .
Let us give two examples:
Example 19 For any countable residually finite group Γ there is a sequence
of normal subgroups Kn with finite index such that Kn → e. Set Γn = Kn \ Γ.
Then we have:
(6) detNΓf = lim
n→∞
| det r(fn)|1/|Γn| for any f ∈ L1(Γ)× .
Note here that r(fn) ∈ NΓn ⊂ EndCΓn. This formula follows immediately
from theorem 17 if we note that for a finite group G and an element h ∈ CG =
L1(G) we have:
detNGh = | det r(h)|1/|G| .
Formula (6) was used in [DS07] to relate the growth rate of periodic points of
certain algebraic Γ-actions to Fuglede–Kadison determinants. For f in ZΓ ∩
L1(Γ)× formula (6) is a special case of [Lu¨c94], Theorem 3.4,3.
Example 20 Recall the situation of example 15 and let P be a continuous
function on T d whose Fourier coefficients are absolutely summable. Thus we
have P = F(f) for some f ∈ L1(Zd). If we assume that P does not vanish
in any point of T d it follows from a theorem of Wiener [Wie32] that we have
f ∈ L1(Zd)×. Define ϕr : Γ = Zd → Γr by ϕr(ei) = ri for 1 ≤ i ≤ r. Corollary
18 now implies the formula
detNΓf = lim
q(r)→∞
detNΓrfr .
Since detNΓ f = M(P ) and detNΓrfr = M(Pr), we get the limit formula of
Lawton’s theorem in this (easy) case.
The theorem of Wiener mentioned above has been generalized to the non-
commutative context. The ultimate result is due to Losert [Los82]. It asserts
that L1(Γ)× = L1(Γ)∩C∗(Γ)× if and only if Γ is “symmetric”. Thus for symmet-
ric groups the question of invertibility in L1(Γ) is reduced to the easier question
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of invertibility in the C∗-algebra C∗(Γ). Finitely generated virtually nilpotent
discrete groups for example are known to be symmetric [LP79], Corollary 3,
and hence we have the following equalities for them
(7) L1(Γ)× = L1(Γ) ∩ C∗r (Γ)× = L1(Γ) ∩ (NΓ)× .
Note that for amenable groups the C∗-algebra and the reduced C∗-algebra co-
incide. The classical Wiener theorem is a special case of (7):
L1(Zd)× = L1(Zd) ∩ C0(T d)× = L1(Zd) ∩ L∞(T d, µ)× .
The assumptions in corollary 18 are more restrictive than in theorem 17. The
advantage of its formulation lies in the intuition and results about Xd that one
may use.
Proof of theorem 17 First we need a simple result about traces. We claim
that for any f in L1(Γ) and any complex polynomial P (X) we have
(8) τNΓ(P (f)) = lim
n→∞
τNΓn(P (fn)) if Kn → e .
Since P (f) lies in L1(Γ) as well, it suffices to prove (8) for P (X) = X . Writing
f =
∑
γ fγγ we have τNΓ(f) = fe and τNΓn(fn) =
∑
γ∈Kn
fγ. Fix ε > 0. Since
f is in L1(Γ), there is a finite subset Q ⊂ Γ with ∑γ∈Γ\Q |fγ| < ε. Because of
the assumption Kn → e, there is some N ≥ 1 such that Kn ∩ Q ⊂ {e} for all
n ≥ N . For n ≥ N we therefore get the estimate
|τNΓ(f)− τNΓn(fn)| = |fe −
∑
γ∈Kn
fγ| ≤
∑
γ∈Kn\e
|fγ| ≤
∑
γ∈Γ\Q
|fγ| < ε .
Since ε > 0 was arbitrary, formula (8) follows.
Next, for any f ∈ L1(Γ) we have
(9) ‖r(fn)‖ ≤ ‖fn‖1 ≤ ‖f‖1 and ‖r(f)‖ ≤ ‖f‖1
where ‖ ‖ is the operator norm (between L2-spaces).
Moreover, if f ∈ L1(Γ)×, the relation (f−1)n = ϕn(f−1) = ϕn(f)−1 = f−1n
implies the estimates:
(10) ‖r(f−1n )‖ ≤ ‖f−1n ‖1 ≤ ‖f−1‖1 .
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Since 2 detNΓ f = detNΓ f
∗f and
(f ∗f)n = ϕn(f
∗f) = ϕn(f)
∗ϕn(f) = f
∗
nfn
we may replace f by f ∗f in the assertion of theorem 17. Hence we may assume
that f ∈ L1(Γ) and fn ∈ L1(Γn) are positive in NΓ resp. NΓn i.e. that
r(f) and r(fn) are positive operators. If f is invertible it follows that the
spectrum of r(f) is contained in the interval I = [‖f−1‖−11 , ‖f‖1]. Using the
estimates (9) and (10) we see that the spectra of r(fn) lie in I as well for all n.
Note here that for a positive bounded operator A on a Hilbert space we have
‖A‖ = maxλ∈σ(A) λ. Fix ε > 0. Since I is a compact subinterval of (0,∞), it
follows from the Weierstraß approximation theorem that there is a polynomial
P (X) with maxx∈I |P (x)− log x| ≤ ε. Since σ(r(f)), σ(r(fn)) lie in I it follows
that we have:
‖ log r(f)− P (r(f))‖ ≤ ε and ‖ log r(fn)− P (r(fn))‖ ≤ ε .
Using the estimate |τNΓA| = |(Ae, e)| ≤ ‖A‖ for any A ∈ NΓ, we obtain:
|τNΓ(log r(f))− τNΓn(log r(fn))| ≤ 2ε+ |τNΓ(P (f))− τNΓn(P (fn))| .
Assertion (8) now implies formula (5) in theorem 17. For the proof of (4) we can
assume as above that r(f) and the r(fn) are positive operators. The relations
(9) imply that the spectra of r(f) and of all r(fn) lie in J = [0, ‖f‖1]. Choose
a sequence of polynomials Pk(X) ∈ R[X ]. converging pointwise to log in J and
satisfying the inequalities Pk > Pk+1 > log in J for all k. One may obtain
such a sequence (Pk) as follows. The continuous functions ϕk on J defined by
ϕk(x) = 1/k + log x for x ≥ 1/k and by ϕk(x) = 1/k + log 1/k for 0 ≤ x ≤ 1/k
satisfy the inequalities ϕk > ϕk+1 > log in J and converge pointwise to log in
J . Setting
ψk = 2
−1(ϕk + ϕk+1) and εk = min
x∈J
(ϕk(x)− ϕk+1(x)) > 0 ,
the Weierstraß approximation theorem provides us with polynomials Pk such
that
max
x∈J
|ψk(x)− Pk(x)| ≤ εk
4
.
They satisfiy the estimates ϕk > Pk > ϕk+1 for all k and hence have the desired
properties. It follows that we have
(11) lim
k→∞
τNΓ(Pk(f)) = log detNΓf .
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To see this, consider the spectral resolution Eλ of the operator r(f). Then we
have by the definition of detNΓ f :
log detNΓf = lim
ε→0+
τNΓ(log(r(f) + ε)) = lim
ε→0+
∫
J
log(λ+ ε) dτNΓ(Eλ)
(a)
=
∫
J
log λ dτNΓ(Eλ)
(b)
= lim
k→∞
∫
J
Pk(λ) dτNΓ(Eλ)
= lim
k→∞
τNΓ(Pk(f)) .
Here equations (a) and (b) hold because of Levi’s theorem in integration theory
(with respect to the finite measure dτNΓ(Eλ) on J). Noting the estimate
(12) τNΓn(Pk(fn)) ≥ τNΓn(log(fn))
we obtain the relations:
log detNΓf
(11)
= lim
k→∞
τNΓ(Pk(f))
(8)
= lim
k→∞
lim
n→∞
τNΓn(Pk(fn))
(12)
≥ lim
n→∞
τNΓn(log fn) = lim
n→∞
log detNΓnfn .
✷
Remark If f ∈ L1(Γ) is not invertible the question whether the equality (5)
still holds becomes much more subtle. In the situation of example 19, Lu¨ck has
given a criterion in terms of the asymptotic behaviour near zero of the spectral
density function, which is hard to verify however, c.f. [Lu¨c94] theorem 3.4,
3. Note that he discusses a slightly different version of the Fuglede–Kadison
determinant where the zero-eigenspace is discarded. If A ∈ NΓ is injective on
L2(Γ) the two versions of the FK-determinant agree. Incidentally, for a finitely
generated amenable group Γ, a non-zero divisor f ∈ CΓ has the property that
r(f) is injective on L2(Γ), see [Ele03].
For Γ = Z and the projections to Γn = Z/n the above question is related to the
theory of diophantine approximation. This was first noted in ergodic theory
because for f ∈ Z[Z] the limit
lim
n→∞
log detNZ/n(fn) = lim
n→∞
n−1 log det(r(fn)) (if it exists)
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is the logarithmic growth rate of the number of periodic points of a toral
automorphism with characteristic polynomial fˆ ∈ Z[X±1]. One wanted to
know if it is equal to the topological entropy which turns out to be given by
m(fˆ) = log detNZ(f). Using a theorem of Gelfond this was proved by Lind
in [Lin84] § 4. See also [Sch95] Lemma 13.53. On the other hand there are
examples of non-invertible f ∈ L1(Z) with fˆ ∈ R[X,X−1] a linear polynomial
for which formula (5) is false, see [Lu¨c02], Example 13.69.
On the other hand, for the sequence ϕr : Γ = Z
d → Γr from example 15 formula
(5) holds for all f ∈ C[Zd] as follows from Lawton’s theorem 14 above. One
may interpret his proof as an estimate for the spectral density function of |f |
near zero.
These cases suggest the following problem:
Question 21 In the situation of theorem 17 consider f in ZΓ. Is it true that
we have
detNΓf = lim
n→∞
detNΓnfn if Kn → e
even if f is not invertible in L1(Γ)?
In the rest of this section we extend the previous theory somewhat by replacing
the maps ϕn : Γ→ Γn by a sequence of “correspondences”. Thus, we consider
discrete groups and homomorphisms
Γ
ϕ←− Γ˜ ϕn−→ Γn with kernels K = Kerϕ and Kn = Kerϕn .
Given f˜ ∈ L1(Γ˜) write f = ϕ∗(f˜) ∈ L1(Γ) and fn = ϕn∗(f˜) ∈ L1(Γn). We will
write Kn → K if one of the following equivalent conditions holds:
a No element γ˜ ∈ Γ˜ is contained in K △Kn for infinitely many n.
b For any finite subset Q ⊂ Γ˜ we have (K △Kn) ∩Q = ∅ if n is large enough.
Then theorem 17 has the following generalization:
Theorem 22 Consider diagrams of countable groups Γ
ϕ←− Γ˜ ϕn−→ Γn for n ≥ 1
as above and fix f˜ ∈ L1(Γ˜). Then we have
(13) detNΓf ≥ lim
n→∞
detNΓnfn if Kn → K .
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For f˜ ∈ L1(Γ˜)×, equality holds:
(14) detNΓf = lim
n→∞
detNΓnfn if Kn → K .
Proof As before one first shows that:
(15) τNΓ(P (f)) = lim
n→∞
τNΓn(P (fn)) for Kn → K
whenever f˜ ∈ L1(Γ˜) and P ∈ C[X ]. Writing f˜ = ∑γ˜∈Γ˜ aγ˜ γ˜ and using the
inequality
|τNΓ(f)− τNΓn(fn)| ≤
∑
γ˜∈K△Kn
|aγ˜| ,
we can argue as in the proof of formula (8).
The rest of the proof is analogous to the one of theorem 17 if we note that the
spectra of r(f) and r(fn) lie in [0, ‖f˜‖1] for f˜ ∈ L1(Γ˜) and in [‖f˜−1‖−11 , ‖f˜‖1] if
f˜ is invertible in L1(Γ˜). This follows from the estimates
‖r(f)‖ ≤ ‖f‖1 ≤ ‖f˜‖1 and ‖r(fn)‖ ≤ ‖fn‖1 ≤ ‖f˜‖1 if f˜ ∈ L1(Γ˜)
and similar ones for the inverses of f˜ , f, fn in case f˜ ∈ L1(Γ)×. ✷
Next, assume that Γ˜ is finitely generated and the maps ϕ and ϕn are surjective.
A family of generators S˜ of Γ˜ gives families of generators S and Sn for Γ and
Γn. If d = |S˜| one can show as in example 16 that the condition Kn → K is
equivalent to [Γn, Sn]→ [Γ, S] in Xd for n→∞.
For completeness let us give the argument for the implication needed in the
following corollary. Assume that γ˜ ∈ Γ˜ is contained in K △ Kn for infinitely
many n. Choose a word W˜ in Γ˜ with γ˜ = ev(W˜). Via ϕn, ϕ we obtain words
Wn and W in Γn resp. Γ with γn = ev(Wn) and γ = ev(W). By assumption
there are infitely many n, such thatW is a relation in Γ butWn is not a relation
in Γn or vice versa. This is not possible however, since for large n the relations
of length ≤ l(W˜) in Γ and Γn are in canonical bijection if [Γn, Sn]→ [Γ, S].
Corollary 23 a In the situation above, we have for f˜ ∈ L1(Γ˜)
lim
n→∞
τNΓn(fn) = τNΓ(f) if [Γn, Sn]→ [Γ, S] in Xd .
b If f˜ is invertible in L1(Γ˜), we have in addition
lim
n→∞
detNΓn(fn) = detNΓ(f) if [Γn, Sn]→ [Γ, S] in Xd .
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Proof The condition [Γn, Sn] → [Γ, S] implies that Kn → K and hence a
follows from equation (15) and b from theorem 22, (14). ✷
Corollary 24 Consider the free group Fd on d-generators g1, . . . , gd. For [Γ, S]
in Xd define an epimorphism ϕ : Fd → Γ by setting ϕ(gi) = si if S =
(s1, . . . , sd).
a For every f˜ ∈ L1(Fd), the following function is continuous:
T (f˜) : Xd → C defined by T (f˜)[Γ, S] = τNΓ(ϕ(f˜)) .
b For every f˜ ∈ L1(Fd)×, the function
D(f˜) : Xd → R>0 defined by D(f˜)[Γ, S] = detNΓ(ϕ(f˜))
is continuous.
Remarks The map T (f˜) depends only on the image of f˜ in the quotient of
L1(Fd) by the subgroup generated by the commutators [g, h] = gh− hg. More-
over D(f˜) depends only on the image of f˜ in the abelianization of L1(Fd)
×.
Note that assertion b is not a formal consequence of a since there is no func-
tional calculus in L1(Γ) allowing us to define the logarithm on all invertible
elements of the form f ∗f .
4 Further problems
For a non-zero polynomial P in Z[X±11 , . . . , X
±1
d ] it is well known that the
Mahler measure satisfies the inequality M(P ) ≥ 1. In fact m(P ) = logM(P )
can be interpreted as the entropy of a suitable Zd-action and entropies are non-
negative, c.f. [LSW90]. For discrete groups Γ the question whether detNΓ f ≥ 1
holds for f ∈ ZΓ has been much studied for the modified version of detNΓ where
the zero eigenspace is discarded, c.f. [Lu¨c02] for an overview. If r(f) is injective
on L2(Γ), these results apply to detNΓ f itself. It is known for example that
for such f and all residually amenable groups Γ we have detNΓ f ≥ 1. For
Mahler measures the polynomials P with M(P ) = 1 are known by a theorem
of Kronecker in the one-variable case and by a result of Schmidt in general,
[Sch95]. For them the above mentioned entropy is zero and this is significant
for the dynamics. Apart from Γ = Zd and finite groups Γ nothing seems to be
known about the following problem:
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Question 25 Given a countable discrete group Γ, can one characterize the
elements f ∈ ZΓ with detNΓ f = 1?
Even the case, where Γ is finitely generated and nilpotent would be interesting
with the integral Heisenberg group as a starting point.
The polynomials P ∈ Z[X±11 , . . . , X±1d ] with M(P ) = 1 are either units in
Z[X±11 , . . . , X
±1
d ] or they have zeros on T
d and hence are not invertible in L1.
For f ∈ Z[Zd] ∩ L1(Zd)× we therefore have detNZd f > 1 unless f is a unit in
Z[Zd]. Is the same true in general?
Question 26 Given a countable discrete group Γ and an element f ∈ ZΓ ∩
L1(Γ)× which does not have a left inverse in ZΓ, is detNΓ f > 1?
Remark If Γ is residually finite and amenable, the answer is affimative. This
was shown in the proof of [DS07] Corollary 6.7 by interpreting log detNΓ f as an
entropy and proving that the latter was positive. Note that if f does have a left
inverse in ZΓ i.e. gf = 1 for some g ∈ ZΓ we have (detNΓ g)(detNΓ f) = 1 which
implies that detNΓ f = 1 = detNΓ g if both determinants are ≥ 1. Incidentally,
by a theorem of Kaplansky, NΓ and hence also the subrings CΓ and L1(Γ) are
directly finite, i.e. left units are right units and vice versa.
The last topic we want to mention concerns a continuity property. Answering a
question of Schinzel, Boyd proved the following result about the Mahler measure
in [Boy98b]:
Theorem 27 (Boyd) For any Laurent polynomial P ∈ C[X±11 , . . . , X±1d ] the
function z 7→M(z − P ) is continuous in C.
The proof is based on an estimate due to Mahler which in turn uses Jensen’s
formula.
Thus the question arises whether detNΓ(z−f) is a continuous function of z ∈ C
for f in CΓ. For A in NΓ the function ϕ(z) = log detNΓ(z−A) is a subharmonic
function on C c.f. [Bro86] and in particular it is upper semicontinuous. For
z /∈ σ(A) (or even for z outside the support of the Brown measure) the function
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ϕ(z) is easily seen to be continuous. If Γ is finite then detNΓ(z− f) = | det(z−
r(f))|1/|Γ| is clearly continuous for z ∈ C. For the discrete Heisenberg group
Γ one may use formula (4) in [Den] to get examples where detNΓ(z − f) can
be expressed in terms of ordinary integrals. In all these cases one obtains a
continuous function of z if f is in CΓ.
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