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Abstract
Let G be a simple graph with n vertices and tw(G) be the tree-width of G. Let (G) be
the spectral radius of G and (G) be the smallest eigenvalue of G. The join G∇H of disjoint
graphs of G and H is the graph obtained from G + H by joining each vertex of G to each
vertex of H . In this paper, several results which are concerned with tree-width, clique-minors,
and eigenvalues of graphs are given. In particular, we have
(1) If G is K5 minor-free graph, then
(G)6 1 +
√
3n− 8;
where equality holds if and only if G is isomorphic to K3∇(n− 3)K1.
(2) If G is K5 minor-free graph with n¿ 5 vertices, then
(G)¿−√3n− 9;
where equality holds if and only if G is isomorphic to K3; n−3.
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1. Introduction
First, we recall some basic notations that will be used in the paper.
In this paper, all graphs are <nite undirected graphs without loops and multiple
edges. Let (G) be the minimum degree of the vertices of G. The spectral radius
(G) of G is the largest eigenvalue of its adjacency matrix. Let (G) be the smallest
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eigenvalue of G. The join G∇H of disjoint graphs of G and H is the graph obtained
from G +H by joining each vertex of G to each vertex of H . A graph H is a minor
of G if H can be obtained from G by deleting edges, contracting edges, and deleting
isolated vertices. A graph G is H–minor-free if H is not a minor of G. Also, given a
set S of graphs, a graph G is S–minor-free if G is H–minor-free for every H ∈ S.
An important measurement of the complexity of graphs is the concept of tree-width.
Many NP-hard problems, for example, <nding a maximum independent set, comput-
ing the chromatic number, and Hamiltonian cycle can be solved in linear time for
graphs of bounded tree-width. There are several equivalent de<nitions of tree-width.
The following is due to Arnborg and Proskurowski [1] (or see [4]).
Let a k-clique be a clique on k vertices. For a nonnegative integer k, a k-tree is
de<ned inductively as follows: a k-clique (the complete graph Kk) is a k-tree. Any
graph obtained from a k-tree by adding a new vertex and joining it to all the vertices
of some k-clique of G is a k-tree. A partial k-tree is a subgraph of a k-tree. The
tree-width of a graph G, in symbols tw(G), is the minimum integer k such that G is
a partial k-tree. The terminology not de<ned here can be found in [2] or [3].
In this paper, the following results are obtained:
(1) If G is K5 minor-free graph with n vertices, then
(G)6 1 +
√
3n− 8;
where equality holds if and only if G is isomorphic to K3∇(n− 3)K1.
(2) If G is K5 minor-free graph with n¿ 5 vertices, then
(G)¿−√3n− 9;
where equality holds if and only if G is isomorphic to K3; n−3.
(3) If tw(G) = k, then
(G)6
k − 1 +√4kn− (k + 1)(3k − 1)
2
;
where equality holds if and only if G is isomorphic to Kk∇(n− k)K1.
(4) If tw(G) = k and n¿ 2k − 1, then
(G)¿−
√
k(n− k);
where equality holds if and only if G is isomorphic to Kk;n−k .
2. Tree-width
It is easy to show that the following lemma holds:
Lemma 2.1. Let G be a k-tree with n (¿ k + 1) vertices and m edges. Then
m= kn− k(k + 1)
2
and
(G) = k:
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Proof. We prove this result by induction on n. It is true when n = k + 1 since G is
the complete graph Kk+1. Suppose it is true when n= N − 1. Let G be a k-tree with
N vertices, it is easy to see that (G) = k. Let v be a vertex of G and dG(v) = , and
let H ∼= G − v, then H is a k-tree with N − 1 vertices. By the induction hypothesis,
we have
m= K(N − 1)− k(k + 1)
2
+ k = kN − k(k + 1)
2
and (G) = k:
Lemma 2.2. Let G be a simple graph with n vertices and m edges. Let = (G) be
the minimum degree of vertices of G and (G) be the spectral radius of the adjacency
matrix A of G. If (G)¿ k, then
(G)6
k − 1 +
√
(k + 1)2 + 4(2m− kn)
2
:
Here equality holds if and only if =k and G is either a regular graph or a bidegreed
graph in which each vertex is of degree either  or n− 1.
Proof. This follows from Theorem 2.3 and Proposition 2.2 in [6].
Theorem 2.1. Let G be a simple graph with n vertices and (G) be the spectral
radius of G. If tw(G) = k, then
(G)6
k − 1 +√4kn− (k + 1)(3k − 1)
2
:
Equality holds if and only if G is isomorphic to Kk∇(n− k)K1.
Proof. If n=k, then (G)6 k−1. It is easy to see that the theorem follows. We may
assume n¿ k + 1. In this case, Theorem 2.1 follows from Lemmas 2.1 and 2.2, since
the graph Kk∇(n− k)K1 is a simple graph and tw(Kk∇(n− k)K1) = k.
Corollary 2.1. Let G be a tree with n vertices, then
(G)6
√
n− 1;
where equality holds if and only if G is isomorphic to K1; n−1.
Corollary 2.2. Let G be a series–paralled graph with n vertices, then
(G)6
1 +
√
8n− 15
2
;
where equality holds if and only if G is isomorphic to K2∇(n− 2)K1.
Lemma 2.3. Let G be a simple bipartite graph with n vertices and m edges. If
tw(G)6 k and n¿ 2k − 1, then
m6 k(n− k):
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Proof. We prove this result by induction on n. If n=2k−1, then the complete bipartite
graph Kk;k−1 is a subgraph of a k-tree Kk∇(n − k)K1. The lemma follows. We may
assume that n¿ 2k − 1. Suppose it is true when n = N − 1. Let G be a k-tree with
N vertices. Let v be a vertex of G and Gv denotes the graph obtained from G by
deleting the vertex v together with the edges incident to v. Then Gv is a k-tree and by
the induction hypothesis, the edge number of the complete bipartite subgraphs of Gv
is at most k(N − 1− k). Hence, the edge number of the complete bipartite subgraphs
of G is at most k(N − k).
Lemma 2.4. If G is a simple connected graph with n vertices, then there exists a
connected bipartite subgraph H of G such that
(G)¿ (H)
with equality holding if and only if G ∼= H .
Proof. See [5].
Lemma 2.5. If G is a connected bipartite with n vertices and m edges, then
(G)¿−√m;
where equality holds if and only if G is a complete bipartite graph.
Proof. See [5].
Theorem 2.2. Let G be a simple connected graph with n¿ 3 vertices and tree-width
tw(G) = k. If n¿ 2k − 1, then
(G)¿−
√
k(n− k);
where equality holds if and only if G is isomorphic to the complete bipartite graph
Kk;n−k .
Proof. Let m be the edge number of G. By Lemmas 2.3–2.5, we get
(G)¿−√m¿−
√
k(n− k);
here equality holds if and only if G is isomorphic to the complete bipartite graph
Kk;n−k .
3. Clique-minors
The intersection G ∩H of G and H is the graph with vertex set V (G) ∩ V (H) and
edge set E(G) ∩ E(H). The union G ∪ H of G and H is de<ned similarly.
Suppose G is a connected graph and S be a minimal separating vertex set of G.
Then we can write G=G1 ∪G2, where G1 and G2 are connected and G1 ∩G2 =G(S).
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Now suppose further that G(S) is a complete graph. We say that G is a k-sum of G1
and G2, denoted by G ≡ G1 ⊕ G2, if |S| = k. Moreover, if G1 or G2 (say G1) has a
separating vertex set which induces a complete graph, then we can write G1 =G3 ∪G4
such that G3 and G4 are connected and G3 ∩ G4 is a complete subgraph of G. We
proceed like this until none of the resulting subgraphs G1; G2; : : : ; Gt has a complete
separating subgraph. The graphs G1; G2; : : : ; Gk are called the simplical summands of
G. It is easy to show that the subgraphs G1; G2; : : : ; Gt are independent of the order in
which the decomposition is carried out (see [7]). Further, we denote it by G ≡ ⊕ti=1Gi.
For n¿ 2, let V2n be the graph with vertex set v1; : : : ; v2n and edge set v1v2; : : : ; v2n−1
v2n, v1vn+1; : : : ; vnv2n.
In 1937, Wagner formulated a fundamental characterization of the graphs having no
K5 as a minor as follows:
Theorem 3.1 (Wagner equivalence theorem Thomassen [7], Wagner [8]). Let G be an
edge-maximal K5 minor-free graph having only one simplicial summand (i.e. G has no
separating complete graph), then G is either a maximal planar graph or isomorphic
to the graph V8.
Using Wagner Theorem, it is easy to show
Lemma 3.1. The edge-maximal k5 minor-free graphs are obtained by successively
pasting maximal planar graphs and copies of V8 together along complete subgraphs.
Conversely, if we form a graph of this type by graphs we paste together, then the
resulting graph is an edge-maximal K5 minor-free graph.
Proof. See [7].
Proposition 3.1. Let G be an edge maximal K5 minor-free graph with n vertices and
m edges, then
m6 3n− 6:
Proof. Suppose that the graphs G1; G2; : : : ; Gt are the simplical summands of G. We
prove this result by induction on t. If t = 2, let Gi with mi edges and ni vertices
(i = 1; 2), be either an edge-maximal planar graph or the graph V8. It is easy to see
that mi6 3ni − 6. If G is a p-summing of G1 and G2, then
n= n1 + n2 − p
and
m6 3n1 − 6 + 3n2 − 6− p(p− 1)2 :
Therefore, we have
m6 3n− 6− (p− 3)(p− 4)
2
: (∗)
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It is easy to see that for any positive integer number p,
(p− 3)(p− 4)
2
¿ 0:
So that
m6 3n− 6:
Suppose it is true when t= T − 1. Let G1; G2; : : : ; GT be the simplical summands of G
and G2; : : : ; GT be the simplical summands of G′. We may assume that the graph G′
has n′ vertices and m′ edges. By the induction hypothesis, we have
m′6 3n′ − 6:
Since G ≡ G1 ⊕ G′, and m16 3n1 − 6. The result follows for t = 2. Hence
m6 3n− 6:
Theorem 3.2. Let G be a K5 minor-free simple graph and with n¿ 5 vertices, then
(G)6 1 +
√
3n− 8;
where equality holds if and only if G is isomorphic to the graph K3∇(n− 3)K1.
Proof. This follows from Proposition 3.1 and Lemma 2.2.
Lemma 3.2. Let G be a simple planar bipartite graph with n¿ 3 vertices and m
edges, then
m6 2n− 4:
Proof. See [5].
Proposition 3.2. Let G be a simple connected bipartite graph with n¿ 5 vertices and
m edges. If G is K5 minor-free graph, then
m6 3n− 9:
Proof. Let H be a simple connected edge-maximal K5–minor-free graph with n vertices
and m′ edges. Suppose that the graphs H1; H2; : : : ; Ht are the simplical summands of
H and the graph Hi has ni vertices and m′i edges. Further, without loss generality, we
may assume that G is a spanning subgraph of H . Let the graph Gi be the intersection
of G and Hi and with ni vertices and mi edges (16 i6 t).
If there exists a positive integer i such that Hi is isomorphic to the graph V8, then
m′6 3n− 9:
Therefore it follows that
m6 3n− 9:
We may assume that Hi is an edge-maximal planar graph for 16 i6 t. Notice that
the p-summing two edge-maximal planar graphs with at most four vertices is a planar
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graph. Without loss of generality, we may assume that H1 is an edge-maximal planar
graph with n1¿ 5 vertices and 3n1− 6 edges. Since G1 is a planar bipartite graph, we
have m16 2n1 − 4. Hence
m′1 − m1¿ n1 − 2¿ 3:
Let H ′ ≡ ⊕ti=2 Hi, then H ≡ H1 ⊕ H ′. For e∈E(H1)=E(G1), it is easy to show that
e ∈ E(G). This implies that
m′ − m¿ 3:
By Proposition 3.1, we have
m′6 3n− 6:
Therefore
m6 3n− 9:
Theorem 3.3. Let G be a simple connected bipartite graph with n¿ 5 vertices and
(G) be the smallest eigenvalue of G. If G is K5–minor-free, then
(G)¿−√3n− 9;
where equality holds if and only if G is isomorphic to the complete bipartite graph
K3; n−3.
Proof. This follows from Lemmas 2.4, 2.5 and Proposition 3.3.
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