Abstract. Non-deterministic computations greatly enhance the expressive power of functional logic programs, but are often computationally expensive. We analyze two programming techniques that improve the time and memory efficiency of some non-deterministic computations. These techniques rely on the introduction of a new symbol into the signature of a program. In one technique this symbol is a polymorphic defined operation, in the other an overloaded constructor. Our programming techniques may save execution time by reducing the number of steps of a computation, as well as memory occupation, by reducing the number of terms constructed by a computation. We show how to apply our techniques using some examples, and informally reason about their effects.
Introduction
Functional logic programming studies the design and implementation of programming languages that integrate both functional programming and logic programming into a homogeneous paradigm. In recent years, it has become increasingly evident that non-determinism is an essential feature of these integrated languages. Non-determinism is a cornerstone of logic programming. It allows problem solving using programs that are textually shorter, easier to understand and maintain, and more declarative than their deterministic counterparts.
In a functional logic programming language, non-deterministic computations are modeled by the defined operations of a constructor-based left linear conditional rewrite system. With respect to logic computations, which are based on resolution, functional logic computations are nested and therefore can be lazily executed. The combination of these features makes functional logic languages both more expressive than functional languages and more efficient than traditional logic languages.
A typical approach to the definition of non-deterministic computations is by means of the defined operations of a constructor based non-confluent rewrite system. The following emblematic example [8, Ex. 2] defines an operation, coin, that non-deterministically returns either zero or one. Natural numbers, represented in Peano notation, are defined by the datatype (or sort) nat.
datatype nat = 0 | s nat coin = 0 coin = s 0 Rewrite systems with operations such as coin are non-confluent. A computation in these rewrite systems may have distinct normal forms and/or non terminate. To understand non-determinism in the context of a computation, consider the following operations:
add 0 Y = Y add (s X) Y = s (add X Y) positive 0 = false positive (s -) = true The evaluation of a term such as positive (add coin 0) requires the evaluation of subterm coin. This subterm has two replacements, i.e., 0 and s 0. Each replacement leads to a different final result. The choice between these two replacements is non-deterministic. Assuming that non-determinism is appropriately used in the program where the evaluation occurs, there is no feasible means of deciding which replacement should be chosen at the time coin is evaluated. Therefore, evaluation under both replacements must be considered.
To ensure operational completeness, all the possible replacements of a nondeterministic computation must be executed fairly. In fact, if one replacement is executed only after the computation of another replacement is completed, the second replacement will never be executed if the computation of the first replacement does not terminate. Thus, continuing with our example, to compute positive (add coin 0) one must compute fairly and independently both positive (add 0 0) and positive (add (s 0) 0).
This approach, which we refer to as fair independent computations, captures the intended semantics, but clearly it is computationally costly. In some situations the cost of fair independent computations might be avoided. For example, define a "bigger" variant of coin: bigger = s 0 bigger = s (s 0) and consider again the previous example, but invoking bigger instead of coin. The evaluation of positive (add bigger 0), which will be shown in its entirety later, may be carried on, as in the previous example, using fair independent computations. However, this is not necessary. The computation has a single result that may be obtained using only deterministic choices. Avoiding fair independent computations saves execution time, memory occupation, and the duplication of the result.
In this paper, we discuss two programming techniques that have been considered within a project aiming at the implementation of a back-end for a wide class of functional logic languages [7] . In some cases, these techniques have the potential to offer substantial improvements. In other cases, they tend to consume slightly more memory, but without a substantial slowdown. We are currently working to assess whether either or both techniques should be deployed in the back-end: this document is a report of our preliminary findings.
Section 2 discusses the usefulness of non-deterministic computations in functional logic programs and how they are related to our work. Section 3 justifies our overall approach to measuring the efficiency of a computation. Section 4 presents the programming techniques that are the focus of our work. In some cases, these techniques reduce the computing time and/or the memory consumption attributed to non-deterministic computations. Section 5 discusses, both theoretically and experimentally, the effects of our techniques on some examples. Section 6 contains our conclusions.
Non-Determinism
Non-determinism is an essential feature of logic programming, perhaps the single most important reason for its acceptance and success. Some early proposals of functional logic programming languages neglected this aspect. Programs in these early languages were modeled by weakly orthogonal rewrite systems. In these languages, the results of non-deterministic computations are obtained by instantiating the arguments of a predicate. A serious drawback of this situation is that a non-deterministic computation cannot be functionally nested in another computation. The lazy evaluation of non-deterministic computations becomes impossible and the efficiency of a program may incur severe losses.
More recently [4, 8] , non-determinism in functional logic programming has been described using the operations of a non-confluent Term Rewriting System (TRS). These operations are quite expressive, in that they allow a programmer to translate problems into programs with a minimal effort. For example, the following operation computes a non-empty regular expression over an alphabet of symbols. Each non-empty regular expression is obtained by appropriate nondeterministic choices of a computation.
regexp X = X regexp X = "(" ++ regexp X ++ ")" regexp X = regexp X ++ regexp X regexp X = regexp X ++ "*" regexp X = regexp X ++ "|" ++ regexp X The definition of operation regexp closely resembles the formal definition of regular expression, e.g., as found in [1, p. 94] . This transparency in semantics can be very convenient for the programmer. For example, to recognize whether a string s denotes a well-formed non-empty regular expression over some alphabet a, it suffices to evaluate regexp a = s, Non-deterministic operations support a terse programming style, but may impose a stiff penalty on execution performance. In practice, several computations originating from a non-deterministic choice may have to be executed fairly. Therefore, techniques to improve the efficiency of non-deterministic computations, in particular to limit the number of fair independent computations that originate from a non-deterministic choice, are quite useful. The overall goal of this paper is the study of two techniques for this purpose.
Cost Analysis
The most common approach to analyzing the efficiency of a program is measuring its execution time and memory occupation. We measure the execution time of benchmark programs by means of primitives available in our run-time environment. In addition to measuring the amount of memory used during the execution of a program by means of primitives, we compute the amount of memory used by simple benchmarks using a theoretical technique. In this section, we discuss this theoretical approach to memory usage measurement.
Our starting point is the number of applications cost criterion defined in earlier work on partial evaluation [2, Def. 2] . This criterion intends to measure the storage that must be allocated for executing a computation. We adapt the criterion to the behavior of our run-time environment. We also address the problems of non-deterministic steps. We show that non-determinism, which is not considered in the earlier definition, adds an interesting twist to the situation.
The following definitions formalize our adaptation of the cost criterion "number of applications."
Definition 1 (number of applications). We denote by A an overloaded function, called the number of applications, as follows:
-If t is a term, A(t) = Σ p∈P(t) (arity(root(t| p )) + 1), where P(u) is the set of positions of non variable symbols of arity greater than zero in any term u, root(u) is the root symbol of any term u, and arity(f ) is the arity of any symbol f .
The number of applications of a term t is the total number of occurrences of n-ary symbols, with n > 0, in t, plus their arities. In our run-time environment (and, we believe, in many lazy language implementations) it is appropriate to consider both defined operation and constructor symbols occurring in the term. The number of applications of a computation accounts for the number of applications of each step and the number of applications of the result. In a run-time environment that supports in-place updates, it would not be necessary to account for the number of applications of the result. We use the implementation of narrowing in Prolog described in [6] . We have verified on several simple programs that this implementation allocates memory in accordance to our definition.
Earlier work [2] shows that the number of reduction steps of a computation is weakly correlated to its execution time. Nevertheless, we count the number of steps [2, Def. 1] of a computation, since the computation of all cost criteria in this work is based on steps.
Most cost analysis techniques in the literature are proposed for deterministic computations. Non-deterministic computations in functional logic programming are a relatively newer concept, and introduce significant theoretical and practical complications.
To ensure operational completeness, non-deterministic computations must be executed fairly. A consequence of this condition is that when a program outputs a result (derived, for example, by using the first alternative in a non-deterministic computation) the time and space resources consumed from the beginning of the execution to the time of the output may not be a correct indication of the cost of computing that result. The reason is that the measured values may include resources spent to partially compute other results that have not yet been output. The extent of these computations, and consequently a quantification of the resources spent by these computations, are generally difficult to estimate. A better approach would be to measure the resources needed to compute all the results of a non-deterministic computation, but this is impossible in practice for computations over an infinite search space, such as the computation of the regexp operation presented earlier.
To deal with these difficulties, which to date have no universally accepted solution, we consider only simple examples. In particular, we reason with natural numbers in Peano notation. This decision is quite convenient for explanation purposes. In practice, one technique that we will discuss in the next section may not be well suited for builtin types, such as binary integers.
We informally reason about the number of steps of a computation and the memory occupied to represent terms. In typical implementations of rewrite systems and functional logic programs, terms are represented by dynamic (linked) data structures. In these structures, each occurrence of a symbol of arity n greater than zero takes n + 1 units of dynamic (heap) memory. Nullary symbols are allocated in global (static) memory. Variables are local to rules or clauses and are allocated in local (stack) memory. The following picture informally shows the 5 units of memory allocated to represent the term positive (add coin 0). The symbols in the right column are allocated in global memory. They are not not specifically allocated to represent any term, but are shared by all terms. The number of arguments of an occurrence of a symbol is not a part of the term because in our run-time environment, Prolog, symbols are fully applied.
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The previous analysis [2] and the adaptation introduced in this section are limited to deterministic computations. The extension to non-deterministic computations would be a non-trivial task. We believe that our less formal discussion is appropriate for our goals and easier to grasp than a more rigorous approach.
To understand why the treatment of non-deterministic computations is more complicated, consider the evaluation of t = s coin. This term has two normal forms, s 0 and s (s 0). The root symbol of each normal form can be traced back to the root symbol t. This shows that fair independent computations may have to duplicate the portion of a term above a redex with distinct reducts. Hence, even in run-time environments that support in-place updates, the cost of a step may depend on its context. This consideration further supports the appropriateness of including the number of applications of the result of a computation in the number of applications of the computation itself.
Programming Techniques
We attempt to improve the efficiency of non-deterministic computations by avoiding the duplication of both reduction steps and term representations that occur within fair independent computations. We use two programming techniques that achieve some improvements in some cases. In other words, our approach is a guideline for the programmer, i.e., a suggestion on how to code certain problems into programs. However, we envision that an optimizing compiler or a similar specialized tool could automatically transform a program in the same way. In fact, several experimental variations of the second technique have been automatically implemented in our current system [7] .
Both of our programming techniques are based on the introduction of a new symbol into the signature of the TRS modeling a functional logic program. One technique regards the new symbol as a polymorphic defined operation, the other as an overloaded constructor. The first approach is not new [8] : our contribution in this case is limited to recognition that there are potential benefits of this technique in the context of modern FLP implementation, and the quantification of these benefits. The new symbol that we introduce, is denoted by the infix operator "!", and read as alternative.
The Alternative Operator
In the first programming technique, the alternative operation is defined by the rules:
X ! Y = X X ! Y = Y An operation with these rules is called alt and denoted by "//" in the work of González-Moreno et. al. [8, 9] . We could regard this symbol as left associative or overload it for arbitrarily long argument lists: in our examples the symbol is always binary, so the difference is irrelevant.
The alternative operation allows us to give a different, though equivalent, definition of the operation bigger presented earlier.
bigger = s (0 ! s 0) The significant difference is that a common portion of the right-hand sides of the two rewrite rules of the original definition of bigger has been "factored". This new definition can be directly coded by the programmer or it could be automatically obtained from the original definition by an optimizing compiler or other specialized tool.
The advantage of this definition of bigger with respect to the original one is that if only the factored portion of the two alternative right-hand sides of the rewrite rules of bigger is needed by a context, no fair independent computations are created by a needed strategy [4] . A single deterministic computation suffices in this case. This is exactly what the composition of positive and add requires, as shown by the following derivation:
positive (add bigger 0) → positive (add (s (0 ! s 0)) 0) → positive (s (add (0 ! s 0)) 0) → true Two computations have been replaced by a single computation of the same length. In cases where factoring the right-hand sides of two rewrite rules does not eliminate the need of fair independent computations, the run-time cost of the factorization is a single additional rewrite step. For realistic programs, this cost is negligible. Hence, the factorization of right-hand sides is a worthwhile potential improvement. In the best case, it saves computing time and/or storage for representing terms. In the worst case, it costs one extra step and very little additional memory.
The Alternative Constructor
Our second approach is to consider the alternative symbol as a constructor. Since functional logic programs are generally strongly typed, they are modeled by many-sorted rewrite systems. This condition requires overloading the symbol "!" for each sort in which it is introduced.
The consequences of introducing such an overloaded constructor are interesting. For example, the new definition of bigger is like the previous one bigger = s (0 ! s 0) except that the right-hand side is an irreducible (constructor) term. In this example, new constructor terms should be interpreted as non-deterministic choices in sets of terms. The right-hand side of the definition of bigger is interpreted as an element in the set {s 0, s (s 0)}. In general, we think that extending builtin types, (such as the integers or booleans) or well-known types (such as the naturals) is inappropriate. Extending a sort with new constructor symbols radically changes the nature of that sort. The interpretation of the new terms of an extended sort may be difficult. Nevertheless, we do it here for the sort nat for its immediateness and to ease the comparison with the examples presented for the first technique.
The introduction of a new constructor symbol makes some formerly welldefined operations incompletely defined. It is relatively easy to correct this problem in the class of the overlapping inductively sequential TRSs [4] . Every operation in this class has a definitional tree [3] . The necessary additional rules may be determined from this tree. For example, consider the operation that halves a natural:
half 0 = 0 half (s 0) = 0 half (s (s X)) = s (half X) If the type natural is extended by an alternative constructor, the following additional rewrite rules complete the definition of half:
half (X ! Y) = (half X) ! (half Y) half (s (X ! Y)) = (half (s X)) ! (half (s Y)) In general, a new rewrite rule is needed for each branch of the tree. If π is the pattern of a branch and p is the inductive position of π, then the required rewrite rule is:
The advantages of factoring right-hand sides when the alternative symbol is an operation are preserved by additional rewrite rules of this kind when the alternative symbol is a constructor as well. However, when one of the new rewrite rules is applied, additional storage is required for the representation of terms. Referring to the example under discussion, the representation of half (s X) ! half (s Y) takes more storage-exactly three units for the top occurrence of the alternative constructor-than the representations of half (s X) and half (s Y) combined.
In general, it is not possible to say whether defining the alternative symbol as a constructor will increase or decrease the storage used to represent the terms of a computation. In some case, the alternative symbol allows a more compact representation of some results of a computation. For example, consider the evaluation of:
If the alternative symbol were not a constructor, the last term of the above computation would create two fair independent computations. To complete these computations both additional steps would be executed and additional storage would be needed for the execution of these steps.
A consequence of defining the alternative symbol as a constructor is that several alternative normal forms are represented by a single term. Therefore, it is likely inappropriate to adopt this programming technique to code problems where only a small fraction of the potentially computed values of a computation are actually needed.
Examples
In order to reason about the advantages and disadvantages of our techniques, we analyze a few computations using the cost criterion discussed in Section 3. As noted there, the theory that we use has previously been studied only for deterministic computations. In our simple examples, where the computation space is finite, we adapt it to non-deterministic computations as follows.
Consider a complete independent computation for each non-deterministic step, and two independent computations that differ for a non-deterministic replacement. In our implementation [7] , some fair independent computations may share steps and terms. In these cases, our theory would predict that the storage allocated for all the computations of a term is higher than it is actually is.
We consider the computations of positive (add bigger 0) with and without using our first technique. In the following tables, each line represents a step of a computation. We measure both the number of steps and the number of applications of a computation. The columns of a table respectively show the step counter, the rewrite rule applied in the step, and the number of applications of the step. The result does not contribute to the number of applications of the computation because it is a constant (a nullary symbol). Tables 1-3 show that when bigger is defined by two rewrite rules, the resources spent to compute positive (add bigger 0) are 6 steps and 16 units of memory. By contrast, our first technique cuts the number of steps in half and reduces the memory consumption by 25%. These exact savings are also obtained with our second technique.
Step Rule Table 1 . Computation when bigger non-deterministically rewrites to s 0. Total resources: steps 3, memory units 7.
Step Table 2 . Computation when bigger non-deterministically rewrites to s (s 0). Total resources: steps 3, memory units 9.
Step Table 3 . Computation when bigger rewrites to s (0 ! s 0) and "!" is an operation. Total resources: steps 3, memory units 12.
A similar analysis for the computation of half bigger shows that when bigger is defined by two rules, the resources spent by all the computations are 5 steps and 12 units of memory. By contrast, using our second technique (i.e., when bigger rewrites to s (0 ! s 0) and "!" is a constructor) the resources used are 5 steps and 27 units of memory: there is a 108% increase in memory consumption. The first technique uses 6 steps and 19 units of memory, an increase of 58%.
On these examples, the implementation of [6] allocates memory according to our theoretical model. However, the above examples are too small and artificial for understanding the effects of our programming techniques in practice. Also, our theoretical analysis is difficult to apply to programs that make more than a few steps. For this reason, we benchmark both the memory consumption and the execution times of larger programs. Our programming language is Curry [10] . The compiler is PAKCS, which transforms Curry source code into Prolog for execution.
The first program that we benchmark is an implementation of the game of 24. Some of us first encountered this problem at a meeting of the Portland Extreme Programming User Group on June 5, 2001 : it is inspired by a commercial game intended to develop mathematical skills in middle school students. The game is played as follows: given four 1-digit positive integers find an arithmetic expression in which each digit occurs exactly once and that evaluates to 24. A number can be divided only by its factors. For example, a solution for the instance [2, 3, 6, 8] is (2 + 8) * 3 − 6. There are 25 other distinct solutions of this instance (including commutatively and associatively equivalent solutions), including 3 * (2 + 8) − 6 and 6 * 3 + (8 − 2).
The program for this problem, shown in its entirety in the Appendix, proceeds via straightforward generate-and-test. Table 4 shows the CPU time (on a Sun SPARCStation running Solaris) spent for computing all the solutions of a few problems, and the global and local stack allocations for the computation reported by the Curry primitive evalSpace. The first group of data is for a version of the program that does not use our techniques. The second group is for a program that uses our first technique, i.e., the alternative symbol is a defined operation. The second technique is not appropriate for this problem. The runtime measures are nearly identical over several executions. The memory measures are constant for every execution.
The data shows that our technique consumes slightly more memory, but speeds the execution of the program by 44% on average. The speedups for various problems range from 27% to 58%. (The speedup achieved by our technique is computed by (t 1 − t 2 )/t 1 where t 1 and t 2 are the averages of the execution times of the programs not using and using the technique respectively. This speedup indicates the percentage of execution time saved by the technique.) Our second example is a parser that takes a string representing a parenthesized arithmetic expression and returns a parse tree of the input. Our implementation is simplified to the extreme and serves only as a proof of concept. The abstract syntax generated by the parser is defined by the type: data AST = Num String | Bin Char AST AST For example, on input "1+(2-3)" the parser generates Bin'+'(Num"1")(Bin'-'(Num"2")(Num"3")).
Replacing the argument of Num with an integer and the Bin Char combination with a token would be more appropriate, but it would add to the program details that are irrelevant to our analysis. The language recognized by the parser is generated by the following grammar:
Sequences of digits are recognized by a scanner. The parser is implemented using two defined operations: expression and term. The type of both operations is [Char] → [Char] → AST. For all strings s and r, expression s r evaluates to a if and only if there exists a string u such that s = u r and a is the parse tree of u. Operation term is analogous. For example, term "1+(2-3)" "+(2-3)" evaluates to Num"1". To parse an entire string, operation expression is initially called with its second argument equal to the empty string. In recursive calls, the second argument is a free variable. Table 5 shows execution time and memory usage on a 233MHz Pentium PC running Linux. In this program, too, the data show that our first technique consumes more memory, but substantially cuts the execution time to parse certain strings. The speedup is highly dependent on the structure of the input string. 
Conclusions
Non-deterministic computations are an essential feature of functional logic programming languages. Often, a non-deterministic computation is implemented as a set of fair independent computations whose results are used, and possibly discarded, by a context. A non-deterministic computation can be costly to execute: any reasonable attempt to improve its efficiency is worthwhile. In this paper, we have proposed two simple programming techniques intended to improve the efficiency of certain non-deterministic computations. Both techniques are based on the introduction of a new symbol, called alternative, into the signature of a program. In one technique, the alternative symbol is a polymorphic defined operation. In the other technique, the alternative symbol is an overloaded constructor. This symbol allows a program to factor a common portion of the non-deterministic replacements of a redex.
Either technique may improve the efficiency of a computation by reducing the number of computation steps or the memory used in representing terms. These savings are obtained in two situations. For both techniques, savings are obtained when fair independent computations are avoided because only the factored portion of non-deterministic replacements is needed. For the second technique, savings are obtained when distinct non-deterministic results are more compactly represented by sharing a common factor. In some cases, the improvements offered by these techniques are substantial. In all cases, the cost of applying the first technique is small. There are cases in which the application of the second technique may actually result in computations that consume more memory.
We have discussed how to apply our techniques, and we have quantified the effects of the application of these techniques in simple examples. Our techniques are applicable to programs coded in many existing or proposed functional logic programming languages. Our techniques can be directly adopted by programmers or can be introduced into a program automatically at compile time.
