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A CHARACTERIZATION OF SOBOLEV SPACES ON THE SPHERE
AND AN EXTENSION OF STOLARSKY’S INVARIANCE PRINCIPLE
TO ARBITRARY SMOOTHNESS
JOHANN S. BRAUCHART∗ AND JOSEF DICK†
Abstract. In this paper we study reproducing kernel Hilbert spaces of arbitrary smooth-
ness on the sphere Sd ⊂ Rd+1. The reproducing kernel is given by an integral representa-
tion using the truncated power function (x · z − t)β−1+ defined on spherical caps centered
at z of height t, which reduce to an integral over indicator functions of spherical caps as
studied in [J. Brauchart, J. Dick, arXiv:1101.4448v1 [math.NA], to appear in Proc. Amer.
Math. Soc.] for β = 1. This is in analogy to the generalization of the reproducing kernel
to arbitrary smoothness on the unit cube.
We show that the reproducing kernel is a sum of a Kampe´ de Fe´riet function and the
Euclidean distance ‖x− y‖ of the arguments of the kernel raised to the power of 2β − 1
if 2β − 1 is not an even integer; otherwise the logarithm of the distance ‖x− y‖ appears.
For β ∈ N the Kampe´ de Fe´riet function reduces to a polynomial, giving a simple closed
form expression for the reproducing kernel.
Using this space we can generalize Stolarsky’s invariance principle to arbitrary smooth-
ness. Previously, Warnock’s formula, which is the analogue to Stolarsky’s invariance
principle for the unit cube [0, 1]s, has been generalized using similar techniques [J. Dick,
Ann. Mat. Pura. Appl., (4) 187 (2008), no. 3, 385–403].
1. Introduction and statement of results
Let Sd = {x ∈ Rd+1 : x ·x = 1} be the unit sphere in Rd+1 provided with the normalized
Lebesgue surface area measure σd; that is
∫
Sd
d σd = 1. The surface area of S
d is denoted
by ωd. For future references we define the constant
(1) Cd:=
1
d
ωd−1
ωd
=
1
d
Γ((d+ 1)/2)√
pi Γ(d/2)
.
A spherical cap centred at z ∈ Sd with “height” t ∈ [−1, 1] is the set
C(z; t):=
{
x ∈ Sd : x · z ≥ t} .
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Recently, we [5] used the kernel function
(2) KC(x,y) =
∫ 1
−1
∫
Sd
1C(x,t)(z)1C(y,t)(z) dσd(z) d t, x,y ∈ Sd,
where 1A is the indicator function of the set A ⊆ Rd+1, to reprove Stolarsky’s invariance
principle (cf. K. Stolarsky [22])
1
N2
N∑
j=1
N∑
k=1
‖xj − xk‖+ 1
Cd
∫ 1
−1
∫
Sd
∣∣∣∣∣ 1N
N∑
j=1
1C(z;t)(xk)− σd(C(z; t))
∣∣∣∣∣
2
d σd(z) d t
=
∫
Sd
∫
Sd
‖x− y‖d σd(x) dσd(y)
(3)
using reproducing kernel Hilbert space techniques. In this way we provided the theoretical
underpinning for the particular role this principle plays in the theory of worst-case error
of numerical integration rules for functions in a Sobolev space of index (d+ 1)/2 over the
sphere Sd provided with the reproducing kernel KC(x,y) as observed and utilized in [7].
This kernel has the very simple closed form (see [5])
(4) KC(x,y) = 1− Cd ‖x− y‖ , x,y ∈ Sd.
A generalization of the corresponding reproducing kernel Hilbert space to different smooth-
ness classes has been studied in [7, Section 6]. This is done via the decay of the Fourier
coefficients in the series expansion using spherical harmonics of the reproducing kernel.
However, no extension of Stolarsky’s invariance principle for this generalization is known.
On the other hand, Stolarsky’s invariance principle has an analogue for discrepancy
defined on the high-dimensional unit cube [0, 1]s with respect to rectangles anchored at
the origin 0. This analogue is called Warnock’s formula [23], see also [10, Chapter 2].
The reproducing kernel for the unit cube is defined analogously to (2), where the spherical
caps are replaced by rectangles anchored at 0. The reproducing kernel Hilbert space
which corresponds to this kernel consists of functions with square integrable partial mixed
derivatives of order 1, see [10, Chapter 2] for details. In [9] this reproducing kernel was
generalized to include functions of fractional smoothness. This generalization was achieved
by replacing the indicator function 1[0,z)(x) by (x−z)β−1+ for β > 1/2. The truncated power
function (x−z)β−1+ arises from the Taylor expansion of a β-times continuously differentiable
function f : [0, 1]→ R given by
(5) f(x) =
β−1∑
r=0
f (r)(0)
r!
xr +
∫ 1
0
f (β)(t)
(β − 1)!(x− t)
β−1
+ dt.
The Taylor series can be written in a concise form using a reproducing kernel Hilbert space.
Namely, if we define a reproducing kernel
K(x, y) =
β−1∑
r=0
xryr +
∫ 1
0
(x− t)β−1+ (y − t)β−1+ dt
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and the corresponding inner product
〈f, g〉 =
β−1∑
r=0
f (r)(0)
r!
g(r)(0)
r!
+
∫ 1
0
f (β)(t)
(β − 1)!
g(β)(t)
(β − 1)! dt,
then (5) can be written as
f(x) = 〈f,K(·, x)〉.
In [9] it was shown that this approach yields a generalization of the geometric discrepancy
to a fractional geometric discrepancy.
The aim of this paper is to obtain analogue results for the sphere Sd as have been shown
in the cube case. In particular we prove a generalization of Stolarsky’s invariance principle
for function classes of fractional smoothness considered in [7, Section 6]. This case is not
covered by the results in [22].
As in the cube case, the identities
(6) 1C(z;t)(x) = 1[t,1](x · z) = (x · z− t)0+ , x, z ∈ Sd,−1 ≤ t ≤ 1,
where xα+ denotes the truncated power function motivate the following generalization. Let
β > 1/2. For x, y in Sd we define the function Kβ : Sd × Sd → R by means of
(7) Kβ(x,y):=
∫ 1
−1
∫
Sd
(x · z− t)β−1+ (y · z− t)β−1+ dσd(z) d t.
It can be checked that Kβ(x,y) < ∞ for all x,y ∈ Sd and all β > 1/2. Note that for
β ≤ 1/2 this is not true, since Kβ(x,y) > Kβ′(x,y) for β < β ′ and K1/2(x,x) =∞.
The function Kβ is obviously symmetric, that is, Kβ(x,y) = Kβ(y,x). Further, let
arbitrary a1, . . . , aN ∈ C and x1, . . . ,xN ∈ Sd be given. Then we have
N∑
j=1
N∑
k=1
ajakKβ(xj ,xk) =
∫ 1
−1
∫
Sd
N∑
j=1
N∑
k=1
ajak (t− xj · z)β−1+ (t− xk · z)β−1+ d σd(z) d t
=
∫ 1
−1
∫
Sd
∣∣∣∣∣
N∑
k=1
aj (t− xj · z)β−1+
∣∣∣∣∣
2
d σd(z) d t ≥ 0.
Thus, the function Kβ(x,y), is also positive definite. From [2] it follows that Kβ(x,y) is
a reproducing kernel for each β > 1/2 that uniquely defines a reproducing kernel Hilbert
space Hβ(Kβ, Sd) of functions endowed with a certain inner product which we denote by
(·, ·)Kβ .
Let Hβ :=Hβ(Kβ, Sd). We note that the reproducing kernel Hilbert space Hβ consists of
all functions f1, f2 : S
d → R which permit the integral representation
(8) fi(x) =
∫ 1
−1
∫
Sd
gi(z; t) (x · z− t)β−1+ d σd(z) d t, i = 1, 2,
for some functions g1, g2 : S
d × [−1, 1] → R with g1, g2 ∈ L2(Sd × [−1, 1], σd) of square-
integrable functions on Sd × [−1, 1]. See Appendix A for a proof of this statement. The
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function gi is called the potential function of fi. Thus the inner product for the functions
f1, f2 ∈ Hβ is given by
(9) (f1, f2)Kβ =
∫ 1
−1
∫
Sd
g1(z; t)g2(z; t) d σd(z) d t.
For a function f ∈ Hβ one has
‖f‖Kβ =
{∫ 1
−1
∫
Sd
|g(z; t)|2 d σd(z) d t
}1/2
.
This follows from the uniqueness of the inner product (·, ·)Kβ induced by the kernel Kβ.
In the following subsections we describe the results in more details. The proofs can be
found in Section 2 and the Appendix.
1.1. The smoothness of the Hilbert space Hβ(Kβ, Sd) and the Sobolev space
Hs(Sd). The Hilbert space L2(S
d, σd) of square-integrable real-valued functions on S
d is
endowed with the inner product and induced norm
(f, g)L2(Sd):=
∫
Sd
f(x)g(x) dσd(x), ‖f‖L2(Sd):=
√
(f, f)L2(Sd).
In the following we define the Hilbert space Hs(Sd). Normalized Gegenbauer polynomials
P
(d)
n (t) = C
(d−1)/2
n (t)/C
(d−1)/2
k (1) are orthogonal on the interval [−1, 1] with respect to the
weight function (1 − t2)d/2−1 and, thus, related to the unit sphere Sd as can be seen from
the Addition theorem for spherical harmonics
Z(d,n)∑
k=1
Yn,k(x) Yn,k(y) = Z(d, n)P
(d)
n (x · y), x,y ∈ Sd.
The real spherical harmonics Yn,k form a complete orthonormal basis{
Y
(d)
n,k : k = 1, . . . , Z(d, n);n = 0, 1, . . .
}
of the Hilbert space L2(S
d, σd) of square-integrable functions on S
d. Here
Z(d, n) = (2n+ d− 1) Γ(n+ d− 1)
Γ(d) Γ(n+ 1)
∼ 2
Γ(d)
nd−1 as n→∞.
Let s > 0 and let λ′0, λ
′
1, . . . be a sequence of positive real numbers such that
(10) λ′n ≍ n−2s as n→∞.
The Sobolev space Hs(Sd) over Sd with index s can be obtained as the completion of the
family C∞(Sd) of infinitely differentiable functions on Sd with respect to the norm
‖f‖d,s:=
√
(f, f)d,s
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induced by the inner product
(11) (f, g)d,s:=
∞∑
n=0
Z(d,n)∑
k=1
(λ′n)
−1fˆ (d)n,k gˆ
(d)
n,k,
where the Laplace-Fourier coefficients are given by
(12) fˆ
(d)
n,k = (f,Y
(d)
n,k)L2(Sd) =
∫
Sd
f(x) Y
(d)
n,k(x) dσd(x).
Obviously any norm equivalent to ‖ · ‖d,s will produce the same space of functions.
For s > d/2 the Sobolev space Hs(Sd) is a reproducing kernel Hilbert space. If we endow
Hs(Sd) with the inner product (·, ·)d,s given by (11), then the corresponding reproducing
kernel is given by
Kd,s(x,y) =
∞∑
n=0
Z(d,n)∑
k=1
λ′nYn,k(x) Yn,k(y) =
∞∑
n=0
λ′n Z(d, n)P
(d)
n (x · y), x,y ∈ Sd.
The reproducing kernel Kd,s satisfies the reproducing kernel properties
Kd,s(·,x) ∈ Hs(Sd) and (f,Kd,s(·,x))d,s = f(x).
This is justified by the fact that point-evaluation is bounded in Hs(Sd) for s > d/2 by (10).
Imbedding theorems relate Sobolev spaces Hs(Sd) and classical function spaces Ck(Sd):
Hs(Sd) is a subspace of Ck(Sd) if s > k + d/2.
For further details we refer the interested reader to [7]. Therein, in Section 6, a particular
instance of a reproducing kernel Hilbert space with inner product and reproducing kernel
as above has been studied. The reproducing kernel studied there has the property that it
can easily be evaluated at given function values, since it can be written as a polynomial
of x · y. However, no extension of Stolarsky’s invariance principle seems possible for this
kernel function.
The following theorem shows that the reproducing kernel Hilbert spaceHβ corresponding
to the reproducing kernel Kβ coincides with Hs(Sd).
Theorem 1. Let d ≥ 2 and suppose that β > 1/2. Then the reproducing kernel Kβ has
the representation
(13) Kβ(x,y) =
∞∑
n=0
λn Z(d, n)P
(d)
n (x · y),
where
λn ≍ n−2s as n→∞ and s = β − 1
2
+
d
2
.
Thus, the reproducing kernel Hilbert space Hβ(Kβ, Sd) uniquely defined by the positive def-
inite kernel (7) coincides with the Sobolev space Hs(Sd) with smoothness s = β−1/2+d/2
and the corresponding norms ‖ · ‖d,s and ‖ · ‖Kβ are equivalent.
Following [5], we derive a generalization of Stolarsky’s invariance principle in the follow-
ing.
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1.2. The Worst-Case Error of Numerical Integration. Let d ≥ 2 and β > 1/2. In
the following we assume that the weights λ0, λ1, . . . are defined by the expansion (13).
The worst-case error of the equal-weight numerical integration rule
QN [f ]:=
1
N
N∑
j=1
f(xj), x1, . . . ,xN ∈ Sd,
for functions f in the unit ball in the Sobolev space Hβ is defined as
wce(Hβ,QN ):= sup
{∣∣∣∣∣ 1N
N∑
j=1
f(xj)−
∫
Sd
f(x) d σd(x)
∣∣∣∣∣ : f ∈ Hβ, ‖f‖Kβ ≤ 1
}
.
Invoking the integral representation (7) of the reproducing kernel Kβ we have
1
N
N∑
j=1
Kβ(x,xj) =
∫ 1
−1
∫
Sd
(x · z− t)β−1+
[
1
N
N∑
j=1
(xj · z− t)β−1+
]
d σd(z) d t
and ∫
Sd
Kβ(x,y) d σd(y) =
∫ 1
−1
∫
Sd
(x · z− t)β−1+
[∫
Sd
(y · z− t)β−1+ d σd(y)
]
d σd(z) d t.
Therefore, the “representer” of the error of numerical integration,
R(Hβ ,QN ;x)Kβ
=
∫ 1
−1
∫
Sd
(x · z− t)β−1+
[
1
N
N∑
j=1
(xj · z− t)β−1+ −
∫
Sd
(y · z− t)β−1+ dσd(y)
]
dσd(z) d t,
is of the type of function given in (8). The function is called representer since
(14)
1
N
N∑
j=1
f(xj)−
∫
Sd
f(x) dσd(x) = 〈f,R(Hβ,QN ;x)Kβ〉Kβ .
It is well known that for f ∈ Hβ the following Koksma-Hlawka type inequality holds∣∣∣∣∣ 1N
N∑
j=1
f(xj)−
∫
Sd
f(x) d σd(x)
∣∣∣∣∣ = ∣∣(f,R(Hβ,QN ; ·)Kβ)Kβ ∣∣ ≤ ‖f‖Kβ ∥∥R(Hβ ,QN ; ·)Kβ∥∥Kβ ,
where equality is assumed for the “representer” of the error of numerical integration of
the rule QN for functions in Hβ. See [15] or [10, Chapter 2] for numerical integration in
reproducing kernel Hilbert spaces.
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It follows that
[wce(Hβ,QN)]2 =
∥∥R(Hβ ,QN ; ·)Kβ∥∥2Kβ(15)
=
∫
Sd
∫
Sd
Kβ(x,y) dσd(x) d σd(y)− 2
N
N∑
j=1
∫
Sd
Kβ(x,xj) d σd(x)
+
1
N2
N∑
j=1
N∑
k=1
Kβ(xj ,xk).
Since the reproducing kernel Kβ(x,y) is a zonal function (that is, only depends on x · y),
see Theorems 8 and 9, the integral
∫
Sd
Kβ(x,y) d σd(x) does not depend on y ∈ Sd. Hence
(16) [wce(Hβ ,QN)]2 =
1
N2
N∑
j=1
N∑
k=1
Kβ(xj,xk)−
∫
Sd
∫
Sd
Kβ(x,y) dσd(x) d σd(y).
1.3. Generalizing Stolarsky’s Invariance Principle. We define local discrepancy func-
tion with coefficient β of the point set PN = {x1, . . . ,xN} by
∆PN ,β(z, t) =
1
N
N∑
j=1
(xj · z− t)β−1+ −
∫
Sd
(y · z− t)β−1+ dσd(y).
For β = 1 we have
(x · z− t)0+ = 1C(z;t)(x) =
{
1 if x ∈ C(z; t),
0 otherwise.
Thus, the local discrepancy with coefficient β = 1 is just the local spherical cap discrepancy.
Note that the integral appearing in the definition of the local discrepancy above does
not depend on z and t and can be expressed in terms of a Gauss hypergeometric function.
(For β = 1 it is simply σd(C(z, t)) as follows from (6).)
Proposition 2. Let d ≥ 2 and β > 0. Then∫
Sd
(y · z− t)β−1+ d σd(y) = 2d/2−1
Γ((d+ 1)/2) Γ(β)√
pi Γ(β + d/2)
(1− t)β+d/2−1 2F1
(
1− d/2, d/2
β + d/2
;
1− t
2
)
.
Using the local discrepancy function, the representer of numerical integration can be
written as
R(Hβ,QN ;x)Kβ =
∫ 1
−1
∫
Sd
(x · z− t)β−1+ ∆PN ,β(z, t) dσd(z) d t.
Hence, using the inner product representation of the worst-case error given in (15) and the
inner product formula in (9), we arrive at
(17) wce(Hβ,QN) =
∥∥R(Hβ ,QN ;x)Kβ∥∥Kβ =
{∫ 1
−1
∫
Sd
|∆PN ,β(z, t)|2 d σd(z) d t
}1/2
.
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The right-hand side of (17) gives rise to the definition of a generalized discrepancy which
for β = 1 reduces to the spherical cap L2-discrepancy
DC
L2
(PN ):=
{∫ 1
−1
∫
Sd
∣∣∣∣ |PN ∩ C(x; t)|N − σd(C(x; t))
∣∣∣∣2 d σd(x) d t
}1/2
.
As for the spherical cap L2-discrepancy, one could also study the Lp-norm analogue
(18)
{∫ 1
−1
∫
Sd
|∆PN ,β(z, t)|p dσd(z) dt
}1/p
,
with the obvious modifications for p = ∞. Note that this expression is defined for all
1 ≤ p ≤ ∞ if β ≥ 1 and all 1 ≤ p < (1 − β)−1 for 0 < β < 1. Let 1 ≤ q ≤ ∞ with
1/p + 1/q = 1. Equation (18) is the worst-case integration error for functions with finite
norm
‖f‖Kβ,q:=
{∫ 1
−1
∫
Sd
|g(z, t)|q dσd(z) dt
}1/q
,
with the obvious modifications for q = ∞. Here, g is the potential function of f . This
result can be obtained by applying Ho¨lder’s inequality to (14).
The combination of the relations (16) and (17) gives the generalized invariance principle.
Theorem 3. Let d ≥ 2 and β > 1/2. Then for any N-points x1, . . . ,xN on Sd one has∫ 1
−1
∫
Sd
∣∣∣∣∣ 1N
N∑
j=1
(xj · z− t)β−1+ −
∫
Sd
(y · z− t)β−1+ d σd(y)
∣∣∣∣∣
2
d σd(z) d t
=
1
N2
N∑
j=1
N∑
k=1
Kβ(xj,xk)−
∫
Sd
∫
Sd
Kβ(x,y) d σd(x) d σd(y).
(19)
The double integral over the kernel Kβ in (19) can be reduced as follows. In the following
let p Fq denote the generalized hypergeometric function and (a)n the Pochhammer symbol.
Proposition 4. Let d ≥ 2 and β > 1/2. Then∫
Sd
∫
Sd
Kβ(x,y) d σd(x) dσd(y)
= 2d−2
[
2β−1/2+d/2
Γ((d+ 1)/2) Γ(β)√
pi Γ(β + d/2)
]2 ∫ 1
0
x2β+d−2
[
2F1
(
1− d/2, d/2
β + d/2
; x
)]2
d x.
For d = 2 one has ∫
S2
∫
S2
Kβ(x,y) d σ2(x) d σ2(y) = 1
β
22β
2β (2β + 1)
.
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In general, for d ≥ 2 one has∫
Sd
∫
Sd
Kβ(x,y) d σd(x) dσd(y) = 2
d−2
2β + d− 1
[
2β−1/2+d/2
Γ((d+ 1)/2) Γ(β)√
pi Γ(β + d/2)
]2
× F1:2;21:1;1
[
2β + d− 1
2β + d
∣∣∣ 1− d/2, d/2β + d/2
∣∣∣∣ 1− d/2, d/2β + d/2
∣∣∣∣ 1, 1].
For even dimension d the Kampe´ de Fe´riet function terminates after finitely many terms.
If β = M , where M is a positive integer, the reproducing kernel Kβ takes on a partic-
ularly simple form suitable for numerical computations. We recall that this kernel is the
reproducing kernel for the Sobolev space Hs(Sd) with smoothness s =M + (d− 1)/2.
Proposition 5. Let d ≥ 2 and suppose that β is a positive integer M . Then
KM(x,y) = QM−1(x,y) + (−1)Mcd(M) ‖x− y‖2M−1 , x,y ∈ Sd,
where QM−1(x,y) is the following polynomial of degree M − 1 in terms of x · y,
QM−1(x,y) = 2
2M−1
2M − 1
(d/2)2M−1
(d)2M−1
3F2
(
1−M, 1/2−M, 1−M
3/2−M, 2− d/2− 2M ;
1− x · y
2
)
and the positive constant cd(M) is given by
cd(M) = 2
−2M Γ((d+ 1)/2)√
pi Γ(d/2)
Γ(M) Γ(M)
(1/2)M(d/2)M
.
Moreover, ∫
Sd
∫
Sd
QM−1(x,y) dσd(x) d σd(y)
= (−1)M−1 (M − 1)!
(3/2)M−1
4F3
(
1−M, 1/2−M,M + d− 1, d/2
1−M, (d+ 1)/2, d ; 1
)
.
(The 4 F3-function is a polynomial of degree M − 1 evaluated at 1.) For d = 2 this relation
becomes∫
S2
∫
S2
QM−1(x,y) d σ2(x) d σ2(y) = 2
2M
M2 (2M + 1)2
+
(−1)M−1
M (2M + 1)2
(M − 1)!
(1/2)M
.
The polynomial part QM−1 of the kernel KM , M a positive integer, gets annihilated in
1
N2
N∑
j=1
N∑
k=1
KM(xj,xk)−
∫
Sd
∫
Sd
KM(x,y) d σd(x) dσd(y)
if the nodes x1, . . . ,xN form a spherical t-design with t ≥M − 1.
A spherical t-design {x1, . . . ,xN(t)} ⊆ Sd, introduced in the ground breaking paper [8]
by Delsarte, Goethals and Seidel, is characterized by∫
Sd
P (x) dσd(x) =
1
N(t)
N(t)∑
j=1
P (xj) for all polynomials P with degree ≤ t.
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Seymour and Zaslavsky [21] proved that a spherical t-design always exists if N(t) is suffi-
ciently large. (From a bound in [8] it follows that N(t) ≥ ctd for some constant c > 0.)
Theorem 6 ([6], [11, 12, 13, 14]). Let s > d/2. There exists a constant c(s, d) > 0
depending only on s and d such that for any N-point quadrature rule QN we have
(20)
c(s, d)
N s/d
≤ wce(Hs, QN ) for all N ≥ 1.
Further, there exists a constant C(s, d) depending only on s and d such that
(21) wce(Hs, Q̂N) ≤ C(s, d)
ts
for all t ≥ 1,
where the quadrature rule Q̂N uses an N(t)-point spherical t-design as quadrature points.
Remark. Korevaar and Meyers [17] conjectured that to every t there exists a spherical
t-design with N(t) ≤ C td (C > 0 some constant) points. (A. Bondarenko, D. Radchenko,
and M. Viazovska propose in [4] a proof of this conjecture.) In light of this the bounds in
(20) and (21) are best possible.
As a corollary to (17), Theorem 3, Proposition 5, and Theorem 6 we have the following
result.
Corollary 7. Let d ≥ 2 and β > 1/2. There exists a constant c′(β, d) > 0 independent of
β and d such that for any N-point configuration PN we have
c′(β, d)
N1/2+(β−1/2)/d
≤
(∫ 1
−1
∫
Sd
|∆PN ,β(z, t)|2 d σd(z) d t
)1/2
for all N ≥ 1.
Further, there exists a constant C ′(β, d) > 0 depending only on β and d such that(∫ 1
−1
∫
Sd
|∆XN ,β(z, t)|2 dσd(z) d t
)1/2
≤ C
′(β, d)
td/2+β−1/2
for all t ≥ 1,
where the point set XN is an N(t)-point spherical t-design.
Moreover, if β = M , M a positive integer, then for any spherical t-design XN =
{x1, . . . ,xN} on Sd with t ≥M − 1 and N = N(t) points, one has∫ 1
−1
∫
Sd
|∆XN ,β(z, t)|2 d σd(z) d t
= (−1)M−1cd(M)
[∫
Sd
∫
Sd
‖x− y‖2M−1 dσd(x) d σd(y)− 1
N2
N∑
j=1
N∑
k=1
‖xj − xk‖2M−1
]
.
1.4. Representations of the reproducing kernel. Our first result in this subsection
concerns a closed form representation of the reproducing kernel Kβ for arbitrary β > 1/2.
Essentially, it can be expressed as a sum of a constant multiple of a (conditionally positive
definite) (signed) power of the Euclidean distance and a certain integral of a hypergeometric
function over the sphere Sd which turns out to be a special case of a Kampe´ de Fe´riet
function. The latter simplifies to a polynomial of the point distance (or their inner product)
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if β is a positive integer, as stated in Proposition 5. The exceptional cases when β equals
L + 1/2 for some positive integer L, can be obtained by a limit process from the general
result. In this way a logarithmic term in the Euclidean distance is introduced.
A Kampe´ de Fe´riet function in two variables is defined by the double series expansion
Fp:r;µq:s;ν
[a1, . . . , ap
b1, . . . , bq
∣∣∣ c1, . . . , crd1, . . . , ds∣∣∣ f1, . . . , fµg1, . . . , gν ∣∣∣ x, y]
=
∞∑
m=0
∞∑
n=0
(a1)m+n · · · (ap)m+n
(b1)m+n · · · (bq)m+n
(c1)m · · · (cr)m
(d1)m · · · (ds)m
(f1)n · · · (fµ)n
(g1)n · · · (gν)n
xmyn
m!n!
,
(22)
where (a)m denotes the Pochhammer symbol. It is a generalization of the Gauss hyper-
geometric function
2F1
(
a, b
c ; z
)
=
∞∑
n=0
(a)n(b)n
(c)nn!
zn.
The second part of the theorem(s) concerns the ultraspherical expansion in terms of
normalized Gegenbauer polynomials P
(d)
n (t) = C
(d−1)/2
n (t)/C
(d−1)/2
k (1).
Theorem 8 (general case). Let d ≥ 2. Let β > 1/2 with 2β − 1 not an even integer > 0;
that is, β − 1/2 = L+ ε for some integer L ≥ 0 and some real 0 < ε < 1.
The kernel (7) has the following representation
(23) Kβ(x,y) = Qβ−1(x,y) + (−1)L+1cd(β) ‖x− y‖2β−1 , x,y ∈ Sd,
where
Qβ−1(x,y) =
∫
Sd
1
2β−1 2F1
(
1/2− β, 1− β
3/2− β ;
(
x·z−y·z
2−x·z−y·z
)2)
(
1− 1
2
x · z− 1
2
y · z)1−2β d σd(z)
= F2:0;11:0;1
[
1/2− β, 1− β
(d+ 1)/2
∣∣∣∣ −−
∣∣∣∣ 1/23/2− β
∣∣∣∣ 1 + x · y2 , 1− x · y2
]
, x,y ∈ Sd,
and cd(β) is the positive constant
cd(β):=
2−2β
sin(pi(β − 1/2− L))
Γ((d+ 1)/2) Γ(β) Γ(β)
Γ(β + d/2) Γ(β + 1/2)
.
For β = 1 the kernel (23) reduces to (4).
Let s be defined by means of 2β − 1 = 2s− d. The ultraspherical expansions
(24) Qβ−1(x,y) =
∞∑
k=0
A
(2)
k (s, d)Z(d, k)P
(d)
k (x · y),
reduces to a polynomial of degreeM−1 if β =M (M a positive integer) and the coefficients
A
(2)
k (s, d) have the following asymptotic behavior otherwise:
A
(2)
k (s, d) ∼ −2d−2
[
Γ((d+ 1)/2) Γ(s+ 1/2) Γ(2s)
Γ((d+ 1)/2− s) Γ(s+ 1)
]2
Γ(d/2)
Γ(d/2 + 2s)
k−4s as k →∞.
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Thus, the series expansion (24) converges for all x,y ∈ Sd if s > d/2.
Various forms of the coefficients A
(2)
k (s, d) can be found in the Proof of Theorem 8.
The following potential-theoretical constant (also appearing at the right-hand side of
Stolarsky’s invariance principle (3) if λ = 1) plays a role:
(25) Vλ(S
d):=
∫
Sd
∫
Sd
‖x− y‖λ d σd(x) d σd(y) = 2d−1+λΓ((d+ 1)/2) Γ((d+ λ)/2)√
pi Γ(d+ λ/2)
.
(Its computation can be found, for example, in S. Hubbert and B. J. C. Baxter [16]; also
cf. Lemma 11. For the connection to potential-theory we refer the reader to G. Bjo¨rck [3].)
The expansion of the (signed) power of the Euclidean distance is well-known and follows,
for example, from S. Hubbert and B. J. C. Baxter [16]. (For details see, for example, [7].)
Using the notation of Theorem 8 one has
(26) (−1)L+1 ‖x− y‖2s−d =
∞∑
k=0
ak(s, d)
Z(d, k)
Z(d, k)P
(d)
k (x · y), x,y ∈ Sd,
where (cf. (25))
a0(s, d)
Z(d, 0)
= (−1)L+1V2s−d(Sd) = (−1)L+122s−1 Γ ((d+ 1)/2)Γ(s)√
pi Γ(d/2 + s)
,
ak(s, d)
Z(d, k)
= (−1)L+1V2s−d(Sd)(d/2− s)k
(d/2 + s)k
, k ≥ 1.(27)
The coefficient ak(s, d)/Z(d, k) is alternating in sign for k ≤ L and positive for k ≥ L+ 1.
The coefficients have the following asymptotic behavior
ak(s, d)
Z(d, k)
∼ (−1)L+1V2s−d(Sd)Γ(d/2 + s)
Γ(d/2− s) k
−2s as k →∞.
For further references we record the two special cases (L = ⌊β − 1/2⌋)
Kβ(x,x) = 1
2β − 1
Γ((d+ 1)/2) Γ(2β + d/2− 1)
Γ(β + (d− 1)/2) Γ(β + d/2) ,(28)
Kβ(x,−x) = (−1)L+1cd(β)22β−1 + 1
2β − 1 3F2
(
1/2− β, 1− β, 1/2
3/2− β, (d+ 1)/2 ; 1
)
.(29)
The relation (28) is valid for each β > 0. The relation (29) is valid for 2β−1 not an integer
≥ 0.
Theorem 9 (exceptional cases). Let d ≥ 2. Let 2β − 1 be the positive even integer 2L.
The kernel (7) has the following representation: for x,y ∈ Sd
(30) KL+1/2(x,y) = Q˜L−1/2(x,y) + (−1)L+1 (1/2)L(1/2)L
22L((d+ 1)/2)L L!
‖x− y‖2L ln ‖x− y‖,
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where the integral representation of Q˜L−1/2 is given by
Q˜L−1/2(x,y) =
∫
Sd
1
2
∑L
n=1
1
n
(1/2−L)L−n
(L−n)!
(
x·z−y·z
2−x·z−y·z
)2L−2n
(
1− 1
2
x · z− 1
2
y · z)−2L d σd(z)
−
∫
Sd
1
2
(1/2−L)L
L!
∑∞
n=1
1
n
(1/2)n
(L+1)n
(
x·z−y·z
2−x·z−y·z
)2n+2L
(
1− 1
2
x · z− 1
2
y · z)−2L d σd(z)
+
(−1)L+1
2
(1/2)L
22L L!
∫
Sd
(x · z− y · z)2L
×
[
ln
( x−y‖x−y‖ · z
2− x · z− y · z
)2
+ ψ(1/2)− ψ(L+ 1)
]
d σd(z), x,y ∈ Sd,
and the series representation of Q˜L−1/2 is given by
Q˜β−1(x,y) = 1
2
L−1∑
n=0
1
L− n
(1/2− L)n(1/2)n
((d+ 1)/2)n n!
2F1
(
−n, 1/2− L
1/2− n ;
1 + x · y
2
)
− 1
2
∞∑
n=1
1
n
(1/2− L)n+L(1/2)n+L
((d+ 1)/2)n+L (n+ L)!
2F1
(
−L− n, 1/2− L
1/2− L− n ;
1 + x · y
2
)
+
1
2
(1/2− L)L(1/2)L
((d+ 1)/2)L L!
L∑
k=1
(−1)k
k
(−L)k
(1/2− L)k
(
1− x · y
2
)L−k (
1 + x · y
2
)k
− (−1)
L+1
2
(1/2)L(1/2)L
((d+ 1)/2)LL!
(
1− x · y
2
)L (
2 ln 2 + ψ(L+ 1) + ψ(L+ (d+ 1)/2)
− ψ(1/2)− ψ(L+ 1/2)
)
, x,y ∈ Sd.
Let s be defined by means of 2β − 1 = 2s − d; that is s = L + d/2. The coefficients in
the ultraspherical expansions
(31) Q˜L−1/2(x,y) =
∞∑
k=0
A˜
(2)
k (L+ d/2, d)Z(d, k)P
(d)
k (x · y),
have the following asymptotic behavior:
A˜
(2)
k (L+d/2, d) ∼ −2d−2
[
Γ((d+ 1)/2) Γ(L+ (d+ 1)/2) Γ(2L+ d)
Γ(1/2− L) Γ(L+ 1 + d/2)
]2
Γ(d/2)
Γ(d/2 + 2L+ d)
k−4s.
Thus, the series expansion (31) converges for all x,y ∈ Sd if s > d/2.
The ultraspherical expansion of the function
(−1)L+1 ‖x− y‖2L ln ‖x− y‖
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is also well-known; cf., for example, S. Hubbert and B. J. C. Baxter [16]. (For details see,
for example, [7].) Indeed, for a positive integer L one has
(−1)L+1 ‖x− y‖2L ln ‖x− y‖ =
∞∑
k=0
bk(2L, d)
Z(d, k)
Z(d, k)P
(d)
k (x · y), x,y ∈ Sd,
with the following coefficients:
b0(2L, d)
Z(d, 0)
= (−1)L+1V log2L (Sd) = (−1)L+1
V2L(S
d)
2
[ψ(L+ d/2) + 2 log 2− ψ(L+ d)]
and for k ≤ L
bk(2L, d)
Z(d, k)
=
1
2
ak(2L, d)
Z(d, k)
[ψ(L+ 1) + ψ(L+ d/2) + 2 log 2− ψ(L+ 1− k)− ψ(k + L+ d)] ,
where ak(2L, d)/Z(d, k) is given in (27), and for k > L
bk(2L, d)
Z(d, k)
= 22L+d−2
Γ((d+ 1)/2) Γ(L+ d/2) Γ(L+ 1)√
pi
Γ(k − L)
Γ(k + L+ d)
.
The coefficients have the following asymptotic behavior
bk(2L, d)
Z(d, k)
∼ 22L+d−2Γ((d+ 1)/2) Γ(L+ d/2) Γ(L+ 1)√
pi
k−2s as k →∞.
For further references we record that
KL+1/2(x,−x) = −1
2
∞∑
n=0
n 6=L
1
n− L
(1/2− L)n(1/2)n
((d+ 1)/2)nn!
− (−1)
L+1
2
(1/2)L(1/2)L
((d+ 1)/2)LL!
×
(
ψ(L+ 1) + ψ(L+ (d+ 1)/2)− ψ(1/2)− ψ(L+ 1/2)
)
.
(32)
2. Proofs
First, we prove the following auxiliary results.
Lemma 10. Let β > 0. Then for −1 ≤ a ≤ 1 and −1 ≤ b ≤ 1 with a 6= b
Hβ(a, b):=
∫ 1
−1
(a− t)β−1+ (b− t)β−1+ d t
=
1
β
(1 + min{a, b}) (1 + a)β−1 (1 + b)β−1 2F1
(
1− β, 1
1 + β ;
1 + min{a, b}
1 + max{a, b}
)
.
If b = a and −1 < a ≤ 1, then the integral exists if and only if β > 1/2. In this case
Hβ(a, a) =
1
2β − 1 (1 + a)
2β−1 .
If a = b = −1, then Hβ(−1,−1) = 0 for all β > 0.
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Proof. Without loss of generality we may assume that −1 ≤ a < b ≤ 1. The change of
variable (1 + a) u = 1 + t gives
Hβ(a, b) =
∫ 1
−1
(a− t)β−1+ (b− t)β−1+ d t
=
∫ a
−1
(a− t)β−1 (b− t)β−1 d t
= (1 + a)
∫ 1
0
[1 + a− (1 + a) u]β−1 [1 + b− (1 + a) u]β−1 du
= (1 + a)β (1 + b)β−1
∫ 1
0
(1− u)β−1
(
1− 1 + a
1 + b
u
)β−1
d u.
The integral represents a Gauss hypergeometric function (cf. [1, Eq. 15.6.1]); that is
Hβ(a, b) = (1 + min{a, b}) (1 + a)β−1 (1 + b)β−1 1
β
2F1
(
1− β, 1
1 + β ;
1 + a
1 + b
)
.
If min{a, b} = b, then a and b need to be interchanged in the result above. This yields the
general formula for the integral.
In the case b = a and −1 < a ≤ 1 one has (if and only if β > 1/2)
Hβ(a, a) =
∫ 1
−1
(a− t)2β−2+ d t = (1 + a)2β−1
∫ 1
0
(1− u)2β−2 d u = (1 + a)
2β−1
2β − 1 .
Clearly, Hβ(−1,−1) = 0 for β > 0. This gives the special case. 
Lemma 11. Let γ ≥ 1. Then∫
Sd
(1 + x · z)γ d σd(z) = 2−γ
∫
Sd
‖x− z‖2γ d σd(z) = 2d−1+γΓ((d+ 1)/2) Γ(γ + d/2)√
pi Γ(γ + d)
.
Proof. The first part follows from the spherical symmetry of the measure σd and the identity
‖x− y‖2 = 2 (1− x · y) , x,y ∈ Sd.
Using the Funk-Hecke formula (cf. [18]), we obtain for the second part∫
Sd
(1 + x · z)γ d σd(z) = ωd−1
ωd
∫ 1
−1
(1 + t)γ
(
1− t2)d/2−1 d t.
The change of variable 2u = 1 + t yields∫
Sd
(1 + x · z)γ dσd(z) = 2γ+d−2+1ωd−1
ωd
∫ 1
0
uγ+d/2−1 (1− u)d/2−1 d u.
The last integral is the Beta function B(γ + d/2, d/2). By (1) and [1, Eq. 5.12.1]∫
Sd
(1 + x · z)γ dσd(z) = 2d−1+γ Γ((d+ 1)/2)√
pi Γ(d/2)
Γ(γ + d/2) Γ(d/2)
Γ(γ + d)
.
Simplification gives the result. 
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Lemma 12. Let β > 0. Let 1 ≥ a > b > −1. If 2β − 1 is not an integer ≥ 0, then
1
β
(1 + a)β−1 (1 + b)β 2F1
(
1− β, 1
1 + β ;
1 + b
1 + a
)
=
(1 + a)2β−1
2β − 1 2F1
(
1− β, 1− 2β
2− 2β ;
a− b
1 + a
)
+
Γ(1− 2β) Γ(β)
Γ(1− β) (a− b)
2β−1 .
If 2β − 1 = m and m a positive even integer, then
1
β
(1 + a)β−1 (1 + b)β 2F1
(
1− β, 1
1 + β ;
1 + b
1 + a
)
=
(1 + a)β−1 (1 + b)β
Γ(2β)
m−1∑
k=0
(−1)k(1− β)k(m− 1− k)!
(
a− b
1 + a
)k
− (−1)
m Γ(β)
Γ(1− β) Γ(2β) (a− b)
2β−1
(
1 + b
1 + a
)β ∞∑
k=0
(β)k
k!
(
a− b
1 + a
)k (
ψ(k + β)− ψ(k + 1)
)
− (−1)
m Γ(β)
Γ(1− β) Γ(2β)
(
ln
a− b
1 + a
)
(a− b)2β−1 .
If β is a positive integer n (that is, 2β − 1 is a positive odd integer), then
1
β
(1 + a)β−1 (1 + b)β 2F1
(
1− β, 1
1 + β ;
1 + b
1 + a
)
= − (1 + a)n−1 (1 + b)n
n−1∑
k=0
(1− n)k
(1− 2n)k+1
(
a− b
1 + a
)k
.
Proof. First, we observe that by the assumptions on a and b there holds
0 <
1 + b
1 + a
< 1 and 0 <
a− b
1 + a
< 1.
Thus, the conditions on the argument of the hypergeometric function imposed by the
variable transformation rules used in the following are satisfied.
Let 2β − 1 be not an integer ≥ 0. Then, by [1, Eq. 15.8.4] (and after changing to
regularized Gauss hypergeometric functions)
fβ(a, b):=
1
β
(1 + a)β−1 (1 + b)β 2F1
(
1− β, 1
1 + β ;
1 + b
1 + a
)
=
Γ(β + 1)
β
(1 + a)β−1 (1 + b)β 2F˜1
(
1− β, 1
1 + β ;
1 + b
1 + a
)
=
Γ(β + 1)
β
(1 + a)β−1 (1 + b)β
pi
sin
(
pi(2β − 1))
[
1
Γ(2β) Γ(β)
2F˜1
(
1− β, 1
2− 2β ;
a− b
1 + a
)
− 1
Γ(1− β) Γ(1)
(
a− b
1 + a
)2β−1
2F˜1
(
2β, β
2β ;
a− b
1 + a
)]
.
SOBOLEV SPACES ON THE SPHERE AND STOLARSKY’S INVARIANCE PRINCIPLE 17
In the second hypergeometric function the lower parameter coincides with one of the
upper ones. Thus, it reduces to (cf. [1, Eq. 15.4.6])
2F˜1
(
2β, β
2β ;
a− b
1 + a
)
=
1
Γ(2β)
2F1
(
2β, β
2β ;
a− b
1 + a
)
=
1
Γ(2β)
(
1− a− b
1 + a
)−β
=
1
Γ(2β)
(
1 + b
1 + a
)−β
.
To the first hypergeometric function we apply the last of the transformations [1, Eq. 15.8.1]
2F˜1
(
1− β, 1
2− 2β ;
a− b
1 + a
)
=
(
1 + b
1 + a
)−β
2F˜1
(
1− β, 1− 2β
2− 2β ;
a− b
1 + a
)
From the reflection formula for the Gamma function ([1, Eq. 5.5.1]) it follows that
pi
sin
(
pi(2β − 1)) = − pisin (pi(1− 2β)) = −Γ(1− 2β) Γ(2β).
Taking all these observations into account, we arrive at
fβ(a, b) = −Γ(β) (1 + a)β−1 (1 + b)β Γ(1− 2β) Γ(2β)
[
1
Γ(2β) Γ(β)
(
1 + b
1 + a
)−β
× 2F˜1
(
1− β, 1− 2β
2− 2β ;
a− b
1 + a
)
− 1
Γ(1− β)
(
a− b
1 + a
)2β−1
1
Γ(2β)
(
1 + b
1 + a
)−β ]
= −Γ(1− 2β) (1 + a)2β−1
[
2F˜1
(
1− β, 1− 2β
2− 2β ;
a− b
1 + a
)
− Γ(β)
Γ(1− β)
(
a− b
1 + a
)2β−1 ]
.
The first part of the lemma follows after changing back to Gauss hypergeometric function.
Let 2β − 1 = m and m an even integer ≥ 0. Then (cf. [1, Eq. 15.8.10])
fβ(a, b) =
Γ(β + 1)
β
(1 + a)β−1 (1 + b)β
{
1
Γ(β) Γ(2β)
m−1∑
k=0
(1− β)k(1)k(m− 1− k)!
k!
(
−a− b
1 + a
)k
−
(− a−b
1+a
)m
Γ(1− β) Γ(1)
∞∑
k=0
(β)k(2β)k
k!(k +m)!
(
a− b
1 + a
)k [
ln
a− b
1 + a
− ψ(k + 1) + ψ(k + β)
]}
=
(1 + a)β−1 (1 + b)β
Γ(2β)
m−1∑
k=0
(1− β)k(m− 1− k)!
(
−a− b
1 + a
)k
− (−1)
m Γ(β)
Γ(1− β) (a− b)
2β−1
(
1 + b
1 + a
)β ∞∑
k=0
(β)k(2β)k
k!(k +m)!
(
a− b
1 + a
)k
×
[
ln
a− b
1 + a
− ψ(k + 1) + ψ(k + β)
]
.
Using identities for the Pochhammer symbol, one sees that
(2β)k
(k +m)!
=
(m+ 1)k
(k +m)!
=
(m+ 1)k
(1)m+k
=
(m+ 1)k
(1)m(m+ 1)k
=
1
m!
=
1
Γ(2β)
.
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This yields
fβ(a, b) =
(1 + a)β−1 (1 + b)β
Γ(2β)
m−1∑
k=0
(1− β)k(m− 1− k)!
(
−a− b
1 + a
)k
− (−1)
m Γ(β)
Γ(1− β) Γ(2β) (a− b)
2β−1
(
1 + b
1 + a
)β ∞∑
k=0
(β)k
k!
(
a− b
1 + a
)k (
ψ(k + β)− ψ(k + 1)
)
− (−1)
m Γ(β)
Γ(1− β) Γ(2β) (a− b)
2β−1
(
ln
a− b
1 + a
)(
1 + b
1 + a
)β
2F1
(
β, 1
1
;
a− b
1 + a
)
.
The right-most hypergeometric function reduces to ((1 + b)/(1 + a))−β. The second part
of the lemma follows.
Finally, let β = n and n a positive integer. Then fn(a, b) reduces to a polynomial of
degree n − 1 and [1, Eq. 15.8.7] can be applied. (Note that after the transformation the
lower parameter satisfies 2− 2n = 1− n−M with M ≥ 0; cf. [1, Eq. 15.2.5].)
fβ(a, b) =
1
n
(1 + a)n−1 (1 + b)n 2F1
(
1− n, 1
1 + n ;
1 + b
1 + a
)
= (1 + a)n−1 (1 + b)n
1
n
(n)n−1
(1 + n)n−1
2F1
(
1− n, 1
2− 2n ;
a− b
1 + a
)
= (1 + a)n−1 (1 + b)n
1
2n− 1 2F1
(
1− n, 1
2− 2n ;
a− b
1 + a
)
= − (1 + a)n−1 (1 + b)n
n−1∑
k=0
(1− n)k
(1− 2n)k+1
(
a− b
1 + a
)k
,
where it is understood that (0)0 = 1. This completes the proof. 
With this preparations we are ready now to proof Theorem 8.
Proof of Theorem 8. Let β > 1/2. The kernel function (7) can be recast as
Kβ(x,y) =
∫
Sd
Hβ(x · z,y · z) dσd(z),
where
Hβ(a, b):=
∫ 1
−1
(a− t)β−1+ (b− t)β−1+ d t.
Special values Kβ(x,±x). Let x,y ∈ Sd with x = y. Then by Lemma 10
Hβ(x · z,x · z) = 1
2β − 1 (1 + x · z)
2β−1
and therefore
Kβ(x,x) =
∫
Sd
Hβ(x · z,x · z) dσd(z) = 1
2β − 1
∫
Sd
(1 + x · z)2β−1 d σd(z).
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By Lemma 11 and the duplication formula for the gamma function
Kβ(x,x) = 2
2β+d−2
2β − 1
Γ((d+ 1)/2) Γ(2β + d/2− 1)√
pi Γ(2β + d− 1) =
1
2β − 1
Γ((d+ 1)/2) Γ(2β + d/2− 1)
Γ(β + (d− 1)/2) Γ(β + d/2) .
Let x,y ∈ Sd with x = −y. Then by Lemma 10
Hβ(x · z,−x · z) = 1
β
(1− |x · z|)β (1 + |x · z|)β−1 2F1
(
1− β, 1
1 + β ;
1− |x · z|
1 + |x · z|
)
is a zonal function that does not depend on the sign of x · z. By the Funk-Hecke formula
Kβ(x,−x) = 2ωd−1
ωd
1
β
∫ 1
0
(1− u)β (1 + u)β−1 2F1
(
1− β, 1
1 + β ;
1− u
1 + u
)(
1− u2)d/2−1 d u.
The change of variables
x =
1− u
1 + u
, i.e. u =
1− x
1 + x
, d u = − 2
(1 + x)2
d x,
yields
Kβ(x,−x) = 2ωd−1
ωd
1
β
∫ 1
0
(
2
1 + x
)β+d/2−1(
2x
1 + x
)β−1+d/2−1
2F1
(
1− β, 1
1 + β ; x
) 2
(1 + x)2
d x
= 22β+d−1
ωd−1
ωd
1
β
∫ 1
0
xβ−1+d/2−1 (1− x)1−1
(1 + x)2β+d−1
2F1
(
1− β, 1
1 + β ; x
)
d x.
By [19, Eq. 2.21.22] and (1)
Kβ(x,−x) = 22β+d−1ωd−1
ωd
1
β
1
22β+d−1
Γ(β + 1) Γ(1) Γ(2β)
Γ(2β − 1) Γ(β + 1) 3F2
(
1, 2β + d− 1, 2β
2β + 1, β + 1 ;
1
2
)
=
Γ((d+ 1)/2)√
pi Γ(d/2)
2β − 1
β
3F2
(
1, 2β + d− 1, 2β
2β + 1, β + 1 ;
1
2
)
.
For d = 2 the 3 F2-hypergeometric function reduces to a 2 F1 function that simplifies
further as follows (see [1, Eq. 15.4.28])
Kβ(x,−x) = Γ((d+ 1)/2)√
pi Γ(d/2)
2β − 1
β
2F1
(
1, 2β
β + 1;
1
2
)
=
Γ(3/2)√
pi Γ(1)
2β − 1
β
√
pi
Γ(β + 1)
Γ(1) Γ(β + 1/2)
=
√
pi
Γ(β)
Γ(β − 1/2) .
Integral representation. Let x,y ∈ Sd with x 6= y.
We introduce cylinder coordinates with respect to the Pole p = (x− y)/‖x− y‖. Then
x · p = 1− x · y‖x− y‖ =
1
2
2 (1− x · y)
‖x− y‖ =
1
2
‖x− y‖2
‖x− y‖ =
1
2
‖x− y‖=:v,
y · p = y · x− 1‖x− y‖ = −v
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and one can write
x = (
√
1− v2 x∗, v), x∗ ∈ Sd−1,
y = (
√
1− v2 y∗,−v), y∗ ∈ Sd−1,
z = (
√
1− u2 z∗, u), z∗ ∈ Sd−1,−1 ≤ u ≤ 1.
By construction of these cylinder coordinates there holds that x∗ = y∗. It follows that
x · z = uv +
√
1− v2
√
1− u2 x∗ · z∗,
y · z = −uv +
√
1− v2
√
1− u2 x∗ · z∗.
From the definitions of the these inner products there follows that
x · z(−u,z∗) = y · z(u,z∗), for all −1 ≤ u ≤ 1 and z∗ ∈ Sd−1.
Consequently
x · z ≥ y · z iff uv ≥ −uv iff 2uv ≥ 0 iff u ≥ 0.
In other words, one has x · z ≥ y · z for every z in the upper half sphere (u ≥ 0) and one
has x · z ≤ y · z for every z in the lower half sphere (u ≤ 0). Hence, by Lemma 10
Hβ(x · z,y · z) = 1
β
(1 + min{x · z,y · z}) (1 + x · z)β−1 (1 + y · z)β−1
× 2F1
(
1− β, 1
1 + β ;
1 + min{x · z,y · z}
1 + max{x · z,y · z}
)
=
1
β
(1 + x · z)β−1 (1 + y · z)β 2F1
(
1− β, 1
1 + β ;
1 + y · z
1 + x · z
)
, u ≥ 0,
Hβ(x · z,y · z) = 1
β
(1 + x · z)β (1 + y · z)β−1 2F1
(
1− β, 1
1 + β ;
1 + x · z
1 + y · z
)
, u ≤ 0.
By the Funk-Hecke formula (note that z depends on u and z∗)
Kβ(x,y) = ωd−1
ωd
∫ 1
−1
∫
Sd−1
Hβ(x · z,y · z)
(
1− u2)d/2−1 d σd−1(z∗) d u.
From the definitions of the inner products x·z and y ·z it follows that x·z(−u,z∗) = y ·z(u,z∗).
Hence
(33) Kβ(x,y) = 2ωd−1
ωd
∫ 1
0
∫
Sd−1
Hβ(x · z,y · z)
(
1− u2)d/2−1 d σd−1(z∗) d u.
We compute the following integral
hβ(u):=
∫
Sd−1
Hβ(x · z,y · z) dσd−1(z∗)
By our previous considerations (recall, that z = z(u, z∗))
hβ(u) =
∫
Sd−1
1
β
(1 + x · z)β−1 (1 + y · z)β 2F1
(
1− β, 1
1 + β ;
1 + y · z
1 + x · z
)
d σd−1(z∗), u ≥ 0.
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We observe, that in the case y = −x, x ∈ Sd, the integrand above does not depend on z∗;
that is
(34) hβ(u)
∣∣∣
y=−x
=
1
β
(1 + u)β−1 (1− u)β 2F1
(
1− β, 1
1 + β ;
1− u
1 + u
)
, u ≥ 0.
For the transformation of variable in the hypergeometric functions above we have to dis-
tinguish between three cases: (a) 2β−1 is not a positive integer (β > 1/2 by assumption),
(b) 2β−1 is an even positive integer, and (c) β is a positive integer. Further observe that
0 ≤ 1 + y · z
1 + x · z < 1 for 0 < u ≤ 1.
(The lower bound is assumed when y ·z = −1; that is, if and only if z = (−√1− v2x∗, v).)
Case (a). Let 2β − 1 be not a positive integer. First, let y = −x; that is, v = 1.
Application of Lemma 12 to (34) and the quadratic transformation [1, Eq. 15.8.1] gives
hβ(u)
∣∣∣
y=−x
=
Γ(1− 2β) Γ(β)
Γ(1− β) (2u)
2β−1 +
(1 + u)2β−1
2β − 1 2F1
(
1− 2β, 1− β
2− 2β ;
2u
1 + u
)
=
Γ(1− 2β) Γ(β)
Γ(1− β) (2u)
2β−1 +
1
2β − 1 2F1
(
1/2− β, 1− β
3/2− β ; u
2
)
, u > 0.(35)
Hence, using the series expansion of hypergeometric functions
Kβ(x,−x) = 2ωd−1
ωd
∫ 1
0
hβ(u)
∣∣∣
y=−x
(
1− u2)d/2−1 d u
= 22β−1
Γ(1− 2β) Γ(β)
Γ(1− β) 2
ωd−1
ωd
∫ 1
0
u2β−1
(
1− u2)d/2−1 d u
+
1
2β − 12
ωd−1
ωd
∞∑
n=0
(1/2− β)n(1− β)n
(3/2− β)nn!
∫ 1
0
u2n
(
1− u2)d/2−1 d u.
The substitution u = x1/2 in the integrals yields
(36)
∫ 1
0
u2α
(
1− u2)d/2−1 d u = 1
2
∫ 1
0
xα−1/2 (1− x)d/2−1 d x = 1
2
Γ(α + 1/2) Γ(d/2)
Γ(α + (d+ 1)/2)
.
Therefore (using (1))
Kβ(x,−x) = 22β−1Γ(1− 2β) Γ(β)
Γ(1− β)
Γ((d+ 1)/2)√
pi Γ(d/2)
Γ(β) Γ(d/2)
Γ(β + d/2)
+
1
2β − 1
Γ((d+ 1)/2)√
pi Γ(d/2)
∞∑
n=0
(1/2− β)n(1− β)n
(3/2− β)nn!
Γ(n+ 1/2) Γ(d/2)
Γ(n+ (d+ 1)/2)
= 22β−1
Γ((d+ 1)/2)√
pi
Γ(1− 2β) Γ(β) Γ(β)
Γ(1− β) Γ(β + d/2)
+
1
2β − 1
∞∑
n=0
(1/2− β)n(1− β)n
(3/2− β)nn!
(1/2)n
((d+ 1)/2)n
.
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Comparison with (39) below and changing to hypergeometric function yields
Kβ(x,−x) = 22β−1c˜d(β) + 1
2β − 1 3F1
(
1/2− β, 1− β, 1/2
3/2− β, (d+ 1)/2 ; 1
)
.
Taking into account (42) below, equation (29) follows.
Let y 6= −x and y 6= x; that is 0 < v < 1. By Lemma 12
hβ(u) =
Γ(1− 2β) Γ(β)
Γ(1− β)
∫
Sd−1
(x · z− y · z)2β−1 d σd−1(z∗)
+
∫
Sd−1
(1 + x · z)2β−1
2β − 1 2F1
(
1− β, 1− 2β
2− 2β ;
x · z− y · z
1 + x · z
)
dσd−1(z∗), u > 0.
(37)
Because of our parameterization, the first integral can be evaluated as follows:
hβ,1(u)
/
Γ(1− 2β) Γ(β)
Γ(1− β) :=
∫
Sd−1
(x · z− y · z)2β−1 dσd−1(z∗)
= ‖x− y‖2β−1
∫
Sd−1
(
x− y
‖x− y‖ · z
)2β−1
d σd−1(z∗)
= ‖x− y‖2β−1
∫
Sd−1
(p · z)2β−1 dσd−1(z∗)
= ‖x− y‖2β−1
∫
Sd−1
u2β−1 d σd−1(z∗)
= ‖x− y‖2β−1 u2β−1.
The second integral is, in fact, well-defined for Re β > 1/2 and 2−2β not an integer ≤ 0.
Moreover, the hypergeometric function in the integrand has an integral representation for
1/2 < Reβ < 1 (cf. [1, Eq. 15.6.1]). Let 1/2 < Re β < 1. Thus, by the Funk-Hecke
formula and the substitution 2x = 1− τ
hβ,2(u):=
∫
Sd−1
(1 + x · z)2β−1
2β − 1 2F1
(
1− β, 1− 2β
2− 2β ;
x · z− y · z
1 + x · z
)
d σd−1(z∗)
= − Γ(1− 2β)
Γ(1− β) Γ(1− β)
∫
Sd−1
∫ 1
0
t−β (1− t)−β (1 + x · z− 2uv t)2β−1 d t d σd−1(z∗)
= − Γ(1− 2β)
Γ(1− β) Γ(1− β)
ωd−2
ωd−1
∫ 1
−1
∫ 1
0
t−β (1− t)−β (1− τ 2)(d−1)/2−1(
1 + uv +
√
1− v2√1− u2 τ − 2uv t)1−2β d t d τ
=
1
2β − 1
Γ(2− 2β)
Γ(1− β) Γ(1− β)2
d−2ωd−2
ωd−1
(
1 + uv +
√
1− v2
√
1− u2
)2β−1
×
∫ 1
0
∫ 1
0
x(d−1)/2−1t1−β−1 (1− x)(d−1)/2−1 (1− t)1−β−1
(1− w x− z t)1−2β d x d t,
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where we set
w =
2
√
1− v2√1− u2
1 + uv +
√
1− v2√1− u2 , z =
2uv
1 + uv +
√
1− v2√1− u2 .
We note that
|w|+ |z| = w + z = 2uv + 2
√
1− v2√1− u2
1 + uv +
√
1− v2√1− u2 < 1 iff x · z < 1.
For d ≥ 2 and 1/2 < Re β < 1 the right-most integral above represents an Appell F2-
function (cf. [1, Eq. 16.15.2]). Moreover, invoking (1), we see that
hβ,2(u) =
1
2β − 1
Γ(2− 2β)
Γ(1− β) Γ(1− β)2
d−2 Γ(d/2)√
pi Γ((d− 1)/2)
(
1 + uv +
√
1− v2
√
1− u2
)2β−1
× Γ((d− 1)/2) Γ(1− β) Γ((d− 1)/2) Γ(1− β)
Γ(d− 1) Γ(2− 2β) F2
(
1− 2β, (d− 1)/2, 1− β
d− 1, 2− 2β ;w, z
)
.
Simplification gives
hβ,2(u) =
1
2β − 1
(
1 + uv +
√
1− v2
√
1− u2
)2β−1
F2
(
1− 2β, (d− 1)/2, 1− β
d− 1, 2− 2β ;w, z
)
.
By analytic continuation this identity holds for all β > 1/2 except β is a positive integer.
(It is assumed that x · z < 1.)
Letting a = 2
√
1− v2√1− u2, b = 2uv, A = 1 + uv +√1− v2√1− u2 and observing
that 2A − a − b = 2, Proposition 14 yields the following representation in terms of an
Appell F4 function:
(38) hβ,2(u) =
1
2β − 1F4
(
1/2− β, 1− β
d/2, 3/2− β ;
(
1− v2) (1− u2) , v2u2).
Putting everything together, we arrive at
hβ(u) =
Γ(1− 2β) Γ(β)
Γ(1− β) ‖x− y‖
2β−1 u2β−1
+
1
2β − 1F4
(
1/2− β, 1− β
d/2, 3/2− β ;
(
1− v2) (1− u2) , v2u2).
Substitution into (33) yields
Kβ(x,y) = Kβ,1(x,y) +Kβ,2(x,y),
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where (using (1) and functional relations for the gamma function)
Kβ,1(x,y) = 2ωd−1
ωd
Γ(1− 2β) Γ(β)
Γ(1− β) ‖x− y‖
2β−1
∫ 1
0
u2β−1
(
1− u2)d/2−1 d u
= 2
ωd−1
ωd
Γ(1− 2β) Γ(β)
Γ(1− β) ‖x− y‖
2β−1 1
2
∫ 1
0
xβ−1 (1− x)d/2−1 d x
=
Γ((d+ 1)/2)√
pi Γ(d/2)
Γ(1− 2β) Γ(β)
Γ(1− β)
Γ(β) Γ(d/2)
Γ(β + d/2)
‖x− y‖2β−1
=
Γ((d+ 1)/2)√
pi
Γ(1− 2β)
Γ(1− β)
Γ(β) Γ(β)
Γ(β + d/2)
‖x− y‖2β−1
= c˜d(β) ‖x− y‖2β−1 , c˜d(β):=2−2βΓ((d+ 1)/2)
pi
Γ(1/2− β) Γ(β) Γ(β)
Γ(β + d/2)
,(39)
and (recall (37))
Kβ,2(x,y) = 2ωd−1
ωd
∫ 1
0
∫
Sd−1
(1 + x · z)2β−1
2β − 1 2F1
(
1− β, 1− 2β
2− 2β ;
x · z− y · z
1 + x · z
)
× (1− u2)d/2−1 d σd−1(z∗) d t.
A linear transformation of variable for hypergeometric functions [1, Eq. 15.8.1] yields
(1 + x · z)2β−1
2β − 1 2F1
(
1− β, 1− 2β
2− 2β ;
x · z− y · z
1 + x · z
)
=
(1 + y · z)2β−1
2β − 1 2F1
(
1− β, 1− 2β
2− 2β ;
y · z− x · z
1 + y · z
)
.
Invoking the fact that x · z(−u,z∗) = y · z(u,z∗) for all −1 ≤ u ≤ 1, we arrive at
Kβ,2(x,y) = ωd−1
ωd
∫ 1
−1
∫
Sd−1
(1 + x · z)2β−1
2β − 1 2F1
(
1− β, 1− 2β
2− 2β ;
x · z− y · z
1 + x · z
)
× (1− u2)d/2−1 d σd−1(z∗) d t.
Reversing application of the Funk-Hecke formula yields
(40) Kβ,2(x,y) =
∫
Sd
(1 + x · z)2β−1
2β − 1 2F1
(
1− β, 1− 2β
2− 2β ;
x · z− y · z
1 + x · z
)
d σd(z).
The quadratic transformation of variable [1, Eq. 15.8.1] and a change of variable z 7→ −z
give the symmetric form
(41) Kβ,2(x,y) = 2
1−2β
2β − 1
∫
Sd
2F1
(
1/2− β, 1− β
3/2− β ;
(
x·z−y·z
2−x·z−y·z
)2)
(2− x · z− y · z)1−2β dσd(z).
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The constant in front of the Euclidean distance in (39) can be rewritten as follows. Let
L = ⌊β− 1/2⌋ be the largest integer ≤ β− 1/2. Then β− 1/2 = L+ ε for some 0 ≤ ε < 1.
Application of the reflection formula for the Gamma function gives
Γ(1/2− β) = Γ(β + 1/2) Γ(1/2− β)
Γ(β + 1/2)
=
1
Γ(β + 1/2)
pi
sin(pi(β + 1/2))
=
(−1)L+1
Γ(β + 1/2)
pi
sin(piε)
and therefore
(42) c˜d(β) =
(−1)L+1
sin(pi(β − 1/2− L))
21−2β
2β − 1
Γ((d+ 1)/2) Γ(β) Γ(β)
Γ(β + d/2) Γ(β − 1/2) .
Using the series representation of the Appell F4 function (cf. Proof of Proposition 14)
in (38), we get
Kβ,2(x,y) = 2
2β − 1
ωd−1
ωd
∫ 1
0
hβ,2(u)
(
1− u2)d/2−1 d u
=
2
2β − 1
ωd−1
ωd
∞∑
m=0
∞∑
n=0
(1/2− β)m+n(1− β)m+n
(d/2)m(3/2− β)nm!n!
(
1− v2)m v2n bm,n,
where
bm,n:=
∫ 1
0
u2n
(
1− u2)m+d/2−1 d u.
The change of variable x = u2 gives a beta integral. Hence
bm,n =
1
2
∫ 1
0
xn+1/2−1 (1− x)m+d/2−1 d x = 1
2
B(n+ 1/2, m+ d/2)
=
1
2
Γ(n+ 1/2) Γ(m+ d/2)
Γ(m+ n+ (d+ 1)/2)
=
1
2
Γ(1/2) Γ(d/2)
Γ((d+ 1)/2)
(1/2)n(d/2)m
((d+ 1)/2)m+n
.
Taking into account (1), we arrive at
(43) Kβ,2(x,y) = 1
2β − 1
∞∑
m=0
∞∑
n=0
(1/2− β)m+n(1− β)m+n(1/2)n
((d+ 1)/2)m+n(3/2− β)nm!n!
(
1− v2)m v2n.
The double series expansion has the structure given in (22). (This gives the first part of
the theorem (for the case 2β − 1 is not an integer ≥ 0).)
Reordering the sum with respect to constant m+ n gives
(44) Kβ,2(x,y) = 1
2β − 1
∞∑
n=0
(1/2− β)n(1− β)n
((d+ 1)/2)n n!
[
n∑
n=0
(
n
n
)
(1/2)n
(3/2− β)n
v2n
(
1− v2)n−n] .
Using [1, Eq.s 15.8.1 and 15.8.7], the square-bracketed equals(
1− v2)n 2F1(−n, 1/23/2− β; v2v2 − 1
)
= 2F1
(−n, 1 − β
3/2− β ; v
2
)
=
(1/2)n
(3/2− β)n 2
F1
(−n, 1− β
1/2− n ; 1− v
2
)
.
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By definition of v, we obtain
(45) Kβ,2(x,y) = 1
2β − 1
∞∑
n=0
(1/2− β)n(1− β)n
((d+ 1)/2)n n!
2F1
(
−n, 1− β
3/2− β ;
1− x · y
2
)
.
We conclude Case (a) by deriving the expansion of the kernel Kβ(x,y) in terms of
spherical harmonics. Evidently, this kernel is a zonal function as it depends on the inner
product x · y. Thus, the expansion takes on the form of a series in terms of ultraspherical
polynomials. Since the expansion of the (signed) power of the Euclidean distance is well-
known, we focus here on the expansion of Kβ,2(x,y).
By Proposition 16
Kβ,2(x,y) = 1
2β − 1
∞∑
n=0
n∑
k=0
(1/2− β)n(1− β)n
((d+ 1)/2)n n!
ak,n
Z(d, k)
Z(d, k)P
(d)
k (x · y)
=
∞∑
k=0
A
(2)
k (s, d)Z(d, k)P
(d)
k (x · y),
where (using β where it is convenient)
A
(2)
k (s, d):=
1
2β − 1
∞∑
n=k
(1/2− β)n(1− β)n
((d+ 1)/2)n n!
ak,n
Z(d, k)
and
ak,n
Z(d, k)
=
n!(1− β)k(d/2)k
(3/2− β)k(d)2k(n− k)! 3
F2
(
k − n, k + 1− β, k + d/2
k + 3/2− β, 2k + d ; 1
)
.
Let k0 be the smallest integer with k0 + 1 − β > 0. Then we can use the integral
representation of ak,n/Z(d, k) given in Proposition 16 if k ≥ k0. Let k ≥ k0. Then
A
(2)
k (s, d):=
1
2β − 1
∞∑
n=k
(1/2− β)n(1− β)n
((d+ 1)/2)n n!
ak,n
Z(d, k)
=
1
2β − 1
Γ(3/2− β) Γ(d)
Γ(1− β) Γ(1/2) Γ(d/2) Γ(d/2)
∞∑
n=k
(1/2− β)n(1− β)n
((d+ 1)/2)n n!
n!
(d/2)k(n− k)!
×
∫ 1
0
∫ 1
0
tk+1−β−1xk+d/2−1 (1− t)1/2−1 (1− x)k+d/2−1 (1− xt)n−k dx d t
=
1
2β − 1
Γ(3/2− β) Γ(d)
Γ(1− β) Γ(1/2) Γ(d/2) Γ(d/2)
1
(d/2)k
∞∑
n=k
(1/2− β)n(1− β)n
((d+ 1)/2)n (n− k)!
×
∫ 1
0
∫ 1
0
tk+1−β−1xk+d/2−1 (1− t)1/2−1 (1− x)k+d/2−1 (1− xt)n−k dx d t.
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We compute
∞∑
n=k
(1/2− β)n(1− β)n
((d+ 1)/2)n (n− k)!
(1− xt)n−k =
∞∑
n=0
(1/2− β)n+k(1− β)n+k
((d+ 1)/2)n+k n!
(1− xt)n
=
(1/2− β)k(1− β)k
((d+ 1)/2)k
∞∑
n=0
(k + 1/2− β)n(k + 1− β)n
(k + (d+ 1)/2)n n!
(1− xt)n
=
(1/2− β)k(1− β)k
((d+ 1)/2)k
2F1
(
k + 1/2− β, k + 1− β
k + (d+ 1)/2
; 1− xt
)
=
(1/2− β)k(1− β)k
((d+ 1)/2)k
(xt)2β−1−k+d/2 2F1
(
β + d/2, β + (d− 1)/2
k + (d+ 1)/2
; 1− xt
)
.
Hence, for k + 1− d/2− 2β > 0 (and k > β − 1), we have
A
(2)
k (s, d) = −
1
2
Γ(d/2− s) Γ(d)
Γ((d+ 1)/2− s) Γ(1/2) Γ(d/2) Γ(d/2)
(d/2− s)k((d+ 1)/2− s)k
((d+ 1)/2)k(d/2)k
×
{ ∞∑
n=0
(s+ 1/2)n(s)n
(k + (d+ 1)/2)n n!
∫ 1
0
∫ 1
0
ts+1/2−1x2s−1 (1− t)1/2−1 (1− x)k+d/2−1
(1− xt)−n d x d t
}
.
(46)
Invoking integral representations for the hypergeometric 2 F1 and 3 F2 functions and a
transformation for 3 F2 functions of unity argument (cf. [19, Eq. 7.4.4.83]), we arrive at∫ 1
0
∫ 1
0
ts+1/2−1x2s−1 (1− t)1/2−1 (1− x)k+d/2−1
(1− xt)−n dx d t
=
Γ(2s) Γ(k + d/2)
Γ(k + d/2 + 2s)
∫ 1
0
ts+1/2−1 (1− t)1/2−1 2F1
( −n, 2s
k + d/2 + 2s; t
)
d t
=
Γ(s+ 1/2) Γ(1/2)
Γ(s+ 1)
Γ(2s) Γ(k + d/2)
Γ(k + d/2 + 2s)
3F2
(
−n, s+ 1/2, 2s
s+ 1, k + d/2 + 2s
; 1
)
=
Γ(s+ 1/2) Γ(1/2)
Γ(s+ 1)
Γ(2s) Γ(k + d/2)
Γ(k + d/2 + 2s)
(k + (d+ 1))n
(k + d/2 + 2s)n
3F2
(
−n, 1− s, 1/2
1 + s, k + (d+ 1)/2
; 1
)
.
Substitution into (46) yields
A
(2)
k (s, d) = −
1
2
Γ(d) Γ(d/2− s) Γ(s+ 1/2) Γ(2s)
Γ(d/2) Γ((d+ 1)/2− s) Γ(s+ 1) Γ(d/2 + 2s)
(d/2− s)k((d+ 1)/2− s)k
((d+ 1)/2)k(d/2 + 2s)k
×
{ ∞∑
n=0
(s+ 1/2)n(s)n
(k + d/2 + 2s)n n!
3F2
(
−n, 1 − s, 1/2
1 + s, k + (d+ 1)/2
; 1
)}
.
(47)
For asymptotic analysis of A
(2)
k (s, d) for large k we reverse to (46). The infinite series is
already in a hybrid-asymptotic form (as k becomes large). For the curly braced expression
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we can, thus, write{
· · ·
}
=
∫ 1
0
∫ 1
0
ts+1/2−1x2s−1 (1− t)1/2−1 (1− x)k+d/2−1 d x d t + (s+ 1/2) s
k + (d+ 1)/2
Ω(k)
=
Γ(s+ 1/2) Γ(1/2)
Γ(s+ 1)
Γ(2s) Γ(k + d/2)
Γ(k + d/2 + 2s)
+
(s+ 1/2) s
k + (d+ 1)/2
Ω(k),
where
Ω(k):=
∞∑
n=0
(1 + s+ 1/2)n(1 + s)n
(1 + k + (d+ 1)/2)n (n+ 1)!
∫ 1
0
∫ 1
0
ts+1/2−1x2s−1 (1− t)1/2−1 (1− x)k+d/2−1
(1− xt)−n−1 d x d t.
Since (1− xt)n+1 ≤ 1 and (n+ 1)! > n!, we have the estimate
0 < Ω(k) ≤ Γ(s+ 1/2) Γ(1/2)
Γ(s+ 1)
Γ(2s) Γ(k + d/2)
Γ(k + d/2 + 2s)
2F1
(
1 + s+ 1/2, 1 + s
1 + k + (d+ 1)/2
; 1
)
.
Observe that this hypergeometric function at unity argument decreases as k gets larger.
For k > 2s+1−d/2 we can apply [1, Eq. 15.4.20] to evaluate the hypergeometric function
at argument unity:
0 < Ω(k) ≤ Γ(s+ 1/2) Γ(1/2)
Γ(s+ 1)
Γ(2s) Γ(k + d/2)
Γ(k + d/2 + 2s)
Γ(1 + k + (d+ 1)/2) Γ(k + d/2− 1− 2s)
Γ(k + d/2− s) Γ(k + (d+ 1)/2− s) .
We conclude that{
· · ·
}
=
Γ(s+ 1/2) Γ(1/2)
Γ(s+ 1)
Γ(2s) Γ(k + d/2)
Γ(k + d/2 + 2s)
(
1 +O(k−1)) as k →∞.
Hence,
(d/2− s)k((d+ 1)/2− s)k
((d+ 1)/2)k(d/2)k
{
· · ·
}
=
Γ((d+ 1)/2) Γ(d/2) Γ(s+ 1/2) Γ(1/2) Γ(2s)
Γ(d/s− s) Γ((d+ 1)/2− s) Γ(s+ 1)
× Γ(k + d/s− s) Γ(k + (d+ 1)/2− s)
Γ(k + (d+ 1)/2) Γ(k + d/2 + 2s)
(
1 +O(k−1)) .
Putting everything together, we obtain
A
(2)
k (s, d) = −
1
2
Γ((d+ 1)/2) Γ(d/2) Γ(d) Γ(s+ 1/2) Γ(2s) Γ(s+ 1/2) Γ(1/2) Γ(2s)
Γ(d/2) Γ((d+ 1)/2− s) Γ(s+ 1) Γ(d/2 + 2s) Γ((d+ 1)/2− s) Γ(s+ 1)
× Γ(k + d/s− s) Γ(k + (d+ 1)/2− s)
Γ(k + (d+ 1)/2) Γ(k + d/2 + 2s)
(
1 +O(k−1)) , as k →∞.
Application of [1, Eq. 5.11.12] yields that as k →∞
A
(2)
k (s, d) ∼ −
1
2
Γ(1/2) Γ((d+ 1)/2) Γ(d) Γ(s+ 1/2) Γ(s+ 1/2) Γ(2s) Γ(2s)
Γ((d+ 1)/2− s) Γ((d+ 1)/2− s) Γ(d/2 + 2s) Γ(s+ 1) Γ(s+ 1) k
−4s.
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The duplication formula for the gamma function gives
(48) A
(2)
k (s, d) ∼ −2d−2
[
Γ((d+ 1)/2) Γ(s+ 1/2) Γ(2s)
Γ((d+ 1)/2− s) Γ(s+ 1)
]2
Γ(d/2)
Γ(d/2 + 2s)
k−4s.
This completes the proof of Case (a) of the Theorem 8.
Case (b). This is the content of Theorem 9.
Case (c). Inspection of Case (a) of this proof shows that it is save to take the limit as
β goes to a positive integer M to obtain (cf., in particular, (39) and (42))
KM,1(x,y) = lim
β→M
Kβ,1(x,y) = c˜d(M) ‖x− y‖2M−1 ,
where (note that L =M − 1)
c˜d(M) =
(−1)M
sin(pi(M − 1/2− L))
21−2M
2M − 1
Γ((d+ 1)/2) Γ(M) Γ(M)
Γ(M + d/2) Γ(M − 1/2)
= (−1)M Γ((d+ 1)/2) Γ(M) Γ(M)
Γ(M + d/2) Γ(M − 1/2) .
Similarly (cf. (41), (43) and (45))
KM,2(x,y) = lim
β→M
Kβ,2(x,y)
=
21−2M
2M − 1
∫
Sd
2F1
(
1/2−M, 1−M
3/2−M ;
(
x·z−y·z
2−x·z−y·z
)2)
(2− x · z− y · z)1−2M dσd(z)
=
1
2M − 1
∞∑
m=0
∞∑
n=0
(1/2−M)m+n(1−M)m+n(1/2)n
((d+ 1)/2)m+n(3/2−M)nm!n!
(
1− v2)m v2n
=
1
2M − 1
M−1∑
n=0
(1/2−M)n(1−M)n
((d+ 1)/2)n n!
2F1
(
−n, 1−M
3/2−M ;
1− x · y
2
)
.(49)
(The last series terminates, since (1−M)n = 0 for n ≥M .)
Since KM,2(x,y) is a polynomial of degree M − 1 and Proposition 16 applies if β is a
positive integer, we can simply write (cf. Proof of Theorem 8)
KM,2(x,y) =
M−1∑
k=0
A
(2)
k (s, d)Z(d, k)P
(d)
k (x · y),
where (using β where it is convenient)
(50) A
(2)
k (s, d):=
1
2M − 1
M−1∑
n=k
(1/2−M)n(1−M)n
((d+ 1)/2)n n!
ak,n
Z(d, k)
and
ak,n
Z(d, k)
=
n!(1−M)k(d/2)k
(3/2−M)k(d)2k(n− k)! 3
F1
(
k − n, k + 1−M, k + d/2
k + 3/2−M, 2k + d ; 1
)
.
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(Note that the 3 F2 hypergeometric function above reduces to a polynomial of degree M −
1− k.)
Furthermore, the relations for Kβ(x,x) and Kβ(x,−x) also extend to the case when β
is a positive integer M . This completes the proof. 
For the proof of Theorem 9 we need the following auxiliary result.
Lemma 13. Let d ≥ 2. Let L be a positive integer, n an integer ≥ 0 and ε a real number
with |ε| < 1 and ε 6= 0. Then for x,y ∈ Sd with y 6= x and y 6= −x there holds
∫
Sd
(
x·z−y·z
2−x·z−y·z
)2n
(
1− 1
2
x · z− 1
2
y · z)−2L−2ε d σd(z)
=
(1/2)n
((d+ 1)/2)n
v2n 2F1
(
n− L− ε, n− L+ 1/2− ε
n+ (d+ 1)/2
; 1− v2
)
.
Proof. We use the same notation as in the Proof of Theorem 8.
Let gn(x,y) denote the integral we want to compute. Then applying the Funk-Hecke
formula twice, we obtain
gn(x,y) =
∫
Sd
(
1
2
x · z− 1
2
y · z)2n(
1− 1
2
x · z− 1
2
y · z)2n−2L−2ε dσd(z)
=
ωd−1
ωd
∫ 1
−1
∫
Sd−1
(vu)2n (1− u2)d/2−1(
1−√1− v2√1− u2 x∗ · z∗)2n−2L−2ε d σd−1(z∗) d u
=
ωd−1
ωd
ωd−2
ωd−1
∫ 1
−1
∫ 1
−1
(vu)2n (1− u2)d/2−1 (1− τ 2)(d−1)/2−1(
1−√1− v2√1− u2 τ)2n−2L−2ε d τ d u.
The standard substitution 2x = 1 + τ gives
gn(x,y) =
ωd−1
ωd
2d−2
ωd−2
ωd−1
v2n
∫ 1
−1
u2n (1− u2)d/2−1(
1 +
√
1− v2√1− u2)2n−2L−2ε
×
∫ 1
0
x(d−1)/2−1 (1− x)(d−1)/2−1(
1− 2
√
1−v2√1−u2
1+
√
1−v2√1−u2 x
)2n−2L−2ε d x d u.
The inner integral represents (cf. [1, Eq. 15.6.1])
Γ((d− 1)/2) Γ((d− 1)/2)
Γ(d− 1) 2F1
(
2n− 2L− 2ε, (d− 1)/2
d− 1 ;
2
√
1− v2√1− u2
1 +
√
1− v2√1− u2
)
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which can be written as follows when using the quadratic transformation [1, Eq. 15.8.13]
22−d
√
pi Γ((d− 1)/2)
Γ(d/2)
(
1 +
√
1− v2
√
1− u2
)2n−2L−2ε
× 2F1
(
n− L− ε, n− L+ 1/2− ε
d/2
;
(
1− v2) (1− u2)).
Taking into account (1), we arrive at
gn(x,y) = 2
Γ((d+ 1)/2)√
pi Γ(d/2)
v2n
∫ 1
0
u2n
(
1− u2)d/2−1
× 2F1
(
n− L− ε, n− L+ 1/2− ε
d/2
;
(
1− v2) (1− u2)) d u.
The change of variable x = 1− u2 yields
gn(x,y) =
Γ((d+ 1)/2)√
pi Γ(d/2)
v2n
∫ 1
0
xd/2−1 (1− x)n−1/2
× 2F1
(
n− L− ε, n− L+ 1/2− ε
d/2
;
(
1− v2)x) d u.
This is the integral representation of a 3 F2-hypergeometric function (cf. [1, Eq. 16.5.2]):
gn(x,y) =
Γ((d+ 1)/2)√
pi Γ(d/2)
v2n
Γ(d/2) Γ(n+ 1/2)
Γ(n+ (d+ 1)/2)
3F2
(
n− L− ε, n− L+ 1/2− ε, d/2
d/2, n+ (d+ 1)/2
; 1− v2
)
Because of an upper parameter coinciding with a lower parameter, the 3 F2-function reduces
to a 2 F1-function
gn(x,y) =
(1/2)n
((d+ 1)/2)n
v2n 2F1
(
n− L− ε, n− L+ 1/2− ε
n + (d+ 1)/2
; 1− v2
)
.
This completes the proof. 
Proof of Theorem 9. We use the same notation as in Theorem 8 and its proof. The result is
obtained by a limit process as 2β−1 tends to an even integer 2L. That is, let β−1/2 = L+ε
with ε sufficiently small and ε 6= 0. We consider limits as ε→ 0.
Let y = x. Then (28) implies that
KL+1/2(x,x) = lim
ε→0
KL+1/2+ε(x,x) = 1
2L
Γ((d+ 1)/2) Γ(2L+ d/2)
Γ(L+ d/2) Γ(L+ (d+ 1)/2)
.
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Let y = −x, x. Then (29) implies that
Kβ(x,−x) = (−1)L+1cd(β)22β−1 + 1
2β − 1 3F2
(
1/2− β, 1− β, 1/2
3/2− β, (d+ 1)/2 ; 1
)
= (−1)L+1cd(β)22β−1 − 1
2
∞∑
n=0
(1/2− β)n(1− β)n(1/2)n
(1/2− β)n+1((d+ 1)/2)nn!
= (−1)L+1cd(L+ 1/2 + ε)22L+2ε − 1
2
∞∑
n=0
1
n− L− ε
(1/2− L− ε)n(1/2)n
((d+ 1)/2)nn!
.
Hence
KL+1/2(x,−x) = lim
ε→0
Kβ(x,−x)
= lim
ε→0
{
1
2
1
ε
(1/2− L− ε)L(1/2)L
((d+ 1)/2)LL!
+ (−1)L+1cd(L+ 1/2 + ε)22L+2ε
}
− 1
2
∞∑
n=0
n 6=L
1
n− L
(1/2− L)n(1/2)n
((d+ 1)/2)nn!
The limit above is the same as in (54) below but for v = 1 (that is, ‖x− y‖ = 2). We can
use (55) below with v = 1.
KL+1/2(x,−x) = −1
2
∞∑
n=0
n 6=L
1
n− L
(1/2− L)n(1/2)n
((d+ 1)/2)nn!
+
(−1)L+1
2
(1/2)L(1/2)L
((d+ 1)/2)LL!
×
(
ψ(1/2) + ψ(L+ 1/2)− ψ(L+ 1)− ψ(L+ (d+ 1)/2)
)
.
This shows (32).
For the remaining proof we assume the following: let y 6= −x and y 6= x; that is
0 < v < 1.
The integrand of the integral representation of Qβ−1 in Theorem 8 splits into two non-
critical and one critical part as follows.
1
2β − 1 2F1
(
1/2− β, 1− β
3/2− β ; x
2
)
=
1
2β − 1
∞∑
n=0
(1/2− β)n(1− β)n
(3/2− β)nn!
x2n
= −1
2
∞∑
n=0
(1− β)n
(n + 1/2− β)n!x
2n = −1
2
∞∑
n=0
(1/2− ε− L)n
(n− L− ε)n! x
2n
=
1
2
L−1∑
n=0
(1/2− ε− L)n
(L− n + ε)n! x
2n − 1
2
(1/2− ε− L)L
(−ε)L! x
2L − 1
2
∞∑
n=L+1
(1/2− ε− L)n
(n− L− ε)n! x
2n.
(51)
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Consequently,
lim
ε→0
{
1
2β − 1 2F1
(
1/2− β, 1− β
3/2− β ; x
2
)
+−1
2
(1/2− ε− L)L
(−ε)L! x
2L
}
=
1
2
L−1∑
n=0
(1/2− L)n
(L− n)n! x
2n − 1
2
∞∑
n=L+1
(1/2− L)n
(n− L)n! x
2n
=
1
2
L∑
n=1
1
n
(1/2− L)L−n
(L− n)!
(
x2
)L−n − 1
2
x2L
∞∑
n=1
1
n
(1/2− L)n+L
(n + L)!
x2n
=
1
2
L∑
n=1
1
n
(1/2− L)L−n
(L− n)!
(
x2
)L−n − 1
2
(1/2− L)L
L!
x2L
∞∑
n=1
1
n
(1/2)n
(L+ 1)n
x2n.
The critical contribution to the desired limit (as ε → 0) for Kβ are due to the singled
out term above and the second part in (23).
Integral representation. Hence, by Theorem 8 and (39)
Kβ(x,y) =
∫
Sd
1
2β−1 2F1
(
1/2− β, 1− β
3/2− β ;
(
x·z−y·z
2−x·z−y·z
)2)
+ 1
2
(1−β)L
(−ε) Γ(L+1)
(
x·z−y·z
2−x·z−y·z
)2L
(
1− 1
2
x · z− 1
2
y · z)1−2β d σd(z)
+
∫
Sd
Γ(1− 2β) Γ(β)Γ(1− β) [(x · z− y · z)2]β−1/2 −
1
2
(1−β)L
(−ε) Γ(L+1)
(
x·z−y·z
2−x·z−y·z
)2L
(
1− 1
2
x · z− 1
2
y · z)1−2β
 d σd(z).
(52)
The integrand in curly braces above can be rewritten as follows{
· · ·
}
= −2
1−2β
2
(1− β)L
L!
(x · z− y · z)2L
(2− x · z− y · z)2L+1−2β
× 1
ε
[
22β
L! (−ε) Γ(1− 2β) Γ(β)
Γ(1− β)(1− β)L
(
(x · z− y · z)2
(2− x · z− y · z)2
)β−1/2−L
− 1
]
.
(53)
Since
(1− β)L =
(−1)L
(β)−L
= (−1)L Γ(β)
Γ(β − L) ,
(−ε) Γ(−L− ε) = (−ε) Γ(−ε)(−ε)−L = Γ(1− ε)
(−1)L
(1 + ε)L
= (−1)LΓ(1− ε) Γ(1 + ε)
Γ(L+ 1 + ε)
,
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one has
22β
L! (−ε) Γ(1− 2β) Γ(β)
Γ(1− β)(1− β)L
=
L! (−ε) Γ(1/2− β) Γ(1− β) Γ(β)
Γ(1/2) Γ(1− β)(1− β)L
= (−1)LL! (−ε) Γ(1/2− β) Γ(1− β) Γ(β) Γ(β − L)
Γ(1/2) Γ(1− β) Γ(β)
= (−1)LΓ(L+ 1) (−ε) Γ(1/2− β) Γ(β − L)
Γ(1/2)
=
Γ(L+ 1) Γ(1− ε) Γ(1 + ε) Γ(1/2 + ε)
Γ(1/2) Γ(L+ 1 + ε)
=
Γ(L+ 1)
Γ(L+ 1 + ε)
Γ(1/2 + ε)
Γ(1/2)
Γ(1 + ε)
Γ(1)
Γ(1− ε)
Γ(1)
.
Let
G˜(x; ε):=
Γ(L+ 1)
Γ(L+ 1 + ε)
Γ(1/2 + ε)
Γ(1/2)
Γ(1 + ε)
Γ(1)
Γ(1− ε)
Γ(1)
xε, −1/2 < ε < 1/2, x > 0.
For x > 0 this function assumes the value 1 at ε = 0 and is differentiable at ε = 0 with
∂G˜(x; ε)
∂ε
∣∣∣
ε=0
= −ψ(L+ 1) + ψ(1/2) + ψ(1)− ψ(1) + ln x = ln x+ ψ(1/2)− ψ(L+ 1),
where ψ(z):=Γ′(z)/Γ(z) denotes the Digamma function.
Hence, taking the limit as ε→ 0 in (53), we obtain
lim
ε→0
{
· · ·
}
= −2
−2L
2
(1/2− L)L
L!
(x · z− y · z)2L lim
ε→0
G˜(
(
x·z−y·z
2−x·z−y·z
)2
; ε)− 1
ε
=
(−1)L+1
2
(1/2)L
22L L!
(x · z− y · z)2L
×
[
2 ln ‖x− y‖+ ln
( x−y‖x−y‖ · z
2− x · z− y · z
)2
+ ψ(1/2)− ψ(L+ 1)
]
,
provided x · z− y · z 6= 0.
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It follows that after interchanging limit and integration in (52) (cf. Appendix C), we get
KL+1/2(x,y) = lim
ε→0
Kβ(x,y)
=
∫
Sd
1
2
∑L
n=1
1
n
(1/2−L)L−n
(L−n)!
(
x·z−y·z
2−x·z−y·z
)2L−2n
(
1− 1
2
x · z− 1
2
y · z)−2L d σd(z)
−
∫
Sd
1
2
(1/2−L)L
L!
∑∞
n=1
1
n
(1/2)n
(L+1)n
(
x·z−y·z
2−x·z−y·z
)2n+2L
(
1− 1
2
x · z− 1
2
y · z)−2L d σd(z)
+
(−1)L+1
2
(1/2)L
22L L!
∫
Sd
(x · z− y · z)2L
×
[
ln
( x−y‖x−y‖ · z
2− x · z− y · z
)2
+ ψ(1/2)− ψ(L+ 1)
]
d σd(z)
+ (−1)L+1 (1/2)L
22L L!
ln ‖x− y‖
∫
Sd
(x · z− y · z)2L d σd(z).
The right-most integral evaluates as (cf. (39))∫
Sd
(x · z− y · z)2L d σd(z) = (1/2)L
((d+ 1)/2)L
‖x− y‖2L .
This completes the proof of the integral representation.
Series representation. From (44) and the following relations we obtain the following
representation
Qβ−1(x,y) = 1
2β − 1
∞∑
n=0
(1/2− β)n(1− β)n
((d+ 1)/2)n n!
(1/2)n
(3/2− β)n 2
F1
(−n, 1 − β
1/2− n ; 1− v
2
)
which can be simplified to (using β = L+ 1/2 + ε)
Qβ−1(x,y) = −1
2
∞∑
n=0
1
n− L− ε
(1/2− L− ε)n(1/2)n
((d+ 1)/2)n n!
2F1
(
−n, 1/2− L− ε
1/2− n ; 1− v
2
)
.
This sum can be also split into two non-critical and one critical part regarding a limit
process β → L+ 1/2 (that is, ε→ 0) as follows.
Qβ−1(x,y) = 1
2
L−1∑
n=0
1
L+ ε− n
(1/2− L− ε)n(1/2)n
((d+ 1)/2)n n!
2F1
(
−n, 1/2− L− ε
1/2− n ; 1− v
2
)
+
1
2
1
ε
(1/2− L− ε)L(1/2)L
((d+ 1)/2)L L!
2F1
(
−L, 1/2− L− ε
1/2− L ; 1− v
2
)
− 1
2
∞∑
n=L+1
1
n− L− ε
(1/2− L− ε)n(1/2)n
((d+ 1)/2)n n!
2F1
(
−n, 1/2− L− ε
1/2− n ; 1− v
2
)
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Clearly (after shifting the index in the infinite series above)
lim
ε→0
{
Qβ−1(x,y)− 1
2
1
ε
(1/2− L− ε)L(1/2)L
((d+ 1)/2)L L!
2F1
(
−L, 1/2− L− ε
1/2− L ; 1− v
2
)}
=
1
2
L−1∑
n=0
1
L− n
(1/2− L)n(1/2)n
((d+ 1)/2)n n!
2F1
(
−n, 1/2− L
1/2− n ; 1− v
2
)
− 1
2
∞∑
n=1
1
n
(1/2− L)n+L(1/2)n+L
((d+ 1)/2)n+L (n+ L)!
2F1
(
−L− n, 1/2− L
1/2− L− n ; 1− v
2
)
.
We remark that the hypergeometric polynomial
fn(v):= 2F1
(
−L− n, 1/2− L
1/2− L− n ; 1− v
2
)
is strictly monotonically increasing on (0, 1) and assumes there its maximum value 1 at
v = 1. For example, this can be seen from applying linear transformations of variable
[1, Eq.s 15.8.1 and 15.8.6 15.6.1] and change to integral representation [1, Eq. 15.6.1] as
follows
fn(v) = v
2L+2n
2F1
(
−L− n,−n
1/2− L− n; 1−
1
v2
)
=
(−L− n)n
(1/2− L− n)n
v2L 2F1
(−n, 1/2
L+ 1
; v2
)
=
(−L− n)n
(1/2− L− n)n
Γ(L+ 1)
Γ(1/2) Γ(L+ 1/2)
v2L
∫ 1
0
t1/2−1 (1− t)L+1/2−1
(1− v2 t)n d t
and the fact that the leading coefficients are positive. Hence, the series in the last limit is
uniformly convergent with respect to v in [0, 1], since L ≥ 1.
Putting everything together, we arrive at
KL+1/2(x,y) = lim
ε→0
{
Qβ−1(x,y) + (−1)L+1cd(β) ‖x− y‖2β−1
}
= lim
ε→0
{
Qβ−1(x,y)− 1
2
1
ε
(1/2− L− ε)L(1/2)L
((d+ 1)/2)L L!
2F1
(
−L, 1/2− L− ε
1/2− L ; 1− v
2
)}
+ lim
ε→0
{
1
2
1
ε
(1/2− L− ε)L(1/2)L
((d+ 1)/2)L L!
2F1
(
−L, 1/2− L− ε
1/2− L ; 1− v
2
)
+ (−1)L+1cd(β) ‖x− y‖2β−1
}
.
= lim
ε→0
{
Qβ−1(x,y)− 1
2
1
ε
(1/2− L− ε)L(1/2)L
((d+ 1)/2)L L!
2F1
(
−L, 1/2− L− ε
1/2− L ; 1− v
2
)}
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+
1
2
(1/2− L)L(1/2)L
((d+ 1)/2)L L!
v2L lim
ε→0
1
ε
{
2F1
( −L, ε
1/2− L; 1−
1
v2
)
− 1
}
+ lim
ε→0
{
1
2
1
ε
(1/2− L− ε)L(1/2)L
((d+ 1)/2)L L!
v2L + (−1)L+1cd(β) ‖x− y‖2β−1
}
.(54)
In the last step we use a linear transformation of variable for the hypergeometric function.
First, we observe that
v2L lim
ε→0
1
ε
{
2F1
( −L, ε
1/2− L; 1−
1
v2
)
− 1
}
= lim
ε→0
L∑
k=1
(−1)k(−L)k(1 + ε)k−1
(1/2− L)kk!
v2(L−k)
(
1− v2)k
=
L∑
k=1
(−1)k
k
(−L)k
(1/2− L)k
v2(L−k)
(
1− v2)k .
By the definition of a Pochhammer symbol as a rising factorial, we have
(1/2− L− ε)L
L!
= (−1)L
(
L+ 1/2 + ε
L
)
= (−1)L (1/2 + ε)L
L!
= (−1)L Γ(L+ 1/2 + ε)
Γ(1/2 + ε) Γ(L+ 1)
.
Furthermore, the duplication formula for the Gamma function gives
cd(L+ 1/2 + ε) =
1
sin(piε)
21−2β
2 (L+ ε)
Γ((d+ 1)/2) Γ(L+ 1/2 + ε) Γ(L+ 1/2 + ε)
Γ(L+ (d+ 1)/2 + ε) Γ(L+ ε)
=
Γ(ε) Γ(1− ε)
pi
21−2β
2 (L+ ε)
Γ((d+ 1)/2) Γ(L+ 1/2 + ε) Γ(L+ 1/2 + ε)
Γ(L+ (d+ 1)/2 + ε) Γ(L+ ε)
=
Γ(1 + ε) Γ(1− ε)
εΓ(1/2) Γ(1/2)
21−2β
2
Γ((d+ 1)/2) Γ(L+ 1/2 + ε) Γ(L+ 1/2 + ε)
Γ(L+ (d+ 1)/2 + ε) Γ(L+ 1 + ε)
.
Hence, the expression in curly braces in (54) can be rewritten as follows{
· · ·
}
=
1
2
1
ε
(1/2− L− ε)L(1/2)L
((d+ 1)/2)L L!
v2L + (−1)L+1cd(L+ 1/2 + ε) (2v)2L+2ε
=
1
ε
(−1)L
2
Γ((d+ 1)/2) Γ(L+ 1/2) Γ(L+ 1/2 + ε)
Γ(1/2) Γ(L+ (d+ 1)/2) Γ(1/2 + ε) Γ(L+ 1)
v2L
+
1
ε
(−1)L+1
2
Γ(1 + ε) Γ(1− ε)
Γ(1/2) Γ(1/2)
Γ((d+ 1)/2) Γ(L+ 1/2 + ε) Γ(L+ 1/2 + ε)
Γ(L+ (d+ 1)/2 + ε) Γ(L+ 1 + ε)
v2L+2ε
=
(−1)L+1
2
Γ((d+ 1)/2) Γ(L+ 1/2) Γ(L+ 1/2 + ε)
Γ(1/2) Γ(L+ (d+ 1)/2) Γ(1/2 + ε) Γ(L+ 1)
v2L
G(ε)− 1
ε
,
where the function
G(ε):=
Γ(1/2 + ε)
Γ(1/2)
Γ(L+ 1)
Γ(L+ 1 + ε)
Γ(L+ (d+ 1)/2)
Γ(L+ (d+ 1)/2 + ε)
Γ(L+ 1/2 + ε)
Γ(L+ 1/2)
Γ(1 + ε)
Γ(1)
Γ(1− ε)
Γ(1)
v2ε
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assumes the value 1 at ε = 0 and is differentiable at 0 with (using product rule)
G′(0) = lim
ε→0
G(ε)− 1
ε
=
Γ′(1/2 + ε)
Γ(1/2)
∣∣∣∣∣
ε→0
− Γ(L+ 1) Γ
′(L+ 1 + ε)
[Γ(L+ 1 + ε)]2
∣∣∣∣∣
ε→0
− Γ(L+ (d+ 1)/2) Γ
′(L+ (d+ 1)/2 + ε)
[Γ(L+ (d+ 1)/2 + ε)]2
∣∣∣∣∣
ε→0
+
Γ′(L+ 1/2 + ε)
Γ(L+ 1/2)
∣∣∣∣∣
ε→0
+
Γ′(1 + ε)
Γ(1)
∣∣∣∣∣
ε→0
− Γ
′(1− ε)
Γ(1)
∣∣∣∣∣
ε→0
+ ln v2.
Using the Digamma function ψ(z) = Γ′(z)/Γ(z), we can write
G′(0) = ψ(1/2)− ψ(L+ 1)− ψ(L+ (d+ 1)/2) + ψ(L+ 1/2) + ψ(1)− ψ(1) + ln v2
= 2 ln(2v)− 2 ln 2 + ψ(1/2) + ψ(L+ 1/2)− ψ(L+ 1)− ψ(L+ (d+ 1)/2).
Thus, we obtain
lim
ε→0
{
1
2
1
ε
(1/2− L− ε)L(1/2)L
((d+ 1)/2)L L!
v2L + (−1)L+1cd(β) ‖x− y‖2β−1
}
=
(−1)L+1
2
Γ((d+ 1)/2) Γ(L+ 1/2) Γ(L+ 1/2)
Γ(1/2) Γ(L+ (d+ 1)/2) Γ(1/2) Γ(L+ 1)
v2LG′(0)
=
(−1)L+1
2
(1/2)L(1/2)L
((d+ 1)/2)LL!
v2L
(
2 ln(2v)− 2 ln 2 + ψ(1/2) + ψ(L+ 1/2)
− ψ(L+ 1)− ψ(L+ (d+ 1)/2)
)
.
(55)
Putting everything together, we have
KL+1/2(x,y) = lim
ε→0
{
Qβ−1(x,y)− 1
2
1
ε
(1/2− L− ε)L(1/2)L
((d+ 1)/2)L L!
2F1
(
−L, 1/2− L− ε
1/2− L ; 1− v
2
)}
+
1
2
(1/2− L)L(1/2)L
((d+ 1)/2)L L!
v2L lim
ε→0
1
ε
{
2F1
( −L, ε
1/2− L; 1−
1
v2
)
− 1
}
+ lim
ε→0
{
1
2
1
ε
(1/2− L− ε)L(1/2)L
((d+ 1)/2)L L!
v2L + (−1)L+1cd(β) ‖x− y‖2β−1
}
=
1
2
L−1∑
n=0
1
L− n
(1/2− L)n(1/2)n
((d+ 1)/2)n n!
2F1
(
−n, 1/2− L
1/2− n ; 1− v
2
)
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− 1
2
∞∑
n=1
1
n
(1/2− L)n+L(1/2)n+L
((d+ 1)/2)n+L (n+ L)!
2F1
(
−L− n, 1/2− L
1/2− L− n ; 1− v
2
)
(56)
+
1
2
(1/2− L)L(1/2)L
((d+ 1)/2)L L!
L∑
k=1
(−1)k
k
(−L)k
(1/2− L)k
v2(L−k)
(
1− v2)k
+
(−1)L+1
2
(1/2)L(1/2)L
((d+ 1)/2)LL!
v2L
(
2 ln(2v)− 2 ln 2 + ψ(1/2) + ψ(L+ 1/2)
− ψ(L+ 1)− ψ(L+ (d+ 1)/2)
)
.
The series expansion of Q˜L−1/2 follows.
Asymptotic analysis. Inspection of the derivation of the asymptotic relation in The-
orem 8 shows that one is permitted to take the limit as s→ L+d/2 (which corresponds to
2β − 1→ 2L. In particular, the function Ω(k) remains uniformly bounded for sufficiently
small ε (s = L+ d/2 + ε) and therefore, by (48)
A˜
(2)
k (L+d/2, d) ∼ −2d−2
[
Γ((d+ 1)/2) Γ(L+ (d+ 1)/2) Γ(2L+ d)
Γ(1/2− L) Γ(L+ 1 + d/2)
]2
Γ(d/2)
Γ(d/2 + 2L+ d)
k−4s.
This completes the proof. 
Proof of Theorem 1. From the arguments following the definition of the kernel (7) we al-
ready know that Kβ(x,y) is a symmetric positive definite kernel; that is the expansion
(57) Kβ(x,y) =
∞∑
n=0
λn Z(d, n)P
(d)
n (x · y).
has positive coefficients λ0, λ1, . . . (cf. I. J. Schoenberg [20]). By Theorems 8 and 9 and
the remarks following these theorems, the dominant term of λn as n→∞ comes from the
coefficient in the ultraspherical expansion of Kβ(x,y) − Qβ−1(x,y); that is, λn ≍ n−2s,
where s = β + (d− 1)/2.
The Sobolev space Hs(Sd) defined by the coefficients λ0, λ1, . . . , in (57) is a reproducing
kernel Hilbert space for s > d/2 (that is, β > 1/2) with reproducing kernel Kβ(x,y).
By uniqueness of the reproducing kernel Hilbert space Hβ(Kβ, Sd) (uniquely defined by
Kβ(x,y)), Hβ(Kβ, Sd) and Hs(Sd) coincide. 
Proof of Proposition 2. Let d ≥ 2 and β > 0. By the Funk-Hecke formula∫
Sd
(y · z− t)β−1+ d σd(y) =
ωd−1
ωd
∫ 1
t
(u− t)β−1 (1− u2)d/2−1 d u.
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The standard substitution (1− t)v = u− t gives∫
Sd
(y · z− t)β−1+ d σd(y) =
ωd−1
ωd
∫ 1
0
[(1− t) v]β−1 [(1− t) (1− v)]d/2−1[
(1 + t)
(
1 + 1−t
1+t
v
)]1−d/2 (1− t) d v
= (1− t)β+d/2−1 (1 + t)d/2−1 ωd−1
ωd
∫ 1
0
vβ−1 (1− v)d/2−1(
1 + 1−t
1+t
v
)1−d/2 d v.
By [1, Eq. 15.6.1] the last integral represents a Gauss hypergeometric function; that is,∫
Sd
(y · z− t)β−1+ d σd(y) = (1− t)β+d/2−1 (1 + t)d/2−1
ωd−1
ωd
Γ(β) Γ(d/2)
Γ(β + d/2)
2F1
(
1− d/2, β
β + d/2
;−1− t
1 + t
)
.
A linear transformation of variable (cf. [1, Eq. 15.8.1]) yields∫
Sd
(y · z− t)β−1+ d σd(y) = (1− t)β+d/2−1
ωd−1
ωd
Γ(β) Γ(d/2)
Γ(β + d/2)
2d/2−1 2F1
(
1− d/2, d/2
β + d/2
;
1− t
2
)
.
Using (1) and simplification gives the result. 
Proof of Proposition 4. Let d ≥ 2 and β > 1/2. Substituting the integral representation
(7) into the double integral and interchanging integrals, we get∫
Sd
∫
Sd
Kβ(x,y) d σd(x) dσd(y)
=
∫
Sd
∫
Sd
∫ 1
−1
∫
Sd
(x · z− t)β−1+ (y · z− t)β−1+ d σd(z) d t d σd(x) dσd(y)
=
∫ 1
−1
∫
Sd
[∫
Sd
(x · z− t)β−1+ d σd(x)
] [∫
Sd
(y · z− t)β−1+ d σd(y)
]
dσd(z) d t.
By Proposition 2 the integrals in square-brackets do not depend on z. Hence∫
Sd
∫
Sd
Kβ(x,y) d σd(x) d σd(y)
= 2d−2
[
Γ((d+ 1)/2) Γ(β)√
pi Γ(β + d/2)
]2 ∫ 1
−1
(1− t)2β+d−2
[
2F1
(
1− d/2, d/2
β + d/2
;
1− t
2
)]2
d t.
The standard change of variable 2x = 1− t gives∫
Sd
∫
Sd
Kβ(x,y) dσd(x) d σd(y)
= 2d−2
[
Γ((d+ 1)/2) Γ(β)√
pi Γ(β + d/2)
]2
22β+d−1
∫ 1
0
x2β+d−2
[
2F1
(
1− d/2, d/2
β + d/2
; x
)]2
d x.
For d = 2 the hypergeometric function above reduces to 1 and therefore∫
S2
∫
S2
Kβ(x,y) d σ2(x) dσ2(y) =
[
Γ(1 + 1/2) Γ(β)√
pi Γ(β + 1)
]2
22β+1
∫ 1
0
x2β d x =
[
1
2β
]2
22β+1
2β + 1
.
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For d ≥ 2 we apply Proposition 17 to obtain∫
Sd
∫
Sd
Kβ(x,y) d σd(x) dσd(y) = 2d−2
[
Γ((d+ 1)/2) Γ(β)√
pi Γ(β + d/2)
]2
22β+d−1
Γ(2β + d− 1) Γ(1)
Γ(Γ(2β + d)
× F1:2;21:1;1
[
2β + d− 1
2β + d
∣∣∣ 1− d/2, d/2
β + d/2
∣∣∣∣ 1− d/2, d/2β + d/2
∣∣∣∣ 1, 1].
For d an even positive integer, the series expansion of the given Kampe´ de Fe´riet function
terminates after finitely many terms (cf. (22)). The result follows. 
Proof of Proposition 5. From (49) we have that
QM−1(x,y) = 1
2M − 1
M−1∑
n=0
(1−M)n(1/2−M)n
((d+ 1)/2)n n!
2F1
(−n, 1−M
3/2−M ;
1− x · y
2
)
.
Expanding the hypergeometric polynomial and using that (−n)m/n! = (−1)m/(n − m)!,
we obtain after rearranging terms
QM−1(x,y) = 1
2M − 1
M−1∑
m=0
(−1)m(1−M)m
(3/2−M)mm!
[
M−1∑
n=m
(1−M)n(1/2−M)n
((d+ 1)/2)n(n−m)!
](
1− x · y
2
)m
.
The square-bracketed expression is a hypergeometric polynomial evaluated at unity and
can be reduced as follows (cf. [1, Eq. 15.4.20]):
(1−M)m(1/2−M)m
((d+ 1)/2)m
2F1
(
m+ 1−M,m+ 1/2−M
m+ (d+ 1)/2
; 1
)
=
(1−M)m(1/2−M)m
((d+ 1)/2)m
Γ(m+ (d+ 1)/2) Γ(2M −m+ d/2− 1)
Γ(M − 1 + (d+ 1)/2) Γ(M + d/2)
= (−1)m22M−1 (d/2)2M−1
(d)2M−1
(1−M)m(1/2−M)m
(2− d/2− 2M)m
.
Thus
QM−1(x,y) = 2
2M−1
2M − 1
(d/2)2M−1
(d)2M−1
M−1∑
m=0
(1−M)m(1−M)m(1/2−M)m
(3/2−M)m(2− d/2− 2M)mm!
(
1− x · y
2
)m(58)
=
22M−1
2M − 1
(d/2)2M−1
(d)2M−1
3F2
(
1−M, 1/2−M, 1−M
3/2−M, 2− d/2− 2M ;
1− x · y
2
)
.(59)
The constant cd(M) can be obtained from Theorem 8.
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Since QM−1(x,y) is a zonal function (depending on x ·y), using (59), by the Funk-Hecke
formula and subsequent change of variable 2v = 1− u we get∫
Sd
QM−1(x,y) dσd(x)
=
22M−1
2M − 1
(d/2)2M−1
(d)2M−1
ωd−1
ωd
∫ 1
−1
(
1− u2)d/2−1 3F2(1−M, 1/2−M, 1−M3/2−M, 2− d/2− 2M ; 1− u2
)
d u
=
22M−1
2M − 1
(d/2)2M−1
(d)2M−1
2d−1
ωd−1
ωd
∫ 1
0
vd/2−1 (1− v)d/2−1 3F2
(
1−M, 1/2−M, 1−M
3/2−M, 2− d/2− 2M ; v
)
d v
=
22M−1
2M − 1
(d/2)2M−1
(d)2M−1
2d−1
ωd−1
ωd
Γ(d/2) Γ(d/2)
Γ(d)
4F3
(
1−M, 1/2−M, 1−M, d/2
3/2−M, 2− d/2− 2M, d ; 1
)
.
The last step follows from the terminating series expansion of the hypergeometric polyno-
mial or [19, Eq. 7.2.3.9]. Using (1) and simplification gives∫
Sd
QM−1(x,y) dσd(x) = 2
2M−1
2M − 1
(d/2)2M−1
(d)2M−1
4F3
(
1−M, 1/2−M, 1−M, d/2
3/2−M, 2− d/2− 2M, d ; 1
)
.
The 4 F3-hypergeometric is Saalschutzian (that is, 1 + the sum of the upper parame-
ters equals he sum of the lower parameters). Application of Whipple’s transformation [1,
Eq. 16.4.14] yields
4F3
(
1−M, 1/2−M, 1−M, d/2
d, 3/2−M, 2− d/2− 2M ; 1
)
=
(1)M−1(3/2− d/2−M)M−1
(2− d/2− 2M)M−1(3/2−M)M−1
× 4F3
(
1−M, 1/2−M,M + d− 1, d/2
d, 1−M, (d+ 1)/2 ; 1
)
.
(Note that one must not simplify the formula by “cancelling” 1−M in the hypergeometric
polynomial (evaluated at 1) at the right-hand side.) From
22M−1
2M − 1
(d/2)2M−1
(d)2M−1
(1)M−1(3/2− d/2−M)M−1
(2− d/2− 2M)M−1(3/2−M)M−1
= (−1)M−1 (M − 1)!
(3/2)M−1
we obtain the result.
For d = 2, we get with the help of Mathematica∫
S2
∫
S2
QM−1(x,y) d σ2(x) dσ2(y) = (−1)M−1 (M − 1)!
(3/2)M−1
4F3
(
1−M, 1/2−M,M + 1, 1
1−M, 3/2, 2 ; 1
)
= (−1)M−1 (M − 1)!
(3/2)M−1
M−1∑
n=0
(1/2−M)n(M + 1)n
(3/2)n(2)n
=
22M
M2 (2M + 1)2
− Γ(1/2−M) Γ(M)
M (2M + 1)2
√
pi
=
22M
M2 (2M + 1)2
+
(−1)M−1
M (2M + 1)2
(M − 1)!
(1/2)M
.
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
Appendix A. The reproducing kernel Hilbert space Hβ(Kβ, Sd)
In this section we show that all functions in Hβ(Kβ, Sd) have an integral representation
of the form (8). Note that the set of functions
∑n
i=1 aiKβ(·,yi) is dense in Hβ. Let f ∈ Hβ.
Then there exists a sequence of functions f1, f2, . . . ∈ Hβ with
fn(x) =
n∑
i=1
ai,nKβ(x,yi,n)
such that ‖f − fn‖Kβ → 0 as n→∞. Further let
gn(z, t) =
n∑
i=1
ai,n(z · yi,n − t)β−1+ .
Thus
fn(x) =
∫ 1
−1
∫
Sd
gn(z, t)(z · x− t)β−1+ dσd(z) dt.
Then elementary algebra shows that
‖fn − fm‖2Kβ = 〈fn − fm, fn − fm〉Kβ =
∫ 1
−1
∫
Sd
|gn(z, t)− gm(z, t)|2 dσd(z) dt.
Since the sequence (fn) converges in the Hilbert space Hβ , it is a Cauchy sequence. Thus
‖fn − fm‖Kβ → 0 as n,m → ∞ and therefore the sequence (gn) is a Cauchy sequence in
the Hilbert space L2(S
d × [−1, 1]). Thus the sequence (gn) converges to a function g in
L2(S
d × [−1, 1]). Let
f˜(x) =
∫ 1
−1
∫
Sd
g(z, t)(z · x− t)β−1+ dσd(z) dt.
Then we have
0 ≤ ‖f − f˜‖Kβ ≤ ‖f − fn‖Kβ + ‖fn − f˜‖Kβ .
We have ‖f − fn‖Kβ → 0 as n→∞ by the definition of the fn and
‖fn − f˜‖2Kβ =
∫ 1
−1
∫
Sd
|gn(z, t)− g(z, t)|2 dσd(z) dt→ 0
as n→∞, since g is defined as the limit of the sequence (gn) in L2(Sd× [−1, 1]). Thus we
have ‖f − f˜‖Kβ = 0, which shows the statement.
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Appendix B. Auxiliary results
Proposition 14. Let |a/A|+ |b/A| < 1. Then
F2
(
α, β, β ′
2β, 2β ′
;
a
A
,
b
A
)
=
(
2A
2A− a− b
)α
F4
(
α/2, (α+ 1)/2
β + 1/2, β ′ + 1/2;
(
a
2A− a− b
)2
,
(
b
2A− a− b
)2)
.
Proof. Since |a/A| + |b/A| < 1, one can use the series expansion of the Appell function.
Reordering gives
f(a/A, b/A) =
∞∑
m=0
∞∑
n=0
(α)m+n(β)m(β
′)m
(2β)m(2β
′)nm!n!
( a
A
)m( b
A
)n
=
∞∑
m=0
(α)m(β)m
(2β)mm!
[ ∞∑
n=0
(m+ α)n(β
′)m
(2β ′)n n!
(
b
A
)n]( a
A
)m
=
∞∑
m=0
(α)m(β)m
(2β)mm!
2F1
(
m+ α, β ′
2β ′
;
b
A
)( a
A
)m
.
Since | ph(1 − b/A)| < pi, the quadratic transformation of variable [1, Eq. 15.8.13] can be
applied; that is
f(a/A, b/A) =
(
2A
2A− b
)α ∞∑
m=0
(α)m(β)m
(2β)mm!
2F1
(
(m+ α)/2, (m+ α + 1)/2
β ′ + 1/2 ;
(
b
2A− b
)2)( a
A
)m
.
Invoking the series expansion of the hypergeometric function and identities for the Pochham-
mer symbol, one gets
f(a/A, b/A)(
2A
2A−b
)α = ∞∑
m=0
∞∑
n=0
(α)m(β)m((m+ α)/2)n((m+ α + 1)/2)n
(2β)m(β
′ + 1/2)nm!n!
(
2a
2A− b
)m(
b
2A− b
)2n
=
∞∑
m=0
∞∑
n=0
(α)m(β)m2
−2n(m+ α)2n
(2β)m(β
′ + 1/2)nm!n!
(
2a
2A− b
)m(
b
2A− b
)2n
=
∞∑
m=0
∞∑
n=0
(α)m+2n(β)m
(2β)m(β
′ + 1/2)nm!n!
(
2a
2A− b
)m(
b/2
2A− b
)2n
=
∞∑
n=0
(α)2n
(β ′ + 1/2)n n!
2F1
(
2n+ α, β
2β ;
2a
2A− b
)(
b/2
2A− b
)2n
.
Application of [1, Eq. 15.8.13] gives
f(a/A, b/A) =
(
2A
2A− a− b
)α ∞∑
n=0
(α)2n
(β ′ + 1/2)n n!
× 2F1
(
(2n+ α)/2, (2n+ α + 1)/2
β + 1/2
;
(
2a
4A− 2a− 2a
)2)(
b/2
2A− a− b
)2n
.
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Reversing to series expansions and invoking properties of the Pochhammer symbol, we
arrive at
f(a/A, b/A)(
2A
2A−a−b
)α = ∞∑
m=0
∞∑
n=0
(α)2m+2n
(β + 1/2)m(β
′ + 1/2)mm!n!
(
a/2
2A− a− b
)2m(
b/2
2A− a− b
)2n
=
∞∑
m=0
∞∑
n=0
(α/2)m+n((α + 1)/2)m+n
(β + 1/2)m(β
′ + 1/2)mm!n!
(
a
2A− a− b
)2m(
b
2A− a− b
)2n
.
By [1, Eq. 16.13.4] the double sum is an Appel F4-function. The result follows. 
Next, we expand a hypergeometric polynomial in terms of normalized Gegenbauer poly-
nomials P
(d)
k (t) = C
(d−1)/2
k (t)/C
(d−1)/2
k (1).
Proposition 15. Let c be not an integer ≤ 0. Then
Qn(t):= 2F1
(
−n, b
c ;
1− t
2
)
=
n∑
k=0
ak
Z(d, k)
Z(d, k)P
(d)
k (t),
where
ak
Z(d, k)
=
(−1)k(−n)k(b)k(d/2)k
(c)k(d)2k
3F1
(
k − n, k + b, k + d/2
k + c, 2k + d
; 1
)
.
Proof. The polynomial Qn(t) has degree n and can therefore be expressed in terms of the
family of normalized Gegenbauer polynomials (ultraspherical polynomials) {P (d)0 , . . . , P (d)n }
Qn(t) =
n∑
k=0
ak P
(d)
k (t) =
n∑
k=0
ak
Z(d, k)
Z(d, k)P
(d)
k (t),
where the coefficients ak depend on Qn and
ak
Z(d, k)
=
ωd−1
ωd
∫ 1
−1
Qn(t)P
(d)
k (t)
(
1− t2)d/2−1 d t.
(Note that
ωd−1
ωd
∫ 1
−1 P
(d)
k (t)P
(d)
k (t)(1− t2)d/2−1 d t = 1/Z(d, k); cf., for example, [1].)
Using Rodrigues’ formulas (cf. [1, Eq. 18.5.5])
P
(d)
k (t)
(
1− t2)d/2−1 = (−1)k
2k(d/2)k
{(
1− t2)k+d/2−1}(k)
and k-times successive integration by parts, we arrive at
ak
Z(d, k)
=
ωd−1
ωd
(−1)k
2k(d/2)k
∫ 1
−1
Qn(t)
{(
1− t2)k+d/2−1}(k) d t
=
ωd−1
ωd
1
2k(d/2)k
∫ 1
−1
Q(k)n (t)
(
1− t2)k+d/2−1 d t.
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The differentiation rule for hypergeometric functions [1, Eq. 15.5.1] yields
Q(k)n (t) =
(−1)k
2k
(−n)k(b)k
(c)k
2F1
(
k − n, k + b
k + c
;
1− t
2
)
.
Using the (terminating) series expansion of Q
(k)
n , we get
ak
Z(d, k)
=
ωd−1
ωd
1
2k(d/2)k
(−1)k
2k
(−n)k(b)k
(c)k
n−k∑
ν=0
(k − n)ν(k + b)ν
(k + c)νν!
bν ,
where the standard substitution 2x = 1− t leads to a beta integral
bν :=
∫ 1
−1
(
1− t
2
)ν (
1− t2)k+d/2−1 d t
= 22k+d−1
∫ 1
0
xν+k+d/2−1 (1− x)k+d/2−1 d x
= 22k+d−1
Γ(ν + k + d/2) Γ(k + d/2)
Γ(ν + 2k + d)
= 22k+d−1
Γ(k + d/2) Γ(d/2)
Γ(2k + d)
(k + d/2)ν(d/2)k
(2k + d)ν
= 2d−1
Γ(d/2) Γ(d/2)
Γ(d)
22k
(d/2)k
(d)2k
(k + d/2)ν(d/2)k
(2k + d)ν
.
Hence
ak
Z(d, k)
= 2d−1
ωd−1
ωd
Γ(d/2) Γ(d/2)
Γ(d)
(−1)k(−n)k(b)k(d/2)k
(c)k(d)2k
n−k∑
ν=0
(k − n)ν(k + b)ν(k + d/2)ν
(k + c)ν(2k + d)νν!
=
(−1)k(−n)k(b)k(d/2)k
(c)k(d)2k
3F1
(
k − n, k + b, k + d/2
k + c, 2k + d
; 1
)
.

As a corollary to the last result we have the following
Proposition 16. Let 3/2− β be not an integer ≤ 0. Then
2F1
(
−n, 1− β
3/2− β ;
1− t
2
)
=
n∑
k=0
ak
Z(d, k)
Z(d, k)P
(d)
k (t),
where
ak,n
Z(d, k)
=
n!(1− β)k(d/2)k
(3/2− β)k(d)2k(n− k)! 3
F2
(
k − n, k + 1− β, k + d/2
k + 3/2− β, 2k + d ; 1
)
.
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Let k + 1− β > 0. Then
ak,n
Z(d, k)
=
Γ(3/2− β) Γ(d)
Γ(1− β) Γ(1/2) Γ(d/2) Γ(d/2)
n!
(d/2)k(n− k)!
×
∫ 1
0
∫ 1
0
tk+1−β−1xk+d/2−1 (1− t)1/2−1 (1− x)k+d/2−1 (1− xt)n−k d x d t.
Proof. On observing that (−1)k(−n)k = n!/(n − k)!, the first form of the coefficients
ak,n/Z(d, k) follows from Proposition 15.
Let k+1− β > 0. Then a hypergeometric function as in the coefficient ak,n/Z(d, k) can
be expressed as follows (cf. [1, Eq. 16.5.2] and [1, Eq. 15.6.1]). For b > 0 and c > 0
3F2
( −n, b, c
b+ 1/2, 2c; 1
)
=
Γ(b+ 1/2)
Γ(b) Γ(1/2)
∫ 1
0
tb−1 (1− t)1/2−1 2F1
(−n, c
2c
; t
)
d t
=
Γ(b+ 1/2)
Γ(b) Γ(1/2)
Γ(2c)
Γ(c) Γ(c)
∫ 1
0
∫ 1
0
tb−1xc−1 (1− t)1/2−1 (1− x)c−1
(1− xt)−n d x d t
That is (with b = k + 1− β, c = k + d/2, and n = n− k)
3F1
(
k − n, k + 1− β, k + d/2
k + 3/2− β, 2k + d ; 1
)
=
Γ(k + 3/2− β)
Γ(k + 1− β) Γ(1/2)
Γ(2k + d)
Γ(k + d/2) Γ(k + d/2)
×
∫ 1
0
∫ 1
0
tk+1−β−1xk+d/2−1 (1− t)1/2−1 (1− x)k+d/2−1 (1− xt)n−k d x d t.
The coefficient in front of the double integral equals
Γ(3/2− β) Γ(d)
Γ(1− β) Γ(1/2) Γ(d/2) Γ(d/2)
(3/2− β)k
(1− β)k
(d)2k
(d/2)k(d/2)k
.
The second form of the coefficient ak,n/Z(d, k) follows. 
Proposition 17. Let Re γ > Re β > 0 and Re(c − a − b) > 0 and Re(c′ − a′ − b′) > 0.
Then∫ 1
0
tβ−1 (1− t)γ−β−1 2F1
(
a, b
c ; t
)
2F1
(
a′, b′
c′
; t
)
d t =
Γ(β) Γ(γ − β)
Γ(γ)
F1:2;21:1;1
[
β
γ
∣∣∣ a, bc ∣∣∣ a′, b′c′ ∣∣∣ 1, 1].
Proof. Under the given assumptions the hypergeometric functions have series expansions
that are uniformly and absolutely convergent for all x with |x| ≤ 1. Let A denote the
integral we want to compute. Substituting these series expansions and interchanging sum-
mation with integration, we get
A =
∞∑
m=0
∞∑
n=0
(a)m(b)m(a
′)n(b
′)n
(c)m(c
′)nm!n!
∫ 1
0
tm+n+β−1 (1− t)γ−β−1 d t.
Evaluating the beta integral and using Pochhammer symbols, we obtain
A =
Γ(β) Γ(γ − β)
Γ(γ)
∞∑
m=0
∞∑
n=0
(β)m+n
(γ)m+n
(a)m(b)m
(c)m
(a′)n(b
′)n
(c′)n
1m1n
m!n!
.
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The double series above represents a Kampe´ de Fe´riet function evaluated at unity argu-
ments. The result follows using (22). 
Appendix C. Limits
Because of (51) limit and integration can be interchanged in the first integral in (52).
For the second integral in (52) we observe that the function G˜(x; ε) has the following
Taylor expansion with integral remainder
G˜(x; ε) = 1 +
∂G˜(x; ε)
∂ε
∣∣∣
ε=0
ε+ ε2
∫ 1
0
∂2G˜(x; ε)
∂ε2
∣∣∣
ε 7→εv
(1− v) d v,
where
∂2G˜(x; ε)
∂ε2
= (log x)2 + (log x) g˜1(ε) + g˜2(ε)
and the functions g˜1(ε) and g˜2(ε) are continuous on [0, 1] and depend only on L. This
shows that in the second integral in (52) logarithmic singularities appear; that is, apart
from the term with ∂G˜(x;ε)
∂ε
∣∣
ε=0
(that contributes to the desired limit) the remainder is
ε
1
2
∫
Sd
−21−2β
2
(1− β)L
L!
(x · z− y · z)2L
(2− x · z− y · z)2L+1−2β
(
log
(
x · z− y · z
2− x · z− y · z
)2)2
d σd(z) + · · ·

Since 1− x · z− y · z ≥ c > 0 for y 6= x and y 6= −x and 2β > 2L+ 1, the integrals above
can be bounded independently of ε. Thus, the remainder above vanishes as ε→ 0. Hence,
we can interchange the limit in the second integral in (52).
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