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Abstract 
 
Non-adaptive evolution refers to evolutionary processes that are primarily driven not by natural selection, 
but by factors such as a bias towards generating certain mutations over others. Although non-adaptive 
evolution is supported by abundant data, it is obscure outside the field of evolutionary biology, potentially 
for historical reasons. Considering non-adaptive evolution helps us to understand the origins and roles of 
traits at molecular and cellular levels, where research is often dominated by adaptationist assumptions. To 
demonstrate that a balanced view on evolution is necessary, my thesis research asks how adaptive and 
non-adaptive evolution shape the control of gene expression. I start by simulating the evolution of 
mechanisms for quality control of gene expression. I show that the error rate associated with gene 
expression is determined by both the mutational bias that tends to increase the error rate and by the 
effective population size of the species, which determines the strength of natural selection on the error 
rate. This offers an explanation for the observed non-monotonic relationship between transcriptional error 
rate and effective population size. I next study the evolution of transcriptional regulatory networks 
(TRNs). The adaptationist view hypothesizes that the enrichment of a subnetwork called coherent type 1 
feed-forward loops (C1-FFLs) in TRNs is an adaptation for filtering out short spurious signals, but this 
and similar hypotheses about other enriched subnetworks are widely questioned by evolutionary 
biologists, because the adaptive hypothesis fails to consider network topologies that evolve non-
adaptively. To help resolve this debate, I developed a highly mechanistic computational model that 
captures non-adaptive factors that can shape the topology of TRNs. I show that functional C1-FFLs 
evolve readily under selection for filtering out a spurious signal, but not under control selection 
conditions. While this result supports the adaptive origin of C1-FFLs, I show that non-adaptive 
subnetworks can also be enriched in TRNs evolved for filtering out a spurious signal, suggesting that 
inferring functions of TRNs from topology alone can be problematic. A further complication comes from 
the fact that a subnetwork that is topologically different from C1-FFLs also evolves to filter out spurious 
signals. In conclusion, I argue that non-adaptive evolution can explain the origins and roles of traits that 
are difficult to understand under adaptationism, and that considering non-adaptive evolution is necessary 
to carry out scientific research in all fields of biology. Molecular and cellular biologists should actively 
consider non-adaptive evolution in their research.  
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Introduction 
 
Aim of the study 
 
As molecular and cellular biologists, we are often interested in characterizing the functions of bio-
molecules and cellular structures. Function, in this context, means not any effect that can result from the 
bio-molecule according the laws of the universe, but a specific effect that is likely important for the cell 
and thus explains the existence of the molecule (Graur et al. 2013). This means that when we ask “what’s 
the function of protein X?”, we are essentially asking “what effect of X causes X to exist and/or persist 
during evolution?”. More importantly, we also implicitly assume that the reason protein X evolves must 
be to meet the need for a certain biological effect. This assumption is known as adaptationism in 
evolutionary biology. However, we molecular and cellular biologists are often unaware that adaptationism 
is criticized by many evolutionary biologists. As will be explained in the next section, factors other than 
natural selection can drive evolution, causing non-adaptive evolution. For these reasons, my research 
focuses on the control of gene expression, one of the most important research subject in molecular and 
cellular biology, and asks what control mechanisms of gene expression may have arisen through 
evolution by natural selection and what may have arisen through non-adaptive evolution. I hope my 
research can show molecular and cellular biologists the necessity of having a balanced view when 
interpreting the origins of molecular and cellular traits.   
 
 
Introduction to non-adaptive evolution 
 
A flavor of non-adaptive evolution 
In 1970s, researchers studying domestication started an experiment on silver foxes in Siberia. They bred 
wild fox based on a single criterion: parental foxes must not be aggressive and must not avoid humans 
when they are hand fed and petted (Trut, Oskina, and Kharlamova 2009). The selective breeding 
produced tamed foxes that are obedient and eager for human touch in several generations. Interestingly, 
the tamed foxes also developed curly tails, floppy ears, lightened fur color, and other traits that are 
commonly found in domesticated animals, even though none of these traits was a criterion for the 
selective breeding. One reason behind the development of these tameness-unrelated traits is that selection 
for tameness has changed the neurohormonal status, such as a reduction in glucocorticord, which induces 
stress-response, and an increase in serotonin, which inhibits aggressive behavior (Trut, Oskina, and 
Kharlamova 2009). Neurohormones can affect gene expression and cell differentiation during 
development, leading to morphological changes (Trut, Oskina, and Kharlamova 2009).  
 
Morphological traits like curly tails, floppy ears, and lightened fur color, are common in domesticated 
mammals, such dogs, cows, and pigs, but are rare in the wild counterparts of these animals. Therefore, 
before the Siberian fox experiment, it was generally believed that the morphological changes in 
domesticated mammals were not caused by species-specific processes, but were the results of our 
preference for cute appearance during domestication. The experiment on foxes clearly showed that such 
traits can arise even with no selection for them during domestication. Because cuteness traits should not 
increase the fitness of a fox, i.e. increasing the fox’s offspring, these traits are not adaptations.        
 
Similarly, certain genes in the olfactory receptor (OR) gene family are unlikely to be adaptations for 
detecting odors. The human OR gene family has about 400 functional genes and 400 pseudogenes, but 
because olfactory receptors work in combination, fewer functional genes may be sufficient to differentiate 
odors (Nei, Niimura, and Nozawa 2008). The huge variation of functional OR gene numbers among 
human individuals also suggests that gaining or losing OR genes does not considerably affect fitness (Nei, 
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Niimura, and Nozawa 2008). Evolution of the OR gene family likely involves rounds of gene duplication 
and pseudogenization of functional genes; many such mutations are likely neutral (Nei, Niimura, and 
Nozawa 2008). 
 
If the emergence of a trait is not driven by natural selection for that trait, the trait and its evolution are 
often called “non-adaptive” by evolutionary biologists. However, being “non-adaptive” is not about 
whether the trait provides benefit nowadays – this is critically important. A trait that evolved non-
adaptively may become beneficial. For example, suppose the Siberian fox farm becomes a pet company, 
and starts to breed cute foxes from the docile ones. Floppy ears will be a beneficial trait in this situation, 
but was neutral when docile foxes were selected for. 
 
  
A brief history of theories of (non-)adaptive evolution 
The concept of non-adaptive evolution can be highly counter-intuitive; after all, evolution is usually 
associated with adaptation and natural selection. Understanding the history of evolutionary theories is 
helpful to demonstrate how adaptive evolution is mistakenly equated with evolution, which is a frequent 
misconception in fields outside of evolutionary biology. As we will see, although non-adaptive evolution 
first arose as an alternative to Darwin’s theory of evolution by natural selection, it is now an inseparable 
part of modern evolutionary theories.     
 
In 1858, Darwin published On the Origin of Species, proposing that species form through evolution and 
natural selection as a driver of evolution. In his theory of evolution by natural selection, Darwin proposed 
that individuals vary in phenotype, and a “struggle for existence” among individuals makes sure that only 
those carrying beneficial phenotypic variants can survive and reproduce, passing those variants to the next 
generation.  
 
Although Darwin’s theory of evolution by natural selection is regarded as one of the most important 
scientific theories in history, it was far from solid when Darwin first proposed it. Because the relationship 
between abnormal chromosomes and mutation was not discovered until Morgan and Dobzhansky’s work 
in the 1930s, Darwin had to assume that phenotypic variation arose through mechanisms like acquired 
inheritance, i.e. the use (disuse) of a trait creates inheritable enhancement (degradation) of the trait. This 
is now rejected by the field. Darwin was not aware of Mendel’s work on inheritance, and this led him to 
propose pangenesis as the mechanism of inheritance (Darwin 1894). Pangenesis states that all parts of the 
body produce tiny particles, which can grow into the parts from which they are produced, and that these 
particles are pooled in reproductive cells to generate the bodies of offspring. A major problem of 
pangenesis, as pointed out by Fisher (1932), is that it implies that sexual reproduction will quickly 
average out phenotypic variation among individuals: fertilization blends the parental particle, therefore a 
trait in offspring should be the average of the parental traits. However, evolution by natural selection 
requires phenotypically different individuals. According to Fisher (1932), Darwin was aware of this 
problem and assumed that the mechanisms to generate phenotypic variation proposed in the Origin could 
replenish the variation lost due to sexual reproduction. That natural selection must act on phenotypic 
variation that is generated by mechanisms like acquired inheritance cast a shadow on Darwin’s theory of 
evolution by natural selection. 
 
Flaws in Darwin’s theory of evolution by natural selection and discoveries in paleontology quickly led to 
what’s known as the “eclipse of Darwinism” around 1900s, during which several alternatives to the 
theory of evolution by natural selection received significant attention. Darwin assumed that natural 
selection accumulated “slight, successive, and favorable variations” (Darwin 1858, 346), but the fossil 
record often lacked forms that resemble intermediates during the formation of new species. Instead, 
fossils of multiple new species were often discovered in batches, suggesting rapid speciation in a 
relatively short amount of time. This apparent discontinuity in evolution was explained by saltationism. 
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Saltationism argued that speciation was driven by mutations that could “instantaneously” create new 
species, which were different from mutations that cause phenotypic variation among individuals within a 
species (Bowler 1983). Followers of saltationism debated among themselves whether speciation-driving 
mutations were under natural selection (Bowler 1983).   
 
Additional major alternatives are acquired inheritance and orthogenesis, which share some similarities. 
Acquired inheritance, also known as neo-Larmarckism, proposes that individuals can actively refine a 
trait and pass the refined trait to the next generation, causing the trait to evolve. Orthogenesis proposes 
that there is a direction in the evolution of a species, and the direction is determined by factors intrinsic to 
the species. The nature of such intrinsic factors were never made clear, although many considered the 
developmental process as a candidate (Bowler 1983). Acquired inheritance proposed that the active use of 
a trait by an organism refines the trait, implying that the "desires" of organisms and/or "a primordial 
property" of living tissues to modify themselves to meet the excess use (Fisher 1930) are what determine 
the evolution of the trait. Certain scholars thus considered acquired inheritance as the mechanism 
underlying orthogenetic evolution (Bowler 1983). Both theories essentially call on some internal factors 
to create a bias in the direction of mutation, and consider the biased mutation as the direct driver of 
evolution. Both theories, particularly orthogenesis, were supported by so-called long-term trends in the 
fossil record. As a commonly cited example, the fossil record of a mollusk Gryphaea showed that the 
shell of the animal displayed a trend of overcoiling, and the overcoiling was believed to be so extreme 
such that the animal could barely open its shell (Bowler 1983). The apparently harmful trend toward 
overcoiling could be not explained by natural selection, therefore it was considered a case of evolution 
driven by the internal factors of the organism.  
 
The re-vitalization of the theory of natural selection occurred during the Modern Synthesis in the early 
20th century. The Synthesis was an effort to bring together Darwin’s rudimentary theory of evolution by 
natural selection and mainly genetics, and synthesize a mature theory of evolution (Smocovitis 1992). It 
started with the establishment of population genetics. Building on Mendel’s theory of particulate 
inheritance, population geneticists consider an individual as a set of loci, and each locus carries an allele 
that has certain fitness value. Individuals carrying high-fitness alleles should on average have more 
offspring than those carrying low-fitness alleles. Under this simplification, a population can be 
summarized by the frequencies of different alleles at each locus, and evolution can be described as 
changes in allele frequencies, which can be predicted given appropriate parameters. For example, Fisher 
(1932) studied how random deviations from an expected number of offspring, commonly known as 
genetic drift, could affect the frequency of an allele. He argued that most beneficial alleles only increase 
fitness to a small degree, therefore a common beneficial allele has only a slightly better chance of 
surviving genetic-drift-induced lost than a neutral allele does. Which allele eventually reaches high 
frequency in a population, i.e. has the most descendants, is partially determined by chance. Following this 
line, Wright proposed that in small populations, changes in allele frequency are mostly random, i.e. non-
adaptive (Wright 1931). As we will see, genetic drift offered an explanation for the apparent 
discontinuities in the fossil record. Additional contributions of population genetics to evolutionary 
theories during the synthesis are reviewed by historian William Provine (Provine 1978).  
 
The work of Theodosius Dobzhansky on fruit fly chromosomes demonstrated the mechanisms underlying 
mutations, lending genetic support to the mathematical equations of evolution (Smocovitis 1992). His 
work attracted biologists from many fields “to bind the heterogeneous practices of evolution into an 
evolutionary network grounded in genetics and selection theory” (Smocovitis 1992). For example, 
paleontologist Simpson proposed that the apparent discontinuities in the fossil record can be explained by 
changes in the rate of evolution (Simpson 1944). Building primarily on Wright’s theory of shifting 
balance, Simpson argued that environmental changes, such as fragmentation of habitat, can divide a 
species into small populations, which, through strong genetic drift, can rapidly evolve in random 
directions. Because a mutation could be pre-adaptive, i.e. it does not provide a benefit in the current 
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environment but is beneficial under a particular new environment, a population in which a pre-adaptive 
mutation had fixed could thrive in an appropriate new environment. The mutant trait could be further 
refined by selection in the new environment. Thus, the combined effect of genetic drift and selection 
could explain rapid speciation, removing the need for saltationism which called for mutations produced 
by unknown mechanisms. 
 
Towards the end of the synthesis, there was a trend that considered natural selection as the primary or, for 
some, the only, driver of evolution. Such thoughts are known as adaptationism, selectionism, and 
sometimes neo-Darwinism. For example, in Evolution: the Modern Synthesis, the book that proposed and 
popularized the term “modern synthesis”, Huxley listed many examples of adaptive traits to demonstrate 
the “omnipresence of adaption”. Although he acknowledged the existence of a few non-adaptive traits, he 
considered them rare exceptions or adaptations that were unrecognized due to lack of knowledge of their 
function (Huxley 1942). Enrst Mayr, a major contributor to the synthesis, concluded the 1947 Princeton 
Conference on Genetics, Paleontology, and Evolution with “an agreement among all the participants on 
the gradual mode of evolution, with natural selection as the basic mechanism of evolution and only 
direction-giving force in evolution” (Mayr and Provine 1981), and consistently defended the exclusive 
role of natural selection (Mayr 1993). Because the timing of the modern synthesis coincided with the 
establishment of many branches of biological sciences (Smocovitis 1992), e.g. molecular genetics, it is 
arguably an inevitable consequence that adaptationism was absorbed by many branches of biological 
sciences at their foundation.      
 
There were certainly concerns about adaptationism. While general working models of natural selection 
had been quantitatively described by population geneticists, and had been successfully applied to explain 
major evolutionary events like speciation, many were unconvinced that these were sufficient to support a 
dominant role of natural selection in evolution. Gould called the rise of adaptationism the “hardening of 
the modern synthesis” (Gould 1983). William Provine considered the whole modern synthesis a 
constriction of the plethora of evolutionary theories developed since the 19th century, and agreed with 
Gould on adaptationism, calling it a “further constriction of evolutionary constriction” (Provine 1988). 
Perhaps the most well-known criticism of adaptationism is “The spandrels of San Marco and the 
Panglossian paradigm: a critique of the adaptationist programme” by Gould and Lewontin (1979). A 
spandrel is the gap between a rectangle and an arc that is tangential to both arms of the rectangle. 
Spandrels are common in San Marco Basilica, because the rectangular door frames in San Marco often 
embed a dome inside. These spandrels are always decorated with beautiful paintings. Because 
adaptationists assume traits always evolve adaptively, Gould and Lewontin mocked that adapationists 
would consider the spandrels of San Marco an adaptation for containing paintings, although spandrels are 
geometrically inevitable under the design of the building (Gould and Lewontin 1979). To Gould and 
Lewontin, adaptationists could always propose that a specific trait evolves as an adaptation for a new 
function when arguments in favor of an old function were no longer supported. They complained that 
once an adaptationist explanation became the working hypothesis to explain the origin of a trait, it would 
be essentially impossible to reject it. Therefore, any working hypothesis should also consider the 
possibility that a trait evolved non-adaptively through factors such as genetic drift and developmental 
constraint (Gould and Lewontin 1979).  
 
To demonstrate how deeply non-adaptive evolution has been integrated in modern evolutionary theories, I 
will introduce several modern evolutionary theories in the next three sections. We will see that population 
genetics provides a platform to seamlessly integrate adaptive evolution and non-adaptive evolution 
induced by genetic drift, therefore evolutionary theories based on population genetics form the major 
school in evolutionary studies. In a different school of evolutionary biology, research focuses on revealing 
the role of organismal development in evolution.   
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The (nearly) neutral theory of evolution 
The role of genetic drift in evolution had been brought to attention by Wright and Simpson, but some 
scholars suggested that it was dismissed later during modern synthesis (Mayr 1993; Gould 1983). The 
importance of genetic drift was recognized after Motoo Kimura proposed the neutral theory of evolution.  
 
The invention of protein sequencing techniques in the 1950s allowed researchers to see the differences in 
the amino acid sequences of the same protein among species. Given these differences and the 
evolutionary time since the species diverged from their last common ancestor, one can calculate an amino 
acid substitution rate of a protein. In 1968, Kimura noticed that the amino acid substitution rates of 
several mammalian proteins were too high when compared with a previous calculation that had assumed 
substitutions to be adaptive (Haldane 1957); instead, amino acid substitutions were more likely to be 
neutral (Kimura 1968).    
 
Kimura considered an amino acid substitution as occurring when the allele frequency of a rare allele 
increased to 1 (“fixes”) in a population. For a diploid population of N individuals, Kimura calculated the 
probability that an allele of a given initial frequency reaches fixation. For an initial frequency of 1 / 2N, 
the probability is given by Eq.1.  
 { 1−𝑒−2𝑠1−𝑒−2𝑠𝑁𝑒 , |𝑠| > 012𝑁𝑒 , 𝑠 ≈ 0            (1) 
 
In Eq.1, s is the selection coefficient of allele X relative to other alleles at the same locus, and is defined 
as s = (f1 - f0) / f1, where the fitness offered by allele X to the individual is f0, and the fitness offered by 
any other allele is f1. Therefore, s < 0 means allele X is deleterious relative to other alleles, s > 0 means 
beneficial, and s ≈ 0 means neutral (neutral is defined more precisely as |2sNe|<< 1 in the original work of 
Kimura). Ne is the “effective” population size that accounts for the fact that real-world populations can 
deviate from an idealized population due to, for example, fluctuations in population size. 
 
Eq. 1 shows that a neutral allele fixes with probability 1 / 2N. Assuming the per-individual amino acid 
mutation rate is 𝜇, each generation there will be 2𝑁𝜇 alleles entering the population and potentially 
becoming fixed. If these alleles are neutral, there will be 2𝑁𝜇 × 1/2𝑁 = 𝜇 alleles reaching fixation in the 
population per generation. In other words, the substitution rate of neutral amino acids in a population is 
equal to the per-individual mutation rate of neutral amino acids.    
 
Soon, the amino acid substitution rates of hemoglobin and cytochrome C were measured by new 
techniques, and the variance in substitution rates among species was larger than predicted by the neutral 
theory (Ohta and Kimura 1971). To explain this discrepancy, Ohta and Kimura (1971) proposed that if 
most substitutions were slightly deleterious, the substitution rate should negatively correlate with the Ne 
and/or the generation time of the species (this is explained in the next paragraph). Additionally, certain 
regions in cytochrome C and tRNA displayed higher substitution rates than predicted by neutral theory, 
suggesting a stepwise substitution where one slightly deleterious substitution creates a need for 
compensation, facilitating additional substitutions (Ohta 1973). The revised theory proposed that most 
mutations should be slightly deleterious rather than neutral, and is therefore known as the nearly neutral 
theory of evolution (Ohta and Gillespie 1996). Nearly neutral mutations initially referred to slightly 
deleterious mutations that satisfy –sNe ≈ 1 (Ohta and Kimura 1971), but the theory was later revised to 
also include slightly beneficial mutations (Ohta and Gillespie 1996) and thus refers to mutations that 
satisfy |sNe| ≈  1 or equivalently |s| ≈ 1 / Ne.  
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Within the regime of near-neutrality (|s| ≈ 1 / Ne), the fate of a mutation is sensitive to the effective 
population size Ne. This can be seen from the probability of fixation of a rare deleterious mutation with s 
= -0.01, which is 4 × 10-11 in a diploid population of Ne = 1000, but is 0.0032 in a relatively small diploid 
population of Ne = 100; the second probability is not much smaller than that of a neutral mutation, which 
is 0.005. Before the nearly neutral theory of evolution proposed this population-size-dependent 
probability of fixation, studies on substitution rates suffered from the so-called generation-time effect. 
When evolutionary rate is defined as the number of substitutions per generation, the evolutionary rate of 
neutral substitutions is a constant that does not change with population size. However, organisms with 
large population sizes, e.g. bacteria, usually have shorter generation times than those with small 
population sizes, e.g. humans. Consequently, when measured as number of substitutions per year, the 
evolutionary rate of neutral substitutions should decrease as population size decreases -- this is known as 
the generation-time effect. It was found that, while the evolutionary rate of non-coding DNA displays the 
generation-time effect, that of proteins does not (Laird, McConaughy, and McCarthy 1969). The nearly 
neutral theory argued that mutations in proteins could fall into the regime of near-neutrality. Because 
large populations narrow the nearly neutral regime, proteins in large populations should experience less 
substitution, canceling out the effect from short generation times. 
 
More recently, the nearly neutral theory of evolution has been used to explain phenotypic differences 
between species. Lynch proposed that the effective population size of a species essentially set a 
characteristic “drift barrier”, a selection coefficient s = - 1 / Ne (Lynch and Walsh 2007). Mutations with 
s > - 1 / Ne are strictly purged by natural selection and only the rest are tolerated. The differences among 
species in tolerance of deleterious mutations could explain phenotypic differences among species. 
Specifically, Lynch proposed that the large effective population sizes of bacteria allow them to suppress 
non-coding sequences in genomes, such as introns, keeping the genome slim, while the bloated genomes 
of multi-cellular eukaryotes are evidence of reduced selection due to relatively small effective population 
sizes (Lynch and Walsh 2007; Lynch and Conery 2003). Differences in effective population size are also 
used to explain the increasing complexity of the assembly of protein-protein interactions, i.e. interactome, 
from bacteria to multicellular organisms (Fernández and Lynch 2011).  
 
Revisiting mutationism 
When studying evolution, early population genetics focused on changes in the frequency of alleles that 
are already present in the population, and generally ignored the creation of a new alleles by mutation 
(Yampolsky and Stoltzfus 2001). Under this doctrine, even if an allele is recurrently mutated into one 
with lower fitness, natural selection will prevent the fixation of the inferior allele, i.e. complete 
replacement of the original allele by the inferior allele, in a population (Yampolsky and Stoltzfus 2001). 
With saltationism being rejected during the modern synthesis, mutation was generally considered a less 
important factor in evolution, comparing with natural selection (Yampolsky and Stoltzfus 2001; Stoltzfus 
2006). 
 
The neutral and nearly neutral theory of evolution suggest a different conclusion. Given two neutral 
alleles A and a that are produced by mutation at rate u and v, respectively, because the probability of 
fixation is equal for A and a, the probability that A is fixed in a population is just u / (u + v). According to 
the neutral and nearly neutral theory of evolution, most mutations have only slight fitness effects, 
therefore the outcomes of evolution, at least at molecular level, should depend largely on the rates of 
mutations. Mutation bias between nucleotides is one possible reason for the difference in genomic GC 
content across species (Sueoka 1988). 
 
More recently, Yampolsky and Stoltzfus (2001) argue that, when mutation acts to create de novo alleles 
rather than converting between existing alleles, the mutation rate of beneficial mutations also matters. 
Older versions of the modern synthesis treat evolution as a buffet where various beneficial alleles are 
already present in the population and natural selection can always pick the one providing the most benefit 
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(Stoltzfus 2015). In contrast, de novo beneficial alleles are dishes on the conveyor belt in a sushi bar; 
those occuring at higher frequency tend to be picked up more often by natural selection (Stoltzfus 2015). 
Empirically, Rokyta et al. (2005) calculated the frequency of beneficial nucleotide substitutions in a viral 
genome, and found that the most frequent substitutions are not the most fit; instead, fitness combined with 
mutation rates of different nucleotides could explain the observed substitution frequencies.   
 
Theories about constraints to evolution 
While population-genetic evolutionary theories focus on quantifying changes in allele frequencies, 
evolutionary biologists of a different school are interested in identifying “constraints to evolution”. The 
distinction between these two schools can be illustrated by their attitudes to mutation. Population 
geneticists usually care about the fitness distribution of mutations, and about mutation rates, in order to 
predict what alleles can evolve de novo and how allele frequencies change. In contrast, a central question 
for the other school is what factors determine the phenotypic effects and rates of mutations, thus 
indirectly shaping evolution. This is not claiming that population geneticists are only interested in 
plugging the fitness of a mutation or mutation rate into equations. In fact, inferring the fitness distribution 
of alleles entering into or segregating in a population is an important topic in population genetics. Fisher 
himself also tried to explain the distribution of fitness effects of mutations (Fisher 1932).   
 
Organismal development is the process that produces morphology, and had long been considered a 
driving force of evolution since neo-Larmackism and orthogenesis (Bowler 1983). However, it was 
widely believed that developmental biologists were not actively involved in the discussions during the 
modern synthesis (Smocovitis 1992; Mayr and Provine 1981; Gilbert, Opitz, and Raff 1996; Pigliucci 
2007), which might have delayed the growth of evolutionary theories that are based on development. The 
potential roles of development in evolution were systematically discussed in 1985. This discussion (Smith 
et al. 1985) proposed that developmental processes could limit the generation of novel traits, narrowing 
the possible outcomes of evolution. Any developmental process must obviously obey fundamental 
physical and chemical laws; otherwise a zebra evolving a machine gun rather than black-and-white stripes 
as a defense against lions (Sober 1984) would lose its absurdity. A particular developmental process could 
bias the fitness distribution of mutations. A mutation that makes a kangaroo better at leaping is more 
likely to be beneficial than a mutation that makes the animal better at running (Smith et al. 1985). 
Robustness of a developmental process against mutation, as a result of canalizing selection, reduces the 
chance of generating a novel trait.  
 
Evolutionary theories that emphasize the role of development are now known as evo-devo (Carroll 2008; 
Müller 2007). Advances in technology have allowed scholars to discover that regulatory programs that 
underlie developmental processes are highly similar among different species, for example the Hox genes 
regulating the formation of body segments are conserved from invertebrates to vertebrates (Carroll 2008). 
Researchers are beginning to understand how morphological diversity among species is generated from 
the conserved regulatory programs (Carroll 2008). Students of evo-devo believe that, to make sense of 
evolution, “the evo-devo framework assigns much of the explanatory weight to the generative properties 
of development, with natural selection providing the boundary condition” (Müller 2007), and have been 
calling for a new synthesis focusing on evo-devo (Pigliucci 2007; Carroll 2008; Müller 2007). 
 
Summary 
I hope the previous sections have demonstrated that evolution is a complex process and both natural 
selection and non-adaptive factors can influence the outcome of evolution. The division between 
adaptationism and theories of non-adaptive evolution does not mean that evolution is generally 
dichotomous. Understanding evolution requires a balanced view of adaptive and non-adaptive processes. 
While the iterative nature of evolution makes it philosophically difficult to determine the ultimate causal 
factor of evolution (Sober 1984; Sansom 2003), researchers usually seek a plausible but specific 
explanation for the origin of a trait. In particular, many are interested in whether selection for a particular 
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biological effect the trait can perform leads to the evolution of the trait. In other words, the function, in 
terms of the “selected effect” rather than the “causal role” (Graur et al. 2013), is of interest. In response to 
“the spandrels of San Marco”, Mayr (1983) argued that by repeatedly rejecting unreasonable hypothetical 
functions of a trait, the true function of the trait could be revealed, and that such practice was a tradition 
of science. However, the missing point, as Gould and Lewontin (1979) suggested, is that unless one of the 
working hypotheses also accounts for non-adaptive explanations for the origin of a trait, one can hardly 
escape from the adaptationism framework.  
 
 
Dissertation format 
 
The next chapter summarizes my two studies on the adaptive and non-adaptive evolution of the control of 
gene expression. Study one is about the evolution of quality-control mechanisms acting on gene 
expression. In this study, genes are expressed independently from each other. The second study addresses 
non-adaptive evolution of regulation of gene expression with interacting genes. Specifically, I will show 
how the topology of transcriptional regulatory networks (TRNs) is shaped by non-adaptive factors. The 
background and specific aims of each study will be introduced in the next chapter, since this chapter is 
devoted to introducing the concept and theories of non-adaptive evolution.  
 
The results and conclusion of the first study have been published (Xiong et al. 2017). The study is a 
collaborative work with Jay McEntee, David Porfirio, and Joanna Masel. Specifically, Masel designed the 
computational model and wrote the manuscript (with input and editing from me), McEntee implemented 
an early version of the computational model, and Porfirio wrote a pipelining program to run simulations 
in batches. My roles were re-writing the program in Matlab to increase speed, performing all the 
computational simulations included in the paper, and analyzing simulation results. 
 
For the second study, a manuscript reporting the results and conclusion is under review at Nature 
Communications for the second time in response to requested revisions (Xiong et al. 2019). The second 
study is a collaboration with Alex Lancaster, Mark Siegal, and Joanna Masel. Specifically, Masel and 
Siegal designed a highly mechanistic computational model to simulate gene expression. Masel and 
Lancaster wrote an early version of the developmental (but not evolutionary) portion of the code, but 
suspended the project before the computer program was completed. I designed and implemented methods 
to simulate mutations, reviewed all and updated many aspects of the developmental algorithm in light of 
more recent mechanistic data, designed a computationally more efficient simulation of transcription factor 
(TF) binding, and parallelized the program. Even with the substantial computational resources available 
through High Performance Computing at the University of Arizona, these last two revisions were 
essential in order to complete all the simulations. I then chose the topic of type 1 coherent feed-forward 
loops (defined in Chapter 2), designed experiments to study their origin, performed the computational 
simulations, analyzed the results, and wrote a first draft of the manuscript. Masel then rewrote the final 
manuscript with input and editing from me. 
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Present Study  
 
The methods, results, and conclusions of this study are presented in the papers appended to this 
dissertation. The following is a summary of the most important findings of these papers. 
 
 
Evolution of mechanisms for the quality control of gene expression 
 
The drift barrier theory proposes that certain differences in traits among species can be explained by the 
different effective population sizes of the species. A recent study shows that mutation rates of different 
species tend to increase as the population sizes of the species decrease (Lynch 2010). To explain this 
trend, Lynch (2010) proposed that because mutations tend to break the delicate DNA machinery, error 
rate in DNA duplication should increase when the counter-effect of natural selection is absent. When 
natural selection pushes back against this mutational bias, it can eliminate more mutations that damage 
the DNA machinery in large populations, where selection is strong, than in small ones, where selection is 
weak (Lynch 2010).  
 
Similar to DNA replication, the expression of genes is also an error-prone process. Erroneous gene 
expression, for example mis-transcription, can turn a normal product into a harmful erroneous product. 
Reducing either the error rate of gene expression, or the damage per erroneous product, can avoid or 
mitigate the loss in fitness caused by erroneous gene expression. Evolving towards perfecting one 
solution can reduce the need to perfect the other. Given that mutations tend to reduce the accuracy of 
molecular machineries in gene expression, and to reduce the robustness of genes that to incorrect 
expression, the less needed solution should be eroded by mutation. Between the two solutions, which one 
is expected in species with large effective population sizes, and in species with small effective population 
sizes?  
 
A simple way to reduce an error rate is to improve the accuracy of the molecular machinery of gene 
expression. Because such an improvement reduces the error rate in the expression of potentially all genes, 
we call it a global solution. The amount of erroneous product can also be reduced through actively 
degrading or converting abnormal product to normal product, e.g. using chaperones to help defective 
proteins fold, which can handle expression errors from multiple genes and hence is also a global solution. 
In contrast, mutation to a single gene can create a mutant that not only maintains the wild-type function, 
but is also robust to being expressed improperly. An example is a mutation that creates a backup stop 
codon right after the normal stop codon of a gene. When ribosomes read through the first stop codon, the 
backup stop codon can terminate translation and limit damage to the protein. Because such a mutation is 
gene-specific, we call it a local solution.  
 
From the perspective of each solution’s cost, reducing error rates in gene expression can be subject to the 
“speed vs. accuracy” tradeoff, and so comes at the price of energy, material, and/or other opportunity. On 
the other hand, the local solution is free or nearly free. 
 
To quantitatively study the evolution of the two strategies, Rajon and Masel (2011) developed a 
mathematical model based on stop codon read-through during translation. Their model assumes that the 
expression of a gene produces normal protein in the absence of an error, and abnormal protein that carries 
an extra sequence in the presence of a translational read-through error. The extra sequence in the 
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abnormal protein, which they call the cryptic sequence, is gene-specific, and determines whether the 
abnormal protein is neutral in fitness or harmful. Rajon and Masel assume that the reduction in fitness due 
to translational read-through is proportional to the amount of harmful abnormal proteins produced from 
all genes. They simulate evolution, allowing mutations to convert a harmful cryptic sequence to neutral, 
and to reduce the read-through rate at the price of reducing fitness.  
 
A key assumption of Rajon and Masel’s model is that all genes have the same expression level. Because 
the rate of translational read-through is also the same for all genes in the model, each gene produces the 
same amount of abnormal proteins. This essentially makes every gene that carries a harmful cryptic 
sequence equally dangerous, which is biologically unrealistic. I expanded their model to allow expression 
level to vary among genes. When carrying harmful cryptic sequences, highly-expressed genes do more 
damage than lowly-expressed genes, following translational read-through. For simplicity, I did not 
consider other factors that can also determine the magnitude of damage of reading through a gene that 
carries a harmful cryptic sequence, for example, the essentiality of a gene. Nevertheless, making the 
magnitude of damage proportional to gene expression level captures a variance of the magnitude of 
damage among genes. The value of the variance can be changed to reflect a magnitude of damage that 
also depends on other gene-specific factors. 
 
I found that large populations always evolve the local solution. Even after starting with a low read-
through rate and a harmful cryptic sequence in every gene, large populations evolve a high read-through 
rate and neutral cryptic sequences in nearly all genes. Small populations always invest in the global 
solution, evolving a low read-through rate and tolerating harmful cryptic sequences in most genes. This is 
expected under the drift barrier theory: because mutation tends to produce harmful cryptic sequences, 
only large populations have strong enough selection to purge harmful cryptic sequences in most genes, 
saving the need for a costly global solution. While these results agree with Rajon and Masel (2011), the 
behavior of intermediate populations differs between the two studies. In Rajon and Masel, intermediate 
populations can evolve either solution, evolving toward whichever solution they start near. However, in 
the expanded model, fewer intermediate populations maintain this bistability in evolution, as the variance 
in expression levels among genes increases. When the variance of expression levels among genes is equal 
to that in yeast, all intermediate populations evolve intermediate read-through rates and intermediate 
numbers of genes that carry harmful cryptic sequences.  
 
The expanded model also shows that the local solution tends to evolve in highly-expressed genes, even in 
a small population where the global solution is preferred. This suggests that the quality-control 
mechanisms acting on gene expression can vary depending on the expression level of a gene. Analyzing 
the frequency of mis-incorporated nucleotides in the transcriptome is a way to test this prediction, and I 
am a coauthor on a submitted manuscript that agrees with this prediction (Meer et al. 2019).  
 
I also expanded the model to include the bias that mutations are more likely to increase rather than 
decrease the read-through rate. With this bias, I found a non-monotonic relation between the error rate 
and population size: while the error rate increases from small to large populations, it also increases as 
small populations keep shrinking. Extremely small populations do not have strong enough selection to 
overcome the mutational bias that favor an increase in read-through rate – although the genome of these 
populations are full of harmful cryptic sequences. A recent study shows that both the large-population E. 
coli and the small-population endosymbiont bacteria, Buchnera, have similarly high transcriptional error 
rate (Traverse and Ochman 2016), while medium-population S. cerevisiae and C. elegans have 
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intermediate transcriptional error rate (Gout et al. 2017). Our result provides an explanation to this non-
monotonic relationship between transcriptional error rate and population size.  
 
 
Evolution of transcriptional regulatory networks 
 
Two genes can interact with each other through transcriptional regulation in which gene A encodes a TF 
that regulates the expression of gene B. Transcriptional regulatory interactions among genes are often 
depicted as transcriptional regulatory networks (TRNs), and there have been many efforts to infer the 
functions of natural TRNs (Alon 2007). A popular hypothesis is that the topology of natural TRNs 
reflects adaptations for functions in terms of performing particular dynamics of gene expression. For 
example, when compared with randomized networks, natural TRNs are enriched in certain sub-networks, 
commonly known as network motifs (Alon 2007). Theoretical analysis and experiments show that 
network motifs can generate special dynamics of gene expression, supporting the adaptive origin of 
network motifs.  
 
Many evolutionary biologists are unconvinced by the adaptive origin of network motifs (Lynch 2007; 
Sole and Valverde 2006; Wagner 2003; Artzy-Randrup et al. 2004). The turnover of individual genes 
changes the topology of TRNs differently than the turnover of individual regulatory interactions between 
genes, therefore natural bias between the rates of gene duplication/deletion and that of mutation to TF 
binding sites has the potential to promote network motifs. The hypothesis that network motifs evolve 
adaptively needs to be tested against a null that accounts for the non-adaptive evolution of TRNs. 
 
 
Figure 1. Network motifs involved in the study. (A) Left is a C1-FFL by itself; right is a C1-FFL with 
the master TF A regulated by a signal. (B) In a diamond, the signal induces the expression of two TFs, A 
and B, which then activate the expression of C. We found that in AND-gated diamonds that evolved for 
filtering out a short spurious signal caused by environmental fluctuations, A and B differ in the speed of 
gene expression. (C) FFL-in-diamonds can evolve non-adaptively from C1-FFLs and from diamonds. 
 
My study focus on a network motif called type 1 coherent feed-forward loops (C1-FFLs). A C1-FFL is 
formed when gene A encodes a TF that can bind to a TF gene B and activate the expression of the latter, 
but TF B cannot bind to gene A, and both TF A and TF B can bind to a third gene C and activate C’s 
expression (Fig. 1A). It has been shown that AND-gated C1-FFLs, in which both A and B need to be 
present to induce the expression of C, can act to filter out short spurious signals. The enrichment of C1-
FFLs in natural TRNs is therefore widely believed by non-evolutionary biologists to be an adaptation for 
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filtering out short spurious signals that arise due to environmental fluctuations (Mangan, Zaslaver, and 
Alon 2003).   
 
I developed a sophisticated computational model to simulate the evolution of TRNs under different 
selection conditions. The model has sufficient mechanistic details so that many biological processes, such 
as the turnover of individual genes and TF binding sites, can be parameterized directly from experimental 
data, minimizing the need to guess parameter values. Because we are also curious about whether C1-FFLs 
evolve due to the demand for filtering out intrinsic noise in gene expression, as opposed to filtering out 
short spurious signals induced by environmental fluctuations, I also simulate gene expression 
stochastically to capture random “bursts” of transcription.  
 
I evolved TRNs under selection for filtering out a short spurious signal versus under control selection 
conditions, and found that functional AND-gated C1-FFLs readily evolve in the former condition but not 
in the latter. This supports the adaptive origin of AND-gated C1-FFLs in TRNs. 
 
I also found that AND-gated “diamonds” (Fig. 1B) evolve as an alternative spurious signal filter. 
Although diamonds are a known network motif, it was not previously known that they can act as a 
spurious signal filter. While AND-gated C1-FFLs rely on a short and a long pathway to filtering the 
spurious signal, AND-gated diamonds rely on the different speeds of gene expression in the two 
topologically identical pathways (Fig. 1B). This agrees with previous findings that the topology of TRNs 
alone is insufficient to determine the functions of TRNs. AND-gated diamonds can also filter out intrinsic 
noise in gene expression, while AND-gated C1-FFLs fail to do so, suggesting that intrinsic noise in gene 
expression can shape the evolution of TRNs.  
 
A third important finding is that non-adaptive network motifs can evolve from adaptive network motifs. 
Because the binding sequence of a TF is not long, low affinity TF binding sites that are slightly different 
from the ideal binding sequence arise easily during evolution, adding non-adaptive regulatory interaction 
to adaptive network motifs (Fig. 1C). Because non-adaptive network motifs that evolve in this way can 
reach high frequency, the enrichment of a network motif in TRNs is not a reliable sign of the adaptive 
origin of the network motif.   
 
 
Conclusion 
 
Quality-control mechanisms for gene expression and TRNs represent regulation of the expression of 
individual genes and of regulatory interactions among genes, respectively. My studies show that the 
evolution of quality-control mechanisms and of TRNs involve both adaptive and non-adaptive processes. 
While one research theme in the field of molecular and cellular biology is to clarify the function of 
various processes that regulate gene expression, non-adaptive processes need to be accounted in order to 
properly understand the origin and working modes of the regulation of gene expression.   
 
When a trait is hard to explain from the perspective of adaptation, non-adaptive evolution can provide the 
needed explanation. This is demonstrated by the high transcriptional error rates in the endosymbiotic 
bacteria, Buchnera, which apparently lack a mechanism to reduce the harm from incorporating incorrect 
nucleotides into mRNAs. It is possible that the high transcriptional error rate in Buchnera is mitigated by 
other mechanisms and/or is even beneficial, but evidence supporting these hypotheses has yet to be 
discovered. My study notes that mutation tends to degrade the fidelity of the molecular machinery of 
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transcription, increasing the error rate of transcription. According to theories in population genetics, small 
populations like Buchnera should have very ineffective selection to maintain a beneficial trait, therefore 
the high transcriptional error rate in Buchnera can be the result of mutational bias that overwhelms 
selection for a low error rate. This is not claiming selection has no role in the evolution of the 
transcriptional error rate in Buchnera; without selection, the transcriptional error rate could be even 
higher than what is observed.  
 
When there is an apparent adaptive explanation for the origin of a trait, there is often strong resistance 
against considering an alternative non-adaptive origin -- the topology of TRNs is such a trait. I argue that, 
in this case, considering non-adaptive evolution is necessary to carrying out careful scientific research. 
Because it is not independently possible to prove either the adaptive or non-adaptive origin of network 
motifs, the predictions from the two theories must be tested against each other. By showing that AND-
gated C1-FFLs evolve less often when there is no need for filtering out a short spurious signal than when 
the filter is needed, my study strengthens the hypothesis of the adaptive origin of AND-gated C1-FFLs. 
While this finding may not surprise adherents to the adaptive origin theory of network motifs, it doesn’t 
mean that similar tests on other network motifs will produce equally unsurprising results. In fact, my 
simulation does point out that non-adaptive network motifs can evolve easily from adaptive network 
motifs. 
 
A working hypothesis that balances adaptive and non-adaptive evolution is desired, but it can be difficult 
to build. The portion of the hypothesis that is about adaptive evolution is usually specific, e.g. trait X is an 
optimized solution for a particular biological problem Y, under condition Z. However, building the non-
adaptive portion of the hypothesis can be tricky because numerous factors could potentially promote the 
evolution of trait X, regardless of selection for solutions to biological problem Y. The two computational 
models in my thesis suggests that considering bias in mutation rates can often reveal non-adaptive traits in 
evolution.    
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ABSTRACT Gene expression is imperfect, sometimes leading to toxic products. Solutions take two forms: globally reducing error rates,
or ensuring that the consequences of erroneous expression are relatively harmless. The latter is optimal, but because it must evolve
independently at so many loci, it is subject to a stringent “drift barrier”—a limit to how weak the effects of a deleterious mutation s can
be, while still being effectively purged by selection, expressed in terms of the population size N of an idealized population such that
purging requires s , 21/N. In previous work, only large populations evolved the optimal local solution, small populations instead
evolved globally low error rates, and intermediate populations were bistable, with either solution possible. Here, we take into
consideration the fact that the effectiveness of purging varies among loci, because of variation in gene expression level, and variation
in the intrinsic vulnerabilities of different gene products to error. The previously found dichotomy between the two kinds of solution
breaks down, replaced by a gradual transition as a function of population size. In the extreme case of a small enough population,
selection fails to maintain even the global solution against deleterious mutations, explaining the nonmonotonic relationship between
effective population size and transcriptional error rate that was recently observed in experiments on Escherichia coli, Caenorhabditis
elegans, and Buchnera aphidicola.
KEYWORDS cryptic genetic variation; stop codon readthrough; robustness; evolvability; transcriptional errors; proofreading
IN classical population genetic models of idealized popula-tions, the probability of ﬁxation of a new mutant depends
sharply on the product of the selection coefﬁcient, s, and the
population size, N. As s falls below 21/N, ﬁxation probabil-
ities drop exponentially, corresponding to efﬁcient selective
purging of deleterious mutations. For s . 21/N, random
genetic drift makes the fate of new mutants less certain. This
nonlinear dependence of ﬁxation probability on sN has given
rise to the “drift barrier” hypothesis (Lynch 2007), which
holds that populations are characterized by a threshold or
“barrier” value of the selection coefﬁcient, s, corresponding
to the tipping point at which the removal of deleterious muta-
tions switches between effective and ineffective. In idealized
populations, described byWright-Fisher or Moran models, the
drift barrier is positioned at s = 21/N. Drift barriers also
exist, albeit sometimes with less abrupt threshold behavior, in
more complexmodels of evolution inwhich some assumptions
of an idealized population are relaxed (Good and Desai 2014).
Thedrift barrier theoryargues thatvariationamongspecies
in their characteristic threshold values for s, thresholds that
are equal by deﬁnition to the inverse of the selection effective
population size, Ne, can explain why different species have
different characteristics, e.g., streamlined vs. bloated genomes
(Lynch 2007). The simplest interpretation of the drift barrier
would seem to imply that large-Ne species show stricter quality
control over all biological processes, e.g., higherﬁdelity inDNA
replication, transcription, and translation, than small-Ne spe-
cies, because molecular defects in quality control mechanisms
are less effectively purged in the latter (Lynch 2010; Traverse
and Ochman 2016a).
However, the data reveal more complex patterns. Unsur-
prisingly, Buchnera aphidicola, which has exceptionally low
Ne (Mira and Moran 2002; Rispe et al. 2004), has a higher
transcriptional error rate, at 4.67 3 1025 (Traverse and
Ochman 2016b), than the error rate 4.1 3 1026 previously
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reported for Caenorhabditis elegans (Gout et al. 2013). But,
to the surprise of the authors, the error rate in large-Ne
Escherichia coli is highest of all, at 8.23 3 1025 (Traverse
and Ochman 2016b).
A more reﬁned drift barrier theory can explain these
ﬁndings. As the ﬁtness burden accumulates from the slightly
deleterious mutations that a small-Ne species cannot purge,
some forms of quality control may evolve as a second line of
defense. The ideal solution is to purge all deleterious muta-
tions, even those of tiny effect; when this ﬁrst line of defense
fails, the second line of defense is to ameliorate the cumula-
tive phenotypic consequences of the deleterious mutations
that have accumulated (Frank 2007; Rajon and Masel
2011; Warnecke and Hurst 2011; Lynch 2012; Wu and Hurst
2015). The ﬁrst line of defense bears no ﬁtness cost (purging
is free), but faces a stringent drift barrier; the second line of
defense also solves the problem but at a cost. In some circum-
stances, as described further below, strict quality control can
act as a second-line amelioration strategy (Rajon and Masel
2011). The existence of two distinct lines of defense compli-
cates the naive drift barrier logic that large-Ne species should
generally exhibit stricter quality control in all molecular
processes. The superior performance of large-Ne species in a
primary line of defense other than quality control may remove
any advantage of strict and costly quality control as a second-
ary line of defense. This creates a seemingly counter-intuitive
pattern in quality control, in which small-Ne species can evolve
more faithful processes than large-Ne species such as E. coli.
The existence of two substantively different strategies was
ﬁrst proposed by Krakauer and Plotkin (2002), who con-
trasted “redundancy” (robustness to the consequences of
mutational errors) with “antiredundancy” (hypersensitivity
to mutations). By positing that the redundancy strategy is
costly, they ﬁnd that only small-Ne species suffer from a large
enough drift load (Kimura et al. 1963) to make this cost, and
hence redundancy, worthwhile. Large Ne species not bur-
dened by drift load are able to adopt the alternative antire-
dundancy strategy, which bears no cost, and hence allows the
population to achieve higher ﬁtness.
A related argument was made by Rajon and Masel (2011)
in the context of mitigating the harms threatened by errors in
molecular processes such as translation. Rajon and Masel
(2011) distinguished between “local” solutions, where a sep-
arate solution is required at each locus, and “global” solutions
that can deal with problems at many loci simultaneously.
The evolution of extensive quality control mechanisms was
deemed a global solution because a single mutation impacting
general quality control mechanisms can affect the prevention
of gene expression errors at many loci. Note that quality con-
trol includes not only mechanisms such as proofreading for
preventing errors from happening in the ﬁrst place, but also
mechanisms that reduce downstream damage from errors,
e.g., degradation of mRNA molecules that seem faulty. Global
quality control should come with a cost in time or energy.
Rajon and Masel’s (2011) alternative, local solution is
to have a benign rather than a strongly deleterious “cryptic
genetic sequence” at each locus at which expression errors
might occur, making the consequence of an error at that locus
relatively harmless. In contrast to the global solution,
these local solutions bear no direct ﬁtness cost, but be-
cause selection at any one locus is weak, they are more
difﬁcult to maintain than global solutions. The local solution
corresponds to a low number of mutations, k, in Krakauer
and Plotkin (2002).
Both the quality control of Rajon andMasel (2011) and the
redundancy of Krakauer and Plotkin (2002) to the conse-
quences of mutations are global across loci, and also costly.
Meantime, both the local solutions of Rajon and Masel
(2011) and the reduction in the number of mutations, k, that
accompanies the antiredundancy of Krakauer and Plotkin
(2002) carry no true ﬁtness cost, but instead require a large-Ne
drift barrier as a limit to their adaptation. A mutation disrupt-
ing a solution speciﬁc to a single locus requires a large value
of Ne for its purging, whereas a mutation disrupting a global
quality control mechanism will have large ﬁtness conse-
quences and so be easier to purge. As a consequence, only
large Ne populations evolve the higher-ﬁtness local solution,
while it is the small Ne populations that evolve global solu-
tions such as extensive (and costly) quality control.
Selection to achieve the local solution by purging delete-
rious mutations to cryptic sequences (leaving in place geno-
types whose cryptic genetic sequences are benign) may be
difﬁcult and hence restricted to high-Ne populations. There
are, however, reasons to believe that it is not impossible. For
example, when the error in question is reading through a stop
codon, the local cryptic genetic sequence is the 39UTR, which
is read by the ribosome. One option for a more benign form of
this cryptic sequence is the presence of a “backup” stop codon
that provides the ribosome with a second and relatively early
chance to terminate translation. Such backup stops are com-
mon at the ﬁrst position past the stop in prokaryotes (Nichols
1970). In Saccharomyces cerevisiae, there is also an abun-
dance of stop codons at the third codon position past the stop
(Williams et al. 2004). Moreover, conservation at this posi-
tion depends strongly on whether or not the codon is a stop,
and the overrepresentation of stops at this position is greater
in more highly expressed genes (Liang et al. 2005). In some
ciliates, where the genetic code has been reassigned, so that
UAA and UAG correspond to glutamine, this overrepresenta-
tion is much more pronounced (Adachi and Cavalcanti
2009). As with the consequences of erroneous readthrough,
selective pressure on erroneous amino acid misincorporation
and/or misfolding (Drummond and Wilke 2008), and on
erroneous protein–protein interactions (Brettner and Masel
2012), are also strong enough to shape protein expression
and interaction patterns. In the case of transcriptional errors,
while both E. coli and B. aphidicola have high error rates, only
E. coli shows signs of having evolved a ﬁrst line of defense in
the form of a decreased frequency, with which observed
transcriptional errors translate into nonsynonymous changes
relative to randomly sampled transcriptional errors (Traverse
and Ochman 2016a).
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Rajon and Masel (2011) found that, for intermediate val-
ues of Ne that correspond strikingly well to many multicellu-
lar species of interest, the evolutionary dynamics of the
system were bistable, with either the global or the local so-
lution possible. This is a natural consequence of a positive
feedback loop; in the presence of a strict global quality con-
trol mechanism, specialized solutions at particular loci are
unnecessary, and mutations destroying them pass through
the drift barrier (we use the expression “pass through the
drift barrier” to mean that 0 . s . 21/N), with their sub-
sequent absence increasing the demand for quality control.
Similarly, when specialized solutions predominate, the advan-
tage to quality control is lessened, and resulting higher error
rates further increase selection for many locally specialized
solutions. If true, this bistability suggests that historical con-
tingency, rather than the current value of Ne, determines
which processes are error-prone vs. high-ﬁdelity for popula-
tions at intermediate Ne.
In the current work, we note that the model of Rajon and
Masel (2011) contained an unrealistic symmetry, namely that
the ﬁtness consequence of a molecular error at one locus was
exactly equal to that at any other loci. Here, we ﬁnd that, with
reasonable amounts of variation among loci (e.g., in their
expression level or the per-molecule damage from their mis-
folded form), the bistability disappears. Intermediate solu-
tions evolve instead, where cryptic deleterious sequences
are purged only in more highly expressed genes, and quality
control evolves to intermediate levels. Variation among loci
does not change the previous ﬁnding that evolvability tracks
the proportion of loci that contain a benign rather than a
deleterious cryptic sequence.
Thehigh rate of transcriptional error inB. aphidicola canbe
explained by adding a second bias toward deleterious muta-
tions (in error rate), and hence a second drift barrier to our
model. B. aphidicola and E. coli have high error rates for
different reasons; high-ﬁdelity quality control is redundant
and unnecessarily expensive in E. coli, but unattainable in
B. aphidicola, leading to similarly high transcriptional error
rates.
Methods
Fitness
We follow the additive model of Rajon and Masel (2011), as
outlined below, with a few important modiﬁcations to accom-
modate variation in gene expression levels. The model’s ca-
nonical example is the risk that a ribosome reads through a
stop codon during translation.
The globalmitigation strategy is to improve quality control
of this gene expression subprocess.We assume that additional
quality control that reduces the error rate, r, by some pro-
portion, consumes a certain amount of time or comparable
resource. Relative to a generation time of 1 in the absence of
quality control costs, this gives generation time 1þ dlnð1=rÞ;
where d scales the amount of resources that could have been
used in reproduction, but are redistributed to quality control.
Malthusian ﬁtness is the inverse of generation time, giving
wQC ¼
1
1þ dlnð1=rÞ
(1)
Following Rajon and Masel (2011), we set d = 1022.5, such
that reducing r from 1022 to 1023 corresponds to a 0.7%
reduction in ﬁtness.
When a readthrough error happens, with frequency r,
the consequences for ﬁtness depend on the nature of the
“cryptic sequence” that lies beyond the stop codon in the
39UTR. The consequences of mistakes, mutational or other-
wise, have a bimodal distribution, being either strongly del-
eterious (often lethal), or relatively benign, but rarely in
between (Eyre-Walker and Keightley 2007; Fudala and Korona
2009). For example, a strongly deleterious variant of a protein
might misfold in a dangerous manner, while a benign variant
might fold correctly, although with reduced activity. We assume
that alternative alleles of “cryptic genetic sequences” can be
categorized according to a benign/deleterious dichotomy.
The local mitigation strategy, the alternative to global
quality control, is thus for each cryptic sequence to evolve
away from “deleterious” options and toward “benign” op-
tions. The local strategy of benign cryptic sequences has no
direct ﬁtness cost, but it is nevertheless difﬁcult to evolve at
so many loci at once. In contrast, expressing deleterious cryp-
tic sequences has an appreciable cost. This cost scales both
with the base rate of expression of the gene, and the pro-
portion, r, of gene products that include the cryptic sequence.
Let the expression of gene i be Ei. We assign the concen-
tration Ei of protein molecules of type i by sampling values
of Ei from a log2-normal distribution with standard devia-
tion (SD) sE. We deﬁne D to be the total frequency of
protein expression that would be highly deleterious if ex-
pressed in error:
D ¼
P
i2loci with del crypt seqEiP
i2lociEi
(2)
where the numerator sums only over loci that are deleterious,
and the denominator sums over all loci. This normalization
cancels out the effect of the mean value of Ei. We assume the
costs of deleterious readthrough are additive across genes,
based on the concept that misfolded proteins (Thomas et al.
1995) may aggregate in a nonspeciﬁc and harmful manner
with other proteins and/or membranes (Kourie and Henry
2002), or may simply be expensive to dispose of (Goldberg
2003). After the stop codon is read through, translation will
usually end at a backup stop codon within the 39UTR. Under
the assumption of additivity, readthrough events will reduce
ﬁtness by crD, where c represents the strength of selection
against misfolded proteins. Geiler-Samerotte et al. (2011)
found that an increase in misfolded proteins of 0.1% of
total cellular protein molecules per cell imposed a cost of
about 2% to relative growth rate. This gives an estimate
of c = 0.02/0.1% = 20.
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Readthrough involving benign cryptic sequences does not
incur this cost. However, when all cryptic sequences are
benign (i.e., D = 0), nothing stops r from increasing to
unreasonably large values, i.e., r . 0.5, which makes “erro-
neous” expression into the majority (and hence the “new
normal”) form. This represents the antiredundancy solution
of Krakauer and Plotkin (2002), in which any mutation has
an extremely deleterious effect; indeed, as their per-locus
penalty s (analogous to our rcE) approaches 1, the ﬁt-
ness of their k = 0 genotype (analogous to our D = 0)
approaches inﬁnity. To avoid this scenario in our model of
quality control, we add a cost in ﬁtness cr2(12D), whose
impact is felt only at high values of r. One possible biological
interpretation of this second order term is that, with proba-
bility r2, readthrough occurs not just through the regular stop
codon, but also through the backup stop codon at the end
of the benign cryptic genetic sequence. To reﬂect the effects
of the double-error scenario under this interpretation, we
therefore multiplied the second order term by the probabil-
itymdel/(mdel + mben) that a neutrally evolving cryptic sequence
will be deleterious, where mdel is the rate of deleterious-to-
benign mutations, and mben the reverse rate. Other double-
error interpretations might involve different constants. In
our case, the ﬁtness component representing the cost of
misfolded proteins is given by
wmisfolding ¼ max

0; 12 crD2 cr2ð12DÞ
mdel
mdel þ mben

(3)
Equation 3 is a natural extension of the additive model of
Rajon and Masel (2011), generalizing to the case of variation
in the degree of importance of cryptic loci. Where previous
work referred to the number, Ldel, of loci having the deleterious
rather than benign form, we now distinguish between two
measures, Ldel and D, the latter reporting the proportion of
gene product molecules rather than the number of gene loci.
Rajon andMasel (2011) also obtained near-identical results
using a very different, multiplicativemodel.While this suggests
that the exact function form of Equation 3 is unimportant, we
chose the additive Equation 3model as themore reasonable of
the two options. The multiplicative model is premised on loss-
of-function of the wild-type proteins, which likely has negligi-
ble impact for small losses of a protein whose activity is already
close to saturation. In contrast, the additive model is premised
on gain-of-negative-function effects of misfolded proteins.
These plausibly constitute a major burden on ﬁtness, through
a combination of toxicity, disposal costs, and resources spent to
replace a faulty molecule with a normal one.
To study evolvability, let a subset of K (typically 50) out of
the L (typically$600) loci affect a quantitative trait, x, selec-
tion on which creates a third ﬁtness component. Error-free
expression of locus, k, occurring with frequency 12r, has
quantitative effect ak, while expression that involves a benign
version of the cryptic sequence has quantitative effect
ak þ bk: Expression that involves a deleterious version of
the cryptic sequence is assumed to result in a misfolded
protein that has no effect on the quantitative trait. We
assume that expression level, Ek, is constant and already
factored into values of ak and bk. This gives
x ¼
XK
k
½ð12 rÞak þ rBkðak þ bkÞ (4)
where Bk=1 indicates a benign cryptic sequence, and Bk=0 a
deleterious one. As in Rajon and Masel (2011), we impose
Gaussian selection on x relative to an optimal value xopt
wtraitðxÞ ¼ e
2ðx2xoptÞ
2
2sf
2
(5)
where sf = 0.5.
Putting the three ﬁtness components together, the relative
ﬁtness of a genotype is given by the product
w ¼ wQC3wmisfolding3wtrait: (6)
Variance in expression levels
We estimated the variance in expression sE
2 from PaxDB
(Wang et al. 2012, 2015), which is based on data released
by the Global Proteome Machines (GMP) and other sources.
We inferred sE equal to 2.24 (based on GMP 2012 release) or
3.31 (GMP 2014 release), for S. cerevisiae, and 2.93 (GMP
2014 release) for Schizosaccharomyces pombe. Note that,
while our quantitative estimate of sE comes from variation
in the expression levels of different proteins, consideration of
variation along other lines might make a SD of 2.25 into a
conservative underestimate of the extent of variation. See
Supplemental Material, Figure B in File S1 for an exploration
of this parameter value.
Mutation
Thereare sixkindsofmutation: (1)conversionofadeleterious
cryptic sequence to a benign form, (2) conversion frombenign
to deleterious, (3) change to the error rate, r, (4) change in the
a value of one of the K quantitative trait genes, (5) change in
the b value of one of those K genes, and (6) the co-option of a
cryptic sequence to become constitutive, replacing the value of
replacing akwith that of ak + bk and reinitializing Bk and bk.
It is this sixth kind of mutation that is responsible for the
evolvability advantage of the local solution of benign cryptic
sequences, providingmoremutational rawmaterial by which
x might approach xopt (Rajon and Masel 2011, 2013). The
mutational co-option of a deleterious sequence (B = 0) is
too strongly deleterious to be favored, even when replacing
ak and bk might be advantageous. In other words, only be-
nign cryptic sequences are available for mutational co-option.
We use the term co-option of a 39UTR readthrough sequence
to refer to the case when a stop codon is lost by mutation, and
not just read through by the ribosome (Giacomelli et al. 2007;
Vakhrusheva et al. 2011; Andreatta et al. 2015). Mutational
co-option for mimicking the consequences of errors other
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than stop codon readthrough might involve mutations that
change expression timing to make a rare protein–protein in-
teraction common, or switch a protein’s afﬁnity preference
between two alternative partners.
Because we use an origin-ﬁxation approach to simulate
evolution (seebelow),only relativeandnotabsolutemutation
rates matter for our outcomes, with the absolute rates setting
only the timescale—our rates are therefore effectively unit-
less. We use the same mutation rates as Rajon and Masel
(2011), reduced 10-fold for convenience. Each locus with
a benign cryptic sequence mutates to deleterious at rate
mdel = 2.4 3 10
28, while deleterious loci mutate to benign
less often, at rate mben = 6 3 10
29. Changes to the error
rate r occur at rate, mr = 10
26, while the a and b values of
quantitative loci each change with rates ma = 3 3 10
27
and mb = 3 3 10
28, respectively. Mutational co-option oc-
curs at each quantitative locus at ratemcoopt = 2.56 3 10
29.
Each mutation to r increases log10r by an amount sam-
pled fromNormal(rbias, sr
2). By default, we set rbias = 0 and
sr = 0.2. To study extremely small populations with drift bar-
riers to evolving even a global solution, we set rbias = 0.256
and 0.465, corresponding to ratios of r-increasing mutations:
r-decreasing mutations of 9:1 and 99:1, respectively.
A similar scheme for a and b might create, in the global
solution case of relaxed selection, a probability distribution of
b whose variance increases in an unbounded manner over
time (Lande 1975; Lynch and Gabriel 1983). Following pre-
vious work (Rajon and Masel 2011, 2013), we therefore let
mutations alter a and b by an increment drawn from a nor-
mal distribution with mean –a/a or –b/a, with a set to 750,
and with SD of sm/K in both cases, with sm set to 0.5. In the
case of neutrality, this mutational process eventually reaches
a stationary distribution with mean 0 and SD as calculated in
Equation S3 of Rajon and Masel (2011):
Vða;K;smÞ ¼
ðsm=KÞ
2
12 ðða21Þ=aÞ2
(7)
A co-option at gene k changes the gene’s quantitative effect to
ð12 rÞðak þ bkÞ þ rB
9
k

ak þ bk þ b
9
k

(8)
where Bk
’ and bk
9 are the state and the quantitative effect of
a new cryptic sequence created by co-option. Following a
co-option mutation at locus k, we set the new Bk equal to
1 or 0, with probabilities proportional to mben and mdel, and
resample the value of bk from Normal[0, V(a, K, sm)].
Evolutionary simulations by origin-ﬁxation
We model evolution using an approach known as “weak mu-
tation” (Gillespie 1983), or “origin-ﬁxation” (McCandlish
and Stoltzfus 2014). This approximation of population genet-
ics is accurate in the limit where the waiting time until the
appearance of the next mutation destined to ﬁx is substantially
longer than its subsequent ﬁxation time. The population can
then be approximated as genetically homogeneous in any
moment in time. While unrealistic for higher mutation rates
and larger population sizes, origin-ﬁxation models are compu-
tationally convenient. Still more importantly, origin-ﬁxation
models, unlike more realistic models with segregating varia-
tion, allow the location of the drift barrier to be set externally
in the form of the value of the parameter,N, rather than having
the location of the drift barrier emerge from complicated link-
age phenomena within the model. Fortunately, for quantita-
tive traits affected by multiple cryptic loci, most evolvability
arises from diversity of the effects of co-option of different
loci, rather than among the diversity of the effects of co-option
from different starting genotypes (Rajon and Masel 2013).
This allows us to study evolvability [in the population sense
of Wagner (2008)], even in the absence of genetic diversity
that is imposed by the origin-ﬁxation formulation.
Our computationally efﬁcient implementation of origin-
ﬁxation dynamics is described in detail in File S1, simulating
a series of mutations that successively ﬁx, and the waiting
times between each.
Initialization and convergence
We initialized the trait optimum at xopt = 0. We could have
initialized all values of ak and bk at zero. However, at steady
state, variance in
PK
1ak and
PK
1bk is far lower than would be
expected from variance in ak and bk—this emerges through a
process of compensatory evolution (Rajon and Masel 2013).
Allowing a realistic steady state to emerge in this way is
computationally slow under origin-ﬁxation dynamics, espe-
cially when N is large. We instead sampled the initial values
of ak and bk from Normal[0, V(a, K, sm)], where V(a, K, sm)
is deﬁned by Equation 7, and then subtracted a from ak, and
b from bk, where a and b are the means of a genotype across
each of its quantitative loci, k. This process initializes ak and
bk to have variances equal to those of the stationary distribu-
tions, while the overall trait value is initialized at the optimal
value, zero. This procedure greatly reduces the burn-in com-
putation time needed to achieve a somewhat subtle state of
negative within-genotype among-loci correlations. We con-
ﬁrmed that subsequent convergence of the variance of
PK
1ak
was fast, occurring in,1000 steps, where a “step” is deﬁned
to be the ﬁxation of one mutation. We expect log10r, D, and
variance in bk, to converge even faster than variance in ak.
For the low-r initial conditions, r was initialized at 1025,
and we initialized the benign vs. deleterious status of cryptic
sequences at the neutral mutational equilibrium, choosing
exactly L 3 mdel/(mdel + mben) (rounded to the nearest in-
teger) to be deleterious, independently of their different val-
ues of E. For the high-r initial conditions, we set r to 1021,
and made all cryptic sequences benign.
We ran simulations for 105 steps, recording information at
ﬁxed times (measured in terms of waiting times), correspond-
ing to approximately every 1000 steps on average, and hence
yielding about 100 timepoints. To summarize the evolutionary
outcome, we calculated the arithmetic means of log10r, of Ldel,
and of D among the last 20 timepoints, i.e., approximating
steps 0.8 3 105 – 1 3 105.
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Evolvability
After adaptation to a trait optimum of xopt = 0 had run to
convergence (i.e., after 105 steps), we changed xopt to 2, forcing
the quantitative trait to evolve rapidly. This allows the co-option
of benign cryptic sequences an opportunity to increase evolv-
ability. We measured evolvability in two ways: as the inverse of
thewaiting time before trait x exceeded 1, and the inverse of the
waiting time before the population recovered half of the ﬁtness
it lost after xopt changed. By default, we present results showing
evolvability as time to ﬁtness recovery; evolvability as time to
trait recovery is shown only in Figure C in File S1.
We want our measures of evolvability to reﬂect a geno-
type’s potential to generate beneﬁcial mutations, but this goal
was complicated by population size. A large population ﬁnds a
given beneﬁcial mutation faster than does a small population,
inﬂating the total ﬁxation ﬂux
P
i2beneficial mutationmiNPfixðiÞ;
where miN is the inﬂux of mutations of beneﬁcial type i and
Pﬁx is their probability of ﬁxation (the latter described by
Equation 9 in File S1), in direct proportion to population size.
We therefore divided our evolvability measures by the pop-
ulation size to correct for this effect. This normalization con-
verts the population-level evolvability measure into a measure
of the population-size-independent evolvability of a single in-
dividual that has the genotype of interest.
Data availability
Source code for the simulations is available at https://github.
com/MaselLab/.All simulationswere runwithMatlab (R2014a).
Results
Recall that, in the absence of variation in expression among
genes, there are two solutions to handle erroneous expression
due to stop codon readthrough: at high population sizeN, the
local solution purges all deleterious cryptic sequences, mak-
ing high rates of readthrough harmless, while, at low N, the
global solution reduces the rate of readthrough, allowing del-
eterious cryptic sequences to accumulate near-neutrally. At in-
termediate N, we see bistability, with either solution possible,
depending on starting conditions (Figure 1, sE = 0). It is
important to note that we use the word “bistability” loosely.
Strictly speaking, bistability means that the system has two
stable steady states (here a state is deﬁned by readthrough
rate and the exact property of each cryptic sequence), i.e.,
two attractors. But, in a stochastic model, there are no attrac-
tors in the strict sense of the word, only a stationary distribu-
tion of states. We use the term bistability to refer to the case
where the stationary distributions of states have two modes.
Transitions between the two modes are rare, therefore the
two modes can be loosely interpreted as the two attractors
of the system.
Figure 1 Evolutionary dynamics are bistable in the absence of variation in
gene expression (sE = 0), but not with variation in gene expression
(sE = 2.25–3.5). We calculated the average values of r, D, and Ldel to-
ward the end of the simulations, and then measured the genotype evolv-
ability after changing the optimal trait value (see Methods for details). For
each value of N, 20 simulations were initialized at high-r conditions, and
15 at low-r conditions. For sE = 2.25–3.5, simulations from the two
initial conditions reached indistinguishable endpoints (Figure A in File S1),
so the results were pooled. The increment in N is 100.1 between 104.4 and
105.2 to increase resolution, and is 100.2 elsewhere. At sE = 0, D is in-
distinguishable from zero for N $ 105.2 under high-r conditions, and for
N $ 104.7 under low-r conditions, corresponding to Ldel being effectively
zero. In contrast, when sE = 2.25 or 3.5, because the weakness of selec-
tion on low-expression genes prevents Ldel from falling all the way to zero,
D never quite reaches zero either, despite appearing superimposable in B.
For (A–C), data are shown as mean 6SD: For evolvability (D), data are
shown as mean 6SE: For (A) and (D), these apply to log-transformed
values. Evolvability is based on time to ﬁtness recovery; see Figure C in
File S1 for similar results based on time to trait recovery. L = 600.
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Our results qualitatively reproduce the bistability reported
by Rajon and Masel (2011) for the case where there is no
expression variation among genes, though the range of val-
ues of N leading to bistability is smaller than that found in
Rajon and Masel (2011), in which a full Wright-Fisher simu-
lation is used. The smaller range of bistability in our model
could be caused by the ease with which long-term evolution
is captured using an origin-ﬁxation framework, or by other
subtle differences between the approaches, e.g., the greater
ease of compensatory evolution underWright-Fisher dynamics
than under origin-ﬁxation. We chose origin-ﬁxation mainly to
reduce the computational burden, which for our study was
increased by the need to track individual loci, in contrast to
previous work that needed only to track the number of loci
with deleterious cryptic sequence, without distinguishing their
identities (Rajon and Masel 2011, 2013).
However, bistability vanishes with variation in expression
among genes (Figure 1, sE = 2.25 and sE = 3.5). To un-
derstand why, consider a population initialized at low read-
through rate (r) and many deleterious cryptic sequences.
Because the strength of selection against a deleterious cryptic
sequence at locus i is proportional to rEi (the effect of a locus
i on D in Equation 3 is proportional to Ei), purging works at
the most highly expressed loci, even when r is low. This low-
ers the proportion D of readthrough events that are deleteri-
ous, which relaxes selection for high ﬁdelity, leading to an
increase in r. As r increases, loci with lower Ei become subject
to effective purging, which further reduces D, which feeds
back to increase r further. Because Ei is log-normally distrib-
uted, but contributes linearly to selection via D, each round
of the feedback loop involves smaller changes than the last.
Eventually, the changes are too small for selection on them
to overcome mutation bias in favor of deleterious se-
quences. Similarly, when a population is initialized at high
r, mutational degradation begins at low Ei sites, and ar-
rests when selection is strong enough to kick in. The point
of balance between mutation bias and selection deﬁnes a
single intermediate attractor for sE $ 2.25, instead of the
bistable pair of attractors found for uniform Ei (sE = 0).
For sE , 2.25, bistability is still found, but for a narrower
range of population sizes than in the absence of variation
(Figure B in File S1).
Even thoughbistability is not found forsE = 2.25, there is
still a fairly sharp dichotomy, with solutions being either local
(high r and low Ldel) or global (low r and high Ldel), and
intermediate solutions found only for a very restrictive range
of N, following a sigmoidal curve (Figure 1, A and C). Increas-
ing variation in expression among genes blurs the boundary
between the local solution and the global solution. Intermedi-
ate solutions are found for broader ranges of N as expression
variance sE increases to 3.5. The trend, as expression variance
sE increases from 0, is to ﬁrst replace bistability with a limited
range of intermediate solutions (sE = 2.25), and then for the
intermediate solutions to become more prevalent, with ex-
treme local and global solutions becoming less attainable as
sE . 2.25.
The breakdown of the local solution begins with interme-
diate values of Ldel, while the breakdown of the global solu-
tion beginswith intermediate values of r andD (Figure 1, A–C).
The breakdown of global solutions involves high-expression
loci (Figure 2), which affect Dmore than Ldel. In contrast, the
breakdown of local solutions involves low-expression loci
(Figure 2), which affect Ldel more than D. Because r is better
described as coevolving with D than with Ldel, as explained
earlier, intermediate values of r are seen more in the break-
down of global than local solutions.
A primary motivation behind characterizing the two solu-
tions is that the local solution was found to have dramatically
higher evolvability than the global solution (Rajon andMasel
2011). We therefore check whether this conclusion still
broadly stands in the presence of variation in expression
levels. The local solution promotes evolvability by making
benign cryptic sequences available for co-option. Differences
in evolvability between genotypes should therefore be largely
determined by the fraction of quantitative trait loci that carry
benign, rather than deleterious, cryptic sequences. In agree-
ment with this, evolvability inverselymirrors Ldel, as a function
of population size, i.e., evolvability (Figure 1D) resembles Ldel
(Figure 1C) far more than it resembles r (Figure 1A) or D
(Figure 1B).
Thedistinctionbetweenglobal and local solutionsbecomes
more extreme when the mutation bias toward deleterious
rather than benign cryptic sequences is increased from a 4:1
ratio toa99:1 ratio,butpersists evenwhenthemutationbias is
eliminated in favor of a 1:1 ratio (Figure 3). In the absence of
Figure 2 The effectiveness of purging a cryptic sequence of deleterious
mutations depends on its expression level. We examined the states of the
cryptic sequences of the loci with the 10 highest, the 10 lowest, and the
10 median expression levels among the 600 loci in each of the simula-
tions shown in Figure 1 (sE = 2.25). We counted how often each locus
contained a deleterious cryptic sequence among the last 20 timepoints
we had collected from that simulation. Bars represent the proportion of
time that each of the 10 loci carried a deleterious cryptic sequence,
averaged over 20 replicates, and shown as mean 6SD: Simulations were
initialized at low-r conditions.
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mutation bias, there is less evolvability to be gained by the
local relative to the global solution, since half the quantitative
loci are available for co-option regardless (Figure 3C). Nev-
ertheless, a small evolvability advantage to the local solution
can still be observed (Figure 3D). In any case, assuming mu-
tation bias toward deleterious options is biologically reason-
able, and Figure 3 shows that results are not sensitive to the
quantitative strength of our assumption on this count.
When we also account for mutation bias that tends to
increase rather than decrease the error rate r, our model
can explain the previously puzzling observation that the rate
of transcriptional errors in small-Ne endosymbiont bacteria
Buchnera is somuch higher than that of C. elegans, and almost
as high as that of large-Ne E. coli (McCandlish and Plotkin
2016; Traverse and Ochman 2016b). In extremely small pop-
ulations, even the global solution is subject to a drift barrier,
making r higher than its optimal value. For N so small such
that most r-increasing mutations pass through the drift bar-
rier, r can be almost as large as that in large populations
(Figure 4A). Despite their high error rates, these extremely
small populations also carry heavy drift loads of deleterious
cryptic products (Figure 4, B and C), consistent with the fact
that in B. aphidicola, unlike E. coli, selection is unable to re-
duce the fraction of nonsynonymous transcriptional errors
that are nonsynonymous (Traverse and Ochman 2016a).
High r shows the absence of a global solution, while high D
and Ldel show the absence of a local solution; neither solution
is found for a sufﬁciently small population. Similar error rates
in large and small populations can also be found, given bias in
mutations to r, when there is no variation in expression levels
(Figure E in File S1).
The parameters in our model can be classiﬁed into three
groups, and the exploration of their values is summarized in
Table A in File S1. The ﬁrst group controls selection coefﬁ-
cients relevant to the global vs. local solution outcome: the
variance in expression levels (sE
2), the number of loci (L,
Figure D in File S1), the cost of misfolded protein molecules
(c), and the cost of quality control (d, Figure F in File S1).
The second group controls mutation bias relevant to the
global vs. local solution outcome: the frequency with which
mutations turn deleterious cryptic sequences benign vs. the
reverse (mben:mdel), whether mutations to r tend to increase
or decrease it (P+r:P2r), and variance in the magnitude of
mutations to r (sr
2, Figure G in File S1). The third group
contains all the parameters that control the evolution of quan-
titative traits encoded by a minority of loci relevant to the
evolvability properties. Because our focus in this manuscript
is on the evolution of global vs. local solutions, not on the
precise details of the relationship between local solutions
and evolvability, these parameter values were explored less.
The inﬂuence of sE
2 dominates our results. Its effect in
eliminating bistability holds, with the one exception that
very “cheap” quality control could partially restore bistability
(Figure F in File S1). Otherwise, we found that three
parameters—c, d, and mben:mdel—are the main determinants
of the population size at which the transition between global
Figure 3 Results become more extreme when the mutation bias in the state
of a cryptic sequence is increased from a 4:1 ratio to a 99:1 ratio, but do not
disappear completely when the mutation bias is eliminated in favor of a 1:1
ratio. The location of the drift barrier shifts as a function of mutation bias, but
the dichotomy between local and global solutions (as seen in values of r and
D) is not sensitive to relaxing the mutation bias. The advantage of the local
solution with respect to evolvability [as seen in (D) and mirrored in Ldel (C)] is
more sensitive to lack of mutation bias, but is still visible even with a 1:1 ratio.
To compare results across different mutation biases, we kept the sum of the
two mutation rates constant. For the low-r initial conditions, the number
of deleterious cryptic sequences was initialized at the neutral mutational
equilibrium of L 3 mdel/(mdel + mben) (rounded to the nearest integer).
For mdel:mben = 4:1, we reused the results shown in Figure 1. For the other
ratios, ﬁve replicates were run for each initial condition, and pooled. For (A–C),
data are shown as mean 6SD. For (D), data are shown as mean 6SE. For
(A) and (D), these apply to log-transformed values. L = 600 and sE = 2.25.
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and local solutions takes place, and of the exact error rate
that evolves for global and local solutions (Table A in File S1).
The other parameters in the ﬁrst and second groups have
little or no inﬂuence on the evolutionary outcomes that we
study. In general, parameters in the ﬁrst group, controlling
selection, have stronger effects than the second group, con-
trolling mutation bias.
Discussion
When genes vary in their expression levels, the dichotomy
between the local and global solutions is replaced by a con-
tinuous transition. Very large populations still resemble the
local solution, although mutations making cryptic sequences
deleterious still pass through the drift barrier in the occasional
low-expressiongene.Very small populations still resemble the
global solution, althoughmutationsmaking cryptic sequences
deleterious may still be effectively purged in a few high-
expression genes; because their high expression dispropor-
tionately affects the burden frommisexpression, this relaxes
expression for high ﬁdelity, leading to less strict quality
control.
In agreement with drift barrier theory, large-Ne E. coli ex-
hibits a local solution—a tendency for transcription errors to
have synonymous effects—while small-Ne B. aphidicola
does not (Traverse and Ochman 2016a). While, as pre-
dicted, the global solution of low transcriptional error rates
does not obey the naïve drift barrier expectation of being
higher in B. aphidicola than in E. coli (Traverse and Ochman
2016a), nor are transcription error rates drastically lower in
B. aphidicola as predicted by previous theory on the interplay
between global and local solutions (Rajon and Masel 2011;
McCandlish and Plotkin 2016). This signiﬁcantly lower
rate relative to E. coli is, however, found in intermediate-Ne
C. elegans. Where previous work (Rajon and Masel 2011)
explained only the relative rates for E. coli and C. elegans,
here we also explain the high error rate of B. aphidicola by
taking into account a drift barrier on the global solution of
low error rates. This drift barrier is signiﬁcant because of
mutation bias toward higher error rates. Small B. aphidicola
populations have higher error rates than C. elegans because it
is the best that evolution at low Ne can manage, despite the
deleterious consequences; large E. coli populations have sim-
ilarly high error rates because, with the worst consequences
of error already purged, they do not need to incur the cost
that quality control entails.
With small amounts of variation in expression among genes,
the range of intermediate values of Ne for which bistability
is found shrinks. With more variation, bistability vanishes in
favor of a sigmoidal transition between global and local so-
lutions. With still more, the sigmoid is smoothed out, and
intermediate solutions are found for most values of Ne.
To interpret our results correctly, we must therefore esti-
mate the degree to which genes vary. The results presented
here focus on two estimates of the variance in log-expression
in yeast, namely sE of 2.25 and 3.5. However, variation
among genes in the deleterious consequences of misfolding,
in addition to variation in expression levels, mightmake larger
sE a better model of reality, further supporting a continuum of
Figure 4 Mutation bias tends to increase r, such that even the global
solution breaks down in sufﬁciently small populations. P+r is the probability
that a mutation increases r, and P2r is the probability of a decrease. Each
data point, (except those taken from Figure 1 with P+r:P2r = 1:1 and
N = 103.6–106.0), is pooled from ﬁve replicates of high-r initial conditions
and ﬁve replicates of low-r initial conditions. Because we assume multipli-
cative mutational effects to r, its value converges even for extremely small
N. i.e., as r increases, the additive effect size Dr of a typical mutation also
increases, preventing it from passing through the drift barrier. For (A–C),
data are shown as mean6SD. For (D), data are shown as mean6SE. For (A)
and (D), these apply to log-transformed values. L = 600 and sE = 2.25.
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intermediate solutions. In other words, the value of c in Equa-
tion 3 may vary among genes. Note that apart from the
second-order r2 term, the cost of a deleterious misfolded
protein i depends only on the product of ci and expression
level Ei. Given log-normal distributions of ci and expression
level Ei, the variance of the log-product is equal to the sum of
the two log-variances, so we can transform this scenario into
one where c is constant, and sE
2 is equal to this sum. This can
be done because changing ci and Ei only affectswmisfolding, and
not other factors such as the magnitude of a locus’s inﬂuence
on the quantitative trait. In other words, adding variation to
c is almost equivalent to increasing the variance in expression
levels.
The values ofmdel andmbenmayalso vary among genes.Drift
barrier effects operate via the effect of population size on the
fate of deleterious not beneﬁcial mutations—if purging is efﬁ-
cient, then the beneﬁcial mutation rate does not matter, be-
cause a single beneﬁcial mutation is enough. We therefore
focus on mdel. The inclusion of a benign-to-deleterious muta-
tionMi at locus i depends on the product of mdel at locus i and
Mi’s probability ofﬁxation. It seems likely that variation among
genes in the probability that a deleterious cryptic sequence
becomes ﬁxed will swamp variation in the deleterious muta-
tion rate—variation in expression levels causes the former to
vary over orders of magnitude. Note that, as for the case of
variation in c, it is possible to construct a manipulation of Ei
that has the same effect on the relevant product, via the prob-
ability of ﬁxation, as would occur given a change inmdel. While
this case is less neat than for the product ciEi, it illustrates that a
model of variation in expression levels can reﬂect, to some
extent, the effect of variation in mdel.
Ourmodelmakes threecritical assumptions,whichmustbe
understood for the results to be interpreted appropriately.
First, a “locus” in our model consists of one regular and one
cryptic sequence. The primary example that we used to pa-
rameterize the simulations posits an entire protein-coding
gene as the regular sequence, and the extended polypeptide
resulting from stop codon readthrough as the cryptic alterna-
tive. In the example of transcriptional errors, a locus is a
single codon, with its corresponding amino acid being the
regular sequence, and the most common consequence of a
transcriptional error as the cryptic. The case of one regular
sequence and many alternative cryptic ones has not been
modeled. Similarly, proteins may each have a regular fold
or binding partner, and our model considers the contrast be-
tween this state and a single cryptic alternative.
Second,weassumethat the rateofgeneexpressionerrors is
set globally, across all loci. In reality, individual context may
also affect the error rate, giving error rates a local solution
aspect as well. A model of three rather than two interacting
solutions—global error rates, local error rates, and local ro-
bustness to the consequences of error—remains for future
work. Perhaps highly expressed genes will have both more
benign cryptic sequences and lower rates of error, or perhaps
the evolution of one kind of local solution will alleviate the
need for another. Testing this empirically requires data on
site-speciﬁc error rates, and on a credible marker for the
benign status of members of an identiﬁable class of cryptic
sequences. Such tools are now becoming available, and in-
deedwe recently found a positive correlation between a large
number of readthrough errors at a particular stop codon and
the benign status of the readthrough translation product
(L. J. Kosinski et al. unpublished results). We also reanalyzed
the data of Traverse and Ochman (2016a) to ﬁnd that highly
expressed transcripts have lower transcriptional error rates
(K. Meer et al. unpublished results).
Finally, we assume that the consequences of errors have a
bimodal distribution: either highly deleterious or largely
benign, but rarely in between. In other words, we assume
that a basic phenomenon in biology is that changes tend to
either break something, or to tinker with it. There are a
variety of lines of evidence supporting this intuitively rea-
sonable assumption (Fudala and Korona 2009; Wylie and
Shakhnovich 2011).
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Implementation of origin‐fixation simulations 
Origin‐fixation models are often implemented via a crude rejection algorithm; large numbers of 
mutations are simulated, and each is accepted as a successful fixation event if and only if a 
random number sample from the uniform [0, 1] distribution falls below its (fairly low) fixation 
probability. For large N, this method is computationally slow when significant numbers of 
nearly neutral mutations must be sampled before one fixes with probability ~1/N. Given that 
our model posits only a relatively small range of possible mutations, we instead sampled only 
mutations that go on to become fixed, by sampling according to the relative values of “fixation 
flux”, proportional to mutation rate  fixation probability for each of our six categories of 
mutation. In other words, we used a form of the Gillespie (1977) algorithm. 
 
In a haploid population of size N, the probability of fixation of a new mutant into a resident 
population is given by  
 
௙ܲ௜௫ ൌ ଵି௘షೞଵି௘షಿೞ                       (9) 
 
where s = wmutant/wresident‐1. It is then straightforward to calculate fixation flux values for all 
possible switches between benign and deleterious states: 
 
ௗ݂௘௟_௧௢_௕௘௡ ൌ ܰߤ௕௘௡ ෍ ௙ܲ௜௫ሺ݈݀݁_ݐ݋_ܾ݁݊_ܽݐ_݅ሻ௜∈௟௢௖௜_௪௜௧௛_ௗ௘௟_௖௥௬௣௧_௦௘௤ 																																										ሺ10ሻ 
௕݂௘௡_௧௢_ௗ௘௟ ൌ ܰߤௗ௘௟ ෍ ௙ܲ௜௫ሺܾ݁݊_ݐ݋_݈݀݁_ܽݐ_݅ሻ௜∈௟௢௖௜_௪௜௧௛_௕௘௡_௖௥௬௣௧_௦௘௤ 																																										ሺ11ሻ 
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Matters are slightly more complicated for quantitative mutations to α, β and ρ, because we 
must integrate the fixation flux over all possible sizes (∆ߙ௞, ∆ߚ௞, and ∆logଵ଴ߩ) for a mutation at 
a given locus, prior to summing across loci to arrive at the fixation flux for an entire mutational 
category:  
 
ఈ݂ ൌ ܰߤఈ෍න ௙ܲ௜௫ሺ∆ߙ௞ሻܲሺ∆ߙ௞ሻ݀∆ߙ௞௄௞ 																																																																																													ሺ12ሻ 
ఉ݂ ൌ ܰߤఉ෍න ௙ܲ௜௫ሺ∆ߚ௞ሻܲሺ∆ߚ௞ሻ݀∆ߚ௞௄௞ 																																																																																														ሺ13ሻ 
ఘ݂ ൌ ܰߤఘන ௙ܲ௜௫ሺ∆logଵ଴ߩሻܲሺ∆logଵ଴ߩሻ݀∆݈݋ ଵ݃଴ߩ																																																																												ሺ14ሻ 
 
where P(Δαk), P(Δβk), and P(Δlog10ρ) are the probability densities for the magnitude of a given 
kind of mutation. 
 
We use the quadrature method to calculate the integral over these possibilities, using a grid of 
2000, limited for Δαk to the interval [–αk/a‐5σm/K, –αk/a+5σm/K], for Δβk to the interval [–βk/a‐
5σm/K, –βk/a+5σm/K], and for Δlog10ρ, to the interval [‐10σρ, min(10σρ , ‐log10ρ)]. In the latter 
case, the number of grid intervals is reduced proportional to any truncation of the interval at     
‐log10ρ.  
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For mutational co‐options of benign cryptic sequences, the effect of replacing the value of αk 
with that of αk+βk is fixed, but there is also a stochastic range of effects of initializing a new βk 
and a new Bk (Eq. 15). Let P(βk') be the probability density of a new βk given by Normal(0, V(a, K, 
σm)), and ܲሺܤ௞ᇱ ൌ 1ሻ ൌ 1 െ ܲሺܤ௞ᇱ ൌ 0ሻ be the probability that a new Bk equals to 1, and hence 
the new βk  affects the trait value. The fixation flux associated with cooption mutations we 
obtained numerically by integration over the range [‐5σm/K, 5σm/K]: 
 
௖݂௢௢௣௧ ൌ ܰߤ௖௢௢௣௧ ෍ ቌܲሺܤ௞ᇱ ൌ 1ሻන ௙ܲ௜௫ሺߚ௞ᇱ , ܤ௞ᇱ ൌ 1ሻܲሺߚ௞ᇱ ሻ݀ߚ௞ᇱ൅ܲሺܤ௞ᇱ ൌ 0ሻ ௙ܲ௜௫ሺܤ௞ᇱ ൌ 0ሻ ቍ			௄௞∈௟௢௖௜_௪௜௧௛_௕௘௡_௖௥௬௣௧_௦௘௤ ሺ15ሻ 
 
The expected waiting time before the current genotype is replaced by another is 
 waiting	time ൌ ଵ୲୭୲ୟ୪	୤୧୶ୟ୲୧୭୬	୤୪୳୶	୭୴ୣ୰	ୟ୪୪	ୱ୧୶	ୡୟ୲ୣ୥୭୰୧ୣୱ                                           (16) 
 
A  standard Gillespie  (1977)  algorithm would  calculate  the  realized waiting  time  as  a  random 
number drawn from an exponential distribution with this mean. Since we are only interested in 
the outcome of evolution, and not the variation in its timecourse, we used the expected waiting 
time instead, decreasing our computation time. The waiting time can be interpreted as the time 
it  takes  for  a mutation  destined  for  fixation  to  appear,  neglecting  the  time  taken during  the 
process of fixation itself. Using this interpretation, we specify waiting times in terms of numbers 
of generations, based on our assumptions about absolute mutation rates. 
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We assign the identity of the next fixation event among the six categories according to 
probabilities proportional to their relative fixation fluxes, then we assign the identity within the 
category. For switches between benign and deleterious states, allocating a fixation event within 
a category according to the relative values of fixation fluxes is straightforward. For mutations to 
ρ, α, and β, and mutational co‐option, we relax the granularity and cutoff assumptions of the 
grid‐integration method when choosing a mutation within the category. Instead, we sample a 
mutational value of Δlog10ρ from Normal(ρbias, σρ2). We reject and resample Δlog10ρ if Δlogଵ଴ߩ ൒ െlogଵ଴ߩ. Otherwise, we accept vs. reject‐resample according to the fixation 
probability of that exact mutation, by comparing this probability to a random number uniformly 
distributed at [0, 1.1the maximum fixation probability across the grid points previously 
calculated for Δlog10ρ during our grid calculation]. For Δα (or Δβ), the procedure is conceptually 
similar but has a more complicated implementation. We first sample from Normal(0, (σm /K)2). 
We then add the random number to each of the values of –αk/a, and calculate the sum of 
corresponding fixation probabilities across all loci k. We accept vs. reject‐resample the 
mutation by comparing this sum to a random sample from a uniform distribution at [0, 1.1the 
maximum corresponding fixation probability sum calculated during our grid calculation]. If the 
mutation is accepted, we allocate it to a locus k with probability proportional to their relative 
fixation probabilities. For mutational co‐option of a benign cryptic sequence, the main effect is 
to replace αk with αk+βk, but there are also subtler effects arising from the reinitialization of the 
new cryptic sequence. Any of the k loci for which B = 1 are eligible for co‐option, the new value 
of B may be either 0 to 1, and the new βk may take a range of values. Each combination of k and 
new B has its own fitness flux, and the first choice is among these {k, B} pairs. Next we sample 
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βk from Normal(0, (σm/K)2); for a new B equal to 0 we always accept the result, and for new B 
equal to 1, we accept vs. reject‐resample βk by comparing its probability of fixation to a random 
sample from a uniform distribution at [0, 1.1the maximum corresponding fixation probability 
sum calculated during our grid calculation]. 
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Figure A: At σE = 2.25, the final state of 
the evolutionary simulation does not 
depend on the initial conditions. The 
data shown here is the same as that 
shown pooled in Fig. 1. 
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Figure B: The range of population sizes that exhibit significant bistability drops dramatically 
even for σE < 2.25. We used average values of ρ towards the end of the simulations as a 
measure of the solution found by each replicate. For each initial condition, we averaged over 
five replicates (except for σE = 0, 2.25, and 3.5, where we reused the 20 replicates of Fig. 1), and 
over each of the values of N between 103.6 to 106, with an increment of 100.2. The extent of 
bistability was assessed as ∑ ሺlogଵ଴̅ߩ௜௡௜௧_௟௢௪	 െ logଵ଴̅ߩ௜௡௜௧_௛௜௚௛ሻଶே . L = 600. 
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Figure C: The time taken for the trait to approach the new value of xopt behaves similarly to the 
recovery time of fitness shown in Fig. 1D. The same simulations were used as in Fig. 1. At σE = 
2.25 and σE = 3.5, we pooled the results from high‐ρ and low‐ρ conditions. Evolvability is shown 
as meanേSE of the log‐transformed values. L = 600. 
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Figure D: Changing the number of loci does 
not qualitatively change our results. 
Quantitatively, fewer loci favor more local 
solutions. Changing L alters the average 
contribution of each locus to D. This alters the 
average strength of selection on each locus, 
independent of population size. Therefore, 
the same solutions, characterized by the 
values of ρ and D, are “shifted” to small 
values of N as L decreases. While L changed, 
we held the number of quantitative trait loci 
constant at 50. For L = 600, we reused the 
results shown in Fig. 1. For other values of L, 
five replicates were run for each of the two 
initial conditions. We pooled results from 
both initial conditions across all values of L. 
We normalized Ldel to the neutral mutational 
equilibrium of Lൈµdel/(µdel+µben). For panels A 
to C, data is shown as meanേSD. For D, data 
is shown as meanേSE. For A and D, these 
apply to log‐transformed values. σE = 2.25.
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Figure E: Fig. 4 results (that the global 
solution breaks down in sufficiently small 
populations) remain true in the absence 
of variation of expression levels. Data 
points between N = 103.6 to N = 106.0 and 
P+ρ:P‐ρ = 1:1, are reused from Fig. 1; for 
the others, we performed 5 replicates for 
each condition. For panels A to C, data is 
shown as meanേSD. For D, data is shown 
as meanേSE. For A and D, these apply to 
log‐transformed values. L = 600. 
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Figure F: Increasing the cost of quality 
control δ expands global solutions to 
smaller populations and reduces the 
differences in error rates as a function of 
population size. For δ = 10‐2.5, we reused 
the data from Fig. 1; for each of the other 
values of δ, we ran 5 replicates from the 
high‐ρ initial condition and 5 from the 
low‐ρ initial condition. Each data point 
represents the pooled results from the 
two initial conditions. For panels A to C, 
data is shown as meanേSD. For D, data is 
based on time to fitness recovery and is 
shown as meanേSE. For A and D, the 
mean, SD and SE are calculated on log‐
transformed values. The large error bars 
at N = 105.8 under δ = 10‐3.5 across all 
panels are due to different initial 
conditions, which is a sign of bistability. L 
= 600, σE = 2.25. 
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Figure G: The variance in the magnitude of 
mutations to ρ does not affect a 
population’s solution to error or 
evolvability. For σρ = 0.2, we reused the 
data from Fig. 1; for each of the other 
values of σρ, we ran 5 replicates from each 
of the two initial conditions. We pooled 
results from the two initial conditions for 
each data point. For panels A to C, data is 
shown as meanേSD. For D, data is based 
on time to fitness recovery and is shown 
as meanേSE. For A and D, these apply to 
log‐transformed values. L = 600, σE = 2.25.
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Table A: Summary of model parameters 
[1] The numbers outside parentheses are the default values and the numbers inside indicate the parameter range explored.  
[2] Rajon and Masel (2011)
Group  Parameter  Biological meaning  Exploration 
Parameter 
values in 
model[1] 
Influence on global v. local solutions 
Selection for 
local vs. global 
solution 
σE2  Variance of log2 expression among loci  Fig. 1, Fig. S2  5.1 (0‐12.3)  Central finding: lower σE2 promotes dichotomy 
c  Cost of misfolding  Fig. S3[2]  20 (7‐28[2]) 
Large c makes ρ smaller, with a slightly larger impact on 
global solutions, and expands the bistable region to 
smaller populations. 
δ  Scaling of quality control costs  Fig. S6  10‐2.5 (10‐0.5‐10‐3.5) 
Higher cost makes ρ larger, with a larger impact on global 
solutions, and expands global solutions to smaller 
populations   
L  Total number of loci  Fig. S4, Fig. S2[2]  600 (200‐1000) 
Lower L shift the transition between local and global 
solutions to smaller populations, but maintain the shape 
of the transition    
Mutation bias 
for local vs. 
global 
solution 
μdel  Rate of benign‐to‐deleterious mutations  Fig. 3  μdel:μben = 4:1  (1:1‐99:1) 
Stronger mutation bias lowers ρ and shifts the transition 
between local and global solutions to larger populations μben  Rate of deleterious‐to‐benign mutations 
P+ρൈμρ  Rate of mutations that increase ρ 
Fig. 4, Fig. S5 
P+ρ:P‐ρ = 1:1 
(1:1‐99:1) 
 
Mutation bias prevents extremely small populations from 
reducing ρ P‐ρൈμρ  Rate of mutations that decrease ρ 
σρ2  var(mutations to ρ)  Fig. S7  0.04 (2.5ൈ10‐3‐ 0.64)  No apparent influence 
Relevant only 
for 
quantitative 
effects and 
evolvability 
(of peripheral 
interest to our 
central 
findings) 
K  Number of quantitative trait loci  Fig. S7[2]  50 (5‐50[2]) 
‐ 
a  Speed that α and β revert to mean  Fig. S10[2]  750 (250‐2000[2]) 
μcoopt  Rate of co‐option mutations  ‐  2.56ൈ10‐9 
μα  Rate of mutations to α    ‐  3ൈ10‐7 
μβ  Rate of mutations to β  ‐  3ൈ10‐8 
σm2  σm2/K = var(mutations to α and β)  Fig. S8[2]  0.25 (0.04‐1[2]) 
σf  Strength of selection on trait 
No loss of generality 
when σm2 only is 
explored 
0.2 
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Abstract 
 
We develop a null model of the evolution of transcriptional regulatory networks, and use it to 
support an adaptive origin for a canonical “motif”, a 3-node feed-forward loop (FFL) 
hypothesized to filter out short spurious signals by integrating information from a fast and a 
slow pathway. Our mutational model captures the intrinsically high prevalence of weak affinity 
transcription factor binding sites. We also capture stochasticity and delays in gene expression 
that distort external signals and intrinsically generate noise. Functional FFLs evolve readily under 
selection for the hypothesized function, but not in negative controls. Interestingly, a 4-node 
“diamond” motif also emerged as a short spurious signal filter. The diamond uses expression 
dynamics rather than path length to provide fast and slow pathways. When there is no external 
spurious signal to filter out, but only internally generated noise, only the diamond and not the 
FFL evolves.  
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Introduction 
 
Transcriptional regulatory networks (TRNs) are integral to development and physiology, and 
underlie all complex traits. An intriguing finding about TRNs is that certain topological “motifs” 
of interconnected transcription factors (TFs) are over-represented relative to random re-wirings 
that preserve the frequency distribution of connections. The significance of this finding remains 
open to debate. 
 
The canonical example is the feed-forward loop (FFL), in which TF A regulates a target C both 
directly, and indirectly via TF B, and no regulatory connections exist in the opposite direction1-3. 
Each of the three regulatory interactions in a FFL can be either activating or repressing, so there 
are eight distinct kinds of FFLs (Fig. S1)4. Given the eight frequencies expected from the ratio of 
activators to repressors, two of these kinds of FFLs are significantly over-represented4. In this 
paper, we focus on one of these two over-represented types, namely the type 1 coherent FFL 
(C1-FFL), in which all three links are activating rather than repressing (Fig. S1, top left). C1-FFL 
motifs are an active part of systems biology research today, e.g. they are used to infer the 
function of specific regulatory pathways5, 6. 
 
The over-representation of FFLs in observed TRNs is normally explained in terms of selection 
favoring a function of FFLs. Specifically, the most common adaptive hypothesis is that cells often 
benefit from ignoring short-lived signals and responding only to durable signals3, 4, 7. Evidence 
that C1-FFLs can perform this function comes from the behavior both of theoretical models4 and 
of in vivo gene circuits7. A C1-FFL can achieve this function when its regulatory logic is that of an 
“AND” gate, i.e. both the direct path from A to C and the indirect path from A to B to C must be 
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activated before the response is triggered. In this case, the response will only be triggered if, by 
the time the signal trickles through the longer path, it is still active on the shorter path as well. 
This yields a response to long-lived signals but not short-lived signals. 
 
However, just because a behavior is observed, we cannot conclude that the behavior is a 
historical consequence of past selection favoring that behavior8, 9. The explanatory power of this 
adaptive hypothesis of filtering out short-lived and spurious signals needs to be compared to 
that of alternative, non-adaptive hypotheses10. The over-representation of C1-FFLs might be a 
byproduct of some other behavior that was the true target of selection11. Alternatively, it might 
be an intrinsic property of TRNs generated by mutational processes – gene duplication patterns 
have been found to enrich for FFLs in general12, although not yet C1-FFLs in particular. 
Adaptationist claims about TRN organization have been accused of being just-so stories, with 
adaptive hypotheses still in need of testing against an appropriate null model of network 
evolution13-23. 
 
Here we develop such a computational null model of TRN evolution, and apply it to the case of 
C1-FFL over-representation. We include sufficient realism in our model of cis-regulatory 
evolution to capture the non-adaptive effects of mutation in shaping TRNs. In particular, we 
consider “weak” TF binding sites (TFBSs) that can easily appear de novo by chance alone, and 
from there be selected to bind a TF more strongly, as well as simulating mutations that duplicate 
and delete genes. 
 
We also capture the stochasticity of gene expression, which causes the number of mRNAs and 
hence proteins to fluctuate24, 25. This is important, because demand for spurious signal filtering 
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and hence C1-FFL function may arise not just from external signals, but also from internal 
fluctuations. Stochasticity in gene expression also shapes how external spurious signals are 
propagated. Stochasticity is a constraint on what TRNs can achieve, but it can also be adaptively 
co-opted in evolution26; either way, it might underlie the evolution of certain motifs. Most other 
computational models of TRN evolution that consider gene expression as the major phenotype 
do not simulate stochasticity in gene expression (but see three notable exceptions27-29).  
 
Here we ask whether AND-gated C1-FFLs evolve as a response to selection for filtering out short 
and spurious external signals. Our new model allows us to compare the frequencies of network 
motifs arising in the presence of this hypothesized evolutionary cause to motif frequencies 
arising under non-adaptive control simulations, i.e. evolution under conditions that lack short 
spurious external signals while controlling both for mutational biases and for less specific forms 
of selection. We also ask whether other network motifs evolve to filter out short spurious 
signals, and if so, whether different conditions favor the appearance of different motifs during 
evolution. 
 
Model overview 
 
We simulate the dynamics of TRNs as the TFs activate and repress one another’s transcription 
over developmental time, to generate gene expression phenotypes on which selection then acts 
over longer evolutionary timescales. For each moment in developmental time, we simulate the 
numbers of nuclear and cytoplasmic mRNAs in a cell, the protein concentrations, and the 
chromatin state of each gene in a haploid genome. Transitions between three possible 
chromatin states -- Repressed, Intermediate, and Active -- are a stochastic function of TF 
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binding, and transcription initiation from the Active state is also stochastic. An overview of the 
model is shown in Fig. 1. The pattern of TF binding affects chromatin, which affects transcription 
rates, eventually feeding back to affect the concentration of TFs and hence their binding. The 
genotype is specified by a set of cis-regulatory sequences that contain TFBSs to which TFs may 
bind, by which consensus sequence each TF recognizes and with what affinity, and by 5 gene-
specific parameters that control gene expression as a function of TF binding: mean duration of 
transcriptional bursts, mRNA degradation, protein production, and protein degradation rates, 
and gene length (which affects delays in transcription and translation). An external signal (Fig. 
1A red) is treated like another TF, and the concentration of an effector gene (Fig. 1A blue) in 
response is a primary determinant of fitness, combined with a cost associated with gene 
expression (Fig. 1B). Mutants replace resident genotypes as a function of the difference in 
estimated fitness (Fig. 1C). Parameter values, taken as far as possible from Saccharomyces 
cerevisiae, are summarized in Table S1. Source code in C is available at 
https://github.com/MaselLab/network-evolution-simulator. 
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Figure 1. Overview of the model. (A) Simulation of gene expression phenotypes. We show a 
simple TRN with one TF (yellow) and one effector gene (blue), with arrows for major biological 
processes simulated in the model. (B) Phenotype-fitness relationship. Fitness is primarily 
determined by the concentration of an effector protein (here shown as beneficial as in Eq. 1, but 
potentially deleterious in a different environment as in Eq. 2), with a secondary component 
coming from the cost of gene expression (proportional to the rate of protein production), 
combined to give an instantaneous fitness at each moment in developmental time. (C) 
Evolutionary simulation.  A single resident genotype is replaced when a mutant’s estimated 
fitness is high enough. Stochastic gene expression adds uncertainty to the estimated fitness, 
allowing less fit mutants to occasionally replace the resident, capturing the flavor of genetic 
drift. 
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Transcription factor binding 
 
Transcription of each gene is controlled by TFBSs present within a 150-bp cis-regulatory region. 
When bound, a TF occupies a stretch of DNA 14 bp long. In the center of this stretch, each TF 
recognizes an 8-bp consensus sequence, and binds to it with a TF-specific (and mutable) 
dissociation constant Kd(0). TFs also bind somewhat specifically when there are one or two 
mismatches, with Kd(1) and Kd(2) values calculated from Kd(0) according to a model of 
approximately additive binding energy per base pair. With three mismatches, binding occurs at 
the same background affinity as to any 14 bp stretch of DNA. We model competition between a 
smaller number of specific higher-affinity binding sites and the much larger number of non-
specific binding sites, the latter corresponding to the total amount of nucleosome-free sequence 
in S. cerevisiae. Competition with non-specific binding can be approximated by using an 
effective dissociation constant ?̂?𝑑 = 10𝐾𝑑. See Supplementary Text Section 1 for justification 
and details of these model choices.  
 
Each TF is either an activator or a repressor. The algorithm for obtaining the probability 
distribution for A activators and R repressors being bound to a given cis-regulatory region at a 
given moment in developmental time is described in Supplementary Text Section 2. 
 
Transcriptional regulation 
 
Activation of the effector gene requires at least two TFBSs to be occupied by activators – not 
necessarily different activators. The requirement for two activators makes the effector gene 
capable of evolving an AND-gate via a configuration of TFBSs in which the only way to have two 
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TFs bound is for them to be different TFs (Fig. 2). All other genes are AND-gate-incapable, 
meaning that their activation requires only one TFBS to be occupied by an activator. 𝑃𝐴 denotes 
the probability of having at least one activator bound for an AND-gate-incapable gene, or two 
for an AND-gate-capable gene. 𝑃𝑅 denotes the probability of having at least one repressor 
bound.  
 
Figure 2. The numbers of TFBSs, and any hindrance between them, determine the regulatory 
logic of effector expression. We use the pattern of TFBSs (red and yellow bars along black cis-
regulatory sequences) to classify the regulatory logic of the effector gene. C1-FFLs are classified 
first by whether or not they are capable of simultaneously binding the signal and the TF (top vs 
bottom). Further classification is based on whether either the signal or the TF has multiple non-
overlapping TFBSs, allowing it to activate the effector without help from the other (solid arrow). 
The three subtypes on the bottom (where the signal and TF cannot bind simultaneously) are 
rarely seen; they are unless otherwise indicated included in “Any logic” and “non-AND-gated” 
tallies, but are not analyzed separately. Two of them involve emergent repression, creating 
“incoherent” feed-forward loops (see Fig. S1 for full FFL naming scheme). Emergent repression 
occurs when the binding of one activator to its only TFBS prevents the other activator from 
binding to either of its two TFBSs, hence preventing simultaneous binding of two activators.  
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Noise in yeast gene expression is well described by a two step process of transcriptional 
activation30, 31, e.g. nucleosome disassembly followed by transcription machinery assembly. We 
denote the three corresponding possible states of the transcription start site as Repressed, 
Intermediate, and Active (Fig. 1A). Transitions between the states depend on the numbers of 
activator and repressor TFs bound (e.g. via recruitment of histone-modifying enzymes32, 33). We 
make conversion from Repressed to Intermediate a linear function of 𝑃𝐴, ranging from the 
background rate 0.15 min-1 of histone acetylation34 (presumed to be followed by nucleosome 
disassembly), to the rate of nucleosome disassembly 0.92 min-1 for the constitutively active 
PHO5 promoter30: 
 𝑟𝑅𝑒𝑝_𝑡𝑜_𝐼𝑛𝑡 = 0.92𝑃𝐴 + 0.15(1 − 𝑃𝐴). 
 
We make conversion from Intermediate to Repressed a linear function of 𝑃𝑅, ranging from a 
background histone de-acetylation rate of 0.67 min-1 [34], up to a maximum of 4.11 min-1 (the 
latter chosen so as to keep a similar maximum:basal rate ratio as that of rRep_to_Int): 
 𝑟𝐼𝑛𝑡_𝑡𝑜_𝑅𝑒𝑝 = 4.11𝑃𝑅 + 0.67(1 − 𝑃𝑅). 
 
We assume that repressors disrupt the assembly of transcription machinery35 to such a degree 
that conversion from Intermediate to Active does not occur if even a single repressor is bound. 
In the absence of repressors, activators facilitate the assembly of transcription machinery36. 
Brown et al.30 reported that the rate of transcription machinery assembly is 3.3 min-1 for a 
constitutively active PHO5 promoter, and 0.025 min-1 when the Pho4 activator of the PHO5 
promoter is knocked out. We use this range to set 
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 𝑟𝐼𝑛𝑡_𝑡𝑜_𝐴𝑐𝑡 = 3.3𝑃𝐴_𝑛𝑜_𝑅 + 0.025𝑃𝑛𝑜𝑡𝐴_𝑛𝑜_𝑅 
 
where PA_no_R is the probability of having no repressors and either one (for an AND-gate-
incapable gene) or two (for an AND-gate-capable gene) activators bound, and 𝑃𝑛𝑜𝑡𝐴_𝑛𝑜_𝑅 is the 
probability of having no TFs bound (for AND-gate-incapable genes) or having no repressors and 
not more than one activator bound (for AND-gate-capable genes). 
 
The promoter sequence not only determines which specific TFBSs are present, but also 
influences non-specific components of the transcriptional machinery37, 38. We capture this via 
gene-specific but TF-binding-independent rates rAct_to_Int with which the machinery disassembles 
and a burst of transcription ends. In other words, we let TF binding regulate the frequency of 
“bursts” of transcription, while other properties of the cis-regulatory region regulate their 
duration. For example, the yeast transcription factor Pho4 regulates the frequency but not 
duration of bursts of PHO5 expression, by regulating the rates of nucleosome removal and of 
transition to but not from a transcriptionally active state30. Parameterization of rAct_to_Int is 
described in Supplementary Text Section 3.  
 
mRNA and protein dynamics 
 
All genes in the Active state initiate new transcripts stochastically at rate rmax_transc_init = 6.75 
mRNA/min30, while the time for completing transcription depends on gene length (see 
Supplementary Text Section 4 for parameterization of gene length and associated delay times). 
We model a second delay before a newly completed transcript produces the first protein, which 
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we assume is dominated by translation initiation (length-independent) plus elongation (length-
dependent) and not splicing or mRNA export (see Supplementary Text Section 5). After the 
second delay, we model protein production as continuous at a gene-specific rate rprotein_syn (see 
Supplementary Text Section 5).  
 
Protein transport into the nucleus is rapid39 and is approximated as instantaneous and 
complete, so that the newly produced protein molecules immediately increase the probability of 
TF binding. Each gene has its own mRNA and protein decay rates, initialized from distributions 
taken from data (see Supplementary Text Section 6). 
 
All the rates regarding transcription and translation are listed in Table S1, including distributions 
estimated from data, and hard bounds imposed to prevent unrealistic values arising during 
evolutionary simulations. 
 
Developmental simulation 
 
Our algorithm is part stochastic, part deterministic. We use a Gillespie algorithm40 to simulate 
stochastic transitions between Repressed, Intermediate, and Active chromatin states, and to 
simulate transcription initiation and mRNA decay events. Fixed (i.e. deterministic) delay times 
are simulated between transcription initiation and completion, and between transcript 
completion and the production of the first protein. Protein production and degradation are 
described deterministically with ODEs, and updated frequently in order to recalculate TF 
concentrations and hence chromatin transition rates. Details of our simulation algorithm are 
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given in the Supplementary Text Section 7. We initialize developmental simulations with no 
mRNA or protein, and all genes in the Repressed state. 
  
Selection  
 
Filtering out short spurious signals is a special case of signal recognition. In environment 1, 
expressing the effector is beneficial, and in environment 2 it is deleterious. We select for TRNs 
that take information from the signal and correctly decide whether to express the effector. 
Fitness is a weighted average across separate developmental simulations in the two 
environments, one with a signal and one without. In both cases, we begin each developmental 
simulation with no signal. To ensure that gene expression changes in response to the signal, and 
not via an internal timer, we simulate a burn-in phase with duration drawn from an exponential 
distributed truncated at 30 minutes, with un-truncated mean of 10 minutes. By having no fitness 
effects of gene expression during the burn-in, we eliminate a significant source of noise in 
fitness estimation due to variable burn-in duration. In our control condition, at the end of the 
burn-in, the signal suddenly switches to a constant “on” level in environment 1, and remains off 
in environment 2. In our test condition (Fig. 3), the signal is turned on in the same way in 
environment 1 but is also briefly turned on (for the first 10 minutes after the burn-in) in 
environment 2 – selection is to ignore this short spurious signal. The signal is treated as though 
it were an activating TF whose concentration is controlled externally, with an “off” 
concentration of zero and an “on” concentration of 1,000 molecules per cell, which is the typical 
per-cell number of a yeast TF41.  
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Figure 3. Selection for filtering out short spurious signals. Each selection condition averages 
fitness across simulations in two environments. The effectors have different fitness effects in 
the two environments, and the signal also behaves differently in the two environments. 
Simulations begin with zero mRNA and protein, and all genes at the Repressed state. Each 
simulation is burned in for a randomly sampled length of time in the absence of signal (shown 
here as 10 minutes in environment 1, and 15 minutes in environment 2), and continues for 
another 90 minutes after the burn-in. The signal is shown in black. Red illustrates a good 
solution in which the effector responds appropriately in each of the environments, while blue 
shows an inferior solution. See Fig. S2 for examples of high-fitness and low-fitness evolved 
phenotypes, where, as shown in this schematic, high-fitness solutions have longer delays 
followed by more rapid responses thereafter. 
 
We make fitness quantitative in terms of a “benefit” 𝐵(𝑡) as a function of the amount of 
effector protein Ne(t) at developmental time t. Our motivation is a scenario in which the effector 
protein is responsible for directing resources from a metabolic program favored in environment 
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2 to a metabolic program favored in environment 1. In environment 1, where the effector 
produces benefits,  
 
𝐵(𝑡) = {𝑏𝑚𝑎𝑥 𝑁𝑒(𝑡)𝑁𝑒_𝑠𝑎𝑡 , 𝑁𝑒(𝑡) < 𝑁𝑒_𝑠𝑎𝑡𝑏𝑚𝑎𝑥, 𝑁𝑒(𝑡) ≥ 𝑁𝑒_𝑠𝑎𝑡,      (1)  
 
where bmax is the maximum benefit if all resources were redirected, and Ne_sat is the minimum 
amount of effector protein needed to achieve this. Similarly, in environment 2  
 
𝐵(𝑡) = {𝑏𝑚𝑎𝑥 − 𝑏𝑚𝑎𝑥 𝑁𝑒(𝑡)𝑁𝑒𝑠𝑎𝑡 , 𝑁𝑒(𝑡) < 𝑁𝑒𝑠𝑎𝑡0, 𝑁𝑒(𝑡) ≥ 𝑁𝑒𝑠𝑎𝑡 .     (2) 
 
We set Ne_sat to 10,000 molecules, which is about the average number of molecules of a 
metabolism-associated protein per cell in yeast41. Without loss of generality given that fitness is 
relative, we set bmax to 1.  
 
A second contribution to fitness comes from the cost of gene expression C(t) (Fig. 1B, middle). 
We make this cost proportional to the total protein production rate. We estimate a fitness cost 
of gene expression of 2×10-6 per protein molecule translated per minute, based on the cost of 
expressing a non-toxic protein in yeast42 (see Supplementary Text Section 7 for details).  
 
We simulate gene expression for 90 minutes plus the duration of the burn-in (Fig. 3). A “cellular 
fitness” in a given environment is calculated as the average instantaneous fitness B(t)-C(t) over 
the 90 minutes. We consider environment 2 to be twice as common as environment 1 (a 
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“signal” should be for an uncommon event rather than the default), and take the corresponding 
weighted average. 
 
Evolutionary simulation 
 
We simulate a novel version of origin-fixation (weak-mutation-strong-selection) evolutionary 
dynamics, i.e. the population contains only one resident genotype at any time, and mutant 
genotypes are either rejected or chosen to be the next resident (Fig. 1C). Despite the fact that 
our mutant acceptance rule (see below) was chosen to maximize computational efficiency, our 
model usually takes 10 CPUs 1-3 days to complete an evolutionary simulation; modeling a 
heterogeneous population is clearly out of the question. We note that genetic homogeneity 
entails ignoring some important population genetic phenomena. First, if there were 
recombination, heterogeneity would favor mutations that combine well with a range of other 
genotypes. Second, clonal interference would shift evolution toward beneficial mutations of 
larger effect43 (an effect we can mimic by modifying the value 10-8 in the equation below). Third, 
polymorphic populations would evolve mutational robustness44. None of these three effects 
seems a priori likely to change our conclusions, although the possibility cannot be ruled out. 
 
Estimators ?̂? of genotype fitness are averages of the cellular fitness values of 200 
developmental replicates per environment in the case of the mutant, plus an additional 800 
should it be chosen to be the next resident. The mutant replaces the resident if 
 ?̂?𝑚𝑢𝑡𝑎𝑛𝑡 − ?̂?𝑟𝑒𝑠𝑖𝑑𝑒𝑛𝑡|?̂?𝑟𝑒𝑠𝑖𝑑𝑒𝑛𝑡| ≥ 10−8. 
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This differs from Kimura’s45 equation for fixation probability, but captures the flavor of genetic 
drift. Genetic drift allows slightly deleterious mutations to occasionally fix, and beneficial 
mutations to sometimes fail to do so, even as the probability of fixation is monotonic with 
fitness. This is also achieved by our procedure, because of stochastic deviations of ?̂? from true 
genotype fitness. The number of developmental replicates captures the flavor of effective 
population size.  
  
Note that it is possible, especially at the beginning of an evolutionary simulation, for relative 
fitness to be paradoxically negative. This occurs when a randomly initialized genotype does not 
express the effector (garnering no fitness benefit), but does express other genes (accruing a cost 
of expression); this combination makes fitness negative. In this rare case, for simplicity, we use 
the absolute value of ?̂? on the denominator. 
 
If 2,000 successive mutants are all rejected, the simulation is terminated; upon inspection, we 
found that these resident genotypes had evolved to not express the effector in either 
environment. We refer to each change in resident genotype as an evolutionary step. We stop 
the simulation after 50,000 evolutionary steps; at this time, most replicate simulations seem to 
have reached a fitness plateau (Fig. S3); we analyze all replicates except those terminated early. 
To reduce the frequency of early termination in the case where the signal was not allowed to 
directly regulate the effector, we used a burn-in phase selecting on a more accessible 
intermediate phenotype (see Supplementary Text Section 10). In this case, burn-in occurred for 
1,000 evolutionary steps, followed by the usual 50,000 evolutionary steps with selection for the 
phenotype of interest (Fig. S3, right panels). Most replicates found a stable fitness plateau 
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within 10,000 evolutionary steps, although some replicates were temporarily trapped at a low 
fitness plateau (Fig. S3).   
 
Genotype Initialization 
 
We initialize genotypes with 3 activator genes, 3 repressor genes, and 1 effector gene. Cis-
regulatory sequences and consensus binding sequences contain As, Cs, Gs, and Ts sampled with 
equal probability. Rate constants associated with the expression of each gene are sampled from 
the distributions summarized in Table S1.  
 
Mutation 
 
A genotype is subjected to 5 broad classes of mutation, at rates summarized in Table S2 and 
justified in Supplementary Text Section 9. First are single nucleotide substitutions in the cis-
regulatory sequence; the resident nucleotide mutates into one of the other three types of 
nucleotides with equal probability. Second are single nucleotide changes to the consensus 
binding sequence of a TF, with the resident nucleotide mutated into recognizing one of the 
other three types with equal probability. Both of these types of mutation can affect the number 
and strength of TFBSs. 
 
Third are gene duplications or deletions. Because computational cost scales steeply (and non-
linearly) with network size, we do not allow effector genes to duplicate once there are 5 copies, 
nor TF genes to duplicate once the total number of TF gene copies is 19. We also do not allow 
the signal, the last effector gene, nor the last TF gene to be deleted.  
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Fourth are mutations to gene-specific expression parameters. Most of these (L, rAct_to_Int, 
rprotein_syn, rmRNA_deg, and rprotein_deg) apply to both TFs and effector genes, while mutations to the 
gene-specific values of Kd(0) apply only to TFs. Each mutation to L increases or decreases it by 1 
codon, with equal probability unless L is at the upper or lower bound. Effect sizes of mutations 
to the other five parameters are modeled in such a way that mutation would maintain specified 
log-normal stationary distributions for these values, in the absence of selection or arbitrary 
bounds (see Supplementary Text Section 9 for details). Upper and lower bounds (Supplementary 
Text Section 9) are used to ensure that selection never drives these parameters to unrealistic 
values.  
 
Fifth is conversion of a TF from being an activator to being a repressor, and vice versa. The signal 
is always an activator, and does not evolve. 
 
Importantly, this scheme allows for divergence following gene duplication. When duplicates 
differ due only to mutations of class 4, i.e. protein function is unchanged, we refer to them as 
“copies” of the same gene, encoding “protein variants”. Mutations in classes 2 and 5 can create 
a new protein. 
 
Table S3 summarizes the tendencies of different mutation types to be accepted, and to 
contribute to evolution. Acceptance rates are high, indicative of substantial nearly neutral 
evolution, in which slightly deleterious mutations are fixed and subsequently compensated for.  
  
Results 
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Functional AND-gated C1-FFLs evolve readily under selection for filtering out a short spurious 
signal  
 
We begin by simulating the easiest case we can devise to allow the evolution of C1-FFLs for their 
purported function of filtering out short spurious signals. The signal is allowed to act directly on 
the effector, after which all that needs to evolve is a single activating TF between the two, as 
well as AND-logic for the effector (Fig. 2, top left; see “Transcriptional regulation” in the Model 
Overview for how AND-logic evolution is handled). We score network motifs at the end of a set 
period of evolution (see Supplemental Text Section 11 for details), further classifying evolved 
C1-FFLs into subtypes based on the presence of non-overlapping TFBSs (Fig. 2). The adaptive 
hypothesis predicts the evolution of the C1-FFL subtype with AND-regulatory logic, which 
requires the effector to be stimulated both by the signal and by the slow TF. While all 
evolutionary replicates show large increases in fitness, the extent of improvement varies 
dramatically, indicating whether or not the replicate was successful at evolving the phenotype 
of interest rather than becoming stuck at an alternative locally optimal phenotype (Fig. 4A). 
AND-gated C1-FFLs frequently evolve in replicates that reach high fitness outcomes, but not 
replicates that reach lower fitness (Fig. 4B). 
72 
 
Figure 4. AND-gated C1-FFLs are associated with a successful response to selection for filtering 
out short spurious signals. (A) Distribution of fitness outcomes across replicate simulations, 
calculated as the average fitness over the last 10,000 steps of the evolutionary simulation. We 
divide genotypes into a low-fitness group (blue) and a high-fitness group (red) using as a 
threshold an observed gap in the distribution. (B) High fitness replicates are characterized by the 
presence of an AND-gated C1-FFL. “Any logic” counts the presence of any of the seven subtypes 
shown in Fig. 2B. Because one TRN can contain multiple C1-FFLs of different subtypes, each of 
which are scored, the sum of the occurrences of all seven subtypes will generally be more than 
“Any logic”. See Supplementary Text Section 11 for details on the calculation of the y-axis. (C) 
The over-representation of AND-gated C1-FFLs becomes even more pronounced relative to 
alternative logic-gating when weak (two-mismatch) TFBSs are excluded while scoring motifs. 
Data are shown as mean±SE of the occurrence over replicate evolution simulations.  
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We also see C1-FFLs that, contrary to expectations, are not AND-gated. Non-AND-gated motifs 
are found more often in low fitness than high fitness replicates (Fig. 4B), indicating that the 
preference for AND-gates is associated with adaptation rather than mutation bias. However, 
some non-AND-gated motifs are still found even in the high fitness replicates. This is because 
motifs and their logic gates are scored on the basis of all TFBSs, even those with two 
mismatches and hence low binding affinity. Unless these weak TFBSs are deleterious, they will 
appear quite often by chance alone. A random 8-bp sequence has probability (82) × 0.256 ×0.752 = 0.0038 of being a two-mismatch binding site for a given TF. In our model, a TF has the 
potential to recognize 137 different sites in a 150-bp cis-regulatory sequence (taking into 
account steric hindrance at the edges), each with 2 orientations. Thus, by chance alone a given 
TF will have 0.0038 × 137 × 2 ≈ 1 two-mismatch binding sites in a given cis-regulatory 
sequence (ignoring palindromes for simplicity), compared to only ~0.1 one-mismatch TFBSs. 
Non-AND-gated C1-FFLs mostly disappear when two-mismatch TFBSs are excluded, but the 
AND-gated C1-FFLs found in high fitness replicates do not (Fig. 4C). 
 
To confirm the functionality of these AND-gated C1-FFLs, we mutated the evolved genotype in 
two different ways (Fig. 5A) to remove the AND regulatory logic. As expected, this lowers fitness 
in the presence of the short spurious signal but increases fitness in the presence of constant 
signal, with a net reduction in fitness (Fig. 5B). This is consistent with AND-gated C1-FFLs 
representing a tradeoff, by which a more rapid response to a true signal is sacrificed in favor of 
the greater reliability of filtering out short spurious signals. 
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Figure 5. Destroying the AND-logic of a C1-FFL removes its ability to filter out short spurious 
signals. (A) For each of the n = 25 replicates in the high fitness group in Fig. 4, we perturbed the 
AND-logic in two ways, by adding one binding site of either the signal or the slow TF to the cis-
regulatory sequence of the effector gene. (B) For each replicate, the fitness of the original motif 
(blue) or of the perturbed motif (red or orange) was averaged across the subset of evolutionary 
steps with an AND-gated C1-FFL and lacking other potentially confounding motifs (see 
Supplementary Text Section 11 for details). Destroying the AND-logic slightly increases the 
ability to respond to the signal, but leads to a larger loss of fitness when short spurious signals 
are responded to. Fitness is shown as mean±SE over replicate evolutionary simulations. 
 
Adaptive motifs are constrained not only in their topology and regulatory logic, but also in the 
parameter space of their component genes. In particular, there is selection for rapid synthesis of 
both effector and TF proteins, as well as rapid degradation of effector mRNA and protein (Table 
S4). Fast effector degradation reduces the transient expression induced by the short spurious 
signal (Fig. S2).  
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Figure 6. Selection for filtering out short spurious signals is the primary cause of C1-FFLs. TRNs 
are evolved under different selection conditions, and we score the probability that at least one 
C1-FFL is present (Supplementary Text Section 11). Weak (two-mismatch) TFBSs are included (A) 
or excluded (B) during motif scoring. Data are shown as mean±SE over evolutionary replicates. 
C1-FFL occurrence is similar for high-fitness and low-fitness outcomes in control selective 
conditions (Fig. S4), and so all evolutionary outcomes were combined. “Spurious signal filter 
required (high fitness)” uses the same data as in Fig. 4.  
 
To test the extent to which AND-gated C1-FFLs are a specific response to selection to filter out 
short spurious signals, we simulated evolution under three negative control conditions: 1) no 
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selection, i.e. all mutations are accepted to become the new resident genotype; 2) no spurious 
signal, i.e. selection to express the effector under a constant “ON” signal and not under a 
constant “OFF” signal; 3) harmless spurious signal, i.e. selection to express the effector under a 
constant “ON” environment whereas effector expression in the “OFF” environment with short 
spurious signals is neither punished nor rewarded beyond the cost of unnecessary gene 
expression. AND-gated C1-FFLs evolve much less often under all three negative control 
conditions (Fig. 6), showing that their prevalence is a consequence of selection for filtering out 
short spurious signals, rather than a consequence of mutational bias and/or simpler forms of 
selection. C1-FFLs that do evolve under control conditions tend not to be AND-gated (Fig. 6A), 
and mostly disappear when weak TFBSs are excluded during motif scoring (Fig. 6B).  
 
Diamond motifs are an alternative adaptation in more complex networks 
 
In real biological situations, sometimes the source signal will not be able to directly regulate an 
effector, and must instead operate via a longer regulatory pathway involving intermediate TFs46. 
In this case, even if the signal itself takes the idealized form shown in Fig. 3, its shape after 
propagation may become distorted by the intrinsic processes of transcription. Motifs are under 
selection to handle this distortion.  
 
To enforce indirect regulation, we ran simulations in which the signal was only allowed to bind 
to the cis-regulatory sequences of TFs and not of effector genes. The fitness distribution of the 
evolutionary replicates has no obvious gaps (Fig. S5), so we compared the highest fitness, lowest 
fitness, and median fitness replicates. In agreement with results when direct regulation is 
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allowed, genotypes of low and medium fitness contain few AND-gated C1-FFLs, while high 
fitness genotypes contain many more (Fig. 7B, left and right). 
 
While visually examining the network context of these C1-FFLs, we discovered that many were 
embedded within AND-gated “diamonds”. In a diamond, the signal activates the expression of 
two genes that encode different TFs, and the two TFs activate the expression of an effector gene 
(Fig. 7A middle). When one of the two TF genes activates the other, then a C1-FFL is also 
present among the same set of genes; we call this topology a “FFL-in-diamond” (Fig. 7A right), 
and the prevalence of this configuration drew our attention toward diamonds. This led us to 
discover that AND-gated diamonds also occurred frequently without AND-gated C1-FFLs, in the 
configuration we call “isolated diamonds” (Fig. 7A middle). Note that it is in theory possible, but 
in practice uncommon, for diamonds to be part of more complex conjugates. Systematically 
scoring the AND-gated isolated diamond motif confirmed its high occurrence (Fig. 7B and C, 
middle).  
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Figure 7. Both AND-gated C1-FFLs and AND-gated diamonds (A) are associated with high 
fitness in complex networks under selection to filter out short spurious signals. Out of 160 
simulations (Fig. S5), we took the 30 with the highest fitness (H), the 30 with the lowest fitness 
(L), and 30 of around median fitness (M). AND-gated motifs are scored while including weak 
TFBSs in the effectors’ cis-regulatory regions, near-AND-gated motifs are those scored only 
when these weak TFBSs are excluded. It is possible for the same genotype to contain one of 
each, resulting in overlap between the red AND-gated columns and the dotted near-AND-gated 
columns. Weak TFBSs upstream in the TRN, i.e. not in the effector, are shown both included (B) 
and excluded (C). See Supplementary Text Section 11 for y-axis calculation details. Error bars 
show mean±SE of the proportion of evolutionary steps containing the motif in question, across 
replicate evolutionary simulations. 
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An AND-gated C1-FFL integrates information from a short/fast regulatory pathway with 
information from a long/slow pathway, in order to filter out short spurious signals. A diamond 
achieves the same end of integrating fast and slowly transmitted information via differences in 
the gene expression dynamics of the two regulatory pathways, rather than via topological length 
(Fig. 8). The fast and slow pathways could be distinguished in a number of ways, e.g. by the 
slope at which the transcription factor concentration increases or the time at which it exceeds a 
threshold or plateaus. We found it convenient to identify the “fast TF” as the one with the 
higher protein degradation rate. Specifically, we use the geometric mean of the protein 
degradation rate over gene copies of a TF in order to differentiate the two TFs. The parameter 
values of the fast TF are more evolutionarily constrained than those of the slow TF (Table S5). In 
particular, there is selection for rapid degradation of the fast TF protein and mRNA (Table S5). 
Isolated AND-gated C1-FFLs also show pronounced selection for the TF in the fast pathway to 
have rapid protein degradation (Table S6). 
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Figure 8. The two intermediate TFs in an AND-gated “diamond” motif have different 
expression dynamics and propagate the signal at different speeds. Expression of the two TFs in 
one representative genotype from the one high-fitness evolutionary replicate in Fig. 7B that 
evolved an AND-gated isolated diamond is shown. Each TF is a different protein, and each is 
encoded by 3 gene copies, shown separately in color, with the total in thick black. The 
expression of one TF plateaus faster than that of the other; this is characteristic of the AND-
gated diamond motif, and leads to the same functionality as the AND-gated C1-FFL.  
 
But mutational biases make it difficult to evolve very fast-degrading mRNA and protein. And 
even when they do evolve, fast degradation keeps the fast TF at low concentrations. To 
compensate, the fast TF must overcome mutational bias to also evolve high binding affinity and 
rapid protein synthesis (Table S5, Table S6). 
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Note that a simple transcriptional cascade, signal -> TF -> effector, has also been found 
experimentally to filter out short spurious signals when the intermediate TF is rapidly degraded, 
dampening the effect of a brief signal47. Two such transcriptional cascades involving different 
intermediate TFs form a diamond, so the utility of a single cascade is a potential explanation for 
the high prevalence of double-cascade diamonds. However, in this case we would have no 
reason to expect marked differences in expression dynamics between the two TFs, as illustrated 
in Fig. 8 and Table S5. Enrichment for AND-gates (Fig. 7) indicates selection to integrate 
information from the two cascades. On the other hand, we do find some non-AND-gated 
diamonds, and these might best be considered as cascades. Inspection of their parameter values 
reveals that in these diamonds, both TFs have fast-degrading mRNAs and proteins so that both 
TFs shut down rapidly once signal is turned off. This makes such diamonds less vulnerable to 
spurious signals, reducing the need for the AND gate. The difficulty of evolving not just one but 
two fast-degrading high-affinity TFs likely explains why non-AND-gated diamonds are rare. As 
we will see in the next section, these non-AND-gated diamonds are nevertheless scored as AND-
gated when weak TFBSs are excluded.  
 
Weak TFBSs can change how adaptive motifs are scored even when they do not change 
function 
 
Results depend on whether we include weak TFBSs when scoring motifs. Weak TFBSs can either 
be in the effector’s cis-regulatory region, affecting how the regulatory logic is scored, or in TFs 
upstream in the TRN, affecting only the presence or absence of motifs. When a motif is scored 
as AND-gated only when two-mismatch TFBSs in the effector are excluded, we call it a “near-
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AND-gated” motif. Recall from Fig. 2 that effector expression requires two TFs to be bound, with 
only one TFBS of each type creating an AND-gate. When a second, two-mismatch TFBS of the 
same type is present, we have a near-AND-gate. TFs may bind so rarely to this weak affinity TFBS 
that its presence changes little, making the regulatory logic still effectively AND-gated. A near-
AND-gated motif may therefore evolve for the same adaptive reasons as an AND-gated one. Fig. 
7B and C shows that both AND-gated and near-AND-gated motifs are enriched in the higher 
fitness genotypes. 
 
When we exclude upstream weak TFBSs while scoring motifs, FFL-in-diamonds are no longer 
found, while the occurrence of isolated C1-FFLs and diamonds increases (Fig. 7C). This makes 
sense, because adding one weak TFBS, which can easily happen by chance alone, can convert an 
isolated diamond or C1-FFL into a FFL-in-diamond (added between intermediate TFs, or from 
signal to slow TF, respectively).  
 
AND-gated isolated C1-FFLs appear mainly in the highest fitness outcomes, while AND-gated 
isolated diamonds appear in all fitness groups (Fig. 7C), suggesting that diamonds are easier to 
evolve. 25 out of 30 high-fitness evolutionary replicates are scored as having a putatively 
adaptive AND-gated or near-AND-gated motif in at least 50% of their evolutionary steps when 
upstream weak TFBSs are ignored (close to addition of bars in Fig. 7C, because these two AND-
gated motifs rarely coexist in a high-fitness genotype).  
 
Just as for the AND-gated C1-FFLs evolved under direct regulation and analyzed in Fig. 5, 
perturbation analysis supports an adaptive function for AND-gated C1-FFLs and diamonds 
evolved under indirect regulation (Fig. 9A.i, 9B.i). Breaking the AND-gate logic of these motifs by 
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adding a (strong) TFBS to the effector cis-regulatory region reduces the fitness under the 
spurious signal but increases it under the constant “ON” beneficial signal, resulting in a net 
decrease in the overall fitness.  
 
If we add a weak (two-mismatch) TFBS instead, this converts an AND-gated motif to a near-AND-
gated motif. This lowers fitness only when the extra link is from the slow TF to the effector, and 
not when the extra link is from the fast TF to the effector (Fig. 9A.ii, 9B.ii).   
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Figure 9. Perturbation analysis shows that AND-gated C1-FFLs (A) and diamonds (B) filter out 
short spurious signals. We add a strong TFBS (i) or a two-mismatch TFBS (ii) or (iii); the latter 
creates near-AND-gated motifs. Allowing the effector to respond to the slow TF alone slightly 
increases the ability to respond to the signal, but leads to a larger loss of fitness when effector 
expression is undesirable. Allowing the effector to respond to the fast TF alone does so only 
when the conversion uses a strong TFBS not a two-mismatch TFBS. (A) We perform the 
perturbation on 8 of the 18 high-fitness replicates from Fig.7B that evolved an AND-gated C1-
FFL. (B) (i) and (ii) are based on 4 of the 26 high-fitness replicates that evolved an AND-gated 
diamond in Fig. 7B, (iii) is based on 15 of the 37 replicates that evolved an AND-gated diamond 
in response to selection for signal recognition in the absence of an external spurious signal (Fig. 
10B). Replicate exclusion was based on the co-occurrence of other motifs with the potential to 
confound results (see Supplementary Text Section 12 for details). Fitness is shown as mean±SE 
of over replicate evolutionary simulations, calculated as described for Fig. 5.  
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Indeed, these extra links are tolerated during evolution too. If we take the 16 high-fitness 
replicates that contain a near-AND-gated C1-FFL in at least 1% of the evolutionary steps, then 
for 15 replicates of the 16, at least 88% of the near-AND-gated C1-FFLs in each of the 15 
replicates are only near-AND-gated because of extra weak TFBSs for the fast TF. In the remaining 
1 replicate, 93% of the near-AND-gated C1-FFLs have extra weak TFBSs specific for each of the 
TFs (and are therefore scored as OR-gated). In this last replicate, the two TFs in these OR-gated 
C1-FFLs have high and similar protein degradation rates, reducing the need for an AND gate for 
reasons discussed earlier. We similarly examine high-fitness replicates that, when upstream 
weak TFBSs are excluded, contain a near-AND-gated diamond in at least 1% of the evolutionary 
steps. In 15 of these 24 evolutionary replicates, the near-AND regulatory logic is in most 
evolutionary steps due to an extra weak TFBS of the fast TF, in 8 replicates (all of them OR-
gated, like the OR-gated C1-FFL already discussed) it is due to weak TFBSs for each of the TFs, 
and in only 1 replicate is it due to an extra TFBS for the slow TF. For the latter two categories, 
both TFs in near-AND-gated diamonds have high and similar protein degradation rates. By 
chance alone, fast and slow TF should be equally likely to contribute the weak TFBS that makes a 
motif near-AND-gated rather than AND-gated. This expected 50:50 ratio can be rejected from 
our observed 15:0 and 15:1 ratios with 𝑝 =  3 × 10−5 and 𝑝 = 3 × 10−4, respectively 
(cumulative binomial distribution, one-sided test). This non-random occurrence of weak TFBSs 
creating near-AND-gates illustrates how even weak TFBSs can be shaped by selection against 
some (but not all) motif-breaking links.  
 
AND-gated isolated diamonds also evolve in the absence of external spurious signals 
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We simulated evolution under the same three control conditions as before, this time without 
allowing the signal to directly regulate the effector. In the “no spurious signal” and “harmless 
spurious signal” control conditions, motif frequencies are similar between low and high fitness 
genotypes (Fig. S6, Fig. S7), and so our analysis includes all evolutionary replicates. When weak 
(two-mismatch) TFBSs are excluded, AND-gated isolated C1-FFLs are seen only after selection 
for filtering out a spurious signal, and not under other selection conditions (Fig. 10A). However, 
AND-gated isolated diamonds also evolve in the absence of spurious signals, indeed at even 
higher frequency (Fig. 10B). Results including weak TFBSs are similar (Fig. S8).  
 
Figure 10. Selection for filtering out a short spurious signal is the primary way to evolve AND-
gated isolated C1-FFLs (A), but AND-gated isolated diamonds also evolve in the absence of 
spurious signals (B). The selection conditions are the same as in Fig. 6, but we do not allow the 
signal to directly regulate the effector. When scoring motifs, we exclude all two-mismatch 
TFBSs; more comprehensive results are shown in Fig. S8. Many non-AND-gated diamonds have 
the “no regulation” logic in Fig. 2, perhaps as an artifact created by the duplication and 
divergence of intermediate TFs; we excluded them from the “Any logic” and “Non-AND-gated” 
tallies in (B). See Supplementary Text Section 11 for the calculation of y-axis. Data are shown as 
mean±SE over evolutionary replicates. We reused data from Fig. 7 for “Spurious signal filter 
required (high fitness)”. 
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Perturbing the AND-gate logic in these isolated diamonds reduces fitness via effects in the 
environment where expressing the effector is deleterious (Fig. 9B.iii). Even in the absence of 
external short spurious signals, the stochastic expression of intermediate TFs might effectively 
create short spurious signals when the external signal is set to “OFF”. It seems that AND-gated 
diamonds evolve to mitigate this risk, but that AND-gated C1-FFLs do not. The duration of 
internally generated spurious signals has an exponential distribution, which means that the 
optimal filter would be one that does not delay gene expression48. The two TFs in an AND-gated 
diamond can be activated simultaneously, but they must be activated sequentially in an AND-
gated C1-FFL; the shorter delays possible with AND-gated diamonds might explain why only 
diamonds and not FFLs evolve to filter out intrinsic noise in gene expression.  
 
Discussion 
 
Adaptive nature of AND-gated C1-FFLs 
 
There has never been sufficient evidence to satisfy evolutionary biologists that motifs in TRNs 
represent adaptations for particular functions. Critiques by evolutionary biologists to this 
effect13-23 have been neglected, rather than answered, until now. While C1-FFLs can be 
conserved across different species49-52, this does not imply that specific “just-so” stories about 
their function are correct. In this work, we study the evolution of AND-gated C1-FFLs, which are 
hypothesized to be adaptations for filtering out short spurious signals3. Using a novel and more 
mechanistic computational model to simulate TRN evolution, we found that AND-gated C1-FFLs 
evolve readily under selection for filtering out a short spurious signal, and not under control 
conditions. Our results support the adaptive hypothesis about C1-FFLs. 
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AND-gated C1-FFLs express an effector after a noise-filtering delay when the signal is turned on, 
but shut down expression immediately when the signal is turned off, giving rise to a “sign-
sensitive delay”3, 7. Rapidly switching off has been hypothesized to be part of their selective 
advantage, above and beyond the function of filtering out short spurious signals48. We intended 
to select only for filtering out a short spurious signal, and not for fast turn-off; specifically, we 
expected effector expression to evolve a delay equal to the duration of the spurious signal. 
However, evolved solutions still expressed the effector in the presence of short spurious signals 
(Fig. S2), and thus benefitted from rapidly turning off this spurious expression. In other words, 
we effectively selected for both delayed turn-on and rapid turn-off, despite our intent to only 
select for the former. 
 
It is difficult to distinguish adaptations from “spandrels”8. Standard procedure is to look for 
motifs that are more frequent than expected from some randomized version of a TRN2, 53. For 
this method to work, this randomization must control for all confounding factors that are non-
adaptive with respect to the function in question, from patterns of mutation to a general 
tendency to hierarchy – a near-impossible task. Our approach to a null model is not to 
randomize, but to evolve with and without selection for the specific function of interest. This 
meets the standards of evolutionary biology for inferring the adaptive nature of a motif13-23. 
 
Technical lessons learned 
 
Previous studies have also attempted to evolve adaptive motifs in a computational TRN, 
successfully under selection for circadian rhythm and for multiple steady states54, and 
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unsuccessfully under selection to produce a sine wave in response to a periodic pulse23. Other 
studies have evolved adaptive motifs in a mixed network of transcriptional regulation and 
protein-protein interaction55-57. Our successful simulation might offer some methodological 
lessons, especially a focus on high-fitness evolutionary replicates, which was done by us and by 
Burda et al.54 but not by Knabe et al.23.  
 
Knabe et al.23 suggested that including a cost for gene expression may suppress unnecessary 
links and thus make it easier to score motifs. However, when we removed the cost of gene 
expression term (𝐶(𝑡) = 0 in Supplementary Section 8), AND-gated C1-FFLs still evolved in the 
high-fitness genotypes under selection for filtering out a spurious signal (Fig. S9). In our model, 
removing the cost of gene expression did not, via permitting unnecessary links, conceal motifs.  
 
While simplified relative to reality, our model is undeniably complicated. An important question 
is which complications are important for what. One complication is our nucleotide-sequence-
level model of cis-regulatory sequences. This has the advantage of capturing weak TFBSs, 
realistic turnover, and other mutational biases. The disadvantage is that calculating the 
probabilities of TF binding is computationally expensive and scales badly with network size. 
Future work might design a more schematic model of cis-regulatory sequences to improve 
computation while still capturing realistic mutation biases. A second complication of our 
approach is the stochastic simulation of gene expression. This is essential for our question, 
because intrinsic noise in gene expression can mimic the effects of a spurious signal, but may be 
less important in other scenarios, e.g. where the focus is on steady state behavior. 
 
The ubiquity of weak TFBSs complicates motif scoring 
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Our model, while complex for a model and hence capable of capturing intrinsic noise, is 
inevitably less complex than the biological reality. However, we hope to have captured key 
phenomena, albeit in simplified form. One key phenomenon is that TFBSs are not simply present 
vs. absent but can be strong or weak, i.e. the TRN is not just a directed graph, but its 
connections vary in strength. Our model, like that of Burda et al.54 in the context of circadian 
rhythms, captures this fact by basing TF binding affinity on the number of mismatch deviations 
from a consensus TFBS sequence. While in reality, the strength of TF binding is determined by 
additional factors, such as broader nucleic context and cooperative behavior between TFs 
(reviewed in Inukai et al.58), these complications are unlikely to change the basic dynamics of 
frequent appearance of weak TFBSs and greater mutational accessibility of strong TFBSs from 
weak TFBSs than de novo. Similarly, AND-gating can be quantitative rather than qualitative59, a 
phenomenon that weak TFBSs in our model provide a simplified version of. 
 
Core links in adaptive motifs almost always involve strong not weak TFBSs. However, weak (two-
mismatch) TFBSs can create additional links that prevent an adaptive motif from being scored as 
such. Some potential additional links are neutral while others are deleterious; the observed links 
are thus shaped by this selective filter, without being adaptive. Note that there have been 
experimental reports that even weak TFBSs can be functionally important60, 61; these might, 
however, better correspond to 1-mismatch TFBSs in our model than two-mismatch TFBSs. 
Ramos et al.61 and Crocker et al.60 identified their “weak” TFBSs in comparison to the strongest 
possible TFBS, not in comparison to the weakest still showing affinity above baseline. 
 
Different solutions for filtering out short spurious signals 
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A striking and unexpected finding of our study was that AND-gated diamonds evolved as an 
alternative motif for filtering out short spurious external signals, and that these, unlike FFLs, 
were also effective at filtering out intrinsic noise. Multiple motifs have previously been found 
capable of generating the same steady state expression pattern21; here we find multiple motifs 
for a much more complex function. 
 
Diamonds are not overrepresented in the TRNs of bacteria2 or yeast62, but are overrepresented 
in signaling networks (in which post-translational modification plays a larger role)63, and in 
neuronal networks1. In our model, we treated the external signal as though it were a 
transcription factor, simply as a matter of modeling convenience. In reality, signals external to a 
TRN are by definition not TFs (although they might be modifiers of TFs). This means that our 
indirect regulation case, in which the signal is not allowed to directly turn on the effector, is the 
most appropriate one to analyze if our interest is in TRN motifs that mediate contact between 
the two. Note that if under indirect regulation we were to score the signal as not itself a TF, we 
would observe adaptive C1-FFLs but not diamonds, in agreement with the TRN data. However, 
this TRN data might miss functional diamond motifs that spanned levels of regulatory 
organization, i.e. that included both transcriptional and other forms of regulation. The greatest 
chance of finding diamonds within TRNs alone come from complex and multi-layered 
developmental cascades, rather than bacterial or yeast64. Multiple interwoven diamonds are 
hypothesized to be embedded with multi-layer perceptrons that are adaptations for complex 
computation in signaling networks65. 
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Previous work has also identified alternatives to AND-gated C1-FFLs. Specifically, in mixed 
networks of transcriptional regulation and protein-protein interactions, FFLs did not evolve 
under selection for delayed turn-on (as well as rapid turn-off)57. Indeed, even when a FFL 
topology was enforced, with only the parameters allowed to evolve, two alternative motifs 
remained superior57. However, one alternative motif, which the authors called “positive 
feedback” is essentially still an AND-gated C1-FFL, specifically one in which the intermediate TF 
expression is also AND-gated, requiring both itself and the signal for upregulation. The other is a 
cascade in which the signal inhibits the expression of an intermediate TF protein that represses 
the expression of the effector. The cost of constitutive expression of the intermediate TF in the 
absence of the signal was not modeled57, giving this cascade an unrealistic advantage. 
 
The importance of dynamics and intrinsic noise 
 
Most previous research on C1-FFLs has used an idealized implementation (e.g. a square wave) of 
what a short spurious signal entails4, 48, 66. In real networks, noise arises intrinsically in a greater 
diversity of forms, which our model does more to capture. Even when a “clean” form of noise 
enters a TRN, it subsequently gets distorted with the addition of intrinsic noise67. Intrinsic noise 
is ubiquitous and dealing with it is an omnipresent challenge for selection. Indeed, we see 
adaptive diamonds evolve to suppress intrinsic noise, even when we select in the absence of 
extrinsic spurious signals. 
 
The function of a motif relies ultimately on its dynamic behavior, with topology merely a means 
to that end. To create two pathways that regulate the effector in different speeds, the C1-FFL 
motif uses a pair of short and long pathways, but these also correspond to fast-degrading and 
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slow-degrading TFs. This same function was achieved entirely non-topologically in our 
adaptively evolved diamond motifs. This agrees with other studies showing that topology alone 
is not enough to infer activities such as spurious signal filtering from network motifs 68-70.  
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Table S1. Major model parameters  
Parameter  Values[1] Bounds[2] References 
Length of cis-regulatory sequence 150 bp  (Yuan et al. 2005) 
Length of TF recognition sequence 8 bp  (Wunderlich & Mirny 2009) 
Length occupied by a TF on each side of recognition sequence 3 bp  (Zhu & Zhang 1999) 
Dissociation constant between TF and perfect TFBS, Kd(0)  10U(-9,-6) mole/liter[3]  (0, 10-5)  
(Park et al. 2004; Nalefski et al. 
2006) 
Dissociation constant between TF and non-specific DNA, Kd(3) 10-5 M  (Maerkl & Quake 2007) 
Base rate of transition from Repressed to Intermediate  0.15 min-1  (Katan-Khaykovich & Struhl 2002) 
Maximum transition rate from Repressed to Intermediate  0.92 min-1  
(Katan-Khaykovich & Struhl 2002; 
Brown et al. 2013) 
Base rate of transition from Intermediate to Repressed 0.67 min-1  (Katan-Khaykovich & Struhl 2002) 
Maximum transition rate from Intermediate to Repressed  4.11 min-1  
Chosen to give same dynamic 
range and Repressed to 
Intermediate 
Base rate of transition from Intermediate to Active  0.025 min-1  (Brown et al. 2013) 
Maximum transition rate from Intermediate to Active  3.3 min-1  (Brown et al. 2013) 
Transition rate from Active to Intermediate, rAct_to_Int 10N(1.27, 0.226) min-1[4] [0.59, 64.7]  
(Guillemette et al. 2005; 
Pelechano et al. 2010; Brown et 
al. 2013) 
Length of gene, L 10N(2.568, 0.34) codons [50, 5000]  (SGD Project) 
Rate of transcription initiation, rmax_transc_init 6.75 min-1  (Brown et al. 2013) 
Speed of transcription elongation 600 codon/min  
(Dujon 1996; Larson et al. 2011; 
Hocine et al. 2013) 
Time for transcribing UTRs and for terminating transcription 1 min  
(Dujon 1996; Larson et al. 2011; 
Hocine et al. 2013) 
Rate of mRNA degradation, rmRNA_deg 10N(-1.49, 0.267) min-1 [7.5×10-4, 0.54]  (Wang et al. 2002) 
Speed of translation elongation 330 codon/min  (Siwiak et al. 2010) 
Translation initiation time 0.5 min  (Siwiak et al. 2010) 
Protein synthesis rate, rprotein_syn  
10N(0.322, 0.416) molecule 
mRNA-1 min-1 
[4.5×10-3, 61.4]  (Siwiak et al. 2010) 
Rate of protein degradation, rprotein_deg 10N(-1.88, 0.561) min-1 [3.0×10-6, 0.69]  (Belle et al. 2006) 
Saturation concentration of effector protein, Ne_sat 10,000 molecules/cell  (Ghaemmaghami et al. 2003) 
Fitness cost of protein expression for a gene with L = 102.568, 
ctransl  
2×10-6 (molecules/min)-1  (Ghaemmaghami et al. 2003; 
Kafri et al. 2016) 
Maximum number of effector gene copies 5   
Maximum number of TF gene copies, excluding the signal 19   
1 Parameters in bold can be altered by mutation, and the table shows the distributions from which their initial values are 
sampled. Estimation of Ne_sat is described in the Methods; estimation of the other parameters is described in the 
Supplementary Text (Sections 1, 2 – 7, and 8).  
2 Same units as the parameter values. Parentheses mean the parameter cannot take the boundary values; square 
brackets mean it can. We also use these bounds to constrain mutation (see Section 9).  
3 The uniform distribution is denoted U(min, max).  
4 The normal distribution is denoted N(mean, SD).  
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Table S2. Mutation rates and effect sizes 
Mutation Relative rate  Effect of mutation[1] 
Single nucleotide substitution 5.25×10-8 per gene  
Gene deletion 1.5×10-7 per gene[2]  
Gene duplication 1.5×10-7 per gene[2]  
Mutation to consensus sequence of a TF 3.5×10-9 per gene  
Mutation to TF identity (activator vs. repressor) 3.5×10-9 per gene  
Mutation to Kd(0) 3.5×10-9 per gene k = 0.5, µ = -5[2], σ = 0.776 
Mutation to L  1.2×10-11 per codon   
Mutation to rprotein_syn   9.5×10-12 per codon k = 0.5, µ = 0.021[2], σ = 0.760 
Mutation to rprotein_deg 9.5×10-12 per codon k = 0.5, µ = -1.88, σ = 0.739 
Mutation to rAct_to_Int 9.5×10-12 per codon  k = 0.5, µ = 1.57[2], σ = 0.773 
Mutation to rmRNA_deg 9.5×10-12 per codon  k = 0.5, µ = -1.19, σ = 0.396 
1 Mutation to these quantitative rates takes the form log10𝑥′ = log10𝑥 + Normal(𝑘(𝜇 − log10𝑥), 𝜎), where x is the 
original value of the rate and x’ is the value after mutation. See Section 9 for details.  
2 The value of this parameter is different during burn-in. See Section 9 for details.
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 Probability that mutation of this type 
is accepted, given it occurs 
Probability that an accepted mutation is of 
this type, given that it is accepted 
 First 1000 evol. steps Last 1000 evol. steps First 1000 evol. steps Last 1000 evol. steps 
Substitution 0.34 ± 0.01 0.35 ± 0.00 0.180 ± 0.005 0.213 ± 0.008 
Deletion 0.27 ± 0.01 0.21 ± 0.01 0.360 ± 0.003 0.345 ± 0.005 
Duplication 0.34 ± 0.01 0.32 ± 0.01 0.368 ± 0.003 0.343 ± 0.005 
TF recognition seq. 0.30 ± 0.02 0.19 ± 0.02 0.009 ± 0.001 0.005 ± 0.000 𝒓𝑨𝒄𝒕_𝒕𝒐_𝑰𝒏𝒕 0.33 ± 0.02 0.25 ± 0.01 0.012 ± 0.001 0.010 ± 0.001 𝒓𝒎𝑹𝑵𝑨_𝒅𝒆𝒈 0.34 ± 0.02 0.27 ± 0.01 0.014 ± 0.001 0.016 ± 0.002 𝒓𝒑𝒓𝒐𝒕𝒆𝒊𝒏_𝒔𝒚𝒏 0.32 ± 0.02 0.23 ± 0.01 0.013 ± 0.001 0.013 ± 0.001 𝒓𝒑𝒓𝒐𝒕𝒆𝒊𝒏_𝒅𝒆𝒈 0.35 ± 0.01 0.26 ± 0.01 0.014 ± 0.001 0.015 ± 0.002 𝑲𝒅(𝟎) 0.28 ± 0.02 0.21 ± 0.02 0.006 ± 0.000 0.005 ± 0.001 
TF identity 0.29 ± 0.01 0.29 ± 0.02 0.008 ± 0.000 0.008 ± 0.001 
Locus length 0.33 ± 0.01 0.36 ± 0.01 0.017 ± 0.001 0.026 ± 0.002 
 
Table S3. Summary of mutations that replaced the resident genotype. Data is shown as mean ± SE over the 45 evolutionary replicates under selection for filtering out a spurious signal, with 
the signal allowed to regulate the effector directly. Without selection, each mutation would 
have probability 50% of replacing the resident; selection reduces this to around one in three at 
the beginning of the simulation, down to around one in four at the end. This high rate of 
accepting mutations after fitness has plateaued suggests significant nearly neutral evolution, i.e. 
that slightly deleterious mutations fix and are then compensated for. The estimated selection 
coefficient need only be 10-8 for a mutant to replace the resident, which can be easily occur for a 
slightly deleterious mutation through the error in fitness estimation (see Evolution Simulation in 
the main text). Single nucleotide substitutions are particularly prone to nearly neutral evolution, 
whereas changes to the consensus sequence recognized by a TF are under stronger stabilizing 
selection. Deletion and duplication mutations are the most common forms of substitution not 
because they are more likely to be accepted, but because they occur at higher mutation rates. 
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 Signal TFs Effector 
 Vn / Vs Ms / Mn Vn / Vs Ms / Mn Vn / Vs Ms / Mn 𝒓𝑨𝒄𝒕_𝒕𝒐_𝑰𝒏𝒕 NA NA 0.89  0.18 8.26 0.13 𝒓𝒎𝑹𝑵𝑨_𝒅𝒆𝒈 NA NA 2.09 0.98 13.4 2.55 𝒓𝒑𝒓𝒐𝒕𝒆𝒊𝒏_𝒔𝒚𝒏 NA NA 1.51 8.03 43.1 62.4 𝒓𝒑𝒓𝒐𝒕𝒆𝒊𝒏_𝒅𝒆𝒈 NA NA 1.28 0.56 7.23 12.5 𝑲𝒅(𝟎) 0.68 0.002 0.67 0.009 NA NA 
Locus length NA NA 1.01 0.72 2.07 0.79 
 
Table S4. Evolutionary constraint on parameters in AND-gated C1-FFLs. Adaptive AND-gated 
C1-FFLs are taken from the 25 high-fitness replicates evolved for filtering out a spurious signal, 
where the signal directly regulates the effector. For each replicate, we sample one of the last 
10,000 evolutionary time steps, and then sample one AND-gated C1-FFL in that genotype, 
should there be more than one (or resample a time step for that replicate, if there are none). 
We then take the variance Vs of each C1-FFL parameter value across the 25 replicates. We 
repeat this sampling process 100 times (using the same 25 replicates) and take the mean in 
order to obtain a better estimator of the variance in each parameter value. We compare this by 
a comparable variance Vn given no selection. We obtain these from 30 evolutionary replicates 
under no selection (from Fig. 6), sampling parameter values from the signal, from one TF gene 
copy, and from one effector gene, without the requirement for C1-FFL presence. Variances are 
calculated for log-transformed parameter values, except for locus length. For locus length, we 
use the coefficient of variation rather than variance, i.e. we divide both variances by the square 
of the average locus length. The table also shows the how the parameter values Ms in adaptive 
AND-gated C1-FFLs differ from the expected value Mn given no selection. Ms and Mn are 
calculated as arithmetic means for locus length and as geometric means for all other 
parameters. The variance ratio is greater than 1 (indicating constraint), for all parameters except 
Kd(0), where the ratio of mean parameter values indicates that Kd(0) is nevertheless subject to 
strong directional selection. Effectors are more constrained than TFs, likely because the former 
are less redundant, having evolved fewer gene copies (4.7 on average for effectors vs. 8.6 for 
TFs). High degradation rates of effector mRNA and protein suggest selection to shorten the 
impact of transient expression in response to a short spurious signal (Fig. S2). High degradation 
rates of effector mRNA and protein are also seen in Tables S5 and S6.   
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 Signal Fast TFs Slow TFs Effector 
 Vn / Vs Ms / Mn Vn / Vs Ms / Mn Vn / Vs Ms / Mn Vn / Vs Ms / Mn 𝒓𝑨𝒄𝒕_𝒕𝒐_𝑰𝒏𝒕 NA NA 1.49 0.44 1.15 0.18 6.64 0.1 𝒓𝒎𝑹𝑵𝑨_𝒅𝒆𝒈 NA NA 5.27 8.21 1.07 0.81 7.99 2.34 𝒓𝒑𝒓𝒐𝒕𝒆𝒊𝒏_𝒔𝒚𝒏 NA NA 2.10 16.2 1.09 4.96 139 57.8 𝒓𝒑𝒓𝒐𝒕𝒆𝒊𝒏_𝒅𝒆𝒈 NA NA 12.5 45.3 1.53 0.99 25.7 11.3 𝑲𝒅(𝟎) 0.65 0.005 0.30 0.004 0.18 0.007 NA NA 
Locus length NA NA 3.43 0.47 3.40 0.47 5.97 0.74 
 
Table S5. Evolutionary constraint on parameters in isolated AND-gated diamonds. Vn, Vs, Mn, 
and Ms are defined in the same way as in Table S4, and are calculated from 18 high-fitness 
evolutionary replicates (Fig. 7B) in which isolated AND-gated diamonds occur in at least 100 of 
the last 10,000 evolutionary steps. Because they occur at low rates, we sample 50 times per 
evolutionary replicate, instead of 100 times as in Tables S4 and S6. There is more constraint on 
fast TFs than on slow TFs. The fast TFs usually have more gene copies than the slow TFs, 
therefore redundancy is not the reason for this difference in constraint. As seen for the C1-FFLs 
in Table S4, effectors are more constrained than either TF, Kd(0) shows strong selection for high 
affinity combined with high variance, and effectors evolve rapid degradation. Fast TFs exhibit 
not just fast protein degradation (which was used for their identification), but also fast mRNA 
degradation.  
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 Signal Signal-regulated TFs TF-regulated TFs Effector 
 Vn / Vs Ms / Mn Vn / Vs Ms / Mn Vn / Vs Ms / Mn Vn / Vs Ms / Mn 𝒓𝑨𝒄𝒕_𝒕𝒐_𝑰𝒏𝒕 NA NA 2.16 0.33 1.03 0.26 6.81 0.13 𝒓𝒎𝑹𝑵𝑨_𝒅𝒆𝒈 NA NA 10.8 8.5 1.40 0.74 12.4 2.36 𝒓𝒑𝒓𝒐𝒕𝒆𝒊𝒏_𝒔𝒚𝒏 NA NA 4.34 24.9 2.35 9.83 119 58.6 𝒓𝒑𝒓𝒐𝒕𝒆𝒊𝒏_𝒅𝒆𝒈 NA NA 73.6 49.4 1.50 0.34 34.1 9.92 𝑲𝒅(𝟎) 0.51 0.005 0.29 0.009 0.24 0.002 NA NA 
Locus length NA NA 2.52 0.71 2.45 0.71 3.35 0.73 
 
Table S6. Evolutionary constraint on parameters in isolated AND-gated C1-FFLs. Vn, Vs, Mn, and 
Ms are defined in the same way as in Table S4, and are calculated from 12 high-fitness 
evolutionary replicates (Fig. 7B) evolved when the signal cannot directly regulate the effector, 
and in which isolated AND-gated C1-FFLs occur in at least 1,000 out of the last 10,000 
evolutionary steps. Note that the signal-regulated TFs, which are identified via network 
topology, also have high protein degradation rates, as is used to identify their fast TF 
counterparts in diamonds – they can thus be seen as a kind of fast TF. Consistent with results on 
C1-FFLs when direct regulation is allowed (Table S4) and results on isolated AND-gated 
diamonds (Table S5), effectors are more constrained than signal-regulated (fast) TFs, which are 
more constrained than TF-regulated (slow) TFs, despite an opposite trend in gene copy number. 
Note that selection promotes fast mRNA and protein degradation in fast TFs, but promotes slow 
degradation of slow TFs; this result is also found more weakly in Table S5. 
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Supplementary Figures 
 
Fig. S1. Feed-forward loops come in eight subtypes. TF A and TF B can activate (indicated by 
arrows) or repress (indicated by bars) expression of the effector C as well as other TFs. Auto-
regulation is allowed, but not shown. Following Milo et al. (2002), we exclude the case in which 
A and B regulate one another, rather than treating this case as two overlapping FFLs. C stands 
for coherent and I for incoherent.  
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Fig. S2 Examples of evolved phenotypes under selection for filtering out a short spurious 
signal. The figure shows trajectories of the effector protein in one randomly chosen high-fitness 
replicate (red) and one randomly chosen low-fitness replicate (blue), as defined in Fig. 4A. The 
genotype of the final evolutionary step is used, and other genotypes were confirmed to behave 
similarly. Each genotype is illustrated by 5 replicate developmental simulations in each of the 
two environments. The high-fitness genotype has a longer delay followed by more rapid 
response given a consistent signal, with this longer delay reducing but not eliminating effector 
expression given a short spurious signal. The signal is allowed to directly regulate the effector in 
these simulations. The burn-in period is not shown, with developmental time zero 
corresponding to the moment the signal is turned on. Among developmental replicates of the 
same genotype, the concentration at a given time usually has an approximately log-normal 
distribution, but in environment 2 the distribution has two modes after the spurious signal turns 
off. One mode corresponds to expression at the basal rate, the other to a burst of expression 
that has yet to turn off. Because of this bimodality, we plot sample trajectories rather than 
mean concentration over many replicates.  
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Fig. S3 Representative fitness trajectories under selection to filter out short spurious signals. 
Left panels: The signal is allowed to directly regulate the effector genes. Panels 1 and 3 
correspond to the two genotypes shown in Fig. S2. Right panels: the signal cannot directly 
regulate the effector genes. Average fitness (black) is a weighted average of the blue and red 
trajectories, with environment 2 (where the signal is spurious) being considered twice as 
common as environment 1 (where the signal is sustained and real). When the signal cannot 
directly regulate the effector genes, evolutionary simulations begins with a burn-in phase that 
lasts 1000 evolutionary steps (see Evolutionary Simulation in the Main Text). We show the burn-
in phase in undiluted color, and dilute color after burn-in. Most replicates quickly reach a stable 
fitness plateau (first and third rows). Certain replicates can be temporarily trapped at a low 
fitness plateau (second and third rows on the left).  
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Fig. S4 Genotypes evolved under control selective conditions: (A) “no spurious signal”, and (B) 
“harmless spurious signal”. There is no clear evidence of a multimodal distribution of fitness 
outcomes among replicates (left), and C1-FFLs occur equally in the 10 genotypes of the highest 
fitness vs. the 10 genotypes of the lowest fitness (right), and so the entire distribution (left) was 
used to produce Fig. 6. Data are shown as mean±SE over evolutionary replicates.  
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Fig. S5 Fitness distribution of 258 evolutionary replicates under selection for filtering out short 
spurious signals, when the signal cannot directly regulate the effector. The fitness of a 
replicate is the average genotype fitness over the last 10,000 evolutionary steps. Colors indicate 
replicates analyzed elsewhere.  
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Fig. S6 Evolution when responding to a spurious signal is harmless, when the signal is not 
allowed to directly regulate the effector. (A) Fitness distribution of 50 replicate simulations. 
The occurrence of both (B) FFL-in-diamonds and (C) isolated diamonds were similar in the 10 
genotypes with the highest fitness vs. in 10 genotypes with the lowest fitness. Weak (two-
mismatch) TFBSs are included when scoring motifs. Data are shown as mean±SE over replicates. 
Isolated C1-FFLs rarely evolve under this condition, therefore their occurrence is not plotted. 
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Fig. S7 Evolution when there is no spurious signal, when the signal is not allowed to directly 
regulate the effector. (A) Fitness distribution of 46 replicate simulations. The occurrence of both 
(B) FFL-in-diamonds and (C) isolated diamonds were similar in the 10 genotypes with the highest 
fitness vs. in the 10 genotypes with the lowest fitness. Weak (two-mismatch) TFBSs are included 
when scoring motifs. Data are shown as mean±SE over replicates. Isolated C1-FFLs rarely evolve 
under this condition, therefore their occurrence is not plotted.  
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Fig. S8 Selection for filtering out a short spurious signal is the primary way to evolve AND-
gated C1-FFLs (A), but AND-gated isolated diamonds also evolve in the absence of spurious 
signals (B). The signal is not allowed to directly regulate the effector, and the right panels of (A) 
and (B) are identical to Fig. 10. When scoring motifs, we either include (left) or exclude (right) all 
two-mismatch TFBSs in the cis-regulatory sequences of intermediate TF genes and effector 
genes. We excluded “no regulation” (Fig. 2) diamonds from the “Any logic” and “Non-AND-
gated” tallies in (B); this was necessary because of their high occurrence due to duplication and 
divergence of intermediate TFs. See Section 11 for the calculation of y-axis. Data are shown as 
mean±SE over evolutionary replicates. 
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Fig. S9 After removing cost of gene expression, AND-gated C1-FFLs are still associated with a 
successful response to selection for filtering out a short spurious signal. The signal can directly 
regulate the effector genes. (A) We arbitrarily divide the 36 replicate simulations into high-
fitness (red) and low-fitness (blue) groups. (B) The high-fitness replicates still evolve AND-gated 
C1-FFLs. Bars are mean±SE of the occurrence over replicate evolutionary simulations.  
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Supporting Text 
1. TF binding 
Transcription of each gene is controlled by TFBSs present within a 150-bp cis-regulatory region, 
corresponding to a typical yeast nucleosome-free region within a promoter (Yuan et al. 2005). 
The perfect TFBS for a typical yeast TF has information content equivalent to 13.8 bits 
(Wunderlich & Mirny 2009); this means that in a simplified model of binding where only one of 
the four nucleotides is a good match at each site, ~7 bp are recognized as an optimal consensus 
binding site. Maerkl & Quake (2007) reported that the TFBSs of two yeast TFs, Pho4p and Cbf1p, 
can have up to 2 mismatched sites within their 6 bp consensus binding sequence, while still 
binding the TF above background levels (Maerkl & Quake 2007). Our model therefore tracks 
TFBSs with up to 2 mismatches. This low information content implies a higher density of TFBSs 
within our cis-regulatory regions than our algorithm was able to handle, so we instead assigned 
each TF an 8-bp consensus sequence. Two TFs cannot simultaneously occupy overlapping 
stretches (Fig. S10), which we assume extend beyond the recognition sequence to occupy a total 
of 14 bp (Zhu & Zhang 1999); this captures competitive binding. The consequences of hindrance 
between TFBSs for the regulation of effector gene expression are shown in Fig. 2.  
  
 
Fig. S10 TFs (white boxes) recognize 8 bp (red) sites while occupying and thus excluding other 
TFs from a 14 bp long space. TFs are assumed to bind in either orientations (Sharon et al. 2012). 
The sequence on the left allows simultaneous binding but that on the right does not. 
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We denote the dissociation constant of a TFBS with m mismatches as Kd(m). Sites with m>3 
mismatches are assumed to still bind at a background rate equal to m=3 mismatches, with 
dissociation constant Kd(3) = 10-5 mole/liter (Maerkl & Quake 2007) for all TFs. We assume that 
each of the last three base pairs makes an equal and independent additive contribution ΔGbp < 0 
to the binding energy (Benos et al. 2002): although not always true, this approximates average 
behavior well (Maerkl & Quake 2007). We ignore cooperativity in binding. Dissociation constants 
of eukaryotic TFs for perfect TFBSs can range from 10-5 mole/liter (Park et al. 2004) to 10-11 
mole/liter (Nalefski et al. 2006). We initialize each TF with its own value of log10(Kd(0)) sampled 
from a uniform distribution between -6 and -9, with mutation capable of further expanding this 
range, subject to Kd(0) < 10-5 mole/liter. Substituting m=0 and m=3 into 
 ∆𝐺𝑚 = −𝑅𝑇𝑙𝑛𝐾𝑑(𝑚) = ∆𝐺0 −min⁡(𝑚, 3)∆𝐺𝑏𝑝, 
 
we can solve for ΔGbp and ∆𝐺0, and thus obtain Kd(1) and Kd(2) (the dissociation constants for 
TFBS with one and two mismatches, respectively).  
 
Because TFs bind non-specifically to DNA at a high background rate, each nucleosome-free 
stretch of 14 bp can be considered to be a non-specific binding site (NSBS). A haploid S. 
cerevisiae genome is 12 Mb, 80% of which is wrapped in nucleosomes (Lee et al. 2007), yielding 
approximately 106 potential non-specific binding sites (NSBSs). In a yeast nucleus of volume 
3×10-15 liters, the NSBS concentration is of order 10-4 mole/liter. To find the concentration of 
free TF [TF] in the nucleus given a total nucleic TF concentration of CTF, we consider  
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 𝐾𝑑 = [binding_site][TF][binding_site ∙ TF], 
 
in the context of NSBSs, substitute [TF∙NSBS] with CTF - [TF], and solve for 
 [TF] = 𝐾𝑑(3)𝐾𝑑(3)+[NSBS]𝐶𝑇𝐹 = 10−510−5+10−4 𝐶𝑇𝐹 ≈ 0.1𝐶𝑇𝐹. 
 
Thus, about 90% of total TFs are bound non-specifically, leaving about 10% free. The relatively 
small number of specific TFBSs is not enough to significantly perturb the proportion of free TFs, 
and so for the specific TFBSs with m<3 that are of interest in our model, we simply use 𝐾?̂?(m) = 
10Kd(m) to account for the reduction in the amount of available TF due to non-specific binding. 
We also convert 𝐾?̂? from the units of mole/liter in which Kd is estimated empirically to the more 
convenient molecules/nucleus. The rescaling factor r for which 𝐾?̂?(in molecule/nucleus) = 𝑟𝐾?̂? 
(in mole/liter) is 3×10-15 liter/nucleus × 6.02×1023 molecule/mole = 1.8×109 molecule cell-1 liter 
mole-1. Taken together, 𝐾?̂?(molecule/nucleus) = 10rKd (mole/liter), where the factor 10 accounts 
for non-specific TF binding. 
 
2. TF occupancy 
Here we calculate the probability that there are A activators and R repressors bound to a given 
cis-regulatory region at a given moment in developmental time. First we note that if we consider 
TF i binding to TFBS j in isolation from all other TFs and TFBSs, Eq. S1 gives us probability of 
being bound: 
 𝑃𝑏(𝑗) = 1 − 𝑃𝑢(𝑗) = 𝐶𝑖𝐾?̂?+𝐶𝑖.       (S1) 
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Let 𝑃𝐴,𝑅(𝑛) be a term proportional (for a given value of 𝑛) to the combined probability of all binding 
configurations in which exactly A activators and R repressors are bound to the first n binding 
sites along the cis-regulatory sequence. We calculate 𝑃𝐴,𝑅(𝑛) recursively, considering one 
additional TFBS at each step. Note that if two different TFs bind to exactly the same location on 
a cis-regulatory region, we treat this as two TFBSs, not as one, and treat first one and then the 
other in our recursive algorithm. 
 
Consider the case where the (n+1)th binding site belongs to an activator. The case where this 
activator is not bound contributes 𝑃𝐴,𝑅(𝑛)𝑃𝑢(𝑛 + 1) to 𝑃𝐴,𝑅(𝑛+1). If it is bound, then we must also 
take into account that the (n+1)th binding site overlaps (partially or completely) with the last 𝐻 ≥ 0 sites, and so contributes⁡𝑃𝐴−1,𝑅(𝑛−𝐻)𝑃𝑏(𝑛 + 1)∏ 𝑃𝑢(𝑗)𝑛𝑗=𝑛−𝐻+1 . Taken together,  
 𝑃𝐴,𝑅(𝑛+1) = 𝑃𝐴,𝑅(𝑛)𝑃𝑢(𝑛 + 1) + 𝑃𝐴−1,𝑅(𝑛−𝐻)𝑃𝑏(𝑛 + 1)∏ 𝑃𝑢(𝑗).𝑛𝑗=𝑛−𝐻+1   
 
Similarly, if the (n+1)th site belongs to a repressor, we have 
 𝑃𝐴,𝑅(𝑛+1) = 𝑃𝐴,𝑅(𝑛)𝑃𝑢(𝑛 + 1) + 𝑃𝐴,𝑅−1(𝑛−𝐻)𝑃𝑏(𝑛 + 1)∏ 𝑃𝑢(𝑗).𝑛𝑗=𝑛−𝐻+1   
 
By definition,⁡𝑃𝐴,𝑅(𝑛) = 0 for binding configurations that are impossible, e.g. those with negative A 
or negative R. We initialize the recursion at n = 0, where the only valid binding configuration is 
for A = R = 0, i.e. 𝑃0,0(0) = 1. At n = 1, 𝑃0,0(1) ∝ 𝑃𝑢(1), and if the binding site belongs to an activator, 𝑃1,0(1) ∝ 𝑃𝑏(1); otherwise, 𝑃0,1(1) ∝ 𝑃𝑏(1). For N = 1, the two probabilities sum to 1 and 
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normalization is unnecessary. For higher values of N= NA+NR TFBSs, we normalize 𝑃𝐴,𝑅(𝑁) at the 
end of the recursion by dividing by ∑ ∑ 𝑃𝐴,𝑅(𝑁)𝑁𝑅𝑅=0𝑁𝐴𝐴=0  to get the probability of binding 
configurations that include exactly A activators and R repressors. 
 
3. rAct_to_Int 
Transcription initiation over an interval of time rtransc_init is proportional to the proportion of time 
spent in the Active state. Assuming a steady state between Repressed, Intermediate, and Active 
states, as a function of current TF concentrations, we have: 
 𝑟𝑡𝑟𝑎𝑛𝑠𝑐_𝑖𝑛𝑖𝑡𝑟𝑚𝑎𝑥_𝑡𝑟𝑎𝑛𝑠𝑐_𝑖𝑛𝑖𝑡 = 𝑟𝐼𝑛𝑡_𝑡𝑜_𝐴𝑐𝑡𝑟𝐼𝑛𝑡_𝑡𝑜_𝐴𝑐𝑡+𝑟𝐴𝑐𝑡_𝑡𝑜_𝐼𝑛𝑡 𝑃𝐼𝑛𝑡_𝑜𝑟_𝐴𝑐𝑡 ,      (S2) 
 
where PInt_or_Act is the probability a gene is at Intermediate or Active. We set rmax_transc_init (the rate 
of transcription given 100% Active state) to 6.75 min-1, based on the corresponding rate when a 
model of the PHO5 promoter is fit to data (Brown et al. 2013). In this model fit, the 
constitutively expressed PHO5 promoter is free of nucleosomes 80% of the time, i.e. PInt_or_Act = 
0.8. We take these two values as universal for constitutively expressed genes, and assume that 
variation in rAct_to_Int is responsible for variation in rtransc_init. To identify a set of constitutively 
expressed genes, we identified 225 genes that have mRNA production rate of at least 0.5 
molecule min-1 from genome-wide measurements (Pelechano et al. 2010); this threshold 
corresponds to low H2A.Z occupancy (Guillemette et al. 2005). We set rtransc_init to the production 
rate of mRNA of these 225 genes, and solve for gene-specific rAct_to_Int from Eq. S2. We fit the 
solutions to a log-normal distribution and arrive at 10N(1.27, 0.226) min-1.  
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To initialize values of rAct_to_Int for each gene, we sample from this distribution. We also set lower 
and upper bounds for allowable values; if either the initial sample or subsequent mutation put 
rAct_to_Int beyond these bounds, we set the value of rAct_to_Int to equal to boundary value. We set 
the lower bound for rAct_to_Int at 0.59 min-1, half the minimum of the values inferred from the set 
of 225 genes. To set an upper bound, we use the low H2A.Z occupancy bound of rtransc_init = 0.5, 
which gives a solution of 32.34 min-1; we double this to set the upper bound as 64.7 min-1. 
 
4. Transcription delay times 
Yeast protein lengths fit a log-normal distribution of 10N(2.568, 0.34) amino acids (from the 
Saccharomyces Genome Database (SGD Project), excluding mitochondrial proteins). We sample 
ORF length L from this distribution. To constrain the values of L, we set a lower bound of 50 
amino acids and an upper bound of 5000 amino acids; the longest protein in SGD is 4910 amino 
acids. If either initialization or mutation put L beyond these bounds, we set the value of L to the 
boundary value. 
 
With an mRNA elongation rate of 600 codon/min (Larson et al. 2011; Hocine et al. 2013), it takes 
L / 600 minutes to transcribe the ORF of an mRNA. Also including time for transcribing UTRs and 
for transcription termination, and ignoring introns for simplicity, it takes 290 seconds to 
complete transcription of the yeast GLT1 gene (Larson et al. 2011), whose ORF is 6.4kb. Putting 
the two together, we infer that transcribing the UTRs and terminating transcription takes 
around 1 minute for GLT1. Generalizing to assume that transcribing UTRs and terminating 
transcription takes exactly 1 minute for all genes, producing an mRNA from a gene of length L 
takes 1 + L / 600 minutes.  
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5. Translation delay times and rprotein_syn 
We model a second delay between the completion of a transcript and the production of the first 
protein from it. The delay comes from a combination of translation initiation and elongation; it 
ends when the mRNA is fully loaded with ribosomes all the way through to the stop codon and 
the first protein is produced. We ignore the time required for mRNA splicing; introns are rare in 
yeast (Dujon 1996). mRNA transportation from nucleus to cytosol, which is likely diffusion-
limited (Niño et al. 2013; Smith et al. 2015), is fast even in mammalian cells (Mor et al. 2010) let 
alone much smaller yeast cells, and the time it takes is also ignored. The median time in yeast 
for initiating translation is 0.5 minute (Table 1 in Siwiak et al. 2010), and the genomic average 
peptide elongation rate is 330 codon/min (Siwiak et al. 2010). After an mRNA is produced, we 
therefore wait for 0.5 + L / 330 minutes, and then model protein production as continuous at a 
gene-specific rate rprotein_syn.  
 
To calculate rprotein_syn , we combine the gene-specific ribosome densities D along the mRNAs and 
the gene-specific peptide elongation rates E, both measured in yeast (Siwiak et al. 2010). The 
values of DE across yeast genes fit the log-normal distribution 10N(0.322, 0.416) molecule mRNA-1 
min-1; we initialize rprotein_syn for each gene by sampling from this distribution. We set the lower 
bound for rprotein_syn at half the minimum observed value of DE (4.5×10-3 molecule mRNA-1 min-1). 
The upper bound corresponds to an mRNA fully occupied by rapidly moving ribosomes. Each 
ribosome occupies about 10 codons (Siwiak et al. 2010), and the peptide elongation rate can be 
as high as 614 codon/min (Waldron et al. 1977). If ribosomes are packed closely together at 10 
codons apart, a protein comes off the end of production in the time taken to elongate 10 
codons, i.e. proteins are produced at 61.4 molecules per minute. If either initialization or 
mutation put rprotein_syn beyond these bounds, we set the value of rprotein_syn to the boundary value. 
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6. mRNA and protein decay rates 
We fit the log-normal distribution 10N(-1.49, 0.267) min-1 to yeast mRNA degradation rates (Wang et 
al. 2002), and initialize the mRNA degradation rate rmRNA_deg for each gene by sampling from this 
distribution. We set lower and upper bounds for rmRNA_deg at half the minimum and twice the 
maximum observed values (7.5×10-4 min-1 and 0.54 min-1), respectively. If either initialization or 
mutation put rmRNA_deg beyond these bounds, we set the value of rmRNA_deg to the boundary value. 
 
Expressing the estimated half-lives of yeast proteins (Belle et al. 2006) in terms of protein 
degradation rates, they fit the log-normal distribution 10N(-1.88, 0.56) min-1; we initialize gene-
specific protein degradation rates rprotein_deg by sampling from this distribution. We ignore the 
additional reduction in protein concentration due to dilution as the cell grows and thus 
increases in volume. We set lower and upper bounds for rprotein_deg at half the minimum and twice 
the maximum observed degradation rate (3.0 × 10−6 min-1 and 0.69 min-1), respectively. If 
either initialization or mutation put rprotein_deg beyond these bounds, we set the value of rprotein_deg 
to the boundary value.  
 
7. Simulation of gene expression 
Our algorithm is part-stochastic, part-deterministic. We use a Gillespie algorithm (Gillespie 
1977) to simulate stochastic transitions between Repressed, Intermediate, and Active chromatin 
states, and to simulate transcription initiation and mRNA decay events. We refer to these as 
“Gillespie events”. The completion of transcription to produce a complete mRNA, and 
subsequent ribosomal loading onto the mRNA, are referred to as “fixed events” (they require 
fixed times of 1 + L / 600 minutes and 0.5 + L / 330 minutes, respectively). Scheduled changes in 
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the strength of the external signal are also fixed events. Protein production and degradation are 
described deterministically with ODEs, and updated frequently in order to recalculate TF 
concentrations and hence chromatic transition rates. Updates occur at the time of Gillespie and 
fixed events, and also in between. 
 
The total rate of all Gillespie events is 
 𝑟𝑡𝑜𝑡𝑎𝑙 = ∑ 𝑟𝑅𝑒𝑝_𝑡𝑜_𝐼𝑛𝑡_𝑖 + ∑ (𝑟𝐼𝑛𝑡_𝑡𝑜_𝑅𝑒𝑝_𝑖 + 𝑟𝐼𝑛𝑡_𝑡𝑜_𝐴𝑐𝑡_𝑖)𝐼𝑛𝑡𝑖 + ∑ (𝑟𝐴𝑐𝑡_𝑡𝑜_𝐼𝑛𝑡_𝑖 + 𝑟𝑡𝑟𝑎𝑛𝑠𝑐)𝐴𝑐𝑡𝑖 +𝑅𝑒𝑝𝑖∑ 𝑟𝑚𝑅𝑁𝐴_𝑑𝑒𝑔_𝑖𝑁𝑚𝑅𝑁𝐴_𝑖𝑔𝑒𝑛𝑒𝑠𝑖 ,  
 
 
where Rep, Int, and Act are the numbers of gene copies in our haploid model that are in the 
Repressed, Intermediate, and Active chromatin states, respectively, and NmRNA_i is the number of 
completely transcribed mRNA molecules from gene i. We only simulate degradation of full 
transcribed mRNA, and not that of mRNA that are still being transcribed, because the latter are 
already captured implicitly by rmax_transc_init, which is based on mRNAs that complete transcription 
(Brown et al. 2013). Once an mRNA finishes transcription, it is subjected to degradation 
regardless of whether ribosome loading is complete.  
 
The waiting time ∆t before the next Gillespie event is  
 ∆𝑡 = 𝑥𝑟𝑡𝑜𝑡𝑎𝑙,  
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where x is random number drawn from an exponential distribution with mean 1. Which Gillespie 
event takes place next is sampled only if a different update does not happen first. If a fixed 
event is scheduled to happen first at Δt1 < Δt, we advance time by Δt1, update the state of the 
cell, and calculate a new rtotal’. Since the cellular activity has been going on with the old rate rtotal 
for Δt1, the remaining “labor” required to trigger the Gillespie event planned earlier is reduced. 
The new waiting time, Δt’, to trigger the planned Gillespie event is 
 ∆𝑡′ = 𝑥−𝑟𝑡𝑜𝑡𝑎𝑙∆𝑡1𝑟𝑡𝑜𝑡𝑎𝑙′ .  
 
Gene duplication creates 𝑛 ≥ 1 genes producing the same protein, where each copy i might 
have diverged in their production rate rprotein_syn_i and degradation rate rprotein_deg_i. Complete 
proteins are produced continuously once an mRNA molecule is fully loaded with ribosomes, 
which occurs 0.5 + L / 330 minutes after transcription is complete – the concentration of such 
molecules is denoted NmRNA_aft_delay_i(t). Total protein concentration obeys: 
 𝑁𝑝𝑟𝑜𝑡𝑒𝑖𝑛′ (𝑡) = ∑ (𝑟𝑝𝑟𝑜𝑡𝑒𝑖𝑛_𝑠𝑦𝑛_𝑖𝑁𝑚𝑅𝑁𝐴_𝑎𝑓𝑡_𝑑𝑒𝑙𝑎𝑦_𝑖(𝑡) − 𝑟𝑝𝑟𝑜𝑡𝑒𝑖𝑛_𝑑𝑒𝑔_𝑖𝑁𝑝𝑟𝑜𝑡𝑒𝑖𝑛_𝑖(𝑡))𝑛𝑖 . (S3) 
 
Protein concentrations are updated using a closed-form integral of Eq. S3 
 𝑁𝑝𝑟𝑜𝑡𝑒𝑖𝑛(𝑡1) = ∑ (𝑟𝑝𝑟𝑜𝑡𝑒𝑖𝑛_𝑠𝑦𝑛_𝑖𝑁𝑚𝑅𝑁𝐴_𝑎𝑓𝑡_𝑑𝑒𝑙𝑎𝑦_𝑖𝑟𝑝𝑟𝑜𝑡𝑒𝑖𝑛_𝑑𝑒𝑔_𝑖 + (𝑁𝑝𝑟𝑜𝑡𝑒𝑖𝑛_𝑖(𝑡0) −𝑛𝑖𝑟𝑝𝑟𝑜𝑡𝑒𝑖𝑛_𝑠𝑦𝑛_𝑖𝑁𝑚𝑅𝑁𝐴_𝑎𝑓𝑡_𝑑𝑒𝑙𝑎𝑦_𝑖𝑟𝑝𝑟𝑜𝑡𝑒𝑖𝑛_𝑑𝑒𝑔_𝑖 )𝑒−𝑟𝑝𝑟𝑜𝑡𝑒𝑖𝑛_𝑑𝑒𝑔_𝑖(𝑡1−𝑡0))      (S4) 
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with this expression updated every time a Gillespie or fixed event at time t1 changes the value of 
NmRNA_aft_delay_i. 
  
In between updates, values of PA, PR, PA_no_R, and PnotA_no_R, and hence chromatin transition rates, 
are calculated under the approximation of constant 𝑁𝑝𝑟𝑜𝑡𝑒𝑖𝑛. Additional updates, above and 
beyond fixed and Gillespie events, are performed in order to ensure that chromatin transition 
rates do not change too dramatically from one update to the next. We use a target of D = 0.01 
for the amount of change tolerated in the values of PA, PR, PA_no_R, and PnotA_no_R, in order to 
schedule updates after time ∆𝑡∗, which are triggered when neither a Gillespie event nor a fixed 
event occurs before this time has elapsed, i.e. when ∆𝑡∗ < ∆𝑡1 and ∆𝑡∗ < ∆𝑡. 
 
There is the greatest potential for large changes after an update that changes the value of 
NmRNA_aft_delay_i. In this case, we use Eq. S1 to solve for the time interval for which the probability 
that TF i would be bound to a single perfect and non-overlapping TFBS would change by D, by 
choosing Δt* > 0 that satisfies 
 | 𝑁𝑖(𝑡)𝑁𝑖(𝑡)+𝐾𝑑,𝑖∗ (0)− 𝑁𝑖(𝑡+∆𝑡∗)𝑁𝑖(𝑡+∆𝑡∗)+𝐾𝑑,𝑖∗ (0)| = 𝐷.       (S5) 
 
A solution for Δt may not exist, e.g. if the concentration of TF i is decreasing but Pb(t2) < D. In 
such cases, we set ∆𝑡∗ to infinity. 
 
When the previous update does not change any NmRNA_aft_delay_i values, then we modify ∆𝑡∗ 
adaptively. Let d be the maximum of ΔPA, ΔPR, ΔPA_no_R, and ΔPnotA_no_R during the last update. We 
then schedule an update at 
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 ∆𝑡∗′ = 𝐷𝑑 ∆𝑡∗.         (S6) 
 
After an update that changes the value of NmRNA_aft_delay_i, we use the smaller value from Eqs. S5 
and S6. These additional update times are discarded and recalculated when a Gillespie or fixed 
event occurs first. 
 
In Fig. S11, we see that simulations rarely exceed our target of D=0.01, and do so only modestly. 
 
 
Fig. S11 Our updating algorithm is able to limit simulation errors. The distribution across 9,000 
simulations of the maximum value of d over the course of development. For each of the 45 
evolutionary replicates in Fig. 4, we run 200 simulations of development of the final evolved 
genotype. These genotypes were the outcome of evolution under selection for filtering out 
short spurious signals, in which direct regulation of the effector by the signal is not allowed. In 
environment 1 a genotype responds to a constant “ON” signal and in environment 2 it responds 
to a short spurious signal (Fig. 3). 
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8. Cost of gene expression 
The cost of gene expression comes from some combination of the act of expression and from 
the presence of the resulting gene product. Yeast cells with plasmids carrying fast-degrading 
GFP had as much growth impairment as those carrying wild-type GFP (Fig. 3 of Kafri et al. 2016), 
suggesting that the former cost dominates. Universal costs stemming from the act of gene 
expression include the consumption of energy (Wagner 2005; Wagner 2007) and the 
opportunity cost of not using ribosomes to make other gene products (Scott et al. 2014). While 
some costs arise from transcription (Kafri et al. 2016), we simplify our model by attributing all of 
the cost of expression to the act of translation. 
 
Kafri et al. (2016) reported that, in rich media, the growth rate of haploid yeast is reduced by 
about 1% when mCherry is expressed to about 2% of proteome. With bmax = 1 giving the growth 
rate of the yeast when mCherry is not expressed, we have the cost of gene expression equal to 
0.01. Next, we estimate the production rate of mCherry in Kafri et al. (2016) by assuming that 
mCherry is in steady state between production and dilution due to cell division; fluorescent 
proteins tend to be stable such that degradation can be ignored (Snapp 2009). Ghaemmaghami 
et al. (2003) estimated that a haploid yeast cell contains about 5×107 protein molecules, 2% of 
which are now mCherry. Over a 90 minute cell cycle in Kafri et al. (2016), about 5×105 mCherry 
molecule per cell need to be expressed in order to double in numbers. This yields a production 
rate of about 5×103 mCherry molecules per minute per cell. Because the total cost of gene 
expression is 0.01, the cost at a protein production rate of one mCherry molecule per minute 
per cell, 𝑐𝑡𝑟𝑎𝑛𝑠𝑙, is 2×10-6. Long genes should be more expensive to express than short ones; for 
a gene of length L, we assume its cost of expression is 𝑐𝑡𝑟𝑎𝑛𝑠𝑙L / 370, where 370 is the geometric 
mean length of a yeast protein as described above in Section 4. Results using the length of 
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mCherry instead, i.e. a slightly higher cost of expression of 𝑐𝑡𝑟𝑎𝑛𝑠𝑙L / 236, are unlikely to be 
significantly different. 
 
The overall cost of gene expression at time t, C(t) is: 
 𝐶(𝑡) = 𝑐𝑡𝑟𝑎𝑛𝑠𝑙(∑ 𝐿𝑖102.568 𝑟𝑡𝑟𝑎𝑛𝑠𝑙_𝑖𝑛𝑖𝑡_𝑖𝑁𝑚𝑅𝑁𝐴_𝑎𝑓𝑡_𝑑𝑒𝑙𝑎𝑦_𝑖(𝑡)𝑛1 +∑ 𝐿𝑖102.568 𝑟𝑡𝑟𝑎𝑛𝑠𝑙_𝑖𝑛𝑖𝑡_𝑖2 𝑁𝑚𝑅𝑁𝐴_𝑑𝑢𝑟𝑖𝑛𝑔_𝑑𝑒𝑙𝑎𝑦_𝑖(𝑡))𝑛1 .  
 
The second term represents transcripts that are on average half-loaded with ribosomes, and 
hence experiencing on average half the cost of translation. We integrate C(t) within segments of 
constant C(t) to obtain the overall cost of gene expression during a simulation.  
  
9. Mutation 
Because we use an origin-fixation approach, only the relative and not the absolute values of our 
mutation rates matter. In S. cerevisiae, the rates of small indels and of single nucleotide 
substitutions have been estimated as 0.2×10-10 per base pair and 3.3×10-10 per base pair, 
respectively (Lynch et al. 2008). Thus, cis-regulatory sequences are primarily shaped by single 
nucleotide substitutions. We do not model small indels in the cis-regulatory sequence, but 
increase the single nucleotide substitution up to 3.5×10-10 per base pair to compensate. This 
corresponds to a rate of 5.25×10-8 per 150 bp cis-regulatory sequence. 
 
Lynch et al. (2008) also report a rate of gene duplication of 1.5×10-6 per gene and of deletion of 
1.3×10-6 per gene (not including non-deletion-based loss of function mutations). These values 
turned out to swamp the evolution of TFBSs and hence significantly slow down our simulations, 
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so we chose values 10-fold lower, making both gene duplication and gene deletion occur at rate 
1.5×10-7 per gene. This preserves their numerical excess but reduces its magnitude. 
 
Our model contains 8 gene-specific parameters, namely L, rAct_to_Int, rprotein_deg, rprotein_syn, rmRNA_deg, 
the Kd(0) of a TF, whether a TF is an activator vs. repressor, and the consensus binding sequence 
of a TF. We assume mutations to L are caused by relatively neutral small indels, which we 
assume to be 20% of all small indels; mutation to L therefore occurs at rate 1.2×10-11 per codon, 
i.e. 1.2×10-11L for a gene of length L. For rAct_to_Int, we assume that it is altered by 10% of all the 
point mutations (single nucleotide substitution and small indels) to the core promoter of a gene. 
The length of a core promoter is about 100 bp and is relatively constant among genes (Roy & 
Singer 2015), yielding a mutation rate of rAct_to_Int of 3.5×10-9 per gene.  
 
The remaining 6 gene-specific parameter mutation rates are parameterized with lower accuracy 
due to lack to data; the principal decision is which to make dependent vs. independent of gene 
length. TF binding to DNA depends on particular peptide motifs whose length is likely 
independent of TF length, therefore we make mutation rates independent of gene length for 
mutations to Kd(0), to the consensus binding sequence of a TF, and to the activating vs 
repressing identity of a TF. We set the rate of each of the three mutation types to 3.5×10-9 per 
gene. In contrast, because the stability of an mRNA mainly depends on its codon usage (Cheng 
et al. 2017) and thus more codons means more opportunities for change, we assume the rate of 
mutation to rmRNA_deg does depend on gene length, as do mutations to protein stability rprotein_deg. 
rprotein_syn is determined by the density of ribosomes on mRNA and the elongation rate of 
ribosomes, and therefore is affected both by ribosome loading speed and by slow spots forming 
queues in the mRNA. Ribosome loading often relies on the 5’UTR of mRNA (Hinnebusch 2011), 
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and 5’UTR length is positively correlated with ORF length (Tuller et al. 2009). Slow-spots in 
mRNA can be due to secondary structure or to suboptimal codons, therefore are also more 
likely to appear by mutation to long mRNAs, so we assume the rate of mutation to rprotein_syn 
depends on gene length. We set the mutation rates of rprotein_deg, rprotein_syn, and rmRNA_deg each to 
9.5×10-12 per codon; in other words, each mutation rate is 3.5×10-9 for a yeast gene of average 
length (on a log-scale) 102.568 = 370 codons.  
 
rAct_to_Int, rprotein_syn, Kd(0), rprotein_deg, and rmRNA_deg evolve as quantitative traits. They are assumed to 
have, in the absence of selection, a log-normal stationary distribution with mean µ and standard 
deviation 𝜎, with values estimated below and listed in Table S2. Denote the values of a 
parameter as x before mutation and x’ after mutation; mutation takes the form: 
 log10𝑥′ = log10𝑥 + Normal(𝑘(𝜇 − log10𝑥), 𝜎),     (S7) 
 
where k controls the speed of regressing back to the stationary distribution; we set k = 0.5 for all 
5 parameters. To set values of µ, central tendency estimates of these five values (from Table S1) 
are adjusted according to our expectations about mutation bias. We assume a mutation bias 
toward faster mRNA degradation rmRNA_deg, faster rAct_to_Int (Decker & Hinton 2013; Roy & Singer 
2015), slower translation initiation rprotein_syn (Hinnebusch 2011), and larger Kd(0). We assume 
that the observed log-normal means of rmRNA_deg, rprotein_syn, and rAct_to_Int differ by 2-fold from the 
mean expected from mutational bias; for example, the mean of log10(rmRNA_deg) is -1.49, so the 
value of µ for rmRNA_deg is -1.49 + log10(2) = -1.19. We assume a larger bias for Kd(0), namely that 
mutation is likely to reduce the affinity of a TF for a TFBS down to non-specific levels. Thus, we 
set µ = log10(Kd(3)) = -5 for Kd(0); note that in this case µ is equal to one of the boundary values, 
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which will be hit far more often than during the evolution of other parameters. We assume that 
the observed central tendency estimate of protein stability does not depart from mutational 
equilibrium, therefore the value of µ for rprotein_deg is the mean of log10(rprotein_deg) =-1.88. 
 
The value of σ controls mutational effect size. We set the value of σ such that 1% of mutational 
changes from x=10µ go beyond the boundary values, for simplicity approximating by considering 
only the closer of the two boundary values on a log scale, i.e. we solve Eq. S8 for 𝜎: 
 {𝑃(µ + Normal(0, 𝜎) ≥ ⁡ log10𝑈) = 0.01,⁡⁡⁡⁡if⁡the⁡upper⁡bound⁡U⁡is⁡closer⁡𝑃(µ + Normal(0, 𝜎) ≤ ⁡ log10𝐿) = 0.01,⁡⁡⁡if⁡the⁡lower⁡bound⁡L⁡is⁡closer ⁡  (S8) 
 
For example, the upper and the lower bounds of rmRNA_deg are 0.54 min-1 and 7.5×10-4 min-1; on a 
log-scale, the upper bound is closer to 10µ = 10-1.19 min-1. Plugging these values in Eq. S8 and 
solving for σ, we have σ = 0.396. We set the values of σ for rprotein_syn, and rprotein_deg in the same 
way. However for rAct_to_Int, σ is set according to the lower bound, even though it is the more 
distant from 10µ, because otherwise a stable preinitiation complex will evolve too rarely. Under 
this high mutational variance, evolutionary outcomes at the two bounds are still only observed 
5% of the time. For Kd(0), because its upper bound is equal to 10µ, we set σ to 0.776, such that 
1% of mutations can change the values of Kd(0) by 100-fold or more. 
 
Mutant values of L, rAct_to_Int, rprotein_syn, rprotein_deg, and rmRNA_deg are constrained by the same 
bounds that constrain the initial values of these parameters (Sections 3-6). If a mutation 
increases the value of any of these 5 parameters to beyond the corresponding upper bound, we 
set the mutant value to the upper bound; similarly for a mutant value that is smaller than the 
lower bound of the corresponding parameter. For mutation to Kd(0), we resample if x’ ≥ Kd(3), 
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because otherwise the mutation effectively “deletes” the TF by reducing its affinity to non-
specific levels. 
 
10. Burn-in evolutionary simulation conditions 
When the signal is not allowed to regulate the effector genes directly, most simulations under 
selection either to filter out short spurious signals or for simple signal recognition in the absence 
of spurious signals rapidly found a local optimal solution in which effector genes are never 
expressed. This local optimum exists in part because we assume that the environment in which 
the effector is deleterious is twice as common as the environment in which it is beneficial (Fig. 
3). When the signal is not allowed to directly turn on the effector, then to escape this local 
optimum, at least one activator must be induced by the signal and then induce the effector. 
Such activators are rare when genotypes are randomly initialized. Making matters worse, 
mutation tends to reduce expression after initialization (see Section 9). 
 
To reduce the frequency of this problem, we added a burn-in stage to simulations in which the 
signal is not allowed to regulate the effector directly. During burn-in, we switch the frequencies 
of the two environments, so that selection to express the effector is stronger. We also change 
the mutational bias in rAct_to_Int, rprotein_syn, and Kd(0) to favor higher expression and stronger 
binding. For rAct_to_Int and rprotein_syn, we use 0.1 instead of 0.01 as the tolerated fraction of 
extreme mutations in Eq. S8. For Kd(0), we decrease µ from -5 to -7.5, biasing mutation toward 
the mean value at which we initialize (Table S1). Evolving an activator that can reliably turn on 
the effector when the signal is “ON” primarily relies on forming strong binding sites and 
appropriate kinetic constants in expression, assisted by the change in mutational bias above. To 
better focus the simulations on sampling appropriate mutations during the burn-in phase, we 
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reduce the rate of gene duplication and the rate of deletion to 5.25 × 10-9 per gene, and limit 
the maximum number of TF genes to 9 and that of effector genes to 2. Each simulation is run 
under burn-in conditions for 1000 steps, after which normal model settings and selection 
conditions are restored. The same burn-in mutational settings are used for the control selection 
conditions (no selection, no spurious signal, and harmless spurious signal). 
 
11. Quantifying occurrence of network motifs 
Scoring the presence of a C1-FFL motif (e.g. Fig. 4B) or diamond motif (e.g. Fig. 7) is based on 
scoring whether TF x regulates gene y. Gene duplication and divergence complicate this scoring, 
because different gene copies might encode functionally identical proteins, but one copy of 
gene y might have a TFBS for TF x and the other might not. For the purpose of scoring motifs, 
our algorithm begins by simply treating each gene copy as though it were a unique gene. 
 
Following Milo et al. (2002), a C1-FFL is scored if activating TF A can bind to the cis-regulatory 
sequence of activating TF B and to the effector, if B can also bind to that of the effector, and if B 
does not bind to that of A. Auto-regulation is allowed. We exclude C1-FFLs in which A and B 
encode the same TF or variants of the same TF. In the case of direct regulation, A can be the 
signal rather than a TF. C1-FFLs can then be subdivided into categories based on overlap 
between the TFBSs in the cis-regulatory region of the effector (Fig. 2).  
 
A diamond is scored if two signal-regulated activating TFs, A and B, do not bind to each other’s 
cis-regulatory region, but both bind to that of the effector. We allow auto-regulation and 
require A and B to not encode the same TF or variants of the same TF. 
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A FFL-in-diamond is scored if one signal-regulated activating TF A binds to the cis-regulatory 
region of another signal-regulated activating TF B, but B does not bind to that of A, and both A 
and B bind to that of the effector. Again, auto-regulation is allowed, and A and B must not 
encode the same TF or variants of the same TF. 
 
Occurrence within one evolutionary replicate is calculated as the fraction of the last 10,000 
evolutionary steps in which at least one motif of the type of interest is present. The mean and 
standard error of this occurrence metric is then calculated across replicates. 
 
12. Perturbing network motifs  
In Fig. 5 and Fig. 9, we add a TFBS to the cis-regulatory sequence of the effector gene, in order 
to destroy the AND-gate logic of an isolated C1-FFL or diamond. The new TFBS is chosen such 
that it does not overlap with any existing TFBSs, and has the same affinity as the strongest TFBS 
that is already present in the cis-regulatory sequence of the effector gene for the signal/fast TF 
(to convert from an AND-gate to signal-controlled/fast TF-controlled), or for the slow TF (to 
convert from an AND-gate to slow TF-controlled).  
 
When a TRN has multiple AND-gated motifs of interest, we convert all of them. A perturbation 
can also affect the logic of other, potentially non-AND-gated motifs in the same TRN (e.g. Fig. 
S12), making it hard to attribute the fitness effect to the AND-gate logic of the targeted motif. 
For this reason, we perform the perturbation analysis not on a single potentially problematic 
genotype, but on the last 10,000 evolutionary steps of an evolutionary simulation. Within those 
10,000 related genotypes, we exclude those that also contain other motifs that might influence 
our results. For simulations where the signal is allowed to directly regulate the effector, this 
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means excluding those with non-AND-gated C1-FFLs. For simulations where the signal is not 
allowed to directly regulate the effector, we exclude genotypes with either AND-gated or non-
AND-gated motifs other those of interest (e.g. if we intend to perturb AND-gated isolated C1-
FFLs, we exclude genotypes that also contain either an AND-gated isolated diamond or a non-
AND-gated C1-FFL). Both pre-perturbation fitness and post-perturbation fitness are averaged 
over the remaining genotypes. If no evolutionary step meets our requirement, we exclude the 
entire evolutionary simulation; this occurs only when the signal cannot directly regulate the 
effector genes. 
 
 
Fig. S12 Examples of confounding motifs in perturbation analysis. The TRN on the left contains 
a slow TF-controlled C1-FFL (S-A-E) and an AND-gated C1-FFL (S-B-E). To convert S-B-E into a 
signal-controlled C1-FFL, we need to add one TFBS for the signal to the cis-regulatory sequence 
of E. However, this change also makes S-A-E OR-gated, making it difficult to conclude whether it 
is the AND gate logic of S-B-E that matters for fitness.   
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