The signal-noise ratio of a portfolio of p assets, its expected return divided by its risk, is couched as an estimation problem on the sphere S p−1 . When the portfolio is built using noisy data, the expected value of the signal-noise ratio is bounded from above via a Cramér-Rao bound, for the case of Gaussian returns. The bound holds for 'biased' estimators, thus there appears to be no bias-variance tradeoff for the problem of maximizing the signal-noise ratio. An approximate distribution of the signal-noise ratio for the Markowitz portfolio is given, and shown to be fairly accurate via Monte Carlo simulations, for Gaussian returns as well as more exotic returns distributions. These findings imply that if the maximal population signal-noise ratio grows slower than the universe size to the 1 4 power, there may be no diversification benefit, rather expected signal-noise ratio can decrease with additional assets. As a practical matter, this may explain why the Markowitz portfolio is typically applied to small asset universes. Finally, the theorem is expanded to cover more general models of returns and trading schemes, including the conditional expectation case where mean returns are linear in some observable features, subspace constraints (i.e., dimensionality reduction), and hedging constraints.
Introduction
Given p assets with expected return µ and covariance of return Σ, the portfolio defined as ν * = df Σ −1 µ,
known, somewhat informally, as the 'Markowitz portfolio', plays a central role in portfolio theory. [20, 3] Up to scaling, it solves the classic mean-variance optimization, as well as the (population) Sharpe ratio maximization problem:
In practice, the Markowitz portfolio has a tarnished reputation, and is infrequently, if ever, used without some modification. The unknown population parameters µ and Σ must be estimated from samples, resulting in a feasible portfolio of dubious value. Michaud went so far as to call mean-variance optimization, "error maximization." [23] In its stead, numerous portfolio construction methodologies have been proposed to replace the Markowitz portfolio, some based on patching conjectured theoretical deficiencies, others relying on simple heuristics. [7, 30, 3] Praticioners often resort to dimensionality reduction heuristics to mitigate estimation error, effectively reducing the number of free variables in the portfolio optimization problem. One version of this tactic describes the returns of dozens, or even hundreds, of equities as the linear combination of a handful of 'factor' returns (plus some 'idiosyncratic' term); the portfolio problem is then couched as an optimization over factor portfolios. If the population parameters were known with certainty, shrinking the set of feasible portfolios would only result in reducing the optimal portfolio utility. However, the population parameters can typically only be weakly estimated, and dimensionality reduction is common practice.
In this paper, an upper bound is established on the expected value of a feasible portfolio's signal-noise ratio, defined to be the expected return of the portfolio divided by it's risk, with return and risk measured using the (unknown) population parameters, and with the "expected value" taken over realizations of the sample used to estimate the portfolio. This bound balances the 'effect size,' nµ Σ −1 µ, with the number of assets, p, and justifies some form of dimensionality reduction. It is established, for example, that if, by adding additional assets to the investment universe, µ Σ −1 µ grows at a rate slower than p 1/4 , the upper bound on expected signal-noise ratio can decrease.
Portfolio signal-noise ratio
Let x be the vector of relative returns of p assets, with expectation µ and covariance Σ. A portfolioν on these assets has expected returnν µ and varianceν Σν. Define the signal-noise ratio of the portfolioν as the signalnoise ratio of the returns ofν x:
One can think of the signal-noise ratio as a kind of 'quality' metric on portfolios, as follows: The Sharpe ratio statistic of the future returns ofν are 'stochastically monotonic' in the signal-noise ratio as so defined, meaning that if q (ν 1 ) ≤ q (ν 2 ) then the Sharpe ratio ofν 2 x (first order) stochastically dominates the Sharpe ratio ofν 1 x.
Note that the portfolio signal-noise ratio is bounded by the signal-noise ratio achieved by the population Markowitz portfolio, ν * :
We can interpret portfolio signal-noise ratio geometrically, in 'risk space', by introducing a risk transform:
Now normalize by the maximum absolute value that q (ν) can take:
where
is the projection operator taking non-zero vector x to the unit sphere. That is, q (ν) /ζ * can be viewed as the dot product of two vectors on the unit sphere (assuming bothν and ν * are non-zero vectors), namely f S Σ /2ν
and f S Σ /2 ν * . Let θ be the angle between f S Σ /2ν and f S Σ /2 ν * , and thus q (ν) = ζ * cos θ.
In practice the portfolioν is built using n i.i.d. observations of the random variable x. Denote these observations by the n × p matrix X, and, by abuse of notation, denote the estimator that givesν for a given X byν (X). By the same abuse of notation, write θ (X). We will bound the expected value ofν (X).
To appeal to a Cramér-Rao bound, one must typically assume the estimator is unbiased. For this problem a somewhat weaker condition suffices. Assumption 2.1 (Directional Independence). Assume that E f S Σ /2ν (X) = c n ζ 2 * f S Σ /2 ν * + b n (µ, Σ) ,
where b n (µ, Σ) is the 'bias' term, which is orthogonal to f S Σ /2 ν * , and which may be an arbitrary function of µ and Σ.
Note that by orthogonality of b n (µ, Σ) and f S Σ /2 ν * , and linearity of the expectation,
Thus |c n (x)| ≤ 1, and we expect c n (x) ≥ 0 for a 'sane' portfolio estimator. Moreover, one expects c n (x) → 0 as nx → 0, and for non-zero x, c n (x) → 1 as n → ∞. When b n (µ, Σ) is the zero vector, the estimator is a 'parallel estimator' in Watson's terminology [15] , or 'unbiased' in the sense of Hendricks. [12, 11] Note that Equation 7 is satisfied for any directionally equivariant portfolio estimator, i.e., one which, for any orthonormal H, (H H = I p = HH ), one haŝ ν XH = Hν (X) .
However, one should recognize that not all portfolio estimators satisfy this assumption. For example, consider an estimator that never concentrates greater than p − 1 2 proportion of its total gross allocation in any one asset; this estimator does not exhibit Directional Independence, since it can not capitalize when ν * = ζ * e 1 . Neither does the "one over N allocation" estimator. [7] We must eliminate other 'pathological' cases from consideration.
Assumption 2.2 (Residual Independence). Assume that the distribution of the residual
is independent of Σ /2 ν * .
This assumption prevents us from making false assertions about e.g., the 1/N allocation in the case where it happens to nearly equal ν * . [7] Let y be a p-variate random variable. Then
By Equation 7 , and using orthogonality of b n (µ, Σ) and f S Σ /2 ν * , we then have
We will bound the variance of f S Σ /2ν (X) by a Cramér-Rao lower bound, thus establishing an upper bound on c n ζ
Note that η η = µ Σ −1 µ = ζ 2 * . Using the Cramér-Rao lower bound for the left hand side of Equation 10 , and then using the definition of η in the expectation, we have [24] 1
Here we take the derivative to follow the 'numerator layout' convention, meaning a gradient is a row vector. This derivative takes the form
To compute the Fisher information, I η , we must fix the likelihood of the returns, x. While the normal distribution is a poor fit for asset returns [6] , it is a convenient distribution to work with. Assumption 2.3 (Normal Returns). Assume that x are multivariate normally distributed, x ∼ N (µ, Σ).
For multivariate normal returns, and conditional on Σ, the log likelihood takes the form
dropping the 'nuisance parameters' from the likelihood function. The Fisher Information is negative the expectation of the Hessian of the log likelihood with respect to η. In this case we have simply Theorem 2.4 balances the "degrees of freedom" of the estimator, p − 1, with one lost because only direction matters, and the "observable effect size", nζ 2 * . The effect size is a unitless quantity. If ζ * is measured in trading days, then n should be the number of trading days; if ζ * is measured in 'annualized' terms, then n should be the number of years.
This bound is fairly harsh. Consider a typical actively managed portfolio. Generously, we can estimate ζ * = 1yr −1/2 over p = 10 assets, using n = 5yr of historical data. Then the expected value of q (ν (X)) is bounded by 0.6yr −1/2 ; the event of having a year-over-year loss is then a "0.6-sigma" event.
Theorem 2.4 suggests that for comparing investments, the magnitude of the squared Sharpe ratio is a limiting factor, rather than the Sharpe ratio itself (assuming it is positive). That is, under the bound of the theorem, ζ * = 2yr
is four times as 'good' as ζ * = 1yr −1/2 , in the sense that such an effect size can 'balance' four times as many degrees of freedom.
Approximate distribution of the signal-noise ratio of the Markowitz portfolio
Here we establish an approximate distribution of the quantity q (ν) /ζ * = cos θ for the sample Markowitz portfolio,ν * = dfΣ −1μ
, withΣ,μ the usual sample estimates of Σ and µ. The approximation is constructed by assuming that misestimation of Σ contributes no error to the portfolio. Assuming thatΣ = Σ, then
where z ∼ N (0, I). Then, with q (ν (X)) /ζ * = cos (θ (X)), we should have
where the z i are independent standard normal random variables. This can be expressed as
where t (δ, ν) is a non-central t-distribution with non-centrality parameter δ and ν degrees of freedom. Approximation 25 implies the following approximation:
where B (δ, p, q) is a non-central Beta distribution with non-centrality δ, and 'shape' parameters p and q. [31] However, by describing the distribution of the square of q (ν (X)), we cannot easily model the (sometimes significant) probability that it is negative. This form, does, however, give bounds on the variance of q (ν (X)) under the approximation 
where 2 F 2 (·, ·; ·, ·; ·) is the Generalized Hypergeometric function. [26, sec 16.2] This is a rough upper bound on the variance of q 2 (ν (X)); a lower bound can be had using the upper bound on the mean from Theorem 2.4.
Because the median value of the non-central t-distribution is approximately equal to the non-centrality parameter, [14, 16] the median value of q (ν (X)) for the sample Markowitz portfolio, via Approximation 25, is approximately
which is exactly the upper bound of Theorem 2.4!
Monte Carlo simulations
The accuracy of Approximation 25 is checked by Monte Carlo simulations: 10 7 simulations were performed of construction of the Markowitz portfolio using n = 1012 (4 years of daily observations), p = 6 and ζ * = 1.25yr −1/2 ; the returns are normally distributed. Since the population Markowitz portfolio is known, the portfolio signal-noise ratio can be computed exactly. The Q-Q plot in Figure 1 confirms that Approximation 25 is very good for this choice of n, p, ζ * .
Rather than rely on 'proof by graph', the Kolmogorov-Smirnov test was computed for the values of signal-noise ratio generated under Gaussian returns. [21] The statistic, the maximal difference between empirical CDF and theoretical CDF under the approximation, was computed to be 0.004 over the 10 7 simulations. While this seems small, the computed p-value under the null underflows to 0 because the sample size is so large.
The experiment is then repeated using returns drawn from a uniform distribution, a t-distribution with 4 degrees of freedom, from a Tukey h-distribution with parameter h = 0.15, and from a Lambert W × Gaussian with parameter γ = −0.2. [8, 9] Returns are generated by first generating i.i.d. p-variate draws from a zero mean, identity covariance distribution whose marginals follow the so-named laws, then scaling and shifting to have the appropriate ζ * . For each simulation, the Σ is a random draw from a Wishart random variable.
The uniform distribution is not a realistic model of market returns, but is included to check the approximation on platykurtic returns. The t and more exotic distributions are more realistic models of market returns, and are leptokurtotic. The Lambert W has non-zero skew. Again, 10
7 simulations are performed under each of these distributions with the same values of n, p, ζ * as above. Some of the empirical quantiles from these simulations are shown in Table 1 , along with the approximate quantiles from Approximation 25. The Kolmogorov-Smirnov test statistics for the different distributions are presented in Table 2 . For this choice of n, p, ζ * , the approximation is very good, across the tested returns distributions.−0. In Table 3 , the empirical mean value of q (ν * ), over the 10 7 simulations, is presented for the five returns distributions, along with the upper bound given by Theorem 2.4. It seems that there is a small gap between the empirical mean for the case of Gaussian returns, and the theoretical upper bound, a gap on the order of 4%. Perhaps this gap is caused by discarding the derivative term from Equation 19 , or because the sample Markowitz portfolio is not efficient for finite samples.
In Table 4 , the empirical mean value of q 2 (ν * ), over the 10 7 simulations, is presented for the five returns distributions, along with the theoretical value from Equation 27, which is valid only under Approximation 25. The approximate value is decent, meaning an estimate of the variance of q (ν * ) could be had by combining Equation 27 and the upper bound of Theorem 2.4.
Of course, these simulations are conducted using only a single choice of the parameters n, p and ζ * . To check the robustness of this approximation to these parameters, 10 5 Monte Carlo simulations were conducted for each combination of n = 0. Plots of the Kolmogorov-Smirnov statistic are given in Figure 2 , and Figure 3 , which suggest that the quality of Approximation 25 is a function of the quantity ζ * (p − 1) / √ n. As a rough guide, when ζ * (p − 1) / √ n ≤ 5yr −1 , for daily observations, Approximation 25 is an acceptable approximation to the distribution of signal-noise ratio of the sample Markowitz portfolio. simulations of Gaussian returns is plotted versus ζ * (p − 1) / √ n, with ζ * in annualized terms, and n measured in years. There is one line for each combination of n and ζ * . The line color corresponds to the 'effect size', √ nζ * , which is unitless. 
Diversification
Theorem 2.4 has implications for the diversification benefit. Consider the case of p = 6, n = 1012, ζ * = 1.25yr −1/2 versus some superset of this asset universe with p = 24, n = 1012, ζ * = 1.6yr −1/2 . Since the optimum cannot decrease over a larger feasible space, we observe that the superset has a higher population signal-noise ratio, ζ * , One should not, of course, increase the investment universe without some concomitant increase in ζ * . However, in this case the bound on expected signal-noise ratio from Theorem 2.4 for the smaller asset universe is 0.93yr −1/2 , while for the superset it is 0.89yr −1/2 . Diversification has possibly caused a decrease in expected signal-noise ratio, even though the opportunity exists to increase signal-noise ratio by a fair amount.
By the 'Fundamental Law of Asset Management,' one vaguely expects ζ * to increase as √ p. [10] If however, ζ * scales at a rate slower than p 1/4 , then the derivative of the bound in Theorem 2.4 will be negative for sufficiently large p: adding assets to the universe causes a decrease in expected signal-noise ratio. To see why, note that √ nζ 2 * / p − 1 + nζ 2 * has ζ 2 * in the numerator, and √ p in the denominator; if ζ * grows slower than p 1/4 the denominator will outpace the numerator.
More formally, let B be the bound on signal-noise ratio from Theorem 2.4:
normal unif. Table 4 : Empirical mean of squared portfolio signal-noise ratio from 10 7 simulations of 1012 days of 6 assets, with maximal Sharpe ratio of 1.25yr −1/2 are given, along with the approximate value from Equation 27 . Units of squared signal-noise ratio are 'annual', i.e., yr −1 .
By taking the derivative of log B with respect to p, a little calculus reveals that dlog B dp
≤ dζ * dp ,
The last inequality is implied by the inequality , where quantiles of signal-noise ratio grow with p. For the case of 'slow growth' of ζ * , the diversification benefit is not seen by the sample Markowitz portfolio, rather its practical utility decreases because the estimation error outpaces the growth of ζ * .
Diversification under CAPM
It is not clear how ζ * 'should' scale with p. It is easy to construct a model under which ζ * scales as p ζ * ultimately scales as p for small , as done here. Suppose the i th asset has expected return α i , exposure β i to 'the market', and volatility σ. Assume the market return is zero mean with volatility σ m . Then the squared signal-noise ratio is
where ψ is the angle between the vectors α and β. Depending on how the sine of ψ grows with universe size, one observes different scaling of ζ * with respect to p. When the assets all have the same alpha and beta, i.e., α = α1 and β = β1, the sine is identically zero, and ζ * = (pα 2 ) / (σ 2 + pσ 2 m β 2 ) < αβ
m . Thus ζ * asymptotically scales slower than p for all > 0.
On the other hand, when the sine is one, i.e., when α is orthogonal to β, ζ * = √ α ασ −1 , which grows however the assets are ordered, presumably on the order of p 1 2 . Thus under a CAPM model, the growth of ζ * depends on the 'alignment' of the vectors α and β.
Generalizations
Theorem 2.4 is somewhat lacking because it ignores conditioning information which may affect the distribution of future returns, and which may inform the portfolio manager. Few active managers, it is presumed, are holding the unconditional Markowitz portfolio based on in-sample data. What is sought is a more general theorem that allows more elaborate models of returns, and more elaborate, parametrized, trading schemes, with ζ * redefined as the maximal portfolio signal-noise ratio over the trading schemes, and p redefined as the 'degrees of freedom', perhaps the rank of some derivative at the optimal parameter, say. Towards that goal, a few generalizations can easily be made.
Conditional portfolio signal-noise ratio
The model of stationary mean returns is generalized by one where the expected return of the assets is linear in some state variables, or 'features', f i , observed prior to the investment decision. [28, 5, 13] That is, one observes the f -vector f i at some time prior to when the investment decision is required to capture x i+1 . The general model is now
where B is some p × f matrix.
Here we bound the signal-noise ratio of portfolios which are linear in the features f i . That is, the portfolio manager allocates their assets proportional toNf i for some matrixN.
Using the law of iterated expectations, the unconditional expected value of the returns of the portfolio is
by definition of Γ f as the second moment of f i . Unfortunately the unconditional variance will, in general, involve a term quadratic in the expectation. However, it can easily be shown that the unconditional expected variance of the portfolio's returns is
We can then redefine 1 the signal-noise ratio of the portfolio as the unconditional mean divided by the unconditional expected risk:
When f i is a deterministic scalar constant, this coincides with the 'usual' definition of signal-noise ratio as being like a Sharpe ratio. However, except possibly for an intercept term, one expects f i to be random, or at least out of the control of the portfolio manager. Once again, a risk transform can be injected to express portfolio optimization as an estimation problem on a sphere:
This function is maximized by takinĝ
which has signal-noise ratio
The square of this quantity, ζ 2 * , is the 'population analogue' of the HotellingLawley trace. [29, 25] Again we can write
1 If an analysis of the conditional expected return divided by risk is required, it is possible one could define Q (·) as the expected return divided by square root of the unconditional second moment. The signal-noise ratio would then be tan (arcsin (Q (·))). One could possibly find a Cramér-Rao bound on the expected value of this Q (·). This 'Pillai-Bartlett' form of Q (·) is likely unrequired for low frequency settings.
Thus finding a 'good'N becomes an estimation problem on the sphere S f p−1 . An analogue to Theorem 2.4 can be proved with f p replacing p, by assuming a particular form to the likelihood. We must generalize the assumption of Directional Independence, after which the theorem proceeds easily.
Assumption 5.1 (Conditional Directional Independence). Assume that
Theorem 5.2. Let one element of f i be a deterministic 1. Suppose the vector of the remaining f − 1 elements of f i stacked on top of x i+1 are multivariate Gaussian. Let X, F be n × p and n × f matrices of i.i.d. observations of the features and returns. LetN (X, F) be an estimator satisfying the assumptions of Conditional Directional Independence and Residual Independence. Then
Proof. We can proceed as in Section 2. Let X be the n × p matrix of portfolio returns, and let F be the corresponding n × f matrix of features. View the portfolio coefficientN as an estimator, a function of the random data, i.e., N (X, F). Define
Then ζ 2 * = tr H H . We get, analogously to Equation 12,
Without loss of generality, we assume it is the first element of f i that is a deterministic 1. Then, the log likelihood of the vector of f i stacked on top of x i+1 is: [28] log f
where Θ is the second moment matrix:
The inverse of Θ has the following, somewhat surprising, form [28] :
Theorem 5.3. Let one element of f i be a deterministic 1. Suppose the vector of the remaining f − 1 elements of f i stacked on top of x i+1 are multivariate Gaussian. Let X, F be n × p and n × f matrices of i.i.d. observations of the features and returns. LetN (X, F) be an estimator satisfying the assumptions of directional independence and residual independence, with the constraint
for (p − p j ) × p matrix J ⊥ , which is chosen independently of the observed X and F. Let the rows of J span the null space of the rows of J ⊥ . Then
where ζ 2 * ,J = df tr B J JΣJ −1 JBΓ f .
Hedging constraints
Consider, now, the case where one seeks a portfolio whose returns are independent, in the probabilistic sense, of the returns of some traded instruments in the investment universe. Independence is a difficult property to check or enforce; however, independence implies zero covariation, which can be easily formulated and checked. Since the portfolio estimator may not deliver a perfectly hedged portolio due to misestimation of the covariance matrix, we will, with perfect knowledge of Σ, consider the signal-noise ratio of the hedged part of the portfolio. The hedged part is defined in terms of a risk projection. Ifν 1 is a feasible portfolio based on the sample, then the hedged version of this portfolio is the solution to the optimization problem min ν:GΣν=0
where G is a p g × p matrix of rank p g , the rows of which we wish to 'hedge out.' Using the Lagrange multiplier technique, this can easily be found to be solved byν
Thus we will consider the signal-noise ratio of the portfolio estimator
Note, however, that the row rank of
hedging is an instance of a subspace constraint and we can apply Theorem 5.3 outright.
Theorem 5.4. Let one element of f i be a deterministic 1. Suppose the vector of the remaining f − 1 elements of f i stacked on top of x i+1 are multivariate Gaussian. Let X, F be n × p and n × f matrices of i.i.d. observations of the features and returns. LetN (X, F) be an estimator satisfying the assumptions of directional independence and residual independence. Let p g × p matrix G be chosen independently of X and F. Define
Then
6 Examples 6.1 The equal weight puzzle Theorem 2.4 can help us make sense of puzzling findings in the literature. For example, in the "1/N " paper, DeMiguel et al. find that the equal-weighting portfolio outperforms, in terms of out-of-sample Sharpe ratio (and other measures), the Markowitz portfolio and numerous other portfolio estimators. [7] This finding is supported on a number of real world data sets, and a few synthetic ones. One data set used was the returns of the 10 industry portfolios and the US equity market portfolio, computed by Ken French. The monthly returns, from 1927-01-01 to 2013-08-01, for these 11 assets were downloaded from Quandl. [22] The Sharpe ratio of the equal weighted portfolio on the assets, over the 1040 months, is around 0.65yr −1/2 . The Sharpe ratio of the sample Markowitz portfolio over the 11 assets over the same period is around 0.99yr −1/2 .
[27] Now consider a portfolio estimator given 5 years of observations, as in DeMiguel et al. [7] , assuming ζ * = 0.99yr −1/2 . The bound on expected value of q (ν (X)) from Theorem 2.4 is only 0.57yr −1/2 . Under Approximation 25, the probability that q (ν (X)) exceeds 0.65yr −1/2 in this case is only 0.33. It is not surprising that DeMiguel et al. drew the conclusions they did, nor that they would be refuted by looking at a longer sample, as by Kritzman et al. [17] One could also use Theorem 5.4 here. However, the upper bound of that theorem is non-negative, and zero only if the quantity ∆ I,G ζ 2 * is zero. This is a statement regarding unknown population parameters, but we can perform inference on this quantity. For example, based on the 1040 months of data on these 11, the 95% confidence interval on ∆ I,G ζ 2 * , where G is the 1 × 11 matrix of all ones, is [0.18, 0.79] yr −1 , under the assumption of Gaussian returns. [27] 6.2 Empirical diversification in the S&P 100
To check how ζ * might scale with p, the weekly log returns of the adjusted close prices of the stocks in the S&P 100 Index, as of March 21, 2014, were downloaded from Quandl. [22] Adjustments for splits and dividends were made in some unspecified way by the upstream source of the data, Yahoo Finance. Stocks without a full 5 years of history were discarded, leaving 96 stocks. Note that selection based on membership in the index at the end of the period adds no small amount of selection bias, which we shall ignore here. Based on the weekly returns from 2009-03-27 to 2014-04-04, estimates of ζ * were computed, using the 'KRS' estimator. [18, 27] This was performed on the first p assets, with p ranging from 1 to 96. The estimate of ζ * versus p is plotted in Figure 6 , with assets added in alphabetical order. Because Apple appears at the beginning of this list, it appears that ζ * starts reasonably large, but then actually decreases when adding assets. This is an artifact of the estimator, since the true ζ * can only increase when adding assets. Since the ordering of assets here is arbitrary, the experiment was repeated 1000 times, with the stocks randomly permuted, and ζ * estimated as a function of p. Boxplots, over the 1000 simulations, of the KRS statistic versus p are given in Figure 7 . There is effectively no diversification benefit observed here beyond the mean effect, which is equivalent to holding an equal weight portfolio. Given the conditions under which signal-noise ratio grows with p outlined in Section 4, one expects poor performance of directionally independent portfolio estimators over even a small subset of the S&P 100.
Discussion
Care should be taken in the interpretation of Theorem 2.4, or its generalizations from Section 5. It does not claim that the sample Markowitz portfolio is somehow 'optimal,' nor does it make comparative claims about different portfolio estimators when presented with the same data. The theorem does not imply that somehow 'overfitting' to the observed data can be mitigated by selecting a less desireable portfolio. It does not claim that sample estimates of the signal-noise ratio of a portfolio are useless. It is trivially the case, for example, that if q (ν 1 ) > q (ν 2 ), then, with probability greater than half, ν 1 μ/ ν 1 Σν 1 >ν 2 μ/ ν 2 Σν 2 , where the probability is over draws ofμ # assets ζ * Figure 7 : Growth of estimated ζ * versus p for the S&P 100 Index names is shown over 1000 permutations of the stocks. There is effectively no diversification benefit here beyond an equal weight portfolio.
andΣ. The theorem does not claim that the expected signal-noise ratio of a portfolio estimator is negative. (Indeed, it can not, since the portfolio estimator which generates a random portfolio, ignoring the data, has zero expected signal-noise ratio). The theorem makes no claims (e.g., providing a Bayesian posterior) about any particular portfolio based on a single sample of the data: it is a statement about the expectation of the estimator under replication of draws of the sample. One should recognize, moreover, there are situations where the assumptions of the theorem are violated. For example, in some cases a prior bias for positive expected returns, i.e., µ ≥ 0, is warranted, and thus a portfolio estimator with a long bias is chosen. This can happen when the underlying assets are equities, and the eligible universe is based on some minimum longevity, as this introduces a 'good' survivorship bias: companies with negative expected return should founder and perish, leaving behind those with more positive µ. Effectively this acts to boost n somewhat, although the effect is likely small.
There are other reasonable portfolio estimators which violate the assumption of Directional Independence. For example, an estimator which performs some dimensionality reduction based on the observed data, X and F will not be covered by Theorem 5.3 since the subspace is chosen based on the sample. However, it might not be covered by Theorem 5.2 because the expected signal-noise ratio might depend on how B aligns with the leading eigenvectors of Σ, say.
Future work
These findings perhaps raise more questions than they answer:
1. Foremost, the bounds of Theorem 2.4 and Theorem 5.2 depend on the unknown quantity, ζ 2 * . How can we perform inference, Frequentist or Bayesian, on q (ν * ), whereν * is the Markowitz portfolio, given the observed information (viz.μ andΣ)? This is a problem of enormous practical concern to hundreds of quantitative portfolio managers. Contrast inference on the portfolio signal-noise ratio with inference on the population signal-noise ratio: under Gaussian returns, the distribution ofζ 2 * in terms of n, p and ζ 2 * is known. [1, Theorem 5.2.2] Thus, for example, the quantity (1 − p/n)ζ 2 * − p/n is an unbiased estimator for ζ 2 * , etc. Performing inverence on q (ν * ) is tricky because ζ 2 * is unknown and the errorν * − ν * is likely not independent of the error in the estimateζ * . It may be the case, however, that inference on the portfolio signal-noise ratio qualifies as an 'impossible' estimation-after-selection problem. [19] 2. While Theorem 2.4 requires Gaussian returns, one expects that the result holds for returns distributions whose likelihood is "more concave" than the Gaussian at the MLE. Exact conditions for this to hold should be established. 3. Theorem 5.2 applies to the case of trading strategies where the portfolio is linear in the observable features, f i . Can it be used as an approximate bound for trading strategies which are nonlinear, complex functions of the features? 4. What can be said about scaling of ζ * with respect to p for different models of market returns? Can one establish sane sufficient conditions for which ζ * grows slower than p for a multi-factor model of returns? 5. Can we find a lower bound, or a non-trivial upper bound on the variance of q (ν (X))? Together these could be used to give guarantees about the quantiles of q (ν (X)). A lower bound on the variance can likely be had via a result of Kakarala and Watson. [15] Together with Cantelli's Inequality, these would give rough (perhaps useless) upper bounds on the s th quantile of portfolio signal-noise ratio, for The analysis of signal-noise ratio ignores the 'risk-free' or 'disastrous' rate of return, and all trading costs. Can the expected bounds be generalized to include these costs?
