INTRODUCTION
The new exciting technology, microarray, makes it feasible to obtain quantitative measurements of the expression of thousands of genes present in a biological sample simultaneously (Lashkari et al., 1997; Chu et al., 1998; Spellman et al., 1998; Ferea et al., 1999) . Genome-wide expression data generated from the technology are * To whom correspondence should be addressed.
promising to uncover the functional roles of different genes, and how these genes interact with each another. To achieve the goal, a key step is to identify which of several thousand candidate genes have had their expression levels changed, either positively or negatively, across the experimental conditions (Brent, 2000) . In particular, it is of interest to detect genes with differential expression under two conditions.
In microarray experiments, gene expression levels are measured by the relative representation of each mRNA species in the total cellular mRNA population, in the sense that mRNA composition is logically connected to the state of a cell (or equivalently, protein product) and mRNA is much easier to be measured than the cell protein.
Currently, there are two dominant technologies in the field of high-density microarrays: the cDNA printed array (Ekins, 1998; DeRisi et al., 1977) and the oligonucleotide array (Chee et al., 1996) . For either type of microarray, the obtained data are always gigantic with the expression values for possibly more than several thousand genes.
In detecting the differentially expressed genes with replicated measurements of expression levels of each gene under each condition, some traditional parametric tests seem to be applicable. The commonly used methods include various versions of the two-sample t-test. However, the strong Normality assumption of the t-test can be violated in practice. An alternative is to use the Wilcoxon test, which is nonparametric. But the Wilcoxon test is rank based, and does not use all the information available for all the genes from microarray data, thus may have low power to detect differential gene expression (Thomas et al., 2001; Pan, 2002) . To overcome these problems, a class of three nonparametric statistical methods have been proposed, including the empirical Bayes (EB) method of Efron et al. (2001) , the Significance Analysis of Microarray (SAM) method of Tusher et al. (2001) and the mixture model method (MMM) of Pan et al. (2001) . This class of nonparametric methods share the same basic idea: rather than assuming the null distribution of a test statistic Z (i.e. the distribution of Z under the null hypothesis of no differential gene expression), they aim to estimate the null distribution directly. This involves constructing a statistic z such that its distribution is the same as the null distribution of Z ; we will call z as the null statistic. Thus, the null distribution can be estimated using z. However, as any statistical method, these methods also require certain modeling assumptions. To our knowledge, their performance has not been evaluated. Presumably, the performance of the three nonparametric methods more or less depends on whether the distribution of the null statistic can approximate the null distribution of the test statistic well. Two methods have been proposed to construct a test statistic and a null statistic by Efron et al. (2001) and Tusher et al. (2001) , and by Pan et al. (2001) respectively. Here we consider the latter; A study on the former will be reported elsewhere. Specifically, we point out a problem with a current method of constructing the test and null statistics: the true distribution of z may be different from the null distribution of Z , leading to invalid inference. To be concrete, we illustrate the issue in the context of MMM. We also propose alternative ways to construct the statistics z and Z . For illustration and simplicity, we consider the Type I error (or false positive) rate of a statistical test, and we use the Bonferroni method to adjust multiple comparisons throughout. Note that in principle, we can also adopt the use of the false discovery rate (Benjamini and Hochberg, 1995) as in the original SAM proposal .
In below, we first briefly review a current method of how the statistics z and Z are constructed. Then we describe its associated problem. We also propose two modified approaches for solving the problem. We compare the Type I errors of the nonparametric methods, before and after modification, through a simulation study. In addition, we apply the nonparametric methods, before and after modifications, to the leukemia data of Golub et al. (1999) . We end with a short discussion. Throughout the paper, the expression level of a gene may be the ratio of the intensities from two channels taken from a cDNA array, or the average difference between the perfect match and mismatch intensities from an oligonucleotide array. We also assume that gene expression levels have been suitably preprocessed, including proper normalization and transformation (e.g. Dudoit et al., 2002; Efron et al., 2001; Li and Wong, 2001; Kerr et al., 2000; Yang et al., 2002) .
METHODS

Review of a current method
Suppose that Y i j is the expression level of gene i in array j (i = 1, . . . , n; j = 1, . . . , j 1 , j 1 +1, . . . , j 1 + j 2 ). Suppose that the first j 1 and last j 2 arrays are obtained under the two conditions respectively.
A general statistical model is
where x j = 1 for 1 ≤ j ≤ j 1 and x j = 0 for j 1 + 1 ≤ j ≤ j 1 + j 2 , and i j are independent (but not necessarily identically distributed) random errors with mean 0. Hence a i + b i and a i are the two mean expression levels of gene i under the two conditions respectively. Determining whether a gene has differential expression is equivalent to testing for the null hypothesis
Let the sample means and variances of Y i j 's for gene i under the two conditions be
and
The two-sample t-statistic without assuming the equal variances is
Under the Normality assumption on Y i j , the null distribution of Z i (i.e. the distribution of Z i under H 0 ) is (approximately) a t-distribution (Welch, 1937; Best and Rayner, 1987) . However, the strong Normality assumption may be violated in practice. In contrast, instead of imposing a strong parametric assumption on the null distribution of the test statistic Z , a class of nonparametric statistical methods have been proposed, including the nonparametric EB of Efron et al. (2001) , SAM of Tusher et al. (2001) and MMM of Pan et al. (2001) . The basic idea of this class of nonparametric methods is to directly estimate the null distribution of the test statistic Z by constructing a so-called null statistic z such that the distribution of z is the same as the null distribution of Z . These methods take full advantage of the existence of replicates in data. Here we review a method of constructing Z and z proposed in Pan et al. (2001) . It is required that both j 1 and j 2 are even numbers, which is assumed in what follows. More specifically, one can define the difference of two sums of the y i j 's from the first half and the second half of the first j 1 observations
j= j 1 /2+1 Y i j ; similarly define the difference of two sums of the y i j 's from the first half and the last half of the last j 2 observations as dY i(2) . Then the null statistic is constructed as
where s 2 i(1) and s 2 i(2) are the sample variances as defined before. For real data, it may be desirable to permute the arrays (or samples) within each condition randomly before applying (2) to reduce possible artificial array effects, or to yield multiple realizations of z i for each gene i.
Suppose that z i and Z i are distributed with density functions f 0 and f respectively. Under the weak assumption that the distributions of the random errors i j under the two experimental conditions are all symmetric about 0, that is, i j and − i j have the same distribution, then it can be proved that the numerators of Z i and z i have the same distribution under H 0 : b i = 0 (Pan et al., 2001 ). Note also that Z i and z i have the same denominator. Hence, If the numerator and the denominator of Z i and of z i are independent respectively, then Z i and z i have the same distribution f = f 0 under H 0 . For Z i , this assumption on the independence between the numerator and denominator often holds, at least approximately. However, in this paper we point out that this independence assumption can be seriously violated for z i , leading to the fact that the distribution of z i is not the same as that of Z i under H 0 . This latter point also motivates two modifications to be proposed later. Note that this problem applies to all the three nonparametric methods when the same method is applied to construct z i and Z i (Pan, 2002) . In the following, in the context of MMM, we illustrate the problem of the original approach in constructing the null statistic and the effectiveness of our proposed modifications to it.
A problem with the current method As pointed out earlier, when the current method is used in the three nonparametric methods, the key fact of f = f 0 under H 0 does rely on the implicit assumption that the numerator and the denominator of Z i are independent, and those of z i are also independent. However, in general, this assumption does not hold. In the following, we explain that the numerator and the denominator of Z i may be independent, whereas the numerator and the denominator of z i are usually dependent.
We first consider the relation between a sum of Y ik and Y il , where 
Hence, under the normality assumption and the usual assumption that the samples from the two conditions are independent with each other, the numerator and the denominator of Z i are independent, and thus are uncorrelated.
For z i , however, dY i(1) in the numerator is a function of pairwise differences of Y ik and
is also a function of pairwise differences of Y ik and Y il . Thus, even under the normality assumption, we cannot prove that dY i(1) is independent of s 2 i(1) . It is the same situation for dY i(2) and s 2 i(2) . Therefore, in general, there may be strong correlation between
This correlation between the numerator and the denominator of z i leads to its distribution different from the null distribution of Z i . This observation will be verified in the simulation studies later. It also motivates the following modifications.
Modified methods
Modification 1. In order to solve this problem, we propose a new modified approach for this nonparametric family. The key is to use (
has the same denominator as that of z * i and has the same numerator as the original Z i in (1). Specifically,
where
By doing this, under the normality assumption on Y i j , as shown for the original Z i , we can prove that the numerator and the denominator of Z * i and of z * i are independent respectively. Furthermore, under H 0 and the symmetric distribution assumption for random errors, we have that the numerator of Z * i has the same distribution as that of z * i , and that the denominator of Z * i has the same distribution as that of z * i , leading to that the distribution of z * i is the same as the null distribution of Z * i . More generally, we hypothesize that the distribution of z * i may serve better to approximate the null distribution of Z * i than the original z i does for Z i .
Note that before constructing X im , a random permutation of the arrays (or samples) within each condition can be used to reduce possible array effects, and yield multiple realizations of z * i for each gene. Since the sample size in each group has been reduced to a half of the original one, this will lead to some loss of power. In other words, based on j 1 + j 2 observations for each gene, we use ( j 1 + j 2 )/2 pair-wise differences to estimate the two sample variances in the denominator of Z * i or z * i , leading to reduced degrees of freedom ( j 1 + j 2 )/2 − 2, in contrast to j 1 + j 2 − 2 in the original Z i or z i . This is the price we pay for the use of such a nonparametric method.
In many microarray experiments, such as for the leukemia data we will use later, it is possible that the number of replicates under one condition is much larger than that under the other, then our next modification will yield larger degrees of freedom.
Modification 2. Without loss of generality, we assume that j 1 ≥ j 2 . First, we consider the case for j 1 ≥ 2 j 2 . We propose to construct new z and Z as
For the case of (2) ), and thus similarly obtaining z i and Z i . Note that, as before, some random permutations of the arrays or samples may be used before constructing these statistics.
Under the normality assumption and the reasonable assumption that the variance of y i j 's does not change between the two conditions under H 0 (i.e. if the mean of a gene's expression levels does not change across two experimental conditions, then the variance of its expression levels will not change), following the same argument given for the first modification, it is easy to prove that z i and Z i have the same distribution under the null hypothesis H 0 and the normality assumption. More generally, we hypothesize that the distribution of z i may serve better to approximate the null distribution of Z i than the original method.
For Modification 2, it can be verified that the degrees of freedom in estimating the sample variances are max( j 1 , j 2 )−2. Hence, if j 1 j 2 or vice versa, there can be a gain in terms of the degrees of freedom, and thus the statistical power, when compared to the first modification. In the special situation of j 1 = j 2 , the degrees of freedom is j 1 − 2, the same as that in the first modified method. On the other hand, the larger the difference between j 1 and j 2 , the more gain in statistical power from the method.
In addition, as to be verified from the simulation study, this new method can perform well even when the random errors do not have symmetric distributions, and it does not require that the sample sizes j 1 and j 2 are even numbers, which are required by the original method and the first modification. Its application, for a different purpose, was considered in Huang and Pan (2002) .
RESULTS
Simulated data
Simulation set-ups. Six set-ups were used to generate simulated data. In each set-up, expression levels of 10 000 genes were generated. Here we only consider simplified cases that H 0 holds: in each set-up, the expression levels of all the genes were drawn from the same distribution in either of the two conditions, and the two distributions have the same mean (i.e. a i = b i = 0 for all i in the general model in Section 2.1). We used three distributions: a standard normal (with mean 0 and variance 1), a lognormal (i.e. a standard normal in log scale), or a t with degrees of freedom 3, representing the most commonly used distribution, a skewed distribution and a heavy-tailed distribution respectively. For each distribution, the sample sizes were either ( j 1 = 4, j 2 = 4), reflecting small sample sizes common in many microarray experiments, or ( j 1 = 26, j 2 = 10), the same as that for the leukemia data.
In the first six set-ups, the two distributions for the two conditions are exactly the same. Because the second modification requires an equal variance under the null hypothesis, to test its robustness to this assumption, we also consider the final set-up where the two distributions are two normals with the same mean but different variances.
Performance of the original method. For each simulated set-up, we fit four normal mixture models by maximum likelihood using EM algorithm (Dempster, 1977) for either f 0 or f with one to four components. However, only fitted f 0 is used to establish the rejection region, due to the fact that the two groups of data are drawn from the same distribution. Since local maxima can be found by the EM algorithm, ten starting values are used and the estimate resulting the largest log-likelihood is chosen as the final one. Due to its relatively good performance in earlier studies (Fraley and Raftery, 1998) , BIC is used here as the model selection criterion to determine the number of components. We also combine the use of BIC with empirical check of the fitted model with the empirical distribution. If the four-component model has the smallest BIC, then we fit higher-component models trying to find the first local minimum of BIC values. For example, for the set-up with the normal distributions with an equal variance and sample sizes (26, 10), Figure 1 presents the histograms of z i 's and Z i 's and the corresponding fitted models. For both z i 's and Z i 's, the fitted models match the corresponding empirical distributions well, indicating that the mixture models fit well.
The bisection method (Press et al., 1992, p. 353 ) is used for f 0 to find the rejection region {z : |z| > z 0 }, such that P(|z| > z 0 ) = α, where α is the given significance level. In our study, five α values, 0.001, 0.005, 0.01, 0.05, 0.1, are used. At last, the number of genes having Z i > z 0 out of 10 000 is counted for each setting and thus the Type I error rate can be calculated. Table 1 presents the Type I error rates for MMM before modification under various set-ups. For all the settings and α levels, the results of MMM seem too liberal. For example, for the set-up with the normal distribution and sample sizes (4,4), the Type I error is 0.0561 when α = 0.001, and 0.1151 when α = 0.05, much larger than the specified nominal levels. For the setups with the normal distributions and small sample sizes (4,4), it performs much worse than that for the sample sizes (26,10). For the t-distribution, again, with the small sample sizes (4,4), it performs worse than that for the larger sample sizes (26,10).
Confirmation of the problem with the original method.
In Figure 1b (and other unshown results) it seems that the estimated f 0 does not exactly match f , the empirical distribution of the null statistic: f 0 appears to be less dispersed than f at the tails, though of course this may be due to random variability. However, as supported by Table 1 , the former is more likely to be true because, for any given α level, the calculated rejection region based on f 0 will be larger than the correct rejection region, resulting in an inflated Type I error rate. Note that in each set-up, the null hypothesis H 0 holds and it is expected that f = f 0 . As discussed earlier, the discrepancy between f 0 and f arises due to the fact that the numerator and the denominator of z i are not independent whereas the numerator and the denominator of Z i are (nearly) independent. This point is verified in Figure 1c ,d, which show the scatterplots of the numerator and the denominator of z and of Z respectively for the setup with the normal distribution and sample sizes (26,10). It is obvious that the absolute value of the numerator and the denominator of z i are clearly positively correlated (with the Pearson correlation coefficient 0.237), whereas those of Z i are not (with the Pearson correlation coefficient 0.067). This leads to the different distributions of z i and Z i ; i.e. f 0 = f under H 0 . Note that this phenomenon is not specific to MMM, and also applies to the other two methods, EB and SAM, whenever the same method is used to construct z i and Z i .
Improved performance of the proposed modifications. Modification 1. The improvement of the performance in the first modification can be seen from Table 1 . For every set-up, the inflated Type I error decreases for the modified approach. For the set-ups with the normal and t-distributions, the differences between the Type I errors and the specified nominal α levels are small. For the setups with the lognormal distribution, the Type I error rates are still inflated, but are much better than that obtained by the original approach. For example, when α = 0.001, the Type I error for the set-up with an equal variance and sample sizes (4, 4) is 0.0394 before modification and decreased to 0.0021 after modification. The above results indicate that, though the modified approach can be somewhat robust to the assumption on symmetric distributions of random errors, in general it does depend on it, and consideration of data transformation to yield symmetric distributions may be necessary before applying this method. The systematic pattern that f 0 is less dispersed at both tails than f disappears in the modified approach. The estimated f 0 does match f well indicating that the underlying assumptions of the method are fulfilled. Also, a scatterplot (not shown) does not show the evidence of correlation between the numerator and the denominator of z * i . Modification 2. For the second modification, the improved performance with respect to the Type I error is obvious from Table 1 . It is even better than the previous modified method. For every set-up, the Type I errors are close to the specified nominal levels α. The results also do not depend much on the distribution or sample sizes being used. In particular, in contrast to the original method and its first modification, the second modification still performs very well for the lognormal distribution, verifying that this modification does not require the assumption on symmetric distributions of random errors, in contrast to the fact that the other two do require it. For every set-up, the estimated f 0 does match f very well. Figure 2 presents the histogram and fitted model for z i 's and for Z i 's for the set-up with the normal distribution and sample sizes (26, 10). For either z i 's or Z i 's, the fitted model matches the corresponding empirical distribution very well, indicating that the mixture model fits well and that z and Z have the same distribution under H 0 . It is also verified that for either z i or Z i , the absolute value of the numerator and the denominator are uncorrelated (with the Pearson correlation coefficient −0.008 and 0.060 respectively), thus eliminating the problem with the original method of constructing the statistics.
For the set-up with the lognormal distribution and sample sizes (4,4), the estimated f 0 does match f , indicating that z i and Z i have the same distribution under the null hypothesis (Figure 3) . The good performance of this approach for a nonsymmetric distribution is due to the fact that it does not depend on the assumption that random errors have symmetric distributions. Thus, it could be a candidate method in such situations when the assumption is questionable. . This is obtained from the mixture model approach after the second modification for simulated data with a lognormal distribution, and sample sizes (4,4). In (a), the dotted line is a tdistribution with two degrees of freedom. In (b), the dotted line is the fitted f 0 ; the dashed line is a t-distribution with two degrees of freedom.
The set-up with two normal distributions with unequal variances was used to test the robustness to the equal variance assumption for the second modification. From Table 1 , we can see that observed Type I errors from the second modification may be slightly inflated, but in general are still very close to the nominal levels, providing some evidence for the robustness of the method.
Leukemia data
Now we consider applying the nonparametric methods before and after modifications to the leukemia data of Golub et al. (1999) , which consists of 27 acute lymphoblastic leukemia (ALL) samples and 11 acute myeloid leukemia (AML) samples. There are 7129 genes in each sample. The goal is to find genes with differential expression between ALL and AML. To facilitate comparisons with earlier results, as in Pan (2002), we take the first j 1 = 26 ALL samples and last j 2 = 10 AML samples to use. Using the genome-wide significance level α = 0.01 (with Bonferroni adjustment) in MMM, Pan (2002) identified 187 genes with significant expression changes. Based on previous simulation results, it is likely that this identified number is too large and there may be more false positives than expected from the specified α. We now apply the two modifications to this data set. To facilitate comparison, as in Pan (2002) , data preprocessing is accomplished for each sample by subtracting its median and dividing by its quartile range (the difference between the first and the third quartiles) which are robust estimators for the center and the dispersion of a distribution respectively. In the following we summarize the main results; more details can be found in Zhao and Pan (2002) .
For the first modified nonparametric approach, we found a rejection region of {Z : Z < −10.9473 or Z > 10.4816} for H 0 . In this way, the new approach detects 11 genes with significant expression changes. Although we expect to identify a smaller number of genes than the original approach, it is possible that due to the loss of power, the number of detected genes here may be too small. Because for this data set, j 1 is much larger than j 2 , the second modification is statistically more powerful.
Applying the second modification, we obtained a rejection region of {Z : Z < −4.6533 or Z > 4.7717} for H 0 . Thus, the new approach detects 58 genes with significant expression changes, among which 19 and 39 gene are more highly expressed in AML and in ALL respectively. If α = 0.05 is used, 101 genes are detected with significant expression changes by this new approach. An examination on these significant genes shows that there is a good agreement between the result here and earlier results (Golub et al., 1999; Pan, 2002; Thomas et al., 2001) .
DISCUSSION
For microarray data, small sample sizes are very common, thus the asymptotic (i.e. large sample) justification for the t-tests is not applicable, and the validity of such tests critically depend on the Normality assumption, which however may not hold. Many alternative methods have been proposed in the literature (e.g. Allison et al., 2002; Baldi and Long, 2001; Chen et al., 1997; Dudoit et al., 2002; Ideker et al., 2000 Kendziorski et al., 2002 Kerr et al., 2000; Lonnstedt and Speed, 2002; Kooperberg et al., 2002 Lee et al., 2000 Li and Hong, 2001; Lin et al., 2001; Newton et al., 2001; Strand et al., 2002; Thomas et al., 2001 ). Here we focus on a class of three nonparametric methods, including the nonparametric EB of Efron et al. (2001) , SAM of Tusher et al. (2001) , and MMM of Pan et al. (2001) ; for a review see Pan (2002) . This class of the three nonparametric methods imposes much weaker modeling assumptions and is appealing. The basic idea behind this class of nonparametric methods rests on constructing a null statistic such that its distribution is the same as the null distribution of the test statistic and thus the null distribution of the test statistic can be estimated using the constructed null statistics. In this paper, we have pointed out a problem with a current method of constructing such a null statistic: even though the construction is intuitively reasonable, the distribution of the null statistic may be very different from the null distribution of the test statistic due to the intrinsic correlation between the numerator and the denominator of the null statistic. Through simulation studies, we have illustrated that the current method of constructing the null statistic depends on the assumption that the random errors of measured gene expression levels have symmetric distributions. Violation of either assumption may lead to dramatically inflated Type I errors. Two modifications are proposed to construct alternative null statistics and corresponding test statistics. Such alternative statistics can be then used in any of the three nonparametric methods. Our numerical results show their improved performance in terms of yielding Type I errors closer to specified nominal levels when the alternative statistics are applied to MMM. However, the price we pay is a possible loss of statistical power due to reduced degrees of freedom. Between the two modifications, because the second one does not require that random errors have symmetric distributions and that the numbers of arrays under two conditions are even, and it can gain substantial statistical power when the number of replicates under one condition is much larger than that under the other, as is the case with the leukemia data, we recommend the use of the second modification. On the other hand, the second modification depends on the assumption that if a gene's mean expression level is the same across two conditions, then the variance of its expression levels will also be the same. This seems to be a reasonable assumption. If for some reason this assumption is questionable, then the first modification can be applied.
