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ABSTRACT
Lin, Qun Ph.D., Purdue University, December 2013. A Jackknife Empirical Likeli-
hood Approach To Goodness of Fit U-Statistic Testing With Side Information. Ma-
jor Professor: Hanxiang Peng.
Motivated by applications to goodness of fit U-statistic testing, the jackknife em-
pirical likelihood (JEL) of Jing, et al. (2009) is justified with an alternative ap-
proach, and the Wilks theorem for vector U-statistics is proved. This generalizes
Owen’s empirical likelihood from a vector mean to a vector U-statistic-based mean
and Jing’s JEL for univariate U-statistics to vector U-statistics and includes the
JEL for U-statistics with side information as a special case. The results are gen-
eralized to allow for the constraints to use estimated criteria functions and for the
number of constraints to grow with the sample size. The latter is needed to handle
naturally occurring nuisance parameters in semiparametric models. The developed
theory is applied to derive the empirical-likelihood-based goodness-of-fit tests and
confidence sets for U-quantiles with finite number and growing number of constraints
in the Theil-estimator-based test about the slope in a simple linear regression; for the
Wilcoxon signed rank test about symmetry with an unknown center; for Kendall’s
tau and Goodman and Kruskal’s Gamma with side information; for the test about
independence of two categorical outcomes; for the joint confidence sets of variances
in a balanced random effects model and for the simplicial depth function with a finite
number and growing number of constraints. Some of the proposed jackknife empirical
likelihood based goodness of fit tests are asymptotically distribution free. A simula-
tion study is conducted to evaluate the behaviors of the Theil test with finite number
and growing number of constraints.
11. INTRODUCTION AND JACKKNIFE EMPIRICAL
LIKELIHOOD
1.1 Introduction
In a series of papers on constructing confidence intervals in a nonparametric set-
ting, Owen (1988, 1990, 2001) introduced the empirical likelihood approach. As a
likelihood approach with nonparametric properties, it does not require specification
of a distribution for the data and often yields more efficient estimates of the parame-
ters than many common estimators. It allows data to decide the shape of confidence
sets and is Bartlett correctable (DiCiccio, Hall and Romano, 1991). The approach
has been extended to various situations, e.g., to generalized linear models (Kolaczyk,
1994), local linear smoother (Chen and Qin, 2000), partially linear models (Shi and
Lau, 2000; Wang and Jing, 2003), parametric and semiparametric models in multire-
sponse regression (Chen and Van Keilegom, 2009), linear regression with censored
data (Zhou and Li, 2008), and plug-in estimates of nuisance parameters in estimating
equations in the context of survival analysis (Qin and Jing, 2001; Wang and Jing,
2001; Li and Wang, 2003), time series (Nordman and Lahiri, 2006). Qin and Lawless
(1994) linked empirical likelihood with finitely many estimating equations. These
estimating equations serve as finitely many equality constraints. Maximum empirical
likelihood estimators for the irregular case were studied in (Lopez, Van Keilegom and
Veraverbeke, 2009). Chen, Peng and Qin (2009) obtained asymptotic normality for
the number of constraints growing to infinity. Hjort, McKeague and Van Keilegom
(2009) and Peng and Schick (2013) generalized the empirical likelihood approach to
allow for the number of constraints to grow with the sample size and for the con-
straints to use estimated criteria functions. The latter is needed to handle naturally
occurring nuisance parameters. Peng (2013) discovered a class of maximum empiri-
2cal likelihood estimators which are tractable and studied their asymptotic properties.
Algorithms, calibration and higher-order precision of the approach can be found in
Hall and La Scala (1990), Emerson and Owen (2009) and Liu and Chen (2010) among
others.
U-statistics are useful and many popular statistics can be expressed in U-statistics,
see e.g. Kowalski and Tu (2008), Lee (1990), and Serfling (1980). By exploiting the
asymptotic independence of the jackknife pseduo values of U-statistics, Jing et al.
(2009) introduced the jackknife empirical likelihood (JEL) for U-statistics. As in the
case of empirical likelihood for time series (Nordman and Lahiri, 2006), the indepen-
dence or at least asymptotic independence which justifies the definition of empirical
likelihood as a product of probabilities is not directly available for a U-statistic of
which the summands are not independent but correlated. Moreover, the usual em-
pirical likelihood in this case involves in the nonlinearality of πj’s in the constraint
equations, which leads to the consequence that there are no explicit formulas for πj’s
as there are in the usual empirical likelihood. This causes difficulty in deriving its
asymptotic theory. Jing et al. (2009) noticed the asymptotic independence of the
jackknife pseudo values of a U-statistic and introduced their jackknife empirical like-
lihood for U-statistics. They established the Wilks theorems for one- and two-sample
U-statistics by exploiting the nice properties of the jackknife pseudo values of a U-
statistic, for example, the sum of these values is equal to the U-statistic and the sample
variance of them is an asymptotically unbiased estimator of the asymptotic variance
of the U-statistic in its asymptotic normal distribution. These two properties are
crucial in obtaining the asymptotic chi-squared distribution in the Wilks theorems.
In justifying the asymptotic independence, Jing et al. (2009) cited a theorem from
Shi (1984), who proved the asymptotic independence by applying the zero-one law
for a sequence of exchangeable random variables. Shi’s result is not easily available as
it was published in Chinese and also for the sake of self-containedness, we present an
alternative, somewhat straightforward, justification of the asymptotic independence
3based on the Hoeffding decomposition for U-statistics, see Section 1.2. Sometimes we
shall abbreviate jackknife empirical likelihood as empirical likelihood.
Often additional information about the model is available. Information is usually
expressed by usual constraint equations or even vector U-statistic-defined constraint
equations, see our motivating examples in Section 2. It is common in semiparametric
models that constraint functions contain unknown nuisance parameters and must be
estimated. This is the case in testing symmetry of a distribution when the center of
symmetry is unknown, see Example 2; in constructing confidence sets for variance
components when side information is available which contains unknown nuisance
parameters, see Subsection 2.2. Also, in semiparametric settings, information on the
model can often be expressed by means of infinitely many constraints which may also
depend on parameters of the model. In goodness of fit testing, many test statistics can
be expressed in U-statistics, and the null hypotheses can be expressed by infinitely
many such constraints. This is the case when Theil-estimator-based test used for
testing a specified slope (Example 1); when testing variance components; when one
marginal distribution is known in the simplicial depth-based test.
Motivated by applications to goodness of fit U-statistics testing, the jackknife
empirical likelihood of Jing, et al. (2009) is generalized to vector U-statistics and the
Wilks theorem is proved. This generalizes Owen’s empirical likelihood theorem for a
vector mean to a vector U-statistics-based mean and includes the jackknife empirical
likelihood of U-statistics with side information as a special case. The results are
generalized to allow for the constraints to use estimated criteria functions and for the
number of constraints to grow with the sample size. The latter is needed to handle
naturally occurring nuisance parameters in semiparametric models.
An excellent overview can be found in the review paper by Chen and Kielegom
(2009). The S function elm can be used to calculate the empirical likelihood and the
codes in S for elm can be found in Owen’s website. A package called emplik which
was developed by Mai Zhou can be downloaded at the public URL: http://cran.r-
project.org.
4The rest of the paper is organized as follows: In Section 1.2, the jackknife em-
pirical likelihood for empirical likelihood is introduced with a justification based on
the Hoeffding decomposition for U-statistics. In Chapter 2, we give examples which
motivate our research. Jackknife empirical likelihood is developed for U-quantiles
with finite many constraints and with growing number of constraints in the Theil
estimator for testing the slope in a simple linear regression in Example 1; for the
Wilcoxon signed rank test about symmetry with a unknown center of symmetry in
Example 2; for Kendall’s tau and Goodman and Kruskal’s Gamma with side infor-
mation in Example 3; for testing about independence about two categorical outcomes
in Example 4; for joint confidence sets in a variance component model in Section 2.2;
for the simplicial depth function in Section 2.3, the latter two with finitely many and
growing number of constraints. In Chapter 3, we present our main results. In Sec-
tion 3.1, we introduce the notation, state some results from Peng and Schick (2013c)
and prove Lemma 1.2.1 and a useful general theorem. In subsection 3.1.1, we intro-
duce the notation used throughout. In subsection 3.1.2, two general results about
the asymptotic behaviors of empirical likelihood are given. In subsection 3.1.3, we
prove a general asymptotic result for jackknife empirical likelihood for U-statistics
with side information. In Section 3.2, we study the jackknife empirical likelihood
when the number of constraints are fixed. We present the Wilks theorem for vector
U-statistics. This generalizes Owen’s empirical likelihood theorem for vectors. We
also derive the asymptotic distributions of the empirical likelihood with side infor-
mation when the constraint are estimated. In Section 3.3, we discuss the empirical
likelihood with random vectors whose dimension may increase with sample size. Our
results cover both known and estimated constraints. In Chapter 4, we provide the
technical details for our examples. In Chapter 5, we report the simulation results.
51.2 Jackknife empirical likelihood
We will first recall some facts about one-sample U-statistics. Let (Ω,A ) be a
measurable space and P be a probability measure on this space. Let Z be a random
element taking values in some measurable space (Z,S ) with distribution Q. Typ-
ically Z is a subspace of the real space R or the high dimensional real space. Let
Z1, . . . , Zn be independent and identical copies of Z. Let h be a known measurable
function from Zm to R which is argument-symmetric in its m arguments, that is,
h(z1, . . . , zm) = h(zπ1 , . . . , zπm) for every z1, . . . , zm ∈ Z, where π1, . . . , πm is an ar-
bitrary permutation of integers 1, . . . ,m. A U-statistic with kernel h of order m is
defined as






h(Zi1 , . . . , Zim), n ≥ 2.






f 2 dQm < ∞}. We shall abbreviate θ = E(h) := E(h(Z1, . . . , Zm)) =∫
h dQm, Pnf = n
−1∑n
j=1 f(Zj) and Pf = E(f(Z)). Then Un is an unbiased
estimate of θ. Let hm = h and hc(z1, . . . , zc) = E(h(z1, . . . , zc, Zc+1, . . . , Zm)) for
c = 1, . . . ,m− 1. Then hc is a version of the conditional expectation, that is,
hc(z1, . . . , zc) = E(h(Z1, . . . , Zm)|Z1 = z1, . . . , Zc = zc).
Let δz be the point mass at z ∈ Z. We now define
h∗c(z1, . . . , zc) = (δz1 − P ) . . . (δzc − P )Pm−ch, c = 0, 1, . . . ,m.
Let f˜ = f − Pf denote the centered version of an integrable function f . Obviously
h∗1 = h˜1. With this notation the useful Hoeffding decomposition can be stated as












n−1 denote the U-statistic based on the n−1 observations Z1, . . ., Zj−1, Zj+1, . . . , Zn.
The jackknife pseudo values of the U-statistic Un(h) with kernel h are defined as
Vnj(h) = nUn(h)− (n− 1)U (−j)n−1 (h), j = 1, . . . , n.
6For ease of notation, we sometimes will drop h and write Vnj = Vnj(h) when there is
no ambiguity. From (1.2.1) it follows
Vnj = θ +mh˜1(Zj) +Rnj, j = 1, . . . , n, (1.2.2)










c)− (n− 1)U (−j)(n−1)c(h∗c)
)
, j = 1, . . . , n.
Using the Hoeffding decomposition (1.2.1) and the orthogonality property of Unc(h
∗
c)’s,
we can prove the following.
Lemma 1.2.1 The jackknife pseudo values Vnj of Un(h) satisfy
E
(
(Vnj − θ −mh˜1(Zj))2
)
= O(n−1), j = 1, . . . , n. (1.2.3)
For a complete proof please see (3.1.5) and thereafter. Thus from (1.2.3) it immedi-
ately follows
Vnj = θ +mh˜1(Zj) +Op(n
−1/2), j = 1, . . . , n. (1.2.4)
This shows that each jackknife pseudo value Vnj depends asymptotically on Zj so
that Vnj, j = 1, . . . , n are approximately independent for large values of n. One of the







Thus a U-statistic can be expressed as the sum of approximately independent random
variables (the jackknife pseudo values). Furthermore, if πj is a probability mass
placed at Zj, then approximately the same mass πj is placed at the jackknife pseudo
value Vnj for j = 1, . . . , n. Therefore, the likelihood of the pseudo values Vnj’s is
approximately the product of these πj’s. In view of E(Un) = θ and (1.2.5), we are
justified to introduce the jackknife empirical likelihood of the U-statistic Un(h) with
side information expressed by
∫










) = 0}, (1.2.6)
7where g is a measurable function from Z to Rr andPn denotes the closed probability
simplex in dimension n,
Pn =
{
π = (π1, . . . , πn)






Here r is the number of equalities that express the side information, and these equal-
ities are referred to as constraints in the literature.
It must be noted that the above definition of jackknife U-statistic with side infor-
mation covers the case that the side information is expressed by several U-statistics
in view of the Hoeffding decompositions for U-statistics with square-integrable ker-
nels. This is indeed the case of vector (multivariate) U-statistics. Specifically, let
h(k) be a kernel from Zmk to R for k = 1, . . . , r. Let E (Unmk(h(k))) = θk and
V˜nj(h
(k)) = Vnj(h
(k)) − θk be the centered jackknife pseudo values of the U-statistic
Unmk(h
(k)) of order mk with kernel h
(k). Let h = (h(1), . . . , h(mk)) and V˜nj(h) =
(V˜nj(h
(1)), . . . , V˜nj(h
(mk))). Based on the above discussion, the jackknife empirical










In nonparametric and semiparametric models, side information can often be ex-
pressed by either finitely or infinitely many equalities. Examples of the latter include
the commonly used symmetry and independence which are equivalent to infinitely
many equalities as illustrated in the examples given in Section 3. This motivates us
to allow r to depend on the sample size n, r = rn, and to grow to infinity slowly with
n and study the asymptotic behaviors of the empirical likelihood. We are not the
first one to study this, see Hjort, McKeague and Van Keilegom (2009), Chen, Peng
and Chin (2009) and Peng and Schick (2013c).
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92. MOTIVATING EXAMPLES
In this chapter, we give examples that motivated the research in this paper. These
include U-quantiles, Theil’s test about a specified slope, Wilcoxon signed rank test
about the center of symmetry, Kendall’s τ and Goodman and Kruskal’s Gamma tests
about independence, tests about variance components and the simplicial-depth based
test, with or without side information.
2.1 Empirical likelihood with side information for several tests
In this section, we shall develop the empirical likelihood theory for several popular
tests.
Example 1 Empirical likelihood for U-quantiles. The theory of U-quantile
provides a unified treatment of several commonly used statistics, see Arcones (1996).
In this example, we shall study the empirical likelihood of U-quantiles with side
information.
Recall (Ω,A , P ) be a probability space and (Z,S ) be a measurable space. Let
Z,Z1, . . . , Zn be independent random variables from Ω to Z with a common un-
known distribution Q. Let κ : Zm → R be a measurable function which is argument-
symmetric. Associated with κ there induces a distribution functionH(t) = P
(
κ(Z1, . . . , Zm) ≤
t
)
, t ∈ R. A minimum variance unbiased estimator (MVUE) of H(t) is the U-statistic
of order m given by






1[κ(Zi1 , . . . , Zim) ≤ t], t ∈ R,
where 1[A] denotes the indicator of a set A. Following Arcones (1996), the κ should
be referred to as the kernel (of the U-quantile). As H(t) is a distribution function,
its p-th quantile q is well defined by q = inf {t : H(t) ≥ p} for p ∈ [0, 1]. We are
10
interested in testing the null hypothesis that the p-th quantile q is equal to some
specified value q0 ∈ R for a known value p0 of p, i.e.,
H0 : q = q0.
Let us now mention that the above test provides a unified treatment for several
commonly used tests. Below are three examples in which p = 1/2. The first example
is the often used alternative to the median as a center of symmetry, the Hodges-






2−1(Zi+Zj), 1 ≤ i < j ≤ n. This is a U-quantile with the kernel given by κ(z1, z2) =
2−1(z1 + z2). In this case, we are testing the hypothesis that the center of symmetry
of the underlying distribution is equal to some specified value. The second example
is the Gini’s mean difference which can be used as a spread measure of a distribution.
This corresponds to the U-quantile with the kernel given by κ(z1, z2) = |z1 − z2|. In
this case, we are testing the hypothesis that the spread of the underlying distribution
is equal to some specified value. The third example is the Theil estimator of the slope
in a simple linear regression model, which we shall give more details later.
Case 1. Fixed number of constraints. Suppose there is available additional infor-
mation about the underlying distribution expressed by
∫
g dQ = 0 for some measur-
able function from Z to Rr which has finite second moment, i.e. ∫ ‖g‖2 dQ < ∞,
where ‖a‖ denotes the euclidean norm of a vector a. Here r is the number of con-
straints which is fixed. Later we will allow it to grow with the sample size. We shall
employ the empirical likelihood approach to make use of the additional information.
Specifically, we shall study the jackknife empirical likelihood of the U-statistic Hn(q0)




nπj : π ∈ Pn,
n∑
j=1






where Vnj(q0)’s are the jackknife pseudo values of the U-statistic Hn(q0), i.e.,




n−1 (q0) denotes the U-statistic based on the n − 1 observations Z1, . . . ,
Zj−1, Zj+1, . . . , Zn.
Often there is available side information about the underlying distribution Q.
Here let us just mention two examples: (i) Q has zero median and (ii) Q has zero
mean. The former corresponds to g(z) = sign(z) (assuming P (Z = 0) = 0), while the
latter to g(z) = z. Here sign(x) = 1[x > 0]− 1[x < 0] is the sign function of x.
Following the convention of U-statistics theory, let h1(z) = P
(
κ(z, Z2, . . . , Zm) ≤
q0
)







For a fixed r, it follows from Corollary 3.2.1 below that if the dispersion matrix
W(mh1,g) is non-singular then −2 logRn(q0) has asymptotically a chi-square distri-
bution with r + 1 degrees of freedom. In other words,
P (−2 logRn(q0) > χ21−α(r + 1)) → α, 0 < α < 1, (2.1.1)
where χ2β(r) denotes the β-quantile of the chi-square distribution with r degrees of
freedom. Thus an asymptotic 1− α confidence interval is
{
q ∈ R : −2 logRn(q) ≤ χ21−α(r + 1)
}
.
It is noteworthy that one of the advantages of empirical-likelihood-based confidence
sets is that they enjoy the properties of data-driven shape and internal studentiza-
tion – no need of estimating standard deviations, while asymptotic-normality-based
confidence regions are always symmetric and must estimate standard deviations.
Case 2. Growing number of constraints. In many semiparametric models, side
information can often be expressed via infinitely many equality constraints. Here
we give an example of this by the aid of a simple linear regression model. Let
(X1, Y1), . . . , (Xn, Yn) be independent and identically distributed copies of a random
vector (X, Y ) which satisfies a simple linear regression model,
Y = α + βX + , (2.1.2)
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where α, β ∈ R are regression parameters and  is a random error independent of X.
We assume that the distribution functions F and G of  and X are continuous.
The null hypothesis of interest is that the slope β of the postulated regression line
is some specified value β0, namely,
H0 : β = β0.
The test statistic based on the Theil estimator is the U-quantile Hn2(β0) with the
kernel given by κ((x1, x2), (y1, y2)) = (y1−y2)/(x2−x2) if x1 
= x2 and zero otherwise
and with p0 = H(β0) = 1/2.





= 0, k, l = 1, 2, . . . (2.1.3)









f ∈ L2(R) :
∫
f dR = 0
}
for a distribution R. Because F,G are
continuous, we take ak = φk(G) and bl = φl(F ), where
φk(t) =
√
2 cos(kπt), t ∈ [0, 1], k = 1, 2, . . . , (2.1.4)
is the usual trigonometric basis of L2,0(U ) with U the uniform distribution on [0, 1].
Note that this trigonometric basis is convenient for us to use since it is orthonormal
and bounded by
√







1[Xj ≤ x], x ∈ R,






1[Yj − α− β0Xj ≤ t], t, α ∈ R.
Let us point out an interesting fact that it is without loss of generality to assume
the intercept α = 0 in testing the null hypothesis about the slope using the present
approach. This is due to the identity
Fα,β0(Yi − α− β0Xi) = F0,β0(Yi − β0Xi), i = 1, . . . , n,
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and the fact that all we need in computing the empirical likelihood (i.e. Rn(β0)
below) are the values on the left hand side of the above identity for i = 1, . . . , n.
This is not surprising in view of the fact that the Theil estimator of the slope is the
median of the slopes (Yi − Yj)/(Xi − Xj), 1 ≤ i < j ≤ n which clearly does not
rely on the value of the intercept. Indeed, Peng, et al. (2008) used this fact in their
investigation of the asymptotic properties of the Theil-Sen estimator. As a result, we
take α = 0 and estimate F by the empirical distribution function Fβ0 = F0,β0 based






1[Yj − β0Xj ≤ t], t ∈ R. (2.1.5)
The preceding consideration motivates us to use the first r2n equations in (2.1.3) to




nπj : π ∈ Pn,
n∑
j=1











= 0, k, l = 1, . . . , rn
}
,
where Vnj(β0)’s are the jackknife pseudo values of the U-statistic Hn2(β0). We shall
allow rn to grow slowly to infinity with the sample n such that r
6
n/n tends to zero.
Then under the null hypothesis one has
−2 logRn(β0)− r2n − 1√
2(r2n + 1)
=⇒N (0, 1), n → ∞. (2.1.6)
The details of the proof of (2.1.6) can be found in the last section. This shows that
under the null hypothesis −2 logRn(β0) is approximately chi-square-distributed with
r2n + 1 degrees of freedom. Thus for 0 < α < 1,
P
(− 2 logRn(β0) > χ21−α(r2n + 1)) P→ α.
This exhibits that the test 1[−2 logRn(β0) > χ21−α(r2n + 1)] has asymptotic size α.
Also, an asymptotic 1− α confidence interval for β0 is given by
{




Example 2 Wilcoxon signed rank test. Let X be the difference of post-
treatment and pre-treatment of a subject, and X1, . . . , Xn be independent copies
of X. Let us assume
(W1) The distribution function F of X has a density f which is continuous and
uniformly bounded (by B say) and bounded away from zero in a neighborhood
of the center θ of symmetry of X.
The null hypothesis of interest asserts that the distribution F is symmetrically dis-
tributed about θ, i.e., F (θ + t) + F (θ − t) = 1 for every t ∈ R. If θ were known,
one popular test is the Wilcoxon signed rank statistic W+n =
∑n
j=1Rj1[Xj − θ > 0],
where Rj denotes the rank of |Xj − θ|, j = 1, . . . , n. Apparently the Wilcoxon test is







1[Xi +Xj − 2θ > 0].
with kernel hθ(x1, x2) = 1[(x1+x2)/2 > θ]. The null hypothesis can now be expressed
as
H0 : P (X1 +X2 − 2θ > 0) = 1/2.
In real-life data, the center θ of symmetry is usually unknown and must be estimated.
One possible estimator is the Hodges-Lehman median θ˜n. Unfortunately, this esti-
mator leads to v ≡ 0, an inappropriate v in (3.2.4) of Theorem 3.2.2. To see this, we
shall use a result in the proof of Theorem 1 of Arcones (1996). Under the assumption
(W1), it is not difficult to verify the conditions in his Theorem 1 are met. Thus we
can apply his inequality (2.5) to get
Un(θ˜n)− 1/2 = op(n−1),
where throughout this example we denote Un(θ) = Un(hθ). This equality immediately
results in v ≡ 0. As a matter of fact, Peng and Schick (2013b) also observed a similar
issue in constructing residual-based inference about a quantile.
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1[Xi +Xj − 2θˆn > 0].










where Vnj(θˆn)’s are the jackknife pseudo values of the U-statistic Un(θˆn).
To derive the asymptotic behaviors, let us denote the survival function by F¯ =
1− F . Then under (W1), F¯ satisfies
F¯ (t) = F¯ (t0)− f(t0)(t− t0) + o(t− t0), as t → t0, (2.1.7)





f(y − x)f(x) dx, y ∈ R. (2.1.8)
Clearly f2 is also continuous and uniformly bounded, hence F2 satisfies
F¯2(t) = F¯2(t0)− f2(t0)(t− t0) + o(t− t0), as t → t0, (2.1.9)
for any t0 ∈ R. Let
ς2 = 4E
(
(F (2θ0 −X)− 1/2)2
)
and









− E(F (2θ0 −X)1[X ≤ θ0])).
We further assume
(W2) The density f2 of X1 +X2 satisfies f2(θ0) > 0. Moreover, ς
2 is positive.




Observe that since σ2/ς2 > 1 it follows that the above limiting distribution has
a larger variance than the chi-square distribution with one degree of freedom (i.e.
χ2(1)). This extra variation is clearly resulted from the median estimator θˆn of θ.
The details of the proof of (2.1.10) can be found in the last section.
Example 3 Kendall’s tau and Goodman & Kruskal’s Gamma. Let Zj =
(Xj, Yj), j = 1, . . . , n be independent and identically distributed copies of a random
vector Z = (X, Y ).
Kendall’s τ . We are interested in testing the null hypothesis that the random








1[(Xi −Xj)(Yi − Yj) > 0].
This is a U -statistic with the kernel hτ (z1, z2) = 1[(x1 − x2)(y1 − y2) > 0]. Suppose
the distribution functions of X and Y are continuous. Then under the null hypothesis
of independence one has
P (C)− 1/2 = 0, (2.1.11)
where C = {(X1 −X2)(Y1 − Y2) > 0} denotes the event of concordance of pairs
(X1, X2) and (Y1, Y2).
Goodman and Kruskal’s Gamma. Discrete or categorical data are widely used
in various areas of science. Unlike continuous response, there is usually a sizable
number of tied observations in such data. Goodman and Kruskal’s Gamma is useful
in investigating such data. It is defined by
γ =
(
P (C) + P (D)
)−1
(P (C)− P (D)).
where D = {(X1 −X2)(Y1 − Y2) < 0} denotes the events of discordance of pairs
(X1, X2) and (Y1, Y2). Equivalently we can express the preceding display as
(1− γ)P (C)− (1 + γ)P (D) = 0. (2.1.12)









where hγ is the kernel given by
hγ(z1, z2) = (1− γ)1[(x1 − x2)(y1 − y2) > 0]− (1 + γ)1[(x1 − x2)(y1 − y2) < 0].
Suppose we have available additional information expressed by
∫
g dQ = 0 for
some measurable function g from Z to Rr such that ∫ ‖g‖2 dQ is finite. For example,
we have the partial information that the marginal distributions of X and Y have
known medians m10 and m20 respectively. Then we take g1(x) = 1[x ≤ m10] − 1/2
and g2(y) = 1[y ≤ m20]− 1/2 and g(z) = (g1(x), g2(y)) such that
∫
g dQ = 0.
We now employ the empirical likelihood to incorporate additional information.
The above two cases can be treated in one formulation as follows: the jackknife













where h denotes either hτ or hγ, Vnj(h) is the jackknife pseudo values of the U-
statistic Un(h) and V˜nj(h) = Vnj(hτ ) − μ with μ = 1/2 or 0 according to h = hτ or
hγ respectively.
For an s× s matrix A, s× r matrix C and a r× r matrix M, we define the matrix









Let us denote θ = τ or γ corresponding h = hτ or hγ respectively, and set
Un(θ,g) = Un(h,g). Denote θ0 the true value of parameter. Then by Corollary 3.2.1,
under the null hypothesis one has
P
(− 2 logRn(θ0,g) > χ21−α(r + 1))→ α, 0 < α < 1,
provided that the dispersion matrix W (Var(2h1(Z)), c,W(g)) is non-singular, where













Example 4 Testing independence between two categorical outcomes.
Let (U, V ) be a bivariate categorical random vector whose marginals have K,L levels
indexed by rk, sl respectively. Let (Ui, Vi), i = 1, . . . , n be independent and identical
copies of (U, V ). Based on a random sample we are interested in testing the indepen-
dence of U and V . Chi-squares or Fisher’s exact tests are often used to test such a null
hypothesis. In this example, we use the jackknife empirical likelihood for multivariate
U-statistics to give an asymptotic test based on the multivariate U-statistic described







Xi = (1[Ui = r1], . . . ,1[Ui = rK ])
, Yi = (1[Vi = s1], . . . ,1[Vi = sL]).
Independence implies the components of Xi and Yj satisfy
E ((Xik −Xjk)(Yil − Yjl)) = 0, k = 1, . . . , K, l = 1, . . . , L.











where Vnj is the jackknife pseudo values of the multivariate U-statistic Un(h) of order
2 with the (K − 1)(L− 1)-dimensional kernel h given by
h = (h11, . . . , h1(K−1), h21, . . . , h(K−1)(L−1)),
where hkl(Zi,Zj) = 2
−1(Xik − Xjk)(Yil − Yjl). Here since each of the two marginal
probabilities sums up to one, there are only (K − 1)(L − 1) cell probabilities. Let
h1(z) = E(h(z,Z2)), z ∈ R2. Then by Theorem 3.2.1,
−2 logRn=⇒χ2((K − 1)(L− 1)).
provided that the dispersion matrix Var(2h1(Z1)) is non-singular.
We show next that a necessary and sufficient condition for the non-singularity of
Σ is that all the marginal probabilities are nonzero, i.e.,
pk· 
= 0, k = 1, . . . , K and p·l 
= 0, l = 1, . . . , L. (2.1.15)
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To show this, let us first calculate Σ. Let p = E(X1Y

1 ). Then pkl = P (U1 = rk, V1 =
sl) and Then P (U1 = rk) = E(X1k) = pk· and P (V1 = sl) = E(Y1l) = p·l. Hence
hkl1 (z1) = E(h
kl(z1,Z2)|Z1 = z1) = 2−1E((x1k −X2k)(y1l − Y2l)|Z1 = z1)
= 2−1(x1k − pk·)(y1l − p·l) + 2−1δkl, z1 = (x1 ,y1 ),
and the centered version is
h˜kl1 (z1) = 2
−1((x1k − pk·)(y1l − p·l)− δkl).
Let α = (p1·, . . . , p(K−1)·) and β = (p·1, . . . , p·(L−1)). Then α and β are the
marginal distributions of U1 and V1 respectively. Under the null, δkl = 0,
Cov(X1k, X1k′) = −αkαk′ , Cov(Y1l, Y1l′) = −βlβl′ , k 
= k′, l 
= l′
and
Var(X1k) = αk − α2k, Var(Y1l) = βl − β2l .
Let








= 4−1Cov(X1k, X1k′)Cov(Y1l, Y1l′),
it follows




It is known that for square matrices C and D of orders c and d respectively,
|C⊗D| = |C|c|D|d.
Hence in view of |Σ| = |A|K−1|B|L−1 we see that Σ is non-singular if and only if both







where αK = pK·. The same also holds for B. We verify this for K = 5 and the general
case can be proved by mathematical induction. Note first that αK = 1 −
∑K−1
k=1 αk
and |A| =∏K−1k=1 αkD, where
D =
∣∣∣∣∣∣∣∣∣∣∣∣
1− α1 −α2 −α3 −α4
−α1 1− α2 −α3 −α4
−α1 −α2 1− α3 −α4




1− α1 −α2 −α3 −α4
−1 1 0 0
−1 0 1 0
−1 0 0 1
∣∣∣∣∣∣∣∣∣∣∣∣
.
Using Laplace’s formula to express the determinant of a matrix in terms of its minors
for the last row, we find






αk = αK ,
so that we conclude (2.1.16) for K = 5.
2.2 Confidence sets for variance components
In a balanced one-way random effects model, the response Yij, random effect ui
and random error ij satisfy the structural relationship,
Yij = μ+ ui + ij, i = 1, . . . , n, j = 1, . . . , J(J ≥ 2), (2.2.1)
where μ is the mean response, the ij’s are independent and identically distributed
with mean zero, variance σ2 = Var(ij) and finite fourth moment, the ui’s are in-
dependent and identically distributed with mean zero, variance σ2u = Var(uj) and
finite fourth moment, and ij’s and ui’s are independent. Note that in the literature
σ2u and σ
2
 are termed as the between- and within- treatment variance components
respectively.
The commonly used tests and confidence sets for the variances heavily depend on
the assumption of normality of the model. Here we employ the empirical likelihood
approach to give confidence sets for the variances. It is well known that the empirical
likelihood approach has the advantage in constructing confidence regions without
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requiring an estimate of the standard deviation and the shape of confidence sets is to
be data-driven, whereas asymptotic-normality-based confidence regions need estimate
the standard deviation and are always symmetric. Moreover, the empirical likelihood
approach allows convenient incorporation of side information.
Suppose there is available some additional information about the model which is
expressed through the equality E(g(ε)) = 0, where ε is an i.i.d. copy of ui+ i· and g
is a measurable function from R to Rr. For instance, g(ε) = ε and g(ε) = sign(ε), the
former expresses that ε has mean zero while the latter indicates that ε has median
zero under the assumption that ε is a continuous random variable. Averaging out the
j in (2.2.1) now yields
Yi· − μ = ui + i· = εi, i = 1, . . . , n.
Let μˆ be an estimator of μ. Here we take the grand mean






Thus we shall work with the estimated residuals εˆi = Yi· − μˆ.
It is well known that if a distribution F of a random variable X has a finite fourth
moment then the minimum variance unbiased estimator (MVUE) of the variance
Var(X) of the distribution F is the U-statistic of order two with the kernel given by
2−1(X1 −X2)2, where X1, X2 are i.i.d. copies of X. For more general discussion, the
reader is referred to Heffernan (1997). We shall exploit the MVUE’s of variances in
our forthcoming investigation.





(J − 1)−1∑Jj=1(Yij − Yi·)2
)
, i = 1, . . . , n, (2.2.2)
where Ai· = J−1
∑J
j=1Aij denotes the average of Aij over j. Clearly X1, . . . , Xn are
independent and identically distributed. Set h = (h(1), h(2)), where, with κ(Xi) =
(J − 1)−1∑Jj=1(Yij − Yi·)2,
h(1)(Xi,Xi′) = 2
−1(κ(Xi) + κ(Xi′)), h(2)(Xi,Xi′) = 2−1(Yi· − Yi′·)2.
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2 := σ2u +




is an unbiased estimators of θ = (σ2 , σ
2).
Joint confidence sets. To construct a confidence set for θ, we employ the




nπi : π ∈ Pn,
n∑
i=1
πi(Vni(h)− θ) = 0
}







is the vector whose components are the jack-
knife pseudo values of the U-statistics Un(h
(1)) and Un(h
(2)) respectively. Here R+ =
(0,∞). By Theorem 3.2.1 below, if the dispersion matrix Var(h1(X)) is non-singular
then
−2 logRn(θ0)=⇒χ2(2),





 ∈ R+ ×R+ denotes the true value of parameter. Thus
P
(− 2 logRn(θ0) > χ21−α(2))→ α, 0 < α < 1. (2.2.3)
An asymptotic 1− α confidence set is
{
θ ∈ R+ ×R+ : −2 logRn(θ) ≤ χ21−α(2)
}
.
It is noteworthy that a confidence set for ϑ = (σ2 , σ
2
u)
 can be obtained by the
transformation ϑ1 = θ1, ϑ2 = θ2− θ1/J . Also, a confidence set for σ2u can be obtained
by J → ∞.
Let us now take a close look at the dispersion matrix Var(h1(X)). Note first
h
(1)
1 (x1) = E(h
(1)
1 (x1,X2)) = 2
−1(κ(x1) + σ2 ),
h
(2)
1 (x1) = E(h
(2)
1 (x1,X2)) = 2
−1((Y1· − μ)2 + σ2).
Let μ4 = E(
4























= J−2μ4 − 6σ4/(J2(J − 1)) = O(J−2).
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Since μ4 − σ4 > 0 and E(ε4) − σ4ε > 0, it follows that the matrix Var(h1(X1)) is
non-singular at least for large values of J .
Confidence sets with side information. When side information is available,
to construct a confidence set for θ, we employ the jackknife empirical likelihood for




nπi : π ∈ Pn,
n∑
i=1





, θ ∈ R+ ×R+.
Let us consider that the additional information about the underlying distribution
is that the median of ε is zero, so that E(g(ε)) = 0 for g(t) = sign(t). Assume





. Note that Var(g(ε)) = 1. Suppose W = W (Var(2h1(X1)),C, 1)
is non-singular. Then
−2 logRn(θ0, sign)=⇒ZW −1Z, (2.2.4)
where Z is normally distributed with vector mean zero and variance-covariance matrix
Var((2h1(X1)
, u(ε))) with u(t) = sign(t) − f(0)t. Justification of (2.2.4) is given
in the last section.
(ii) Joint confidence sets for the mean and variance component. In
a balanced one-way random effects model, we are interested in constructing joint
confidence set for θ = (μ, σ2u)
. Let us now motivate a U-statistic as a test statistic,







2−1(Yij − Yi′j′)2, i, i′ = 1, . . . , n.
For the between-treatment, i 
= i′, so E((ui − ui′)(ij − i′j′)) = 0, hence
E(Uii′) = E
(
2−1(ui − ui′)2 + 2−1(ij − i′j′)2
)
= σ2 = σ2u + σ
2
 , (2.2.5)
whereas for the within-treatment, i = i′, thus
E(Uii) = E(2
−1(i1 − i2)2) = σ2 .
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Let Yi = (Yi1, . . . , YiJ)
 denote the observation vector in the i-th treatment. Ob-
viously Y1, . . . ,Yn are independent and identically distributed. Note that Uii′ −
2−1(Uii+Ui′i′) is a function ofYi andYi′ only, say hu(Yi,Yi′). Clearly E(hu(Yi,Yi′)) =
σ2u for every pair (i, i
′) of subject indices with i 
= i′, so every such hu(Yi,Yi′)
is an unbiased estimator of σ2u. Since hu(y1,y2) is not argument-symmetric, we
symmetrize it to get the argument-symmetric kernel h(y1,y2) = 2
−1(hu(y1,y2) +
hu(y2,y1)),y1,y2 ∈ RJ . Thus an unbiased estimator of σ2u based on all the observa-








Suppose there is available additional information about the model, for instance, that ε
as an i.i.d. copy of εi = ui+i· is symmetric about zero. With this as side information
we now construct an empirical-likelihood-based confidence set for θ. To this end, let
F denote the distribution function of ε, and L2,0(F, odd) be the subspace of L2,0(F )
consisting of the odd functions. Assume F is continuous. Symmetry of ε about zero
implies
E(ak(ε)) = E(ak(Y1· − μ)) = 0, k = 1, 2, . . . , (2.2.6)
where ak’s is an orthonormal basis of L2(F, odd) and μ denotes the true value of
parameter. Since ε and −ε have an identical distribution, it follows
−(2F (−t)− 1) = 1− 2P (ε ≤ −t) = 1− 2P (ε ≥ t) = 1− 2(1− F (t)) = 2F (t)− 1.
This shows that 2F (t) − 1 is an odd function. Note that ψk(t) = sin(kπt), t ∈
[−1, 1], k = 1, 2, . . . is an orthonormal basis of L2,0(U , odd) (the square-integrable odd
functions with respect to the uniform measure U on [−1, 1]). Hence the composites
ψk(2F (t) − 1) is a basis of L2,0(F, odd) since the composite of two odd functions
is odd. This justifies that we can take ak = ψk(2F (t) − 1). But F is unknown, we








1[Yi· − μ0 ≤ t] + 1[−(Yi· − μ0) < t]
)
, t ∈ R.
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Again we must justify 2Fμ0(t)− 1 is odd. This is easy to prove. Indeed,











2− 1[−εi < t]− 1[εi ≤ t]
)
= 2Fμ0(t)− 1.
This motivates us to utilize the first rn equalities in (2.2.6) as constraints to construct






nπi : π ∈ Pn,
n∑
i=1





2Fμ(Yi· − μ)− 1
)
= 0, k = 1, . . . , rn
}
,
where Vnj(h)’s are the jackknife pseudo values of the U-statistic Un(h). We shall allow
rn to grow slowly to infinity with the sample n such that r
4
n/n tends to zero. Suppose
rnh1 is Lindeberg. Then under the null hypothesis one has
−2 logRn(μ0, σ2u0)− rn − 1√
2(rn + 1)
=⇒N (0, 1), (2.2.7)
where (μ0, σ
2
u0) ∈ R × R+ denote the true values of parameter. The proof of
(2.2.7) can be found the last section. This shows that under the null hypothesis
−2 logRn(μ0, σ2u0)) is approximately chi-square-distributed with rn + 1 degrees of
freedom. Thus for 0 < α < 1,
P
(− 2 logRn(μ0, σ2u0)) > χ21−α(rn + 1)) P→ α.
This exhibits that the test 1[−2 logRn(μ0, σ2u0)) > χ21−α(rn + 1)] has asymptotic size
α. Also, an asymptotic 1− α confidence set for (μ0, σ2u0) is given by
{
(μ, σ2) ∈ R×R+ : −2 logRn(μ, σ2) ≤ χ21−α(rn + 1)
}
.
Let us now calculate h1. Recall Yi = (Yi1, . . . , YiJ)
 with J ≥ 2. Let y =
















































2−1(yj′ − μ)2 + σ2/2.
Thus
h1(y) = 2







2−1(yj − μ)(yj′ − μ) + σ2u/2.
It is easy to compute E(h1(Y1)) = σ
2









(Y1j − μ)(Y1j′ − μ)− σ2u
)
. (2.2.8)
Clearly if Yij’s are bounded then rnh1 is Lindeberg.
2.3 Empirical likelihood for the simplicial depth function
Let X1, . . . , Xn be independent and identically distributed random vectors from a
distribution Q on Rm. Liu (1990) introduced the simplicial depth of a point x ∈ Rm
with respect to distribution Q defined by the probability that the point x is contained




x ∈ Δ(X1, . . . ,Xm+1)
)
, x ∈ Rm,
where Δ(X1, . . . , Xm+1) denotes the random simplex with vertices X1, . . . , Xm+1,
i.e., the closed simplex with vertices X1, . . . , Xm+1. Note that D(x) is the population
simplicial depth of point x and can be estimated by the sample simplicial depthDn(x)







1[x ∈ Δ(Xi1 , . . . ,Xim+1)], x ∈ Rm.
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The depth function can be used to define the (multivariate) simplicial median and
to give an ordering of data points in space from center outward. As a location
parameter, the simplicial median coincides with the center of angular symmetry – a
more general type of symmetry than the usual central symmetry introduced by Liu
(1990). Specifically, a random vector X is angularly symmetric about a point c in




= − X− c‖X− c‖ .
When additional information such as angular symmetry is available about the under-
lying distribution Q, tests or confidence sets based the sample depth Dn(x) do not
utilize the additional information. Multivariate data can be understood through their
marginal distributions. Often there is available some information about marginal dis-
tributions. For example, the marginal medians of a multivariate distribution are
known. We now use the developed empirical likelihood theory for U-statistics to con-
struct confidence sets for the value of the simplicial depth at a given point x0 when
side information is available.
(i) Suppose side information is expressed by equality E(g(X)) = 0 for some Rr-
valued square-integrable function g. For example, angular symmetry implies
E ((X− c)/‖X− c‖) = 0, (2.3.1)
which corresponds to g(x) = (x − c)/‖x − c‖,x ∈ Rm for some specified constant
c. As another example, consider the case that the marginal median of Xk is known
and equal to bk for some specified value bk where k = 1, . . . ,m. Assume the marginal
distributions are continuous. Then
E (sign(Xk − bk)) = 0, k = 1, . . . ,m. (2.3.2)
In this case, we take g(x1, . . . , xm) = (sign(x1 − b1), . . . , sign(xm − bm)). This moti-




nπj : π ∈ Pn,
n∑
j=1







where Vnj’s are the jackknife pseudo values of the simplicial depth Dn(x0) as a U-
statistic andD ∈ R+. Note that the kernel is h(X1, . . . ,Xm) = 1[x0 ∈ Δ(X1, . . . ,Xm)]






is non-singular. Let D0 = D(x0). Then by Corollary 3.2.1,
−2 logRn(D0,g)=⇒χ2(r + 1).
(ii) In semi-parametric models side information can often be expressed by in-
finitely many equalities. Usually there is available some partial information about a
multivariate distribution, for example, we may know that two marginal distributions
are independent, or one marginal distribution is known. Let us now use the latter as
an example to illustrate our approach. Let F be the distribution function of X and
write X = (X1, . . . , Xm)
. Suppose the distribution F1 of X1 is known F1 = F10 for




ak dF10 = 0, k = 1, 2, . . . , (2.3.3)
where ak is an orthonormal basis of L2,0(F10). Here we shall take ak = φk ◦ F10, k =
1, 2, . . . , where φk is the usual trigonometric basis given in (2.1.4). The above consid-





nπj : π ∈ Pn,
n∑
j=1
πj(Vnj −D) = 0,
n∑
j=1
πjφk(F10(X1j)) = 0, k = 1, . . . , rn
}
, D ∈ R+,
where X1j is the first component of Xj. Here we use the first rn equations in (2.3.3).
We now assume m ≥ 2 and at least one of the components Xk : k ≥ 2 of X is non-
degenerate, i.e. P (Xd = c) < 1 for some d ≥ 2 and arbitrary constant c. Then under
the null hypothesis we have
−2 logRn(D0, F10)− (rn + 1)√
2(1 + rn)
=⇒N (0, 1), (2.3.4)
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as both rn and n tend to infinity such that r
3
n/n tends to zero. The details of
(2.3.4) can be found in the last section. This shows that under the null hypothe-
sis −2 logRn(D0, F10) is approximately chi-square-distributed with rn + 1 degrees of
freedom. Thus for 0 < α < 1,
P
(− 2 logRn(D0, F10) > χ21−α(rn + 1)) P→ α,
This means that the test 1[−2 logRn(D0, F10) > χ21−α(rn+1)] has asymptotic size α.
Our result generalizes Example 1 of Peng and Schick (2013c) to U-statistics and has




In this chapter, we first introduce the notation and present some general results. Then
we prove the Wilks theorems for vector U-statistics, study jackknife empirical likeli-
hood for U-statistics with finitely many constraints and with estimated constraints.
We also investigate the asymptotic behaviors of the jackknife empirical likelihood with
growing number of constraints. The constraints are allowed to use estimated criteria
functions. In the end, we prove that the Wilks theorem still holds under suitable
conditions when the number of constraints grows to infinity with sample size.
3.1 General results
In this section, We first introduce some of the notation we use throughout. We
then state some results from Peng and Schick (2013c) which are tailored for our use.
Based on these results, we prove Lemma 1.2.1 and a useful general theorem in the
end.
3.1.1 Notation
Denote A⊗2 = AA and A ⊗ A the Kronecker product for a vector or matrix
A. Recall that ‖A‖ denotes the euclidean norm of a matrix A and write |A|o for the
operator (or spectral) norm which are defined by
‖A‖2 = trace(AA) =
∑
i,j






In other words, the squared euclidean norm ‖A‖2 equals the sum of the eigen values
of AA, while the squared operator norm |A|2o equals the largest eigen value of AA.
Consequently, the inequality |A|o ≤ ‖A‖ holds. Thus we have
|Ax| ≤ |A|o‖x‖ ≤ ‖A‖‖x‖










ifA is a non-negative definite symmetric matrix. Using this and the Cauchy-Schwartz









whenever μ is a measure and f is measurable function into Rs such that ∫ ‖f‖2 dμ is
finite.
3.1.2 General results
Let Tn1, . . . , Tnn be rn-dimensional random vectors. With them we associate the
empirical likelihood
R n = sup
{ n∏
j=1






To study the asymptotic behavior of R n we introduce
T ∗n = max
1≤j≤n
















(uTnj)ν , ν = 3, 4,
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and let λn = λmin(Sn) and Λn = λmax(Sn) denote the smallest and largest eigen values
of Sn, i.e.,
λn = inf‖u‖=1
uSnu and Λn = sup
‖u‖=1
uSnu.
Peng and Schick (2013c) investigated the asymptotic behavior of the empirical
likelihood when Sn can be approximated by a sequence of rn× rn dispersion matrices






We quote their theorem 6.1 below for our purpose.
Lemma 3.1.1 Let rn = r for all n. Suppose
T ∗n = op(n1/2), n1/2T¯n=⇒T , Sn = W + op(1) (3.1.2)
for some random vector T and r × r positive definite matrix W . Then
−2 logR n=⇒T W −1T .
Peng and Schick (2013c) also introduced the following conditions.
(A1) T ∗n = op(r−1/2n n1/2).
(A2) ‖T¯n‖ = Op(r1/2n n−1/2).
(A3) There is a sequence of regular rn × rn dispersion matrices Wn such that
|Sn −Wn|o = op(r−1/2n ).
(A4) T (3)n = op(r−1n n1/2) and T (4)n = op(r−3/2n n).
They looked at the case when rn increases with the sample size n. The following is
quoted from their Theorem 6.2.
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Lemma 3.1.2 Let (A1)–(A4) hold. Suppose that rn increases with n to infinity and
that there are rn × rn dispersion matrices Vn such that rn/trace(V 2n ) = O(1) and
nT¯ n W −1n T¯n − trace(Vn)√
2trace(V 2n )
=⇒N (0, 1). (3.1.3)
Then
−2 logR n − trace(Vn)√
2trace(V 2n )
=⇒N (0, 1). (3.1.4)
3.1.3 General results for U-statistics with side information
We now apply Lemma 3.1.1 to find the asymptotic behaviors of the jackknife
empirical likelihood for U-statistics with side information.
Recall that the kernel h is square-integrable. Here we further assume throughout
that h is non-degenerate, that is, Var(h1(Z)) > 0. Let Tn1, . . . ,Tnn be rn-dimensional














where V˜nj(h)’s are the centered jackknife pseudo values of the U-statistic Un(h). By
the Hoeffding decomposition (1.2.1), we obtain


















cU(n−1)(c−1)(h∗(c−1)j)− (c− 1)U (−j)(n−1)c(h∗c)
)
,(3.1.5)
where h∗(c−1)j(z1, . . . , zc−1) := h
∗
c(Zj, z1, . . . , zc−1). Since for arbitrary i, k the joint
distributions of Xj : j 
= i, j = 1, . . . , n and Xj : j 










, j = 1, . . . , n.
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+ (c− 1)2Var(U (−1)(n−1)c(h∗c))
)
, j = 1, . . . , n.








































) ≤ M−1nE((V˜n1 −mh˜1(Z1))2) = O(M−1),
which converges to zero as M tends to infinity.
We now impose the following on Tnj’s and the jackknife pseudo values.
(B1) Tn1, . . . ,Tnn are Rrn-valued random vectors satisfying (A1) – (A4) withWn :=
Wn.





V˜njTnj −Cn‖ = op(r−1/2n ).
Suppose (B1) and (B2) are met. Let Tnj = (V˜nj, Tnj). Since Tnj’s satisfy (A2) and
in view of (1.2.5) and nVar(Un) = O(1), it follows Tnj’s also satisfy (A2). Next, by



























|V˜nj| = op(n1/2). (3.1.7)
























)∣∣ = Op(n−1/2). (3.1.8)





T ⊗2nj −Wn|o = op(r−1/2n ), (3.1.9)






Assume that the sequence of matricesWn is regular. Then the preceding discussion
shows that Tn satisfies (A3). Suppose now that Vn1, . . . , Vnn satisfy (A1). Then Tnj’s
satisfy (A1), while (A4) follows from
T (3)n ≤ ΛnT ∗n , T (4)n ≤ Λn(T ∗n )2, (3.1.10)
where Λn = λmax(Wn). Thus a sufficient condition for (A1) and (A4) is
T ∗n = op(r−1n n1/2). (3.1.11)
Let us now consider the case of fixed number rn = r of constraints. We have the
following.














for some r-dimensional vector C and r×r matrixW such that W := W (Var(mh1(Z)),C,











for some (r + 1)-dimensional random vector T . Then
−2 logRn(h)=⇒T W −1T .
Remark 3.1.1 Theorem 3.1.1 is a generalization of Theorem 6.1 of Peng and Schick
(2013c) in the sense that if the jackknife pseudo value of the U-statistic is replaced
by a random variable which is amalgamated as a component to Tnj then it recovers
Theorem 6.1.
Proof We shall apply Lemma 3.1.1 to prove the result by verifying its three condi-
tions in (3.1.2) with Tnj = (V˜nj, Tnj). The first condition in (3.1.2) is implied by
the first equality in (3.1.12) and (3.1.7). It is well known (see e.g. page 188, Serfling
(1980)) that






This, (1.2.5) and (3.1.13) yield the second condition of (3.1.2). We now verify that
Tnj satisfy (A1) – (A4) and hence (B1) is met. Note first that W is nonsingular
hence the sub matrix W is also nonsingular. Thus applying the inequality (3.1.11)
to Tnj and noticing this is a sufficient condition for (A1) and (A4), we derive by the
first equality of (3.1.12) that Tnj satisfy (A1) and (A4). It follows now from (3.1.13)
that Tnj satisfy (A2), while the third equality of (3.1.12) gives (A3). We show next
that (B2) is also met with Cn equal to the C given in (3.1.12). This, in fact, follows























−1)(trace(W) + op(1)) = Op(n−1).
We now use (3.1.9) to conclude that Tnj, j = 1, . . . , n satisfy the third condition of
(3.1.2) and apply Lemma 3.1.1 to complete the proof.
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3.2 The Wilks theorems for vector U-statistics
In this section, we study the jackknife empirical likelihood when the number of
constraints are fixed. We first give the Wilks theorems for vector U-statistics, followed
by a corollary about empirical likelihood with side information. In the end, empirical
likelihood with estimated constraints are studied.
We shall now consider the application of Theorem 3.1.1 to the case of several U-
statistics and derive the asymptotic distribution of the Rn(h) defined in (1.2.7). Re-
call that in the Introduction, h = (h(1), . . . , h(r)) is a vector of argument-symmetric
and square-integrable kernels and V˜nj(h) = (V˜nj(h
(1)), . . . , V˜nj(h
(r))). We now ap-
ply Theorem 3.1.1 with V˜nj(h) = V˜nj(h
(1)) and Tnj = (V˜nj(h





 = V˜nj(h). Set m = (m1, . . . ,mr) and h1 = (h
(1)





















































−1) = op(1), k 
= l, k, l = 1, . . . , r.








P→ E(mjh(k)1 (Z1)mkh(l)1 (Z1)).












which establishes the second and third equalities of (3.1.2). IfW(mh1) is non-singular,





which yields (3.1.13). Apparently, the last two displays express the usual central limit
theorem for a vector U-statistic. Moreover, an analogous argument to (3.1.7) yields
the first equality in (3.1.2). Thus by Theorem 3.1.1 we have proved the following
Wilks theorem for a vector U-statistic.
Theorem 3.2.1 Let rn = r for all n. SupposeW(m1h
(1)
1 , . . . ,mrh
(r)
1 ) is non-singular.
Then Rn(h(1), . . . , h(r)) defined in (1.2.7) satisfies
−2 logRn(h(1), . . . , h(r))=⇒χ2(r). (3.2.1)
This theorem can be applied to obtain empirical likelihood tests for many commonly
used tests that appear in the literature. One of the advantages of these tests is
that additional information about the underlying distribution can be conveniently
incorporated, resulting in more powerful tests than the usual tests. See the preceding
section for a list of commonly used tests.
Theorem 3.2.1 generalizes Owen’s vector empirical likelihood theorem for a usual
vector mean and the jackknife empirical likelihood theorem for a univariate U-statistic-
defined mean of Jing, et al. (2009) to the jackknife empirical likelihood theorem for
a vector U-statistic-defined mean. The theorem holds under the same condition as
required for the asymptotic normality of the U-statistic. A special case of it is when
side information is expressed by the usual estimating equation E(g(Z)) = 0, which
corresponds to the empirical likelihood Rn(h,g) given in (1.2.6) when the kernel h
is a scalar function. This is a common case and we give a corollary here for the
convenience of its application.
Corollary 3.2.1 Let rn = r for all n. Let h be a square-integrable kernel taking
values Rs and m be a s-dimensional vector of positive integers. Suppose g is a
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measurable function from Z to Rr such that ∫ g dQ = 0 and ∫ ‖g‖2 dQ < ∞. Assume
W(mh1,g) is nonsingular. Then
−2 logRn(h,g)=⇒χ2(r + s).
We now investigate the case that kernels must be estimated. Let hˆ(1), . . . , hˆ(r) be
estimators of h(1), . . . , h(r) respectively. Specifically, each hˆ(k) is a measurable function
from Zm to R such that it is argument-symmetric and square-integrable. We shall
refer it to as an estimator of a kernel or a kernel estimator. Observe that the nice







This is due to the fact that the identity holds based on the algebraic not probabilistic












= 0, k = 1, . . . , r
}
,





. Set hˆ = (hˆ(1), . . . , hˆ(r)), θ = (θ1, . . . , θr)
 and
Rˆn = Rn(hˆ), Vˆnj = Vnj(hˆ) =
(
Vnj(hˆ




We have the following result.
Theorem 3.2.2 Let rn = r for all n. Suppose hˆ
(k) is an estimator of the kernel h(k)
for k = 1, . . . , r such that
max
1≤j≤n




(Vnj(hˆ)− θ)⊗2 = W(mh1) + op(1) (3.2.3)
for the dispersion matrix W(mh1) that is non-singular, and that there exists some
measurable function v = (v1, . . . , vr)
 from Z to Rr satisfying ∫ v dQ = 0,
Unmk(hˆ













for some r-dimensional random vector T . Then
−2 logRn(hˆ)=⇒T W(mh1)−1T .
Remark 3.2.1 The second equality in (3.2.3) ensures that the sample variance of the
kernel estimators hˆ(k), k = 1, . . . , r centered at the true means of the (component) U-
statistics correctly estimates the true dispersion matrixW(mh1), while (3.2.4) implies
the asymptotic distribution is allowed to be different from the asymptotic distribution
of the U-statistic Unmk(h
(k)) (i.e. N (0,W(mh1))). This leads to the limit which may
not be Chi-square.
Proof The result immediately follows from an application of Theorem 3.1.1 with
Tnj = Vnj(hˆ) − θ in view of Remark 3.1.1. In fact, (3.2.3) implies (3.1.2), while
(3.1.13) follows from (3.2.4), (3.2.5) and the corresponding identities of (3.2.2) by
setting hˆ = hˆ(k) for k = 1, . . . , r. This finishes the proof.
Analogous to Corollary 3.2.1, a special case of the above theorem is when the
side information is expressed by the usual estimating equation E(g(Z)) = 0 for some
measurable function g from Z to Rr, where g must be estimated by gˆ, while the
s-dimensional kernel vector h is known. This corresponds to the empirical likeli-
hood Rn(h, gˆ) defined similar to (1.2.6). The proof can be carried out similar to
Theorem 3.2.2 or Theorem 3.3.2. Recall that for two vectors a,b ∈ Rd, we define
ab = (a1b1, . . . , adbd)
. Let s be a fixed integer. Let h1 = (h
(1)
1 , . . . , h
(s)
1 )
 and m =
(m1, . . . ,ms)
 be the vector of orders of the U-statistics Unm1(h
(1)), . . . , Unms(h
(s)).
Corollary 3.2.2 Let rn = r for all n. Suppose g is a measurable function from Z to
Rr with ∫ g dQ = 0 and (component-wise) finite moments
C =
∫




Suppose gˆ is an estimators of g such that
max
1≤j≤n









gˆ⊗2(Zj) = W+ op(1) (3.2.7)









for some (s+ r)-dimensional random vector T . Then
−2 logRn(h, gˆ)=⇒T W −1T . (3.2.9)
3.3 Growing number of constraints
In this section, we shall allow the number of constraints to grow with the sam-
ple size and study the asymptotic behaviors of the empirical likelihood with side
information. We shall consider both known and estimated constraints.
Following Peng and Schick (2013c), a sequence of measurable functions vn from
Z to R is Lindeberg if for every  > 0,∫
|vn|21[|vn| > 
√
n] dQ → 0.
Useful properties for Lindeberg sequences can be found in Peng and Schick (2013c).
Here we quote three properties for our later use.
(L0) If the sequences un and vn are Lindeberg, so are the sequences max{|un|, |vn|}
and un + vn.
(L1) If the sequence vn is Lindeberg, then max1≤j≤n |vn(Zj)| = op(n1/2).
(L2) If
∫ |vn|r dQ = o(nr/2−1) for some r > 2, then vn is Lindeberg.
3.3.1 Intermediate results
Let (Z,S ) be a measurable space, and Z1, . . . , Zn be independent copies of the Z-
valued random variable Z with distribution Q. Let rn be a positive integer that tends
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to infinity with n. Recall that h is a kernel and h1(z) = E(h(z, Z2, . . . , Zm)), z ∈ Z.
Let gn denote a measurable function from Z to Rrn such that
∫
















We are interested in establishing
−2 logRn(h1,gn)− rn − 1√
2(rn + 1)
=⇒N (0, 1), (3.3.1)














w⊗2n (Zj), Wn =
∫
w⊗2n dQ. (3.3.2)
We impose the following.
(C) The sequence of dispersion matrices Wn is regular.
The following is a quick consequence of Theorem 7.1 of Peng and Schick (2013c)in
view of the Lindeberg property (L0).
Lemma 3.3.1 Suppose (C) holds. Assume the sequences rnh1 and rn‖gn‖ are Lin-
deberg. Then (3.3.1) holds as rn tends to infinity with n.
This result consists in its theoretical importance, and it cannot be used in constructing
empirical likelihood unless h1 is known.
Remark 3.3.1 If the kernel h is bounded, then h1 is also bounded, hence rnh1 is
Lindeberg.
3.3.2 Estimated kernels and constraints
Often in semiparametric models, the kernel h and constraint gn must be estimated
by some measurable functions hˆ and gˆn respectively. Recall throughout hˆ is argument-
symmetric and square-integrable and Vnj(hˆ) denotes the jackknife pseudo values of
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the U-statistic Un(hˆ). We now concentrate on the jackknife empirical likelihood with
estimated kernel and constraints as follows:
Rn(hˆ, gˆn) = sup
{ n∏
j=1












To study its asymptotic behaviors, let us set







Peng and Schick (2013c) provided conditions under which the empirical likelihood
based on estimated constraints is distributed approximately as chi-square as the num-
ber of constraints grows to infinity with increasing sample size. The following result
is a re-statement of their Theorem 7.4 tailored for our jackknife empirical likelihood.
Theorem 3.3.1 Suppose (C) holds. Assume
max
1≤j≤n
‖wˆnj‖ = op(r−1n n1/2), (3.3.3)












for some measurable function vn from Z into Rrn such that
∫
vn dQ = 0 and ‖vn‖ is










satisfies |Un|o = O(1) and rn/trace(U2n) = O(1). Then, as rn tends to infinity with n,
−2 logRn(hˆ, gˆn)− trace(Un)√
2trace(U2n)
=⇒N (0, 1).
Proof Let ξnj = W
−1/2













It follows from (C) that |W 1/2n |o + |W −1/2n |o = O(1). Using this and the Lindeberg
property of ‖vn‖ we derive
Ln() = E
(‖ξn1‖21[‖ξn1‖ > √n])→ 0,  > 0.
Note that trace(Un) ≤ rn|Un|o = O(rn). Then we have trace(Un)/trace(U2n) ≤
|Un|orn/trace(U2n) = O(1) and conclude trace(U2n) → ∞. Thus Theorem 2 in Peng
and Schick (2013a) yields
nv¯nW
−1





(‖v¯n‖2) = E (‖vn(Z)‖2) ≤ |W 1/2n |2oE(‖W −1/2n vn(Z)‖2) ≤ |W 1/2n |2otrace(Un).
This shows that n‖v¯n‖2 = Op(rn). Thus we derive with the help of (3.3.5) and
rn/trace(U
2
n) = O(1), that n‖T¯n‖2 = Op(rn) and
nT¯nW −1n T¯n − trace(Un)√
2trace(U2n)
=⇒N (0, 1).




1/2). The desired result now follows from Lemma 3.1.2.
3.3.3 Known kernels and estimated constraints
We now consider the case that the kernel h is known but the constraint function
gn must estimated by some measurable function gˆn. We shall focus on the jackknife
empirical likelihood with estimated constraints as follows:
Rn(h, gˆn) = sup
{ n∏
j=1



























As a special case of Theorem 3.3.1, we have the following.
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V˜njgˆn(Zj)−Cn‖ = op(r−1/2n ), |Wˆn −Wn|o = op(r−1/2n ) (3.3.7)












for some measurable function un from Z into Rrn satisfying that
∫
un dQ = 0 and














satisfies ‖Un|o = O(1) and rn/trace(U2n) = O(1). Then, as rn tends to infinity with
n such that rn = o(n
1/2),
−2 logRn(h, gˆn)− trace(Un)√
2trace(U2n)
=⇒N (0, 1).
Proof We verify that wˆn(gˆn) satisfies the conditions of Theorem 3.3.1. To begin
with, if rnh˜1 is Lindeberg then
rn max
1≤j≤n
|V˜nj| = op(n1/2) (3.3.10)
in view of r2n = o(n). Indeed, for  > 0,
P (rn max
1≤j≤n
|V˜nj| > n1/2) ≤ P (rn max
1≤j≤n
|V˜nj −mh˜1(Zj)| > n1/2/2)
+ P (rn max
1≤j≤n
|mh˜1(Zj)| > n1/2/2)
By the Lindeberg property (L1), the last probability converges to zero, whereas the
second probability is bounded by
n∑
j=1









which converges to zero as n tends to infinity, where the last equality follows from
(1.2.4). This proves (3.3.10) hence (3.3.3) in view of (3.3.6). With the aid of (3.1.9), we




and rn = o(n) together imply (3.3.5). We now apply Theorem 3.3.1 to complete the
proof.
3.3.4 Known kernels and constraints
It often happens in semiparametric models the kernel h and constraint function
gn are known. This can be considered as a special case of the estimated kernel

















where V˜nj(h)’s are the jackknife pseudo values of the U-statistic Un(h). It turns
out that in this case the limiting distribution of −2 logRn(h,gn) is approximately a
Chi-square distribution with rn + 1 degrees of freedom as stated below.
Theorem 3.3.3 Suppose gn is a measurable function from Z to Rrn which satisfies∫
gn dQ = 0. Suppose further the sequences rnh1 and rn‖gn‖ are Lindeberg such that
Wn = W (Var(mh1(Z1)),Cn,Wn) satisfies (C) with Cn =
∫
mh˜1gn dQ and Wn =∫
g⊗2n dQ. Then
−2 logRn(h,gn)− rn − 1√
2(rn + 1)
=⇒N (0, 1). (3.3.11)
holds as rn tends to infinity with n such that rn = o(n
1/2).
This result generalizes Theorem 3.2.1 from finitely many constraints to infinitely
many.
Proof We verify the conditions of Theorem 3.3.2. Since rn‖gn‖ is Lindeberg, it
follows that (3.3.6) holds in view of the Lindeberg property (L1). We show next
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that the Lindeberg property (L1) also implies (3.3.7), whereas (3.3.8) holds with
un = gn, whence vn = (mh˜1,g

n ) which yields
∫







n = Irn+1 satisfies the required conditions. We are left to
prove (3.3.7). Note first the vn here is equal to the wn in (3.3.2) which defines
Wn =
∫
w⊗2n dQ. Since rnh1 and rn‖gn‖ are Lindeberg, it follows from (L0) that wn is
also Lindeberg. Fix  > 0 and let W¯n,1 and W¯n,2 be the matrices obtained by replacing
in the definition of W¯n in (3.3.2) the function wn by tn = wn1[‖(rn + 1)wn‖ ≤ 
√
n]
and wn − tn = wn1[‖(rn + 1)wn‖ > 
√
n], respectively. Since Wn satisfies (C), it
follows λmax(Wn) ≤ B for some B > 0 and all n, so that
E(‖wn‖2(Z)) = trace(E(w⊗2n (Z))) = trace(Wn) ≤ B(rn + 1).
Then we find
























|E[W¯n,2]|o ≤ E[‖wn‖2(Z)1[‖(rn + 1)wn(Z)‖ > 
√
n]] = o(r−2n ).




In this chapter, we prove a lemma and provide the details for the examples introduced
in the previous sections.
4.1 A useful lemma
In this section, we give a useful lemma which can be used to study the regularity
of a dispersion matrix when its dimension tends to infinity with sample size.
For a ∈ R, cr ∈ Rr and r× r identity matrix Ir, let Mr+1 be the (r+1)× (r+1)
matrix defined by Mr+1 = W (a2, cr, Ir), where W is the matrix operation defined in
(2.1.14). Denote the determinant of M by |M|. Using Laplace’s formula to express
the determinant of a matrix in terms of its minors and the mathematical induction
we can easily prove (4.1.1).
Lemma 4.1.1 For λ ∈ R and integer r ≥ 1, the characteristic polynomial of Mr+1
is given by
|Mr+1 − λIr+1| = (1− λ)r−1
(
λ2 − (1 + a2)λ+ a2 − ‖cr‖2
)
. (4.1.1)
Thus the sequence of matrices Mr+1 is regular if c





such that b2 = a2 − c2 > 0.
Proof We only need show the regularity. Obviously λ = 1 is a root of multiplicity
r − 1. The other two roots are the two roots the quadratic expression on the right
side, which are given by
λ1 = (1 + a
2 +
√





where Δ = (a2 − 1)2 + 4∑ri=1 c2i . Since 0 ≤ Δ ≤ δ := (a2 − 1)2 + 4c2, it follows
0 < 1 + a2 ≤ 2λ1 ≤ 1 + a2 +
√
δ < ∞ and
0 < 2b2/(1 + a2 +
√
(1 + a2)2 + 4b2) ≤ λ2 ≤ (1 + a2)/2 < ∞.
This shows that Mr+1 has r+1 eigen values which bounded away from both zero and
infinity uniformly in r = 1, 2, . . . , hence the sequence of matrices Mr+1 is regular.
Remark 4.1.1 Let H1 and H be two Hilbert spaces such that H1 is a true sub-
space of H. Let ak : k = 1, 2, . . . be an orthonormal basis of H1. For ϕ ∈ H, the
projection ϕp of ϕ onto H1 is given by the Fourier series ϕp =
∑∞
k=1 ckak, where ck
are the Fourier coefficients. Suppose ϕ 
∈ H1. By the Hilbert space theory (see e.g.




k < ‖ϕ‖2. Since ak is orthonormal,
the r × r matrix whose (i, j)-entry is the inner product of ai, aj is the r × r identity
matrix Ir. Consequently, it follows from Lemma 4.1.1 that the sequence of matrices
W (‖ϕ‖2, cr, Ir), r = 1, 2, . . . is regular.
4.2 Proofs
In this section, we collect the proofs for the examples.
Let φn = (φ1, . . . , φrn)
 where φk is the trigonometric basis given in (2.1.4). Since
these basis functions are bounded by
√
2, we see that φ(t) and its derivative φ′(t)
satisfy
‖φn(t)‖2 ≤ 2rn, ‖φ′(t)‖2 ≤ 2π2r3n, t ∈ [0, 1]. (4.2.1)
Denote a⊗ b the Kronecker product of vectors a and b.
Proof of (2.1.6). We shall prove this by applying Theorem 3.3.2 with gn(x, t) =
φn ◦G(x)⊗φn ◦F (t) and gˆn(x, t) = φn ◦G(x)⊗φn ◦F(t), where F (t) = Fα0,β0(t) :=
P ( ≤ t) = P (Y − α0 − β0X ≤ t) and F(t) = Fα0,β0(t) for t ∈ R with α0 denoting
the true value of parameter. As discussed in constructing the empirical likelihood
(2.1.6), it is without loss of generality to assume that the intercept α0 is zero. Thus
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F (t) = F0,β0(t) = P (Y − β0X ≤ t) and F(t) = F0,β0(t) = 1n
∑n
j=1 1[Yj − β0Xj ≤
t] for t ∈ R. Since the trigonometric basis φk is bounded by
√
2, it follows that
‖φ(t)‖ ≤ √2rn, hence ‖gˆn(x, t)‖ = ‖φn ◦ G(x)‖‖φn ◦ F (t)‖ ≤ 2rn, and of course
also ‖gn(x, t)‖ ≤ 2rn. Thus one obtains (3.3.6) as r4n = o(n) implied by r6n = o(n).
Since h1(x, y) = P ((y − Y )/(x − X) ≤ β0) ≤ 1, it follows that rnh1 is Lindeberg




n dQ = Ir2n . As proved in Example 4 of Peng
and Schick (2013c), the second equality in (3.3.7) and (3.3.8) hold with un = gn
as r6n = o(n). Clearly
∫
un dQ = 0 and ‖un‖ is Lindeberg as it is bounded by
2rn and r
2
n = o(n). We shall show below that the first equality in (3.3.7) holds.







n dQ = Wn. This in turn implies that Un in (3.3.9)
satisfies Un = Irn+1, so that |Un|o = 1 = O(1) and rn/trace(U2n) = rn/(rn+1) = O(1).
Let us now prove that the sequence of matrices Wn satisfies (C). Recall we take α0 = 0
so  = Y − β0X. Let H = L2,0(D), where D = FG is the joint distribution of X
and . Let H1 = {a(X)b() : a ∈ L2,0(G), b ∈ L2,0(F )}. Then clearly H1 is a true
subspace of H. Under the null hypothesis, Y2 = β0X2 + 2. Using this, we find
h1(X, Y ) = E
(
P ((Y − Y2)/(X −X2) ≤ β0|X, Y )
)
= 1− F (Y − β0X).
and h˜1(X, Y ) = h1(X, Y ) − 1/2 = 1/2 − F (Y − β0X) = 1/2 − F () in view of
Y = β0X +  under the null. Clearly h˜1 ∈ H. Since nonzero constants do not live
either in L2,0(G) or L2,0(F ), it follows that neither a ∈ L2,0(G) nor b ∈ L2,0(F ) for
which a 
≡ 0 and b 
≡ 0 belongs to H1, hence h˜1 
∈ H1. Consequently it follows from
Remark 4.1.1 that Wn satisfies (C).
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To complete the proof, we show the first equality in (3.3.7). To this end, we use
Cauchy inequality to bound the euclidean norm on the left hand side of (3.3.7) by
An +Bn + Cn, where






gˆn(Xj, j)− gn(Xj, j)
)‖,















where Zj = (Xj, Yj)
, j = Yj − β0Xj and m = 2. Denote Z an i.i.d. copy of Z1. We






so that Cn = op(r
−1/2













‖gn(Xj, j)‖2 = Op(n−1)(2r2n),
so that Bn = op(r
−1/2
























‖φn(G(Xj))‖2 ‖φn(F(j))− φn(F (j))‖2.
By (4.2.1),




Thus A1n = op(r
−1
n ) follows from r
5
n = o(n). In a similar fashion, A2n = op(r
−1
n ).
Hence we conclude An = op(r
−1/2
n ) and apply the result of Theorem 3.3.2 to complete
the proof of (2.1.6).
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Proof of (2.1.10). We shall use Theorem 3.2.2 to prove the result. Let us start
with the proof of (3.2.4). Under (W1) and (W2), one can verify conditions (i) and
(ii) of Theorem 1 of Arcones (1996) are met, so that his (2.4) holds, that is,
Un(θˆn) = Un(θ0) + F¯2(θˆn)− F¯2(θ0) + op(n−1/2). (4.2.2)
By the Hoeffding decomposition, we obtain










Since f is bounded away from zero in a neighborhood of θ0, the usual median estimator
θˆn satisfies the stochastic expansion








This of course implies θˆn − θ0 = Op(n−1/2). Moreover, in view of (2.1.9),











Thus from (4.2.2)-(4.2.5) it immediately follows







v(Xj) = 2F¯ (2θ0 −Xj)− 1 + f2(θ0)
f(θ0)
(
1[Xj ≤ θ0]− 1/2
)
, j = 1, . . . , n.
Clearly
∫
v dQ = 0. These establish (3.2.4) and hence (3.2.5) holding with T being
normally distributed with mean zero and variance σ2 = Var(v(X1)).
To simplify our notation, let Vˆnj = Vnj(θˆn) and Uˆn = Un(θˆn). By the definition of
jackknife pseudo values and using some algebra, we derive










1[Xi +Xk > 2θˆn]
= − n
n− 2 Uˆn +
n− 1
n− 2 2Anj(2θˆn −Xj)









1[Xi > x], x ∈ R.
We shall show below that for j = 1, . . . , n,
Anj(2θˆn −Xj) = Anj(2θ0 −Xj)− 2f(2θ0 −Xj)(θˆn − θ0) + op(n−1/2). (4.2.8)
This and (4.2.4) then give





w(Xi|Xj) + op(n−1/2), (4.2.9)
where
w(Xi|Xj) = 1[Xi +Xj > 2θ0]− 1/2 + 2f(2θ0 −Xj)
f(θ0)
(1[Xi ≤ θ0]− 1/2).
From (4.2.6)-(4.2.9) it follows that for j = 1, . . . , n,





(− v(Xi) + 2w(Xi|Xj))+ op(n−1/2). (4.2.10)





(Vˆnj − 1/2)2 = ς2 + op(1). (4.2.11)
This shows that the second statement of (3.2.3) holds with W = ς2, while the first
statement of (3.2.3) follows from (4.2.7) and the inequalities |Uˆn| ≤ 1 and |Anj(2θˆn−
Xj)| ≤ 1. We now apply the result of Theorem 3.2.2 to conclude the desired (2.1.10).
Proof of (4.2.11). Let ξnj = Vˆnj−1/2 and u(x, x1) = −v(x)+2w(x|x1), x, x1 ∈
R, where v, w are given in (4.2.10). Apparently, for each fixed j, E(ξ2nj) = E(ξ2n1) at
least as n tends to infinity. So let us first calculate E(ξ2n1). Our approach is to find



























Denote 1˜[X2 + X1 > θ0] = 1[X2 + X1 > θ0] − 1/2. Then under the null hypothesis
E(1˜[X2 +X1 > θ0]) = 0. Note E(v(X2)) = 0 and observe
u(X2, X1) = −v(X2) + 21˜[X2 +X1 > 2θ0] + 4f(2θ0 −X1)
f(θ0)
1˜[X2 ≤ θ0],





4E(1˜[X2 +X1 > 2θ0]1˜[X3 +X1 > 2θ0]), which is equal to ς





= ς2 + o(1). (4.2.12)
To show (4.2.11), it suffices to show the following second moment converges to zero.







































u(Xk, X2) + u(X1, X2)










)2)− ς4 + o(1)
Let E12 denote the conditional expectation given X1, X2. Then we continue to com-












































(F¯ (2θ0 −X2)− 1/2)2
)
+ o(1)
= ς4 + o(1).
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From the combination of the above statements it immediately yields the desired
(4.2.11).
Proof of (4.2.8). We shall prove this for j = 1. To this end, let An(θ) =
An1(2θ −X1), A(θ) = F¯ (2θ −X1) and θn(t) = θ0 + n−1/2t, t ∈ R. Thus it suffices to








)− An(θ0)− A(θn(t))+ A(θ0)| > εn−1/2|X1
)
P→ 0. (4.2.13)
We shall employ the Bernstein’s inequality to reach this goal. To this end, write P1
for the conditional probability given X1 so that P1() = P (|X1), and E1 = E(|X1)
for the conditional expectation and etc. Partition [−C,C] into equal K subintervals




)− An(θ0)− A(θn(t))+ A(θ0).




bnj(t) = 1[Yj > θn(t)]− 1[Yj > θ]− F¯ (2θn(t)−X1) + F¯ (2θ0 −X1)
with Yj = (Xj +X1)/2. Clearly E1(bnj(tk)) = 0 and σ
2
nk = Var1(bnj(tk)) satisfies
σ2nk = F¯ (2θnk −X1) + F¯ (2θ0 −X1)− 2F¯ (2max(θnk, θ0)−X1) + op(n−1),
in view of (2.1.7) and the inequality
|F¯ (2θnk −X1)− F¯ (2θ0 −X1)| ≤ 3BCn−1/2,
which is implied by
F¯ (2θnk −X1) = F¯ (2θ0 −X1)− f(2θ0 −X1)2(θnk − θ0) + op(n−1/2),
where B is the upper bound of f in (W1). Again by (2.1.7), we derive
F¯ (2max(θnk, θ0)−X1) = F¯ (2θ0 −X1)− f(2θ0 −X1)2δnk,+op(n−1/2).
57
where δnk = max(θnk, θ0)− θ0. Obviously |δnk| ≤ n−1/2|tk|. Combining the above, we
get
σ2nk = f(2θ −X1)(4δnk − 2n−1/2tk) + op(n−1/2)
≤ f(2θ −X1)2n−1/2|tk|+ op(n−1/2)
≤ 2BCn−1/2 + op(n−1/2)
≤ 3BCn−1/2, say.
Now applying the Bernstein’s inequality (see e.g. (a) (with m = 1) of Proposition 2.3
of Arcones and Gine´ (1993)) and noticing |bnk| ≤ 1, we arrive at
P1













, k = 1, . . . , K.























where qn(ε) denotes the preceding last sum. Note that for t ∈ (tk−1, tk],
|bnj(t)− bnj(tk)| ≤ |1[Yj > θn(t)]− 1[Yj > θn(tk)]|
+|F¯ (2θn(t)−X1)− F¯ (2θn(tk)−X1)|
≤ 1[Yj ∈ Ink] + 4BCn−1/2/K + op(n−1/2)
≤ 1[Yj ∈ Ink] + 5BCn−1/2/K, say.






1[Yj ∈ Ink] > εn−1/2/4
)
+K1[5BCn−1/2/K > εn−1/2/4].
Denote the above last sum by rn(ε). Similarly, we derive
P1(Yj ∈ Ink) ≤ 4BCn−1/2/K.
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Now by choosing K = log n we see that rn(ε) → 0, qn(ε) → 0, pn(C, ε) → 0 and
hence the desired (4.2.13) as n → ∞ for every C > 0 and ε > 0.
Proof of (2.2.4). Recall that Xi is defined in (2.2.2), the residuals εˆi = Yi·−Y··
and ε is an i.i.d. copy of εi = ui + i· for i = 1, . . . , n. Using the same notation as in
subsection 2.2, we first prove the following lemma.
Lemma 4.2.1 Suppose g is a measurable function from R to Rr satisfying E(g(ε)) =
0 and E(‖g(ε)‖2) < ∞ such that
max
1≤j≤n





‖g(εˆi)− g(εi)‖2 = op(1), (4.2.16)
and W = W (Var(2h1(X1)),C,W) is non-singular for C = E(2h1(X1) ⊗ g(ε)) and








u(εi) + op(1) (4.2.17)
for some measurable function u fromR toRr satisfying E(u(ε)) = 0 and E(‖u(ε)‖2) <
∞. Then
−2 logRn(h,g)=⇒ZW −1Z, (4.2.18)








Proof We shall prove the result by an application of Corollary 3.2.2 with gˆ(Xi) =
g(εˆi) and Zi = Xi. Obviously (4.2.15) corresponds to (3.2.6). We now show that
























By the law of large numbers, the last term is op(1). We bound the square of the first














i=1 ‖V˜ni‖2 = Op(1) implied by the
square-integrability of the jackknife pseudo values of U-statistics, while by Cauchy










which is op(1) as the last average is Op(1) by the square-integrability of g whereas the
first average is op(1) as an component wise application of (3.1.6). This shows the first
equality of (3.2.7). To show the second equality of (3.2.7), we need the inequality





























































by the law of large of numbers, and the inequality
|E(g⊗2(ε))|o ≤ E(‖g(ε)‖2) = trace(E(g⊗2(ε))) = trace(W) < ∞,
where the first inequality of the last line follows from an application of (3.1.1). By











This and (4.2.17) yield (3.2.8). We now apply the conclusion (3.2.9) of Corollary 3.2.2
to claim the desired (4.2.18).
We now use Lemma 4.2.1 to prove (2.2.4). Since ε has median zero with a density
and g(t) = sign(t) is bounded by one, it follows that g is square-integrable with∫
g dQ = 0 and (4.2.15) holds. Let G be the distribution function of |ε| and Gn be





p→ μ and G is continuous, it follows
G(|μˆ− μ|) = op(1).









|1[|Yi· − μ| ≤ |μˆ− μ|]|
≤ sup
t≥0
|Gn(t)−G(t)|+G(|μˆ− μ|) = op(1).
This proves (4.2.16). We are left to show that (4.2.17) holds with u(t) = sign(t) −
2f(0)t. Note first that εˆi = Yi· − μˆ so that
∑n












Since f is continuous, it follows sign(t) = 1 − 21[t ≤ 0] almost surely. Hence the










Under the null hypothesis, εˆi − εi = −(μˆ − μ0) = Op(n−1/2). Consequently the










∣∣ > n−1/2τ)→ 0, (4.2.20)
for arbitaray fixed M > 0 and small τ > 0, where
ηni(t) = 1[εi ≤ n−1/2t]− 1[εi ≤ 0]− f(0)n−1/2t.
As customary, we partition [−M,M ] with points tk = −M + 2Mk/K for k =
0, 1, . . . , K into K subitervals I1 = [t0, t1], Ik = (tk−1, tk], k = 2, . . . , K of equal length.








































E(ηni(tk)) = F (n
−1/2tk)− F (0)− f(0)n−1/2tk = o(n−1/2), (4.2.21)
and
Var(ηni(tk)) ≤ E(ηni(tk)2)
= F (n−1/2tk) + F (0)− 2F (min(0, n−1/2tk)) +O(n−1/2)
= f(0)n−1/2tk − 2f(0)min(0, n−1/2tk) + o(n−1/2) = O(n−1/2).
(4.2.22)
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Using (4.2.21), we get
An2 ≤ K1[o(1) > τ/4] → 0.
Using (4.2.21)–(4.2.22) and by Berstein’s inequality (e.g. Proposition 2.3 of Arcones
and Gine´ (1993)), we derive
A1n ≤ 2K exp
(−cn1/2τ)→ 0
for some constant c > 0. Here K = Kn = log n. Combining the preceding two
displays yields An → 0. Thus to complete the proof of (4.2.20) we only need to show
Bn → 0. To this end, note first that for t ∈ Ik,
|ηni(t)− ηni(tk)| ≤ 1[εi ∈ n−1/2Ik] + f(0)n−1/22M/K.












−1/22M/K > n−1/2τ/4] = 1[f(0)2M/K > τ/4].
Obviously Bn2 → 0 as K → ∞. Thus it remains to show Bn1 → 0. As usual we















1[P (ε1 ∈ n−1/2Ik) > n−1/2τ/8].
Since
P (ε1 ∈ n−1/2Ik) = F (n−1/2tk)− F (n−1/2tk−1) = f(0)n−1/22M/K + o(n−1/2),
it follows as K → ∞,
Dn = K1[f(0)2M/K > τ/8] → 0.
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Again by Bernstein’s inequality, we obtain
Cn ≤ 2K exp
(−dn1/2τ)
for some constant d > 0. By choosing K = Kn we conclude Cn → 0 for arbitrary
M > 0 and small τ > 0. This finishes the proof.
Proof of (2.2.7). We shall prove this by applying Theorem 3.3.2 with
gn(y) = ψn(2F (y − μ0)− 1) and gˆn(y) = ψn(2Fμ0(y − μ0)− 1)
with Wn = Irn and Cn = E(2h˜1(Y1)gn(J
−11Y1)), where ψn = (ψ1, . . . , ψrn)
.
By assumption, rnh1 is Lindeberg. Using ‖gn‖ ≤ √rn, we derive (3.3.6) in view of
r3n = o(n). We now show Wn = W (4Var(h1(Y1)),Cn, Irn) satisfies (C). Let D be
the common distribution function of 1j and G be the joint distribution Y1j − μ, j =
1, . . . , J . Then by the independence between u1 and ε1j we derive that the distribution




, t ∈ R and





, t ∈ RJ .
Since F is continuous and J ≥ 2, it follows F 
= G. Thus the Hilbert space H1 =
L2,0(F ) is a true subspace of H = L2,0(G). Furthermore, by (2.2.8) h˜1 ∈ H but
h˜1 
∈ H1. Thus from Remark 4.1.1 it follows that the matrices Wn satisfies (C). Let
us now prove the first equality of (3.3.8). To this end, we point out the bounds
‖ψn‖2 ≤ rn, ‖ψ′n‖ ≤
√










































:= An +Bn + Cn.
By (3.1.6) and in view of (4.2.23) and r2n = o(n), we derive An ≤ Op(n−1)rn = op(r−1n ),
while by the square-integrability of h1 and in view r
4
n = o(n), we obtain















≤ n−1E(4h˜1(Y1)2)rn = O(rnn−1) = o(r−1n ).
This concludes the proof of the first equality of (3.3.8). We prove below that (3.3.8)
















v⊗2n dQ = Wn, and Un = Irn+1, which implies |Un|o = 1 and rn/trace(U2n) =
rn/(rn + 1) = O(1). We are now left to prove (4.2.24) and the second equality in







(tψn(2Fμ0(εi)− 1))2 − 1
∣∣∣ = op(r−1/2n ). (4.2.25)
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(tψn(2Fμ0(|εi|)− 1))2 − 1






ψn(2Fμ0(|εi|)− 1)−ψn(2F (|εi|)− 1)
)
= op(1). (4.2.27)





















= (Rk − 1[εk ≥ 0])/n,
where R1, . . . , Rn are the ranks of |ε1|, . . . , |εn|. Using the bounds (4.2.23) and r3n =
o(n), it is sufficient for us to prove (4.2.26) and (4.2.27) with 2Fμ0(|εi|)− 1 replaced
by Ri/n. Let a be a Lipschitz function on [0, 1] with Lipschitz constant L. Then we




























For a = (uψ)2 and noting
∫
(uψ(x))2 dx = 1 as ψ1, ψ2, . . . are also orthonormal






∣∣ ≤ 4πr2n/n = op(r−1n ).











Since ε is symmetric, it follows that sign(ε) and |ε| are independent, sign(ε) is uni-
formly distributed on {−1, 1} and |ε| has distribution given by G(t) = 2F (t)− 1, t ∈
R+. From this we immediately derive
E










|Ri/n− (G(|εi|)|2 = Op(r3n/n).
This shows Tm = op(1) and hence the desired (4.2.27).
Proof of (2.3.4). We shall apply Theorem 3.3.3 to prove the result. Note
first that the kernel is h(X1, . . . ,Xm) = 1[x0 ∈ Δ(X1, . . . ,Xm)] so that h1(x) =
P (x0 ∈ Δ(x,X2, . . . ,Xm)),x ∈ Rm which is bounded by 1. Also gn = φn ◦ F10
hence ‖gn‖ ≤
√
2rn by (4.2.1). Since r
3
n = o(n), it follows that rnh1 and rn‖gn‖ are
Lindeberg. We are now left to show the regularity. Recall that F is the distribution
functions of X = (X1, . . . , Xm)
 and F10 is the distribution function of X1. Since
there is at least one component in X2, . . . , Xm is non-degenerate and m ≥ 2, it
follows H1 = L2,0(F10) is a true subspace of H = L2,0(F ). Clearly h˜1 lives in H but




In this chapter, we report some simulation results about the Theil test.
5.1 Simulation on the Theil test
We have performed the following simulations to investigate the behavior of the
jackknife empirical likelihood for U-statistics with side information when the num-
ber of constraints are finite. The distributions of X and error  have been cho-
sen from both symmetrical and asymmetrical distributions. Symmetrical distribu-
tions include normal and t-distribution. Asymmetrical distributions include log-
normal distribution and chi-squared distribution. Let us first recall some facts. Let
(X1, Y1), . . . , (Xn, Yn) be independent and identically distributed copied of a random
vector (X, Y ) satisfying a simple linear regression model Y = α + βX + , where
X is a covariate which has a continuous distribution function G, and  is a random
error which has a continuous distribution F , and X and  are independent. The null
hypothesis of interest is that the slope β is equal to some specified value β0, namely,







1[(Yi − Yj)/(Xi −Xj)− β0 > 0]
Recall that under the null hypothesis  andX are independent, so that E(a(X)) =
0 for every a ∈ L2,0(G). Since G is continuous but unknown, we estimate it by G.




nπj : π ∈ Pn,
n∑
j=1
πjVnj − 1/2 = 0,
n∑
j=1




where Vnj’s are the jackknife pseudo values of the U-statistics Un(hts).
As can be seen from the summary tables, when the correct side information is
used, the gain in power is obtained, especially at the values near the null hypothesis,
where the power of JEL test only is small. On the other hand, the nominal type 1 error
rates are still maintained for using the correct side information. In all the simulation
scenarios, we first add the zero median constraint, followed by adding additional the
constraints based on independence of X and error. One observes that as the sample
increased from n = 50 to n = 80, the power increases, while the nominal levels are
maintained.
Table 5.1
Simulated power for Theil test, X ∼ N (10, 1),  ∼ N (0, 1), β0 = 5,
n = 50, M = 2000, Nc=# of constraints.
β
Nc 4.5 4.8 4.9 5.0 5.1 5.2 5.5
1 0.852 0.223 0.092 0.046 0.091 0.226 0.858
2 1 1 1 0.042 0.999 1 1
3 1 1 0.997 0.040 0.999 1 1
4 1 1 0.997 0.051 0.996 1 1
5 1 1 0.997 0.063 0.997 1 1
69
Table 5.2
Simulated power for Theil test, X ∼ N (10, 1),  ∼ χ2(4) with zero
median and sd = 1, β0 = 5, n = 50, M = 2000, Nc=# of constraints.
β
Nc 4.5 4.8 4.9 5.0 5.1 5.2 5.5
1 0.938 0.338 0.114 0.043 0.120 0.355 0.937
2 1 1 1 0.044 0.996 1 1
3 1 1 1 0.049 0.991 1 1
4 1 1 1 0.052 0.980 1 1
5 1 1 1 0.069 0.988 1 1
Table 5.3
Simulated power for Theil test, X ∼ N (10, 1),  ∼ Cauchy, β0 = 5,
n = 50, M = 2000, Nc=# of constraints.
β
Nc 4.5 4.8 4.9 5.0 5.1 5.2 5.5
1 0.35 0.119 0.048 0.046 0.060 0.089 0.361
2 1 1 0.926 0.045 0.931 1 1
3 1 0.999 0.888 0.042 0.900 1 1
4 1 0.999 0.882 0.060 0.876 0.999 1
5 1 0.997 0.855 0.062 0.861 0.999 1
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Table 5.4
Simulated power for Theil test, X ∼ Log-normal(mean=10, sd=1),
 ∼ N (0, 1), β0 = 5, n = 50, M = 2000, Nc=# of constraints.
β
Nc 4.5 4.8 4.9 5.0 5.1 5.2 5.5
1 0.847 0.255 0.085 0.034 0.089 0.241 0.858
2 1 1 1 0.049 1 1 1
3 1 1 0.998 0.038 0.998 1 1
4 1 1 0.999 0.062 0.997 1 1
5 1 1 0.997 0.065 0.996 1 1
Table 5.5
Simulated power for Theil test, X ∼ Log-normal(mean=10, sd=1),
 ∼ χ(4) with zero median and sd=1, β0 = 5, n = 50, M = 2000,
Nc=# of constraints.
β
Nc 4.5 4.8 4.9 5.0 5.1 5.2 5.5
1 0.934 0.324 0.127 0.044 0.121 0.317 0.935
2 1 1 1 0.044 0.994 1 1
3 1 1 1 0.045 0.988 1 1
4 1 1 1 0.060 0.985 1 1
5 1 1 1 0.068 0.977 1 1
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Table 5.6
Simulated Power for Theil test, X ∼ log-normal(mean=10, sd=1),
 ∼ Cauchy, β0 = 5, n = 50, M = 2000, Nc=# of constraints.
β
Nc 4.5 4.8 4.9 5.0 5.1 5.2 5.5
1 0.356 0.102 0.060 0.040 0.062 0.089 0.345
2 1 1 0.921 0.056 0.929 1 1
3 1 1 0.904 0.044 0.890 1 1
4 1 0.998 0.878 0.060 0.865 0.999 1
5 1 0.999 0.851 0.062 0.857 0.996 1
Table 5.7
Simulated power for Theil test, X ∼ N (10, 1),  ∼ N (0, 1), β0 = 5,
n = 80, M = 2000, Nc=# of constraints.
β
Nc 4.5 4.8 4.9 5.0 5.1 5.2 5.5
1 0.980 0.347 0.107 0.036 0.128 0.381 0.981
2 1 1 1 0.060 1 1 1
3 1 1 1 0.038 1 1 1
4 1 1 1 0.042 1 1 1
5 1 1 1 0.055 1 1 1
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Table 5.8
Simulated power for Theil test, X ∼ N (10, 1),  ∼ χ2(4) with zero
median and sd=1, β0 = 5, n = 80, M = 2000, Nc=# of constraints.
β
Nc 4.5 4.8 4.9 5.0 5.1 5.2 5.5
1 0.992 0.498 0.181 0.041 0.173 0.530 0.994
2 1 1 1 0.052 1 1 1
3 1 1 1 0.04 1 1 1
4 1 1 1 0.041 1 1 1
5 1 1 1 0.055 1 1 1
Table 5.9
Simulated power for Theil test, X ∼ N (10, 1),  ∼ Cauchy, β0 = 5,
n = 80, M = 2000, Nc=# of constraints.
β
Nc 4.5 4.8 4.9 5.0 5.1 5.2 5.5
1 0.534 0.146 0.059 0.056 0.061 0.147 0.536
2 1 1 0.992 0.050 0.995 1 1
3 1 1 0.986 0.034 0.984 1 1
4 1 1 0.977 0.046 0.982 1 1
5 1 1 0.974 0.06 0.978 1 1
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Table 5.10
Simulated power for Theil test, X ∼ Log-normal(mean=10, sd=1),
 ∼ N (0, 1), β0 = 5, n = 80, M = 2000, Nc=# of constraints.
β
Nc 4.5 4.8 4.9 5.0 5.1 5.2 5.5
1 0.974 0.348 0.123 0.049 0.132 0.343 0.979
2 1 1 1 0.049 1 1 1
3 1 1 1 0.039 1 1 1
4 1 1 1 0.042 1 1 1
5 1 1 1 0.046 1 1 1
Table 5.11
Simulated power for Theil test, X ∼ Log-normal(mean=10, sd=1),
 ∼ χ2(4) with zero median and sd=1, β0 = 5, n = 80, M = 2000,
Nc=# of constraints.
β
Nc 4.5 4.8 4.9 5.0 5.1 5.2 5.5
1 0.991 0.525 0.175 0.049 0.163 0.508 0.992
2 1 1 1 0.048 1 1 1
3 1 1 1 0.040 1 1 1
4 1 1 1 0.048 1 1 1
5 1 1 1 0.048 1 1 1
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Table 5.12
Simulated power for Theil test, X ∼ Log-normal(mean=10, sd=1),
 ∼ Cauchy, β0 = 5, n = 80, M = 2000, Nc=# of constraints.
β
Nc 4.5 4.8 4.9 5.0 5.1 5.2 5.5
1 0.554 0.141 0.063 0.041 0.068 0.138 0.555
2 1 1 0.992 0.051 0.991 1 1
3 1 1 0.990 0.048 0.988 1 1
4 1 1 0.981 0.049 0.980 1 1
5 1 1 0.977 0.050 0.971 1 1
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5.2 The Theil test: infinitely many constraints
In this section, we report some simulation results about the asymptotic normal-
ity of the standardized negative twice logarithm of the empirical likelihood, that is,
(2.1.6).
Below we report the q-q plots of the standardized negative twice logarithm of the
empirical likelihood versus the standard normal for the sample sizes 100, 150 and the
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