Blind image quality assessment (BIQA) of distorted stereoscopic pairs without referring to the undistorted source is a challenging problem, especially when the distortions in the left-and right-views are asymmetric. Existing studies suggest that simply averaging the quality of the left-and right-views well predicts the quality of symmetrically distorted stereoscopic images, but generates substantial prediction bias when applied to asymmetrically distorted stereoscopic images. In this study, we propose a binocular rivalry inspired multi-scale model to predict the quality of stereoscopic images from that of the single-view images without referring to the original left-and right-view images. We apply this blind 2D-to-3D quality prediction model on top of ten stateof-the-art base 2D-BIQA algorithms for 3D-BIQA. Experimental results show that the proposed 3D-BIQA model, without explicitly identifying image distortion types, successfully eliminates the prediction bias, leading to significantly improved quality prediction performance. Among all the base 2D-BIQA algorithms, BRISQUE and M 3 archive excellent tradeoffs between accuracy and complexity.
Introduction
Objective quality assessment of stereoscopic images/videos is a challenging problem [1] , especially when the distortions are asymmetric, i.e., when there are significant variations between the types and/or degrees of distortions occurred in the left-and right-views. Recent subjective studies suggested that in the case of symmetric distortions of both views, simply averaging stateof-the-art 2D image quality assessment (IQA) measures of both views provides reasonably accurate quality predictions of stereoscopic images [2] . Compared with the case of symmetric distortions, quality assessment of asymmetrically distorted stereoscopic images is much more difficult. It was reported that there is a large drop in the performance of both Full-reference (FR) 2D-IQA and 3D-IQA models from quality predictions of symmetrically to asymmetrically distorted stereoscopic images [3] .
No-reference (NR) or blind image quality assessment (BIQA) approaches predict perceived quality of a test image without referring to an original image that is assumed to have pristine quality [4] . BIQA is highly challenging not only because of the difficulty in accurately estimating human behaviors in evaluating image quality across different visual content, distortion types and distortion levels, but also because real-world applications such as online quality monitoring often require the image and video streams to be evaluated at high speed, ideally in real-time. Therefore, 3D-BIQA is an even more challenging problem, especially when the distortions in the left-and right-views are asymmetric. Table 1 reports Pearsons linear correlation coefficient (PLCC) and Spearmans rank-order correlation coefficient (SRCC) between 3D image quality mean opinion scores (3DIQ-MOS) and averaging some state-of-the-art 2D-BIQA estimations of both views on LIVE 3D Image Database Phase II [3] , Waterloo-IVC 3D Image Database Phase I [5] and Phase II [12] . The ten tested state-of-the-art 2D-BIQA algorithms include Blind Image Quality Index (BIQI) [13] , BLind Image Integrity Notator using DCT-Statistics II (BLIINDS-II) [14] , Blind/Referenceless Image Spatial QUality Evaluator (BRISQUE) [15] , Codebook Representation for No-Reference Image Assessment (CORNIA) [16] , Distortion Identification-based Image Verity and INtegrity Evalutation (DIIVINE) [17] , Local Pattern Statistics Index (LPSI) [18] , M 3 [19] , Naturalness Image Quality Evaluator (NIQE) [20] , Quality-Aware Clustering (QAC) [21] and Distortion Type Classification and Label Transfer (TCLT) [22] . Among them, BIQI, BLIINDS-II, BRISQUE, CORNIA, DIIVINE, M 3 , TCLT are opinion-aware BIQA methods that require subject-rated images for training, and are trained using all images from LIVE Image Quality Assessment Database Release 2 [26] . LPSI, NIQE and QACS are opinion-free BIQA methods, and are tested directly with their default parameters.
It can be observed from Table 1 that for most of the tested 2D-BIQA methods, simply averaging 2D-BIQA measures of both views provides reasonably accurate image quality predictions of symmetrically distorted stereoscopic images but there is a significant drop in the performance for asymmetrically distorted stereoscopic images on all tested 3D databases, which is consistent with the trend we have observed with the FR 2D-IQA methods [12] .
A more straightforward way to examine the relationship between the perceptual quality of stereoscopic images and that of its single-view images is to perform subjective test on both 2D and 3D images [5] . It was found that for symmetrically distorted stereoscopic images, directly averaging the 2D image quality mean opinion scores (2DIQ-MOS) of both views provides excellent 3D image quality predictions, while for asymmetrically distorted stereoscopic images, a similar performance drop as of those in objective methods is observed [5] . The performance drop is largely due to the significant prediction bias that could lean towards opposite directions (either overestimate or underestimate image quality), depending on the distortion types and levels [5] . In [12] , a binocular rivalry inspired multi-scale model to predict the quality of stereoscopic images from that of the single-view images was applied to 2DIQ-MOS scores and different base 2D-IQA measures. The experimental results showed that the quality prediction performance is significantly improved for most base 2D-IQA methods as well as with 2DIQ-MOS scores. Unfortunately, the model proposed in [12] requires access to the pristine reference stereopairs, which are not available in the case of 3D-BIQA.
In this work, we aim to develop an objective 3D-BIQA predictor. We take advantage of the previous findings on the relationship between the perceptual quality of stereoscopic images and that of its single-view images. We assume that existing successful 2D-BIQA methods are reliable for evaluating single-view images, and what is missing is an effective blind 2D-to-3D prediction model to combine single-vew quality scores, so as to eliminate the prediction bias for asymmetric distortions. Therefore, we opt to use a two-stage approach. The first stage builds a binocular rivalry inspired multi-scale 2D-to-3D quality prediction model without referring to the original images. In the second stage, this quality prediction model is applied to combine state-of-theart 2D-BIQA estimations of both views, resulting in a 3D image quality estimation.
Blind 2D-to-3D Quality Prediction
Motivated by existing vision studies on binocular rivalry [6, 7] , where it was found that for simple ideal stimuli, an increase in contrast enhances the predominance of one view against the other [8, 9, 10, 11] , we showed that the strength of view dominance in binocular rivalry of stereoscopic images is related to the relative energy of the two views [12] . However, the computation of the relative energy involves the original left-and right-view images [12] , which are not available in the case of 3D-BIQA. In this work, to overcome the problem, we apply a divisive normalization transform (DNT) [23, 24, 25] to the distorted left-and right-view images, and then estimate the strength of view dominance from DNT domain representations.
A DNT is typically built upon a linear image decomposition, followed by a divisive normalization stage [27] . The linear transformations may be discrete cosine transform or wavelet-type of transforms. Here, we assume a wavelet image decomposition, which provides a convenient framework for localized representation of images simultaneously in space, frequency (scale) and orientation. The DNT image representation of the image is then calculated by dividing each wavelet coefficient by a local energy measure based on its neighboring coefficients. The DNT image representation is not only an effective way to reduce the statistical redundancies between wavelet coefficients [27] , but is also highly relevant to biological vision [28] . In [29] , a divisive normalization framework was applied to develop a computational model that trades off between binocular rivalry and suppression, and the predictions were confirmed with psychophysical tests. This binocular perceptual relevance of divisive normalization representation leads us to design a multi-scale and multi-orientation DNT domain 2D-to-3D prediction model without referring to the original left-and right-view images.
Let (I d,l , I d,r ) be the left-and right-view image pairs of the distorted stereoscopic images. To compute the DNT representation of I d,l and I d,r , we first apply a 3-scale, 2-orientation steerable pyramid wavelet transform [30] to decompose I d,l and I d,r into 6 oriented subbands (2 for each scale) and a highpass and a lowpass residual subbands, respectively.
At the i-th oriented subband, for each center coefficient y c , we define a DNT neighboring vector Y that contains 11 × 11 coefficients from the same subband (including the center coefficient itself). As such, the corresponding DNT center coefficientỹ c at the i-th normalized subband is computed as
where c = 1. For each divisive normalized subband, we estimate its energy by computing the local variances at each spatial location, i.e., the variances of local patches extracted around each spatial location from the DNT coefficients are computed, for which
Here g l and g r are estimations of the level of dominance of the left-and right-views, respectively. Given the values of g l and g r , the weights assigned to the left-and right-view images are given by
respectively. Finally, the overall prediction of 3D image quality is calculated by a weighted average of the left-and right-view image quality:
where Q 2D l and Q 2D r denote the 2D image quality of the left-and right-views, respectively.
Validation
We use three 3D image quality databases to test the proposed algorithm, which are the Waterloo-IVC 3D Image Databases Phase I and Phase II and the LIVE 3D Image Database Phase II. All these databases contain both symmetrically and asymmetrically distorted stereoscopic images. The parameters of the proposed blind 2D-to-3D quality prediction method are selected empirically when working with Waterloo-IVC database Phase I, but are completely independent of Waterloo-IVC database Phase II and the LIVE database Phase II.
Blind 2D-to-3D quality prediction with 2DIQ-MOS
We first test the proposed blind 2D-to-3D quality prediction model on all 3D images in Waterloo-IVC database by applying it to the ground truth 2DIQ-MOS scores. The PLCC and SRCC values between 3DIQ-MOS and the predicted Q 3D value for all stereoscopic images and for each test image group are given in Table 2 (refer to Table 3 for categories of Waterloo-IVC database). The comparison results with our FR 2D-to-3D quality prediction model [31] are also given in Table 2 . The corresponding scatter plots are shown in Figure 1 . From Table 2 , it can be observed that the proposed blind model performs as well as the FR 2D-to-3D quality prediction model [31] . The proposed model outperforms the direct averaging method in almost all cases, and the improvement is most pronounced in the case of strong asymmetric distortions (Group 3D.2) or when all test images are put together (All 3D image case). By comparing different columns of Figure 1 , we observe the impact of the proposed blind 2D-to-3D prediction model on each image distortion type. For different distortion types, although the direct averaging method produces different distortions and levels of quality prediction biases, the proposed method, which does not attempt to recognize the distortion types or give any specific treatment for any specific distortion type, removes or significantly reduces the prediction biases for all distortion types. Moreover, for the mixed distortion case that provides the strongest test on the generalization ability of the model, the proposed method maintains consistent performance.
Blind 2D-to-3D quality prediction with 2D-BIQA Before applying the proposed blind 2D-to-3D quality prediction model on the base 2D-BIQA methods, we first examine these 2D-BIQA methods' abilities in predicting 2DIQ-MOS scores of single-view images in Waterloo-IVC 3D Image Database. Table 4 reports PLCC and SRCC values between 2DIQ-MOS scores and 2D-BIQA estimations. From Table 4 , it can be seen that BRISQUE, CORNIA and M 3 archive the highest correlations with subjective data among all tested 2D-BIQA methods.
We then test the proposed blind 2D-to-3D quality prediction model by applying it to different base 2D-BIQA approaches on all three databases. Note that exactly the same blind 2D-to-3D quality prediction model obtained from 2DIQ-MOS and 3DIQ-MOS scores with Waterloo-IVC 3D image database Phase I is used and thus this blind 2D-to-3D prediction model is completely independent of any base objective 2D-BIQA approaches. Table 1 reports PLCC and SRCC values between 3DIQ-MOS and the predicted Q 3D value with the direct averaging method and the proposed blind 2D-to-3D quality prediction model. Note that the cases of using 2DIQ-MOS and Information content and Distortion Weighted Structural SIMilarity (IDW-SSIM) [31] , a highly competitive FR 2D-IQA method, are also included for comparison. From Table 1 , it can be seen that the proposed method significantly improves most base 2D-BIQA methods on both databases. On the Waterloo-IVC 3D Image Database, BRISQUE, CORNIA and M 3 perform better than all competing 2D-BIQA methods with both the direct averaging and the proposed prediction model, which is consistent with their performance on single-view images. Interestingly, the performance of these 2D-BIQA methods approximates that of IDW-SSIM, which gives the most accurate prediction among FR 2D-IQA methods on both Waterloo-IVC 3D and LIVE 3D database [12] . This suggests that a good 2D-BIQA method can predict symmetrically distorted stereoscopic images with good accuracy, and when properly combined with a 2D-to-3D quality prediction model, can also well predict asymmetrically distorted stereoscopic images.
On the LIVE 3D Image Database Phase II, the proposed method achieves the best performance in the case of using QAC and also pronounces competitive performance with BRISQUE, CORNIA and M 3 . However, there is a large gap when compared with the FR IDW-SSIM's prediction performance. This suggests that there is still potential to further improve 2D-BIQA methods in terms of robustness and generalizability.
We have also compared the proposed method with state-ofthe-art 3D-BIQA approaches [32, 3, 33, 34] on the LIVE 3D image database Phase II. The PLCC and SRCC values are reported in Table 5 . From Table 1 and Table 5 , it can be seen that the proposed method, when combined with QAC, performs better than [32, 33, 34] but not as good as [3] , which is a training-based method and the results reported here are median performance of 1000 trails, each using 80% of the data in LIVE 3D Phase II database for training and the remaining 20% for testing. 
Computational complexity analysis
Speed is another important performance factor in evaluating a BIQA method. We use program running time in the test stage of all competing methods as an estimate of computational complexity. The average processing time for a single-view image and for a stereopair on Waterloo-IVC database Phase II and LIVE database Phase II is summarized in Table 6 . The system platform is Intel(R) Core(TM) i7-3770 @3.40GHz, 16.0 GB RAM and Windows 7 64-bit version. All methods are tested with the MATLAB R2015a software. Note that the resolutions of the single-view images are 1920 × 1080 and 640 × 360 for Waterloo-IVC database Phase II and LIVE database Phase II, respectively. Also, the average running time for the proposed 2D-to-3D quality prediction model is 1.8079s for Waterloo-IVC database Phase II and 0.2175s for LIVE database Phase II. The total processing time for a stereopair should be computed as twice of the processing time for a single-view image plus the time for 2D-to-3D prediction. From Table 6 , it can be seen that BLIINDS-II and DIIVINE are the slowest, while LPSI and M 3 are the fastest. Generally speaking, BRISQUE and M 3 achieve excellent tradeoffs between accuracy and complexity.
Conclusion and Discussion
We propose a binocular rivalry inspired multi-scale model to predict the quality of stereoscopic images from that of the singleview images without referring to the original left-and right-view images. We apply the proposed blind 2D-to-3D quality prediction model to ten state-of-the-art base 2D-BIQA measures for 3D-BIQA. Experimental results show that the proposed blind model, without explicitly identifying image distortion types, successfully eliminates the prediction bias observed in direct averag- ing method, leading to significantly improved quality prediction of stereoscopic images. Among all the base 2D-BIQA methods, BRISQUE and M 3 achieve excellent tradeoffs between accuracy and complexity.
