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The aim of this paper is to present a constructive method to derive mechanical behavior laws using the Theory of
Invariants and Continuum Thermodynamics. More precisely, we want to construct, in a general way, the state or dis-
sipation potential in a polynomial form given a set of variables V and the material symmetry group S. For this purpose,
we show how to obtain a set of generators for the S-invariant polynomials of V. Then, using the Grœbner basis concept,
we write all the decompositions of a polynomial of a given degree.
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In the framework of Continuum Mechanics, the role of the behavior (or constitutive) laws consists in
modeling properties of the considered material. Although it is necessary to refer to an experimental inves-
tigation, Continuum Thermodynamics, associated with the Local State Hypothesis, gives a coherent frame-
work in which to write those laws. In this framework, behavior laws are built up with the state laws and the
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are obtained using partial derivatives of (usually convex) scalar functions verifying the symmetries of the
material, called the state functions (resp. potential or pseudo-potential of dissipation).
A reasonable way to construct behavior laws can be presented in three steps. The ﬁrst one is an exper-
imental analysis on specimens characterizing the Representative Volume Element (RVE) of the studied
material. As observable phenomena (deformation for example) are in general physically well known and
mathematically modeled (using the strain tensor, for example), this ﬁrst step consists in the use of destruc-
tive or non-destructive observation technologies to describe and to analyse qualitatively and quantitatively
the diﬀerent internal phenomena, and then to estimate their comparative importance, because it is not pos-
sible to take all of them into account in a model. The aim of the second step is, ﬁrst, to choose the most
convenient mathematical variables to model each of the internal phenomena taken into account, and sec-
ond, to write in a coherent way all the behavior functionals. To do this, we must satisfy the principle of
material frame-indiﬀerence (constitutive equations must be invariant under any orthonormal frame
change), the material symmetries of the considered medium and the Clausius-Duhem Inequality (the con-
stitutive equations should deﬁne a thermodynamically admissible process). The third step, called the iden-
tiﬁcation step, is also an experimental investigation conducted on a specimen characterizing the RVE. The
aim is to determine the values of the coeﬃcients of the mathematical relations by characterizing the med-
ium. Finally, it is important to point out that the mechanical framework used (Continuum Thermodynam-
ics (Truesdell and Noll, 1965)) is obviously debatable: however, it is a classical framework in Material
Sciences.
In the framework of Continuum Mechanics, the necessity to take into account the crystallographic
microstructure of the material led us to use the Theory of Invariants more and more often, starting in
the mid-50s: Rivlin and Ericksen (1955), Adkins (1960), Smith and Rivlin (1957, 1964), Wineman and
Pipkin (1964), Spencer (1971) and Boehler (1987). There have been many books and articles on the appli-
cations of the Theory of Invariants to ContinuumMechanics in the last 50 years. The previously mentioned
authors are among those who have done the most remarkable work and who have frequently been quoted
in the literature from the mid ﬁfties to the mid-eighties. For composite materials, Talreja (1985) and
Thionnet and Renard (1993, 1999) applied these concepts to the ﬁeld of Damage Mechanics. However,
in both cases, the models took into account a small number of vectors and/or 2-tensorial variables and
do not show a general constructive method.
In a more general framework, the objectivity principle and the material symmetry principle place the
invariance conditions under the material symmetry group on tensor function forms of constitutive relations
of material behavior. Then there arises the mathematical issue of determining the general reduced forms of
constitutive functions resulting from such invariance conditions for various material symmetry groups. This
topic has been studied intensively in the past decades, and extensive results have been derived for the clas-
sical case and for the general case. The classical case is restricted to polynomial forms of constitutive func-
tions. Results in this respect are in abundance and are perhaps nearly complete, as summarized, e.g., earlier
by Spencer (1971) and later by Smith (1994). Starting from the work on the general forms of isotropic func-
tions by Wang (1970), the modern trend is directed towards general forms of constitutive functions which
do not need to be restricted to be polynomial. More recently, the results for general forms of anisotropic
constitutive functions have been derived for various types of material symmetry groups, including all crys-
tal and quasicrystal symmetry groups in, e.g., Xiao (1997, 1998, 1999, 2000a,b).
Often the methods developed by all these authors seem to be dependent on the mechanical context: the
tensor nature and the number of variables, the material symmetry group, etc. Our aim here is to present a
constructive and systematic method of writing these scalar functions, which is independent of the ﬁnite
group of symmetries and of the number and nature of the variables (vectors or tensors of any order).
Here, we will restrict ourselves to the polynomial functions relevant to the Theory of Invariants. The
method consists of the following two steps:
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any ﬁnite matricial group S). This is based on the Noether Theorem, and is easy to employ (Section 4.2).
The mathematical tool is the Reynolds operator (Appendix A);
– Secondly, in order to reduce the system of generators (for example, to obtain an integrity basis) and to
write ‘‘canonically’’ any S-invariant polynomial in terms of the generators, we construct a Grœbner basis
of the ideal of relations (Section 4.3, Proposition 6). Such a basis and the ‘‘normal form’’ of any S-invari-
ant can be calculated using the software Maple.
To conclude, Section 5 is devoted to constructing an example using the previous techniques. In
this example, coming from Damage Mechanics, the symmetry group has two elements and the S-invari-
ant polynomial has a total degree of 4 and partial degree of 0 or 2. Obviously, the process is always the
same for any S-invariant polynomial of arbitrary total and partial degrees and for any ﬁnite matrix
group.
Although here we develop the method explicitly only in the case of an arbitrary number of vectors and/
or 2-tensorial variables, it is easy to extend it to a case where the considered variables are a set of tensors of
any order. In the next section, we deﬁne the mathematical framework, the vocabulary, and the notations
used in this study, and we state some useful theorems.
The case of S-invariant functions which are not polynomial is more delicate: what functional space must
be introduced? The notion of ‘‘generation’’ must be again deﬁned. Nevertheless, any S-invariant continuous
function is the uniform limit of a sequence of S-invariant polynomials on every compact set, so a ﬁnite
system of generators of all the S-invariant polynomials can be seen as a ‘‘generator’’ of the S-invariant
continuous functions.2. Notation, deﬁnitions and useful theorems
The reference frames used are orthonormal. Therefore, the distinction of the covariant or contravariant
character of the tensor variables is not necessary.
Q shall denote the matrix associated to an orthogonal transformation ofR3. Q belongs to the orthogonal
group O(3). If Q is associated with the motion of a frame change, we denote by V i (i = 0, 1, 2) the image of
Vi by Q. If Q denotes a basis change of the frame, we denote by V
0
i (i = 0, 1, 2) the image of Vi by Q.
Although these two concepts are mathematically closely related, they are physically diﬀerent: for this reason
we want to distinguish them. This distinction appears in the following (Deﬁnitions and Proposition 3,
Section 4.4).
If A and B denote two matrices, U and W two vectors, then product of the matrices is denoted A :B, the
product of A and U is denoted A*U, and the scalar product of U and W is denoted U W.
We suppose the quantities used in this study to be described by Eulerian coordinates. For the sake of
simplicity, space and time variables will be omitted.
Deﬁnition. Truesdell and Noll (1965). A scalar V0, a vector V1, and a 2-tensor V2 will be called frame-
indifferent, or objective, if and only if, under a change of frame deﬁned with the time-dependent orthogonal
tensor Q, we have the following transformation laws:V 0 ¼ V 0; V 1 ¼ Q  V 1; V 2 ¼ Q : V 2 : QTThe variables used to model the physical phenomena form a set denoted V. In the framework of
Continuum Thermodynamics, associated with the Local State Hypothesis, they are called state variables.
They are supposed to be (any order) tensorial, objective and independent.
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The tensors, called the structural tensors, characterize the symmetries of the internal structure of the mate-
rial. We denote by S the subgroup of O(3) deﬁned as the invariance group of the structural tensors. S is
called the material symmetry group.
Deﬁnition and property (Structural variables or ‘‘law-tensors’’). (See, for instance, Boehler, 1978, 1986,
1987; Nye, 1957). The tensors that are characteristic of the mechanical behavior properties of the consid-
ered material are called ‘‘law-tensors’’ or (tensorial) structural variables: for instance, the isotropic dilata-
tion coefﬁcient, the fourth order tensor of elastic compliance, etc. A detailed study of ‘‘law-tensors’’ can be
found in Nye (1957). The tensorial structural variables (of any order) form a set, denoted by R. We denote
by P the subgroup of O(3) which is the invariance group of the structural variables. Then the structural
variables are P-invariant and by invoking the Principle of objectivity of material properties (Noll, 1958),
the structural variables may be assumed to be objective. Let f be a characteristic function of the behavior
of the considered material (implicitly P-invariant). ThenQ 2 P ()
Q 2 Oð3Þ
f 0ðV ;R0Þ ¼ f ðV ;RÞ for any function f ðV ;RÞ
continuous in the variables V ;R
8><>:
Proposition 0 (From Boehler, 1978). A priori, S and P are different and the Neumann Principle states
S  P. In the case of a general behavior functional, S = P.
A material is defined as isotropic if S = O(3). A material is defined as anisotropic if S5 O(3). We assume in
this study that S is a finite subgroup of O(3) and that it is time-independent.
In the precise description of the method (Section 4), the structural and state variables are assumed to be 0, 1
or 2-tensorial. They belong in this case to sets denoted:
– V0, V1 and V2. Thus: V = V0 [ V1 [ V2;
– R0, R1 and R2. Thus: R = R0 [ R1 [ R2.
For notational convenience, if it does not cause ambiguity, the name of the set and the name of its variables
shall coincide. For instance, V0 denotes a set of 0-tensorial variables, but also a 0-tensorial variable. In the
same way, a = u(V,R) means that the function u depends on each of the variables of V and R.
Proposition 1. Let f be an objective real differentiable function of the objective variables V0, V1 and V2 which
are respectively 0, 1 and 2-tensors. Then the following functions of V0, V1 and V2 are objectives:AðV 0; V 1; V 2Þ ¼ of ðV 0; V 1; V 2ÞoV 0 ; BðV 0; V 1; V 2Þ ¼
of ðV 0; V 1; V 2Þ
oV 1
; CðV 0; V 1; V 2Þ ¼ of ðV 0; V 1; V 2ÞoV 2Proposition 2. Let f = f(V,R) be an S-invariant real differentiable function. Then the partial derivatives with
respect to the V-variables of f are S-invariant.
Proposition 3 (From Boehler, 1978). Let f be a scalar (thus, objective) function characteristic of the behavior
of the considered material. Then we have:Q 2 S ()
Q 2 Oð3Þ
f ðV 0;RÞ ¼ f ðV ;RÞ for any S-invariant function f ðV ;RÞ
continuous in the variables V ;R
8><>:
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an S-invariant (polynomial) scalar function f depending on V and R. To do this, S, V and R must be given.
The choice of V is assumed to result from experimental observations. The knowledge of S may be assumed
because we assume that we are able to observe the internal structure of the material, construct the structural
tensors, and then construct the material symmetry group. The problem is to ﬁnd the structural variables R,
more precisely, their number and their nature. For instance, to construct a linear relation between the strain
and stress tensors, it is easy to give an answer: we need a fourth order tensor. But, if S and V contain many
elements, we cannot a priori answer the question. However, since f = f 0 in the case that f is a real function,
Proposition 3 permits one to get around these difﬁculties by showing that the structural variables are con-
stant in the construction of the considered function. Then, in the ﬁrst step, structural variables can be omit-
ted and the problem to solve is the following: construct, in a general way, an S-invariant (polynomial)
scalar function depending on V but not on R. In the second step, the resulting expression will be analyzed
to keep in evidence the structural variables.3. Choice of a general form of behavior law: precise statement of the problem
Using the Principles of Determinism and Local Action, we assume that the behavior functionals take the
following forms: a = u(V,R) (At this point, the knowledge of the tensorial order of the variable a is not
necessary, so we do not mention it).
In the mechanical framework in which we are assumed to be, the functional u should verify the Principle
of Material Frame-Indiﬀerence (in other words, it should be objective), be invariant under the group S of
the material symmetries, and verify the Second Principle of Thermodynamics (in other words, it should give
a thermodynamically admissible process, e.g., verify the Clausius-Duhem Inequality).
As the variables of the set V are assumed to be objective, the partial derivatives of an S-invariant objec-
tive polynomial function w(V,R) are also S-invariant and objective (Propositions 1 and 2). A thermody-
namically admissible process can often be obtained using a convex function. For this reason, we will
construct the function w in this way. Thus:uðV ;RÞ ¼ owðV ;RÞ
oVis S-invariant, objective and gives a thermodynamically admissible process. Remember that, using the
vocabulary of the framework we are using (Continuum Thermodynamics), w will be a state function,
potential, or pseudo-potential of dissipation.
It is important to point out that until now, not much information has been given about the structural
variables (R). Without giving a justiﬁcation, this is understandable: one knows easily what a state variable
can be, but it is more diﬃcult to choose a priori the structural variables characterizing a property of the
continuum and depending on the model. In light of this remark, the constructive method will be developed
without the knowledge of these variables. This will be done using Proposition 3 (See Remark, Section 2).
Finally, if one limits the choice of the function w to a polynomial form (the most frequent case), the pre-
cise statement of the problem is
– the data are
• a set V of objective variables: the state variables which model the physical phenomena we want totake into account;
• the elements of the material symmetry group S (a ﬁnite subgroup of O(3));
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ant polynomials.
– Step 2: Write any relations that exist between these generators.
– Step 3: Construct the most general S-invariant real polynomial P(V) with a given arbitrary degree: P(V)
is then generated using the set found in Step 1. At this point, it will be important to give details on the
uniqueness of the decomposition of this polynomial in terms of the generators.
– Step 4: Deduce that P(V) is objective and hence veriﬁes the Principle of Material Frame-Indiﬀerence. We
will see that this step consists of writing P(V) in the form w(V,R), i.e. identifying the structural variables.
– Step 5: Obtain the behavior functional using the partial derivatives of w(V,R) with respect to the
V-variables.
To carry out steps 1, 2 and 3, we will use the Theory of Invariants in a general and constructive way,
valid for tensors of arbitrary orders. Nevertheless, in applications we limit ourselves to orders 0, 1 and
2. The extension to any orders is then easy to achieve. It is important to point out that we assume the mate-
rial symmetry group to be time-independent.4. A new constructive method using the theory of invariants to obtain material behavior laws
Most of the mathematical results which are exposed here can be found in the books by Cox et al. (1992)
and Derksen and Kemper (2002).
4.1. Mathematical framework and notations
4.1.1. The vector space W
We assume that the variables describing the phenomena in the considered material are the following:
– m vectors of R3 or, equivalently, m 1-tensors denoted vi (1 6 i 6 m). Let xi,k be the k 0th component of
the i 0th vector;
– p matrices of M3ðRÞ, i.e. p real 3 · 3 matrices, or, equivalently, p 2-tensors denoted Aj (1 6 j 6 p). Let
aj,kp be the kp
0th component of the j 0th matrix. We can choose a basis ofM3ðRÞ for which the component
column of Aj isXAj ¼ ðajIÞI¼11;12;13;21;22;23;31;32;33
Let us deﬁne W as the following ﬁnite-dimensional real vector space:W ¼ ðR3Þm  ðM3ðRÞÞp
Thus, the state variables are m vectors of R3 and p matrices of M3ðRÞ. A vector w of W can then be
written asw ¼ v1 þ    þ vm þ A1 þ    þ Ap
Consequently, any function of the (m + p) variables (v1, . . . ,vm,A1, . . . ,Ap) can be seen as a function on
W and vice-versa. We set:f ðwÞ ¼ f ðv1; . . . ; vm;A1; . . . ;ApÞ
Let us remark that, without more diﬃculty, the state variables can be tensors of any order: any ﬁnite
collection of tensors (of any order) can always be considered as a vector of a ﬁnite-dimensional real vector
space.
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Each of the m copies of R3 is endowed with the canonical basis and each of the p copies of M3ðRÞ is
endowed with the basis deﬁned above. The collection of all these bases is a basis ofW, and an order is cho-
sen such that the component column of any element w of W isXw ¼ ðX IÞ 2 R3mþ9p; where
X I ¼ vIðI ¼ 1; . . . ;mÞ 2 R3
XmþI ¼ XAI ðI ¼ 1; . . . ; pÞ 2 R9
(From now on, W is identiﬁed with R3mþ9p. Thus, any function on W is identiﬁed with a function on
R3mþ9p, and we write f(w) = f(X), where X ¼ Xw 2 R3mþ9p.
Deﬁnition. A function f on W is called a polynomial function on W if there exists a real polynomial f * of
3m + 9p variables such that:f ðwÞ ¼ f ðX Þ ¼ f  x1;1; . . . ; xm;3; a1;11; . . . ; ap;33
 4.1.3. S-invariance of f: deﬁnition
S is here the group of material symmetries of the material.
Our aim is the construction of an S-invariant polynomial function f on W, i.e., a function f on W
satisfying g 2 S:
f ðg  v1 þ    þ g  vm þ g : A1 : gT þ    þ g : Ap : gTÞ ¼ f ðv1 þ    þ vm þ A1 þ    þ ApÞLet us introduce, for any g of S, an endomorphism qW(g) of W as follows:qwðgÞðwÞ ¼ g  v1 þ    þ g  vm þ g : A1 : gT þ    þ g : Ap : gTWe can equivalently write the S-invariance of f asf qW ðgÞðwÞð Þ ¼ f ðwÞ () f X qW ðgÞðwÞ
  ¼ f ðXwÞ 8g 2 S; 8w 2 WWe set:G ¼ fqW ðgÞ; g 2 Sg ¼ qW ðSÞ
jGj ¼ the number of elements of G ðcalled the order of GÞ
(
The following results can be easily proved:
– G can be identiﬁed with a ﬁnite subgroup of GL3mþ9pðRÞ, the group of the (3m + 9p, 3m + 9p) invertible
real matrices;
– X qW ðgÞðwÞ ¼ qW ðgÞ  Xw (where qW (g) denotes simultaneously an isomorphism of W or a matrix of
GL3mþ9pðRÞ);
– jGj 6 jSj.
Thus the problem is to look for all the polynomial functions f in n = 3m + 9p variables such that:8g0 2 G  GL3mþ9pðRÞ; f ðg0  X Þ ¼ f ðX Þ
Such a function f is also called an invariant polynomial under the ﬁnite subgroup G of GLnðRÞ for the
usual action on Rn. The solution to this problem is provided by the Theory of Invariants of the Finite
Matrix Groups.
From now up to the end of Section 4, we use the terminology G-invariant for f instead of S-invariant.
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The basic notation and terminology used in this section are introduced in Appendix A.
Deﬁnition. A polynomial P of R½x1; . . . ; xn is invariant under G if:
8g 2 G Pðx1; . . . ; xnÞ ¼ P ðg  X Þ1; . . . ; ðg  X Þn
  ¼ Pgðx1; . . . ; xnÞ
The set of all invariant polynomials under G of R½x1; . . . ; xn is denoted R½x1; . . . ; xnG.
Concerning the generator set of R½x1; . . . ; xnG, we may ask the following question: does a ﬁnite family of
invariant polynomials {f1, . . . , fk} of R½x1; . . . ; xnG exist such that each of its elements f is a real polynomial
expression in {f1, . . . , fk}, that isf ðx1; . . . ; xnÞ ¼ hðf1; . . . ; fkÞ; h 2 R½y1; . . . ; yk?
Such a family {f1, . . . , fk} is called a system of generators of R½x1; . . . ; xnG. Theorem of E. Noether shows
that we can always construct such a system of generators of R½x1; . . . ; xnG.
Theorem of E. Noether. Let F be the following finite family of G-invariant homogeneous polynomials:F ¼ RGðX aÞ;8a ¼ ða1; a2; . . . ; anÞ 2 Nn with jaj 6 jGjf g;
where RG is the Reynolds operator of G (Appendix A). Then R½x1; . . . ; xnG is generated by F: any element of
R½x1; . . . ; xnG can be written as a polynomial expression in the elements of F.
R½x1; . . . ; xnG is not necessarily a ring of polynomials, because polynomial relations among the elements
of F may exist. The decomposition of an element of R½x1; . . . ; xnG as a polynomial in {f1, . . . , fk} is therefore
not unique. Thus we can replace {f1, . . . , fk} by a subfamily which always generates R½x1; . . . ; xnG using
Proposition A.1(iv) (Appendix A): this allows us to eliminate from {f1, . . . , fk} all the elements which are
polynomial expressions in the elements of {f1, . . . , fk} of lower degree. Such a family is often called an integ-
rity basis.
Deﬁnition. An integrity basis Fint is a system of generators of R½x1; . . . ; xnG such that there is no element in
Fint that can be expressed as a polynomial in the other element of Fint.
Remark. In the proposed method, the concept of an integrity basis is not really necessary. Obviously, the
use of an integrity basis, or any minimal generator set, permits reduction and simpliﬁcation of the
computations.4.3. Ideal of relations for F and decomposition of any G-invariant polynomial
The Noether Theorem guarantees that there are ﬁnitely many invariant polynomials f1, . . . , fk which gen-
erate R½x1; . . . ; xnG, and provides a constructive method to compute F = {f1, . . . , fk}. Thus, any element f of
R½x1; . . . ; xnG can be written asf ðx1; . . . ; xnÞ ¼ g f1ðx1; . . . ; xnÞ; . . . ; fkðx1; . . . ; xnÞð Þ; where g 2 R½y1; . . . ; ykNow we want to answer to the following question: given a ﬁnite system of generators F = {f1, . . . , fk} of
R½x1; . . . ; xnG, can we write an invariant polynomial in terms of f1, . . . , fk in all the possible ways?
In this section we will give a complete answer to this question. To do so we will introduce the ideal
IF of relations among f1, . . . , fk and construct a particular generating set of IF, the so-called Grœbner
basis.
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IF is an ideal of R½y1; . . . ; yk. It is called ‘‘the ideal of relations’’ for F = {f1, . . . , fk}.
Proposition 5. Let f be an element of R½x1; . . . ; xnG. Suppose that we can exhibit an element g of R½y1; . . . ; yk
such that f = g(f1, . . . , fk). Then, all the representations of f in terms of f1, . . . , fk are given by:f ¼ gðf1; . . . ; fkÞ þ hðf1; . . . ; fkÞ where h 2 IF
Let us describe the ideal IF, i.e., exhibit a ﬁnite generating set of IF, which will be also a Grœbner basis.
First we recall the Hilbert Basis Theorem, allowing us to describe any ideal of R½y1; . . . ; yk.
Hilbert Basis Theorem. Any ideal I of R½y1; . . . ; yk has a finite generating set {g1, . . . , gs} (gi 2 I) in the fol-
lowing sense:8h 2 I ; 9P 1; . . . ; P s 2 R½y1; . . . ; yk such that h ¼ P 1g1 þ    þ Psgs
We shall write the ideal I as hg1, . . . , gsi.
By the Hilbert Basis Theorem, a ﬁnite generating set of the ideal IF exists. Suppose that we know such a
system (g1, . . . ,gs). Suppose also that f is an element of R½x1; . . . ; xnG and that f = g(f1, . . . , fk). Then by
Proposition 5, any representation of the G-invariant polynomial f in terms of (f1, . . . , fk) is given by:f ¼ gðf1; . . . ; fkÞ þ a1ðf1; . . . ; fkÞg1ðf1; . . . ; fkÞ þ    þ asðf1; . . . ; fkÞgsðf1; . . . ; fkÞwhere a1, . . . ,as are arbitrary polynomials in k variables. The polynomial g is the remainder after the divi-
sion of f by (g1, . . . ,gs). It is not uniquely determined, so we can ask whether there might be a ‘‘good’’ gen-
erating set for I, the ideal generated by (g1, . . . ,gs): a Grœbner basis enjoys good properties (Appendix A,
Proposition A.4). The following proposition provides a Grœbner basis of IF, which is a special ﬁnite gen-
erating set of IF.
Proposition 6. Let F = {f1, . . . , fk} be a system of generators of the ring R½x1; . . . ; xnG of G-invariant
polynomials. Consider in R½x1; . . . ; xn; y1; . . . ; yk the ideal JF generated by the finite set:f1ðx1; . . . ; xnÞ  y1; . . . ; fkðx1; . . . ; xnÞ  ykf g(i) then IF ¼ JF \R½y1; . . . ; yk;
(ii) fix a monomial ordering on R½x1; . . . ; xn; y1; . . . ; yk such that any monomial in (x1, . . . ,xn) is greater than
all the monomials in (y1, . . . , yk). For instance:x1 >    > xn > y1 >    > yk
Suppose that G0F is a Grœbner basis of JF. Then GF ¼ G0F \R½y1; . . . ; yk is a Grœbner basis of IF in the
monomial ordering induced on R½y1; . . . ; yk.4.4. Summary of the results and construction of the objective polynomials
We give now a brief summary of the previous results. Recall that S is the symmetry group of the material
and G = qW(S) (where W ¼ ðR3Þm  ðM3ðRÞÞp). G is a ﬁnite subgroup of GL3mþ9pðRÞ.
Noether Theorem allows us to construct a ﬁnite family:F ¼ f1; . . . ; fk; where f i 2 R½x1; . . . ; xn; i ¼ 1; . . . ; kf g
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ant polynomials.
IF is, in R½y1; . . . ; yk, the ideal of the algebraic relations among f1, . . . , fk. Let GF be a Grœbner basis of IF
(obtained from Proposition 6). Set:GF ¼ fg1; . . . ; gsg with gi 2 R½y1; . . . ; yk ði ¼ 1; . . . ; sÞFix an element f of R½x1; . . . ; xnG. Then any representation of f as polynomial in f1, . . . , fk is given by:f ¼ g0ðf1; . . . ; fkÞ þ
Xs
i¼1
aiðf1; . . . ; fkÞgiðf1; . . . ; fkÞ with
ai 2 R½y1; . . . ; yk
g0 2 R½y1; . . . ; yk

where g0 is a particular representation of f.
Moreover, Proposition A.4 of Appendix A claims that the remainder of the division of any representa-
tion g of f by GF = {g1, . . . ,gs} is not dependent on g, but only on f (because GF is a Grœbner basis). This
remainder, denoted g0
GF , provides an answer to the ‘‘uniqueness problem’’: it is the ‘‘normal form’’ of the
invariant polynomial f with respect to the Grœbner basis GF. If we replace the Grœbner basis by any gen-
erating set of the ideal IF, we lose this property of uniqueness of the remainder of the division.
In conclusion, any representation of f in terms of f1, . . . , fk is given by:f ¼ g0GF ðf1; . . . ; fkÞ þ
Xs
i¼1
biðf1; . . . ; fkÞgiðf1; . . . ; fkÞwhere bi 2 R½y1; . . . ; yk, i = 1, . . . , s.
Let us recall the initial problem: given a ﬁnite family of tensorial variables V and the ﬁnite group S of the
material symmetries, can we construct all the objective polynomial functions which are invariant under S?
We now know how to construct all the S-invariant polynomial functions on W, but these are not generally
objective. A solution is given by the following:
– the coeﬃcients of the polynomial f are seen as the components of a tensor Xf ;
– tensorial operations allow one to write f(V) = U(V,xf);
– then U is objective and the tensor Xf can be considered as a structural variable.
For example, suppose that f is an S-invariant homogeneous polynomial of total degree 2, and V an
(objective) vector. The S-invariance of the polynomial function f implies: f(V 0) = f(V) for any Q 2 S (where
V 0 = Q * V). Now, we can consider f as a 2 order objective tensor Xf such that f(V) = (Xf)ijVjVi. Its image
X f is the following: X

f ¼ Q : X f : QT for any Q 2 O(3). Then we ﬁnd that (since V is objective):
f ðV Þ ¼ ðX f ÞijV jV i ¼ ðX f ÞijV i V j for any Q 2 O(3). Thus the scalar function U of the variables (V,Xf),
deﬁned by U(V,Xf) = f(V), is objective, and moreover the tensor Xf is S-invariant. Therefore, Xf can be
considered as a structural variable (Proposition 3).5. Application: deriving a state function in the case of damage mechanics for composite materials
5.1. Brief description of the physical phenomenon
Modern aircraft structure design requires the use of materials with high speciﬁc properties and more
speciﬁcally a high speciﬁc stiﬀness. Obtaining the same design speciﬁcations with a lighter material results
in obvious advantages in terms of performance and direct operating cost. Composite materials like
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ﬁned to parts where the loading is not too severe. Yet extending the use of CFRPs to ‘‘critical’’ compo-
nents requires reasonably high conﬁdence in the long term properties of the material, which encompasses
the ability to predict both the kind of damage that is likely to appear and the rate of growth. Among the
various kinds of damage occurring in a polymer matrix composite, matrix cracking is certainly of high
interest in practical terms because it directly aﬀects the mechanical properties of these materials over a
large portion of their lifetime. The most striking characteristic of this kind of damage in long ﬁber rein-
forced polymers is that matrix cracks are oriented parallel to the ﬁbers, and not perpendicular to the load-
ing direction as for isotropic materials. The resulting cracking pattern lends itself to a relatively simple
geometrical description in terms of vectorial variables. The material and the phenomenon (cracks) studied
are anisotropic and the Theory of Invariants is thus very useful. Following an approach initiated by
Talreja (Talreja, 1985) a model based on Damage Mechanics has already been developed (Thionnet
and Renard, 1993, 1999). In these approaches, basic knowledge of invariants has been used but there
is no possibility of generalizing the method followed. We apply here the more general and constructive
method developed in the previous section.
The observation of the cracks in the composite material (Fig. 1) shows that the damaged material can be
considered as monoclinic domatic. In other terms, the material symmetry group can be the domatic group:
S2 = {I, R1} whereFig. 1.
(a) craI ¼
1 0 0
0 1 0
0 0 1
0B@
1CA; R1 ¼ 1 0 00 1 0
0 0 1
0B@
1CATherefore we propose the application of the method to this group. To be more precise, in the framework
of the Continuum Thermodynamics and Damage Mechanics, in order to obtain the behavior law of the
damaged composite material ply, we wish to construct the free energy w. To do this, the following hypoth-
eses on the studied material are made (Thionnet and Renard, 1999):
– the Small Perturbations Hypothesis (displacements and their time and spatial variations are small). Here,
these assumptions are used to justify our modeling of the material as linearly elastic;
– the temperature is uniform and constant;Cracks in a (0, 90)s ﬁber/resin composite laminate (0 ﬁbers are parallel to the x1 axis, 90 ﬁbers are parallel to the x2 axis):
cks (X-ray detection), (b) cracks (optical microscopy).
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network modeled by a vector ~V . The observable state variable is the symmetric strain tensor e. Thus, the
state variables of the model are the strain tensor e = (eij)i,j=1,2,3 and the vector ~V ¼ ðV iÞi¼1;2;3;
– the material symmetry group is S2.
These hypotheses lead to the fact that, in a given state of damage, the material is elastic linear. Thus, the
free energy can be written as an S2-invariant convex polynomial of total degree 4 and partial degree 0 or 2
in the components of e (resp. ~V ). Thus the aim of this example is to construct an S2-invariant convex poly-
nomial of total degree 4 and partial degree 0 or 2 in e and ~V . Clearly, the method can be used in exactly the
same way for any other polynomial of a given degree.
5.2. Deﬁnition of the group G2
The variables are given by one vector and one symmetric 2-tensor. As we have already explained, S2 acts
onW ¼ R3 M3symðRÞ by the representation qW. After identiﬁcation of W withR3þ6, we set the groupG2 to
be: G2 = {qW(gk),gk 2 S2} = qW(S2). The deﬁnition ofW as a direct sum of vector spaces and the deﬁnition
of qW imply that the matrix of qW(g) ("g 2 G2) in the chosen basis ofW is block-diagonal (the basis ofW is
obtained by collecting the bases of R3 and of M3symðRÞ). More precisely, for any g in S2, the matrix qW(g) isqW ðgÞ ¼
qR3ðgÞ 0
0 qM3ðRÞðgÞ
 !
Thus, it is suﬃcient to know qW(I), qW(R1) in the following cases: (m, p) = (1, 0) and (m, p) = (0, 1), or,
in other words, for the cases corresponding to W ¼ R3 and W ¼ M3symðRÞ. Then
qW ðIÞ ¼ diag ð1; 1; 1; 1; 1; 1; 1; 1; 1Þ ¼ I9
qW ðR1Þ ¼ diag ð1; 1; 1; 1;1;1; 1; 1; 1Þ
5.3. How to write a state function in a polynomial form?
Now, to write the state function in a polynomial form, we proceed in the following steps:
– Step 1: Apply the Noether Theorem (the group is S2, the variables are e and ~V ).
– Step 2: Find a Grœbner basis of the ideal of relations.
– Step 3: Construct the normal form P ð~V ; eÞ of the most general S2-invariant polynomial of partial degree
0 or 2 in the components of e and ~V .
– Step 4: Use the condition that P ð~V ; eÞ must be objective in order to verify the Principle of Material
Frame-Indiﬀerence. Thus, we will see that this step consists of writing P ð~V ; eÞ in the form
wð~V ; e;RÞ, i.e. identifying the structural variables R.
– Step 5: Obtain the behavior functional using partial derivatives of w.
In this example, we ﬁx in Step 3 the partial degrees of P to be 0 or 2 for physical reasons. The above
procedure always works for any S2-invariant polynomial P ð~V ; eÞ: it suﬃces in step 3 to bound its total
degree by any integer number adapted to the considered situation. We remark that this procedure is more
convenient when the degree of the polynomial P is larger or when the group S is bigger.
5.3.1. Step 1: apply the Noether theorem
The Noether Theorem can be applied. We deduce a ﬁrst family of generators F02 of the S2-invariant
polynomials:
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RG2ðX aÞ ¼ 12 ðqW ðIÞX Þa þ ðqW ðR1ÞX Þaf g
8a ¼ ða1; a2; . . . ; a9Þ 2 N 9 with jaj 6 2
( )
¼
V 2; V 3; e11; e22; e33; V 21; V 1e12; V 1e13; V 2e11; V 3e11;
V 2e22; V 2e23; V 2e33; V 3e22; V 3e23; V 3e33;
e211; e11e22; e11e23; e11e33; e
2
12; e12e13; e
2
13; e
2
22; e22e23; e22e33; e23e33; e
2
33
8><>:
9>=>;We observe that some of the elements of F02 are in trivial relation with some others: F
0
2 is not an integrity
basis. It is not necessary to eliminate these terms and it is possible to go directly to the second step. But, in
this case, the ideal of relations has many terms and the computation leading to the Grœbner basis and the
normal form of a polynomial will be very long. So, we prefer to eliminate these trivial relations and to con-
struct an integrity basis. Here, this elimination can be done ‘‘by hand’’ because there are few terms in F 02.
Obviously, we can proceed with a systematic method: we apply step 2 to F 02 to obtain a Grœbner basis of
IF 0
2
. In this new basis we ﬁnd 17 relations which contain terms of degree 1. Therefore the integrity basis,
denoted F2, has 17 terms less than F
0
2. F2 has 12 terms which are not polynomials of the others:F 2 ¼ V 21; V 1e12; V 1e13; V 2; V 3; e11; e212; e12e13; e213; e22; e23; e33
 We set:I1ð~V ; eÞ ¼ V 21 I2ð~V ; eÞ ¼ V 1e12 I3ð~V ; eÞ ¼ V 1e13 I4ð~V ; eÞ ¼ V 2
I5ð~V ; eÞ ¼ V 3 I6ð~V ; eÞ ¼ e11 I7ð~V ; eÞ ¼ e212 I8ð~V ; eÞ ¼ e12e13
I9ð~V ; eÞ ¼ e213 I10ð~V ; eÞ ¼ e22 I11ð~V ; eÞ ¼ e23 I12ð~V ; eÞ ¼ e33Obviously, there are polynomial relations between these elements. The second step will be to ﬁnd these
relations.
5.3.2. Step 2: ﬁnd a Grœbner basis of the ideal of relations
In order to simplify the notations in the search for a Grœbner basis of this ideal IF 2 the variables
(x1, x2, x3, x4, x5, x6, x7, x8, x9) will stand for (V1, V2, V3, e11, e12, e13, e22, e23, e33) and we will use the pure
lexicographical order: x1 > x2 > x3 > x4 > x5 > x6 > x7 > x8 > x9. We write the 12 S2-invariants in the
following decreasing order:f1ðx1; . . . ; x9Þ ¼ x21 f2ðx1; . . . ; x9Þ ¼ x1x5 f3ðx1; . . . ; x9Þ ¼ x1x6
f4ðx1; . . . ; x9Þ ¼ x2 f5ðx1; . . . ; x9Þ ¼ x3 f6ðx1; . . . ; x9Þ ¼ x4
f7ðx1; . . . ; x9Þ ¼ x25 f8ðx1; . . . ; x9Þ ¼ x5x6 f9ðx1; . . . ; x9Þ ¼ x26
f10ðx1; . . . ; x9Þ ¼ x7 f11ðx1; . . . ; x9Þ ¼ x8 f12ðx1; . . . ; x9Þ ¼ x9We introduce in R½x1; . . . ; x9; y1; . . . ; y12 the ideal JF 2 generated by {fi  yi, i = 1, . . . ,12}. Using Propo-
sition 6 and the Maple software, we obtain a Grœbner basis G0F 2 . The IF 2 -Grœbner basis
GF 2 ¼ G0F 2 \R½y1; . . . ; y12 is then:GF 2 ¼ y9y7  y28; y9y2  y8y3; y2y8  y7y3; y9y1  y23; y1y8  y2y3; y1y7  y22
 We conclude that:
– any S2-invariant polynomial f of R½V 1; V 2; V 3; e11; e12; e13; e22; e23; e33G2 can be written as
f ðV 1; V 2; V 3; e11; e12; e13; e22; e23; e33Þ ¼ gðV 2; V 3; e11; e22; e23; e33; V 21; V 1e12; V 1e13; e212; e213; e12e13Þ;
where g 2 R½y1; . . . ; y12
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f ðV 1; V 2; V 3; e11; e12; e13; e22; e23; e33Þ ¼ gðV 2; V 3; e11; e22; e23; e33; V 21; V 1e12; V 1e13; e212; e213; e12e13Þ
¼ ~gðV 2; V 3; e11; e22; e23; e33; V 21; V 1e12; V 1e13; e212; e213; e12e13Þ;
then:~g¼ gþ b1ðy9y7 y28Þþ b2ðy9y2 y8y3Þþ b3ðy2y8 y7y3Þþ b4ðy9y1 y23Þþ b5ðy1y8 y2y3Þþ b6ðy1y7 y24Þ;
where b1; . . . ;b6 2R½y1; . . . ;y12– the remainder of the division of g by GF 2 , denoted g
GF 2 , will be the same for any ~g. We can replace f by
this remainder, called the normal form of f relative to GF 2 .
5.3.3. Step 3: construct the normal form relative to GF2 of an S2-invariant polynomial
(a) Reduction of the problem. Our initial problem is the construction of the most general S2-invariant
polynomial P in ð~V ; eÞ, with the following supplementary constraints:
– the total degree of P is less than or equal to 4;
– the partial degree of P in ~V is equal to 0 or 2;
– the partial degree of P in e is equal to 0 or 2.
The conservation of total and partial degrees of a polynomial by the action of S2 implies that P can be
written asP ð~V ; eÞ ¼ P 2;0ð~V ; eÞ þ P 0;2ð~V ; eÞ þ P 2;2ð~V ; eÞ
where P2, 0, P0, 2, P2, 2 are S2-invariant polynomials of partial degrees in ~V (resp. e) equal to 2, 0, 2 (resp. 0,
2, 2). Consequently, there exist polynomials p1, p2, p3 of R½y1; . . . ; y12 such that:P 2;0ð~V ; eÞ ¼ p1ðy1; . . . ; y12Þ P 0;2ð~V ; eÞ ¼ p2ðy1; . . . ; y12Þ P 2;2ð~V ; eÞ ¼ p3ðy1; . . . ; y12Þ
The initial constraints on the partial degrees of P2, 0, P0, 2, P2, 2 generate constraints on p1, p2, p3, that we
formulate below.
(b) Deduction of p1, p2 and p3. Recall that:
– {V1, V2, V3} corresponds to {x1, x2, x3};
– {e11, e12, e13, e22, e23, e33} corresponds to {x4, x5, x6, x7, x8, x9};
– {y1, y4, y5} are the only S2-invariants of the integrity basis without the variables {e11, e12, e13, e22, e23,
e33};
– {y6, y7, y8, y9, y10, y11, y12} are the only S2-invariants of the integrity basis without the variables {V1, V2,
V3};
– {y2, y3} are the only S2-invariants of the integrity basis of partial degrees in ~V and e equal to 1.
Taking into account these last remarks, we can write:p1ðy1; . . . ; y12Þ ¼ P 2;0ð~V ; eÞ ¼a1y1 þ a2y24 þ a3y4y5 þ a4y25
p2ðy1; . . . ; y12Þ ¼ P 0;2ð~V ; eÞ ¼b1y26 þ b2y7 þ b3y8 þ b4y9 þ b5y210 þ b6y211
þ b7y212 þ b8y6y10 þ b9y6y11 þ b10y6y12
þ b11y10y11 þ b12y10y12 þ b13y11y12
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þ y4y5h3ðy1; . . . ; y12Þ þ y25h4ðy1; . . . ; y12Þ
þ g1y22 þ g2y23 þ g3y2y3where h1, h2, h3 and h4 are polynomials of type p2 (with diﬀerent coeﬃcients):h1ðy1; . . . ; y12Þ ¼c1y26 þ c2y7 þ c3y8 þ c4y9 þ c5y210 þ c6y211
þ c7y212 þ c8y6y10 þ c9y6y11 þ c10y6y12
þ c11y10y11 þ c12y10y12 þ c13y11y12
h2ðy1; . . . ; y12Þ ¼d1y26 þ d2y7 þ d3y8 þ d4y9 þ d5y210 þ d6y211
þ d7y212 þ d8y6y10 þ d9y6y11 þ d10y6y12
þ d11y10y11 þ d12y10y12 þ d13y11y12
h3ðy1; . . . ; y12Þ ¼e1y26 þ e2y7 þ e3y8 þ e4y9 þ e5y210 þ e6y211
þ e7y212 þ e8y6y10 þ e9y6y11 þ e10y6y12
þ e11y10y11 þ e12y10y12 þ e13y11y12
h4ðy1; . . . ; y12Þ ¼f1y26 þ f2y7 þ f3y8 þ f4y9 þ f5y210 þ f6y211
þ f7y212 þ f8y6y10 þ f9y6y11 þ f10y6y12
þ f11y10y11 þ f12y10y12 þ f13y11y12and: p(y1, . . . ,y12) = p1(y1, . . . ,y12) + p2(y1, . . . ,y12) + p3(y1, . . . ,y12). The goal is to obtain the normal form
of p.
(c) The normal form of p. Now we proceed to the division of p by the Grœbner basis GF 2 of IF 2 (the soft-
ware Maple is used and the Maple codes are given in Appendix B). We denote by pG2 the remainder of p in
this division. pG2 is the normal form relative to the choosen monomial ordering and the Grœbner basis GF 2 .
Thus we obtain:P ðV 1; V 2; V 3; e11; e12; e13; e22; e23; e33Þ ¼ P 2;0ð~V ; eÞ þ P 0;2ð~V ; eÞ þ P 2;2ð~V ; eÞ
whereP 2;0ð~V ; eÞ ¼a1V 21 þ a2V 22 þ a3V 2V 3 þ a4V 23
P 0;2ð~V ; eÞ ¼b1e211 þ b2e212 þ b3e12e13 þ b4e213 þ b5e222 þ b6e223
þ b7e233 þ b8e11e22 þ b9e11e23 þ b10e11e33
þ b11e22e23 þ b12e22e33 þ b13e23e33
P 2;2ð~V ; eÞ ¼V 21H 1ðeÞ þ V 22H 2ðeÞ þ V 2V 3H 3ðeÞ þ V 31H 4ðeÞ
and:H 1ðeÞ ¼c1e211 þ ðc2 þ g1Þe212 þ ðc3 þ g3Þe12e13 þ ðc4 þ g2Þe213 þ c5e222 þ c6e223
þ c7e233 þ c8e11e22 þ c9e11e23 þ c10e11e33
þ c11e22e23 þ c12e22e33 þ c13e23e33
H 2ðeÞ ¼d1e211 þ d2e212 þ d3e12e13 þ d4e213 þ d5e222 þ d6e223
þ d7e233 þ d8e11e22 þ d9e11e23 þ d10e11e33
þ d11e22e23 þ d12e22e33 þ d13e23e33
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þ e7e233 þ e8e11e22 þ e9e11e23 þ e10e11e33
þ e11e22e23 þ e12e22e33 þ e13e23e33
H 4ðeÞ ¼f1e211 þ f2e212 þ f3e12e13 þ f4e213 þ f5e222 þ f6e223
þ f7e233 þ f8e11e22 þ f9e11e23 þ f10e11e33
þ f11e22e23 þ f12e22e33 þ f13e23e33An important remark is that the polynomials P2,0, P0,2, H2, H3 and H4 are directly deduced from the
return to the initial variables. This is not the case for H1 which this one is deduced from the return to
the initial variables and the use of the relations between the elements of the integrity basis.
5.3.4. Step 4: construct an objective polynomial
Going back to the initial variables, let us remark that the previous polynomials can be written in the
following way: wð~V ; e;X ; Y ; ZÞ ¼ X ijV jV i þ Y ijkhekheij þ ZijkhpqekheijV pV q, where the X, Y and Z components
are obtained from the identiﬁcation with the previous expression. Such polynomials were built to be
invariant under S2. However wð~V ; e;X ; Y ; ZÞ is not generally O(3)-invariant, i.e. objective. To obtain this
property, as ~V and e verify the tensoriality criterion, it is suﬃcient to consider X, Y, Z as objective ten-
sors of orders 2, 4 and 6, respectively (Section 4.4). In conclusion, we have built a polynomial function in
~V , e, X, Y and Z, S2-invariant and objective. Convexity is obtained if the diﬀerent matrices are positive
deﬁnite.6. Conclusion
The Continuum Thermodynamics gives a general framework in which to write the behavior laws. How-
ever, when there are many state variables, as in the case of an anisotropic material, it is not easy to write
state or dissipation potentials in a polynomial form. Nevertheless a toolbox exists: it is the Theory of Invar-
iants. For many years, this theory has been used by mechanicians for computing speciﬁc polynomial invar-
iants, but, without general theorems, it was very diﬃcult to prove that it gave a system of generators. Now,
in view of the recent advances in the Invariant Theory and computer algebra systems, we propose a con-
structive method to write the state or dissipation potentials in a polynomial form (the most usual case). For
this, we need a set V of objective variables and the material symmetry group S (a ﬁnite subgroup of O(3)).
We give an upper bound on the number of elements of a system of generators of the S-invariant polyno-
mials of a given degree, a constructive method based on the Noether Theorem to obtain this system of gen-
erators, and, using the concept of Grœbner basis, we write all the decompostions and the normal form of
any S-invariant polynomial function of a given degree. The proposed method is independent of S and V.
The problem of writing the state and dissipation potentials in a polynomial form is then solved in a general
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A.1. Notations and elementary deﬁnitions
We denote the polynomial ring in n variables (x1, . . . ,xn) on R by R½x1; . . . ; xn. An element of
R½x1; . . . ; xn will be written P(x1, . . . ,xn) or P(X), where X is the column deﬁned by: X = (xi)i = 1,. . .,n. A
monomial of R½x1; . . . ; xn is denoted X a ¼ xa11 xa22 . . . xann , where a = (a1,a2, . . . ,an)2Nn. The total degree of
the monomial Xa is the integer jaj = a1 + a2 +    + an. The total degree of the polynomial P (or the degree
of P) is the maximum of the total degrees of the monomials which occur in P. The partial degree of the
monomial Xa in xi is the integer ai. The partial degree of the polynomial P in xi (1 6 i 6 n) is the maximum
of the partial degrees in xi of the monomials which occur in P.A.2. The Reynolds operator of the ﬁnite matrix group G
Deﬁnition. G is a ﬁnite group of real n · n matrices which act onRn. The Reynolds operator of G is the map
RG of R½x1; . . . ; xn into R½x1; . . . ; xn deﬁned by the formula:P 2 R½x1; . . . ; xn ! ðRGðP ÞÞðx1; . . . ; xnÞ ¼ 1jGj
X
g2G
Pgðx1; . . . ; xnÞ;where jGj is the number of elements of G and Pg(X) = P(g*X).
Proposition A.1. The Reynolds operator of G, RG, has the following properties:
(i) RG is R-linear on the vector space R½x1; . . . ; xn:
8ðk;/Þ 2 R2; 8ðP ;QÞ 2 ðR½x1; . . . ; xnÞ2;RGðkPþ / QÞ ¼ kRGðP Þþ / RGðQÞ;(ii) 8P 2 R½x1; . . . ; xn, RGðP Þ 2 R½x1; . . . ; xnG, i.e., if P is a polynomial of degree d, RG(P) is a G-invariant
polynomial of degree d. Thus RG transforms any homogeneous polynomial into a G-invariant homoge-
neous polynomial of the same degree;
(iii) 8P 2 R½x1; . . . ; xnG, RG(P) = P;
(iv) 8P 2 R½x1; . . . ; xnG, 8Q 2 R½x1; . . . ; xn, RG(PQ) = PRG(Q).
Consequently, RG is a linear map of the real ﬁnite-dimensional vector space Rd ½x1; . . . ; xn onto the
subspace of the G-invariant homogeneous polynomials of degree d, Rd ½x1; . . . ; xnG. Therefore the ﬁnite
subset of Rd ½x1; . . . ; xnG deﬁned by:RGðX aÞ; a ¼ ða1; a2; . . . ; anÞ with jaj ¼ df gspans Rd ½x1; . . . ; xnG.
Remark. Property (iv) of Proposition A.1 will be used to generate R½x1; . . . ; xnG as a subring of
R½x1; . . . ; xn.A.3. Monomial ordering
Let us introduce the lexicographic order on Nn.
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n. We write a>
lex
b if, in the vector difference
(a  b) in Zn, the left-most nonzero entry is positive.
This order on Nn allows us to deﬁne different monomial orderings on the set of monomials of
R½x1; . . . ; xn. Two examples are given here, but many others exist.
Deﬁnition. Let X a ¼ xa11 xa22    xann and X b ¼ xb11 xb22    xbnn be two monomials:
(i) The pure lexicographic ordering is deﬁned on the set of monomials by:X a >
plex
X b () a>
lex
b in Nn:(ii) The graded lexicographic ordering is deﬁned on the set of monomials by:X a >
grlex
X b ()
jaj > jbj
or jaj ¼ jbj and a>
lex
b
8<: :
Deﬁnition. Let P(x1, . . . ,xn) = P(X) = RaaaX
a be a polynomial of R½x1; . . . ; xn. Let > be a monomial
ordering:
(i) the leading monomial of P(X), denoted LM(P), is the largest monomial (for >) occurring in P(X);
(ii) the leading coeﬃcient of P(X), denoted LC(P), is the coefﬁcient aa0 if LMðP Þ ¼ X a0 ;
(iii) the leading term of P(X), denoted LT(P), is aa0X
a0 .A.4. A division algorithm of polynomialsProposition A.2. A division algorithm in R½x1; . . . ; xn. Let > be a fixed monomial ordering on R½x1; . . . ; xn.
Let F = {f1, . . . , fs} be a set of s polynomials of R½x1; . . . ; xn. Then any polynomial f of R½x1; . . . ; xn can be
written:f ¼ a1f1 þ    þ asfs þ r;
where ai(i = 1, . . . , s) and r are polynomials of R½x1; . . . ; xn, and either r = 0 or r is a real linear combination of
monomials, none of which is divisible by any of LM(f1), . . . ,LM(fs). We call r a remainder of f of the division by
F.A.5. Deﬁnition and properties of a Grœbner basis of an ideal
Let > be a monomial ordering on R½x1; . . . ; xn and I an ideal of R½x1; . . . ; xn. I satisﬁes the following
properties:
– O 2 I;
– "f 2 I and "g 2 I, we have f + g 2 I;
– "f 2 I, 8P 2 R½x1; . . . ; xn, we have Pf 2 I.
Recall a fundamental property of ideal.
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following sense:8h 2 I ; 9P 1; . . . ; P s 2 R½y1; . . . ; yk such that h ¼ P 1g1 þ    þ P sgs.
The ideal I is denoted hg1, . . . , gsi.
Deﬁnition (Grœbner basis of I). Suppose I is non-zero. A ﬁnite set bG ¼ fg1; . . . ; gsg of I is said to be a
Grœbner basis of I if {LT(g1), . . . ,LT(gs)} generates the leading ideal of I, i.e., the ideal generated by the
set of the leading terms of all elements of I.
Proposition A.3. Every non-zero ideal I of R½x1; . . . ; xn has a Grœbner basis. Furthermore, every Grœbner
basis of I is a finite generating set of I.
Proposition A.4. Let > be a monomial ordering on R½x1; . . . ; xn and let bG ¼ fg1; . . . ; gsg be a Grœbner basis
for the non-zero ideal I, I  R½x1; . . . ; xn. Let f 2 R½x1; . . . ; xn:
– then there exists a unique r 2 R½x1; . . . ; xn with the following two properties:
• no term of r is divisible by any LT(gi) (i = 1, . . . , s);
• there exists g 2 I such that: f = g + r.
In particular, r is the remainder of the division of f by bG no matter how the elements of bG are listed when
using the division algorithm;
– f 2 I () the remainder of the division of f by bG is zero.
Notation. More generally, we denote by f
F
the remainder of the division of f by the ordered family
F = {f1, . . . , fs}.Appendix B
with (Grœbner);
# Give the ideal of relationsWLXY :¼½ðx 1Þ^2 y 1; x 1x 5 y 2; x 1x 6 y 3; x 2 y 4; x 3 y 5; x 4 y 6;
ðx 5Þ^2 y 7; x 5x 6 y 8; ðx 6Þ^2 y 9; x 7 y 10; x 8 y 11; x 9 y 12;# Find a Grœbner basisGBXY :¼gbasisðWLXY; plexðx 1; x 2; x 3; x 4; x 5; x 6; x 7; x 8; x 9;
y 1; y 2; y 3; y 4; y 5; y 6; y 7; y 8; y 9; y 10; y 11; y 12ÞÞ;# Put in WLY the result of the previous command line without the terms
# that contains x variablesWLY :¼½y 9y 7 y 8 ^ 2; y 9y 2 y 8y 3; y 2y 8 y 7y 3; y 9y 1 y 3 ^ 2;
y 8y 1 y 2y 3; y 1y 7 y 2 ^ 2;
GBY :¼gbasisðWLY;
plexðy 1; y 2; y 3; y 4; y 5; y 6; y 7; y 8; y 9; y 10; y 11; y 12ÞÞ;
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p2 y :¼b1y 6^2þ b2y 7þ b3y 8þ b4y 9þ b5y 10^2þ b6y 11^2
þ b7y 12^2þ b8y 6y 10þ b9y 6y 11þ b10y 6y 12þ b11y 10y 11
þ b12y 10y 12þ b13y 11y 12;
h1 y :¼c1y 6^2þ c2y 7þ c3y 8þ c4y 9þ c5y 10^2þ c6y 11^2þ c7y 12^2
þ c8y 6y 10þ c9y 6y 11þ c10y 6y 12þ c11y 10y 11
þ c12y 10y 12þ c13y 11y 12;
h2 y :¼d1y 6^2þ d2y 7þ d3y 8þ d4y 9þ d5y 10^2þ d6y 11^2þ d7y 12^2
þ d8y 6y 10þ d9y 6y 11þ d10y 6y 12þ d11y 10y 11
þ d12y 10y 12þ d13y 11y 12;
h3 y :¼e1y 6^2þ e2y 7þ e3y 8þ e4y 9þ e5y 10^2þ e6y 11^2þ e7y 12^2
þ e8y 6y 10þ e9y 6y 11þ e10y 6y 12þ e11y 10y 11
þ e12y 10y 12þ e13y 11y 12;
h4 y :¼f 1y 6^2þ f 2y 7þ f 3y 8þ f 4y 9þ f 5y 10^2þ f 6y 11^2þ f 7y 12^2
þ f 8y 6y 10þ f 9y 6y 11þ f 10y 6y 12þ f 11y 10y 11
þ f 12y 10y 12þ f 13y 11y 12;
p3 y :¼y 1h1 y þ y 4^2h2 y þ y 4y 5h3 y þ y 5^2h4 y
þ g1y 2^2þ g2y 3^2þ g3y 2y 3;
p :¼p1 y þ p2 y þ p3 y;
# Construct the normal form of this polynomialpnormal :¼normalf ðp;GBY;
plexðy 1; y 2; y 3; y 4; y 5; y 6; y 7; y 8; y 9; y 10; y 11; y 12ÞÞ;# Going back to the initial variablesy 1 :¼ V 1  V 1; y 2 :¼ V 1  E12; y 3 :¼ V 1  E13; y 4 :¼ V 2; y 5 :¼ V 3;
y 6 :¼ E11; y 7 :¼ E12  E12; y 8 :¼ E12  E13;
y 9 :¼ E13  E13; y 10 :¼ E22; y 11 :¼ E23; y 12 :¼ E33;a := expand(pnormal); b := collect(a,V1); c := collect(b,V2); d := collect(c,V3);References
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