Abstract-We propose an auxiliary strategy, called per-user caching, for locating users who move from place to place while using Personal Communications Services (PCS). The caching strategy augments the basic location strategy proposed in existing standards such as GSM and IS-41, with the objective of reducing network signaling and database loads in exchange for increased CPU processing and memory costs. Since technology trends are driving the latter costs down, the auxiliary strategy will become increasingly attractive.
I. INTRODUCTION
E consider the problem of locating users who move W from place to place while using Personal Communications Services (PCS) . Previous studies [ 111, [ 141, [lo], [12] have shown that, with predicted levels of PCS users, there will be significant loads upon the signaling network and network databases, and that these loads are dependent upon the data management strategies adopted. We present a user location strategy which has the potential to reduce these loads significantly. The strategy we discuss here is an auxiliary strategy, in that it augments the basic user location strategies proposed in standards such as the North American IS-41 cellular standard [3] and the European GSM standard for mobile communications [ 131, [ 171. For a survey of various user location strategies in PCS systems, see [7] and [16] .
The strategy we present is the use of per-user caching. This strategy, like other auxiliary strategies [7] , attempts to reduce the network signaling and database loads of the basic strategies in exchange for increased CPU processing and memory costs. Since technology trends are driving the latter costs down, 
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deploying the caching strategy on a system-wide basis will become increasingly attractive. Once deployed, whether the caching strategy should be invoked for a particular user is a function of the user's mobility and communications patterns, as discussed below.
The basic user location strategies proposed in the IS-41 [3] and GSM [13], [17] standards are two-level strategies in that they use a two-tier system of home and visited databases. In two-level strategies, as in most user location strategies, the same user location procedure has to be invoked for every call to a PCS user. The key observation we make is that, in many cases, it should be possible to re-use the information about the user's location obtained during the previous call to that user. This information will be useful for those users who receive calls frequently relative to the rate at which they change registration areas. This idea attempls to exploit the spatial and temporal locality in calls received by users, similar to the idea of exploiting locality of file access in computer systems [19] , and is thus essentially a form of caching.
The outline of this paper is as follows. 111 Section 11, we describe the PCS network architecture that we assume for the presentation and analysis of the basic and caching location strategies. In Section 111, we describe the caching strategy. A feature of the caching location strategy is that it is useful only for certain classes of PCS users, those meeting certain call and mobility criteria. We encapsulate this notion in the definition of the user's call-to-mobility ratio (CMR), and Local CMR (LCMR), in Section IV. We then use this definition and our PCS network reference architecture to quantify the costs and benefits of caching and the threshold LCMR for which caching is beneficial, thus characterizing the classes of users for which caching should be applied. In Section V we describe two methods for estimating users' LCMR and compare their effectiveness when call and mobility patterns are fairly stable as well as when they may be variable. In Section VI we briefly discuss alternative architectures and implementation issues of the strategy proposed, including cache management issues, and mention other auxiliary strategies which can be designed. Section VI1 provides some conclusions and discussion of future work.
It should be stressed at the outset that the assumptions we have used in this paper constitute one reference set of assumptions. A number of variations in the assumptions could be considered, including variations in the network architecture and in the auxiliary location strategy. In most cases these variations may alter our analysis in relatively minor ways .OO 0 1994 IEEE and may not significantly affect the qualitative conclusions we draw. The intent of this paper is to present the key ideas behind the caching auxiliary strategy and to develop a method for quantifying its costs and benefits. This method can then be applied to specific architectures and deployment scenarios as needed.
PCS NETWORK ARCHITECTURE
PCS users receive calls via either wireless or wire-line access. In general, calls may deliver voice, data, text, facsimile or video information. For our purposes, we define the location of a PCS user, as known by the wire-line network, as the registration area (RA) in which the user is located. For users attached directly to a wire-line network, the RA is defined as the point of attachment. For users attached via wireless links, the situation is described as follows. In order to deliver calls by wireless links, the geographical region covered by a PCS network is divided into radio port coverage areas, or cells. Each cell is primarily served by one radio base station, although a base station may serve one or more cells. The base station locates a user, and delivers calls to and from the user, by means of paging within the cell(s) it serves. Base stations are connected to the rest of the wire-line network by wire-line links. An RA consists of an aggregation of cells, forming a contiguous geographical region.
We assume that a signaling network is used to set up calls which is distinct from the network used to actually transport the information contents of the calls. Specifically, we assume a Common Channel Signaling (CCS) network is used to set up calls which uses the Signaling System No. 7 (SS7) protocols (see [I51 for a tutorial). Fig. 1 illustrates the reference signaling network assumed in this study. This architecture is meant as a reference architecture for a hypothetical geographical region, and is not necessarily the architecture corresponding to any particular implementation. The cells of the geographical region are served by base stations and are aggregated into RA's. The base stations of an RA are connected via a wire-line network to an end-office switch, or Service Switching Point (SSP). Each SSP serves a single RA. SSP's of different RA's are in turn connected to a two-level hierarchy of Signaling Transfer Points (STP' s), comprised of a Regional STP (RSTP) connected to all Local STPs (LSTP's) in the region, which perform message routing and other SS7 functions. (In practice each STP actually consists of two STP's in a mated-pair configuration or redundancy [15] ; for simplicity Fig. 1 only shows one of the two STP's of each mated pair.) The RSTP is also connected to a Service Control Point (SCP), which is assumed to contain the functionality associated with a Home Location Register (HLR) database.
For simplicity, we assume that in functional terms the MSC is collocated with the SSP. In addition, a distinct Visitor Location Register (VLR) database is associated with each MSC. These assumptions are not unreasonable. It is already anticipated that the VLR will be collocated with the MSC, and the MSCNLR combination is likely to evolve to be SS7 compatible. (In the rest of this paper, the terms switch or SSP will be used interchangeably, depending on the context.) Each switch is assumed to serve exactly one RA, which, in turn, may be comprised of one or more cells. This assumption is used to simplify the ensuing analysis, although in practice, each VLR may serve a number of RA's.
In this paper we do not address issues relating to the content of messages and other information transfer (i.e., for billing, etc.) which may occur during a call. For simplicity it is assumed that message sizes are equal for different types of transactions (e.g., location, request. registration, and deregistration), for both query and update invocations as well as their associated response messages. Since we only perform a comparative analysis of the basic strategy with and without the auxiliary caching strategy, the conclusions will not be affected by this simplification.
PER-USER LOCATION CACHING
The basic idea behind per-user location caching is that the volume of SS7 message traffic and database accesses required in locating a called subscriber can be reduced by maintaining local storage, or cache, of user location information at a switch. At any switch, location caching for a given user should be employed only if a large number of calls originate for that user from that switch, relative to the user's mobility. Note that the cached information is kept at the switch from which calls originate, which may or may not be the switch where the called user is currently registered.
Location caching involves the storage of location pointers at the originating switch; these point to the VLR (and the associated switch) where the user is currently registered. We refer to the procedure of locating a PCS user as a FIND operation, borrowing the terminology from [I] . We define a basic FIND, or BasicFINDO, as one where the following sequence of steps takes place.
1 ) The call to a PCS user is directed to the switch nearest the caller. 2) Assuming that the called party is not located within the immediate RA, the switch queries the HLR for routing
3)

4)
)
information V returns "miss" to calling switch:
Calling switch invokes BasicFINDf); 1 } What when a cache hit occurs we save one query to the HLR (a VLR query is involved in both CacheFINDO and BasicFINDO), and we also save traffic along some of the signaling links; instead of four message transmissions as in BasicFIND( 1, only two are needed. In steady state operation, the cached pointer for any given user is updated only upon a "miss."
Note that the BasicFINDO procedure differs from that specified for "roaming" subscribers in the IS-41 standard [3]. In the IS-41 standard, the second line in the BusicFIND() procedure is omitted, i.e., every call results in a query of the called user's HLR. Thus, in fact, the procedure specified in the standard will result in an even higher network load than the BasicFIND() procedure specified here. However, in order to make a fair assessment of the benefits of GacheFIND( ), we have compared it against BasicFINDO. Thus the benefits of CacheFIND( ) investigated here depend specifically on the use of caching, and not simply on the availability of user location information at the local VLR.
IV. CACHING THRESHOLD ANALYSIS
In this section we investigate the classes of users for which the caching strategy yields net reductions in signaling traffic and database loads. We characterize classes of users by their call-to-mobility ratio (CMR). The call-to-mobility ratio (CMR) of a user is the average number of calls to a user per unit time, divided by the average number of times the user changes registration areas per unit time. We also define a local CMR (LCMR), which is the average number of calls to a user from a given originating switch per unit time, divided by the average number of times the user changes registration areas per unit time.
For each user, the amount of savings due to caching is a function of the probability that the cached pointer correctly points to the user's location, and increases with the user's LCMR. In this section we quantify the minimum value of LCMR for caching to be worthwhile. This caching threshold is parameterized with respect to costs of traversing signaling network elements and network databases, and can be used as a guide to select the subset of users to whom caching should be applied. The analysis in this section shows that estimating users' LCMR's, preferably dynamically, is very important in order to apply the caching strategy. The next section will discuss methods for obtaining this estimate.
From the pseudocode for BasicFIND( ), the signaling network cost incurred in locating a PCS user in the event of a call is the sum of the cost of querying the HLR (and receiving the response), and the cost of querying the VLR which the HLR points to (and receiving the response). Let a=Cost of querying the HLR and receiving a response ,#=Cost of querying the pointed VLR and receiving a Then, the cost of the BasicFIND( ) operation is response.
To quantify this further, assume costs for traversing various network elements as follows. Al=Cost of transmitting a location request or response message on A-link between SSP and LSTP D=Cost of transmitting a location request or response A,=Cost of transmitting a location request or response L=Cost of processing and routing a location request or R=Cost of processing and routing a location request or HQ=Cost of a query to the HLR to obtain the current VLR VQ' COSt of a query to the VLR to obtain the routing Then, using the PCS reference network architecture (Fig. I) , 
Dominant Cost Term
We now calculate the cost of CacheFlND( ) . We define the hit ratio as the relative frequency with which the cached pointer correctly points to the user's location when it is consulted. Let p=cache hit ratio CH=Cost of the CacheFIND() procedure when there is a 
For CucheFIND( ), the signaling network costs incurred in locating a user in the event of an incoming call depend upon the hit ratio as well as the cost of querying the VLR which is stored in the cache; this VLR query may or may not involve traversing the RSTP. In the following, we say a VLR is a focal VLR if it is served by the same LSTP as the originating switch, and a remote VLR otherwise. Let q=Prob(VLR in originating switch's cache is a local VLR)
S=Cost of querying a local VLR €=Cost of querying a remote VLR v=Cost of updating the cache upon a miss. Then,
For net cost savings we require CC < CB, or that the hit ratio exceeds a hit ratio threshold, p~, derived using (3, (8) ,
and (1):
Equation (12) specifies the hit ratio threshold for a user, evaluated at a given switch, for which local maintenance of a cached location entry produces cost savings. As pointed out previously, a given user's hit ratio may be location dependent, since the rates of calls destined for that user may vary widely across switches. The hit ratio threshold in (12) is comprised of heterogeneous cost terms, i.e., transmission link utilization, packet switch processing, and database access costs. Therefore, numerical evaluation of the hit ratio threshold requires either detailed knowledge of these individual quantities or some form of simplifying assumptions. Based on the latter approach, two possible methods of evaluation may be employed: 1) assume one or more cost terms dominate, and simplify (12) by setting the remaining terms to zero, or 2) establish a common unit of measure for all cost terms, for example time delay. In this case, Al. A,, and D may represent transmission delays of fixed transmission speed (e.g., 56 kb/s) signaling links. L and R may constitute the sum of queueing and service delays of packet switches (i.e., STP's), and IfQ and VQ the transaction delays for database queries. We adopt the first method in this section and evaluate (12) assuming a single term dominates. (In Section V we present results using the second method). Table I shows the hit ratio threshold required to obtain net cost savings, for each case in which one of the cost terms is dominant.
In Table I we see that if the cost of querying a VLR or of traversing a local A-link is the dominant cost, caching for users who may move is never worthwhile, regardless of users' call Since updating the cache involves an operation to a fast local memory rather than a database operation, we shall assume in the following that q = 0. Then, C M = C H f C B = Q S f ( l -q ) E + a + P .
(9) reception and mobility patterns. This is because the caching strategy essentially distributes the functionality of the HLR to the VLR's. Thus the load on the VLR and the local A-link is always increased, since any move by a user results in a cache miss. On the other hand, for a fixed user (or telephone), From (3, (8) , and (9) we have Cc: = a + p + t -p ( a + 0) + q(S -e).
(10)
caching is always worthwhile. We also observe that if the remote A-links or HLR querying are the bottlenecks caching is worthwhile even for users with very low hit ratios.
As a simple average-case calculation, consider the net network benefit of caching when HLR access and update is the performance bottleneck. Consider a scenario where U = 50% of PCS users receive c = 80% of their calls from s = 5 RA's where their hit ratio p > 0, and sf = 4 of the SSP's at those RA's contain sufficiently large caches. Assume that caching is applied only to this subset of users, and to no other users. Suppose that the average hit ratio for these users is p = SO%, so that 80% of the HLR accesses for calls to these users from these RA are avoided. Then the net saving in the accesses to the system's HLR is H = ( u c s ' p ) / s = 25%.
We discuss other quantities in Table I Table I . Several values for LCMRT in Table I involve the term q, the probability that the pointed VLR is a local VLR. These values may be numerically evaluated by simplifying assumptions. For example, assume that all the SSP's in the network are uniformly distributed amongst E LSTP's. Also, assume that all the PCS subscribers are uniformly distributed in location across all SSP's, and that each subscriber exhibits the same incoming call rate at every SSP. Under these conditions, q is simply 1/1. Consider the case of the public switched telephone network. Given that there are a total of 160 Local Access Transport Area (LATA) across the 7 Regional Bell Operating Company (RBOC) regions [2] , the average number of LATA'S, or 1, is 160/7 or 23. Table I shows the results with q = 1/1 in this case. We observe that the assumption that all users receive calls uniformly from all switches in the network is extremely conservative. In practice, we expect that user call reception patterns would display significantly more locality, so that q would be larger and the LCMR thresholds required to make caching worthwhile would be smaller. It is also worthwhile to consider the case of a RBOC region with PCS deployed in a few LATA only, a likely initial scenario, say 4 LATA'S. In either case the value of q would be significantly higher; Table  I shows the LCMR threshold when q = 0.215.
It is possible to quantify the net costs and benefits of caching in terms of signaling network impacts in this way, and determine the hit ratio and LCMR threshold above which users should have the caching strategy applied. Applying caching to users whose hit ratio and LCMR is below this threshold results in net increases in network impacts. It is lhus important to estimate users' LCMR's accurately. The next section discusses how to do so.
V. TECHNIQUES FOR ESTIMATING USE:RS' LCMR
Here we sketch some methods of estimating users' LCMR. A simple and attractive policy is to not estimate these quantities on a per-user basis at all. For instance, if the average LCMR over all users in a PCS system is high enough (and from Table I , it need not be high depending upon which network elements are the dominant costs), then caching could be used at every SSP to yield net system-wide benefits. Alternatively, if it is known that, at any given SSP, the average LCMR over all users is high enough, a cache can be installed at that SSP. Other variations can be designed.
One possibility for deciding about caching on a per-user basis is to maintain information about a user's calling and mobility pattern at the HLR, and download it periodically to selected SSP's during off-peak hours. It is easy to envision numerous variations on this idea.
In this section we investigate two possible techniques for estimating LCMR on a per-user basis when caching is to be deployed. The first algorithm, called the running average algorithm, simply maintains a running average of the hit ratio for each user. The second algorithm, called the reset-K algorithm, attempts to obtain a measure of the hit ratio over the "recent" history of the user's movements. We describe the two algorithms below, and evaluate their effectiveness using a stochastic analysis taking into account user calling and mobility patterns.
A. The Running Average Algorithm
The running average algorithm maintains, for every user that has a cache entry, the running average of the hit ratio. A running count is kept of the number of calls to a given user, and, regardless of the FIND procedure used to locate the user, a running count of the number of times that the user was at the same location for any two consecutive calls; the ratio of these numbers provides the measured running average of the hit ratio. We denote the measured running average of the hit ratio by p~; in steady state, we expect that p~ = p. The user's previous location as stored in the cache entry is used only if the running average of the hit ratio, p~, is greater than the cache hit threshold p~. Recall that the cache scheme outperforms the basic scheme if p > p~ = CH/CB. Thus in steady state, the running average algorithm will outperform the basic scheme when p~ > p~.
We consider, as before, the steady state where the incoming call stream from an SSP to a user is a Poisson process with arrival rate A, and the time that the user resides in an RA has an exponential distribution with mean l / p . Thus LCMR = A / p [eq. (13)] and the location tracking cost at steady state is (This corresponds to assigning uniform units to all cost terms in (12), i.e., the second evaluation method as discussed in Section IV. Thus the ratio Cc/CB may represent the percentage reduction in user location time with the caching strategy compared to the basic strategy.) The figure indicates that in the steady state, the caching strategy with the running average algorithm for estimating LCMR can significantly outperform the basic scheme if LCMR is sufficiently large. For instance with LCMR N 5, caching can lead to cost savings of 20-60% over the basic strategy. Equation (16) (cf., solid curves in Fig. 2 ) is validated against a simple Monte Carlo simulation (cf., dashed curves in Fig. 2 ). In the simulation, the confidence interval for the 95% confidence level of the output measure CC/CB is within 3% of the mean value. This simulation model will later be used to study the running average algorithm when the mean of the movement distribution changes from time to time [which cannot be modeled by using (16)l.
One problem with the running average algorithm is that the parameter p is measured from the entire past history of the user's movement, and the algorithm may not be sufficiently dynamic to adequately reflect the recent history of the user's mobility patterns.
B. The Reset-K Algorithm
We may modify the running average algorithm such that p is measured from the "recent" history. Define every K incoming calls as a cycle. The modified algorithm, which is referred to as the reset-K algorithm, counts the number of cache hits n in a cycle. If the measured hit ratio for a user, p~ = n / K 2 p~, then the cache is enabled for that user, and the cached information is always used to locate the user in the next cycle. Otherwise, the cache is disabled for that user and the basic scheme is used. At the beginning of a cycle, the cache hit count is reset, and a new p~ value is measured during the cycle.
To study the performance of the reset-K algorithm, we model the number of cache misses in a cycle by a Markov process. Assume as before that the call arrivals are a Poisson process with arrival rate A and the time period the user resides in an RA has an exponential distribution with mean l/p. A pair ( z , j ) , where i > j , represents the state that there are j cache misses before the first i incoming phone calls in a cycle. A pair ( i , j ) * , where i 2 j 2 1, represents the state that there are j -1 cache misses before the first i incoming phone calls in a cycle, and the user moves between the ith and the i + 1st phone calls. The difference between ( i , j ) and ( i , j ) * is that if the Markov process is in the state ( i , j ) and the user moves, then the process moves into the state (i, j + l)*. On the other hand, if the process is in state ( i , j ) * when the user moves, the process remains in ( i , j ) * because at most one cache miss occurs between two consecutive phone calls. ( i , j ) denote the probability of the process being in state ( i , j ) * . Then the transition equation is
process remains in ( i , j ) * (with rate p). Otherwise, the process moves to ( i + 1, j ) with rate A. The transition equation is
. (21)
The transitions for (2, 0) are similar to the transitions for ( i , O ) except that the transition from (1, 0) is replaced by ( K + 1,0) , . . . , ( K + 1, K ) [cf., Fig. 4(c) ( K + 1,0) , . . . , ( K + 1, K ) [cf., Fig. 4(d) Fig. 3(c) illustrates the transitions for state ( i , j ) where 2 < i < K + 1 , 0 < j < i -1. The process may move into state ( i , j ) from two states ( i -1,j) and ( i -l,j)* with rate A, respectively. The process moves from ( i , j ) to ( i , j + 1)* or ( i + 1,j) with rates p and A, respectively. The transition equation is ( K + 1,j), then it implies that there are j cache misses in the Thus, the probability that the measured hit ratio p~ < pT in the previous cycle is Fig. 4(a) illustrates the transitions for state ( K + 1,j) where 0 < j < K + 1. Note that if a phone call arrives when the process is in ( K , j ) or ( K , j ) * , the system enters a new cycle (with rate A), and we could represent the new state as (1,O). In our model, we introduce the state ( K + 1,j) instead of (1, 0), where C O~~S K n ( K + l , j ) = x(l,O), so that the hit ratio, and thus the location tracking cost, can be derived [see (24)]. The process moves from ( K + 1 , j ) [i.e., (1, O)] to (1, 1)* with rate p if the user moves before the next call arrives. Otherwise, the process moves to (2, 0) with rate A. The transition equation is
For j = 0, the transition from ( K , j ) * to ( K + 1 , O ) should be removed in Fig. 4(a) Fig. 4(b) illustrates the transitions for state (2, j ) * where 0 < j 5 i , 1 < i < K + 1. The process can only move to ( i , j ) * from ( i . j -1) (with rate p). From the definition of ( i , j ) * , if the user moves when the process is in ( i , j ) * , the 013SK and the location tracking cost for the reset-R algorithm is
The first term in (24) represents the cost incurred when caching is disabled because the hit ratio threshold exceeds the hit ratio measured in the previous cycle. The second term is the cost when the cache is enabled, and consists of two parts, corresponding to calls during which hi1.s occur and calls during which misses occur. The ratio in square brackets is the conditional probability of being in state x ( K + 1,j) during the current cycle. 
is not defined in (17) and 7r(K + 1 , j ) can be computed and the location tracking cost for the reset-K algorithm is obtained using (24). The analysis is validated by a Monte Carlo simulation. In the simulation, the confidence interval for the 98% confidence level of the outph measure CC/CB is within 3% of the mean value. Fig. 5 plots curves for (24) (the solid curves) against the simulation expedments (the dashed curves) for K = 20 and CH = 0 . 5 C~ and 0 . 3 C~, respectively. The figure indicates that the analysis i5 consistent with the simulation model.
C. Comparison of the LCMR Estimation Algorithms
If the distributions for the incoming call process and the user movement process never change, then we would expect the running average algorithm to outperform the reset-K algorithm (especially when K is small) because the measured hit ratio p~ in the running average algorithm approaches the true hit ratio value p in the steady state. Surprisingly, the performance for the reset-K algorithm is roughly the same as the running average algorithm even if K is as small as 10. Fig. 6 plots the location tracking costs for the running average algorithm and the reset-K algorithm with different K values.
The figure indicates that in steady state, when the distributions for the incoming call process and the user movement process never change, the running average algorithm outperforms reset-K, and a large value of K outperforms a small K , but the differences are insignificant. If the distributions for the incoming call process or the user movement process change from time to time, we expect that the reset-K algorithm outperforms the running average algorithm. We have examined this proposition experimentally. In the experiments, 4000 incoming calls are simulated. The call arrival rate changes from 0.1 to 1.0, 0.3, and then 5.0 for every lo00 calls (other sequences have been tested and similar results are observed). For every data point, the simulation is repeated 1000 times to ensure that the confidence interval for the 98% confidence level of the output measure CC/C, is within 3% of the mean value. Fig. 7 plots the location tracking costs for the two algorithms for these experiments. By changing the distributions of the incoming call process, we observe that the reset-K algorithm is better than the running average algorithm for all C H / C B values. 
VI. DISCUSSION
In this section we discuss aspects of the caching strategy presented here. Caching in PCS systems raises a number of issues not encountered in traditional computer systems, particularly with respect to architecture and locality in user call and mobility patterns. In addition, several variations in our reference assumptions are possible for investigating the implementation of the caching strategies. Here we sketch some of the issues involved.
A. Conditions When Caching Is BeneJiciul
We summarize the conditions for which the auxiliary strategies are worthwhile, under the assumptions of our analysis.
The caching strategy is very promising when the HLR update or query load, or the remote A-link, is the performance bottleneck, since a low LCMR (LCMR > 0) is required. For caching, the total database load and signaling network traffic is reduced whenever there is a cache hit. In addition, load and traffic is redistributed from the HLR and higher-level SS7 network elements (RSTP, D-links) to the VLR's and lower levels where excess network capacity may be more likely to exist. If the VLR is the performance bottleneck, the caching strategy is not promising unless the VLR capacity is upgraded.
The benefits of the caching strategy depend upon user call and mobility patterns when the D-link, RSTP, and LSTP are the performance bottlenecks. We have used a Poisson call arrival model and exponential inter-move time to estimate this dependence. Under very conservative assumptions, for caching to be beneficial requires relatively high LMCR's (25-50); Comparing the running average algorithm and the reset-K algorithm we expect that in practice this threshold could be lowered significantly (say, LCMR > 7). Further experimental study is required to estimate the amount of locality in user movements for different user populations to investigate this issue further. It is possible that for some classes of users, data obtained from active badge location system studies (e.g., [ 5 ] ) could be useful. In general, it appears that caching could also potentially provide benefits to some classes of users even when the D-link, RSTP or the LSTP are the bottlenecks. We observe that more accurate models of user calling and mobility patterns are required to help resolve the issues raised in this section. We are currently engaged in developing theoretical models for user mobility and estimating their effect on studies of various aspects of PCS performance [9] .
B. Alternative Network Architectures
The reference architecture we have assumed (Fig. 1 ) is only one of several possible architectures. It is possible to consider variations in the placement of the HLR and VLR functionality, (e.g., placing the VLR at a Local SCP associated with the LSTP instead of at the SSP), the number of SSP's served by an LSTP, the number of HLR's deployed, etc. It is quite conceivable that different regional PCS service providers and telecommunications companies will deploy different signaling network architectures as well as placement of databases for supporting PCS within their serving regions [18] . It is also possible that the number and placement of databases in a network will change over time as the number of PCS users increases.
Rather than consider many possible variations of the architecture, we have selected a reference architecture to illustrate the new auxiliary strategy and our method of calculating its costs and benefits. Changes in the architecture may result in minor variations in our analysis but may not significantly affect our qualitative conclusions.
C. LCMR Estimation and Caching Policy
It is possible that for some user populations, estimating the LCMR may not be necessary, since they display a relatively high average LCMR. For some populations, as we have shown in Section V, obtaining accurate estimates of user LCMR in order to decide whether or not to use caching can be important in determining the net benefits of caching.
In general, schemes for estimating the LCMR range from static to dynamic, and distributed to centralized. We have presented two simple distributed algorithms for estimating LCMR, based on a long-range and short-range running calculation; the former is preferable if the call and mobility pattern of users is fairly static, while the latter is preferable if it is variable. Tuning the amount of history which is used to determine whether caching should be employed for a particular user is an obvious area for further study, but which is outside the scope of this paper.
An alternative approach is to utilize some user-supplied information, by requesting profiles of user movements, (e.g., see [20] , [7] ) and to integrate this with the caching strategy. A variation of this approach is to use some domain knowledge about user populations and their characteristics.
A related issue is that of cache size and management. In practice it is likely that the monetary cost of deploying a cache may limit its size. In that case cache entries may not be maintained for some users; selecting these users carefully is important to maximize the benefits of caching. Note that the cache hit ratio threshold cannot necessarily be used to determine which users have cache entries, since it may be useful to maintain cache entries for some users even though their hit ratios have temporarily fallen below the threshold. A simple policy which has been found to be effective in computer systems is the least recently used (LRU) policy [ 191, in which cache entries which have been least recently used are discarded, and may offer some guidance in this context.
VII. CONCLUSIONS
Previous studies [ll] , [14] , [lo] , [12] of PCS-related network signaling and data management functionalities suggest a high level of utilization of the signaling network in supporting call and mobility management activities for PCS systems. We have presented an auxiliary strategy, called per-user caching, to augment the basic user location strategy proposed in standards such as GSM and the North American IS-41 cellular standard [31, I171, [161. For a given PCS system architecture, we have quantified the criteria under which the caching strategy produces reductions in the network signaling and database loads in terms of users' LCMR's. We have shown that if the HLR or the remote A-link in an SS7 architecture is the performance bottleneck, caching is useful regardless of user call and mobility patterns. If the D-link, or STP's are the performance bottlenecks, caching is potentially beneficial for large classes of users, particularly if they display a degree of locality in their call reception patterns. Depending upon the numbers of PCS users who meet these criteria, the system-wide impacts of these strategies could be significant. For instance, for users with LCMR N 5 and stable call and move patterns, caching can result in cost reductions of 20-60% over the basic user location strategy, BasicFlND( 1, under our analysis. Our results are conservative in that the BasicFIND( ) procedure we have used for comparison purposes already reduces the network impacts compared to the user location strategy specified in PCS standards such as IS-41.
We have also investigated in detail two simple on-line algorithms for estimating users' LCMR's and examined the call and mobility patterns for which each would be useful. The algorithms allow a system designer to tune the amount of history used to estimate a users' LCMR, and hence attempt to optimize the benefits due to caching.
The particular values of cache hit ratios and LCMR thresholds will change with variations in the way the PCS architecture and the caching strategy is implemented, but our general approach can still be applied. There are several issues deserving further study with respect to deployment of the caching strategy, such as the effect of alternative PCS architectures, integration with other auxiliary strategies such as the use of user profiles, and effective cache management policies.
Recently we have augmented the work reported in this paper by a simulation study in which we have compared the caching and basic user location strategies [6]. The effect of using a time-based criterion for enabling use of the cache has also been considered [8]. We are currently investigating the use of an auxiliary strategy involving a system of forwarding pointers to reduce the signaling traffic and database loads for users with low CMR's [7] , [9] . We are also investigating the effect of alternative user mobility models on performance analysis of PCS systems [9] .
