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Central United States Flood of June–July 1993
Abstract
Thirteen regional climate model (RCM) simulations of June–July 1993 were compared with each other and
observations. Water vapor conservation and precipitation characteristics in each RCM were examined for a
10° × 10° subregion of the upper Mississippi River basin, containing the region of maximum 60-day
accumulated precipitation in all RCMs and station reports.
All RCMs produced positive precipitation minus evapotranspiration (P − E > 0), though most RCMs
produced P − Ebelow the observed range. RCM recycling ratios were within the range estimated from
observations. No evidence of common errors of E was found. In contrast, common dry bias of P was found in
the simulations.
Daily cycles of terms in the water vapor conservation equation were qualitatively similar in most RCMs.
Nocturnal maximums of P and C (convergence) occurred in 9 of 13 RCMs, consistent with observations.
Three of the four driest simulations failed to couple P and C overnight, producing afternoon maximum P.
Further, dry simulations tended to produce a larger fraction of their 60-day accumulated precipitation from
low 3-h totals.
In station reports, accumulation from high (low) 3-h totals had a nocturnal (early morning) maximum. This
time lag occurred, in part, because many mesoscale convective systems had reached peak intensity overnight
and had declined in intensity by early morning. None of the RCMs contained such a time lag. It is
recommended that short-period experiments be performed to examine the ability of RCMs to simulate
mesoscale convective systems prior to generating long-period simulations for hydroclimatology.
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ABSTRACT
Thirteen regional climate model (RCM) simulations of June–July 1993 were compared with each other and
observations. Water vapor conservation and precipitation characteristics in each RCM were examined for a 108
3 108 subregion of the upper Mississippi River basin, containing the region of maximum 60-day accumulated
precipitation in all RCMs and station reports.
All RCMs produced positive precipitation minus evapotranspiration (P 2 E . 0), though most RCMs produced
P 2 E below the observed range. RCM recycling ratios were within the range estimated from observations. No
evidence of common errors of E was found. In contrast, common dry bias of P was found in the simulations.
Daily cycles of terms in the water vapor conservation equation were qualitatively similar in most RCMs.
Nocturnal maximums of P and C (convergence) occurred in 9 of 13 RCMs, consistent with observations. Three
of the four driest simulations failed to couple P and C overnight, producing afternoon maximum P. Further, dry
simulations tended to produce a larger fraction of their 60-day accumulated precipitation from low 3-h totals.
In station reports, accumulation from high (low) 3-h totals had a nocturnal (early morning) maximum. This
time lag occurred, in part, because many mesoscale convective systems had reached peak intensity overnight
and had declined in intensity by early morning. None of the RCMs contained such a time lag. It is recommended
that short-period experiments be performed to examine the ability of RCMs to simulate mesoscale convective
systems prior to generating long-period simulations for hydroclimatology.
1. Introduction
Mesoscale processes and regional surface conditions
influence the water cycle of the central United States
(Rasmusson 1967; Fritsch et al. 1986; Higgins et al.
Corresponding author address: Christopher J. Anderson, Iowa
State University, 3010 Agronomy Hall, Ames, IA 50011-1010.
E-mail: candersn@iastate.edu
1997), suggesting that high-resolution models are nec-
essary for detailed, physically based simulation of the
region’s hydroclimate. One approach to this problem is
the use of a regional climate model (RCM) that nests a
high-resolution limited-area model within the grid of a
coarser-resolution analysis or climate model. A variety
of RCM architectures exist, but systematic comparison
of output from different RCMs is lacking (Giorgi and
Mearns 1999). In response to this need a number of
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groups have developed RCM intercomparison projects.
RCM intercomparisons provide a common experimental
framework to systematically identify processes that are
simulated well or poorly, thereby either increasing con-
fidence in RCMs as prognostic tools or indicating model
components in need of improvement (Takle et al. 1999).
In the present study results from 13 RCMs that par-
ticipated in experiment 1b of the Project to Intercompare
Regional Climate Simulations (PIRCS; Gutowski et al.
1998; Takle et al. 1999) are compared with each other
and observations. The 60-day simulation period spans
1 June–31 July 1993, overlapping the peak precipitation
episode of the central United States flood (Arritt et al.
1997). It is well documented that an unusually high
incidence of heavy precipitation, mesoscale convective
systems (MCSs) and low-level jets (LLJs) contributed
to this flood event (Kunkel et al. 1994; Arritt et al. 1997;
Anderson and Arritt 1998). These mesosocale processes
are important not only to this event but also to hydro-
climatology of the central United States (Fritsch et al.
1986; Higgins et al. 1997). The short period of simu-
lation for PIRCS experiment 1b facilitates detailed ex-
amination of whether RCM output contains character-
istics of such mesoscale weather elements. The ability
of RCMs to reproduce mesoscale dynamics in the cen-
tral United States has not been examined in much detail,
so that, while it is well known that RCM output in
regions of highly variable terrain is more reasonable
when compared with GCM output (Seth and Giorgi
1998), it is unknown whether this may be said of RCM
output in the central United States where the terrain is
relatively flat.
In our intercomparison, we emphasize sources of sys-
tematic intermodel variability of precipitation, evapo-
transpiration, and horizontal moisture flux. The inter-
comparison focuses on a 108 3 108 latitude–longitude
box (378–478N, 998–898W) within the upper Mississippi
River basin (UMRB; shown in Fig. 1). The location of
60-day maximum precipitation is contained within this
region in all simulations and in the observations. The
following section contains a description of data sources
and methodology. Results follow in section 3, and a
summary with discussion is given in section 4.
2. Data sources
a. Regional climate models
The RCMs examined herein1 include six limited-area
models developed outside the United States (DAR-
1 DARLAM—Commonwealth Science and Industrial Research Or-
ganisation Division of Atmospheric Research Limited Area Model;
CRCM—University of Que´bec at Montreal Canadian Regional Cli-
mate Model; EM—Swiss Federal Institute of Technology Climate
High-Resolution Model; HIRHAM—High-Resolution Hamburg cli-
mate model; PROMES—University of Complutense in Madrid re-
gional climate model; RegCM2—National Center for Atmospheric
Research Regional Climate Model version 2; SweCLIM—Swedish
LAM, CRCM, EM, HIRHAM, PROMES, SweCLIM),
two adaptations of the fifth-generation Pennsylvania
State University–National Center for Atmospheric Re-
search (PSU–NCAR) Mesoscale Model MM5 (MM5–
ANL, MM5–BATS), a regional climate adaptation of
PSU–NCAR MM4 model (RegCM2), and two spectral
models (NCEP RSM, Scripps RSM). Selected charac-
teristics of the 13 limited-area models used in this study
are listed in Tables 1 and 2. The continental United
States and portions of adjacent oceans were included in
the domain of each RCM. The nominal node spacing
was 50 km but varied slightly in each RCM because of
different map projections. Each simulation ran contin-
uously from initialization on 1 June 1993 with lateral
boundaries updated at 6-h intervals. Additional details
of the PIRCS experimental design are reported in Takle
et al. (1999).
Initial and boundary data (including soil moisture)
were generated from the NCEP–NCAR reanalysis and
were made accessible to each modeling group by
PIRCS. Each group was responsible for interpolating
this data onto the group’s model’s computational grid.
For three RCMs (EM, PROMES, SweCLIM-ECMWF),
initial and boundary data were derived from the Eu-
ropean Centre for Medium-Range Weather Forecasts
(ECMWF) reanalysis. Note that our intercomparison in-
cludes two simulations from SweCLIM (SweCLIM-
NCEP, SweCLIM-ECMWF) that differ only in the
source of initial and boundary conditions. The nesting
strategy for NCEP RSM and Scripps RSM differs mark-
edly from the other limited-area models in that both
models use information from the reanalysis over the
inner domain as well as near the lateral boundaries
through domain nesting (Juang and Kanamitsu 1994;
Juang et al. 1997; Juang and Hong 2001). The two RSM
implementations differ only in the convective parame-
terization scheme. In addition to differences of lateral
boundary data source, climatological soil moisture con-
ditions were used in CRCM. Since the domain of all
RCMs extends over adjacent oceans where data is lim-
ited in comparison with the United States, our results
may be sensitive to the source of initial and boundary
data.
b. Observed precipitation
Precipitation observations used in this study include
station hourly precipitation, gridded hourly precipitation
(Higgins et al. 1996), and gridded monthly precipitation
(Legates and Willmot 1990). We derived station hourly
precipitation from the hourly precipitation data (HPD)
Meteorological and Hydrological Institute regional climate model;
MM5–ANL—MM5 version 3; MM5–BATS—Biosphere–Atmo-
sphere Transfer Scheme coupled to MM5; NCEP RSM—National
Centers for Environmental Prediction Regional Spectral Model;
Scripps RSM—Scripps regional spectral model.
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archive at the National Climatic Data Center (NCDC).
Most station reports in the HPD had precision of 2.54
mm, but some reported precipitation to 0.254 mm. For
consistency, we truncated the latter to 2.54 mm. Quality
control procedures at NCDC removed stations that con-
sistently failed to report both temperature and precipi-
tation. We applied additional selection criteria, remov-
ing station records with gaps $24 consecutive hours.
The dataset used in this analysis contains 242 stations
within the UMRB box. Domain-average precipitation
was the arithmetic mean of precipitation at stations with-
in the UMRB box.
c. Diagnostic quantities
Model output used to compute diagnostic quantities
includes evaporation, precipitation, precipitable water,
specific humidity, and u- and y-wind components.
Quantities that involved mathematical operations of
these variables, such as water vapor transport (the prod-
uct of specific humidity and u- and y-wind components)
or accumulated precipitation, were computed on the na-
tive lattice of each RCM. In order to facilitate direct
comparison of RCM output, however, a common grid
must be used. We interpolated all diagnostic quantities
to a common 0.58 3 0.58 lat–lon grid, which is ap-
proximately the nominal node spacing of the RCMs. We
used a single-pass Barnes scheme (Barnes 1964) with
e-folding distance set to 0.58 in order to damp signals
less than twice the analysis grid spacing.
1) WATER VAPOR CONSERVATION EQUATION
Rasmusson (1968) and Peixoto and Oort (1992) have
derived an area-average water vapor conservation equa-
tion,
S 5 (E 1 C) 2 P, (1)
where S is the atmospheric water vapor storage, E is
evapotranspiration rate, P is precipitation rate, and C is
convergence of vertically integrated atmospheric water
vapor flux. The terms S and C are
PS] dp
S 5 q and (2)E]t gPT
C 5 2= · Q, (3)
where g is the gravitation constant, q is specific hu-
midity, p is pressure, and integration boundaries PS and
PT are pressure at the surface and top of the atmosphere,
respectively. The vertically integrated atmospheric wa-
ter vapor flux, Q, is
PS dpQ 5 vq (4)E gPT
where v is the two-dimensional velocity vector. The
right-hand side of (1) represents processes that can
change the atmospheric water vapor content in a unit
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TABLE 2. Parameterizations in models selected from PIRCS experiment 1b.
Model Investigator Land surfacea Boundary layerb Explicit precipitation Convectionc
ClimRAMS Liston, Pielke BATS Local K: gradient-Rich-
ardson
Rain and ice physics:
prognostic cloud water
KA
CRCM Caya, Laprise Single-layer soil model
vegetation
Local K: gradient-Rich-
ardson
Rain and ice physics:
prognostic rain, cloud
water
KF
DARLAM McGregor, Katzfey Soil water: six-layer tem-
perature: six-layer veg-
etation
Local K: gradient-Rich-
ardson
Rain physics: prognostic
water vapor
AG
EM Lu¨thi Three-layer soil model
vegetation
Second-order Mellor and
Yamada
Rain and ice physics:
prognostic cloud water
MF
HIRHAM Christiansen, Lopez Soil water: one-layer
temperature: five-layer
vegetation
1.5-order closure, local
K: prognostic TKE
Rain and ice physics:
prognostic cloud water
MF
MM5–ANL Taylor OSU Blackadar Rain and ice physics:
prognostic cloud water
Grell
MM5–BATS Lapenta BATS MRF Rain and ice physics:
prognostic cloud water
Grell
NCEP RSM Hong Soil water: two-layer
temperature: two-layer
vegetation
Nonlocal eddy flux:
Holtslag et al. (1990)
Rain physics: prognostic
water vapor
Modified PW
PROMES Gaertner Soil water: two-layer
temperature: two-layer
vegetation
Local K: Blackadar coef-
ficients
Rain physics: prognostic
rain, cloud water
KF
RegCM2 Pan BATS Nonlocal eddy flux:
Holtslag et al. (1990)
Rain physics: prognostic
cloud water
Grell
Scripps RSM Roads, Chen Soil water: two-layer
temperature: two-layer
vegetation
Nonlocal eddy flux:
Troen and Mahrt
(1987)
Rain physics: prognostic
water vapor
PW
SweCLIM Jones Soil water: two-layer
temperature: two-layer
vegetation
Local K: prognostic TKE Rain and ice physics:
prognostic cloud water
KF
a Land surface scheme: BATS, Biosphere–Atmosphere Transfer Scheme, five-layer soil model, Dickinson et al. (1993); OSU, Oregon State
University, multilayer soil model, Chen and Dudhia (2001).
b Boundary-layer scheme: MRF, Medium Range Forecast model, nonlocal eddy flux, Troen and Mahrt (1987), Hong and Pan (1996); Blackadar,
local K, gradient-Richardson, Zhang and Anthes (1982).
c Convection scheme: AS, Arakawa–Schubert, Arakawa and Schubert (1974); AG, Arakawa–Gordon, McGregor et al. (1993a); Grell, Grell
et al. (1993) and Grell (1993); MF, mass flux scheme following Tiedtke (1989); KA, Kuo (1974); KF, Kain–Fritsch, Kain and Fritsch (1990);
PW, Pan-Wu, Pan and Wu (1995).
column. In this formalism, conversion to and from sus-
pended liquid water and ice is neglected.
We applied the water vapor conservation equation (1)
to the UMRB box for the 60-day period of the PIRCS
simulations. Output from all RCMs included 3-h ac-
cumulation of precipitation and surface latent heat flux,
so that P and E in (1) were specified completely by
dividing the 3-h accumulation by 3 h and averaging over
all 3-h periods. Output from most PIRCS RCMs in-
cluded instantaneous precipitable water every 3 h, but
for those that did not we computed instantaneous pre-
cipitable water every 6 h from instantaneous values of
q and p. The difference of precipitable water between
successive 3- or 6-h periods divided by the respective
time period was the precipitable water tendency. The
60-day average storage (S) was the average of precip-
itable water tendency taken over each 3- or 6-h interval.
All time averages were computed on the native grid of
each RCM, that is, prior to interpolation. Domain av-
erages were the arithmetic mean of interpolated water
vapor conservation components at each grid point with-
in the UMRB boundaries.
Estimates of water vapor convergence in the central
United States are sensitive to the frequency and spatial
density of wind reports (Berbery and Rasmusson 1999),
due to nocturnal acceleration of the low-level wind field
over this region (Rasmusson 1968; Berbery and Ras-
musson 1999). Since horizontal node spacing of the
RCM output is approximately 50 km 3 50 km, hori-
zontal resolution should not be a large source of error
in convergence estimates, although some error is intro-
duced during interpolation. However, PIRCS models ar-
chived wind components 4 times per day, which is half
the frequency recommended by Berbery and Rasmusson
(1999). This limitation was a consequence of mass-stor-
age capacity.
Equation (3) may be reformulated by use of Gauss’s
theorem as
C* 5 Q · n dg, (5)R
where n is the unit vector normal to the perimeter and
g is a unit length along the perimeter. We computed the
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line integral along the perimeter of the UMRB box of
the 60-day average of vertically integrated water vapor
flux. The error, D, of C* was
D 5 C 2 C*, (6)
where C is computed by rearranging the water vapor
conservation equation (1). Typical values of D were less
than 30% of the magnitude of C*. It is impossible to
separate the contribution to D by specific error sources,
such as smoothing and undersampling of the wind field.
However, D of this magnitude is consistent with accu-
racy estimates for observed water vapor convergence in
this region (Gutowski et al. 1997). In a few RCMs D
was as large as twice the magnitude of C (DARLAM,
MM5–ANL, MM5–BATS, RegCM2). We have found a
high incidence of LLJs (not shown) in RCMs that are
based on the PSU–NCAR Mesoscale Model (including
RegCM2) relative to that of other RCMs in our collec-
tion. This result in conjunction with large D suggests
the low-level wind experiences a dramatic nocturnal ac-
celeration that might require more frequent sampling in
order to characterize C* accurately. Because of this dis-
parity and since model P, E, and S are well represented
in model output, we examined C as a residual rather
than C*.
2) WATER VAPOR FLUX
The unique nocturnal maximum of summertime pre-
cipitation in the U.S. midwest (Wallace 1975) tempo-
rally separates the daily maxima of P and E. This diurnal
pattern, coupled with the nocturnal maximum of LLJs,
raises questions about the diurnal cycle of water vapor
flux in this region. To account for sampling errors dis-
cussed in the previous section, we applied an adjustment
to the 60-day averages of water vapor influx and efflux.
The total influx, Fin, (or efflux, Fout) of water vapor was
the line integral along the perimeter of the UMRB box
for which the 60-day average of Q was directed inward
(or outward). We adjusted Fin and Fout as follows:
F9 5 F 1 0.5D (7)in in
F9 5 F 2 0.5D. (8)out out
3) RECYCLING RATIO
Estimates of water cycling in the central United States
indicate that a small fraction of this region’s precipi-
tation originates as evaporated water vapor from within
the region itself (Brubaker et al. 1993; Trenberth 1999).
This characteristic is used as a gross diagnostic of the
atmospheric hydrologic cycle in the PIRCS RCMs. A
common quantification of water cycling is the two-di-
mensional recycling ratio r derived by Brubaker et al.
(1993), which has the form
E9A
r 5 , (9)
E9A 1 2Fin
where E9 is area-average evapotranspiration, A is area,
and Fin is water vapor influx. We computed r for each
RCM using 60-day averages of E9 and Fin. We computed
r with substituted for Fin and found the differenceF9in
to be inconsequential. The two-dimensional recycling
ratio (for a complete review of recycling models see
Burde and Zangvil 2001) was formulated for linearly
varying fields under the assumption of a well-mixed
atmosphere in steady state. If these assumptions were
strictly met, the fraction of precipitation from evapo-
rated water vapor within the domain would be exactly
quantified. In the central U.S. LLJs, transient synoptic-
scale low-pressure systems, spatial heterogeneity of P
and E, and temporal coherence between LLJs and pre-
cipitation are a few of many conditions that may violate
these assumptions (Trenberth 1999; Burde and Zangvil
2001). Therefore, we suggest a cautious interpretation,
following Trenberth (1999), in which r is considered
an index rather than an exact measure of recycling.
3. Results
a. Precipitation
Observed accumulated precipitation for June–July
1993, as estimated by using data from an archive ini-
tiated by Legates and Willmot (1990), exceeds 400 mm
over Iowa, north-central and northeastern Kansas, north-
ern Missouri, southeast Nebraska, and southwest Min-
nesota (Fig. 1a). Maxima exceeding 550 mm are located
in north-central Kansas and central Iowa. The spatial
pattern closely resembles a smoothed contour analysis
of rain gauge data for June–August 1993 (Kunkel et al.
1994). The NCEP–NCAR reanalysis produces maxi-
mum precipitation exceeding 550 mm in eastern Iowa
(Fig. 1b).
All RCMs produced maximum precipitation within
the central United States, ranging from about 325 to just
over 700 mm. Within this wide range, eight RCMs
(HIRHAM, MM5–ANL, MM5–BATS, NCEP RSM,
PROMES, RegCM2, Scripps RSM, SweCLIM-
ECMWF) produced maximum precipitation between
450 and 650 mm. RCM precipitation averaged over all
models exceeds 300 mm in an area covering Iowa,
southeast Minnesota, and western Wisconsin (Fig. 1c).
This northeastward displacement of maximum compos-
ite precipitation compared with maximum observed pre-
cipitation reflects an error of spatial location that occurs
in all RCMs except ClimRAMS, CRCM, and PROMES
(precipitation plots for each RCM are available online
at www.pircs.iastate.edu/hydrology/precipitation.html).
The much lower maximum in composite precipitation
compared with observations has two causes. First, sim-
ulated maximum precipitation is less than observed
maximum precipitation in the climate version of the
Regional Atmospheric Modeling System (ClimRAMS),
CRCM, MM5–ANL, SweCLIM-ECMWF, and Swe-
CLIM-NCEP, whereas observed maximum precipitation
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FIG. 1. Precipitation (mm) for Jun–Jul 1993 in (a) gridded observations, (b) NCEP–NCAR reanalysis, (c) RCM composite, and (d)
standard deviation of RCM composite.
is exceeded only in EM and DARLAM. Second, the
position of maximum 60-day precipitation varies mark-
edly. Simulated 60-day precipitation maxima are located
anywhere from northeastern Kansas to central Minne-
sota. These errors combine to produce an rmse that is
as much as 50% (28%) of the composite (observed)
maximum (Fig. 1d).
Position errors may be caused by inadequate repre-
sentation of unresolved processes in RCMs (such as
subgrid precipitation and turbulence) or errors of large-
scale and transient synoptic conditions that propagate
into the RCM interior domain from the boundary data.
A comparison of SweCLIM-ECMWF with SweCLIM-
NCEP gives direct evidence of the influence of bound-
ary data, although it cannot be assumed that all other
RCMs would respond to alternative boundary data in
exactly the same way. Simulated precipitation exceeding
400 mm in SweCLIM-ECMWF extends from western
Iowa northward into central Minnesota, while in
SweCLIM-NCEP it is confined to central Minnesota.
Although the southern edge of maximum precipitation
in SweCLIM-ECMWF is much closer to the observed
maximum, heavy precipitation in this simulation over
Minnesota is contradictory with the hypothesis that pre-
cipitation is significantly altered by biases of large-scale
circulation in the boundary data source. We have also
examined movies of 500-hPa geopotential height fields
in both SweCLIM-ECMWF and SweCLIM-NCEP,
which show small differences in patterns of transient
synoptic-scale systems. Whereas different boundary
conditions for the two SweCLIM simulations produced
small differences in their precipitation fields, precipi-
tation fields for the three RCMs that used boundary
conditions from ECMWF reanalysis (EM, PROMES,
SweCLIM-ECMWF) differ markedly from each other
with maximum precipitation varying in magnitude from
about 400 to over 650 mm and in location from central
Minnesota to southwest Iowa. These results suggest that,
in this intercomparison, if systematic differences of sim-
ulated precipitation fields were caused by using alter-
native lateral boundary data sources, the differences
were overwhelmed by variability related to design of
the limited-area model.
These results have led us to examine more closely
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TABLE 3. Terms from 60-day water vapor conservation equation
(mm day21).
Model S E P C P 2 E r
ClimRAMS
CRCM
DARLAM
EM
HIRHAM
0.4
0.0
0.3
0.5
0.7
3.5
2.9
3.8
4.2
3.5
4.0
4.6
6.5
5.0
4.4
0.9
1.7
3.0
1.3
1.6
0.5
1.7
2.7
0.8
0.9
N/A
N/A
0.06
0.06
0.06
MM5–ANL
MM5–BATS
NCEP RSM
PROMES
RegCM2
Scripps RSM
0.3
0.3
0.3
0.1
0.4
0.3
3.3
4.3
5.4
2.0
3.8
5.6
4.3
5.3
6.0
5.1
5.2
5.9
1.3
1.3
0.9
3.2
1.8
0.6
1.0
1.0
0.6
3.1
1.4
0.3
0.06
0.06
0.08
0.03
0.07
0.08
SweCLIM-
ECMWF 0.1 4.3 5.4 1.2 1.1 0.07
SweCLIM-NCEP
Observations
Station
Higgin Grid
Delaware Grid
0.2
N/A
N/A
N/A
4.1
N/A
N/A
N/A
5.0
6.2
5.9
6.2
1.1
N/A
N/A
N/A
0.9
N/A
N/A
N/A
0.07
N/A
N/A
N/A
the RCMs themselves for systematic errors of precipi-
tation. In most RCMs maximum accumulated precipi-
tation occurred north of a near-surface potential tem-
perature gradient in the 60-day average potential tem-
perature field and downwind of maximum LLJ fre-
quency. This suggests that frontal overrunning was a
key mechanism in generating precipitation in many
RCMs. Radar and satellite imagery indicate this was not
the case for observed precipitation. We have viewed
surface weather maps, radar summaries, and Geosta-
tionary Operational Environmental Satellite (GOES-8)
infrared (IR) imagery and have found that observed
precipitation frequently formed south of surface fronts,
became organized as an MCS, and moved along or
slightly north of the surface front. Further evidence that
observed precipitation occurred along and south of sur-
face fronts is given by Junker et al. (1999) who conclude
that a significant fraction of precipitation in June–July
1993 was produced by ‘‘regenerating convective cells
moving along a stationary low-level boundary.’’ Thus,
systematic error of precipitation location in RCMs is
likely related to an inability of these RCMs to simulate
precipitation systems along and south of the mean po-
tential temperature gradient.
b. RCM 60-day hydrology components
1) PRECIPITATION MINUS EVAPOTRANSPIRATION
(P 2 E)
Over a climatological average, summertime E ex-
ceeds P in the central United States (Roads et al. 1994;
Kunkel 1990; Gutowski et al. 1997). Positive P 2 E in
June–July 1993 was a large deviation from such a cli-
matological norm. Estimated P 2 E in May–June–July
1993 from global analyses or reanalyses was 2–3 mm
day21 (Trenberth and Guillemot 1996; Gutowski et al.
1997). Positive P 2 E was produced in every RCM
simulation, although values exceeded 2 mm day21 only
in DARLAM and PROMES (Table 3). Nine RCMs
(ClimRAMS, EM, HIRHAM, MM5–ANL, MM5–
BATS, NCEP RSM, SweCLIM-ECMWF, SweCLIM-
NCEP, RegCM2) produced P 2 E within the range 0.5
to 1.5 mm day21. The overall tendency to understate P
2 E is due to low bias of P in 10 RCMs (ClimRAMS,
CRCM, EM, HIRHAM, MM5–ANL, MM5–BATS,
PROMES, SweCLIM-ECMWF, SweCLIM-NCEP,
RegCM2). Only DARLAM produced P greater than ob-
served.
2) PRECIPITATION
Precipitation rate depends on water vapor supply at
the RCM boundaries and on precipitation processes in-
ternal to the RCMs. It is likely that some differences of
model P are attributable to differences in model lateral
boundary placement and methods for assimilating lat-
eral boundary data (Seth and Giorgi 1998; Hong and
Pan 2000). Lateral boundary nudging-zone width and
dynamic constraints are unique to each RCM. Further-
more, the NCEP RSM and Scripps RSM have a unique
nesting strategy of a domain nesting in physical space
as well as a spectral nesting in spectral space (Juang
and Hong 2001). It is beyond the scope of PIRCS to
quantify sensitivity of P to lateral boundary details for
each RCM. We have, however, examined whether dif-
ferent boundary data sources are associated with sys-
tematic differences of P. In order to do so, we have
divided the models into two subgroups: one contained
three RCMs (EM, SweCLIM-ECMWF, PROMES) that
were provided boundary conditions from the ECMWF
reanalysis, and the other contained the remaining 10
RCMs (ClimRAMS, CRCM, DARLAM, ETH, HIR-
HAM, MM5–ANL, MM5–BATS, NCEP RSM,
SweCLIM-NCEP, RegCM2) that were given boundary
conditions from the NCEP–NCAR reanalysis. The range
of P of the ECMWF group is contained within the range
of P of the NCEP–NCAR group. In addition, the dif-
ference of P between SweCLIM-NCEP and SweCLIM-
ECMWF is slightly less than the range of P in models
based on the PSU–NCAR Mesoscale Model that were
driven by boundary conditions generated from the
NCEP–NCAR reanalysis (0.4 mm day21 compared with
1.0 mm day21). Thus, we find no evidence that suggests
systematic errors of P have resulted from different
boundary conditions in this intercomparison, in agree-
ment with the result for precipitation fields of section
3a. Note that North America is a data-rich region com-
pared with much of the rest of the globe, so that dif-
ferences between ECMWF and NCEP–NCAR reanal-
yses should be relatively small; thus, our result should
not be extrapolated to other regions.
Water vapor supply through the lower boundary
should relate to P as well. Sensitivity of P to extremely
different patterns of initial soil water content has been
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TABLE 4. Portion of convective and stable precipitation.
Convective
fraction (%)
Stable fraction
(%)
ClimRAMS
CRCM
DARLAM
EM
HIRHAM
MM5–ANL
MM5–BATS
NCEP RSM
PROMES
RegCM2
Scripps RSM
SweCLIM-ECMWF
SweCLIM-NCEP
75.98
51.64
97.65
66.32
39.57
39.62
36.52
60.67
87.73
N/A
67.88
51.75
46.22
24.01
48.35
2.34
33.67
60.42
60.37
63.47
39.32
12.26
N/A
32.11
48.24
53.77
FIG. 2. Time series of daily evapotranspiration (mm) from
each RCM.
demonstrated in many RCM simulations of June–July
1993 (Paegle et al. 1996; Giorgi et al. 1996; Seth and
Giorgi 1998; Bosilovich and Sun 1999; Hong and Leet-
maa 1999; Hong and Pan 2000). Unlike these studies,
initial soil water content is nearly saturated in all RCMs
with the exception of PROMES and CRCM (see section
2a), neither of which produced P notably different from
other simulations. There is evidence that P and E are
coupled more strongly in NCEP RSM and Scripps RSM
than in the other RCMs of this intercomparison. As will
be presented in section 3d, convective precipitation in
both RSM simulations peaked during the afternoon
when evaporation rate peaked and moisture flux con-
vergence was at its minimum, suggesting that afternoon
destabilization by latent heat flux from the land surface
scheme directly enhanced P. In general, however, rank
correspondence of E and P is not a consistent feature
of RCMs in this intercomparison.
Precipitation processes in RCMs are directly related
to parameterizations for convective and stable precipi-
tation. To examine whether convective parameterization
alone has systematic influence on simulated precipita-
tion, we have calculated the fraction of simulated pre-
cipitation that comes from convective and stable param-
eterizations. The convective portion of model precipi-
tation varies greatly between the simulations, ranging
from 97% to 39% (Table 4), although only two RCMs
(PROMES and DARLAM) exceed 70% convective frac-
tion. While convective fraction is nearly identical in
MM5–ANL and MM5–BATS, in which the Grell con-
vective parameterization scheme is used, there is large
variability of convective fraction between different
RCMs that use the Kain–Fritsch convective parameter-
ization (SweCLIM, PROMES, and CRCM). This indi-
cates that variability of convective fraction in this in-
tercomparison is RCM-dependent. Despite the wide
range of convective fraction, neither linear relation nor
rank correspondence is evident between convective frac-
tion and total precipitation.
3) EVAPOTRANSPIRATION (E)
Observed E is difficult to ascertain, since it is mea-
sured in few locations. Trenberth and Guillemot (1996)
have estimated that E during May–June–July 1993 was
;4 mm day21, which is nearly equal to estimates of its
climatological value (Roads et al. 1994; Berbery and
Rasmusson 1999; Gutowski et al. 1997). Kunkel et al.
(1994) concluded that potential evapotranspiration dur-
ing June–July 1993 was slightly less than its climato-
logical value because of enhanced cloudiness. Thus, a
climatological value for E may be an appropriate esti-
mate for June–July 1993. The RCM-average E is 3.9
mm day21, which is nearly identical to the climatolog-
ical estimate of 4 mm day21. Ten RCMs (ClimRAMS,
DARLAM, ETH, HIRHAM, MM5–ANL, MM5–BATS,
SweCLIM-ECMWF, SweCLIM-NCEP, RegCM2) pro-
duce E within 15% of the RCM average (Table 3).
The evidence indicates systematic error for extreme
values of E produced by PROMES (low E) and the two
RSMs (high E). Time series of daily evaporation shows
only PROMES and CRCM have an apparent trend of
daily evapotranspiration (Fig. 2), whereas daily evapo-
transpiration appears to fluctuate randomly about E in
all other RCMs. This occurs despite positive P 2 E over
the period, which would tend to increase the soil mois-
ture content. This suggests that the average soil water
content in nearly all RCMs was sufficiently close to
saturation so that factors controlling evapotranspiration
are likely to be specific to components of land surface
schemes used in the RCMs rather than the soil water
content itself. The trend in CRCM is directly related to
its unique decrease of daily precipitation rate over the
midwest United States in the latter half of the simulation
period when precipitation systems remained near the
northern lateral boundary. In PROMES, an increasing
trend of evapotranspiration is evident, suggesting that
the initial soil water content had a controlling influence
on evapotranspiration during the first 30 days. In support
of this assertion, the investigators who submitted PRO-
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FIG. 3. Daily cycle of terms in the 60-day water vapor conservation equation (1) in (a) group A and (b) group B. RCMs included in group
A are: DARLAM, EM, MM5–ANL, MM5–BATS, NCEP RSM, SweCLIM-ECMWF, SweCLIM-NCEP, RegCM2, and Scripps RSM, and in
group B are: ClimRAMS, CRCM, HIRHAM, PROMES.
MES also suspect that relatively low E in their simu-
lation is directly related to lower soil water content in
the alternative soil moisture initial conditions they used
(see section 2a). At the other extreme of E, high values
are produced in NCEP RSM and Scripps RSM, despite
deriving initial soil conditions from the same source as
most of the other RCMs (NCEP–NCAR reanalysis).
Betts et al. (1997) reported on tests of an Eta Model
implementation (Eta is the primary mesoscale weather
forecast model used at NCEP) of the land surface
scheme used in both RSMs. They found that this land
surface scheme was overly aggressive in drying the up-
per 10-cm soil layer. In the PIRCS-1b experiment, this
behavior could certainly cause an overproduction of E,
since soil water content was replenished rapidly in both
RSMs as a result of persistent rainfall, and accumulated
incident shortwave radiation was higher in these RCMs
than in others.
c. Water cycling
Climatological estimates of summertime r in the cen-
tral United States range from 0.15 to 0.25 (Brubaker et
al. 1993; Eltahir and Bras 1996; Trenberth 1999), re-
flecting the strong low-level water vapor transport that
characterizes this region’s summertime hydrology. Dir-
meyer and Brubaker (1999) have estimated that r in the
central United States during June–July 1993 was within
the range 0.05–0.10. The decrease from its climatolog-
ical value is due to intensified low-level moisture flux
(Trenberth and Guillemot 1996). All RCMs produce r
within the estimated observed range, except PROMES
for which r is less than the minimum of the estimated
observed range (Table 3). The low value of r in PRO-
MES is caused by low E, which occurs despite its rel-
atively high insolation. The agreement between the
range of r in the RCMs and observations further sug-
gests the collective dry bias is due to internal RCM
precipitation processes rather than difference in water
vapor supply.
d. Daily cycle of water vapor conservation equation
(1)
A unique feature of the atmospheric hydrologic cycle
of the central United States is dependence of precipitation
on nocturnal water vapor flux convergence. This feature
is absent in the NCEP–NCAR reanalysis data (Higgins
et al. 1997) that is used to drive many of the local-area
models in PIRCS-1b. We constructed daily cycles of
terms of the water vapor conservation equation (1) in
order to determine whether the RCMs had simulated tem-
poral separation between maximum evapotranspiration
and maxima of precipitation and convergence. We found
that daily cycles of C and P exhibited nocturnal maxima
in most but not all RCMs. We formed two subgroups
and computed composite daily cycles of water conser-
vation components to illustrate this distinction. Group A
is composed of the nine RCMs (DARLAM, EM, MM5–
ANL, MM5–BATS, NCEP RSM, SweCLIM-ECMWF,
SweCLIM-NCEP, RegCM2, Scripps RSM) for which
daily cycles of P and C both contained a nocturnal peak.
The remaining four RCMs (ClimRAMS, CRCM, HIR-
HAM, PROMES) formed group B. (The daily cycle for
each RCM may be viewed at www.pircs.iastate.edu/
hydrology/watercycle.html.) In general, maxima in the
composite daily cycles are smaller in amplitude and
broader over time than in any individual model; never-
theless, both composites retain distinctions noted above
(Fig. 3).
These results indicate that many of the RCMs in this
intercomparison simulate physical details of the atmo-
spheric hydrologic cycle that are absent in the driving
data. To examine whether such features are produced
by similar mechanisms in different RCMs, we con-
structed daily cycles of convective and stable precipi-
tation, which are sensitive to different model processes.
In all RCMs but ClimRAMS the convective parame-
terization scheme is invoked by mechanisms related to
potential instability in a single model column of an ide-
alized parcel lifted from near the ground. The Kuo con-
vective parameterization scheme in ClimRAMS is more
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FIG. 4. Daily cycle of simulated 60-day convective, stable, and
total precipitation (sum of convective and stable). Members of group
A and group B are listed in Fig. 3 caption.
FIG. 5. Daily cycle of 60-day water vapor influx and efflux in (a) group A and (b) group B. Members of group A and group B are listed
in Fig. 3 caption.
sensitive to moisture flux convergence. Stable precipi-
tation occurs in all RCMs when threshold values of
gridpoint relative humidity are exceeded. Thus, in these
RCMs convective precipitation reflects a response to
destabilization while stable precipitation relates to grid-
scale moistening.
We found that daily cycles of convective precipitation
for members of group A contain similar trends that are
summarized well in the daily cycle of composite con-
vective precipitation (Fig. 4). Convective precipitation
in all RCMs of group A except DARLAM was largest
at 2230 LST and remained high through 0430 LST. The
relatively large value of composite convective precip-
itation at 1630 LST is caused by DARLAM, which has
an extraordinary pattern of maxima at 1630, 2230, and
0430 LST. Stable precipitation for all members of group
A peaked overnight between 0130 and 0730 LST (Fig.
4). Because these maxima occur at night, they provide
strong indication that both subgrid and grid-scale pre-
cipitation in these RCMs was linked to widespread
moistening and destabilization by the development of
nocturnal moisture flux convergence.
Feedback between surface latent heat flux and pre-
cipitation is evident in some RCMs of group A. A grad-
ual increase of composite P occurs during 1030–2230
LST (Fig. 3a). This is due to secondary afternoon max-
imum of P in Scripps RSM, NCEP RSM, and EM.
During this time convective precipitation reaches a sec-
ondary maximum, while C is at its minimum in all three
RCMs. These results suggest afternoon convective pre-
cipitation forms in response to destabilization by surface
latent and sensible heat flux in these RCMs.
The daily cycle of composite convective precipitation
of group B shows a very different trend from that of
group A (Fig. 3b), increasing more rapidly between
1030 and 1630 LST and decreasing after 2230 LST. This
broad maximum is caused by variability of the time of
maximum convective precipitation. Daily cycles in
ClimRAMS and PROMES have a broad maximum,
peaking at 1930 LST. A broad maximum occurs slightly
later in CRCM from 2230 through 0130 LST. In con-
trast, HIRHAM has maximum convective precipitation
midday at 1330 LST. In PROMES and ClimRAMS max-
imum convective precipitation occurs simultaneously
with maximum C, whereas the time of maximum con-
vective precipitation leads that of C in HIRHAM and
CRCM. These results indicate that daytime precipitation
in HIRHAM and CRCM is driven by destabilization
from surface latent heat flux, but in PROMES and
ClimRAMS the influence of surface latent heat flux can-
not be separated from that of moisture flux convergence.
Composite stable precipitation for group B has a
broad nocturnal maximum, but the amplitude of its di-
urnal cycle is much smaller than in the composite of
group A (Fig. 3b). Only ClimRAMS and CRCM have
simultaneous maxima of stable precipitation and C.
These maxima occur at 1630 (ClimRAMS) and 1930
(CRCM), however, rather than overnight as in the RCMs
of group A.
Daily cycles of and were constructed to furtherF9 F9in out
examine differences in timing of maximum C (moisture
flux fields were unavailable for ClimRAMS, CRCM,
and MM5–ANL). In all RCMs the time of maximum
occurs at 0000 LST, which is the time of peak LLJF9in
frequency in all RCMs and near the time of peak LLJ
frequency in hourly National Oceanic and Atmospheric
Administration (NOAA) wind profiler data (Fig. 5; Ar-
ritt et al. 1997). However, the magnitude of the nocturnal
maximum is larger for RCMs of group A than for HIR-
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FIG. 6. Daily cycle of 60-day precipitation in station reports.
FIG. 7. Frequency of 3-h precipitation totals expressed as a
cumulative fraction of 60-day accumulated precipitation.
HAM and PROMES, which leads to greater nocturnal
convergence in RCMs of group A. Since maximum
is related to LLJ frequency, it is also related to theF9in
dynamic evolution of LLJs, which contains a substantial
divergent (ageostrophic) component (Blackadar 1957;
Uccellini and Johnson 1979; Chen and Kpaeyeh 1993).
One plausible explanation for the disparity in amplitude
of the diurnal cycle of might be the magnitude ofF9in
horizontal diffusion used to ensure computational sta-
bility. Greater diffusion would tend to reduce the mag-
nitude of moisture flux, especially the divergent com-
ponent.
The daily cycle of is very similar in all RCMs,F9out
except at 1800 LST when for HIRHAM and PRO-F9out
MES is greatly reduced compared to in RCMs ofF9out
group A, thereby creating afternoon convergence. This
behavior is atypical compared not only with the other
RCMs in this intercomparison but also with climato-
logical studies of LLJs and moisture transport (Higgins
et al. 1997).
e. Daily cycle of observed precipitation
The daily cycle of station P contains a single noc-
turnal maximum during 0130–0430 LST and sharp de-
crease during 0430–1330 LST (Fig. 6). These features
resemble those of the climatological daily cycle for pre-
cipitation in Iowa (Takle 1995), though the amplitude
of the daily cycle in 1993 is larger. The timing of max-
imum P in group A is much closer to the observed time
of maximum P than in group B. This further suggests
that the relationship between the large-scale circulation
and precipitation is incorrectly simulated by members
of group B. Moreover, three members of group B
(ClimRAMS, HIRHAM, CRCM) rank as the three driest
RCMs of this collection, suggesting that incorrectly re-
lating precipitation to the resolvable-scale circulation
affects not only the daily cycle of precipitation but also
time-average water conservation.
f. 3-h precipitation totals
1) HISTOGRAM OF 3-H PRECIPITATION TOTALS
Heavy precipitation events were unusually frequent
during the peak flood period in late June and early July
1993 (Kunkel et al. 1994). Such events were mesoscale
in nature, so that the ability of RCMs to simulate heavy
mesoscale precipitation events is an important indicator
of whether they add information to large-scale analyses
or GCM output. Evidence that RCMs can add physical
detail to large-scale analyses was given by Takle et al.
(1999), who show that many RCMs in PIRCS experi-
ment 1a produced a large MCS under conditions of weak
synoptic forcing. Here, we examine statistics of 3-h pre-
cipitation totals, which is influenced by the integrated
effect of localized heavy precipitation events and MCS.
Station precipitation is accumulated over 3-h intervals
identical to the archived intervals of the RCMs. The
lowest observable precipitation amount (2.54 mm) de-
termined the lowest 3-h total and bin increment in the
histograms (see section 2b). Histograms were expressed
in precipitation units (mm) by multiplying counts with
3-h total.
In Fig. 7 cumulative histograms for each dataset are
normalized by 60-day accumulated precipitation. All
curves of cumulative fraction in RCMs except EM lie
to the left of the observed curve. This means that a
larger fraction of 60-day accumulated precipitation in
the RCMs is produced by lower 3-h totals than is ob-
served. For example, the fraction that is produced by
3-h totals #12.70 mm is larger in all RCMs than in the
station data. Our interest is in heavy precipitation for
which there do not exist widely accepted, objective
thresholds. We define ‘‘heavy 3-h precipitation’’ as
those 3-h rates that contribute the upper 10% of 60-day
accumulated precipitation for each dataset. By this def-
inition heavy 3-h precipitation contributes equally to 60-
day accumulated precipitation in the simulations and
station data, but the threshold that defines heavy 3-h
precipitation may vary. In fact, thresholds under this
definition range from 2.54 mm (ClimRAMS) to 53.34
mm (EM), although 8 of 13 RCMs are within a smaller
range of 10.16–35.56 mm. Thresholds for the simula-
tions are generally lower than for the station data (43.18
mm). Simulations with severe dry bias tended to pro-
duce lower thresholds (ClimRAMS, HIRHAM, CRCM)
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FIG. 8. Daily cycle of accumulated precipitation for high (12.70–
101.60 mm), moderate (7.62–10.16 mm), and low (2.54–5.08 mm)
3-h precipitation totals in station reports.
FIG. 9. Daily cycle of accumulated precipitation for high (12.70–101.60 mm), moderate (7.62–10.16 mm), and low (2.54–5.08 mm) 3-h
precipitation totals in (a) group A and (b) group B. Members of group A and group B are listed in Fig. 3 caption.
compared with other RCMs, whereas simulations in
which the threshold was similar to that observed (DAR-
LAM, EM, MM5–ANL, NCEP RSM, Scripps RSM)
tended to have either high value of P or large magnitude
of regional maximum precipitation in their precipitation
field.
The tendency for models to produce more precipi-
tation than observed at low precipitation rates is re-
ported for many different timescales in many climate
simulations (Giorgi et al. 1996; Kunkel et al. 2002). An
explanation for this tendency is that different horizontal
scales are represented by precipitation in station data
and RCMs. Rain gauge measurements are point obser-
vations (Legates and Willmot 1990), whereas the RCMs
in this intercomparison cannot resolve processes having
horizontal scale smaller than several times their nominal
grid spacing of 50 km. The important finding herein is
not that these RCMs produced more precipitation at
lower than observed precipitation rates. Instead, the re-
sults indicate that inadequacy in representing heavy 3-
h precipitation totals and overproducing low 3-h pre-
cipitation totals has resulted in a tendency toward dry
bias.
More recent work with ClimRAMS (version 4.3) has
introduced the Kain–Fritsch (KF) cumulus parameteri-
zation scheme as an alternative to the Kuo schemed used
in the PIRCS study. Preliminary RAMS-KF simulations
improve the low-precipitation biases, especially in the
central United States (Castro et al. 2001). Results with
RAMS-KF will be presented in a future paper on the
North American Monsoon Model Intercomparison Pro-
ject (NAMIP).
2) DAILY CYCLE OF FREQUENCY OF 3-H TOTALS
In the station data, different daily cycles of accu-
mulated 3-h totals were found for ranges of 3-h totals
of 2.54–5.08, 7.62–10.16, and 12.70–101.60 mm. We
defined low, moderate, and high 3-h total categories
corresponding to these 3-h total ranges. We applied the
same categorical analysis to the simulations. Arguably,
3-h total ranges should be redefined because of the dis-
parity between station and RCM climatologies. How-
ever, high-rate precipitation is well defined by 3-h totals
$12.70 mm for all but one simulation. To associate
meteorological features with the daily cycles, we ex-
amined cloud-top characteristics in GOES-8 IR imagery.
Daily cycles of accumulated precipitation in each cat-
egory in the station data have a single peak, but the
peak accumulation of high 3-h totals occurs at 0900
LST, while for moderate and low 3-h totals the peaks
occur at 1200 and 1500 LST, respectively (Fig. 8). Wide-
spread high 3-h totals are associated with mature MCSs
in GOES-8 IR imagery, whereas low 3-h totals are as-
sociated with either the decay of an MCS or (less often)
coverage by low-level stratus clouds. Therefore, the
time shift of maximum accumulated precipitation is as-
sociated with the frequent development and decay of
nocturnal MCSs within the UMRB box.
In the RCM simulations, daily cycles of the accu-
mulations for low, moderate, and high 3-h totals each
contain a single peak (except in DARLAM; Fig. 9). In
the composite of group A, accumulated precipitation
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from high 3-h totals peaks overnight. (The daily cycle
for each simulation may be viewed on the PIRCS Web
page at www.pircs. iastate.edu/hydrology/daily/
threehourtotals.html.) Accumulated precipitation from
moderate and low 3-h totals peaks simultaneously with
high 3-h totals. In the composite of group B, maximum
accumulation from low and moderate 3-h totals is great-
er than and leads that of high 3-h totals. (Recall that
the peak accumulation of low 3-h totals lagged that of
high 3-h totals in station data.) Thus, daily cycles of 3-
h totals in all simulations lack a lagged-correlation sig-
nal that is consistent with that of observed, recurrent
MCSs, suggesting that the RCMs do not properly sim-
ulate MCS development and decay.
4. Summary and discussion
We have compared output from 13 RCM simulations
of the central United States flood of June–July 1993
with each other and observations. Our comparison fo-
cused on identifying systematic differences in the at-
mospheric water cycle over the portion of the upper
Mississippi River basin where flooding was most in-
tense. Following are the main results of this intercom-
parison:
• All RCM simulations produced a precipitation max-
imum in the upper Mississippi River basin. In 10 out
of 13 RCMs maximum precipitation occurred north-
east of observed maximum precipitation. Maps of 60-
day average near-surface potential temperature and
LLJ frequency strongly suggested that a primary pre-
cipitation mechanism in these RCMs was frontal over-
running. Maximum values of simulated precipitation
fields enveloped the observed maximum and ranged
from 325 to just over 700 mm.
• All RCM simulations produced P 2 E . 0, but in
only DARLAM and PROMES was P 2 E as large as
estimates of observed P 2 E; the general tendency to
understate P 2 E was caused by low bias of P that
ranged 0.2 to 2.0 mm day21.
• RCM values for E were not consistently greater than
or less than estimated values of observed E. Extreme
values of E were caused by biases in subcomponents
of individual RCMs; systematic influences could not
be identified for RCMs with E in the range of 3.3–
4.3 mm day21.
• Nine of thirteen RCMs produced qualitatively similar
daily cycles of the terms of the water vapor conser-
vation equation (1) in which maximums of P and C
occurred simultaneously at night; in the other four
RCMs consistent relation between maximums of P
and C were not found, even though maximum P oc-
curred during afternoon in all four RCMs.
• RCMs with dry bias had excessive frequency of low
3-h precipitation totals and very low frequency of high
3-h totals.
• All RCMs failed to emulate a time lag between max-
imum accumulation of high 3-h precipitation totals
and low 3-h precipitation totals that was observed in
station precipitation and was caused by precipitation
from MCSs.
A key indicator of the potential of RCMs in this in-
tercomparison to add realistic hydroclimatological detail
is the ability of most RCMs to simulate a nocturnal
maximum of precipitation. This feature is absent in the
NCEP–NCAR reanalysis climatology (Higgins et al.
1997). In fact, global climate models and reanalyses,
which typically have been run at horizontal node spac-
ing much coarser than the RCM simulations analyzed
herein, usually do not exhibit nocturnal maximum of
precipitation (Ghan et al. 1996; Higgins et al. 1997).
Additional tests are needed to determine whether
more detail may be accurately simulated. Even though
there is evidence that very large MCSs may be simulated
by RCMs (Takle et al. 1999), the absence of a realistic
MCS signal in RCM precipitation suggests that many
systems are simulated incorrectly. Although the dynam-
ical scale of such systems may be at or slightly less
than the Rossby radius of deformation (Zhang and
Fritsch 1987; Cotton et al. 1989), it is important to
simulate such mesoscale dynamics of climate correctly
in order to have confidence in simulations made as fore-
casts. In simulations of June–July 1993 it likely is nec-
essary to do so in order to correctly reproduce the lo-
cation of maximum precipitation. Mesoscale models
that have reproduced many of the dynamical features
of MCSs (Zhang and Fritsch 1987; Stensrud and Fritsch
1994) generally use node spacing that is at most one-
half of the spacing of RCMs in this intercomparison,
suggesting that a first step might be sensitivity analysis
of PIRCS experiment 1b results to horizontal node spac-
ing.
In addition to short-period tests designed to examine
RCM processes, intercomparisons are needed over ex-
tended periods to determine whether RCM simulations
produce accurate hydroclimatology. Results from
PIRCS-1a, in which RCM simulations of an extreme
drought in the central United States were performed,
indicated a common tendency of simulated precipitation
to be larger than observed. Thus, when combined with
the tendency of RCMs in PIRCS-1b to underestimate
precipitation, these experiments suggest the possibility
that RCMs will underestimate the magnitude of extreme
hydrological anomalies. A potential consequence is that
long-period simulations may contain damped interan-
nual variability. Simulations spanning multiple decades
are needed to test this possibility.
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