Abstract-This research paper illustrates an adaptive outsourcing algorithm that runs on mobile phones. The algorithm outsources the computational load that needs to be done on a sensor data (in this case an image) to a server, based on many criteria, where the execution takes place. The end result is sent back to the mobile phone and presented to the user. The results from these measurements have shown up to 85% decrease in power consumption and up to 60% decrease in latency compared to locally executing on the mobile phone in many situations. Moreover, outsourcing using a WiFi connection has proved to be favourable in most scenarios where complex algorithms are applied on the image, while a 3G connection has showed a lot of discrepancy from one situation to another.
I. INTRODUCTION
Mobile phones have witnessed a major shift in the ways they are used in the last two decades. Moving from a device that has a well defined task of voice communication in the early days of GSM, to a device mainly designed for data communication with voice communication as a minor goal 1 . A mobile phone is equipped with many extra hardware sensors which collect different kinds of data, and at the same time a more complex hardware to be able to handle this flow of data.
Only mobile batteries are not developing at the same rate as all the above mentioned features. Comparing a two weeks standby to a daily charged mobile phone, can reveal the problem that is facing mobile phone manufacturers these days.
The problem of these restrictions can be solved by moving some work from the phone to somewhere else. So one solution of this capacity restriction that is investigated in this paper is to outsource the working load of power hungry algorithms from the power limited mobile phones to a power efficient server where the execution takes place much faster, and the result is sent back to the mobile phone to be presented.
The novelty lies in revealing the dependence between the type of the connection and the performance expected which lead to the introduction of an outsourcing decision making algorithm. On top of that, with the ability to outsource the work to a server, a new gate will be open for developing new applications that, with the limited hardware resources a mobile phone has compared to a server, will not be possible to experience by mobile users.
The rest of the paper is organized as follows. Section II presents the state of the art in this field. Sections III&IV lay the foundation for the testing scheme and then section V present the results. An analysis of the results follows with comments on various scenarios. Section VI goes into the details of the algorithm and its implementation, then section VII summarises what can be improved and how to take this forward and in section VIII is the conclusion.
II. RELATED WORK
Recently, offloading mobile computation to servers has been re-discovered. In [1] they focus on offloading the computation, to a cloned device in the cloud, and migrating a thread from mobile device to its clone in the cloud. After execution is finished the thread is then re-integrated into the mobile device.
In Ear-Phone [2] , a noise mapping system was proposed to measure the noise levels. A recent study proposed deploying wireless noise monitors, but in Ear-Phone they propose to outsource the sensors to crowds, using their mobile phones, to measure the noise levels. The results are sent to a central server to construct a map of noise pollution. Their study show that Ear-Phone is highly accurate, while reducing deployment costs.
In [3] the main concern is energy management and how to save most battery by classifying the code's energy consumption levels (low, intermediate, high) in compiler time. The programmer has to specify which part of the code is to be run locally, and which to be run on the server side.
In [4] computation is offloaded to a cloud, where a proxy distributes different jobs to different servers. The way the power consumption is measured is somehow a weak power profiling technique, where battery levels are compared before and after execution. Another thing not considered in that paper is the variation of 3G link speed, which can vary considerably depending on the traffic, interference, location of the mobile phone, indoors or outdoors etc. as it is shown in this paper.
Another article closely related is [5] where a framework is implemented for offloading computation. This framework provides the developer the ability to create an interface for procedure calls using AIDL [6] and the framework can decide if the procedure is executed locally or remotely, in runtime.
Mobile visual search [7] , focuses on extracting information from a picture. In the paper, many different techniques and technologies are discussed, such as extracting features from a picture instead of sending the full size picture to save latency. Feature extracting algorithms, were presented, along with an indexing scheme for the server called Vocabulary Tree [8] .
III. APPLICATION DESCRIPTION
For the purpose of testing different algorithms, combined with different image sizes, an Android application is developed which can run image manipulating algorithms on the mobile device, as well as outsource them to be conducted on a remote Java-based server. The application is developed using Android 2.1 and SDK 8.
IV. TEST ENVIRONMENT
To run the application a "HTC Desire S" (CPU frequency: 1.0 GHz, RAM: 768 MB) device is used. On the remote side an off-the-shelf 2.4 GHz Unix-based server is used with a RAM of 4 GB.
The remote execution is implemented with Java Sockets, so the user's request and the image data are sent to the server and the server replies with the processed image data. As for the algorithms, the open source image processing algorithms of JH Labs [9] are used, which are available for both the normal Java Runtime Environment and the Android Environment. The algorithms available on JH Labs are filter algorithms which put a specific filter onto an image. Such filter algorithms are interesting because fast growing Apps like "Instagram" [10] are using similar filters to manipulate user's photos. Our test images are two similar photos of the Baroque Palace, Figure  1 , in Mannheim, Germany with different qualities: a relatively big one with 600 × 300 pixels and 57 kb and a small one with 400 × 200 pixels and 29 kb. Five algorithms are chosen and categorised by complexity with the help of the local execution time, the longer the execution time, the more complex the algorithm is.
For the testing, the low-complex "EdgeFilter", Figure 2 , and the more complex "GaussianFilter" [9] are selected.
Two parameters are measured: latency and power usage. Latency is the sum of the execution and transaction time. The execution time is the time the application or the server needs to process the image data with the given algorithm. In case of a remote execution the transaction time is taken from the EdgeFilter has been applied to the image above beginning of the request until the receipt of the resulting image minus the execution time that is measured and sent to the client by the server, so it includes every process that has to be done to prepare (e.g. compression) and perform (send and receive) the outsourcing.
The power consumption is measured by a tool called "Power Tutor" [11] . It has been chosen because it allows to split the power consumption into CPU power and into power needed to send and receive the data whether it is WiFi or 3G. The power needed for displaying, the LCD power, is not viewed because it may vary on how the user interface is designed. In addition to the above two, a third quantity measured; the signal strength of the data connection, to understand the relationship it has to the latency. These algorithms are run in three ways, locally on Fig. 3 . Three ways to execute the algorithm the phone, remotely using WiFi (16000 kbit/s) and remotely using 3G as it appears in Figure 3 . All the tests have been conducted indoors where image-manipulating appliances are typically used [7] . To gain the best test results, each algorithm is run in a loop of 25 iterations with a just long enough break between the cycles to avoid overlaps. The measured values are stored in a logfile and are then collected in a data file to do some statistical calculations like averaging and standard deviation.
V. MEASUREMENTS AND RESULTS

A. Power measurements
Figure 4(a) shows the power consumption of the tested algorithms GaussianFilter and EdgeFilter. This chart makes it obvious that the local execution of a complex algorithm like GaussianFilter can be very power consuming when executed on the mobile device. It also shows the potential of power saving when this task is executed remotely. However; the outsourcing decision depends on the complexity of the algorithm, the network the device is connected to as well as on the size of the sensor data. Regarding a complex algorithm like GaussianFilter it is obvious that it is profitable to outsource. Especially if the sensor data is big, outsourcing a complex algorithm can lead to a save in power consumption up to 87 per cent in contrast to a local execution. If the sensor data is rather small the outsourcing decision becomes more complex. It is still beneficial to outsource but how much energy can be saved depends a lot on the connection. If the device is connected to 3G the economisation of energy is marginal whereas with WiFi the saving is still remarkable.
In the case of a more simple algorithm like EdgeFilter the results indicate that outsourcing does not lead to a save in energy. The energy which is saved by not executing the algorithm locally is overcompensated by the power needed to send and receive the data. In case of a WiFi connection the costs are more or less out-weighted while using 3G the transaction costs are much higher. Figure 4 (b) shows the power consumption in more details. It separates the consumed power into CPU power and network power. A complex algorithm with an uncompressed small image has been chosen.
The power needed to set up a connection with WiFi or 3G and data exchange represent the biggest share of the consumed power. Setting up a connection and data transferring using 3G is much more power consuming than with WiFi.
B. Latency measurements
Another important interest is the improvement in latency which is investigated. First an overview of the measurement results is presented in Figure 5 (a). It shows the outcome of experiments with the two algorithms, two image sizes and the three execution options. In this scenario there isn't any reduction of image quality. It is established that in case of a big image and a complex algorithm it is absolutely recommended to outsource the image processing. Nearly 65% can be saved by outsourcing with WiFi and almost 10% by using a 3G data connection. It is also profitable to move the work from the phone to the server even if the algorithm is complex and the image is small, but the advantage with 3G is marginal. On condition of a small image and a low-complex algorithm, outsourcing in general doesn't make sense, because the effort to transmit the image is higher than the costs to execute the algorithm locally. A remark here is that we are plotting the average values of the latency specially when it comes to 3G network due to the large standard deviation associated with that, something we'll discuss in short. Figure 5 (b) compares the transmission and execution share of the total time. In any case the execution time shrinks by at least 93%. This outcome supports the assumption that a phone is usually slower than a server. It is noticed that the more complex the algorithm gets, or the bigger the image is, the higher the advantage in execution time.
To explain the difference in the transaction value between Edge small and Guassian small, another effect is observed in Figure 6 . The figure shows the different measurements in the test cycles with 25 iterations with the "GaussianFilter" and the big image.
In case of outsourcing with WiFi, a very steady graph that has a standard deviation of 0.17 s is noticed. If 3G is used to move the algorithm execution to the server, time becomes very fluctuating because it essentially depends on the signal strength of the connection. The standard deviation is significantly higher with 7.48 s. This observation is crucial, because as in a "make or buy decision" in economics the decision of outsourcing also rests upon the uncertainty and the risk of it. To outsource with 3G presents a higher risk than with WiFi, so the connection type and quality are core determinants in an outsourcing decision algorithm. Additionally, more attention is put to the image size and its quality. Because of the high transaction time share, it is assumed that it would be beneficial to compress the image at the phone, so the quality and therefore the image size is reduced and in time advantages are gained in transmitting. If the phone has to compress an image, it also needs time and power, so time advantage is investigated as well as the changing power consumption as a function of image quality with WiFi and 3G in Figure 7 . A significant advantage can be reached by compressing the image with 10% in WiFi and 3G. We can continue gaining till 70% and 60% in WiFi and 3G respectively.
VI. OUTSOURCING DECISION MAKING ALGORITHM
One major factor that affects the outsourcing application is the transmission time. The transmission time plus the execution time on the server should be smaller than the processing time of the image locally.
To be able to accommodate for the transmission time, all the executions, whether locally or on the server, are logged. The needed logs are: The image size in bytes, the image algorithm name, executing locally or on the server, execution time, signal strength, connection type (whether 3G or WiFi), and finally transmission time.
Since signal strength is not the only factor that affects the transmission time (current bandwidth available, number of users connected to the same base station in case of 3G are among other factors), this will lead to different transmission times under the same signal strength, as it is seen in Figure  6 . It is also hard to know beforehand some of these factors. To be able to predict what type of transmission time the user might get with a given signal strength, the previous log will be used to see what is the most expected transmission time correspondingly.
As the application runs, the log file will grow in size. This database needs to be managed in order to have a smaller log file and more important, a smaller decision making time. At night when the phone is charging, the phone will go over the log file, and for all the operations that ended up outsourced to the server, all the entries corresponding to one signal strength are replaced with a single entry containing the signal strength, a unit size, the expected transmission time corresponding to that unit size and that signal strength and finally the number of entries that have been used to produce this result.
Different ways can be used to calculate the expected transmission time from all these entries corresponding to one signal strength. Averaging is one, where you treat all readings equally. Taking always the maximum transmission time will lead to a worst case scenario, while always taking the minimum transmission time will end up favouring more outsourcing to executing locally. In this case, a weighted average approach is used where an extra weight (between 0 and 1) is given to the maximum value and the others are treated equally. Controlling this extra weight can vary the degree of confidence of the expectation about the upcoming transmission time with the current signal strength if the operation is outsourced. The equation governing the averaging algorithm:
where p is the extra weight factor, n is the number of entries for a given signal strength and finally T is the transmission time in every entry. Having this in place, the decision algorithm goes as follows:
1) Extract the needed information as shown in Figure 8 .
2) If the algorithm is not complex, then execute locally and log as described before. 3) In case the algorithm is somehow complicated, check for the expected transmission time at the current signal strength and compare it to the recorded execution time locally. If it is smaller, then execute on the server and wait for the server result to log. Fig. 8 . Outsourcing flow chart on mobile and server sides the local execution time, then execute locally and log as described before. 5) In case the algorithm is complicated, then check if the phone is in power saving mode. If it is not, then execute on the server and wait for the server result to log. 6) If the phone is in power saving mode, and the expected transmission time at the current signal strength is smaller than local execution time, the user can decide to quit the operation or to outsource the operation to the server. 7) If the phone is in power saving mode, and the transmission time is greater than the local execution time, then the decision is to quit the operation directly.
4) In case the expected transmission time is greater than
VII. FUTURE WORK
Some telecommunication companies have already implemented a 4G network. The application doesn't take into consideration a 4G connection, however it could be interesting to find out, how much 4G can benefit the mobile computation outsourcing.
Another quantity to measure would be the image size. In this paper that factor has only been measured in two sizes. A relatively large image of 57 kb and a small image of 29 kb have been analysed.
As a future work, the decision making algorithm should be run in many different scenarios and extensively. Having the algorithm as a self learning tool will enable it to work in different environments and insure convergence with more usage. In this paper, image filters are used as default algorithms to outsource. Other heavier algorithms for decoding, analysing and compression of videos might have interesting results.
Another improvement will be to have a better power consumption profiler using a hardware connected power supply.
The result of this research can benefit many augmented reality projects, to decide whether outsourcing the computation will improve the latency and/or save the battery.
VIII. CONCLUSION
This paper has presented a novel approach to outsource energy-hungry algorithms from a mobile phone to a server. The application supports image processing algorithms and it is scalable to different data contents (videos, voice, other sensor data,...) as well as adding extra algorithms. The application also includes an adaptive self-learning outsourcing decision making algorithm that is used to compensate for the discrepancies that appear once connected to a 3G network mainly.
The measurements have shown energy savings up to 85% in outsourcing complex algorithms running on big images using a WiFi connection while reducing the latency by more than a factor of 2 in the same case. The measurements also showed that the factors affecting the decision can be summed in the complexity of the algorithm, the size of the image and the type of the network connection. Moreover, adding an extra stage locally on the phone, like compression, before outsourcing can lead to significant improvements in both power saving and latency experience on the expense of image quality.
