We present a catalog of all CO (J = 4−3 through J = 13−12), [CI], and [NII] lines available from extragalactic spectra from the Herschel SPIRE Fourier Transform Spectrometer (FTS) archive combined with observations of the low-J CO lines from the literature and from the Arizona Radio Observatory. This work examines the relationships between L FIR , L CO , and L CO /L CO,1−0 . We also present a new method for estimating probability distribution functions (PDFs) from marginal signal-to-noise ratio Herschel FTS spectra, which takes into account the instrumental "ringing" and the resulting highly correlated nature of the spectra. The slopes of log(L FIR ) vs. log(L CO ) are linear for all mid-to high-J CO lines and slightly sublinear if restricted to (U)LIRGs. The midto high-J CO luminosity relative to CO J = 1−0 increases with increasing L FIR , indicating higher excitement of the molecular gas, though these ratios do not exceed ∼ 180. For a given bin in L FIR , the luminosities relative to CO J = 1−0 remain relatively flat from J = 6−5 through J = 13−12, across three orders of magnitude of L FIR . A single component theoretical photon-dominated region (PDR) model cannot match these flat SLED shapes, though combinations of PDR models with mechanical heating added qualitatively match the shapes, indicating the need for further comprehensive modeling of the excitation processes of warm molecular gas in nearby galaxies.
INTRODUCTION
Within the multi-phase interstellar medium (ISM), molecular gas is the most intimately tied to star formation, and therefore to the stellar lifecycle's dramatic effects on galaxy evolution. Though molecular hydrogen is the dominant component of such gas, pure H 2 rotational lines are difficult to detect and not particularly sensitive to the low temperatures of most molecular gas. Instead, 12 CO (henceforth CO) and its isotopologues are used to trace the mass, kinematics, and excitation of molecular gas. The ground-level CO J = 1−0 line is widely used to estimate the total molecular mass in the interstellar medium, and ratios with higher lines provide information on the temperature and density of the emitting gas. Higher lines, however, are increasingly blocked by water absorption in Earth's atmosphere. It was not until the launch of the Herschel Space Observatory (Pilbratt et al. 2010 ) that the CO ladder up to J = 13−12 was generally available for the ISM within our Galaxy and in nearby galaxies.
Early SPIRE observations showed much brighter high-J CO emission than would be predicted by cool (T kin < 50 K) molecular gas in giant molecular clouds, the type of gas responsible for the CO J =1−0 and other low-J emission (e.g., Panuzzo et al. 2010; Kamenetzky et al. 2012; Rangwala et al. 2011; Spinoglio et al. 2012; Rigopoulou et al. 2013; Pereira-Santaella et al. 2013) . A warmer, denser (higher pressure) component of molecular gas is responsible for the emission of mid-(J = 4−3 to J = 6−5) to high-J (J = 7−6 and above) CO lines (and even warmer emission can be seen in much higher-J lines visible with PACS, as in Hailey-Dunsheath et al. (2012) ). UV heating from young O and B stars creates Photodissociation Regions (PDRs), which can reproduce the excitation and emission of the low-J lines. However, PDR models often cannot explain the bright emission seen in high-J lines, which may require mechanical excitation via shocks, turbulence, winds, and other dynamical processes within galaxies. In addition to illuminating the excitation mechanisms of the gas, CO emission is also studied in the context of Kennicutt-Schmidt (Kennicutt 1998, K-S law) , which relate the gas surface density to the star formation rate (SFR) surface density. Now that Herschel's mission is complete, work is underway to examine the full archival data set. Kamenetzky et al. (2014) (henceforth K14) presented a twocomponent modeling procedure for a sample of galaxies observed with the Herschel SPIRE Fourier Transform Spectrometer (FTS). In the 17 galaxy systems studied in that paper, the warm molecular gas accounted for about 10% of the total molecular mass, but 90% of the CO luminosity. Here we expand this sample and compile a comprehensive, uniformly calibrated set of CO J = 4−3 to J = 13−12, [CI] (609 and 370 µm), and [NII] (205 µm) line fluxes for the galaxies observed by the Herschel SPIRE FTS, as well as a similarly matched set of CO J = 1−0 to J = 3−2 lines from the literature and the Arizona Radio Observatory (ARO). A future paper will include a full, two-component likelihood analysis of each galaxy's CO SLED, in order to derive cold and warm gas temperatures, densities, and masses, as in K14.
The observations and processing are described in Section 2. Section 3 presents motivation for fitting the re-lationships between L CO and L FIR , our results broken down by subsamples, and comparison to the similar studies of Lu et al. (2014) , Greve et al. (2014) and Liu et al. (2015) . Discussion of trends and comparisons to theoretical models are in Sections 4.
OBSERVATIONS
We compiled a list of successful extragalactic SPIRE FTS proposals (301 spectra) and searched the Herschel Science Archive (HSA) for the available data. In some cases, programs for higher or unknown redshift galaxies did not result in spectra with measurable CO emission, so those observations (about 74) are not presented. Table 1 lists the basic galaxy information and observation IDs for all galaxies for which at least one FTS line measurement or upper limit is reported. The spectra for this survey came from the following programs, with the total number of observations presented in Table 1 in parentheses: OT1 nlu 1 (92), KPOT pvanderw 1 (31), OT1 dfarrah 1 (28), OT1 jsmith01 1 (23), OT1 pogle01 1 (13), KPGT cwilso01 1 (12), OT1 lyoung 1 (8), GT1 lspinogl 2 (10), OT1 pvanderw 4 (5), GT2 vleboute 3 (2), OT2 vkulkarn 3 (2), KPGT rguesten 1 (1), OT1 dmarrone 1 (0), OT1 rivison 1 (0), OT2 drigopou 3 (0), OT2 rivison 2 (0). Note.
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-n rmdet and n ul indicate the number of 3 sigma detections and upper limits, respectively, reported in Table 2 
Herschel SPIRE Photometry and FTS Spectra
All spectra used in the sample were reprocessed with HIPE 5 developer's version 13.0.3849 and spire cal 13 0, obtained from Rosalind Hopwood on 2014 September 30. This calibration corrects for rapidly changing telescope temperatures near the beginning of observation cycles, which has the largest effect on faint sources (Swinyard et al. 2014) . Overall the calibration errors, even from earlier calibration sets, are within 6% for point sources and 7% for extended sources. The majority of the observations were done in sparse sampling mode, for which we took the spectra from the central pixels (SLWC3, SSWD4). For those mapping observations in intermediate or fully sampled mode, we extracted the spectrum from the pixel corresponding to the central coordinates of the map (those in Table 1 ). All SPIRE photometry was downloaded in 2014 September from the Herschel Science Archive (SPG v11.1.0) and not reprocessed.
Source/Beam Correction
The majority of the sources in our band are quite pointlike compared to the SPIRE FTS beam, which varies from ∼ 45 to 17 . Because the beam size is discontinuous between the upper frequency end of the SLW band and the lower frequency end of the SSW band, galaxies which are not point-like will show a notable discontinuity at this juncture. Even galaxies that are relatively small compared to the beam, but still not perfectly point-like, will show this discontinuity and require a correction to properly compare the emission across the SPIRE bandpass. This is necessary because we only use the central FTS detectors. An example is shown in Appendix A.
We perform the same source/beam correction as described in full detail in Section 2.2 of K14. Briefly, we use the SPIRE Photometer Short Wave (PSW, 250 µm) maps, observed with 19. 32 beams, and convolve them to larger beam sizes (Ω b ) and measure the new peak flux density. We compare this flux density to that of a b = 43. 5 beam, which corresponds to the beam at the CO J = 4−3 transition. The ratio of the two flux densities, η b,43.5 , as a function of beam size is between that expected for a point source (1) and a fully extended source (Ω b /Ω 43.5 ). For each galaxy's unique distribution, for any beam size, we have a value of η b,43.5 to refer the emission to a 43. 5 beam. We divide the SPIRE spectrum by η b,43.5 to refer the flux density at all wavelengths to that observed by a 43. 5 beam. We also use these values to refer CO integrated flux values measured from other facilities with smaller beam sizes to the 43. 5 beam (Section 2.4).
We apply an additional correction (also used in K14) to match the total flux density of the spectrometer with the photometer flux density. At the high frequency end, we match the total SSW flux density integrated over the photometer PSW bandpass,F (P SW ), to that of the PSW photometer-integrated flux density at 43. 5, F (P SW ) by multiplying the spectrum by X SSW = F (PSW)/F (PSW). There are two photometer bands (PMW and PLW) which overlap with the SLW band, so we define a line that connects those two ratios, F (PMW)/F (PMW) and F (PLW)/F (PLW), and multiply the spectrum by that ratio as a function of wavelength, X SLW (ν). This photometry correction step is often most significant in the SSW, which can overestimate the measured flux compared to the photometry. Some spectra had somewhat over-subtracted telescope emission, giving slightly negative flux densities, especially at the lowest-frequency end. In these cases, no correction was done to the SLW band to match the PLW photometry, which would use negative ratios. In a few cases, we also did not correct the SLW band if the ratios derived from the PLW and PMW were significantly discrepant (i.e. would produce a non-sensical SLW continuum). The spectra that were not corrected are marked in Table 1 .
In order to compare the CO emission to L FIR , we must also correct L FIR to properly represent the same amount of emission as the CO within our beam. Similar to the procedure above, we convolve the SPIRE photometer maps at wavelength λ to the beamsize of 43. 5 and find the ratio of the peak flux density in Jy measured with such a beam (F beam,λ ) to the total integrated emission in the map (F total,λ ). Assuming L FIR,beam = L FIR,total ×F beam,250µm /F total,250µm , and likewise for the 350 and 500 µm maps, we can determine the proper L FIR,beam for comparison to the CO emission. The three photometers agreed well, and so we use the average of the F beam,λ /F total,λ ratios. Of the 232 observations with known redshift and available spectra, 118 have ratios of < 0.8, and 42 have ratios of < 0.5. We propagate the errors from the total measured integrated flux density through to the final measurement of L FIR,beam .
Herschel FTS Line Fitting Procedure
The CO J = 4−3 to J = 13−12 lines, both [CI] lines, and the [NII] 205 µm line are the brightest lines in the FTS spectra. To fit these, we start with the FTFitter code from the University of Lethbridge.
6 Treating each detector (SLW and SSW) separately, the code fits a polynomial to the baseline, and then simultaneously fits unresolved lines at the expected frequencies of the lines listed above (given known redshifts). We place a lower limit of the total area of the line profile to be above 0; we do not expect any of these lines to be in absorption. We limit the line center to within ± 500 km s −1 of that expected from the redshift to allow for uncertainty in the velocity scale and physical differences in the gas kinematics. In wavenumbers, this is about 0.025 -0.084 cm −1 over the band, compared to the FWHM of the line profile of 0.048 cm −1 . We manually inspected the resulting fits to determine if any lines were clearly resolved. This is most likely to be case for the [NII] line as velocity resolution is the highest at the higher frequencies, and it is much brighter than CO lines at similarly high frequencies which may be undetected. Resolved lines do not show the same characteristic ringing of the sinc function; the ringing is significantly lower, if not imperceptible, smeared out by the effective convolution of the emission line profile and instrumental profile. We refit the lines that met this criteria as a Gaussian convolved with the instrumental line profile. In this case, the lines are barely resolved, thus Gaussian profiles are perfectly adequate (no more detailed velocity profiles can be determined from the FTS).
The fact that SPIRE utilizes a Fourier Transform Spectrometer introduces a special problem in the treatment of line fitting. The true measured quantity is the interferogram, or the interference pattern at the focus as a function of optical path difference (OPD) as the mirror of the interferometer moves linearly. The spectrum itself is the Fourier Transform (FT) of this interferogram, which leads to two important consequences: 1) the wavelength bins are not truly independent, which many fitting routines assume, and 2) the resulting noise pattern closely resembles the FWHM = 0.048 cm −1 sinc function line profile. The result is that the errors output by a leastsquares fitter, like the FTFitter and the built-in HIPE Spectrum Fitter routines, may not be an accurate rep-resentation of the line flux uncertainty. Moreover, it can do an excellent job of fitting a "ripple" in the spectrum which, to the observer's eye, may not be particularly distinguishable from any other ripple nearby, other than that we expect the e.g., CO line to correspond to the fitted ripple's wavelength, and no similarly strong lines to be adjacent in the spectrum.
Though the ideal situation would be to the fit the interferogram itself, this is not a user-accessible option for SPIRE data considering the many calibration steps that occur in processing after the FT. Instead, we created a Bayesian analysis method to determine the probability distribution function of the true line flux given the observed line flux, P (f true |f obs ), which is heavily influenced by the correlated noise pattern in the spectrum. The noise itself is difficult to accurately characterize, varying from observation to observation, and across the bandpass of a given observation. Therefore, instead of attempting to describe the correlated noise for our entire sample, we focus on the area around each individual (unresolved) line.
We describe the procedure briefly here, but show a more in-depth example with illustrative figures for NGC4388 in Appendix A. This procedure is not used for lines that were manually identified as resolved, which are already high signal/noise. For each line, we input sinc profile lines of varying amplitudes f true over the region ± 2 cm −1 from the line center (excluding the area immediately around any CO, [CI] , or [NII] lines) and then refit the spectrum. We compare the measured integrated fluxes, f obs to the known input values, f true . The probability distribution function for our CO line is the distribution of input fluxes that produced that particular measured flux value, a slice of the P (f obs |f true ) two-dimensional distribution that we created.
For high signal-to-noise line detections, the procedure replicates a Gaussian distribution of similar median and error (σ) as the parameters estimated by the FTFitter. This is because a very high amplitude line input, added anywhere in the spectrum, will return the same integrated flux value as we input (f obs = f true ). However, a line with smaller amplitude may add constructively or destructively to the underlying ripple pattern of the spectrum, returning a higher or lower flux than input. A local variation from the detector's average baseline may also influence the final fitted value, which may shift the median value of the probability distribution function of the line flux.
The procedure makes the most difference for the high-J CO lines; 60% of the 3σ detections of CO J = 13−12 from least-squares fitting were shown to have > 3σ uncertainty. For all the CO lines in the SSW band (J upper ≥ 9), this number is 44%. For the CO lines in the SLW band, it is only 15%. The numbers are the lowest for [NII] (4%) because it is so bright, and for [CI] J = 2−1 and CO J = 7−6 (5%, 8%) because they lie in the lowest noise part of the spectrum and are relatively bright.
The results from this line fitting procedure are shown in Table 2 . The median, −1σ, and +1σ values are derived from the points at which the cumulative distribution functions (CDF) equal 0.5, 0.159, and 0.841, respectively. If −1σ/median is less than 3, a value for a 3σ upper limit is also shown (where the CDF = 0.997). Note.
- Table 2 is published in its entirety in the electronic edition of The Astrophysical Journal. A portion is shown here for guidance regarding its form and content.
Low-J CO Lines from the Literature and Arizona
Radio Observatory The bandpass of the Herschel FTS starts around the CO J = 4−3 line, but the majority of the molecular mass in galaxies is cool and populates the lower rotational levels. We complement the line fluxes derived from the FTS with the CO J = 1−0, J = 2−1, and J = 3−2 lines available from ground-based observatories. Many of these galaxies have already been studied in the literature, especially in large CO surveys. Note. - Table 3 is published in its entirety in the electronic edition of The Astrophysical Journal. A portion is shown here for guidance regarding its form and content. The first eight columns refer specifically to the measurements reported in the literature. "Reported" is the reported value in the units of the "Units" column. σm and σc refer to measurement and calibration error, if separately reported, otherwise calibration errors are assumed or contain total error. ∆v is the FWHM of the line, if reported, and Ω b is the FWHM of the beam size. The next two columns are the values used in our analysis: I∆v(Ω F T S ) is the flux in Jy km/s, referred to the 43. 5 beam, and σ is the total accompanying error. References. For some galaxies, we also performed single-dish measurements using the Arizona Radio Observatory (ARO). Measurements of the CO J = 1−0 line were conducted with the 12m dish on Kitt Peak in May of 2015, and those of CO J = 2−1 and J = 3−2 were conducted with the Submillimeter Telescope (SMT) located on Mt. Graham from November 2014 to February 2015. At the 12m, we used the ALMA Type 3 mm receiver with two 2 MHz backends in series, yielding 2.6 km s −1 channel resolution and about 670 km s −1 bandwidth. At the SMT, we used the ALMA Type 1.3 mm sideband separating receiver (for CO J = 2−1) and the 0.8 mm double sideband receiver (for CO J = 3−2) with the 1 MHz filterbanks in 2IF mode. Most observations were conducted with beam switching, except for highly extended sources which required position switching. Pointing and focus were checked periodically on planets or bright continuum sources.
Beam efficiency measurements were conducted with Venus and Jupiter 7 using the procedure described in Schlingman et al. (2011) . For CO J = 1−0, J = 2−1, and J = 3−2 we found η mb of 0.86-0.89, 0.57-0.62, and 0.58-0.65, respectively. The beam sizes are approximately 55 , 32 , and 22 , respectively. The spectra were reduced, baseline subtracted, and converted to T mb scale using η mb in CLASS. Finalized spectra were smoothed to approximately 20 km s −1 bins from which total integrated fluxes were derived.
All low-J lines utilized in this work, including the ones from ARO, are available in Table 3 . As Table 3 shows, the low-J lines we use come from a variety of telescopes with different beam sizes. For subsequent comparison to Herschel CO lines, all line fluxes are referenced to the 43. 5 beam size using the same ratios (η b,43.5 ) as described in Section 2.2. 
ANALYSIS
We examined the relationship between L CO 8 and L FIR (from 40-120 µm), similar to Lu et al. (2014) , Greve et al. (2014) and Liu et al. (2015) , discussed further in Section 3.2. We choose the orientation of our axes, with L FIR on the y-axis, for the easiest comparison to the existing literature. This orientation comes from the comparison to the Kennicutt-Schmidt (K-S) scaling law, which relates star formation rate (SFR) to molecular gas surface density, withΣ * ∝ Σ 1.4±0.15 gas (Kennicutt 1998) . Subsequent large-scale analyses have found indices from 1.0-1.4 for the molecular gas and higher values, 1.4-3.1, for the total gas surface density (Kennicutt & Evans 2012) . L FIR can be considered a proxy for SFR if one excludes the contribution of AGN to L FIR , which we admittedly do not separate here. It is likely small for most sub-ULIRG galaxies, especially at these wavelengths. In the case of J = 1−0, the well-known "X-factor" or α CO is used to relate the luminosity of CO J = 1−0 to the total molecular mass, so the slope derived here is comparable to the K-S relation. However, this relationship is not applicable at higher-J, where the CO luminosity is not a tracer of mass (K14), but we choose to keep the same orientation to avoid confusion. Neither variable should be considered the "independent" one, regardless of which appears on the x-axis.
The theoretical explanation for these relationships were first investigated to describe the discrepant power laws in low-J emission of various molecules, namely CO J = 1−0, where L FIR ∝ L CO 1.4−1.6 , and HCN J = 1−0, where L FIR ∝ L 8 L CO = 3.25
, where D L is the luminosity distance in Mpc, ν obs in GHz, S CO ∆v in Jy km s −1 , from Carilli & Walter (2013) ; Solomon et al. (1992) . Note that L CO is just the area within the beam times the velocityintegrated antenna temperature, A × T ∆v, where A is the area 10 12 ΩD 2
slope closely resembles that of the aforementioned K-S relation slope, but HCN does not match. Krumholz & Thompson (2007) showed that this could be understood as a consequence of the different critical densities for different species' ground-state transitions, assuming isothermality. In short, a molecular line with a low critical density compared to a galaxy's median gas density, ρ g , will be excited by the majority of the molecular gas. The star formation rate will therefore depend on one factor of density ρ g based on the total amount available for star formation, and a factor ρ 0.5 g from the dynamical timescale of the gas, adding up to a total factor of 1.5 in the case of the low-n crit CO J = 1−0 line. On the other hand, when the molecular line has a critical density higher than that of the median gas density, its emission will be picked out from high-density peaks only, specifically peaks of the same density (and therefore same freefall time) across different galaxies. Therefore the higher n crit of HCN J = 1−0 yields a slope of 1.0. We discuss our results in context of these expectations in Section 4.
3.1. Fitting L CO /L FIR Slopes As mentioned in Section 2.2, all fluxes including L FIR are referred to the emission within a 43. 5 beam. To determine the coefficients of the relation log(L FIR ) = a log(L CO ) + b, we used the python module lnr.bces 9 , which utilizes the Bivariate, Correlated Errors and intrinstic Scatter method of Akritas & Bershady (1996) . This is important because we have errors on both variables (we introduced a non-negligible error into the L FIR variable through our source/beam correction). As stated above, we chose the examination of L FIR as a function of L CO to match the most recent literature and note that the solution to the inverse problem (L CO as a function of L FIR ) does not simply produce best-fit slopes that are the inverse of those presented here. For the case of low-J lines collected from the literature and our ARO followup, multiple measurements for the same galaxies (positioned at the location matching the FTS coordinates) are treated independently. Note. -Best fit measurements and errors for Log(L FIR )=a Log(L CO )+b. Column n = number of data points used in relation (not all 3σ detections). (Table 3) . Blue data points indicate resolved (SincGaussian) measurements from the FTS. Line fits are described in Section 3. The green line is fitting the whole sample; the CO J = 1−0 line fit is shown as a dotted black line on each other CO plot for comparison. The dashed orange and purple lines are fits when separating the sample into galaxies above and below L FIR = 6 × 10 10 L , respectively.
When including all spectra in our sample, we find slopes starting at 1.3 for CO J = 1−0, and lowering to about ∼ 1 for the mid-to high-J CO lines, with no discernible trend with increasing J. The results are shown in Table 4 . There is no significant difference whether we include or exclude FTS lines with S/N < 3. We also separated our samples into a few categories that are somewhat overlapping, and summarize the differences here:
• We separated our galaxies into known AGN (categorized in Hyperleda 10 as quasar or any type of Seyfert) or not. This classification (using the agnclass category) is taken from the Véron-Cetty & Véron (2006) catalog. Within those classified by Hyperleda as AGN (78 of the 232 galaxies), no information is provided regarding the relative SF vs. AGN contributions to the total L FIR , so this is a somewhat crude division of the galaxy sample. Looking only at AGN (Table 5 ), compared to the whole sample we find higher slopes for the low-J lines (1.5 ± 0.1, 1.2 ± 0.1, 1.3 ± 0.1, 1.1 ± 0.1, 1.15 ± 0.04 for J = 1−0 through J = 5−4), but the slope error bars overlap by CO J = 6−5 and continue to follow the same trend as the whole sample. Looking at the sample that completely excludes AGN, we find a lower slope than the whole 10 http://leda.univ-lyon1.fr/leda/rawcat/a109.html/ sample for CO J = 1−0 (1.13 ± 0.06), but at subsequently higher-J the slopes are not distinguishable from the combined sample. In summary, comparing AGN to the non-AGN sample, the most significant difference is in the CO J =1−0 line. There are also differences, at less significance, up to the J = 5−4 line. The low-J CO emission is not expected to be affected by the AGN; it is the L FIR and high-J CO likely being influenced. We likely do not see any difference because our AGN-designated galaxies (which are only about one third of the full sample) may not be entirely dominated in their molecular excitation from the AGN; as mentioned, we do not separate the relative SF vs. AGN contributions to total L FIR . Better quantification of the AGN influence, and higher spatial resolution, may result in differences in the slope.
• Astronomers often separate galaxies into (U)LIRGs or lower luminosity galaxies. We separate our galaxies at L FIR = 6 × 10 10 L which we found is approximately equal to L IR (8-1000 µm) = 1×10
11 , based on the luminosities listed in Greve et al. (2014) and Kamenetzky et al. (2014) . (The exact cutoff value does not change the conclusions that follow.) The CO J = 1−0 line has been known to not be fit by one slope among (U)LIRGs and lower luminosity galaxies; the superlinear slope that results from a single power line fit is due to higher dense gas fractions in (U)LIRGs (Gao & Solomon 2004b; Greve et al. 2014 ), essentially creating a higher intercept (but same slope). We do find lower slopes in J = 1−0 among these two populations fit separately than their combined slope of 1.3 ± 0.4. We find the mid-J lines of CO are well fit by a single slope across many orders of magnitude; the slopes in all three cases (full sample, just (U)LIRGs, just galaxies with lower luminosities than (U)LIRGs) are not statistically distinguishable given the error bars. Our three highest-J CO lines (J = 11−10, J = 12−11 J =13−12), however, do show a measurable difference in the best fit slope. Focusing primarily on (U)LIRGs changes the slopes at higher-J, decreasing to about 0.83 ± 0.03 (weighted average of three highest-J CO lines in Table 6 ), a highly significant difference from 1. The results for these two populations are shown in Tables 6 and 7.
• We restricted the fit to only those galaxies not particularly well resolved, those with L FIR,beam ≥ 0.8 L FIR,total based on the photometry maps, to see if our infrared luminosity correction could be influencing the y-axis values. We find lower slopes in this case, 0.88 ± 0.06 on average for high-J lines, but this may be due to the fact that 2/3 of this population are (U)LIRGs, not because large L FIR corrections are necessarily inaccurate.
Certainly, these slopes are masking a considerable amount of scatter in the data, and different trends can be discerned when fitting different populations (also seen in Liu et al. (2015) ). The remaining figures of this paper examine the survey populations themselves with comparisons to these derived, "global" relations. Note. -Best fit measurements and errors for Log(L FIR )=a Log(L CO )+b. Column n = number of data points used in relation (not all 3σ detections). Note. -Best fit measurements and errors for Log(L FIR )=a Log(L CO )+b. Column n = number of data points used in relation (not all 3σ detections).
TABLE 7
Correlations between L CO and L FIR : Non-(U)LIRGs Only. Fitting a linear relation in log space requires creating error bars that are symmetric in log space, which ours are not. The exaggeration of the linear errors when viewed in log space is highest for those line measurements with the lowest signal-to-noise ratio. To test whether the conversion to these symmetric error bars (which decreases the size of the lower error bar) introduces systematic bias in deriving the slopes, we chose fixed values of the slopes, set the nominal y-values to match the chosen slope, and draw randomly from each data point's x and y error bars in linear space. Fitting such scattered distributions many times results in distributions centered upon the chosen slopes and with scatter comparable to our error bars in Table 4 . We find no evidence of systematic bias due to this effect.
We also investigated whether our error bars are responsible for the slightly lower value of the CO J = 1−0 line's slope at 1.3 instead of 1.4-1.6. This value is not due to the error bars in either the x-or y-directions; we still find a slope of about 1.3 if we exclude one, the other, or both in the line fitting. We do find a slope of 1.44 if we restrict the fit to those data points with log (L CO ) > 9, indicating that the lower luminosity points are bringing down the slope overall. Greve et al. (2014) conducted a comparison of CO emission to L FIR for the non-extended galaxies of the HerCULES sample (van der Werf et al. 2010 ) and found sharply decreasing slopes between log(L FIR ) and log(L CO ), starting around 1 at CO J = 1−0 and decreasing as one moves to higher-J starting around CO J = 6−5 (0.93 ± 0.05, down to 0.47 ±0.20 by the J = 13−12 line).
Comparison to Similar Works
They interpret this sublinear slope as an indication that FUV radiation fields are not responsible for the the dense, warm gas emitting in the high-J lines. Mechanical heating and shocks are the likely explanation for the high-J excitation, as was shown in many galaxies of the sample of K14 (and references therein). We are in agreement with Greve et al. (2014) that mechanical feedback can be related to star formation, such as stellar outflows, winds, and supernova remnant expansion; not being related to the FUV radiation from stars does not mean the excitation is not related to star formation at all.
The fluxes used in Greve et al. (2014) are reported in Rosenberg et al. (2015) . Their sample is included in ours, but our measured fluxes do not match in all cases. For lines up to J = 10−9, 2/3 of their 18 nonextended galaxies match our flux values within 30%. At higher-J, this number is more like 1/3. When discrepant, their values are often ∼ 50% higher, or even factors of a few for IRASF05189-2524, for which we do not use the same spectra. The major difference for other galaxies is likely the treatment of the source/beam correction. Importantly, Greve et al. (2014) only included (U)LIRGs (log(L FIR ) ≥ 11). As discussed above, we find lower slopes if we restrict ourselves to this population, but not as low as the slopes reported by Greve et al. (2014) , due to the differences in our measured fluxes. Liu et al. (2015) conducted a larger study, more comparable to ours, utilizing the full extent of the Herschel archive. With the inclusion of galaxies from log(L FIR ) ≥ 8, they found linear slopes between log(L FIR ) and log(L CO ) throughout the CO ladder starting at J = 4−3 (statistically consistent with our results). Also consistent with our results and Greve et al. (2014) , restricting the fits to the HerCULES sample of (U)LIRGs yields sublinear slopes for the highest-J lines. Their work does not include a table of the galaxies included in their sample or the line fluxes used, so we cannot make a direct comparison of the fluxes used for our relations at this time. Some major differences may be important in the comparison of our work: first, they use SPIRE calibration version 12 and we use version 13, which may make the most difference for galaxies observed near the start of SPIRE cooling cycles (due to "cooler burp"). Second, each of their CO and L FIR relations use a different beam size, that of the frequency of the CO line in the FTS. Third, for sparsely and intermediately sampled galaxies, they extract spectra from multiple bolometers in the detector array, meaning they are including multiple spatially Nyquist-sampled data points in their relationships (with their own matching L FIR values) for such galaxies. Finally, their line fitting procedure uses sinc-convolvedgaussian (SCG) lines in HIPE for sparse observations and sinc for intermediate or full sampling observations. They note that SCG-derived fluxes are systematically higher, but we found that few galaxies have CO linewidths large enough to be resolved by the FTS. Differences in the slopes of (U)LIRGs among Liu et al. (2015) , Greve et al. (2014) , and this work can also be attributed to the small dynamical range spanned by (U)LIRGs. Despite these differences, our results agree well in finding mid-to high-J CO slopes of 1 in a large sample of galaxies and less than 1 for (U)LIRGs. Lu et al. (2014) also examined the CO J =4−3 through J = 13−12 emission of the 65 LIRGs in the Great Observatories All-Sky LIRG Survey (GOALS), comparing to the IRAS 60-to-100 µm color, C(60/100), as a proxy for dust temperature. They demonstrated that L IR is not the best predictor of SLED shapes; we find an overall trend in Figure 2 (the line luminosity ratios relative to J = 1−0 in average SLEDs by L FIR bin increase with L FIR ), but also a significant amount of variation in Figure 3 (individual mid-to high-J CO/J = 1−0 luminosity ratios for each galaxy, unbinned), discussed in the next section. C(60/100), which is not presented here, is potentially a better predictor of the CO SLED shape (based on the line at which the SLED peaks in luminosity).
Average SLEDs by L FIR Ranges
Within galaxy-wide log(L FIR ) ranges of approximately 0.5 dex, we compiled weighted-averaged Figure 2 (top; see caption for note about conversion to L CO ). The SLEDs are normalized to the J = 1−0 line to show the relative excitation across the CO ladder. The CO J = 1−0 line measures emission from the same type of cold, ubiquitous molecular gas found throughout many types of galaxies. There are four main trends to examine in this plot: First, there is a trend with increasing L FIR towards much more high-J CO luminosity compared to J = 1−0. This indicates a greater energy input relative to typical PDRs, to explain the high-J emission. Second, the location of the CO luminosity peak moves to higher-J with higher L FIR . Third, the slope of the mid-to high-J CO emission SLED becomes flatter with increasing L FIR . However, all the SLED slopes are relatively flat, none show an extreme drop-off. Fourth, the values of mid-to high-J CO relative to CO J = 1−0 in luminosity only range from about 10 to 100 across all lines.
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This is consistent with the CO SLED compilation shown in Figure 5 of K14, which showed high-J/J = 1−0 ratios from about 5 to 100 (with one outlier, NGC6240, at 250 at its peak, see Meijerink et al. (2013) ). These last three trends are indicative of a higher average pressure (product of kinetic temperature and density) required to explain the shape of the CO SLED. We emphasize average because all of the CO emission is the sum of a gradient of conditions from different environments. Figure 2 (top) also shows a difference between the bin-averaged SLEDs (with data points) and the SLEDs that would be predicted simply from our log(L FIR ) vs. log(L CO ) slopes (light colored, no data points). The predicted SLEDs span a narrower range than the binaveraged SLEDs. Describing each CO line by a single relationship over the entire sample averages over the very real differences in populations, such as those described in Section 3.1 (e.g. different L CO /L FIR slopes at higher luminosities). Also, the actual weighted averages are often influenced by high S/N galaxies that may not represent the whole bin, but still illustrate the overall trend. Either way of examining the data, which we do more in Fig. 2. -Top: average SLEDs by L FIR ranges. For L FIR bin ranges shown in the legend, the value of L CO /L FIR was averaged if measurements existed for at least 3 galaxies. All SLEDs were then divided by the value of the L CO (J =1−0)/L FIR line to demonstrate the difference in relative excitation (shape) of the CO ladder. The number of data points used in each SLED may change with each line, which is why a range is given in the legend. The highest luminosity bin is dominated by more distant galaxies, where the CO J = 4−3 line is likely to be redshifted out of the FTS band, which is why that black data point is missing. The lighter lines with no data markers indicate the predictions from the slopes in Table 4 for the center of each log bin. Bottom: comparison to theoretical models. The red model predictions are from Narayanan & Krumholz (2014) , for SFR surface densities of 1 (dashed) and 100 (solid) M kpc −2 yr −1 (up to J = 9−8). The black model predictions are from Kazandjian et al. (2015) for solar metallicity and A V = 10. The first two predictions are for ngas = 10 4 , G 0 = 10 4 , α = 0 (dashdot-dot, which drops quickly) and α = 0.1 (dashed, which rises too high). The solid black line the sum of two models, ngas = 10 3 , G 0 = 10 3 , α = 0 to fit the lowest-J lines, and then the model of ngas = 10 3 , G 0 = 10 5 , α = 0.5, multiplied by 0.1, to attempt to (though not well) reproduce a flat mid-to high-J spectrum at less than 100. The lines with data points correspond to the average SLEDs in the top panel. Note:
the following section, shows a relatively narrow range of high-J to CO J = 1−0 ratios compared to expectations from some theoretical models.
DISCUSSION
In the previous section, we explained the observational and theoretical motivations for fitting the slopes of log(L FIR ) vs. log(L CO ). We now place the trends uncovered in the previous section in the context of theoretical predictions for CO emission. One may initially attempt to explain our linear slopes for the mid-to high-J CO lines using the same logic as already presented in Section 3 to describe the linear slope of the HCN J = 1−0 line (because the critical densities increase with upper-J level). This cannot naively be touted as the explanation for our linear slopes because the assumption of isothermality is not correct (Krumholz & Thompson 2007, Section 4.3.2) . Their models rely on the gas temperature being lower than the upper-state energy level of the transition. The modeling of K14 has already shown that the kinetic temperature of the high-J emitting gas is quite high and that the lines are not thermalized; both temperature and density play an important role in the emission. The conditions are not uniform, and this sensitivity to both temperature and density (and invalidity of LTE) is why the high-J CO emission is not linearly related to warm molecular mass. Such a relationship (between high-J CO emission and mass) was not found in K14 for those reasons. Excitation modeling assuming statistical equilibrium parameterized by pressure (temperature × density) can better illuminate the physical conditions of the molecular gas. Narayanan et al. (2008) extended the argument of Krumholz & Thompson (2007) by applying excitation and radiative transfer calculations to hydrodynamical simulations of disk and merger galaxies. They matched the known relations and predicted those for the (at the time) unobserved mid-J CO to be less than linear, decreasing from about 0.6 to 0.4 from J = 4−3 to J = 7−6, based on the density and temperature distributions derived from their simulations. For these lines, the decrease in the slope is due to the fraction of the emission dominated by subthermal excitation increasing with critical density of the tracer. This reiterates the above point that any one individual high-J CO line is a poor tracer of mass. We do not find such low slopes, and also do not discern any trend after J = 5−4. In these relations, they strictly considered the SFR, not L FIR (which we and others use as a proxy). Narayanan & Krumholz (2014) showed that the CO SLED shape in their models can be parameterized by star formation rate surface density. Their simulations only considered heating by far ultraviolet (FUV) photons, cosmic rays, and energy exchange with dust. FUV heating is the driving force behind photodissociation regions (PDRs). Two examples are shown in Figure 2 (bottom); some star formation rate surface densities are a qualitative match to our highest luminosity (and therefore highest SFR) galaxies, but only up through the mid-J lines. Though they do not predict above J = 8−7, the models imply a sharp drop-off would begin above this line. However, even in galaxies of two orders of magnitude lower luminosity, we still find quite flat SLED slopes in the high-J lines that are not well matched by the models, which drop off steeply after mid-J.
As already mentioned in the introduction, typical PDRs cannot account for the highly excited CO SLEDs seen in many Herschel spectra. The need for energy sources beyond FUV photons was demonstrated with data available from the ground (Papadopoulos et al. 2012) , but Herschel has made it even more clear in a number of individual studies and surveys (Kamenet- upper , the theoretical level for thermalized emission (off the top of the y-axis after J = 6−5). The solid line denotes the ratios based on the line fits in Table 4 (not a fit to these data, and not utilizing the same data; this plot relies on 1:1 matching of CO lines with a J = 1−0 measurement from the same galaxy, and multiple low-J lines from the literature are averaged together). Line ratios across the range of L FIR remain generally the same across lines above J = 6−5, consistently between 1 or 10 to 100. zky et al. 2014; Lu et al. 2014; Pereira-Santaella et al. 2014 , and individual references within all three). Lu et al. (2014) divided the shock scenario into two categories: those associated with current star formation (supernovae, winds) and those associated with other non-SF-related phenomena (AGN-driven outflows, radio jets, or galaxy-galaxy collisions). They found SF-dominated galaxies all had similar ratios of total mid-J (J = 5−4, J = 6−5, J = 7−6, J = 8−7, and J = 10−9) CO luminosity to L IR , whereas galaxies with non-SF-related shocks and high AGN contribution had higher and lower ratios, respectively. Kazandjian et al. (2015) extended the treatment of PDR models to include varying degrees of influence from mechanical heating and predicted the CO emission. They found that high-J CO line ratios are especially sensitive to mechanical heating; the same cloud conditions (parameterized as the gas density and FUV irradiating flux, n and G 0 ) can produce dramatically different CO SLEDs with only a few percent of the total heating contributed by mechanical energy (α = Γ mechanical /Γ total ) such as turbulence and winds (see their Figure 6 ). We examined the CO high-J/J = 1−0 luminosity ratios and attempted to compare the Kazandjian et al. (2015) models to our overall trends. While the addition of mechanical energy (α > 0) can result in flatter high-J spectra, we find these ratios dramatically overpredict the high-J luminosity relative to the J = 1−0 line. Two examples (out of a much larger parameter space) are shown in Figure  2 (bottom) to illustrate the impact of α. With no mechanical heating, the shape of the SLED falls down too dramatically at mid-J. With the addition of mechanical heating, though the shape is flatter, it rises far above the ratios we find (and off the top of the plot), which generally do not go above 100 L CO,1−0 , and never above 180 L CO,1−0 for 3σ detections. We can somewhat reproduce the average shape by combining multiple models with the higher excitation component reduced by a large percentage, indicating a negligible amount of CO J = 1−0 emission from this component. One example is shown in Figure 2 , but more detailed comparisons to the models examining all the possible parameter space of the models is required.
Examination of Figure 2 indicates that our trends derived from the L FIR /L CO fitting (solid, light colored lines) may not be representative of the population as a whole, given the variance in the average SLEDs from these trends. We therefore also examined the line ratios L CO /L CO,1−0 as a function of L FIR in Figure 3 . These data are different than that fit in Figure 1 because a) it relies on the high-J lines for a given spectrum having a corresponding CO J = 1−0 line and b) it averages the CO J = 1−0 luminosity when multiple measurements are available (though all are referenced to the same beam size). The same behavior we see in the average SLEDs is still present; the luminosity of the high-J lines relative to CO J =1−0 only varies by about 1.7 orders of magnitude across the range of L FIR . This is true for each of the CO lines, which is why the slopes in the average SLEDs are all relatively flat. This way of looking at the data also illustrates the differences in population, e.g. (U)LIRGs lying above the average trendline, which are averaged out when fitting the log(L FIR )/log(L CO ) slopes as in Figure  1 .
We used the same method as in K14 to conduct 2-component non-LTE likelihood modeling of the average CO SLEDs by the same L FIR bins as in Figure 2 . We describe the SLED as a sum of two components of gas, each described with 4 parameters: kinetic temperature, density of molecular hydrogen, column density of CO, and area filling factor. While the molecular gas exists in a continuum of conditions, two components is the simplest description of these conditions (see further discussion in K14). The product of temperature and density, the pressure P/k in K cm −3 , largely determines the relative shape of the SLED. The product of column density and area is proportional to the mass, which determines the total emission (and as previously discussed, in the case of the cold gas only, is often considered directly proportional to CO J = 1−0).
The trends with L FIR for the predictions from the L CO /L FIR slopes (light solid colors in Figure 2 ) can be mostly foreseen from the shapes alone; the pressure, mass, and luminosity for both the warm and cold components increase slightly with increasing L FIR , but overall the physical conditions are not too dissimilar up through log(L FIR ) = 12. The ratio of warm to cold CO luminosity is about 45-65 for all bins log(L FIR ) < 12, but higher for ULIRGs, around 200. The warm/cold component pressure on average drops from about 60 to 50 from the log(L FIR ) = 9.5-10 bin to the log(L FIR ) = 11.5-12.0 bin, but is only about 25 for the highest bin of log(L FIR ) > 12. The cold component pressures range from log(P/k [K cm−3]) = 4 to 4.5, but 4.7 for ULIRGs, and the warm component from 5.7 -6. Within this parameter, there is substantial degeneracy between temperature and density. Finally, the warm/cold mass ratio is about 0.2, but only 0.1 for the ULIRG bin. This means that while both the cold and warm components have higher pressure overall, more of the mid-J emission in the ULIRGs can be explained by higher bulk excitation of the total molecular gas (most of which is cold). This could have implications for the stellar initial mass function (IMF) and its subsequent effect on the surrounding gas.
In summary, we find linear slopes between mid-to high-J log(L CO ) and log(L FIR ). Because this CO emission is not thermalized, it should not be used as a proxy for molecular mass or a strict K-S relation. Such slopes are inconsistent with the hydrodynamical simulations of Narayanan et al. (2008) . The relative luminosity of high-J CO to J = 1−0 slightly correlates with L FIR , but only ranges from about 10 to 100 for J = 6−5 through J = 13−12 when a single power law describes each line. When examining the full sample (Figure 3 ), this range varies from a few to 180. Across the range of L FIR here, the SLEDs relative to CO J = 1−0 are fairly flat across these lines. Neither hydrodynamical nor PDR+mechanical heating models reproduce this trend when used as a single descriptor of the galaxy-wide emission. Combinations of such descriptors, which essentially adjusts the relative contributions of molecular gas components, could better describe the SLEDs.
CONCLUSIONS
We have presented a catalog of all CO, [CI] , and [NII] lines available from extragalactic spectra from the Herschel SPIRE Fourier Transform Spectrometer.
1. Our catalog includes a uniform treatment for source/beam coupling correction and proper estimates of the probability distribution functions (PDFs) of line flux measurements given the highly correlated nature of the Fourier Transform Spectrometer.
2. Relations of the form log(L FIR ) = a log(L CO ) + b show linear slopes over multiple orders of magnitude for mid-to high-J CO lines, and slightly sublinear slopes if restricted to (U)LIRGs.
3. Average SLEDs show increasing mid-to high-J CO luminosity relative to CO J = 1−0, from a few to ∼ 100, with increasing L FIR . Even for the most luminous local galaxies, the high-J to J = 1−0 ratios do not exceed 180.
4. The luminosities relative to CO J = 1−0 remain relatively flat from J = 6−5 through J = 13−12, across many orders of magnitude of L FIR .
5. Current theoretical models do not reproduce such flat SLEDs with ratios < 180 across such a large range of galaxy luminosity.
6. Preliminary RADEX modeling shows that more of the mid-J emission in ULIRGs can be attributed to higher bulk excitation of the total molecular gas, not just isolated emission from high excitation gas.
Future work will include the detailed, two-component excitation modeling of galaxy spectra with at least eight of the thirteen CO lines shown here, as in K14.
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A. ILLUSTRATED EXAMPLE OF LINE FITTING PROCEDURE
We chose NGC4388 as an example of a semi-extended galaxy with a fairly good spectrum that degrades in signal/noise by the time it reaches the higher-J CO lines.
As an overview, the top rows of Figure A1 illustrate the source/beam correction described in Section 2.2. The photometer PSW map shows that the emission is somewhat extended relative to the SPIRE FTS beam sizes, which results in a discontinuity in the original spectrum (cyan, right plot). The corrected spectrum removes this discontinuity, and shows the flux emitted in a 43. 5 beam. The bottom two rows illustrate high signal/noise (first column) vs. poor signal/noise (next two columns) CO lines. Fitting these two lines with a least-squares fitting routine, such as the FTFitter, often produce integrated fluxes of signal/noise greater than 3, because the "ringing" in the spectrum is well-fit by the intrinsic line profile of the spectrometer. However, inspection of the lines should lead one to question why the surrounding ripple peaks are not also high detections of other lines; none of which are expected to be nearly the intensity of CO. The resulting probability distribution functions in the bottom rows are thus wider and more heavily weighted towards zero.
To describe how the blue PDFs in the aforementioned figure were created, we focus on the CO J = 12−11 line, for which the FTFitter returns an integrated flux of 0.0298 ± 0.0075 Jy cm −1 centered at 45.73 cm −1 . For this procedure, we consider the frequency range ± 2 cm −1 from this center, masking out ± one line profile FWHM (0.048 cm −1 ) around any CO, [CI] , and [NII] lines in this region (in this case, only the CO J = 12−11 line itself). We create a grid of injected line amplitudes, f true from 0 to 0.067 (the range is defined by the minimum of 0 or the flux -5σ to the flux + 5σ). For each amplitude, we inject a sinc function of that amplitude at a location within our frequency range and refit the spectrum, recording the total measured integrated flux. This procedure is done at evenly sampled frequencies, every 0.048 cm −1 , over the frequency range (about 80 samples if no other lines are present nearby). For this input amplitude, we now have a histogram of measured amplitudes, f obs . All together, we now have a two-dimensional map of input fluxes vs. measured fluxes P (f obs |f true ), from which we can back out the probability of the input flux given our measured flux. The blue PDF shown in Figure A1 is a slice of this map at measured flux of 0.0298 Jy cm −1 (P (f true |0.0298); in other words, it is the distribution of input fluxes that produced a measured flux of 0.0298 Jy cm −1 in this frequency range.
