We study some connections between integral probability metrics [21] of the form,
Introduction
Let (M, A) be a measurable space and P be the set of all Borel probability measures defined on M . In this paper, we consider distance/divergence measures on P of the form, γ F (P, Q) := sup
and
where F is the set of all real-valued P-integrable (∀ P) functions on M and φ : R → R is a convex function.
1 γ F is called the integral probability metric [21] while D φ is called the Ali-Silvey distance [1] or Csiszár's φ-divergence [5] . Note that D φ is not guaranteed to be a metric (or semi-metric 2 ) for all φ while γ F is a pseudometric 3 on P for any F. Many popular distance/divergence measures on P can be obtained as special cases of either Eq. (1) or Eq. (2) by appropriately choosing F or φ.
The Kullback-Liebler divergence between P and Q is obtained by choosing φ(t) = t log t, which is not a metric as D φ (P, Q) = D φ (Q, P). Choosing φ(t) = ( √ t − 1) 2 yields the Hellinger distance (a semi-metric), while φ(t) = |t − 1| yields the total variance distance (a metric). φ(t) = (t − 1) 2 yields the χ 2 -divergence, which is not a metric as D φ (P, Q) = D φ (Q, P).
As mentioned above, γ F is a pseduometric on P and F determines the metric property of γ F , i.e., the triangle inequality is satisfied by γ F for only certain F. When (M, ρ) is a metric space, γ F is a metric on P when F is the set of bounded continuous functions on M [7, Lemma 9.3.2] . When F is the set of bounded, ρ-uniformly continuous functions on M , by the Portmanteau theorem [26, Chapter 19 , Theorem 1.1], γ F is not only a metric on P but also metrizes the weak topology on P. γ F is a Dudley metric [26, Chapter 19, Definition 2.2] when F = {f : f BL ≤ 1} where f BL = f ∞ + f L with f ∞ := sup{|f (x)| : x ∈ M } and f L := sup{|f (x) − f (y)|/ρ(x, y) : x = y in M }. f L is called the Lipschitz semi-norm of a realvalued function f on M . By the Kantorovich-Rubinstein theorem [7, Theorem 11.8.2] , when (M, ρ) is separable, γ F equals the Monge-Wasserstein distance for F = {f : f L ≤ 1}. γ F is the total variation metric when F = {f : f ∞ ≤ 1} while it is the Kolmogorov distance when F = {1 (−∞,t] : t ∈ R d }. If F = {e i ω,. : ω ∈ R d }, then γ F (P, Q) reduces to finding the maximal difference between the characteristic functions of P and Q. By the uniqueness theorem for characteristic functions [7, Theorem 9.5 .1], we have γ F (P, Q) = 0 ⇔ φ P = φ Q ⇔ P = Q, where φ P and φ Q represent the characteristic functions of P and Q, respectively.
4 Therefore, the function class F = {e i ω,. : ω ∈ R d } induces a metric on P. Recently, [14, 12, 27, 13] considered F to be a unit ball in a reproducing kernel Hilbert space [2, 25] and derived necessary and sufficient conditions on the associated reproducing kernel so that γ F is a metric on P.
Having mentioned different set of distance measures on P which are either indexed by F or φ, in this work, we present the following results related to γ F and D φ .
• Firstly, we consider the problem of deriving necessary and sufficient conditions on F and φ so that ∀ P, Q ∈ P 0 ⊂ P, γ F (P, Q) = D φ (P, Q), where P 0 is some subset of P. This is equivalent to finding conditions on F and φ so that γ F is a φ-divergence, which is addressed in Section 2, wherein we show that the classes {γ F } F (indexed by F) and {D φ } φ (indexed by φ) of distance measures intersect nontrivially only at the total variation distance. We also show that {γ F } F and {D φ } φ intersect trivially by choosing F to be the set of all real-valued measurable functions on M ; φ to be φ(t) = 0 for t = 1 and φ(t) = +∞ for t = 1, so that D φ (P, Q) = 0 when P = Q and +∞ otherwise.
• [4, 20, 22] have studied the problem of relating the risk (expected loss) in binary classification problems to φ-divergences. Specifically, in a margin-based binary classification setting, [22] showed that for each loss function, l, there exists exactly one corresponding φ-divergence such that the associated risk is equal to the negative φ-divergence. The reverse mapping is, in general, many-to-one. Since we show connection between γ F and D φ in Section 2, using the results in [22] , in Section 3, we derive the loss function associated with γ F , where F is the set of all real-valued measurable functions on M . Using this loss function, we show in Section 3.1 that if F is chosen to be a unit ball in a reproducing kernel Hilbert space [27] , then γ F is the risk associated with the Parzen window classifier (also called as kernel classification rule [6, Chapter 10] ) where the Parzen window turns out to be the reproducing kernel of the reproducing kernel Hilbert space. This study also shows the explicit assumptions under which the Parzen window classifier can be obtained within the framework of regularization that is popular in learning theory.
• De Groot [15, 16] introduced the concept of statistical information that is widely studied in information theory and statistics. [23] have shown that the statistical information is a φ-divergence between two distributions for a particular choice of φ. Since γ F is shown to be a φ-divergence for certain F and φ (see Section 2), in Section 4, we relate γ F to statistical information.
2 Intersection of {γ F } F and {D φ } φ
In this section, we consider {γ F } F and {D φ } φ , which are classes of distance measures on P indexed by F and φ respectively. We derive conditions on F and φ so that ∀ P, Q ∈ P 0 ⊂ P, γ F (P, Q) = D φ (P, Q) for some chosen P 0 . This would show whether the class of integral probability metrics and the class of φ-divergences are different or not and under what conditions. To this end, we introduce some notation where we define Pf := M f dP. Denote A to be the indicator function for set A. To start with, the following proposition shows that γ F is trivially a φ-divergence.
Proposition 1. Let F ⋆ be the set of all real-valued functions on M and
4 The characteristic function of a probability measure,
Proof. Consider γ F in Eq.
(1) with F = F ⋆ . Since f ∈ F ⋆ ⇒ −f ∈ F ⋆ , the absolute sign in Eq.
(1) can be removed and so
The variational form of φ-divergence [18, 3] is given by
where the supremum is taken over all measurable functions f : M → R and φ * is the convex conjugate of φ defined as φ * (u) = sup t∈R (ut − φ(t)). With φ ⋆ (t) as in Eq. (3), it is easy to check that φ * ⋆ (t) = t, and therefore the result in Eq. (4) follows.
From Eq. (4), it is clear that γ F⋆ (P, Q) is the strongest way of measuring the discrepancy between probability measures, which is not very useful in practice. Therefore, one considers γ F by choosing an appropriate function class, F (a restricted set than F ⋆ ), resulting in a wide variety of metrics, including the Dudley metric, Wasserstein metric, etc. Now, the question is for what other function classes does there exist a φ such that γ F is a φ-divergence, i.e., γ F (P, Q) = D φ (P, Q)? We answer this in the following proposition.
5
Proposition 2. Let F ⋆ be the set of all real-valued measurable functions on M and let F 0 ⊂ F ⋆ . Let P 0 = {P : P ≪ λ, p = dP dλ for some σ-finite measure λ}. Then for any P, Q ∈ P 0 , γ F0 (P, Q) = D φ0 (P, Q) if and only if any one of the following hold:
To prove this, we need a series of following results. However, the idea of the proof is simple. Since γ F is a pseudometric on P for any F, we first consider the conditions on φ for which D φ is a pseudometric on P. This is addressed in Corollary 6 (by using the following results in Theorem 3 and Theorem 4), which is then used to prove Proposition 2.
Theorem 3 (Properties of φ and D φ [28] ). Let P 0 = {P : P ≪ λ, p = dP dλ for some σ-finite measure λ}. For a φ-divergence D φ (P, Q) where P, Q ∈ P 0 , we have
(ii) D φ (P, Q) = 0 ⇔ P = Q if and only if φ(1) = 0 and φ is strictly convex at 1.
The above result characterizes φ so that D φ is a semimetric on P 0 . The following result combined with Theorem 3 characterizes φ so that D φ is a pseudometric on P 0 .
Theorem 4 ([19]
). D φ satisfies (P = Q ⇒ D φ (P, Q) = 0) and the triangle inequality if and only if φ is of the form
for some β ≥ α.
The above result is a modified version of Theorem 2 in [19] . Theorem 2 in [19] says that D φ satisfies (P = Q ⇔ D φ (P, Q) = 0) and the triangle inequality if and only if φ is of the form in Eq. (7) for some β > α. In that case, the strict inequality (between α and β) is needed so that φ is strictly convex for (P = Q ⇔ D φ (P, Q) = 0) to hold. In Theorem 4, we only need (P = Q ⇒ D φ (P, Q) = 0) to characterize φ for D φ to be a pseudometric and so a trivial change in the proof of Theorem 2 in [19] yields φ in Eq. (7) with an inequality that is not strict between α and β.
Lemma 5 ([19]
). For β > α, D φ (P, Q) with φ in Eq. (7) is
Based on this result, we have the following corollary.
Corollary 6. D φ is a pseudo-metric on P 0 if and only if φ is of the form in Eq. (7).
Proof. (⇒) If φ is of the form in Eq. (7), then D φ satisfies the triangle inequality and (P = Q ⇒ D φ (P, Q) = 0). It is easy to verify that D φ also satisfies (i) and (iii) in Theorem 3 and therefore D φ is a pseudometric on P 0 .
(⇐) If D φ is a pseudometric on P 0 , then it satisfies the triangle inequality and (P = Q ⇒ D φ (P, Q) = 0) and therefore by Theorem 4, φ is of the form in Eq. (7).
We are now ready to prove Proposition 2.
Proof of Proposition 2.
where β ≥ α. Now, let us consider two cases.
Therefore, γ F (P, Q) = sup f ∈F |Pf − Qf | = 0 for all P, Q ∈ P 0 which means ∀ P, Q ∈ P 0 , ∀ f ∈ F, Pf = Qf , which means f is a constant on M , i.e., F = {f : f = c, c ∈ R}.
Note that in Proposition 2, the cases (i) and (ii) are disjoint. Case (i) shows that the family of φ-divergences (indexed by φ) and the family of integral probability metrics (indexed by F that induce a metric on P 0 ) intersect only at the variational distance.
6 Case (ii) is trivial as the distance between any two probability measures is zero. This result shows that integral probability metrics and φ-divergence are totally different. Note that we have restricted F to a proper subset of F ⋆ . Otherwise, γ F trivially coincides with the family of φ-divergence through Proposition 1. Another straightforward difference between γ F and D φ is that the latter is defined on P 0 while the former can be defined on the entire P.
So far, we have shown that γ F is a φ-divergence under some conditions on F and φ (see Propositions 1 and 2). [4, 20, 22] have studied the problem of relating the risk (expected loss) in binary classification problems to φ-divergences, i.e., determining the loss function related to a φ-divergence and vice-versa. [23] have related φ-divergence to the concept of statistical information introduced by [15] , which is studied in information theory and statistics. In the following sections, firstly (in Section 3) we consider γ F⋆ which corresponds to a φ-divergence (see Proposition 1) and derive the associated loss function by showing the results in [22] . Secondly (in Section 4), we consider γ F with F = {f : f ∞ ≤ 1} (see Proposition 2) and relate it to statistical information.
Binary classification and surrogate loss functions
Let us consider the binary classification problem with Y ∈ {−1, 1}, X ∈ M and the product space, M × {−1, +1}, being endowed with a Borel probability measure µ. A discriminant function, g is a real valued measurable function on M , whose sign is used to make a classification decision. The goal is to choose a g that minimizes the probability of making the incorrect classification, also known as the Bayes risk. Formally, the Bayes decision rule involves solving
where l : {−1, +1} × R → R, (a, b) → a = sign(b) is the 0 − 1 loss function, and µ(Y = sign(g(X))) is the Bayes error. Since the problem in Eq. (8) is NP-hard to solve because of the non-convexity of the loss function, usually a surrogate loss function that is convex is considered. In this work, we consider loss functions of the form l(y, g(x)) = l(yg(x)), where l : R → R is typically a convex upper bound on the 0 − 1 loss, i.e., a ≤ 0 . 7 The quantity yg(x) and l(yg(x)) are usually known as the margin and margin-based loss function. Given l, the associated optimal l-risk is defined as
where
Here P(X) := µ(X|Y = 1), Q(X) := µ(X|Y = −1), π := µ(M, Y = 1), W := πP + (1 − π)Q and η(X) := µ(Y = 1|X) = π dP dW . [22] has shown an equivalence between φ-divergences and the overall risk associated with a loss-function l (also called the l-risk) in the margin-based binary classification setting. They showed that for each loss function, l (that acts a surrogate to 0−1 loss), there exists exactly one corresponding φ-divergence such that the optimized l-risk is equal to the negative φ-divergence. The reverse mapping is, in general, many-to-one.
As shown in Proposition 1, since γ F⋆ is a φ-divergence, we are interested to know the associated loss function, l. The following result due to [22] provides a method to compute φ-divergence from l-risk and vice-versa.
Theorem 7 ([22]). (a) (l-risk to φ-divergence)
Given a real-valued function l on R, the optimal l-risk is the φ-divergence between P and Q given as
where φ π (u) = (1 − π)φ 
Moreover, the relation in Eq. (11) holds whether or not l is convex.
(b) (φ-divergence to l-risk) Given a lower semicontinuous convex function φ : R → R, let Ψ(β) = φ * (−β), where φ * denotes the conjugate dual of φ. Define β 1 := inf{β : Ψ(β) < +∞} and β 2 := inf{β : Ψ(β) = inf Ψ}, and suppose that Ψ is decreasing, satisfies Ψ(Ψ(β)) = β for all β ∈ (β 1 , β 2 ) and there exists a point u * ∈ (β 1 , β 2 ) such that Ψ(u * ) = u * . Then any continuous loss function l of the form:
must induce φ-divergence with respect to φ in the sense of Eq. (11) and Eq. (12), where h : [u * , +∞) → R is some increasing continuous convex function such that h(u * ) = u * , and h is right-differentiable at u * with h ′ (u * ) > 0.
We now provide the following result related to γ F⋆ (., .) = D φ⋆ (., .) where φ ⋆ is defined in Eq. (3). Note that we need the assumption of l being convex in the converse of the above proposition. Otherwise, the converse is no longer true. To see that, let us consider the proof of the converse of Proposition 8. We have Ψ(u) = −u and u * = 0. So the problem now reduces to choosing h : [0, ∞) → R that is increasing continuous convex function such that h(0) = 0 and h is right-differentiable at 0 with h ′ (0) > 0. Choosing h(u) = tu, t > 0 gives l(α) = −tα, which would be the converse of Proposition 8. However, choosing h(u) = e u − 1 also satisfies the required properties resulting in the loss function,
which is not convex in α. Though, this choice of h does not lead to a convex loss, l, the non-convex loss function still induces φ ⋆ . Proposition 8 shows that −γ F⋆ (P, Q) is the risk associated with a margin-based binary classifier that classifies the class-conditional distributions P and Q (assuming equal prior distribution) using the loss function, l(α) = −tα, t > 0. This loss-function is peculiar as unlike in the usual setting (e.g., support vector machine, logistic regression, adaboost), correctly classified points are also rewarded based on how well they are classified. 9 As mentioned before, since γ F⋆ is a very conservative distance measure, in the following we restrict the discriminant function, g to some function class G.
8 Corollary 9 in [22] shows that φ is realizable by some surrogate loss function l (via (a) in Theorem 7) if and only if D φ is symmetric. This means, asymmetric φ-divergences like Kullback-Leibler divergece cannot be realized by any margin-based surrogate loss function l. In our case, since γ F⋆ is symmetric, it can be realized by a margin based loss function by invoking Theorem 7.
9 [22] showed that a similarly peculiar rule, l(α) = e −α − α − 1 is obtained with the Jensen-Shannon divergence.
Proof. From Eq. (10), we have
(a) follows from the fact that G is symmetric around zero, i.e., g ∈ G ⇒ −g ∈ G.
Proposition 9 shows that the integral probability metric, γ G (defined over G) is the risk that is associated with a binary classifier when the discriminant function is restricted to G. Therefore, the total variation distance, Dudley metric and Wasserstein distance can be understood as the risk that is associated with a binary classifier where the discriminant function, g is restricted to the appropriate function class, i.e., {g : g ∞ ≤ 1}, {g : g BL ≤ 1} and {g : g L ≤ 1}. It is easy to see from Proposition 9 that if G = F ⋆ , then we attain the result in Proposition 8 andR F⋆ = 0 P = Q − ∞ P = Q . Since F ⋆ is not an interesting function class, one can use the result in Proposition 9 to determine a classifier whose risk corresponds to γ G (P, Q), i.e.,g G = arg inf g∈G R l (g) = arg inf g∈G (Qg − Pg).
In the following subsection, we choose G to be a c-ball in a reproducing kernel Hilbert space (RKHS), H with k as its reproducing kernel, i.e., G = {g : g H ≤ c} and show that such a choice of G in Proposition 9 yields the Parzen window classifier (also called the kernel classification rule [6, Chapter 10] ).
Parzen window classifier
In the previous section, we showed that using γ F⋆ (P, Q) is equivalent to building a margin-based binary classifier using the loss function l(α) = −tα, t > 0 to differentiate the class conditionals, P(X) := µ(X|Y = 1) and Q(X) := µ(X|Y = −1) assuming an unbiased prior, i.e., π = 1 2 . Now, in Proposition 9, suppose we choose G = {g : g H ≤ c}, which is a c-ball in an RKHS (H, k). Let us assume that k is measurable and ∀ P ∈ P, M k(x, x) dP(x) < ∞. [27, Theorem 3] shows that γ G (P, Q) = c Pk − Qk H , which is the RKHS distance between the embeddings of distributions, P → Pk. By Proposition 9, this choice of G means that the RKHS distance between the class-conditionals, P and Q is the minimal risk obtained when g ∈ G with the loss function l(α) = −tα, t > 0, assuming an unbiased prior probability, i.e., π = 1 2 . It can be shown that the optimal decision rule,
the proof of which simply follows that of Theorem 3 in [27] . Therefore,
where (b) follows from the reproducing property of RKHS. In Eq. (16), we have neglected the constant c/ Pk − Qk H > 0 as it does not change the classification rule. The classification rule would involve considering the sign ofg G , i.e., y is classified as belonging to class "1" if sign(g G (y)) > 0 and to class "−1" otherwise. In other words, y is classified as "1" if M k(x, y) dP(x) > M k(x, y) dQ(x) and as "−1" otherwise, which is essentially the Parzen window classification rule.
In the following, we provide a different approach to attain the Parzen window classifier. Suppose, we are given finite samples
. from µ and we would like to build a classifier, g ∈ G that minimizes the expected loss (with l(α) = −tα, t > 0) based on finite samples. To this end, letP := 1 n {i:Yi=1} δ Xi andQ := 1 n {i:Yi=−1} δ Xi , which are the empirical measures associated with P and Q respectively, where δ x represents a Dirac measure at x. We have the following result.
for any G ⊂ {g : M → R} such that g ∈ G ⇒ −g ∈ G.
Proof. The result in Eq. (17) can be obtained in two ways. One way is to simply note that γ G (P,Q) =
Another way is to use Proposition 9 by replacing P withP and Q withQ. Now consider the right hand side of Eq. (17) with G = {g : g H ≤ 1}. The corresponding Lagrangian is given as
where λ > 0. Invoking the representer theorem [25, Theorem 4.2] while minimizing L(g, λ) w.r.t. g yields g = n j=1α j k(., X j ) and so the problem reduces to determiningα as
which is exactly the Parzen window based classifier (also called kernel classification rule in [6, Chapter 10] ). Note that the rule in Eq. (20) is same as that obtained from Eq. (16) with P replaced byP and Q replaced byQ. The idea of this approach is to explicitly establish the assumptions behind the Parzen window classifier and to show that the Parzen window classifier can be derived in the regularization framework that is popular in learning theory. 10 It is interesting to note that the regularization parameter λ does not play any role in the classification rule. The classification rule in Eq. (20) differs from the classical Parzen window classifier in two aspects. 
γ F and statistical information
The present discussion is based on Section 5 in [20] . Let us consider a problem of testing a π-probable hypothesis H 0 : P against a (1 − π)-probable alternative H 1 : Q on the basis of observation X ∈ M . The test g : M → [0, 1] has a Type-I error of M g dP and Type-II error of M (1 − g) dQ. So, the Bayes test
