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ABSTRACT: An automated computer aided diagnosis system has been proposed for detection of 
microcalcification (MC) clusters in mammograms. The proposed system is a whole system including 
suspicious regions identification, MCs detection, false positive reduction and benign/malign 
classification. For classification of suspicious microcalcification regions, a multilayer perceptron (MLP) 
neural network was used with grey level co-occurrence matrix (GLCM) and statistical features.  Then to 
decrease the false positive classification ratio, we used cascade correlation neural network (CCNN) with 
grey level run length matrix (GLRLM) features. In the last step, hybrid form of discriminant analysis and 
support vector machine (SVM) methods were used with GLRLM features for benign/malign 
classification of detected MC clusters. The open access Mammographic Image Analysis Society (MIAS) 
database was used for the study. Experimental results show that the proposed algorithm obtained 86% 
sensitivity, 98.3% specificity and 1.163 FPpI rates for detection an for diagnosis of breast cancer, the 
obtained sensitivity and specificity values are 100% and 100% respectively. Despite the vision difficulty 
of MC clusters, the novel system provides very satisfactory results. Furthermore, the developed system 
is fully automatic whole system which gives outputs as percentages and transformed assessment 
categories. 
 
Key Words: Breast cancer, Computer aided diagnosis, Cascade correlation neural network (CCNN), Grey level co-
occurrence matrix (GLCM), Grey level run length matrix (GLRLM), Mammograms. 
 
 
Mamografide Meme Mikrokalsifikasyonları için Otomatik Bilgisayar Destekli Tespit (CADe) ve 
Tanı (CADx) Sistemi 
 
ÖZ: Mamografide mikrokalsifikasyon (MC) kümelerinin saptanması için otomatik bir bilgisayar destekli 
tanı sistemi önerilmiştir. Önerilen sistem şüpheli bölgelerin tanımlanması, MC'lerin tespiti, yanlış pozitif 
indirgeme ve iyi huylu/kötü huylu sınıflamayı içeren bütün bir sistemdir. Şüpheli mikrokalsifikasyon 
bölgelerinin sınıflandırılması için, gri seviye eş-oluşum matrisi (GLCM) ve istatistiksel özellikler ile çok 
tabakalı bir perceptron (MLP) sinir ağı kullanıldı. Daha sonra, yanlış pozitif sınıflandırma oranını 
azaltmak için, gri seviye çalışma uzunluğu matrisi (GLRLM) özellikli kademeli korelasyon sinir ağı 
(CCNN) kullanılmıştır. Son adımda, tespit edilen MC kümelerinin iyi huylu/kötü huylu sınıflandırması 
için GLRLM özellikleri ile hibrid yapıda diskriminant analizi ve destek vektör makinesi (SVM) 
yöntemleri kullanıldı. Çalışma için açık erişimli Mamografik Görüntü Analizi Derneği (MIAS) veri 
tabanı kullanılmıştır. Deneysel sonuçlar, önerilen algoritmanın meme kanseri tespiti için %86 duyarlılık, 
%98.3 özgüllük ve 1.163 FPpI oranları elde ettiğini ve meme kanseri tanısı için elde edilen duyarlılık ve 
özgüllük değerlerinin sırasıyla %100 ve %100 olduğunu ortaya koymuştur. MC kümelenmelerinin 
görme zorluğu olsa da, önerilen sistem çok tatmin edici sonuçlar vermektedir. Bununla birlikte, gelişmiş 
sistem; çıktıları yüzdeler ve dönüştürülmüş değerlendirme kategorileri olarak veren tam otomatik bir 
bütün sistemdir. 
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oluşu matrisi (GLCM), Gri seviye çalışma uzunluğu matrisi (GLRLM), Mamografi. 
 
INTRODUCTION 
 
Breast cancer is the leading cancer in women, including 25% of all cancer cases (Stewart et al., 2014). 
Early diagnosis is very important for survival rate. Microcalcifications (MCs) are one of the most 
important abnormalities and can be defined as an early sign of breast cancer (Cheng et al., 2006). MCs 
are the calcium stores in the breast tissue and their sizes change between 0.1 mm and 1 mm. Detection of 
MCs is a complex work because they appear as thin and bright spots. However, about 10% - 40% of MC 
clusters are missed by radiologists because of their small sizes (Bird et al., 1992). Detection of them can 
increase the treatment options and survival rates. Therefore, computer-aided detection/diagnosis (CAD) 
systems are developed to assist radiologists to interpret and diagnose mammograms.  
(Martins et al., 2006) extracted the grey level co-occurrence matrix (GLCM) features such as contrast, 
homogeneity, inverse difference moment, entropy and energy texture features for classification of 
suspicious MC regions. Then, these regions were classified as normal, benign and malign using Bayesian 
neural network (BNN). But the success of benign classification result is low.  
(Phadke et al., 2013) presented an approach for detection and classification of microcalcifications in 
digital mammograms. Region of interest (ROI) has been cropped from the original mammogram 
manually. Then the detection of microcalcifications has been achieved by wavelet transform. 
Classification of microcalcifications into benign and malignant classes has been implemented using 
wavelet features and two types of classifiers, support vector machine and artificial neural network 
classifier. A set of 52 images is used from MIAS database where in 26 images are normal, 26 images are 
microcalcified. Out of 26 abnormal images 15 are having benign microcalcifications and 11 are having 
malignant microcalcifications. 79.58% and 99.04% accuracy values have been obtained for SVM and 
ANN methods respectively to detect MCs. The accuracy of classification of benign and malignant 
microcalcification using SVM was 69% and that using ANN is 96%. 
Association rule-based classification method with GLCM features were used in another approach for 
detection of MC clusters (Herwanto et al., 2013). Here; contrast, correlation, energy, homogeneity and 
mean, median, variance, skewness, kurtosis features were extracted as GLCM texture features and 
statistical features respectively. Then, the limit values of these features were defined by association rules 
for classification. 
(Jelvehfard et al, 2013) used two-dimensional wavelet transform to extract features of suspicious MC 
regions in different sizes and then the classification process was implemented by the support vector 
machine (SVM) method, For detection of MC clusters, mathematical morphology and artificial neural 
network (ANN) methods were implemented by (Halkiotis et al., 2007). In the study (Jasmine et al., 2009), 
features were defined by wavelet transform for suspicious MC regions. However, the number of features 
was too much, and then energy values of wavelet coefficients were computed to reduce that number. For 
classification process ANN was implemented. (Pal et al., 2008) extracted 24 features which were mean, 
variance, average power, kurtosis, skewness, contrast, etc. and used ANN for the classification process. 
Consequently, due to the successful description of MC clusters, textural and statistical features are 
usually preferred for feature extraction. For classification of suspicious MC regions, ANN and SVM 
methods are widely used.  
(Vivona et al., 2014) presented a clustering method for microcalcifications based on fuzzy logic 
which was called Fuzzy C-Mean with features (FCM-WF). They used shape and grey level based 
features. The FCM-WF method has been tested on 20 images belonging to MIAS database and obtained 
82% sensitivity with 4% FP/Im. Another automatic microcalcification detection method based on type II 
fuzzy index was proposed by (Mohanalin et al., 2010). The thresholding was performed using the Tsallis 
entropy characterized by a parameter q. They proposed type II fuzzy index to find the optimal value of 
q. They obtained 93.75% sensitivity with 0.52 FppI on 23 abnormal (MC) and 18 normal mammograms 
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from MIAS database. (Diaz-Huerta et al., 2014) applied a morphological algorithm and extended 
maxima thresholding as a preprocessing step for detection of MCs. Then spatial, spectral and textural 
features were extracted and classified by SVM. The obtained performance results were 86.6% sensitivity, 
84.36 specificity and 1.77 FppI on 22 MC abnormal mammograms from MIAS database. Furthermore, 
they tested their system on 45 normal mammograms and obtained 0.71 FppI rate. 
(Dheeba et al., 2014) presented detection of breast cancer abnormalities such as masses and 
microcalcifications. They used laws texture energy measure and particle swarm optimized wavelet 
neural network (PSOWNN) methods for extracting features and classification respectively. The AUC 
value of the proposed algorithm is 0.969 with a sensitivity 94.167% of and specificity of 92.105% for 216 
malign abnormal mammograms. 24 mammograms of 216 include malign microcalcifications while the 
remaining includes malign masses.  In another study, to detect MC clusters cascade-based (CasCADe) 
approach was used (Bria et al., 2014). The proposed CasCADe system consists of a preprocessing stage, 
an initial detection stage and a classification stage in which the number of false positive detected clusters 
is reduced. The detection performance of CasCADe was compared with the one of the commercial 
CADe systems, the Hologic R2CAD ImageChecker. They have mentioned that the results are a bit better 
than R2CAD. (Rizzi et al., 2012) presented the various methods adopted for microcalcification cluster 
detection and compares their performance. They have defined that comparisons of CAD method 
performance are very difficult and even impossible due to the use of different databases for testing. In 
addition to these, a CAD system with a low specificity value leads to many false positives with 
subsequent psychological stress experienced by patients in clinical application. In contrast, a low 
sensitivity leads to false negatives, which produce false reassurance associated with cancer detection at a 
more advanced stage when more intensive treatments are required. Therefore, they have proposed that 
studies should take into account the integration of various classifiers for FP and FN reduction. 
(Zyout et al., 2015) mentioned that the high number of false positives and the resulting number of 
avoidable breast biopsies are the major problems faced by current mammography computer aided 
detection (CAD) systems. Furthermore, they have emphasized that false positive reduction is not only a 
requirement for mass but also for calcification CAD systems which are currently deployed for clinical 
use. Therefore, they focused on reducing the number of false positives in the detection of all lesions and 
masses. With this aim, textural patterns of breast tissue have been analyzed using several multi-scale 
textural descriptors based on wavelet and gray level co-occurrence matrix. Then a model selection 
procedure based on particle swarm optimization (PSO) for selecting the most discriminative textural 
features and for strengthening the generalization capacity of the supervised learning stage based on a 
support vector machine (SVM) classifier have been implemented. As a result, they have mentioned that 
the proposed PSO based model selection is a versatile tool for solving false positive reduction problem 
adequately. 
(Sabu et al., 2012) have discussed various methods of texture analysis for mass detection and micro 
calcification in mammography. They observed various texture analysis approaches such as GLCM, 
GLRLM etc. for the detection of masses and micro calcification in mammography and identified the 
texture features obtained from each texture descriptor. As a result, it has been proposed that texture 
analysis can help to identify the disease pattern of breast cancer in mammography.  
(Thangavel et al., 2009) proposed a rule based system for classification of microcalcifications. Shape 
features were extracted and with these feature values association rules have been constructed. For rule 
construction, a novel multi-dimensional genetic association rule miner (MGARM) algorithm was used. 
The proposed approach reached the classification accuracy of 85.26% on MIAS database. 
(Karahaliou et al., 2007) analysed a case sample of 100 biopsy-proved MC clusters (46 benign, 54 
malignant) from 85 dense mammographic images, included in the Digital Database for Screening 
Mammography. MCs were segmented from original ROI images by local thresholding after wavelet 
based enhancement. Four categories of textural features (first order statistics, co-occurrence matrices 
features, run length matrices features and Laws' texture energy measures) were extracted from tissue 
area surrounding MCs. The ability of each feature category in discriminating malignant from benign 
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tissue was investigated using a k-nearest neighbour (KNN) classifier. The proposed approach had a 
sensitivity of 94.4% and specificity of 80.0%. 
(Mohamed et al., 2014) have implemented Otsu’s thresholding based segmentation after 
enhancement step for the identification of microcalcifications and mass lesions. After that, they classified 
these ROIs between normal and microcalcifications’ patterns and then classified between benign and 
malignant microcalcifications. In classification stage; three methods were used, the voting K-nearest 
neighbor classifier (KNN) with prediction accuracy of 73%, SVM classifier with prediction accuracy of 
83%, and ANN classifier with prediction accuracy of 77%. For the study, 97 normal and 84 abnormal (23 
of them were MCs) mammograms were used from MIAS database. 
(Strange et al., 2014) presented classification of microcalcification clusters by representing discrete 
mereotopological relations between the individual microcalcifications over a range of scales in the form 
of a mereotopological barcode. For this aim, manually selected ROI images were used and 
microcalcification clusters were segmented by binary image conversion. The mereotopological barcode 
was used to represent the persistent mereotopology of a microcalcification cluster. Classification these 
mereotopological barcodes have been performed by employing a nearest neighbour based strategy 
between a test barcode and the set of all training barcodes using the above metric as the distance metric.  
Classification accuracies of 95% and 80% were achieved on the MIAS and DDSM datasets, respectively. 
For the MIAS dataset, 9 malignant and 11 benign clusters were tested. 
(Suba et al., 2015) used dual tree m-band wavelet transform (DTMBWT) to represent the digital 
mammogram in a multiresolution manner for feature extraction.  After selecting ROI manually, 
DTMBWT transform has been applied and the extracted sub band energies from DTMBWT decomposed 
mammograms were used as distinguishable features for the classification of MCs into either malignant 
or benign by SVM classifier. The results show that the proposed DTMBWT based classification system 
achieved 91.83% accuracy on MIAS database images. 
In the proposed system, firstly breast region segmentation and enhancement processes have been 
implemented as a preprocessing step. After that suspicious MC regions have been segmented by using 
Otsu’s N thresholding method. For detection of MC clusters, some GLCM textural and statistical 
features have been extracted and classified with a multilayer perceptron (MLP) neural network. Then, to 
reduce the number of false positive regions, grey level run length matrix (GLRLM) features and cascade 
correlation neural network (CCNN) have been used.  
In our previous study (Kurt et al., 2015), which is a pre study of this paper, enhancement and 
segmentation processes were implemented. Suspicious MC pixels have been segmented using Otsu’s N 
thresholding and connected component labeling methods. In this paper, we have defined MC ROIs 
using segmented suspicious pixels from the previous study, then detected MC clusters and finally 
classified detected MC clusters into benign or malign automatically. Thus, an automatic CAD system for 
MCs has been developed for breast cancer. 
As shown in Figure 1, an automated whole CAD system for MC clusters has been proposed. 
Enhancement and segmentation processes were implemented in our previous study (Kurt et al., 2015) as 
mentioned before. Identification of MC ROIs is given in the following section. 
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Figure 1. The scheme of the proposed system (Mdb219, biopsy result is benign) 
 
IDENTIFICATION OF MC ROIS 
 
In this section, we have used the output results of our previous study (Kurt et al., 2015). The outputs 
of our previous study are given step by step in Figure 2. 
 
Mdb219 
 
 
Mdb253 
 
                                  (a)                        (b)                      (c)                       (d)                     (e) 
Figure 2. (a) Original mammogram (b) segmented and enhanced mammogram (c) Otsu’s N=3 
thresholding (d) dilation (e) suspicious MC pixels 
 
As shown in Figure 2, the pectoral muscle regions were extracted despite of their different sizes. 
However, for some mammograms segmentation process of suspicious MC pixels is not very efficient 
such as Mdb253 due to their dense glandular breast tissue types. Despite this, for dense glandular 
mammograms, MC clusters can also be detected successfully by the proposed classification methods 
which are given in the next section. 
After segmentation of suspicious MC pixels, we scanned these pixels by a 50x50 sized window with 
half of the window size intervals. Thus, we identified suspicious regions of MC clusters which were 
called MC ROIs as given in Figure 3. 
 
                                                         Mdb219                                            Mdb253 
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                                               (a)                           (b)                      (a)                    (b)                 
Figure 3. (a) Original mammogram (b) identified MC ROIs 
 
As shown in Figure 3, the segmentation result for Mdb253 is not so efficient because of the quite 
dense breast tissue. Therefore, the number of ROIs for Mdb253 is greater than the number of ROIs for 
Mdb219. Thus, we identified MC ROIs, and then analyzed each ROI to detect MC clusters.  
 
DETECTION OF MC CLUSTERS 
 
In this section, we focused on MC ROIs for detection of MC clusters. The detection process was 
examined in two parts as classification of MC ROIs and FP reduction. 
 
Classification of MC ROIs 
 
In this study, to classify MC ROIs, we used some texture and statistical features with MLP neural 
network. Cluster prominence, energy, contrast, information measure of correlation and inverse 
difference moment normalized features were extracted as GLCM texture features. Mean, variance, 
skewness and kurtosis features were extracted as statistical features. As a result, we have obtained 9 
features for each ROI.  
The GLCM represents the second order statistical texture features and first presented by (Haralick et 
al., 1973). It can be computed in four directions (0°, 45°, 90°, and 145°) and four distances (1, 2, 3, and 4). 
GLCM is a MxN size matrix where M and N are equal to the number of gray levels, G, in the image 
(Albregsten, 2008). P (i, j | d, Ɵ) represents the matrix element which is simply the sum of the number of 
times that the pixel with value i occurred in the specified spatial relationship to a pixel with value j in 
the input image. Spatial relationship is defined with a displacement distance d and an angle (Ɵ). 
As an example of 5x5 image with 4 gray levels and its corresponding gray level co-occurrence matrix 
P(i, j | ∆d=1, ∆Ɵ=0) is given in Figure 4. 
 
 
Figure 4. GLCM matrix example for a 5x5 image 
 
In GLCM; each combination of (d, Ɵ) needs a lot of temporary data and memory (Albregsten, 2008). 
In this study, we have taken d=1 and Ɵ=0° to compute the co-occurrence matrix using consecutive pixels 
in zero direction to define the ROI texture and to reduce the computation complexity. To describe GLCM 
features some notations are used as in the following: 
 
 
  ( )  ∑  (   )
   
         ( )  ∑  (   )
   
    (1)                            
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In mathematics, moment is a quantitative measure related with the shape of a series of dots. 
According to this; first, second, third and fourth moments give the mean, variance, skewness and kurtosis 
respectively. 
For classification, we have developed a MLP neural network  model with STATISTICA12 ©StatSoft 
which was trained using BFGS (Broyden, Fletcher, Goldfarb and Shanno) (Dennis et al., 1996) training 
algorithm. BFGS algorithm is a fast, efficient learning algorithm based on the second order Newton 
optimization methods and is an iterative method for solving unconstrained nonlinear optimization 
problems. BFGS methods do not need to converge unless the function has a quadratic Taylor 
expansion near an optimum and use both the first and second derivatives of the function. However, BFGS 
has proven to have good performance even for non-smooth optimizations (Nocedal et al., 2006). The 
network was trained by Statistica12©StatSoft and validated using 10 fold cross-validation. 
In this study for classification of Mc ROIs, the numbers of neurons of the developed ANN are 9, 21 
and 2 for input, hidden and output layers respectively. Furthermore, the results of the training 
performance for the developed ANN are given in Table 1. 
 
Table 1. Training performance of the developed ANN for classification of MC ROIs 
 ANN 
 MC ROIs Normal ROIs All 
Total 20 213 233 
Correct 20 213 233 
Incorrect 0 0 0 
Training 
Performance 
%100 %100 %100 
 
As seen in Table 1, we can say that the training process has been implemented successfully for 
classification of MC ROIs. Thus, we obtained regions of MC clusters. But some overlapped windows 
have been seen and to overcome this problem we have developed a box merge algorithm. According to 
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this algorithm, if the distance between two windows is equal or smaller than the half size of window 
then we decide that they are overlapped windows. From these overlapped windows, the window which 
has the maximum number of suspicious pixels is selected. By the proposed box merging algorithm, the 
overlapped detections are reduced. Furthermore, we enlarged the detected window, 15 pixels in four 
directions to enclose scattered MC clusters and we have obtained the new window size as 80x80. Thus, 
detection of MC clusters process is completed. The detection results of the proposed algorithm are given 
in Figure 5. 
 
 
Figure 5. (a) Original mammograms (b) The detection results for the proposed algorithm 
As seen in Figure 5, the number of FP regions is a bit much because of the difficulty of the problem 
such as structures of MC clusters and different tissue types. Therefore, we proposed a FP reduction 
algorithm to reduce the number of FP regions. 
 
False Positive Reduction 
 
In this study, FP regions represent the regions that do not contain MC clusters but they are detected 
as regions of MC clusters. Thus, high FP rate is a problem for computer aided detection and diagnosis 
systems because of decreasing the accuracy. Therefore, we have implemented feature extraction and 
classification steps for FP reduction process. For this purpose, we have used statistical and GLRLM 
features with cascade correlation neural network (CCNN) method. 
 
Grey level run length matrix (GLRLM) 
 
GLRLM is a matrix which extracts texture characteristics for texture analysis. Texture can be 
understood as gray level pixel pattern in a specific direction from the reference pixel. The array length is 
the number of neighboring pixels with the same gray level values in a specific direction (Mohanty et al., 
2011). 
Texture properties can be determined by using the neighbor pixels which have the same gray level. 
Neighboring pixels lengthily with the same grey level, represents thick line rough texture. On the other 
hand, fewer neighboring pixels with the same grey level, represents finer texture and rapid changes 
(Ergen et al., 2011). If GLRLM represented by P, P(i, j) is the value of i the value of certain specified 
positional relationship with the j value indicates how many times combined. This can be explained as 
follows, P(i, j) indicates the number of times that the gray level i occurs in length j. 
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This definition angularly can be carried out for different aspects such as 0 °, 45 °, 90 °, 135 ° and the 
most common use including descriptions made in the horizontal direction. GLRL method is based on the 
calculation of the number of gray levels of different lengths.  
As an example of 6x6 image with 3 gray levels and its corresponding GLRL matrix P(i, j | Ɵ=0) is 
given in Figure 6. 
 
Figure 6. GLRL matrix example for a 6x6 image 
 
A gray level length is a linear neighboring pixels’ array having the same gray level value. Length is the 
number of pixels in the gray level array (Ergen et al., 2011).  
For FP reduction we used some GLRLM features (Radhakrishnan et al., 2012; Xu et al., 2004) such as 
short run emphasis (SRE), long run emphasis (LRE), run length non-uniformity (RLNU) and run 
percentage (RPC). Furthermore, we extracted skewness, variance as statistical features and homogeneity 
as a GLCM feature. As a result, we have obtained 7 features for FP reduction process. After that, we 
used CCNN method for classification. 
 
Cascade correlation neural network (CCNN) 
 
CCNN was first developed by Fahlman and Libiere (Fahlman et al., 1990) in 1990 and is 
characterized as a constructive learning rule. CC is a productive and supervised feedforward learning 
architecture. CC starts with a minimal network structure to consist of input and output layer, then train 
and automatically creates multi-layered network structure by adding individual elements of the hidden 
layer (Sharma et al.,, 2014). CCNN is first trained with appropriate learning data. The educational 
training procedure is terminated when a significant reduction occurs in the approximation error or a 
certain iteration number is reached. The obtained weights are frozen (Gao et al., 2009). The architecture of 
the CCNN is given in Appendices A1.  
All inputs and outputs are connected to each other with an adjustable weight value wij. Also, there is a 
deviation input which is taken as a constant value +1 (Kovalishyn et al., 1998). Training algorithm starts 
without hidden neurons and hidden neurons are individually added to the network. Each added hidden 
neuron receives a connection from the original input and existing hidden neurons of the network. Input 
weights of each hidden neuron are frozen after being added to the network. So, each new neuron adds a 
new neuron layer to the network.   Output connections are retrained after a new hidden neuron is added.  
It can learn 10 times faster than the standard feedback algorithms (Sharma et al., 2014). Network, can 
decide its size and topology. It is an incremental learning and is useful for adding new information to 
already trained network.  
 
CCNN Training Algorithm: 
 
Step 1. Starts the CCN network that consists of only input and output layers. 
Step 2. All input neurons are connected to the output neurons with adjustable weights. Each input neuron 
value is multiplied by its own weight and the sum of input weight value of all input neurons is 
calculated. Then the weighted input sum is sent to the output neurons with the deviation value 
(+1). 
Step 3. Candidate unit is formed which takes connections from each input unit and hidden units. Initially, 
there are no connection and weights between candidate and output units.  
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Step 4. Connections to the each candidate unit are trained with the selected standard learning algorithm 
to to maximize the network error (residual error) and the correlation between the activation of 
candidate units. The purpose of this setting is to maximize the S (the sum over all output units o) 
(Chandra et al., 2007). S can be defined as follows:  
 
  ∑ |∑ (    ̅)(       ̅̅ ̅) |                (9)              
 
 Where o, output neuron; p, training sample; Vp, candidate output for training sample p;     , error 
of the output neuron o. In addition to these,  ̅ and   ̅̅ ̅ show the averages of the all training samples 
of    and      respectively. Partial derivative of S can be calculated using the following formula to 
maximize S, according to the coming weights from each candidate neuron.  
 
  
   
 ∑  (       ̅̅ ̅)  
                            (10)                                                                            
                              
             Here   , shows the correlation between candidate neuron o, and output neuron.   
 , represents the 
derivative for p sample according to the sum of input values of activation function of candidate 
unit and     is the input where candidate unit takes from i unit for sample p. After calculating 
       for each incoming connection, gradient output is applied. Only one layer of weights is 
trained. If there is no improvement in S or a predefined number of iteration is reached, the process 
is stopped.        
Step 5. Candidate unit joins to the network and the input weights are frozen.  
Step 6.  To change the candidate unit as the hidden neuron, connection between candidate unit and all 
output units is formed. 
Step 7. If the trained example is not learned by acceptable error value, then go to Step 2. Otherwise, the 
training process for that sample is completed. 
 
The network was trained by DTREG software and validated using 10 fold cross-validation. The 
training performance results of the developed CCNN models are given in Appendices A1 and A2. 
As seen in Appendix, CCNN_1 gives the best performance result and it uses the Gauss kernel 
function. Therefore, we used the CCNN_1 model for the classification process to reduce the FP regions. 
The results of some mammograms are given in Figure 7.  
As seen in Figure 7, FP regions have been reduced successfully which provides quite satisfactory 
results for detection of MC clusters. Furthermore, despite the difficulty of dense breast types, the 
proposed detection algorithm gives successful results.  
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Figure 7. (a) Original mammograms (b) The detection results (c) FP reduction result 
 
CLASSIFICATION OF DETECTED MC CLUSTERS INTO BENIGN OR MALIGN 
 
Calcifications are defined as calcium deposits in breast tissue. Benign calcifications are usually larger 
and coarser with round and smooth contours. While malignant calcifications tend to be numerous, 
clustered, small, varying in size and shape, angular, irregularly shaped and branching in orientation. 
In this section, we have focused on detected MC clusters in the previous part and tried to classify 
them into benign or malign. For this aim, feature extraction and classification processes have been 
implemented. To define MC clusters skewness, contrast, mean, homogeneity, LRE, LGRE, HGRE, SRHGE 
and RPC features were extracted. The formulas and explanations for these features are given in 
Appendices A2 and A3. 
For classification, discriminant analysis (DA) and SVM methods have been implemented. The 
training processes for the proposed methods have been performed by DTREG software and validated 
using 10 fold cross-validation. 
There are 13 benign and 15 malign MC clusters in MIAS database.  The training performance results 
for the proposed methods are given in Table 2. 
As seen in Table 2, the training performance results of DA and SVM_RBF kernel models are same and 
better than SVM_Sigmoid kernel model. Therefore, these models were selected and tested on the test 
samples.   
For MC cluster, deciding as benign or malign absolutely is almost impossible without biopsy. 
Therefore, the classification results of benign or malign have been given as probabilistic values in this 
study. Thus, unlike similar studies in literature which have given definite results as benign or malign, the 
proposed system has given more reliable and accurate results by using probabilistic approach. The 
classification results of some test examples for the DA and SVM_RBF kernel models are given in Table 3.   
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Table 2. Training performances of the developed models for benign/malign classification 
 DA SVM_RBF Kernel SVM_Sigmoid Kernel 
 Benign Malign  All Benign Malign  All Benign Malign  All 
Total 8 9 17 8 9 17 8 9 17 
Correct 7 8 15 7 8 15 6 8 14 
Incorrect 1 1 2 1 1 2 2 1 3 
Training 
Performance 
%87.5 %88.88 %88.23 %87.5 %88.88 %88.23 %75 %88.88 %82.35 
 
Table 3. Classification results of some test examples for the DA and SVM_RBF kernel models 
MC Cluster 
Region 
DA Model SVM_RBF Kernel Model Biopsy Result  
(from MIAS Database) 
Result Probability Result Probability 
1 Malign 70% Benign 68% Malign 
2 Benign 64% Benign 75% Benign 
3 Benign 81% Benign 70% Benign 
4 Benign 57% Malign 56% Benign 
5 Malign 88% Malign 84% Malign 
6 Malign 69% Malign 94% Malign 
 
As shown in Table 3, if the results of proposed models are same, the results are correct but if not, the 
DA model result is correct based on the biopsy results. According to these results, a decision algorithm 
has been developed by using voting model as given in Figure 8. 
 
As given in Figure 8, a weighted voting approach has been used for decision. If the outputs of the 
developed models are the same, the system output is equal to them and the probability of the output is (2 
*DA probability +SVM probability) / 3. However, if the outputs are different, the system output is taken 
as the DA_Result and the probability of the output is equal to the DA probability.  
 
 
Figure 8. The developed algorithm for classification of MC Cluster into benign or malign 
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TRANSFORMATION BASED ON BI-RADS ASSESSMENT CATEGORIES 
 
The American College of Radiology (ACR) came up with a standard way to describe mammogram 
findings and results (The American College of Radiology, 2013). In this system, the results are sorted into 
categories numbered 0 through 6. This system is called the Breast Imaging Reporting and Data 
System (BI-RADS). The BI-RADS assessment is given in Appendices A4. 
The probabilistic results of the proposed system have been transformed to categories based on BI-
RADS assessment categories which are called proposed system BI-RADS categories (PS_BI-RADS). For 
this aim, the distributions of probability values of benign and malign MCs have been used which are 
given with the following graphics in Appendices A5. 
We have computed mean probabilities for both distributions and used them as thresholds between 
categories. The mean values of the distrubitions of benign and malign probabilities are 72% and 75% 
respectively. The transformation table for the proposed study based on the BI-RADS assessment 
categories is shown in Table 4. 
 
Table 4. The PS_BI-RADS tranformation table based on BI-RADS assessment categories 
PS_BI-RADS Assessment 
Category 
PS_BI-RADS 
Numeric Code 
The Proposed System Result 
Benign 2 72%<                            Benign 
Probably Benign 3 <=72%                          Benign 
Suspicious 4 <=75%                          Malign 
Highly Suggestive of 
Malignancy 
5 75%<   and   <=95%     Malign 
Known Biopsy-Proven 
Malignancy 
6 95%<                             Malign 
 
As seen in Table 4, the transform categories started from numeric code 2 due to defining the benign or 
malign situation of the abnormality. The mean probability values have been used as thresholds for benign 
and malign categories. Furthermore, the probability for category 6 has been taken as greater than 95% (the 
top %5 part which is between 95% and 100%) based on the significance level probability value 5% in 
statistics. Thus, we have presented a novel approach by the proposed assessment category which has 
never been used in literature before. 
The breast cancer diagnosis results for the detected MC clusters of some mammograms are given in 
Figure 9. 
 
Figure 9. The proposed algorithm results of some mammograms for breast cancer diagnosis (original 
mammogram, the proposed system detection result and the proposed system breast cancer diagnosis result) 
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EXPERIMENTAL RESULTS 
 
For the study, an open access Mammographic Image Analysis Society (MIAS) database (University of 
Essec, 2014) was used. It contains 321 digitized mammogram images of which 55, 23, 19, 15 include mass, 
microcalcification, architectural distortion, asymmetry abnormalities respectively and 209 are normal. In 
this study, we have focused on 23 MC and 209 normal mammograms to detect MC clusters. The images 
in the database are digitized at 50-micron pixel edge, which are then reduced 200-micron pixel edge and 
every image has 1024x1024 pixels. Furthermore, the details regarding the characters of background tissue, 
class, severity, coordinates of center of abnormality and approximate radius of the circle enclosing it, are 
given.  
 The database includes 209 normal images, 23 images of CIRC (Circumscribed masses), 19 images of 
SPIC (Speculated masses), 19 original images of MISC (Ill-defined masses), 23 images of CALC 
(Calcification). Thus, we have used 23 CALC and 209 normal images in the study. As a result of 
suspicious regions identification, we have obtained 28 MC and 15715 normal ROI regions. 
 
Performance Evaluation for Automatic Detection of MC Clusters 
 
For statistical analysis of the proposed detection system, we have computed TP, FP, FN and TN 
values and compared the results in Appendices A6. 
In this study, the success of the detection system has increased by two step classification. In the first 
step, we classified ROIs using ANN and reduced the searched area as detected MCs by ANN. Then, the 
detection results of ANN were classified by CCNN in the second step and thus, the final MC regions have 
been obtained. As a result, we can say that the system was strengthened by FP reduction. The FP rates are 
0.07 and 0.017 without FP reduction and with FP reduction respectively. 
The area under the ROC curve (AUC) is the most commonly used metric in CAD studies  and the 
AUC index for useful classiﬁers is constrained between 0.5 (representing chance behaviour) and 1.0 
(representing perfect classiﬁcation performance) (Mazurowskia et al., 2008). ROC curve and AUC index 
of the proposed system have been obtained using MedCalc software program (Medcalc statistical 
software, 2014) which are given in Figure 10. 
 
 
Figure 10. ROC curve and AUC index for the proposed MCs detection system 
 
As shown in Figure 10; sensitivity, specificity and AUC index values were obtained as 85.7%, 98.3% 
and 0.92 respectively. Furthermore, the graphics of TPR (true positive rate) with FPR (false positive rate) 
and TNR (true negative rate) with FNR (false negative rate) have been plotted using Rstudio as seen in 
Appendices A7. 
The computed TPR, FPR, TNR and FNR values are 0.857, 0.017, 0.983 and 0.143 respectively. In 
addition to these, the obtained LR+ and LR- values are 50.412, and 0.145. The positive and negative 
likelihood ratios (LR+ and LR-, respectively) quantify the change in the certainty of the “diagnosis” 
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conferred by test results.  If a given test has very good ability to predict the “true disease status,” its 
positive likelihood ratio will be high (i.e., will greatly increase the odds of a positive diagnosis) and its 
negative likelihood ratio will be low (i.e., will diminish substantially the likelihood of the positive 
diagnosis). Typically, a positive likelihood ratio of 10 or more and a negative likelihood ratio of 0.1 or 
less are considered to represent informative tests.  
Consequently, we can say that the results are quite satisfactory and indicate the success of the 
system. The program results of some mammograms for the developed detection system can be observed 
in Figure 11. 
  
 
Figure 11. (a) Original mammograms (b) Detection results of the proposed system 
 
Where windows, in original mammograms, show the regions of MC clusters which are defined in 
the database. Furthermore, as shown in Figure 11, the proposed system gives 0 FP for healthy 
mammogram examples. In addition to these, we have compared our performance results with the 
performance results of studies in the literature for detection of MC clusters which are given in 
Appendices A8. 
As observed in Appendices A8, we have the highest number of mammograms used for the study 
according to the other studies in literature and this increases the reliability of the system. Furthermore, we 
have obtained quite satisfactory performance results despite of the highest image number.  
According to the program outputs and statistical evaluation results, we can say that an effective 
system has been developed for automatic detection of MC clusters. 
 
Performance Evaluation for Breast Cancer Diagnosis of Detected MC Clusters 
 
The developed system for breast cancer diagnosis has been tested on test samples (apart from 
training samples) and all samples have been classified truly. Thus, the performance evaluation results on 
MC clusters which have been detected automatically in the previous step (24 MC clusters of 28 are truly 
detected) are given in Appendices A9. 
ROC curve and AUC index of the proposed breast cancer diagnosis system on the detected MC 
clusters using MedCalc software program are given in Figure 12. 
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Figure 12. ROC curve and AUC index for the proposed breast cancer diagnosis system 
 
In addition to these, we have compared proposed system with studies in the literature for breast 
cancer classification of MC clusters which is given in Appendices A10. 
As seen in Appendices A10, there are two types of breast cancer diagnosis system for MC clusters. 
One of them is a whole system which includes detection of MC clusters and benign/malign classification 
of them (Phadke et al., 2013; Jasmine et al., 2013; Rajesh et al., 2014), and the other one is just includes 
benign/malign classification of cropped MC region (Strange et al., 2014; Suba et al., 2015). Furthermore, 
whole systems can be divided into two groups as fully automatic and semi-automatic. In semi-automatic 
systems, detection process is implemented on manually cropped ROIs. On the other hand, ROI 
extraction is also automatic in fully automatic systems. Therefore, developing a fully automatic whole 
system is a very challenging work. In this study, a fully automatic whole system has been developed for 
MC clusters and obtained very satisfactory results. 
 
CONCLUSION 
 
In this study, we have developed a novel automatic CAD system for MC clusters. The proposed 
system produces 98.25% accuracy and 1.16 FPpI ratio for 23 abnormal (28 MC clusters) and 209 normal 
images in the MIAS database for detection of MC clusters and 100% accuracy on 24 detected MC clusters 
for breast cancer diagnosis. Despite the vision difficulty of MC clusters, the novel system provides very 
satisfactory results. Furthermore, the developed system is fully automatic whole system which gives 
outputs as percentages and transformed an assessment categories called PS_BI-RADS inspired from BI-
RADS approach which has never been used in literature before. 
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Appendix 
 
 
 
Figure A.1. CCNN architecture 
 
Table A.2. Training performances of the developed CCNN models for FP reduction 
 
 
Table A.3. The parameters of CCNN models 
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Table A.4. BI-RADS assessment categories 
 
 
 
(a) 
 
 
(b) 
Figure A.5. The distributions of (a) benign and (b) malign probabilities of MC clusters 
 
Table A.6. Comparison results of the developed detection system 
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(a) 
 
(b) 
Figure A.7. The graphics of (a) TPR with FPR and (b) TNR with FNR 
 
Table A.8. Comparison results of the proposed algorithm with studies in the literature for detection of 
MC clusters    
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Table A.9. Classification results of the proposed benign/malign classification algorithm 
 
 
Table A.10. Comparison results of the proposed system with studies in the literature for breast cancer 
diagnosis of MC clusters 
 
 
