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The shortest common superstring problem (SCS) has been extensively studied for its
applications in string compression and DNA sequence assembly. Although the problem
is known to be Max-SNP hard, the simple greedy algorithm performs extremely well in
practice. To explain the good performance, previous researchers proved that the greedy
algorithm is asymptotically optimal on random instances. Unfortunately, the practical
instances in DNA sequence assembly are very different from the random instances.
In this paper we explain the good performance of the greedy algorithm by using
the smoothed analysis. We show that, for any given instance I of SCS, the average
approximation ratio of the greedy algorithmon a small randomperturbation of I is 1+o(1).
The perturbation defined in the paper is small and naturally represents the mutations of
the DNA sequence during evolution.
Due to the existence of the uncertain nucleotides in the output of a DNA sequencing
machine, we also proposed the shortest common superstring with wildcards problem
(SCSW). We prove that in the worst case SCSW cannot be approximated within the ratio
n1/7− , while the greedy algorithm still has 1+ o(1) smoothed approximation ratio.
© 2009 Elsevier B.V. All rights reserved.
1. Introduction
For n given strings s1, s2, . . . , sn, the shortest common superstring (SCS) problem asks for a shortest string s that contains
every si as a substring. SCS finds applications in data compression [7,8] and inDNA (and other biological sequences) assembly
[12,13,16]. Recently SCS has been extensively studied [2,4,5,9–11,19,20], largely due to its application in DNA assembly,
where many overlapping short DNA ‘‘reads’’ (substrings) need to be put together to construct the original DNA sequence.1
SCS is known to be Max-SNP hard, even for binary strings with equal lengths [21]. Therefore, it does not admit a PTAS.
The best known approximation algorithm has the ratio 2.5 [19]. There is a very simple greedy algorithm that repeatedly
merges two maximum overlapping strings into one, until there is only one string left. It was conjectured that this simple
greedy algorithm has approximation ratio 2 [9], and the ratio was proved to be 4 and 3.5, respectively in [4] and [11]. In
practice, this greedy algorithmworks extremelywell and itwas reported that the average approximation ratio is below1.014
for simulated data [15]. It was proved that for random instances several greedy algorithms, including the one mentioned
above, are asymptotically optimal [6,22]. In fact, because random strings do not overlap heavily, the concatenation of the
strings is not much longer than the shortest common superstring. Consequently, a simple greedy algorithm will perform
well on random instances. However, this is no proper explanation to the good performance of the simple greedy algorithm
in practice, because the practical instances arising fromDNA assembly are not random and the input strings have significant
overlaps.
E-mail address: binma@uwaterloo.ca.
URL: http://www.cs.uwaterloo.ca/∼binma.
1 SCS can only model the small-scale DNA sequencing. The existence of long repeats in eukaryotic genomes makes SCS an inappropriate model for the
whole genome sequencing.
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Here we aim to explain the phenomenon that the greedy algorithm has a good approximation in practical cases, by
adopting the smoothed analysis introduced in [17,18]. The average analysis studies the average behavior of an algorithm
over all instances of a problem, and therefore the result heavily depends on a probabilistic distribution assumption of the
instance space. However, the smoothed analysis studies the algorithm’s average behavior on each ‘‘local region’’ of the
instance space. If the algorithm has good average performance on each local region, then for any reasonable probabilistic
distribution on the whole instance space, the algorithm should perform well. For discrete problems, a local region can be
viewed as a subset of instances generated by reasonable and small perturbations of a given instance. Clearly, the smoothed
analysis is between the worst case analysis and the average analysis. For a more complete review of smoothed analysis, we
refer the readers to [17].
In Section 3, we will introduce a type of small and reasonable perturbations on instances of SCS; and prove that, for any
instance chosen by an adversary, the average approximation ratio of the greedy algorithm on the small perturbations of the
instance is better than 1+o(1). The result clearly explains why the greedy algorithm performs well in practical instances: If
there had been a hard instance for DNA assembly in history, the hardness would have likely been destroyed by the random
mutations of the DNA sequences during the course of evolution.
Because SCS isMax-SNPhard, in theworst case analysis it is not possible to approximate SCS arbitrarilywell in polynomial
time (unless P=NP). Our result shows the opposite in the smoothed analysis. To our knowledge, this is the first time to
demonstrate that a problem’s lower bound complexity in terms of approximation can be different in the worst case analysis
and in the smoothed analysis.
For DNA assembly, the DNA reads generated by a DNA sequencing machine often contain some undetermined
nucleotides, which can be any of the four types A, C, G, and T. The conventional SCS problem does not model these
undetermined nucleotides correctly. Therefore, in Section 4 we propose the shortest common superstring with wildcards
(SCSW) problem, where the undetermined nucleotides are modeled as wildcards. We will prove that in the worst case
SCSW cannot be approximated within ratio n1/7− . However, the smoothed analysis will again show that the simple greedy
algorithm has smoothed approximation ratio 1+ o(1) for SCSW.
2. Notations
Let s be a string over alphabetΣ . |s| denotes the length of s. s[i] denotes the ith letter of s. Therefore, s = s[1]s[2] . . . s[|s|].
Let s[i..j] denote the substring s[i]s[i+ 1] . . . s[j].
A string with wildcards is a string over alphabet Σ∗ = Σ ∪ {∗}, where ∗ indicates a wildcard. Given two strings s and t
with or without wildcards, s matches t if (1) |s| = |t|, and (2) {s[i], t[i]} ⊂ Σ ⇒ t[i] = s[i] for i = 1, . . . , |s|.
Let s and t be two strings. If there is a suffix of s that is equal to a prefix of t , we say that s overlapswith t , or equivalently,
there is an overlap between s and t . Notice that under this definition the fact that s overlaps t does not derive that t overlaps
s. Let s and t be two strings with wildcards, s overlapswith t if there are a suffix of s and a prefix of t that match each other.
Let s be a string. Let s1 = s[j1..j′1], . . ., sn = s[jn..j′n] be substrings of s. s is called an original string of the SCS instance
I = {s1, s2, . . . , sn}. If si and sk are such that ji ≤ jk ≤ j′i ≤ j′k, we say that si overlaps sk in the original string s. Oik = s[jk..j′i] is
called the original overlap between si and sk. |Oik| is called the length of the original overlap. Notice that under this definition,
unless ji = jk and j′i = j′k, at most one of |Oik| and |Oki| can be greater than zero.
3. Smoothed analysis of SCS
3.1. The practical SCS instances
For DNA assembly, all the short DNA reads are substrings from the original DNA. An instance of SCS is therefore generated
as follows: Given a string s, select n substrings s1, s2, . . . , sn as the instance of SCS.We further require that s1, s2, . . . , sn cover
all positions of s. Otherwise, s can be replaced by deleting the uncovered positions.
For clarity of the presentation we assume all substrings si have the same length m. A discussion of instances with
substrings with different lengths can be found in Section 5.
We denote such an instance as I = I(s,m, (j1, . . . , jn))), where ji is the starting position of si in s. That is,
I = {s1 = s[j1..j1 +m− 1], . . . , sn = s[jn..jn +m− 1]}.
A perturbed instance of I is defined to be I ′ = I(s′,m, (j1, . . . , jn)), wherem and ji (i = 1, . . . , n) remain unchanged and s′ is
obtained by uniformly and randomly mutating each letter of swith a small probability p > 0. Therefore
I ′ = {s′1 = s′[j1..j1 +m− 1], . . . , s′n = s′[jn..jn +m− 1]}.
Fig. 1 illustrates an example. If the original instance I represents a DNA sequencing experiment on s, then the perturbed
instance I ′ represents the same experiment on a mutated DNA sequence s′, assuming all of the reads are taken from the
same locations. Because the random mutations in DNA sequences during the course of evolution, s can be regarded as an
ancestral sequence and s′ can be regarded as a descendant sequence.
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Fig. 1. An illustration of an SCS instance. The input strings s1 , s2 and s3 are all substrings of the original string s. An exemplary perturbation changed the
dot positions of s. As a result, all of the corresponding positions in s1 , s2 and s3 are changed together.
In the rest of the paper we assume that m = Ω(log n). We note that the proof of Max-SNP hardness of SCS in [21] was
based on instances with this restriction.Wewill prove that even for a very small p = 2 log(nm)
m , for any given original instance
I , the average approximation ratio of the greedy algorithm on the perturbed instances I ′ is at most 1+ 3.
Because of the Max-SNP hardness of SCS, consider I to be a hard instance of SCS where the greedy algorithm does not
approximate well. Our result indicates that the hardness of the instance can be destroyed by a very small perturbation. As
today’s natural DNA sequences are all evolved from their ancestral sequences by randommutations, our result explains why
the greedy algorithm works well in practical instances of SCS.
3.2. Smoothed analysis of the greedy algorithm
The simplest greedy algorithm for closest superstring problem is to repeatedly merge two strings with the longest
overlap, until there is only one string left. In this section we provide the smoothed analysis of this simple greedy algorithm.
Let I = I(s,m, (j1, . . . , jn)) be an instance of SCS and I ′ = I(s′,m, (j1, . . . , jn)) be the perturbed instance as described
above. Let S ′o denote the optimal solution of the perturbed instance I ′. Let S ′g denote the solution of I ′ computed by the greedy
algorithm. Our task is to upper bound the weighted average of |S ′g |/|S ′o| over all perturbations of the given instance I .
Let si = s[ji..ji + m − 1] and s′i = s′[ji..ji + m − 1]. From the definition of the perturbation, for any non-empty original
overlap between si and sj in s, there is an overlap between s′i and s
′
jwith the same length |Oij|. This overlap is called a consistent
overlap. All the other overlaps between s′i and s
′
j are then called inconsistent overlaps.
Intuitively, the inconsistent overlaps would not be much longer than m because of the perturbation. Consequently, the
greedy algorithm will first put the long consistent overlaps together before it makes errors on the short overlaps. Therefore
the total errors that the greedy algorithmmakes can be bounded. In the rest of this section we prove this intuition formally.
Lemma 1. Let p ≤ 12 be themutation probability in the perturbation. For any i, j, the probability that s′i and s′j have an inconsistent
overlap of length k is no more than (1− p)k.
Proof. Let Et be the event that s′i[m − k + l] = s′j[l] for every 1 ≤ l ≤ t . Let E0 be an event that is always true. Then the
probability that s′i and s
′
j have a length-k inconsistent overlap is
Pr (Ek) = Pr (Ek−1)× Pr
(
s′i[m] = s′j[k] | Ek−1
)
=
k∏
t=1
Pr
(
s′i[m− k+ t] = s′j[t] | Et−1
)
.
To prove the lemma, we only need to prove that Pr(s′i[m− k+ t] = s′j[t] | Et−1) < 1− p for every t . For clarity we present
the proof for t = k. The proof for other t is the same. That is, we need to prove
Pr(s′i[m] = s′j[k]|Ek−1) ≤ 1− p. (1)
For any two letters a and b, and an event E, if we randomly mutate a to a different letter a′ with probability p ≤ 12 ,
independently of E and b, then
Pr(a′ = b|E) ≤ max{Pr(a′ = b|a = b, E), Pr(a′ = b|a 6= b, E)}
≤ max{1− p, p} ≤ 1− p. (2)
When s′i[m− k..m] and s′j[1..k] do not overlap in the superstring s′, the mutation from si[m] to s′i[m] is independent to s′j[k]
and Ek−1, therefore (1) is a consequence of (2).
The proof becomes a little involvedwhen s′i[m−k..m] and s′j[1..k] overlap in s′. When this happens, Fig. 2 shows the three
possible cases. In the figure the relative positions of s′i and s
′
j are as if they are in the superstring s
′, while the dashed boxes
illustrate the inconsistent overlaps of length k. In cases (a) and (c), the randommutation at s′i[m] is independent to Ek−1 and
s′j[k]. By using (1) and (2) is correct. In case (b), the random mutation at s′j[k] is independent to Ek−1 and s′i[m]. Again, (2)
derives (1). 
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Fig. 2. The three possible configurations of s′i and s
′
j when they overlap in s
′ , and share a length k inconsistent overlap (indicated by the dash boxes) at the
same time.
Let Pij be the length of the maximum inconsistent overlap between a suffix of s′i and a prefix of s
′
j .
Lemma 2. Let  > 0 be a small number and p ≥ 2 log(nm)
m . Then when m is a sufficiently large number,
Pr
(
Pij < m for all i, j
) ≥ 1− 
m log(nm)
.
Proof. From Lemma 1, for any given i and j,
Pr
(
Pij ≥ m
) ≤ m∑
k=dme
Pr (There is a length k inconsistent overlap)
≤
m∑
k=dme
(1− p)k
≤ p−1 × (1− p)dme
≤ p−1 ×
(
1− 2 log(nm)
m
)dme
≤ p−1 × 2× e−2 log(nm)
≤ 
n2m log(nm)
. (3)
Here Inequality (3) is because (1− x)1/x → e−1 when x→ 0.
Therefore,
Pr
(
Pij ≥ m for some i, j
) ≤ n2 × 
n2m log(nm)
= 
m log(nm)
.
The lemma is proved. 
Lemma 3. If Pij < m for all i 6= j, then the approximation ratio of the greedy algorithm is at most 1(1−)2 .
Proof. Let S ′o and S ′g be defined as before. In S ′o, denote the non-empty overlap between the suffix of s′i and the prefix of
s′j by O
′
ij. O
′
ij is either consistent or inconsistent. Clearly, if both O
′
ij and O
′
jl are consistent, and O
′
il is non-empty, then O
′
il
is also consistent. Define i ≺ j if and only if there is a sequence i1 = i, i2, . . . , ir = j such that O′iα iα+1 is consistent for
α = 1, . . . , r − 1. Define i ≡ j if either i ≺ j or j ≺ i. Then clearly≡ is an equivalence relation.
Therefore, s′1, . . . , s′n are classified into k equivalence classes T1, T2, . . ., Tk, under the≡ relation. By overlapping the strings
in Ti together using the consistent overlaps, each Ti naturally defines a string ti, which is a substring of both s′ and S ′o. Because
the length of inconsistent overlap, Pij, is less than m for all i 6= j, the overlap length of a pair of ti and tj is also less than m.
Consequently,
|S ′o| ≥
k∑
i=1
|ti| − (k− 1)m ≥ (1− )
k∑
i=1
|ti| ≥ (1− )|s′| = (1− )|s|. (4)
Next let us examine the relationship between |s| and |S ′g |. The perturbation does not destroy the original overlap between
si and sj in s. Therefore, the maximum overlap length between s′i and s
′
j is at least |Oij|. On the other hand, Pij < m for all
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i 6= j. As a result, for every i and j such that Oij ≥ m, a greedy algorithm will always assemble s′i and s′j in the same way as
si and sj being assembled in s.
Assume assembling all pairs of si and sj for Oij ≥ m gives us several longer strings t1, t2, . . ., tk. Then
|S ′g | ≤
k∑
i=1
|ti|.
Without loss of generality, assume that ti is before ti+1 in S ′g . Because all Oij ≥ m have been assembled, the overlap
between ti and ti+1 is shorter than m. Therefore,
|s| ≥
k∑
i=1
|ti| − (k− 1)m > (1− )
k∑
i=1
|ti| ≥ (1− )|S ′g |. (5)
The theorem is the direct consequence of (4) and (5). 
The following is our main theorem.
Theorem 4. For any given small  > 0, let the perturbation probability be p ≥ 2 log(nm)
m . Then for sufficiently largem, the expected
ratio of the simple greedy algorithm on the perturbed instances is 1+ 3.
Proof. Let pgood = Pr
(
Pij < m for all i, j
)
. Then with probability pgood, Lemma 3 is true.
Lemma 2 says that pgood ≥ 1− m log(nm) . Moreover, in [11], the simple greedy algorithm was proved to have a worst case
approximation ratio 3.5. Therefore,
E(ratio) ≤ (1− pgood)× 3.5+ pgood × 1
(1− )2
≤ 
m log(nm)
× 3.5+ 1
(1− )2
≤ 1+ 3. 
Remark. Our proof can actually allow  = o(1). This shows that a problem in Max-SNP hard can have arbitrarily good
smoothed approximation ratio.
Remark. Our perturbation is very small comparing to the instance size. With perturbation probability p = 2 log(nm)
m , each
length-m substring is only expected to change O(log(nm)) letters.
4. Shortest common superstring with wildcards
For DNA assembly, the DNA reads (substrings) are generated with a sequencing machine. Very often, these reads contain
undetermined nucleotides because the sequencingmachine has very low confidence to determine the type of nucleotides at
those locations. For example, in read ‘‘...TAAAACAANNANTTCCGAAGA...’’ each letter N indicates an uncertain nucleotide
which can be any of A, C, G, or T. When these reads are put together, those uncertain letters should behave like wildcards
that match any letters. Hence, we propose the following variant of SCS.
Shortest common superstring with wildcards (SCSW) Given n strings s1, s2, . . ., sn over alphabetΣ∗ = Σ ∪ {∗}, where
∗ is a wildcard that matches any single letter, find the shortest string s such that for each i, si matches a substring of s.
Clearly, the SCS problem is a special case of SCSW. Because SCS belongs to Max-SNP hard, so does SCSW. In this section,
we first prove a much stronger hardness result for SCSW. Then we demonstrate that when the wildcards (the sequencing
errors) are distributed randomly, the simple greedy algorithm still has the smoothed approximation ratio 1+ o(1).
To prove the inapproximability, we reduce the minimum chromatic number problem to SCSW.
Minimum chromatic number problem Given an undirected graph G = 〈V , E〉, find a partition of V into disjoint sets V1,
V2, . . ., Vk such that each Vi is an independent set and k is minimized.
The following property about the minimum chromatic number problem was proved in [3].
Lemma 5 ([3]). The minimum chromatic number problem cannot be approximated in polynomial time within ratio |V |1/7−
unless P=NP.
Theorem 6. The shortest common superstring with wildcards problem cannot be approximated in polynomial time within ratio
n1/7− unless P=NP.
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Proof. Suppose G = 〈V , E〉 is an instance of the minimum chromatic number problem. Let V = {v1, v2, . . . , vn} and E =
{e1, e2, . . . , em}. We construct an instance of SCSW as follows.
Let the alphabet Σ = {A, T, G, C} and the wildcard be *. Each vi corresponds to a string ti with length m. For each
k = 1, 2, . . . ,m,
ti[k] =
{A, if ek = (vi, vj) and i < j,
T, if ek = (vj, vi) and j < i,
*, otherwise.
For example, ifm = 7 and v3 has three adjacent edges e2 = (v1, v3), e4 = (v3, v5), and e5 = (v3, v6), then t3 = *T*AA**.
Such a construction ensures that ti and tj match each other if and only if (vi, vj) /∈ E.
Let X = GmnCmn be a length 2mn string. Let si = XtiX (i = 1, . . . , n) be the instance of the SCSW.
Suppose the minimum chromatic number instance has the optimal solution V = V1 ∪ V2 ∪ · · · ∪ VK . We construct a
solution of SCSW as follows. For each j = 1, . . . , K , suppose Vj = {vi1 , . . . , vil}. Let Tj be a length-m string obtained by
‘‘fusing’’ ti1 , . . . , til together. More specifically, put ti1 , . . . , til into different rows as follows
ti1 : ...*T*A***...
ti2 : ...**T****...· · ·
til : ...****A*T....
Because Vj is an independent set, from the construction of each ti, one can easily see that each column has at most one letter
that is not the wildcard *. If there is such a letter at the kth column, let Tj[k] be that letter. Otherwise, let Tj[k] be any letter.
Then Tj is a length-m string that is matched by each of ti1 , . . . , til .
Because V = V1 ∪ V2 ∪ · · · ∪ VK , it is easy to see that S = XT1XT2X . . . TKX is a solution of the SCSW with length 2mn+
m(2n+ 1)K . Therefore, the length of the shortest common superstring is at most 2mn+m(2n+ 1)K .
On the other hand, suppose SCSW has a solution (not necessarily optimal). Because of the existence of X = GmnCmn in
each si, the solution must have the form S = XT1XT2X . . . TkX , where each Tj is a length-m string that is matched by some ti,
and each ti must match one of the Tj (j = 1, . . . , k). Because of the construction of ti, if both ti and ti′ are matched by Tj, then
there is no edge connecting vi and vi′ in graph G. Therefore, by letting V ′j = {vi|ti matches Tj}, V ′j is an independent set and
V = V ′1 ∪ V ′2 ∪ · · · ∪ V ′k. Let Vj = V ′j \ ∪j−1i=1V ′i . We get a solution for the minimum chromatic number problem.
Therefore, from a solution of the constructed instancewith length 2mn+m(2n+1)k, we can also construct in polynomial
time a solution of the original instance with chromatic number k. From the above discussion, it is easy to verify that the
reduction is an L-reduction. Because of Lemma 5, the theorem is proved. 
Although the worst case analysis shows that SCSW has a very high complexity in terms of approximation, we show that
the greedy algorithm performs well on average case using smoothed analysis. Here we assume that an instance is generated
by first generating an SCS instance I = I(s,m, (j1, . . . , jn)) = {s1, . . . , sn}, and then turn some positions of each si to be the
wildcard letter.
The greedy algorithm for SCS can be straightforwardly adopted to find a solution of SCSW. The only difference is that the
definitions of overlap are different in SCS and SCSW (see Section 2).
A perturbation to this instance I is done in three steps:
1. For each letter in s, change it with a small probability p to get s′. This step represents the DNA sequencemutations during
evolution;
2. Generate I ′ = I(s′,m, (j1, . . . , jn)) = {s′1, . . . , s′n}; and
3. For each s′i , each letter is changed to the wildcard letter with probability q, independently. This step represents the
sequencing errors in the DNA sequencing machine.
Recall that in Section 3.2, the key lemma was Lemma 1, where the inconsistent overlaps were proved to be relatively
short (with high probability) due to the random perturbations. Once this is true, the rest of Section 3.2 argued that the
greedy algorithm would assemble all the long overlaps correctly and only make mistakes on the short overlaps, causing
only very small error relative to the total length. In the proof of Lemma 1, the most important fact is Equation (2), which
says that after the perturbation, the probability that two inconsistently overlapping positionsmatch is no greater than 1−p.
A similar fact can be proved based on the above SCSW perturbation model as well.
Lemma 7. Let a and b be in Σ . Let a∗ be obtained by randomly mutate a to a different letter a′ with probability p < 12 and
then mutate to * with probability q. Let b∗ be obtained by mutate b to * with probability q. Suppose all the above mutations are
independent. Let E be an event independent to these mutations (E can be dependent to the original letters a and b). Then
Pr(a∗ matches b∗ | E) ≤ 1− p(1− q)2. (6)
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Proof. The probability that a∗ and b∗ do not match is
Pr(a∗ does not match b∗ | E)
= Pr(a∗ 6= * and b∗ 6= * and a′ 6= b | E)
= Pr(a∗ 6= * and b∗ 6= *)× Pr(a′ 6= b | E)
≥ (1− q)2 ×min{Pr(a′ 6= b|a = b, E), Pr(a′ 6= b|a 6= b, E)}
= (1− q)2 ×min{1− p, p}
= p(1− q)2.
Therefore, the lemma is proved. 
By replacing Eq. (2) with Lemma 7, the proofs in Section 3.2 can be easily adopted to prove the following corollary, with
only minor modifications to the notations.
Corollary 8. For any small number  > 0, 0 < p < 12 and p(1 − q)2 ≥ 2 log(nm)m , the expected ratio of the greedy algorithm on
the perturbed instances is 1+ 3.
5. Discussion
We proposed a natural perturbation model for the shortest common superstring problem (SCS), and proved that the
greedy algorithm has average approximation ratio 1+ o(1) over the perturbations of any instance chosen by an adversary.
Because the average is taken over the perturbations of any given instance, the result is stronger than showing the average
ratio is 1+ o(1) over all the instances. This smoothed analysis explains why the greedy algorithm performs well in practice,
regardless the Max-SNP hardness of SCS. This shows that the hard instances of SCS are very ‘‘unstable’’, a small perturbation
on the instance, such as the DNA mutations during the evolution, will destroy the hardness.
Due to the uncertain letters in the output of a DNA sequencing machine, we proposed the shortest common superstring
with wildcards problem (SCSW). We proved that this variant is much harder than SCS in terms of approximation.
Nevertheless, we showed that when the uncertain letters are drawn randomly, the smoothed analysis for SCS still works.
As a result, the simple greedy algorithm still has 1+ o(1) smoothed approximation ratio.
Another variant of SCS studied in the literature is the shortest approximate common superstring problem, where the
common superstring need to contain a substring within certain Hamming distance to each input string [14,22]. We claim
that our smoothed analysis still works when the allowed errors are bounded by p′m for p′ = o(1) and much smaller than
the perturbation probability p. This is because the gap between p′ and p can be used to prove that inconsistent overlaps are
short with high probability, similarly to Lemma 1 and Lemma 2. Here we omit the proof.
It is noteworthy that our algorithmic results do not need the alphabet to be finite; whereas the hardness result only needs
an alphabet of size 4.
All the proofs in the paper assumed that the input strings si have the same lengthm = Ω(log n). When the input strings
have different lengths, one can easily see that by changing m to be the minimum length of all input strings, all the results
still hold whenm = Ω(log n). In fact, as long as most of the input strings have lengthΩ(log n), the contribution of the very
short strings to the superstring length is negligible and our results still hold. Because in practice very short strings are not a
problem, the exact bound for the allowed number of short strings is not analyzed here.
In a different bioinformatics problem, smoothed analysis has recently been used to estimate the edit distance between
two DNA sequences [1].
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