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Abstract
Necessary and sufficient conditions for optimality are derived for the problems under consideration
on the basis of the apparatus of locally conjugate mappings and local tents.
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Introduction
In the last decade we have seen an ever more intensive development of the theory of
extremal problems described by multivalued mappings with discrete and continuous time
and with lumped parameters. A great number of problems in economic dynamics, as well
as classical problems on optimal control, differential games, and so on, can be reduced to
such investigations [2–12].
The papers [4–9] are a survey of optimality conditions for optimal control problems
involving so-called ordinary differential inclusions and differential–difference inclusions.
The present article is devoted to an investigation of problems of this kind, but with
distributed parameters, where the treatment is in finite-dimensional Euclidean spaces. It
is known that many problems involving optimal control of chemical engineering, heat andE-mail address: elimhan22@yahoo.com.
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multivalued mappings with discrete and continuous time and with distributed parameters.
In [1,15] necessary conditions for an extremum are obtained for some control problems
with distributed parameters in abstract Hilbert spaces. As a rule, the methods of these
papers require the introduction of operators with a maximal monotone graph.
The article can be divided conditionally into four parts. In the first part (Section 2)
a certain extremal problem is formulated for discrete inclusions. For such problems we use
constructions of convex and nonsmooth analysis in terms of convex upper approximations
(CUA’s), local tents, and locally conjugate mappings (LCM’s) [8] both for convex and for
nonconvex problems to get necessary (and sufficient, in the convex case under the nonde-
generacy condition) conditions for optimality that are based on some subtle computations
with the help of the LCM apparatus.
In Section 3 we use difference approximations of derivatives and grid functions on a uni-
form grid to approximate the problem with differential inclusions and to derive a necessary
and sufficient condition for optimality for the discrete-approximation problem. The latter
is possible by passing to necessary conditions for an extremum of a discrete inclusion in
Section 2.
Apparently, such difference problems, in addition to being of independent interest, can
play an important role also in computational procedures.
In the third part of the paper (Section 4) we are able to use results in Section 3 to get
sufficient conditions for optimality for convex differential inclusions. The derivation of
sufficient conditions is implemented by passing to the formal limit as the discrete steps
tend to zero.
At the end of Section 4 we consider an optimal control problem described by the first
order differential equation with distributed parameters. This example shows that in known
problems the conjugate inclusion coincides with the conjugate equation which is tradition-
ally obtained with the help of the Hamiltonian function.
1. Needed facts and the statement of the problem
The basic concepts and definitions given below can be found in [12,13]. Let Rn be the
n-dimensional Euclidean space, (p, x) is a pair of elements p,x ∈ Rn and 〈p,x〉 is their
inner product. We say that a multivalued mapping a :R2n → 2Rn is convex if its graph
gfa = {(p, x,υ): υ ∈ a(p,x)} is a convex subset of R3n. It is convex valued if a(p,x)
is a convex set for each (p, x) ∈ doma = {(p, x): a(p,x) = ∅}. For such mappings we
introduce the following notation:
Wa(p,x,υ
∗) = inf
υ
{〈υ,υ∗〉: υ ∈ a(p,x)},
υ∗ ∈ Rn, a(p, x,υ∗) = {υ ∈ a(p,x): 〈υ,υ∗〉 = Wa(p,x,υ∗)},
for convex a we let Wa(p,x,υ∗) = +∞ if a(p,x) = ∅.
Let riA be the relative interior of a set A ⊂ Rn , i.e., the set of interior points of A
with respect to its affine hull AffA. The cone KA(x0) of tangent directions to the set A at
a point x0 ∈ A is called a local tent if for each x¯0 ∈ riKA(x0) there exist a convex cone
E.N. Mahmudov / J. Math. Anal. Appl. 308 (2005) 605–619 607K ⊆ KA(x0) and a continuous mapping ψ(x¯) defined in a neighborhood of the origin such
that:
(i) x¯0 ∈ riK , LinK = LinKA(x0), where LinK is the linear span of K ,
(ii) ψ(x¯) = x¯ + r(x¯), ‖x¯‖−1r(x¯) → 0, when x¯ → 0,
(iii) x0 + ψ(x¯) ∈ A, x¯ ∈ K ∩ Sε(0) for some ε > 0, where Sε(0) is the ball of radius ε
about the origin.
If A = gfa, then the cone K gfa(p,x,υ) of tangent directions at a point (p, x,υ) ∈ gfa
will be denoted by Ka(p,x,υ). For a convex mapping a at a fixed point (p0, x0, υ0) ∈ gfa,
Ka(p
0, x0, υ0) = con(gfa − (p0, x0, υ0))
= {(p¯, x¯, υ¯): p¯ = λ(p − p0), x¯ = λ(x − x0), υ¯ = (υ − υ0),
λ > 0, (p, x,υ) ∈ gfa}.
A mapping
a∗
(
υ∗; (p0, x0, υ0))= {(p∗, x∗); (−p∗,−x∗, υ∗) ∈ K∗a (p0, x0, υ0)}
is called the locally conjugate mapping (LCM) to a at a point (p0, x0, υ0), where
K∗a (p0, x0, υ0) is the cone dual to the cone Ka(p0, x0, υ0).
The function h(x¯, x) is called a convex upper approximation (CUA) of an arbitrary
function g(·) :Rn → R1 ∪ {±∞} at a point x ∈ domg = {x: |g(x)| < +∞} if
(i) h(x¯, x) F(x¯, x) for all x¯ = 0, where
F(x¯, x) = sup
r(·)
lim sup
λ↓0
g(x + λx + r(λ)) − g(x)
λ
,
where the exterior supremum is taken on all r(λ) ∈ Rn such that λ−1r(λ) → 0 when
λ ↓ 0.
(ii) h(x¯, x) is a convex closed (lower semicontinuous) positive-homogeneous function
of x¯.
Further, the set ∂h(0, x) = {x∗ ∈ Rn: h(x¯, x) 〈x¯, x∗〉, x¯ ∈ Rn} is called the subdifferen-
tial of g at x and is denoted by ∂g(x). For convex functions continuous at x this definition
coincides with the usual definition of a subdifferential [12].
A function g is said to be proper if it does not take the value −∞ and is not identically
equal to +∞.
At first we consider the following optimization problem for discrete inclusions with
distributed parameters:∑
t=1,...,T
τ=0,...,L−1
gt,τ (xt,τ ) → inf, (1)
xt+1,τ ∈ a(xt,τ+1, xt,τ ), (t, τ ) ∈ H1 × L1, (2)
xt,L = αtL, t ∈ H1, x0,τ = β0τ , τ ∈ L0 (α0L = β0L), (3)
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gt,τ :R
n → R1 ∪ {±∞} are functions taking values on the extended line, a is multival-
ued mapping (a :R2n → 2Rn ), and αtL, β0τ are fixed vectors.
A set {xt,τ }(t,τ )∈H×L0 = {xt,τ : (t, τ ) ∈ H × L0, (t, τ ) = (T ,L)} of points is called an
admissible solution for the problem (1)–(3) if it satisfies the inclusion (2) and boundary
conditions (3). It is easy to see that for fixed natural numbers T and L the conditions (3)
enable us to choose some admissible solution, and the number of points to be determined
coincides with the number of discrete inclusions (2). The following condition is assumed
below for the functions gt,τ , t = 1, . . . , T , τ ∈ L1, and the mapping a.
Condition N. Suppose that in the problem (1)–(3) the mapping a is such that the cone
Ka(x˜t,τ+1, x˜t,τ , x˜t+1,τ ) of tangent directions is local tent, where x˜t,τ are the points of the
optimal solution {x˜t,τ }(t,τ )∈H×L0 . Suppose, moreover, that the functions gt,τ (x) admit a
CUA ht,τ (x¯, x˜t,τ ) at the points x˜t,τ that is continuous with respect to x¯. The latter means
that the subdifferentials ∂gt,τ (x˜t,τ ) = ∂ht,τ (0, x˜t,τ ) are defined.
The problem (1)–(3) is said to be convex if the mapping a is convex and the gt,τ are
convex proper functions. For a convex problem we introduce the following definition.
Definition. We say that the convex problem (1)–(3) satisfies the nondegeneracy condition
if for some admissible solution {x0t,τ }(t,τ )∈H×L0 we have (a) or (b):
(a) (x0t,τ+1, x0t,τ , x0t+1,τ ) ∈ ri gfa, (t, τ ) ∈ H1 × L1,
x0t,τ ∈ ri domgt,τ , (t, τ ) ∈ H × L0.
(b) (x0t,τ+1, x0t,τ , x0t+1,τ ) ∈ int gfa, (t, τ ) ∈ H1 × L1, (t, τ ) = (t0, τ0)((t0, τ0) is the fixed
pair) and gt,τ are continuous at the point x0t,τ .
In Section 4 we study the convex problem for differential inclusions with distributed para-
meters:
I
(
x(·, ·))=
∫
Q
∫
g
(
x(t, τ ), t, τ
)
dt dτ +
1∫
0
g0
(
x(1, τ ), τ
)
dτ → inf, (4)
∂x(t, τ )
∂t
∈ a
(
∂x(t, τ )
∂τ
, x(t, τ )
)
, 0 < t  1, 0 τ < 1, (5)
x(t,1) = α(t), x(0, τ ) = β(τ), α(0) = β(1), Q = [0,1] × [0,1]. (6)
Here a :R2n → 2Rn is a convex multivalued mapping, g(x, t, τ ) is continuous function that
is convex with respect to x,g :Rn × Q → R1, g0 :Rn × [0,1] → R1 and α(t) and β(τ)
are absolutely continuous functions, α : [0,1] → Rn, β : [0,1] → Rn. The problem is to
find a solution x˜(t, τ ) of the boundary value problem (5), (6) that minimizes (4). Here an
admissible solution is understood to be an absolutely continuous function satisfying almost
everywhere (a.e.) the differential inclusion (5) and boundary conditions (6). However, as
will be seen from the context, the definition of a solution in this or that sense (classical,
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of problems under consideration.
2. On necessary and sufficient conditions for an extremum for discrete inclusions
At first we consider the convex problem (1)–(3). We have
Theorem 2.1. Suppose that a is a convex multivalued mapping and gt,τ are convex proper
functions continuous at the points of some admissible solution {x0t,τ }(t,τ )∈H×L0 . Then for
the solution {x˜t,τ }(t,τ )∈H×L0 to be an optimal solution of the problem (1)–(3) posed, it is
necessary that there exist a number λ = 0 or 1 and vectors {x∗t,τ } and {ϕ∗t,τ }, simultaneously
not all zero such that:
(i) (ϕ∗t,τ+1, x∗t,τ −ϕ∗t,τ ) ∈ a∗(x∗t,τ ; (x˜t,τ+1, x˜t,τ , x˜t+1,τ ))+{0}×(λ∂gt,τ (x˜t,τ )), ∂g0,τ (x˜0,τ )≡ 0, (t, τ ) ∈ H1 × L1.
(ii) x∗T ,τ ∈ λ∂gT,τ (x˜T ,τ ), ϕ∗t,0 = 0.
Under the nondegeneracy condition, (i) and (ii) are also sufficient for the optimality of
{x˜t,τ }(t,τ )∈H×L0 .
Proof. One of the essential points in the proof is the use of convex programming results.
With this goal we form the m = n(L + 1)-dimensional vector xt = (xt,0, xt,1, . . . , xt,L) ∈
Rm for any t ∈ H1. Further let xT = (xT ,0, . . . , xT ,L−1) ∈ RnL. Then w = (x0, . . . , xT ) ∈
RmT+nL. We consider the following convex sets defined on the space RmT+nL:
Mt,τ =
{
w = (x0, . . . , xT ): (xt,τ+1, xt,τ , xt+1,τ ) ∈ gfa
}
, (t, τ ) ∈ H1 × L1,
M0 =
{
w = (x0, . . . , xT ): xt,L = αtL, t ∈ H1
}
,
N0 =
{
w = (x0, . . . , xT ): x0,τ = β0τ , τ ∈ L0
}
.
Thus, setting
g(w) =
∑
t=1,...,T
τ=1,...,L−1
gt,τ (xt,τ ),
we can easily show that the boundary problem (1)–(3) is equivalent to the following convex
problem of minimization in the space RmT+nL:
g(w) → inf, w ∈ P =
( ⋂
(t,τ )∈H1×L1
Mt,τ
)
∩ M0 ∩ N0. (7)
We apply Theorem 2.4 in [12] to this problem. For this it is necessary to compute the cones
K∗Mt,τ (w), K
∗
M0
(w), K∗N0(w), w ∈ P . We have
Lemma 2.1. K∗Mt,τ (w) = {w∗ = (x∗0 , . . . , x∗T ): (x∗t,τ+1, x∗t,τ , x∗t+1,τ ) ∈ K∗a (xt,τ+1, xt,τ ,
xt+1,τ ), x∗i,j = 0, (i, j) = (t, τ + 1), (t, τ ), (t + 1, τ )}, (t, τ ) ∈ H1 × L1.
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what is the same
(xt,τ+1 + λx¯t,τ+1, xt,τ + λx¯t,τ , xt+1,τ + λx¯t+1,τ ) ∈ gfa.
Therefore,
K∗Mt,τ (w) =
{
w¯ = (x¯0, . . . , x¯T ): (x¯t,τ+1, x¯t,τ , x¯t+1,τ ) ∈ K∗a (xt,τ+1, xt,τ , xt+1,τ )
}
.
(8)
On the other hand, w∗ ∈ K∗Mt,τ (w) is equivalent to the condition
〈w¯,w∗〉 =
∑
(i,j)∈H×L0
〈
x¯i,j , x
∗
i,j
〉
, w¯ ∈ KMt,τ (w), (i, j) = (T ,L),
where the components x¯i,j of the vector w¯ (see (8)) are arbitrary. Therefore, the last relation
is valid only for x∗i,j = 0, (i, j) = (t, τ + 1), (t, τ ), (t + 1, τ ). This completes the proof of
the lemma. 
It is also not hard to show that
K∗M0(w) =
{
w∗ = (x∗0 , . . . , x∗T ): x∗t,τ = 0, τ = L, t ∈ H},
K∗N0(w) =
{
w∗ = (x∗0 , . . . , x∗T ): x∗t,τ = 0, t = 0, τ ∈ L0, (t, τ ) = (T ,L)}. (9)
Further, by the hypothesis of the theorem, {x˜t,τ }(t,τ )∈H×L0 is an optimal solution conse-
quently, w˜ = (x˜0, . . . , x˜T ) is an optimal solution of the problem (7). Moreover, g(w) is
continuous at the point w0 = (x00 , . . . , x0T ). Then applying Theorem 2.4.IV in [12] to the
minimization problem (7), we can assert the existence of vectors,
w∗(t, τ ) ∈ K∗Mt,τ (w˜), (t, τ ) ∈ H1 × L1, w˜∗ =
(
x˜∗0 , . . . , x˜∗T
) ∈ K∗M0(w˜),
w¯∗ = (x¯∗0 , . . . , x¯∗T ) ∈ K∗N0(w¯), w0∗ ∈ ∂wg(w˜),
and of a number λ (equal to 0 or 1), simultaneously not all zero such that
λw0
∗ =
∑
(t,τ )∈H1×L1
w∗(t, τ ) + w˜∗ + w¯∗. (10)
This equality plays a central role in the investigations to follow. Using the fact that
w∗(t, τ ) = (x∗0 (t, τ ), . . . , x∗T (t, τ )), x∗t (t, τ ) = (x∗t,0(t, τ ), . . . , x∗t,L(t, τ )), t ∈ H1, x∗T (t, τ )= (x∗T ,0(t, τ ), . . . , x∗T ,L−1(t, τ )) and Lemma 2.1, we get[ ∑
(t,τ )∈H1×L1
w∗(t, τ )
]
t,τ
= x∗t,τ (t, τ ) + x∗t,τ (t − 1, τ ) + x∗t,τ (t, τ − 1),
x∗t,τ (t, τ − 1) = 0, τ = 0, t ∈ H1, (11)
where [w∗]t,τ denotes the components of the vector w∗ for the given pair (t, τ ).
On the other hand, using (9), we can write[ ∑
w∗(t, τ ) + w˜∗ + w¯∗
]
=
{
x∗t,0(t,0) + x∗t,0(t − 1,0), t ∈ H1,
∗ (12)
(t,τ )∈H1×L1 t,τ
xT ,τ (T − 1, τ ), τ ∈ L1,
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1, . . . , T , and [w˜∗]t,τ = x˜∗t,τ = 0, [w¯∗]T ,τ = 0, τ ∈ L1. Also from the arbitrariness of x˜∗t,L
it is clear that the equalities
x∗t,L(t,L) + x∗t,L(t − 1,L) + x∗t,L(t,L − 1) + x˜∗t,L = λx0
∗
t,L, t = 1, . . . , T − 1,
always hold, where [w0∗ ]t,L = x0∗t,L. The same applies to the componentwise representation
(10) for (0, τ ), τ ∈ L1, in view of the arbitrariness of [w¯∗]0,τ = x¯∗0,τ . Thus, by (11) and (12)
it follows from (10) that
λx0
∗
t,τ = x∗t,τ (t, τ ) + x∗t,τ (t − 1, τ ) + x∗t,τ (t, τ − 1),
x∗t,τ (t, τ − 1) = 0, τ = 0, t ∈ H1,
λx0
∗
T ,τ = x∗T ,τ (T − 1, τ ), τ ∈ L1. (13)
Using Lemma 2.1 and the definition of an LCM, it can be concluded that(−x∗t,τ+1(t, τ ),−x∗t,τ (t, τ )) ∈ a∗(x∗t+1,τ (t, τ ); (x˜∗t,τ+1, x˜∗t,τ , x˜∗t+1,τ )). (14)
Then, introducing the new notation −x∗t,τ+1(t, τ ) ≡ ϕ∗t,τ+1, x∗t,τ (t − 1, τ ) ≡ x∗t,τ we see
from (13) and (14) that the first part of the theorem is valid. As for the sufficiency of
the conditions obtained, it is clear that by Theorem 3.10.II in [12] and the nondegeneracy
condition, the representation (10) holds with number λ = 1 for the point w0∗ ∈ ∂wg(w˜) ∩
K∗P (w˜).
We remark that if in the problem (1)–(3) the functions and mappings are polyhedral,
then by virtue of Theorem 1.41 in [12] the nondegeneracy condition in Theorem 2.1 is
superfluous. 
Theorem 2.2. Assume Condition N for the problem (1)–(3). Then for {x˜t,τ }(t,τ )∈H×L to be
a solution of this nonconvex problem it is necessary that there exist a number λ = 0 or 1
and vectors {x∗t,τ }, {ϕ∗t,τ } simultaneously not all zero, satisfying the conditions (i) and (ii)
of Theorem 2.1.
Proof. In this case Condition N ensures the conditions of Theorem 4.2.V in [12] for the
problem (7). Therefore, according to this theorem, we get the necessary condition as in
Theorem 2.1 by starting from the relation (10), written out for the nonconvex problem. 
3. Approximation of the continuous problem and a necessary condition
for the discrete-approximation problem
In this section we use difference derivatives to approximate the problem (4)–(6) and
with the help of Theorem 2.1 we formulate a necessary condition and a sufficient condition
for it. We choose steps δ and h on the t- and τ -axis, respectively, using the grid function
xt,τ = xδh(t, τ ) on a uniform grid on Q. We introduce the following difference operators,
defined on the two-point models [16] A1 = A1δ , A2 = A2h:
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δ
, A2x(t, τ + h) = x(t, τ + h) − x(t, τ )
h
t = 0, δ, . . . ,1 − δ, τ = 0, . . . ,1 − h.
With the problem (4)–(6) we now associate the following difference boundary value prob-
lem approximating it:
Iδh
(
x(·, ·))= ∑
t=0,...,1−δ
τ=h,...,1−h
δhg
(
x(t, τ ), t, τ
)+ ∑
τ=0,...,1−h
hg0
(
x(1, τ ), τ
)→ inf, (15)
A1x(t + δ, τ ) ∈ a
(
A2x(t, τ + h), x(t, τ )
)
,
x(t,1) = α(t), x(0, τ ) = β(τ),
t = 0, . . . ,1 − δ, τ = 0, . . . ,1 − h. (16)
We reduce the problem (15) and (16) to a problem of the form (1)–(3). To do this we
introduce a new mapping
a˜(p, x) = x + δa
(
p − x
h
,x
)
, (17)
and we rewrite the problem (15), (16) as follows:
Iδh
(
x(·, ·))→ inf,
x(t + δ, τ ) ∈ a˜(x(t, τ + h), x(t, τ )),
x(t,1) = α(t), x(0, τ ) = β(τ),
t = 0, . . . ,1 − δ, τ = 0, . . . ,1 − h. (18)
By Theorem 2.1 for optimality of the trajectory {x˜(t, τ )}, T = 0, . . . ,1, τ = 0, . . . ,1,
(t, τ ) = (1,1) in problem (18) it is necessary that there exist vectors {x∗(t, τ )}, {ϕ∗(t, τ )}
and a number λ = λδh ∈ {0,1} simultaneously not all zero, such that(
ϕ∗(t, τ + h), x∗(t, τ ) − ϕ∗(t, τ ))
∈ a˜∗(x∗(t + δ, τ ), x˜(t, τ + h), x˜(t, τ ), x˜(t + δ, τ ))
+ {0} × {δhλ∂g(x˜(t, τ ), t, τ)}, (19)
x∗(1, τ ) ∈ λh∂g0
(
x˜(1, τ ), τ
)
, ϕ∗(t,0) = 0,
t = 0, . . . ,1 − δ, τ = 0, . . . ,1 − h. (20)
In (19) a˜∗ must be expressed in terms of a∗.
Theorem 3.1. Suppose that the mapping a˜ is such that the cones Ka˜(p,x,υ), (p, x,υ) ∈
gf a˜ of tangent directions determine a local tent. Then the following inclusions are equiva-
lent:
(i) (p∗, x∗) ∈ a˜∗(υ∗, (p, x,υ)),
(ii)
(
p∗
,
p∗ + x∗ − υ) ∈ a∗
(
υ∗ ;
(
p − x
, x,
υ − x))
, υ∗ ∈ Rn.
δ δh h h δ
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(p¯, x¯, υ¯) such that ri(z¯)‖z¯‖−1 → 0 and r(z¯)‖z¯‖−1 → 0 as z¯ → 0, and
υ + υ¯ + r(z¯) ∈ x + x¯ + r1(z¯) + δa
(
p + p¯ + r2(z¯) − x − x¯ − r1(z¯)
h
, x + x¯ + r1(z¯)
)
for sufficiently small z¯ ∈ Q, Q ⊆ riKa˜(z).
Transforming this inclusion, we get
υ − x
δ
+ υ¯ − x¯
δ
+ r(z¯) − r1(z¯)
δ
∈ a
(
p − x
h
+ p¯ − x¯
h
+ r2(z¯) − r1(z¯)
h
, x + x¯ + r1(z¯)
)
.
From this it is clear that Ka(p−xh , x,
υ−x
δ
) is a local tent of gfa, and(
p¯ − x¯
h
, x¯,
υ¯ − x¯
δ
)
∈ Ka
(
p − x
h
,x,
υ − x
δ
)
(21)
by going in the reverse direction, it is also not hard to see from (21) that
(p¯, x¯, υ¯) ∈ Ka˜(p,x,υ). (22)
This means that (21) and (22) are equivalent.
Suppose now that
(p∗, x∗) ∈ a˜∗(υ∗, (p, x,υ))
or, what is the same,
−〈p¯,p∗〉 − 〈x¯, x∗〉 + 〈υ¯, υ∗〉 0, (p¯, x¯, υ¯) ∈ Ka˜(p,x,υ). (23)
We rewrite this in the form
−
〈
p¯ − x¯
h
,ψ∗1
〉
− 〈x¯,ψ∗2 〉+
〈
υ¯ − x¯
δ
,ψ∗
〉
 0, (p¯, x¯, υ¯) ∈ Ka˜(p,x,υ), (24)
where ψ∗1 , ψ∗2 and ψ∗ are to be determined. Carrying out the necessary transformations in
(24) and comparing it with (23), we see that
ψ∗1 =
hp∗
δ
, ψ∗2 =
x∗ + p∗ − υ∗
δ
, ψ∗ = υ∗.
Then it follows from the equivalence of (21) and (22) that(
hp∗
δ
,
x∗ + p∗ − υ∗
δ
)
∈ a∗
(
υ∗;
(
p − x
h
,x,
υ − x
δ
))
. (25)
This concludes the proof of the theorem. 
Remark 3.1. In (25) it is taken into account that the LCM a∗ is a positive homogeneous
mapping with respect to the first argument:
∗( ∗ ) ∗( ∗ )a µυ ; (p, x,υ) = µa υ ; (p, x,υ) , µ > 0.
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clusions in Theorem 3.1 in another way, namely, by computing ∂Wa¯(p, x,υ∗), expressing
it in terms of ∂Wa(p−xh , x,υ
∗).
Let us return to the conditions (19) and (20). By Theorem 3.1 the condition (19) takes
the form
(
ϕ∗(t, τ + h)
δ
,
x∗(t, τ ) − x∗(t + δ, τ ) + ϕ∗(t, τ + h) − ϕ∗(t, τ )
δh
)
∈ a∗
(
x∗(t + δ, τ )
h
,
(
A2x˜(t, τ + h), x˜(t, τ ),A1x˜(t + δ, τ )
))
+ {0} × (λ∂g(x˜(t, τ ), t, τ)),
t = 0, . . . ,1 − δ, τ = 0, . . . ,1 − h. (26)
Here denoting the expression ϕ
∗(t,τ )
δ
and x
∗(t,τ )
h
again by ϕ∗(t, τ ) and x∗(t, τ ), respectively,
it is not hard to verify the following representation of the second quotient:
x∗(t, τ ) − x∗(t + δ, τ ) + ϕ∗(t, τ + h) − ϕ∗(t, τ )
δh
= A2ϕ∗(t, τ + h) − A1x∗(t + δ, τ ), t = 0, . . . ,1 − δ, τ = 0, . . . ,1 − h.
Then it follows from (20) and (26) that
(
ϕ∗(t, τ + h),A2ϕ∗(t, τ + h)
)
∈ a∗(x∗(t + δ, τ );A2x˜(t, τ + h), x˜(t, τ ),A1x˜(t + δ, τ ))
+ {0} × {λ∂g(x˜(t, τ ), t, τ)+ A1x∗(t + δ, τ )}, (27)
ϕ∗(t,0) = 0, x∗(1, τ ) ∈ λ∂g0
(
x(1, τ ), τ
)
,
t = 0, . . . ,1 − δ, τ = 0, . . . ,1 − h. (28)
We formulate the result just obtained as the following theorem.
Theorem 3.2. Suppose that a is convex, and g and g0 are proper functions convex with
respect to x and continuous at the points of some admissible trajectory {x0(t, τ )}, t = 0,
δ, . . . ,1, τ = 0, h, . . . ,1, (t, τ ) = (1,1). Then for the optimality of the trajectory {x˜(t, τ )}
in the discrete approximation problem (15), (16) it is necessary that there exist a number
λ = λδh = {0,1} and vectors {υ∗(t, τ )} and {x∗(t, τ )}, simultaneously not all zero, satisfy-
ing (27) and (28). And under the nondegeneracy condition, (27) and (28) are also sufficient
for the optimality of {x˜(t, τ )}.
Remark 3.3. As in Theorem 2.2, (27) and (28) are necessary conditions for optimality in
the case of nonconvexity for the problem (15), (16) under Condition N.
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Using results in Section 3, we formulate a sufficient condition for optimality for the
continuous problem (4)–(6). Setting λ = 1 in (27) and (28), we find, by passing to the
formal limit as δ and h tend to 0, that
(i)
(
ϕ∗(t, τ ), ∂ϕ
∗(t, τ )
∂τ
)
∈ a∗
(
x∗(t, τ ),
(
∂x˜(t, τ )
∂τ
, x˜(t, τ ),
∂x˜(t, τ )
∂t
))
+ {0} ×
{
∂g
(
x˜(t, τ ), t, τ
)+ ∂x∗(t, τ )
∂t
}
,
(ii) ϕ∗(t,0) = 0, x∗(1, τ ) ∈ ∂g0
(
x˜(1, τ ), τ
)
.
Along with this we get one more condition ensuring that the LCM a is nonempty (see
[12]):
(iii)
∂x˜(t, τ )
∂t
∈ a
(
∂x˜(t, τ )
∂τ
, x˜(t, τ ), x∗(t, τ )
)
.
The arguments in Section 3 suggest the sufficiency of the conditions (i)–(iii) for optimality.
It turns out that the following assertion is true.
Theorem 4.1. Suppose that g(x, t, τ ) and g0(x, τ ) are jointly continuous functions convex
with respect to x, and a is a convex closed mapping, i.e. gfa is a convex closed subset
of R3n. Then for the optimality of the solution x˜(t, τ ) among all admissible solutions it is
sufficient that there exist absolutely continuous functions {ϕ∗(t, τ ), x∗(t, τ )} such that the
conditions (i), (iii) hold almost everywhere on Q.
Proof. It is clear that (see [8])
a∗
(
υ∗; (p, x,υ))= ∂(p,x)Wa(p,x,υ∗), υ ∈ a(p,x,υ∗).
Then by using the Moreau–Rockafellar theorem [6,12,13], from condition (i) we obtain
the inclusion(
ϕ∗(t, τ ), ∂ϕ
∗(t, τ )
∂τ
− ∂x
∗(t, τ )
∂t
)
∈ ∂(p,x)
[
Wa
(
∂x˜(t, τ )
∂τ
, x˜(t, τ ), x∗(t, τ )
)
+ g1
(
∂x˜(t, τ )
∂τ
, x˜(t, τ ), t, τ
)]
,
g1(p, x, t, τ ) ≡ g(x, t, τ ), (t, τ ) ∈ Q.
Using the definitions of a subdifferential and Wa, we rewrite the last relation in the form〈
∂x(t, τ )
∂t
, x∗(t, τ )
〉
−
〈
∂x˜(t, τ )
∂t
, x∗(t, τ )
〉
+ g(x(t, τ ), t, τ)− g(x˜(t, τ ), t, τ)

〈
ϕ∗(t, τ ), ∂x(t, τ )
∂τ
− ∂x˜(t, τ )
∂τ
〉
+
〈
∂ϕ∗(t, τ )
∂τ
− ∂x
∗(t, τ )
∂t
, x(t, τ ) − x˜(t, τ )
〉
,or
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(
x(t, τ ), t, τ
)− g(x˜(t, τ ), t, τ)

〈
∂
∂t
(
x˜(t, τ ) − x(t, τ )), x∗(t, τ )
〉
+ ∂
∂τ
〈
ϕ∗(t, τ ), x(t, τ ) − x˜(t, τ )〉
−
〈
∂x∗(t, τ )
∂t
, x(t, τ ) − x˜(t, τ )
〉
.
On the other hand, by the second condition in (ii),
g0
(
x(1, τ ), τ
)− g0(x˜(1, τ ), τ) 〈x∗(1, τ ), x(1, τ ) − x˜(1, τ )〉.
Integrating the preceding relation over the domain Q, and the latter over the interval [0,1]
and then adding them, we get∫
Q
∫ [
g
(
x(t, τ ), t, τ
)− g(x˜(t, τ ), t, τ)]dt dτ
+
1∫
0
[
g0
(
x(1, τ ), τ
)− g0(x˜(1, τ ), τ)]dτ

∫
Q
∫
∂
∂t
〈
x˜(t, τ ) − x(t, τ ), x∗(t, τ )〉dt dτ
+
∫
Q
∫
∂
∂τ
〈
ϕ∗(t, τ ), x(t, τ ) − x˜(t, τ )〉dt dτ
+
1∫
0
〈
x∗(1, τ ), x(1, τ ) − x˜(1, τ )〉dτ. (29)
It is clear that∫
Q
∫
∂
∂t
〈
x˜(t, τ ) − x(t, τ ), x∗(t, τ )〉dt dτ
=
1∫
0
〈
x∗(1, τ ), x˜(1, τ ) − x(1, τ )〉dτ −
1∫
0
〈
x∗(0, τ ), x˜(0, τ ) − x(0, τ )〉dτ, (30)
where, since x˜(0, τ ) = x(0, τ ) (see (6)),
1∫
0
〈
x∗(0, τ ), x˜(0, τ ) − x(0, τ )〉dτ = 0.
Analogously
1∫
∂ 〈
ϕ∗(t, τ ), x(t, τ ) − x˜(t, τ )〉dt dτ0
∂τ
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1∫
0
〈
ϕ∗(t,1), x(t,1) − x˜(t,1)〉dt −
1∫
0
〈
ϕ∗(t,0), x(t,0) − x˜(t,0)〉dt (31)
and since x(t,1) = x˜(t,1) and ϕ∗(t,0) = 0 by the condition (ii),
1∫
0
〈
ϕ∗(t,1), x(t,1) − x˜(t,1)〉dt = 0,
1∫
0
〈
ϕ∗(t,0), x(t,0) − x˜(t,0)〉dt = 0.
Then from (30) and (31) we obtain that the right-hand side of the inequality (29) is equal
to zero. Thus, we have finally
∫
Q
∫
g
(
x(t, τ ), t, τ
)
dt dτ +
1∫
0
g0
(
x(1, τ ), τ
)
dτ

∫
Q
∫
g
(
x˜(t, τ ), t, τ
)
dt dτ +
1∫
0
g0
(
x˜(1, τ ), τ
)
dτ
for all admissible solutions x(t, τ ), (t, τ ) ∈ Q.
The theorem is proved. 
In the conclusion of this section we consider an example:
I
(
x(t, τ )
)→ inf,
∂x(t, τ )
∂t
= A1 ∂x(t, τ )
∂τ
+ A2x(t, τ ) + Bu(t, τ ), u(t, τ ) ∈ U,
x(t,1) = α(t), x(0, τ ) = β(τ), (32)
where A1 and A2 are n × n matrices, B is a rectangular n × n matrix, U ⊂ Rr is a convex
closed set, and g and g0 are continuously differentiable functions of x. It is required to
find a controlling parameter u˜(t, τ ) ∈ U such that the solution x˜(t, τ ) corresponding to it
minimizes I (x(·, ·)).
In this case
a(p,x) = A1p + A2x + BU.
By elementary computations we find that
a∗
(
υ∗; (p, x,υ))=
{
(A∗1υ∗,A2υ∗), B∗υ∗ ∈ [con(U − u)]∗,∅, B∗υ∗ /∈ [con(U − u)]∗,where υ = A1p + A2x + Bu, and [conM]∗ is the cone dual to the cone con M .
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ϕ∗(t, τ ) = A∗1x∗(t, τ ), ϕ∗(t,0) = 0, (33)
∂ϕ∗(t, τ )
∂τ
− ∂x
∗(t, τ )
∂t
= A∗2x∗(t, τ ) + g′
(
x˜(t, τ ), t, τ
)
, (34)〈
u − u˜(t, τ ),B∗x∗(t, τ )〉 0, u ∈ U, (35)
x∗(1, τ ) = g′0
(
x˜(1, τ ), τ
)
, (36)
substituting (33) in (34), we have
−∂x
∗(t, τ )
∂t
= −A∗1
∂x∗(t, τ )
∂τ
+ A∗2x∗(t, τ ) + g′
(
x˜(t, τ ), t, τ
)
. (37)
Obviously, (35) and second condition of the (36) can be written in the form〈
Bu˜(t, τ ), x∗(t, τ )
〉= inf
u∈U
〈
Bu,x∗(t, τ )
〉
, x∗(t,0) = 0. (38)
Thus, we have obtained the following result.
Theorem 4.2. The solution x˜(t, τ ) corresponding to the control u˜(t, τ ) minimizes I (x(·, ·))
in the problem (32) if there exists an absolutely continuous function x∗(t, τ ) satisfying a.e.
the differential equation (37) and conditions (36), (38).
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