In this thesis we focused on subsymbolic approach to machine game play problem. We worked on two different methods of learning. Our first goal was to test the ability of common feed-forward neural networks and the mixture of expert topology. We have derived reinforcement learning algorithm for mixture of expert network topology. This topology is capable to split the problem into smaller parts, which are easier to be solved by an expert neural network. We have compared the quality of strategy emergence between mixture of expert networks and feed-forward networks. Our experiments demonstrate that mixture of experts is able to play a game at the same level as feed-forward networks with equal number of weights.
Introduction
First computers where created during second world war and one of the first programmers was Alan Turing. Turing is known in field of computer science for different reasons. During and after the war Turin experimented with machine routines for chess playing. In year 1952, Arthur L. Samuel [14] wrote a program for playing checkers. The basic goal of his work was not a program which would play checkers, but program which can learn how to play it. In his work he tested two approaches -rote learning and learning procedure involving generalization. It was historically the first program which was able to improve itself without any intervention of human. The biggest challenge for artificial intelligence was the game of chess. In 70ties and 80ties the game research was concentrated mainly on chess and brute-force approach. It has been shown that it is a strong correlation between search speed and performance of the program. It resulted to speeding up of searching algorithms in opposite to finding new approaches.
By the end of 80ties the research began to advance and 90ties it brought to us many successes. First game which had a non-human champion was checkers. In year 1994 program Chinook [15] won world tournament between a human and a machine. Next success followed soon after. In year 1997 the project Deep Blue won over a world champion Garry Kasparov [1] . In this period new approaches of learning emerged, for example reinforcement learning [17] , implemented in TD-gammon [19] . Quality of its play was comparable to bet players on the world.
Computerized game play has still domains in which we cannot create programs which would be comparable to human players (for example GO [11] ). These are mostly games which cannot be solved by classical approaches of artificial intelligence because they have a very high branching factor (player can make many different moves). Exactly these games are then very interesting for the new approaches in artificial intelligence.
Thesis Objectives
In this thesis we focused on subsymbolic approach to machine game play problem using reinforcement learning. Compared to supervised learning, reinforcement learning has the advantage that it does not need learning set in form of stimulus-action. Algorithm receives only information about game outcome. We worked on two different methods of reinforcement learning. The first method is aimed at mixture of expert neural networks trained with TD(λ) rule. In the second method we used extended Kalman filter to train neural networks with reinforcement learning approach. We can summarize thesis objectives to following points:
• To find out the algorithm of reinforcement learning for the topology of the mixture of expert neural networks. This topology is able to divide the solved problem to the sub-tasks which can be solved by the expert neural networks more effectively and accurately.
-Verify the ability of a mixture of expert networks to divide a problem into the sub-problems. -Compare the rapidity and quality of the strategy creation while playing a pair symetric game, for the mixture of the expert networks and a forward neural network. -Analyze the way that experts are specialized.
• To derive algorithm of the reinforcement learning with utilization of the Extended Kalman Filter. The Extended Kalman Filter can be used for the training of the neural networks. Its advantage is the fast speed of learning with respect to the training cycle count.
-To desig and implement possible modifications of the Extended Kalman Filter for the process of the reinforcement learning. -Compare the rapidity and quality of the ability to create a strategy while playing the symmetric pair game, for the Modified Extended Kalman Filter and the TD(λ) rule.
Formalization of the Game
In this section, we shall deal with a formalization of the game [18] of checkers, which can be applied to all symmetric two player games (chess, go, backgammon, etc.). Let the current position of the game be described by a variable P , this position can be changed by permitted actions -moves constituting a set A(P ). Using a moveá ∈ A(P ), the position P shall be transformed into a new positioń P , Pá →Ṕ . An inverse positionP is obtainable from a position P by switching the color of all black pieces to white and of all white pieces to black. The term inverse position will be important for a formulation of a common algorithm, identical for both first and second player in a symmetric game. We shall use a multiagent approach, and we shall presume, that the game is played by two agents G1 and G2, which are endowed with cognitive devices, by which they are able to evaluate next positions. The formulation of the algorithm is the following (Fig. 1) .
Algorithm:
1. The game is started by the first player, G ← G1, from a starting position, P ← P ini.
2. The player G generates from the position P a set of the next permitted positions A (P ) = {P1, P2, ..., Pn}. Each such position Pi from the set of these positions is evaluated by a coefficient 0 < zi < 1. The player selects as his next position suchṔ ∈ A(P ), which is evaluated by the maximum coefficient, P ←Ṕ . If the position P satisfies condition for victory, then the player G wins and the game continues with the step 4. The other player takes turn in the game, G ← G2, the position P is generated from the inverse of the current position, P ←P , the game continues with the step 2.
4. End of the game. 
Simplified Game of Checkers
This evaluation ensures that the MinMax will try to get its pieces toward the opponent's part of the game board and it will try to prevent the opponent's progress. The play of our player is quite offensive.
Adaptation of Cognitive Device of Agent with Temporal Difference TD(λ)-method
In this section we give the basic principles of the used reinforcement learning method, which currently in its temporal difference TD(λ) version belongs to effective algorithmic tools for adaptation of cognitive devices of multiagent systems [12, 17] . The basic principles of reinforcement learning are following: Agent observes the mapping of his/her input pattern to his/her output signal of his/her cognitive device (the output signal is often called an "action" or "control signal"). Agent evaluates the quality of the output signal on the basis of the external scalar signal "reward". The aim of the learning is such an adaptation of the cognitive organ of the agent, which will modify the output signals toward maximization of external "reward" signals. In many cases the "reward" signal is delayed, it arrives only at the end of a long sequence of actions and it can be understood as the evaluation of the whole sequence of actions, whether the sequence achieved the desired goal or not. In this case, the agent must solve the problem of temporal credit assignment, where learning is based on differences between temporal credit assignments for single elements of the whole sequence of actions.
In this section we outline the construction of TD(λ) method as a certain generalization of a standard method of gradient descent learning of neural networks. Let us presume, that we know the sequence of positions of the given agent -player and their evaluation by a real number z P1, P2, ..., Pm, z reward (2) where z reward is an external evaluation of the sequence and corresponds to the fact, that the last position Pm means that the given agent won, draw, or lost From the sequence 2 we shall create m couples of positions and their evaluations by z reward , which shall be used as training set for the following objective function
We shall look for such weight coefficients of the neural network -cognitive device, which will minimize the objective function. When we would find out such weight coefficients of the network that the function would be zero, then each position from the sequence P1, P2, . . . , Pm, z reward is evaluated by a number z reward . The recurrent formula for adaptation of the weight coefficients is as follows 
where zt = G(Pi, w) is an evaluation of t-th position Pt by neural network working as a cognitive device. Our goal will be, that all the positions from the sequence 2 would be evaluated by the same number z reward , which specifies, if outcome of the game consisting from the sequence 2 was a win, draw, or loss for the given player. This approach can be generalized to a formula, which creates the basis of the TD(λ) class of learning methods
where the parameter 0 < λ < 1.
Usage of TD(λ) Method on Checkers Games
In this section, we will describe the results achieved by the neural network. For training and testing we used a two-layered feed-forward network with 64 hidden neurons, the learning rate 0.01 and the coefficient λ=0.9. The network learned after each game, when it was evaluated by 1 if it won, and 0 evaluated it if it lost. After each 100 games, the ratio of won/lost games was marked on the graph. On the fig. 3 there is an evolution of success of neural network learning against algorithm MinMax (working to the search depth 3). It is evident, that the network learned more slowly and even after 450 000 matches achieved victory only in 65% of matches. Nevertheless, it is still an excellent result, since if the network would play as well as our MinMax algorithm searching to the level 3, it would win only 50% of matches.
Mixture of Local Experts
When solving complex task, there is almost always that opportunity to split it into smaller subtasks. Such subtask Figure 4 : Mixture of local experts may be better solved by a neural network. We can create a set of neural networks [5, 6] , where every network is an expert for some subtask from the original problem. We will use t expert neural networks ( fig. 4 :
and one network which will be used as gating network
The purpose of gating network is to choose which expert is best suited for solving given problem. We expect that all networks in set Nt have same number of input and output neurons. Gating network have the same number of input neurons like expert networks, but number of output neurons is t (number of expert networks).
For given combination of xI /xO are the outputs of expert neural networks described with a vector , the output of gating network is vector x
. All output activities are in interval (0,1), we will define proportional coefficients pi ∈ (0, 1), they describe the respond of gating network on input vector xI , proportional coefficients are defined as softmax function:
Proportional coefficients will be interpreted as probability, that corresponding neural network will be used for clasification. Objective function is then defined as:
where
k is k output activity of i-th expert neural network. The goal of mixture of experts training is to find the weights of all expert and gatening netorks which minimalize objective function. Adaptation is simmilar to adaptation process of feed-forward network, but equtions for partial derivations slightly different:
then proportional derivations
are obtained recurently using:
where for g (g) we subtitute:
Training of Mixture of Experts Architecture with TD(λ) Rule
We ant to train the mixture of expert architecture with TD(λ) method, so objective function will be defined like this. We are summing up errors from all m moves [10] :
We then have two formulas for weights change one for gate network:
and the second one for expert network weights change:
where ∆xO,j = (xO,j+1 −xO,j) and i is the index of ith expert.
We have tested the mixture of expert architecture and classical feed forward network. Both used the TD(λ) learning rule while playing against MiniMax algorithm. For training and testing of the feed forward network we used a two-layered feed-forward network with different hidden neurons count, the learning rate α=0.1 and the coefficient λ=0.99. The network learned after each game, when it was evaluated by 1 if it won, and 0 evaluated it if it lost. After each 100 games, the ratio of won/lost games was marked on the graph. For training and testing of the mixture of experts architecture we used 4 experts. Every expert was a two-layered feed-forward network with 3 hidden neurons. The gating network was two-layered feed-forward network with 3 hidden neurons. In the Fig. 5 there is an evolution of success of neural networks learning against algorithm MinMax (working to the search depth 2). The graph clearly shows that mixture of experts architecture can decompose the problem of game play into smaller parts which are then better solved by local experts. Mixture of experts was able to play at the same level as feed-forward network with 10 hidden neurons.
To better study how experts are involved to the game, we took 50 winning games of best trained mixture of expert network (it winning rate was 70 %). Then we have divided each game into three equal parts, where the first third of moves is represented as opening phase of the game, second the middle phase, end the third is the ending phase of the game. For every phase we took the mean value of proportional coefficients of the gating network. Results are in table 1. It shows that first expert was used in opening phases, in the middle game, first and second network was used and the end phase of game was played by the fourth expert. Expert number three was never used during the play. Best results where obtained from exert which was in mixture used in ending phase of the game (expert no. 4). Expert which was partial used for all game parts, got good result in the game. Expert which was used by game opening, was not able to play by him selves. Probably he could not recognize the winning positions, or positions which lead in the ending phase of the games to winning. The last expert which was not used in mixture architecture, was not able to play by him selves. 
Utilization of the Extended Kalman Filter for Neural Network Learning
In 1960, R. E. Kalman has published [8] his solution for recursive filtration of linear systems discrete data. In last few years, Kalman's filtration receives great attention because, in its modified version, it can be used for learning of both forward and recursive neural networks [2, 4, 21, 22] .
In this section we describe the Kalman Filter and its modifications leading to the so-called Extended Kalman Filter (taken from [4] and [20, 8, 13 ]) which will be used for the neural network learning. We further describe our proposed modifications of the training process in the reinforcement learning. These modifications were tested on the simplified game of checkers.
The Kalman Filter
A discrete linear dynamic system can be described by 2 equations -the state equation and the equation of observations. The state of the system can be described by the vector x k , which is the minimal set of data that exactly describe the dynamic system in the discrete time k.
1. The state function
where F k+1,k is the transfer matrix that describes the changes from the state x k in the time k to the state x k+1 in the time k + 1. The process noise q k is additive gaussian noise with zero mean value and the covariant matrix Q k .
The observations equation
where y k is the observation in the time k and H k is the observation matrix. The observation noise r k is additive white gaussian noise with zero mean value and the covariant matrix R k .
The Kalman filtration is a method for finding the common optimal solution of the state equation and the observation equation for the unknown state of the system. We can define this problem as trying to find the estimation of state xi that has minimal quadratic error, with utilization of all measured data y1, y2, . . . , y k for k ≥ 1.
The Kalman filtration consists of two phases:
1. Prediction (on-time actualization) -a priori prediction of the state and the error covariance.
2. Correction (actualization of observations and correction) -adjusts the estimations in compliance with the observation y k .
The Extended Kalman Filter
The Kalman filter described in the previous section has served for the problem of finding the state vector in the linear dynamic system. If we intend to use the Kalman filter for the neural network training, we need to modify it to obtain the non-linear version of the filter. (As the neural networks are non-linear systems). By extending the Kalman filter with the linearization procedure, we get the Extended Kalman Filter -EKF. This extension is possible because the original Kalman Filter is described by differential equations for the discrete-time system. The behavior of the neural network can be described as a nonlinear system:
From the equation 27 we can see that the state of a neural network is characterized as a stationary process disturbed by the process noise r k . The state of the network w is the vector of the network's weights. The observation equation describes the output of the neural network as a linear function of the input vector x k and the weights vector w k . This equation is extended by the random measurement noise q k . The measurement noise is white with zero mean value and covariance E[q k q
The process noise is white with zero mean value and covariance E[r k r
The training process of the neural network with utilization of the Extended Kalman Filter can be characterized as a process of estimation of the state w (the network's weights) with minimal quadratic error, based on the entire observation history. As the state function of the system is linear (actually, f (w k ) = w k ), we can describe the training process like this: The components of the P0 matrix are typically chosen from 100I to 1000I (where I is the identity matrix). The matrix Q0 is initialized by values of10 −1 I to 0.1I. The components of the H matrix are obtained as the values of the partial differentiation of the network's outputs to its weights. In the case of the forward network we use the backpropagation algorithm.
Reinforcement Learning with Utilization of EKF
Our ambition is to modify the Extended Kalman Filter in such way that we can utilize it in the process of the reinforcement learning. In this section we will describe the possible modification of the network's training procedure with usage of the Extended Kalman Filter, for the reinforcement learning process. The proposed approach is compared with the TD(λ) algorithm, on the games TicTac-Toe and simplified checkers.
In the process of reinforced learning we are trying to train the neural network to behave like an unknown value function. In the case of games playing, the value function gives us the evaluation of the game's state st. This evaluation represents the estimation of the concrete game's outcome, supposing that we are in a concrete state st. The main thought of the method is, that the whole sequence of states through one game (s1, . . . , sT ) should be evaluated equally as the final outcome of the game. When we try to write this thought down mathematically, we get the so-called Monte Carlo learning rule [17] :
where α is the learning speed, V (s) is the value function (which in our case means the network's output) and reward is the game's outcome.
Let us define the equations 29 as functions for EKF(input, expected output). The learning algorithm is then very simple:
for t = 1 až T rob EKF(s[t], reward);
The Monte Carlo method needs not to be absolutely appropriate for our needs. For example, it can lead to evaluation of the first move by 0 (the player has lost the game) although that the first move is right and only leads to the more states with possibility of user's errorneous move. Therefore it is better to modify the equation 30 to TD(0) rule [17] . This approach modifies the states' evaluation function in such way that the evaluation of the state in time t is altered according to the evaluation of the state t + 1.
For each t = 1 . . . T :
where V (sT +1) = reward. The learning algorithm can be described as:
In the next section we confront the reinforcement learning algortihm with the utilization of EKF and the TD(λ) algorithm.
The Achieved Results of the Reinforcement Learning with the EKF Utilization
The testing of the learning algorithms has been performed on the game of Simplified Draughts. The neural network consisted of 20 hidden neurons. The learning speed for the TD(λ) algorithm has been set to 0.1 and the λ has been set to 0.99. The EKF has been initialized with values P0 = 100I, Q0 = 0I a R0 = 1I. Each algorithm was tested with 10 randomly initialized weight values that were equal for both networks. The learning of each network has run once.
In the picture 6 is shown how the algorithms were learning to play against the opponent -the MinMax algorithm of depth 2. The TD(0) EKF has converged to a good solution quite rapidly. But it is worth to notice that the TD(λ) algorithm was able to play on the comparable level in about 500 000 games. The Monte Carlo EKF method did not achieved the results of the previous two approaches.
The second chart 7 shows the first 20 000 games. It can be seen that the TD(0) EKF needed about 10000 games to converge to the configuration that is able to win 60 % of games. The Monte Carlo EKF achieves good results relatively fast but is not able to create equally good strategy as the TD(λ) and TD(0) EKF algorithms. 
Conclusion
Artificial intelligence has been dealing with game play problems since the origin of computer science. In this research field we were able to develop systems which exceed humans in playing. However, there are games in which humans still overcome computers. In this space, novel approaches and algorithm design emerge.
In this thesis we focused on subsymbolic approach to machine game play problem. We worked on two different methods of learning. The first method is aimed at mixture of expert neural networks trained with TD(λ) rule.
In the second method we used extended Kalman filter to train neural networks with reinforcement learning approach.
Our first goal was to test the ability of common feedforward neural networks and the mixture of expert topology. We have derived reinforcement learning algorithm for mixture of expert network topology. This topology is capable to split the problem into smaller parts, which are easier to be solved by an expert neural network. We have compared the quality of strategy emergence between mixture of expert networks and feed-forward networks. Our experiments demonstrate that mixture of experts is able to play a game at the same level as feed-forward networks with equal number of weights. We have demonstrated that experts are specialized according to game part. Single expert can not play the whole game by itself.
The second approach derived in this work is reinforcement learning with usage of extended Kalman filer. Extended Kalman filter (EKF) can be used for neural network training. Its advantage is very high learning rate in terms of training cycles. We have proposed usage of extended Kalman filter for reinforcement learning with TD(0) and Monte Carlo method. We have compared the quality of strategy emergence between the two proposed extended Kalman filter methods and TD(λ) approach. In our experiments Monte Carlo EKF method was unable to achieve the same level of game play as the other two methods. Game play quality is same for TD(λ) and EKF with TD(0) method, but our results show that reinforce-ment learning with extended Kalman filter is able to create a game strategy after playing a considerably fewer number of games.
