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The above rules were exploit by various authors in attempts to solve hard optimization problems. The greatest attention among them was probably paid to the TSP. The problem can informally be stated as follows: DEFINITION 1. Given a set of n cities and distances between every two of them, find the closed tour for a salesman through all cities that visits each city only once and is of minimum length.
Based on the Graph Theory terminology the TSP is defined as below: DEFINITION 2. Given a graph Kn and a symmetric matrix representing weights of edges in A'n, find the Hamiltonian cycle in Kn of minimum length (cost). Note 1. Problem definition presented here is not the only possible version of the TSP. In other definitions, the matrix is not symmetric or not every two different cities are connected by an edge. Some alternative definitions, as well as main, well known theoretical results concerning the computational complexity of various versions of the TSP can be found in [13] .
Note '2. Since, the two above mentioned definitions are equivalent, and due to some "tradition" associated with formulating the TSP is terms of "route across cities", we would rather use terminology from Definition 1.
Due to the presumable non-polynomial complexity of the TSP, conventional approaches to solving the problem are based either on the extensive search methods or on heuristics. The most popular and one of the best heuristical methods are those presented in [8] , [3] , [4] or [12] .
Our solution to the problem is based on the papers [15] , [9] and [11] . Actually, the idea of network evolution as well as the way of choosing starting point of the simulation are identical to the ones used for the N-Queens Problem (NQP) in the last two of above cited papers.
The fact that these two problems are well suited to the method proposed is encouraging and stimulating for future research and development of the method.
In this paper, any syntactically valid solution of the TSP (Hamiltonian cycle in a city graph) will be treated as solution of the problem, and solutions that minimize length of the tour will be called best solutions. Obviously, for any solution there exist 2n -1 other solutions of the same length which differ from one another in the starting city or direction of the tour. For the sake of simplicity, all of them would be treated as the same solution.
Solving optimization problems with the Hopfield network requires careful and adequate choice of the energy function, i.e. weights
. Function E must be determined in such a way that its minima correspond to solutions of the problem considered.
In this paper E is of the form
and JJ n n n
In eqs. (5.1) and (5.2), n denotes the number of cities, and d xy the distance between cities x and y.
The way of solving the TSP presented here, except for different choice of network parameters, differs from the classical approach in the way of updating neurons output potentials. Hopfield [5] and others ( [14] , [7] , [1] ) have used the following updating rule
+ »y.i-l ) z=lj=l y=l with T -1.
In the practical computer realization, after applying the Euler method, eq. (6) was of the form n n
with At equal to 10" 5 .
In eq. (7), the state of neuron xi (x, i = 1,..., n) at time t + 1 depends on its state at time t. In our simulations an input potential at time t +1 does not directly depend on its state in the previous moment. Actually, from (3) and (5) n n
The above presented updating rule was also used in [15] . Yao et al. [15J reported used about 50% convergence rate to valid tours. Better convergence rate obtained in our simulations is due to a better choice of network constants.
The biggest advantage of the proposed network is its independence on the initial state (the output potentials of neurons at the beginning of a simulation test). Results of computer simulations as well as discussion on the influence of network constants on the quality of results are presented in the following sections.
Network description and simulation results
In computer simulations the network was represented by a matrix Vnxn. At the end of a simulation test which converged to a solution each element vxi (x, i = 1,..., n), representing output potential of neuron xi, was equal to either zero or 1. Moreover, elements of V fulfiled the constraints that in each row and in each column of V there existed exactly one element equal to 1. In the resulting matrix, vxi = 1 was interpreted as that city x was in the T-th position in a salesman's tour.
The above requirements for resulting matrix V were implied by the condition that minima of (5) should correspond to solutions of the problem.
Actually, in (5.1) term multiplied by A fulfils the constraint that in each row x there exist at most one element equal to 1 (city x is visited not more than once). columns (at the ¿-th step of the tour at most one city is visited). Finally, the third term in (5.1) forces the sum of all elements of V to a value close to n, which means that the tour is composed of n steps.
Minimization of a tour length is covered by (5.2). In a simulation test, the network starting from some energy level, slowly decreases its energy and, in the end, settles in the minimum of E. The ''deeper" the minimum, the better the obtained solution (global minima of E correspond to best solutions).
A single simulation test was performed as follows (see Fig. 1 ): (i) all initial output potentials v X i (x, i = 1,..., n) were set and from (5) the starting value of energy E was evaluated, (ii) neuron (i, i) was chosen at random and from (8) was calculated, and then from (1) v x i was obtained.
Operation (ii) was repeated 5n 2 times, and then a new value of E from (5) was calculated.
Every n 2 repetitions of (ii) was called an internal iteration. Five internal iterations composed one external iteration.
A simulation process terminated if the energy remained constant in a priori established amount of successive external iterations or, the number of external iterations exceeded the constraint for a global number of iterations and the network still did not achieve a stable state, i.e. a constant value of E.
In simulation tests four strategies for setting initial output potentials were used. In those strategies the output of each of n 2 neurons was initially set to (cf. [9] , [11] Two strategies, denoted F (Full) and P (Part) were employed for choosing neuron xi to be modified in (ii). In case F, the choice of neurons to be modified in the internal iteration was completely random. In case P, in every internal iteration a permutation of numbers 1,..., n 2 was randomly chosen, and neurons were modified according to that permutation.
Simulations were based on three 10-element data sets. The first one was taken from [5] , next one from [1] and the last one was similar to one of the sets used in [2] . Three "shortest" tours for each data set and coordinates of cities are presented in Figs In all simulation tests there was kept A = B = 100 and a = 50.
Parameters C,D and a were altered, to suit them for the exact layout of cities. For each considered configuration of parameters, 100 tests were done.
Results of simulations performed for the city set 1 are presented in Tab. 1. In all tests, a -1 was used. The convergence rate of the network was very high (up to 100%) and did not at all depend on the initial state of the network. Best results were obtained for C = 90, D = 110. The average length, in that case was only about 10% greater than the optimum. Lowering parameter D to 100 (with C = 90) resulted in 100% convergence with av. length 20% greater than the best one. Similar quality results were also obtained for the choices C -100, D = 120 and C = 100, D = 110, respectively, but with lower convergence rate. Increasing parameter D to 130 caused the network to be unable to close tours. Trying to fulfil the minimization of (5.2) the network did not meet the requirement based on minimization of (5.1). On the other hand, setting C = D = 100 led to over 90% (100% for strategy P) convergence rate but the quality of tour lengths was evidently poorer.
Changing parameters C and D allows also adjusting the approximate average number of iterations. From Tab. 1, it can be seen that the higher the proportion U, the greater the average number of iterations required. For the city set 2 the same five sets of parameters were used (with a = 1). Results are presented in Tab. 2. The convergence rate was also high -for C = 90, D = 100 about 95%, for C = 100,0 = 110 and C = D = 100 over 80%. In the first two cases the mean length was about 20% greater than the best one. In the last case the average length was longer. For the two other sets of parameters the average length was much better, but the success rate was lower (especially for C = 100, D = 120). To improve the success rate (for C -100) it was neccessary to lower parameter D to 90. In that case over 95% (100% for strategy P) convergence was achieved, but since the network "worked" mostly on the syntactical constraint (5.1), the mean length of the tours was about 3.65 which was 30%: greater than the optimum.
The remark about the mutual dependence between the average number of required iterations and the proportion ^ is also true for this set of cities. Solving the problem for the third set required slight modification of the parameters. In that case best results were obtained for C = D = 90 and C = D = 100, with <7=1. Comparable results were also achieved for C = 90, D = 100, a = 1.1 (Tab. 3). Generally, for this set of cities a little worse results were obtained, with the mean length about 20% -25% greater than the shortest one.
Based on the three examples we can state that the network is quite sensitive to alteration of parameters. In all examples, when parameters had been changed beyond some limit values, either the lengths of tours have increased or the success rate has decreased or the average number of iterations has increased. The crucial for the method is the proper setting of proportions and ^ (on condition that A -B). These proportions, rather than exact values, decide on the quality of results.
Final remarks and conclusions
The method of solving the TSP presented in this paper is based on some modifications of the "classical" Hopfield-Tank's approach. Primarily a new way of updating neuron output potential is applied. Based on initial simulations proper network constants were found, which led to good quality results, with mean lengths of tours about 10%-20% greater than the best lengths.
Based on the same method another non-plynomial problem -the NQP -was also solved ( [9] , [11] ) with very good results.
Comparably worse results obtained for the TSP are due to stronger requirements associated with minimization of the tour length (5.2). In the NQP any valid solution is automatically the best one, since all solutions are equally good. On the other hand, because of additional constraints for all diagonals of matrix V in (5.1), t>he function of energy in the NQP is of a much more complicated form than that of the TSP.
Good results obtained for both problems indicate that after more research the proposed method may be applied to the wide subset of NP-Hard optimization problems.
The very good point of the introduced method is its independence on the initial state of the network. All four ways of setting the starting point of the network, resulted in similar quality of success rates and mean lengths of obtained tours.
There are, however, some open questions. In further research we plan to completely discretize the network, i.e. allow output potentials to take on values only from the set {0,1}. We are not yet sure if the results would "be of as high quality as they were for the NQP ( [9] , [10] ).
Our interest is also associated with a theoretical analysis of an influence of network parameters on network bahaviour.
