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In the computational fluid dynamics research, grid-free methods are getting
more attention as an alternative to traditional grid-based methods due to two
important reasons. First, grid-free methods can be very easily adapted into
applications involving complicated geometries. Secondly, they are less vulnerable
to numerical diffusion introduced by spatial discretization than in grid-based
schemes.
A new grid-free Lagrangian dilatation element method for compressible flow
has been developed in this research as an extension of incompressible vortex
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discretization is represented by a group of Lagrangian particles that are convected
with the fluid flow velocities instead of a fixed spatial grid system. The velocity of
the flow field, necessary in each time step to move the computational elements, is
recovered from the dilatation distribution similar to the ’Biot-Savart’ law used in
incompressible vortex methods. The Fast Multi-pole Method (FMM) is used to
speed up the process and reduce the cost from O(N2) down to O(N log N). Each
computational particle carries physical properties such as dilatation, temperature,
density and geometric volume. These properties are governed by the Lagrangian
governing equations derived from the Navier-Stokes equations. While the com-
putational elements are convected in the flow, their properties are updated by
integrating their corresponding governing equations. The spatial derivatives ap-
pearing in the Lagrangian governing equations are evaluated by using moving
least-square fitting. The implementation of several different boundary conditions
has been developed in this research. The non-penetration wall boundary condi-
tion is implemented by adding a potential velocity field to that recovered from the
dilatation elements so as to cancel the normal component at the wall. The zero-
gradient of properties at the wall such as temperature and density is enforced by
a technique called particle reflection. The inflow and outflow conditions are im-
plemented with the help of the characteristic waves moving up and down-stream.
The addition and removal of Lagrangian computational elements at the inlet and
outlet are implemented to ensure that the computational domain is fully covered
by an approximately uniform distribution of particles with roughly comparable
volumes.
The new grid-free dilatation method is applied to the compressible oscillating
waves in an enclosed tube and a subsonic nozzle flow. Both one-dimensional and
two-dimensional results are shown and compared with either the exact solutions
or the solutions given by other proven numerical schemes. Good agreement of
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The governing equations of fluid flow are a set of highly coupled partial differen-
tial equations, known as the Navier-Stokes (N-S) equations. Their exact solutions
only exist for few very simply cases, so the pursuit of solving the N-S equations
relies mostly on numerical techniques. Some popular, widely used schemes are
finite difference methods, finite volume methods, finite element methods, and
spectral methods. All of these are built upon a fixed spatial grid system. The
computational domain is first discretized into interconnected nodes, and the equa-
tions are solved on the discrete nodes. These types of solution procedures may
be classified as grid-based methods. The difficulty of generating suitable grids
inhibits their application to problems with complex geometries. Moreover, grid-
based schemes have the potential to bring in nonphysical numerical diffusion to
smear the resolution.
Another type of numerical method, named grid free particle methods, have
the possibility of addressing the problems encountered by grid based schemes. For
example, they do not need a fixed spatial grid to perform simulations, and they
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tend not to suffer from numerical diffusion. Vortex methods, as an example of the
grid-free particle methods, have been intensively applied to incompressible flows.
The generalization of incompressible vortex methods to solving compressible flow
is the main goal of this research. A number of grid-free methods have been
proposed in the literature in the last several decades that have been developed
with both the vorticity and velocity represented by moving elements and for both
incompressible and compressible flow. We now give an overview of some of these
schemes.
1.1 The development of vortex methods
Grid-free methods are being applied in many numerical simulations of fluid flow
as an alternative to traditional grid-based methods due to their appealing prop-
erties. In general, vortex methods are a type of grid-free numerical method for
approximating solutions of the Navier-Stokes equations. The discretization of
vortex methods is in vorticity form instead of the usual velocity-pressure form.
Vortex methods use fluid particles as the basic computational element that carry
concentrations of vorticity, convect with the fluid motion, and thereby account
for the evolution with time. Thus they are a class of Lagrangian methods. The
velocity field which is necessary to convect fluid particles is recovered from the
discretized vorticity field using the Biot-Savart Law.
Vortex methods were originated for solving the incompressible Euler equa-
tions. The first vortex method can be traced back to Rosenhead’s 1931 work [61]
for computing the roll-up of a vortex sheet. It is known as the point vortex
method. It is apparent that when two point vortices move close to each other, the
induced velocities go to infinity. For this reason it was generally believed that
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the point vortex method was unstable and impractical for the solutions of the
incompressible Euler equations. However, Goodman, Hou, and Lowengrub [39]
later proved that two neighboring vortex points which are initially separated by a
certain distance h will remain separated by a distance O(h) for any finite time. In
fact, the point vortex method does converge to solutions of the two-dimensional
Euler equations.
The work of Chorin [16] is believed to be the first practical vortex method.
It introduced vortex blobs to solve for incompressible slightly viscous flow around
a cylinder, in which a bounded kernel of fixed radius was used as a cut-off func-
tion to eliminate the velocity singularity existing in the point vortex method.
Fractional steps, inherently linked to the viscous splitting algorithm, are taken
to handle successively inviscid and viscous parts. The vorticity field calculated
after the inviscid convection step is used as the initial condition for the viscous
diffusion equation. The Green’s function appearing in the integral solution to the
diffusion equation is modeled via a random walk (Brownian motion) to represent
the diffusion effects experienced by vorticity-carrying particles. The viscous terms
then are modeled by adding a random walk to the inviscid convection of vortices.
Hence the method is called the random vortex method. The no-slip boundary con-
dition in a random vortex method computation is satisfied by creating vortices
at grid points on the boundary such that the velocity induced by these vortices
cancel the tangential component of the velocity along the boundary.
After further study, Chorin [17] proposed another particle creation algorithm
known as the vortex sheet method. A stack of vortex sheets are built in the
boundary layer region adjacent to the wall while vortex blobs are used in the
region away from the wall. The no-slip condition is satisfied by creating vortex
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sheets on the wall which subsequently will be convected into the flow. The interior
and exterior solutions are matched by converting between sheets and vortex blobs
on the interface of the sheet layer and blob region. The vortex sheet method is
a widely used vortex method for computing viscous incompressible flow (e.g.,
see Puckett [60]). The sheet creation process and subsequent movement of the
sheets into the interior region is one of the attractive features of the method.
This mimics the physical process of vorticity creation at the boundary and its
diffusion into the interior flow.
Another method for 3D flow originally proposed by Leonard [45] and later
Chorin [18] [19] is called the vortex filament method. Here, the vorticity field
is represented as a collection of vectors, each of which has a begining and end.
The magnitude of the vectors (tubes) is proportional to the length of the vectors
and the circulation. The non-penetration boundary condition associated with
inviscid incompressible flow can be satisfied by the method of images by deploying
symmetric vortices [33] or imposing a potential flow that cancels the normal
velocity on the wall due to the vortices.
In contrast to the random vortex method, deterministic vortex methods replace
the random walk used in modeling viscous terms by a non-random technique for
solving the diffusion equation. The particle strength exchange (PSE) scheme
first developed by Cottet and Mas-Gallic [22] is one of the most commonly used
deterministic vortex methods. Other deterministic vortex methods have been
developed by Choquin and Lucquin-Desreux(1988) [15], Fishelov(1990) [32], and
Degond and Mas-Gallic(1989) [24].
The previously mentioned and other efforts focused mainly on laminar flow
problems. Bernard et. al. [7]-[13] recently developed a new form of the vortex
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method suitable for incompressible turbulence modeling. Vortex tubes are used as
the principal computational element to mimic the actual tube-like vortical struc-
tures of turbulence. An unstructured array of triangular vortex sheet prisms are
stacked several layer deep adjacent to solid boundaries to provide good resolu-
tion in modeling the turbulent viscous sub-layer. A sub-grid scale model that is
unlike those used in grid-based LES methods accounts for small scale dissipation.
This consists of Chorin’s hairpin removal algorithm [20][21] in which small scale
hairpin vortices that form in the course of the folding process are eliminated.
The potential advantage of this method in regards to traditional LES lies in the
opportunity they provide to model vortex dynamics more efficiently and directly
than is possible in an Eulerian gird-based setting. The Lagrangian character of
this method is also an advantage since it allows for resolution of strong inter-
nal shear layers which would otherwise be smoothed in a grid-based method. It
not only makes it easier to model turbulence of complex geometries but provides
an opportunity to apply new ideas about sub-grid modeling without the same
concerns for numerical instability as in grid-based schemes. This approach is
the basis of a commercial code by VorCat, Inc. that uses the vortex method to
predict turbulence. Figure 1.1 shows the results of a simulation of a turbulent
mixing layer by VorCat. Evidently the method is able to capture the physics of
this turbulent flow suggesting that grid-free methods are a useful alternative to
grid-based schemes. The results of using the VorCat to compute the turbulent
boundary layer past a flat plate show good agreement with DNS results [9] sug-
gesting that the approach holds out much promise of maturing into an effective
means for implementing complex turbulent problems of industrial interest.
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Figure 1.1: Planar and side views of turbulent mixing layer simulation done by
VorCat [8].
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1.2 Overview of velocity particle methods
Gingold and Monaghan [38] developed smooth particle hydrodynamics (SPH)
for the treatment of astrophysical hydrodynamic problems. It relies on the same
principle of kernel estimation as vortex methods. The velocity instead of vorticity
is the primary variable. Subsequently, SPH was used in some other contexts.
Monaghan and Gingold [52] applied it to solve a shock-tube problem by using a
special artificial viscosity to suppress spurious oscillations. The method has also
been used for computing the Rayleigh-Taylor instability [54].
Liszka and Orkisz [48] extended the finite difference method to arbitrary irreg-
ular grids. Belytschko et al. [5] developed a meshfree method called the element
free Galerkin method (EFG), which uses moving least square (MLS) approxima-
tions in the context of a Galerkin method. Duarte and Oden [26] and Babuska
and Melenk [51] advanced a meshless method based on partitions of unity. They
also recognized that methods based on moving least squares are specific instances
of partitions of unity. As pointed out by Duarte and Oden [26], any MLS approx-
imation may serve as a partition of unity. Lohner [49] and Onate et al [58] [59]
developed the finite point method (FPM) which uses moving least square (MLS)
approximations to evaluate spatial derivatives and a point collocation method to
discretize the governing equation. Aluru and Li [1] developed a meshfree method
called the finite cloud method using point collocation to discritize the governing
equation and the reproducing kernel method to evaluate spatial derivatives.
Basically all of these methods employ either reproducing kernel methods or
moving least square methods or a partition of unity to construct the interpolation
function of unknown variables. According to the analysis of [1] [6], the repro-
ducing kernel method and the moving least square method are identical under
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certain conditions. After getting the interpolation function, either the Galerkin
method or point collocation method is used to discretize the governing partial
differential equations. The Galerkin method usually needs some kind of back-
ground mesh to evaluate the integrals produced by the discretization, so it is not
a strictly mesh-free method. On the other hand, the point collocation method is
a true mesh-free method.
Most of the above meshless methods are of Eulerian type which use a fixed
point configuration throughout the computation. The particles are fixed and stay
still at their initial positions. The governing equations are also written in Eule-
rian forms, and it is possible to develop certain kinds of flux splitting schemes
with the use of background meshes. Therefore, these kinds of methods are not
strictly meshfree. Also, since a point configuration is fixed, it is possible to an-
alyze the accuracy of the schemes. On the other hand, some of the meshless
methods are Lagrangian methods like vortex methods which allow particles to
convect with the local fluid velocity and track the trajectories of individual par-
ticles. The governing equations are expressed in Lagrangian form. Moreover,
the particle positions and the interpolation functions are updated at every time
step. Since every particle is convected with the fluid motion and there is not a
fixed configuration among them, it is not obvious how to employ flux splitting or
other monotonic finite difference techniques to evaluate the spatial derivatives.
It poses some difficulty for this type of method to capture shock wave and other
discontinuities in compressible flow.
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1.3 Grid-free compressible particle methods
Over the years there have been a number of efforts aimed at generalizing vortex
methods to include compressibility. A class of new elements containing the dilata-
tion field is introduced to represent compressibility in some schemes. Ghoniem
et. al. [34] used grid-free dilatation elements to model the volumetric expansion
associated with a flame front in a combustion channel. The strength and his-
tory of the dilatation is tied to the properties of the flame propagation thereby
bypassing the need to directly model the dilatation equation.
Ogami and Cheer [57] developed a so-called ”interactive cored particle method”
for one-dimensional compressible flow. The diffusion velocity that was defined
to be proportional to both the density gradient and the diffusion coefficient
and inversely proportional to the density distribution was used to model one-
dimensional compressible flows. The density and its derivatives were computed
using a core function.
In more recent activity, Strickland [64] considered the general requirements
of a grid-free compressible flow solver and tested a specific model on radially and
spherically symmetric flows containing disturbances to the vorticity and tem-
perature fields in isentropic conditions. A single set of computational elements
containing the vorticity, dilatation and temperature are used. The wave-like char-
acter of the propagating disturbances is computed successfully. In an extension
of this, Nitsche [56] considered a radially symmetric swirl flow with initially con-
stant temperature. The velocity was recovered from numerical quadrature of the
Helmholtz decomposition. Differentiated terms in the equations of motion were
computed using finite differences by taking advantage of the ordering of elements
that is possible in one-dimensional calculations.
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Eldredge [27]-[30] developed a dilatation vortex method for compressible flow
with applications to aeroacoustics. A single set of Lagrangian particles carrying
vorticity, dilatation, enthalpy, entropy and density were deployed and convected
with the fluid flow. The particle strength exchange (PSE) method was general-
ized to be able to treat arbitrary spatial derivatives [29]. However, the treatment
of spatial derivatives depends on quadrature. The stability of the quadrature re-
lies on the condition that the ratio of PSE kernel radius to inter-particle spacing
is greater than unity, so that the particles overlap with their neighbors. As time
progresses, the flow distorts the particle grid and locally the overlap restriction
may fail. To counter this, it is important to re-initialize the particles occasionally.
This method has thus far been applied to computing co-rotating and leapfrog-
ging vortices in an unbounded compressible flow region, with special interest in
computing the associated acoustic field.
1.4 The goal and outline of this dissertation
Interest in Large Eddy Simulations (LES) for compressible turbulent flow has
been rising by virtue of its reduced reliance on modeling in comparison to tradi-
tional Reynolds averaged equations and the opportunities provided by high speed
computers. It is also possible to formulate a grid free LES vortex method [8]-[10]
although it is traditionally practiced with grid based schemes. Furthermore, a
grid-free LES for compressible flow can be envisaged after suitable generalization
to include the effects of compressibility.
The motivation for the pursuit of grid free compressible LES schemes is based
on a desire to gain the same advantages as those for incompressible flow. For
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example: the ability to resolve sharp vortical features without diffusion, natural
self-adaptivity and the deployment of novel sub-grid stress models. Moreover,
compressible turbulent flow has been shown to be an important phenomenon in
its own right (i.e., not conducive to modeling by mere extension of incompressible
flow models). In fact, grid-free schemes provide an opportunity to analyze the role
of compressibility under turbulent flow conditions from a new perspective. Thus,
in a suitably generalized vortex method a class of elements containing dilatation
is introduced to represent compressibility; their behavior may give direct and
unique information about how compressibility effects turbulence.
How best to extend vortex methods to compressible turbulent flow is not self-
evident. The goal of the present research is to develop a scheme for the grid
free representation of two-dimensional compressible flow that is the first step in
constructing a grid free LES scheme of compressible turbulence. In this simpler
setting, we wish to develop proven numerical procedures for accommodating the
kind of phenomena that will be present in three-dimensions as well as examine
the effectiveness of techniques that will be more or less necessary in turbulent flow
applications. This method will be designed to be consistent with future extension
to 3D turbulent compressible flow. The long-term goal of the present research is
to extend the vortex method into accommodating turbulent compressible flow, a
capability that has yet to be realized.
Chapter 2 presents some general steps for implementing Lagrangian dilata-
tion element methods. A simple example is used to show how the method can
be applied to solving flow problems. The flow properties to be held in computa-
tional elements such as dilatation, temperature and density are introduced in this
chapter as well as a set of equations governing their variations. The difficulties
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to be encountered in solving the equations by a grid-free scheme are illustrated
at the end of the chapter.
Although vorticity is not present in the flow treated in this research, the dis-
cussion of velocity calculation in Chapter 3 will apply to the general case where
both vorticity and dilatation are present. This prepares the way for future de-
velopment when viscous effects are present. According to the Helmholtz velocity
decomposition, the induced velocities from given dilatation and vorticity fields
are the solutions of Poisson equations. The solutions are expressed as integrals
of Green’s functions. The dilatation and vorticity fields are represented by a
collection of discrete particles in grid-free methods, so the induced velocity at
each particle is evaluated by a quadrature approximation to the integrals. The
direct summation of the quadrature approximation requires O(N2) operations.
Some details of a fast summation technique using the Fast Multi-pole Method
(FMM) is illustrated in this chapter. The FMM brings the computational cost
down to O(N log N). A potential velocity field is imposed to satisfy the velocity
boundary conditions. A boundary element method is used to deploy a group of
discrete sources on solid walls to approximate the potential velocity field.
Chapter 4 discusses the treatment of spatial derivatives. A Moving Least
Square (MLS) method is used to compute all the spatial derivatives because this
has the advantage of handling non-regular particle distributions. The accuracy
and efficiency of MLS is evaluated and compared with other methods as well in
this chapter.
Chapter 5 describes the detailed implementation of our numerical algorithm
applied to solving a subsonic nozzle flow. The details of time-marching, solid
wall boundary condition, inflow and outflow conditions, adding and removing
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elements are discussed in this chapter.
Chapter 6 shows some results of applying the Lagrangian dilatation element
method. A problem of compressible oscillating waves in an enclosed tube is solved
in one and two dimensions. The treatment of solid wall boundary conditions are
illustrated through this example. Next a subsonic nozzle flow is solved first
by a quasi-1D model and then a fully two-dimensional model. The inflow and
outflow conditions are established in this example. The results are compared
with either exact solutions or other numerical schemes. The agreement of these
comparisons shows the success of the Lagrangian dilatation element method in
solving inviscid shock free compressible flow. We discuss future work to further





The proposed Lagrangian dilatation element method differs from traditional grid-
based Eulerian methods in a number of ways. Its discretization is not built upon
a fixed spatial grid. The basic computational elements are Lagrangian particles.
They are convected with the local fluid motions while the properties they carry
such as dilatation, temperature and geometric volume are changed with time. In
this chapter, the basic principles of the Lagrangian dilatation element method are
first illustrated through the simple example of the viscous Burgers equation. Then
the Lagrangian governing equations for compressible flow are developed and their
treatment by this grid-free method is given a cursory discussion. Some general
considerations and the difficulties contained in these equations are discussed at
the end of the chapter.
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2.1 A simple application: viscous Burgers equa-
tion
The Lagrangian dilatation element method is a Lagrangian numerical scheme
for solving partial differential equations (PDEs). The computational domain is
discretized into a number of Lagrangian particles. The particles are convected by
the flow-field velocities with the advancement of time. The motion of the particles
is decided by the local flow velocities. The properties carried by the particles are
updated according to the Lagrangian governing equations that are formulated
from the original PDEs. Before presenting the complete Lagrangian dilatation












where Re is the Reynolds number, is first used to illustrate the Lagrangian di-
latation element method. This problem is defined in the domain [0, 1] with the
following initial and boundary conditions:
u(0) = u(1) = 0, (2.2)
u(x, 0) = sin(πx). (2.3)
Dilatation θ = ∇ · u is used as the primary variable replacing velocity in the
Lagrangian dilatation element method. After taking the divergence of the viscous
Burgers equation (2.1), the governing equation turns into:
Dθ
Dt
= −θ2 + 1
Re
θxx (2.4)
where θ ≡ ∂u/∂x, D()/Dt = ∂()/∂t+u ·∇() is the material (or total) derivative.
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In order to solve equation (2.4) under the framework of a Lagrangian di-
latation element method, the domain is discretized into N particles represented
by Xi, θi (i = 1, ..., N), where Xi are the positions of particles and θi are their




where ui is the convection velocity of the i
th particle.
The initial θi are set to be zero at time t = 0. Equation (2.4) is then integrated
to get the updated dilatation for each particle by a second order Runge-Kutta
scheme at each time step tk = k∆t, where k = 1, ..., n. The new particle positions
are updated by also integrating (2.5) with a second order Runge-Kutta scheme.
The second order derivative, θxx, in equation (2.4) is evaluated by moving least
square fitting. Although a finite difference scheme over the moving elements can
work for this simple one-dimensional setup, it is not pursued here because it is
difficult to be generalized into higher dimensions and is believed not to be as
accurate as MLS.
In the present scheme, a moving interpolation window centered at each parti-
cle center Xi is used to group a number of neighboring particles. The dilatation
carried by this group of particles is fed into a weighted least square subroutine
to find a best second-order polynomial fit of this data around the position Xi.












where Xi is the position of the central particle, Xj are particles in the interpo-
lation window, θj are the dilatations carried by each particle, pk are the selected
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basis functions (i.e. polynomials), αk are the unknown coefficients to be solved
for, and W (Xi −Xj) is the weighting function. The derivative at the ith particle
is computed from the coefficients of the polynomials. The weighting function




where δ is a parameter to control the skewness of the weighting function and has
an important effect on the accuracy of MLS fitting. Here, after some numerical
experiments, δ is taken to be 0.1.
When the interpolation window is centered near the left or right boundaries,
a part of the window might be outside the domain. The derivatives calculated in
this way are not acceptable due to two reasons. First, it is biased to using more
data from one side than the other. Second, it disregards the velocity boundary
conditions. A technique called particle reflection is used to fix both problems.
Particles in the computational domain are reflected outside the domain to fill
up the interpolation windows. The velocity boundary condition gets satisfied by
forcing the reflected particles to have the same dilatation values as their corre-
sponding particles in the domain. Thus, the extra particles satisfy:
Xreflected = 2Xboundary −Xinside,
θreflected = θinside
Velocity is computed by summing the contributions from individual dilatation
elements since according to the definition (θ ≡ ∇ · u) velocity is an integral of
the dilatation. The ith element at position Xi having size hi and dilatation θi













−hiθi/2, for x ≤ Xi − hi/2
θi(x−Xi), for |x−Xi| < hi/2
hiθi/2, for x ≥ Xi + hi/2
(2.7)
that is illustrated in Figure 2.1. Clearly, θi is assumed to be distributed uniformly
over the element. The total velocity field u(x) is a sum of contributions from all




ui(x) + up. (2.8)
Since the flow is one-dimensional, up = C is a constant. From the above velocity






This needs to satisfy the boundary condition (2.2). The constant C therefore
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Figures 2.2 and 2.3 show a comparison of the solutions to the model problem
given by the Lagrangian dilatation element method and that of a finite volume
method. The particles are represented by (o) in the two figures. The movement
of the particles can be easily seen from the figures. Particles near the left-end
move away from the boundary with time, so the density of particles is decreasing
at the left half of the figures. On the other hand, the distribution of particles at
the right half is getting denser. The Reynolds number Re = 10 for both cases.
The total number, N = 61 particles are used for the dilatation element method
while the time step ∆t = 0.01. The finite volume calculation uses a 2nd order
Adamas-Bashforth scheme with 64 evenly spaced cells and time step ∆t = 10−5.
Figures 2.2 and 2.3 show that the two solutions closely agree with each other.
This helps to establish the effectiveness of the particle method.
2.2 Governing equations
Through the above simple example, namely the solution of the viscous Burgers
equation, a number of the major features of the Lagrangian dilatation element
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Figure 2.2: Comparison of u at different times; finite volume(—), particle method
(o)
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Figure 2.3: Comparison of θ at different times; finite volume(—), particle method
(o)
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method were explored. This suggests the following approach for more general
cases. For any given problem, first determine a set of suitable Lagrangian gov-
erning equations. Then the computational domain should be discretized and
represented by a group of Lagrangian particles. The spatial derivatives appear-
ing in the governing equations should be approximated by a scheme purely based
on the configuration of free Lagrangian particles. Then a time marching scheme
needs to be picked to integrate the governing equations. Most likely the veloc-
ity field needs to be constructed from the dilatation and vorticity (if applicable)
distributions because the velocity is no longer the primary variable in the frame-
work of a Lagrangian dilatation element method. After completing these steps,
the particles are ready to march to the next time step and their positions, volumes
and properties such as dilatation, density and temperature can be updated.
Following the above outline, we consider the development of a grid-free method
for compressible flow. First the Lagrangian governing equations of compressible
flow are presented. For inviscid compressible flow, mass conservation states that
Dρ
Dt
= −ρ∇ · u, (2.9)
where ρ is the density and u is the velocity vector, D()/Dt = ∂()/∂t + u · ∇() is
the material derivative. An intention of the vortex method is to use the dilatation
and vorticity as primary representations of the velocity field. From the definition




which means that when Lagrangian particles travel with the fluid flow, the density
change is equal to the negative product of density and dilatation carried by
particles.
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Momentum conservation for inviscid compressible flow says
∂u
∂t
+ (u · ∇)u = −∇p
ρ
. (2.11)








Taking the curl of (2.11) yields an equation for vorticity, ω:
Dω
Dt





where p is the pressure, and we assume here that p can be related to T and ρ
through the perfect gas state equation
p = RρT,
where R is the thermodynamic gas constant.
The energy conservation equation of inviscid compressible flow is
∂E
∂t
+∇ · (u(E + p)) = 0, (2.14)












= −Tθ(γ − 1). (2.16)
The governing equations for the inviscid Lagrangian dilatation element method
consist of (2.10), (2.12), (2.13), and (2.16). If the flow is assumed to be isentropic,
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the Lagrangian governing equations can be further simplified. In this case the
density, pressure and temperature are decoupled. There exists a single relation-
ship between any two of the three variables. Therefore, either the mass conser-
vation equation or the energy conservation equation is redundant for isentropic
flow. The perfect gas isentropic condition is




where cv is the specific heat of a perfect gas and γ ≡ cp/cv is the ratio of specific
heats (γ = 1.4 for air). From the isentropic condition (2.17) and the equation of



































γ − 1∆T (2.21)
Dω
Dt
= (ω · ∇)u + ω · θ (2.22)
DT
Dt
= −Tθ(γ − 1). (2.23)
The density equation is redundant and has been dropped.
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2.2.1 1D governing equations
Since vorticity does not exist for one-dimensional problems, the vorticity equation
is dropped for 1D applications. Specializing the previous relations to 1D flow, it



















= −Tθ(γ − 1). (2.26)
Here, ρ and T have been non-dimensionalized by their initial values ρ0 and T0
and length have been scaled by a characteristic length L. With the assumption
of isentropic flow, the governing equations further simplify to
Dθ
Dt
= −θ2 − 1
γ − 1Txx (2.27)
DT
Dt
= −Tθ(γ − 1), (2.28)
The velocity scale is chosen to be the initial sound speed c0 =
√
γRT0 and time
is scaled by L/c0.
2.2.2 2D governing equations
The application of this scheme to 2D inviscid compressible flow is particularly
important because in this case all the difficulties encountered will be present
when this scheme is extended to higher dimensions. Thus, if the Lagrangian
dilatation element method can be successfully applied in solving a 2D compress-
ible flow problem, then it can likely be straightforwardly generalized into higher


























= −Tθ(γ − 1). (2.32)
Applying the same scaling as in 1D and moreover assuming flow to be isen-




= −(u2x + v2y + 2uyvx)−
1
γ − 1∆T (2.33)
DT
Dt
= −Tθ(γ − 1). (2.34)
2.2.3 Equations for quasi-1D nozzle
We are later concerned with a quasi-one-dimensional model of compressible flow
in a variable area duct as shown in Figure 5.2. In this, flow properties are assumed
to vary only in the streamwise direction, x, and in time, t. In this, we assume
that the variation in the cross-sectional area of the duct, A(x), is relatively small
so that the assumption of one-dimensionality is reasonable. Equations expressing
mass, momentum and energy conservation for these conditions may be derived
from a control volume analysis in which the streamwise velocity is taken to be
constant on cross-sections [2]. The result for the density ρ is
Dρ
Dt
= −ρ(θ + uα), (2.35)
where α ≡ dA(x)/dx
A(x)
is non-zero only in regions where the duct changes size.
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In view of our intention to use θ as the primary representation of the velocity












Finally applying an energy balance yields an equation for the internal energy,





(θ + uα), (2.38)
which becomes an equation for the temperature T after assuming further that
e = cvT .
ρ, p and T are assumed to be scaled by their upstream equilibrium values,
so that in such locales ρ = 1, p = 1 and T = 1 where temperature is scaled by
T0. Lengths are scaled by a characteristic length L =
√
A0 with A0 denoting
the duct area in the upstream, constant region, so that the scaled area A(x) = 1
away from the contraction. It is also convenient to choose the velocity scale as the
equilibrium sound speed c0 =
√
γRT0 so that u, after scaling, is a Mach number.
With these choices, time is scaled by L/c0.
Under the further assumption of the isentropic condition (2.17), the non-
dimensionalized governing equations of the quasi-1D nozzle flow can be simplified
to a system for just θ and T in the form
Dθ
Dt







= −(γ − 1)T (θ + uα). (2.40)
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2.3 General considerations
The basic computational elements of the Lagrangian dilatation element method
are particles that move with the flow. Assume at a certain time tn a typical par-
ticle located at position Xi has volume Vi and carries dilatation, θi, vorticity, ωi,
temperature, Ti and density, ρi. The Lagrangian particles convect with the fluid
motion and their properties evolve with time according to their corresponding
governing equations. Besides these relations, there is an additional set of equa-
tions representing the movement and distortion of the computational Lagrangian




= u(Xi(t), t). (2.41)













∇ · (fu)dV. (2.42)
Letting f = 1 and assuming the particle volume Vi is sufficiently small, the




Even though the velocities are not the primary variables in the governing
equations, they must be known at every time step to determine the movement
of the Lagrangian particles. From the Helmholtz velocity decomposition law, the
velocities u can be determined from the θ and ω fields after using appropriate
boundary conditions. For the particle method this involves summing over the
contributions from the N Lagrangian elements in the calculation. For direct
summation to recover the velocity field requires O(N2) work. This makes the
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practical implementation of the scheme impossible when the number of parti-
cles exceeds, approximately 10, 000, which is a very moderate number for higher
dimensional computations. The Fast Multipole Method (FMM) can reduce the
cost of computing velocities to O(N log N) and is thus necessary for this research.
The details of the velocity recovery will be discussed in the next chapter.
A big advantage of the Lagrangian dilatation element method is that by being
grid free, it can be easily applied to complicated problems with complex geome-
tries. At the same time it has the difficulty of evaluating spatial derivatives in the
governing equations because there is no fixed spatial configuration between the
particles. In this research, the spatial derivatives are computed using a locally
weighted moving least-square fit. For each particle, least-square fitting with a
polynomial base is performed on the collection of elements lying in a local do-
main around the center of the particle. The spatial derivatives are analytically
computed after knowing the coefficients of the fitting polynomial. The details
will be discussed in Chapter 4.
It is evident that when particles are located near boundaries, the collection
of elements in the least-square fitting is biased towards the interior of the com-
putational domain. The part of the collection window lying outside the domain
is empty. This decreases the accuracy of the least-square fitting and the com-
puted spatial derivatives. To get a collection of symmetrically placed data for fits
near boundaries it is necessary to create artificial data outside of the computa-
tional domain. This procedure must be considered together with the boundary
conditions. This will be discussed in Chapter 5.
How to implement inflow and outflow conditions is not evident for Lagrangian
schemes. Because Lagrangian computational elements are convected downstream
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as time evolves, how to keep the computational domain well filled with compa-
rably sized elements is an important issue. During the transient development of
the flow field in some cases, characteristic waves carrying dilatation and vorticity
travel across the inlet and outlet boundaries. Thus, despite our interest in the
computational region only, it is still necessary to take into account the presence
of dilatation and vorticity outside the computational domain when constructing
the velocity field. This must be done without explicitly introducing elements to
track the outside dilatation and vorticity. Otherwise, there will be no end to the
extent of the computational domain. Chapter 5 will discuss and illustrate how





Although the example flow problems considered in this research are vorticity
free, vorticity is still considered in the evaluation of velocity field because of two
concerns. First, vorticity does not bring any special technical difficulty and extra
work to the velocity recovery procedure. Second, it makes the method easier
to generalize for viscous compressible flow. Dilatation and vorticity instead of
velocity are the primary variables in the governing equations of the Lagrangian
dilatation element method. However, the velocity must be known at each time
step not only to convect Lagrangian particles but also to integrate the dilatation
governing equation. For one-dimension velocity recovery is as simple as shown in
the Burger’s equation case in Chapter 2. Some details related to the application
of quasi-1D nozzle flow are discussed in section 3.1. Recovering the velocity
field from dilatation and vorticity [4] in higher dimensions is a classical fluid
problem discussed in section 3.2. Then in 3.3 we show how the Fast Multipole
Method (FMM) developed by Greengard and Rokhlin [40] can reduce the cost of
computing velocities down to O(N log N), thereby making practical computation
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possible. Since the velocity computed solely from dilatation and vorticity will not
generally satisfy velocity boundary conditions on a bounded domain, a potential
velocity component must be added to enforce the velocity boundary condition.
The details of this and other aspects of the velocity recovery are discussed in this
chapter.
3.1 Velocity recovery for quasi-1D nozzle flow
The basic procedure to recover the velocity in the quasi-1D nozzle flow is similar
to that shown in the case of Burger’s equation in Chapter 2. Equation (2.8)
is used to calculate the velocities contributed from all the dilatation elements.
However (2.8) needs to satisfy the far field condition u(−∞) = u0. This means
that the constant up, representing a potential flow, must be computed so as to
satisfy the boundary condition. In this case, Eq. (2.8) becomes
u(x) = u0 +
N∑
i=1
(ui(x) + hiθi/2), (3.1)
However there is nothing in the argument leading to (3.1) that limits the sum
in that equation to dilatation elements lying in the region of interest between
x = xl and x = xr. In fact, all elements containing non-zero dilatation must
be included in this relation. In particular, as will be seen below, during the
transient development of the duct flow, waves carry θ out toward x = ±∞ from
the contraction. Thus, despite our interest in the flow in the computational region
only, it is still necessary to take into account the presence of dilatation outside the
computational domain. This must be done without explicitly providing elements
to keep track of this part of dilatation field since otherwise there would be no end
to the extent of the computational domain.
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For x limited to the computational region (i.e., xl ≤ x ≤ xr), it is evident that
all elements for which xi > xr makes no contribution to the sum in (3.1) since
ui(x) + hiθi/2 = 0 in such cases (see Figure 2.1). Moreover, the contribution of





thereby yielding the result
u(x) = u0 + ∆l +
N∑
i=1
(ui(x) + hiθi/2), (3.3)
where it is to be understood here and henceforth that the summation in (3.3)
is only over the elements lying within the computational domain, and x satisfies





for the isentropic flow considered here, it is also the case that u(+∞) = u0
since the duct has the same uniform area both upstream and downstream of the





hiθi + ∆r = 0, (3.5)
in which case (3.3) can be rearranged as









which is the velocity relation that will be used in the later calculation. ∆l and ∆r
depend only on θ outside the computational domain, and in fact are related to
the velocities at the left and right boundaries, respectively, through the identities
ul ≡ u(xl) = u0 + ∆l, (3.7)
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and
ur ≡ u(xr) = u0 −∆r. (3.8)
For (3.6) to be useful in determining velocities in the numerical scheme, the
changes of ∆l and ∆r in time must be determined over the course of the flow
evolution. In fact, this information can be found using the wave structure of the
equations as will be shown in the course of our presentation of the algorithm in
section 5.3.
3.2 Helmholtz velocity decomposition
From this section and later on, we start to discuss the velocity recovery in higher
dimensions. The dilatation θ, vorticity ω and the boundary normal velocity Vn
in a domain V are given by:
∇ ·V = θ, (3.9)
∇×V = ω, (3.10)
V · n = Vb · n (3.11)
where V is the domain, S is the boundary of V and Vb is the boundary velocity.
The goal is to compute the velocity inside of domain V.
According the Helmholtz velocity decomposition law, any velocity vector V
in an unbounded domain can be decomposed into two parts: an irrotational
component V1 and a solenoidal component V2:
V = V1 + V2, (3.12)
where V1 = ∇φ and V2 = ∇ × A, φ is a scalar potential and A is a vector
potential.
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Assume velocity V satisfies (3.9) and (3.10). Taking the divergence and the
curl of V leads to:
∇ ·V1 = ∇2φ = θ, (3.13)
∇×V2 = ∇2A = −ω. (3.14)
Equations (3.13) and (3.14) are Poisson equations. They can be solved in an
unbounded domain using a Green’s function in the form










ω′ ln |r− r′|dV ′, (3.16)














ω × (r− r′)
|r− r′|2 dV
′. (3.18)
Equation (3.18) is referred to as the Biot-Savart law. The velocity as the sum of
(3.17) and (3.18) will not generally satisfy velocity boundary conditions. A po-
tential velocity field V3 must be added to force V to satisfy the velocity boundary
condition, namely equation (3.11). This will be discussed in Section 3.4.
If the whole domain is discretized into a group of rectangular elements with
centers (xj, yj) and it is assumed the dilatation and vorticity distributions are








(x− xj, y − yj)
(x− xj)2 + (y − yj)2 (3.19)





(y − yj, xj − x)
(x− xj)2 + (y − yj)2 , (3.20)
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where N is the number of particles, and
Θj = θj∆Aj (3.21)
Ωj = ωj∆Aj, (3.22)
Θj and Ωj (the circulation) are the total strengths of dilatation and vorticity each
particle carries and Aj is the area of the j
th element.
3.3 Fast Multipole Method
It is convenient to use complex variables in 2D to describe physical coordinates
in this analysis. Thus we identify C : x = (x, y) → z = x + yî and the x and
y components of velocity can be written as the real and imaginary parts of the

















z − zj , (3.24)
where V1, V2 are now complex. Hence, F , for the total contribution from dilata-






(Θj − Ωj î) 1








(Θj − Ωj î) and φ(z, zi) = 1z−zj .
A quad-tree data structure is necessary for the implementation of the 2D
FMM. Two data hierarchies with N − 1 levels (level = N, ..., 2) have to be built.
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One is a source hierarchy for the record of discrete particle positions and one is
a target hierarchy for the evaluation of point positions. A quad-tree structure is
constructed by forming a unit square box, subdividing it into four child boxes,
subdividing each child box recursively, and so on until some level of refinement
is reached. At each level, there are 2level boxes. Each box is determined by a
unique number n at level = l, denoted as box(n, l). level = i is the parent of
level = i − 1. Meanwhile, level = i − 1 is called the child of level = i. Boxes
can have parents, children, neighbors and siblings (see Fig. 3.1). A box has
four children and can have a maximum nine neighbors including itself in the 2D
quad-tree structure. Those adjacent neighbor boxes are called siblings.
Four domains are defined, for each box(n, l) as shown in Fig. 3.1.
• E1(n, l) denotes spatial points inside the box(n, l).
• E2(n, l) denotes spatial points inside the box(n, l) and its neighbors.
• E3(n, l) denotes spatial points outside the box(n, l) and its neighbors.
• E4(n, l) denotes spatial points inside the parent box’s E2 domain from
which the E2 domain of box(n, l) is excluded (see Fig 3.1).
The FMM algorithm consists of three steps: upward pass, downward pass
plus a final summation(see Fig. 3.2).
• upward pass
1. At the finest level (level = N), build the far-field expansion (S expan-
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Figure 3.1: The illustration of computational boxes used by FMM with a maxi-
mum level = 4
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2. From level i = N − 1, ..., 2 recursively use S|S translation to translate
the S expansions of each box at level = i up to the center of their
parent’s box at level = i− 1.
• downward pass
1. At the coarsest level = 2, apply S|R translation to translate the S
expansions of each box into R expansions at the centers of their E4
neighborhood.
2. From level i = 3, ..., N , there are two steps: (i) use R|R translation to
translate the R expansions from their parents level = i − 1 down to
the box center at level = i; and (ii) apply S|R translation to translate
the S expansions of each box computed in the upward pass into the R
expansions at the centers of their E4 neighborhood and sum up with
the R expansions from (i).
• final summation (at the finest level N)
1. Use the direct summation to evaluate equation (3.25) at the E2 neigh-
borhood of each evaluation position.
2. Sum up the contributions of the R expansion at the E3 neighborhood
of each evaluation position.
3. Sum up the results from the previous two steps.
Implementation Details
Two sets of hierarchies with tree data structure are used: one for source points
and the other for evaluation points. The FMM algorithm automatically skips the
empty boxes to save the computation cost.
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First, prepare the hierarchical data structure:
• Scale and shift source and evaluation data to fit into a unit box.
• Compute the box indexes corresponding to each source and evaluation point
at the finest level using the bit-interleaving to convert the 2D data set into
a set of integers.
• Sort the box indexes for the source and target points at the finest level.
Then reorder the dilatation and vorticity arrays according to the order of
the source points; reorder the evaluation position array according to the
order of target points.
• Merge the repeated indexes of the sorted tables to build both source and
evaluation hierarchies separately at the finest level and record the repeated
numbers for each box. Two arrays are saved: the box ID array and the
array saving the number of points in each box corresponding to the box ID
array.
• Compute the parent box indexes recursively up to the level 2 (no sorting
is needed because it is already ordered at the children level) while do the
merging process as above with the repeated numbers recorded at each box.
The source and evaluation hierarchies should be available after the above data
preparation is done. The average cost of this procedure is proportional to O(N log N)
using the fast sorting and merging algorithm. In the FMM algorithm the box ID
tables need to be searched frequently to find if a specified box exists in that level.
A fast binary search code is used which is proportional to O(log N) operations.
The FMM implementation consists of an upward pass, a downward pass, and final
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summation, as described earlier in this section. The source hierarchy and target
hierarchy are used in the following order in the algorithm. The source hierarchy
is used to compute the coefficients of S and S|S expansions in the upward pass.
The target hierarchy is used to compute the coefficients of R|R expansions in
the downward pass. Both hierarchies are used to compute the coefficients of S|R
expansions.
After the coefficients of the R expansions at the finest level are ready, the final
summation is executed that sums up the contributions from E2 neighborhoods
by the direct summation and the contributions from E3 regions computed from
multiplying the R expansions by the source strengths.
3.3.1 S, S|S, S|R and R|R expansions
It is necessary to analytically derive the formulas for the expansions involved in
the FMM algorithm. Fig. 3.2 shows the flow chart of these expansions.
S expansion
If a cluster of particles are contained in a box A centering at zA such that |z−zA| >












bk(zi, zA)Sk(z − zA) + Error, (3.26)
















Source Hierarchy Target Hierarchy
Source Box
Target Box
Figure 3.2: A quad-tree data structure and the flow chart of S, S|S, S|R and R|R
expansions in FMM
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From equation (3.27), the truncation number p can be computed after a specified
error ε is determined.
S|S expansion
If the S expansion of F (z) at the center of a box A, zA, is given by (3.26), then
the expansion of F (z) at the center of A’s parent P, zP , can be expressed with
S|S translation as
Sn(z − zP ) =
∞∑
m=0
(S|S)mn(t)Sm(z − zA), t = zA − zP , (3.28)
where
Sn(z − zP ) = (z − zP )−n−1
= (z − zA)−n−1
[














m−nSm(z − zA). (3.29)





0, m < n
(−1)m(m+n)!
m!n!tm+n+1
, m ≥ n
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S|R expansion
If the S expansion (3.26) of F (z) at the center of a box A, zA, is given, the
expansion of F (z) at the center of a box zB which is in A’s E3 neighborhood can
be calculated from the S|R translation:
Rn(z − zB) =
∞∑
m=0
(S|R)mn(t)Sm(z − zA), t = zA − zP . (3.30)




, m, n = 0, 1, 2, · · · , p. (3.31)
R|R expansion
If the R expansion of F (z) at the center of a box B, zB, is given, the expansion
of F (z) at the center of A’s children C, zC , can be calculated from the R|R
translation:
Rn(z − zC) =
∞∑
m=0
(R|R)mn(t)Rm(z − zB), t = zB − zC , (3.32)
where
Rn(z − zC) = (z − zC)n
= (z − zB)n
[














m−nRm(z − zB). (3.33)





0, m > n
n!
m!(n−m)!t
m−n, m ≤ n
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3.3.2 Truncation number, grouping/clustering parameter
and optimization
There are two main objectives in the optimization of the FMM. One is cost,
the other is error. Assume there are N source points and M evaluation points.
L is the finest level, p is the truncation number of the S expansions, d is the
dimensionality, and P4(d) and P2(d) are the powers of E4 and E2 neighborhoods.
The clustering parameter is s, which represents the maximum number of source
points contained in the box at the finest level.
The cost of the FMM can be evaluated according to the following formula
[42]:
Cost = (M + N)p + 2d(P4(d) + 2)
N
s
p2 + P2(d)sM. (3.34)




















So, the cost of FMM can be optimized by choosing the optimal clustering param-
eter: sopt ∼ log N . The optimal FMM cost is proportional to O(N log N).
Because S|S and R|R translations have not introduced any error, then the
error is completely due to the S expansion and S|R translation. The total error
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where r and ρ are geometrical parameters related to the maximum level of the
quad-tree structure. In 2D applications d = 2, and [42] shows that ρ = (2 −
√
2)2−L, r = 2−L−1
√
2, where L is the maximum level of the quad-tree. The
relation between the finest level L, grouping parameter s, and the number of































Since the clustering parameter s and the maximum level L are optimized to min-
imize the cost of the FMM, the truncation number p therefore can be completely
determined from (3.39).
3.3.3 Comparisons of error and CPU time between FMM
and direct summation
Figure 3.3 shows how the errors vary with the truncation number p in the case
N = 1000, and Max Level = 4. Figure 3.4 shows how the errors vary with the
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FinestLevel = 4; Particle Number = 1000
Figure 3.3: The dependence of the errors of the FMM on the truncation number
p at N = 1000, Max Level = 4.
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Truncation Number = 14; Particle Number = 3600
Figure 3.4: The dependence of the errors of the FMM on the maximum level L
at N = 3600, p = 14.
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maximum level L in the case N = 3600 and with the truncation number at the
maximum level L at p = 14. From equation (3.39), the error will decrease with
the increase of the truncation number p and the decrease of the maximum level L.
Figures 3.3 and 3.4 both agree well with this prediction. When d = 2, N = 1000,
the optimal max level is 4. If the specified error ε = 1.0 × 10−4, the truncation
number must satisfy p > 40 from (3.39). Figure 3.4 shows the error is already


























Figure 3.5: The comparison of the CPU time between direct summation and the
FMM with N from 900 ∼ 10, 000.
Fig. 3.5 shows the comparison of the CPU time between direct summation
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and the FMM (Max Level = 4) with N from 900 to 10, 000. The cost of direct
summation is proportional to O(N2), while the cost of the FMM is much less.
According to Fig. 3.5, the cost of the FMM is even less than O(N log N). The
reason for this is the vectorized operations in the code, since the cost of the FMM
does not take the quad-tree data structure preparation into account.
Since the distribution of dilatation and vorticity in a practical computation
will be highly uneven, the particles that carry dilatation and vorticity can be
clustered in some isolated regions. For this reason an adaptive FMM is desirable
to get rid of the empty boxes from the quad-tree structure and further reduce
the cost of computation.
3.4 Correction of boundary velocity condition
Thus far, the discussion has considered the recovery of the velocity field in 2D un-
bounded compressible flow. In order to apply this method in a bounded domain,
a potential velocity component V3 has to be added into equation (3.12).
As noted above, the velocities V1,V2 given by (3.17) and (3.18) respectively,
will not generally satisfy velocity boundary conditions on a domain with bound-
aries. A potential velocity field V3 should be added to force V to satisfy the
velocity boundary condition, namely (3.11). The potential velocity component
V3 is used to satisfy given boundary conditions for the normal velocity on bound-
ing walls. By definition
V3 = V − (V1 + V2) (3.40)
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From equations (3.9-3.11) and (3.13-3.14), it follows that
∇ ·V3 = ∇ ·V −∇ ·V1 = 0 (3.41)
∇×V3 = ∇×V −∇×V2 = 0 (3.42)
V3 · n = Vb · n− (V1 + V2) · n, (3.43)
and there exists a potential ϕ such that V3 = ∇ϕ, and by (3.41)
∇2ϕ = 0. (3.44)
For fixed solid walls, the non-penetration velocity boundary condition applies and
the normal velocity on the wall is zero. From equation (3.43), it follows that
∂ϕ
∂n
= ∇ϕ · n = −(V1 + V2) · n. (3.45)
It is well known that Laplace’s equation (3.44) with Neumman type bound-
ary condition (3.45) can be solved in the form of an integral over the bounding
surface. This supplies the basis for the boundary element method [43]. In this,
the boundary is discretized into a number of boundary elements. A source or
sink is put at the center of each boundary element. The center of the ith element
is located at (xi, yi). The induced velocities of a unit source or sink at the center































− tan−1xj − Li
yj
), (3.47)




























Figure 3.6: The ith boundary element induced velocities at the center of the jth
element.
Figure 3.6 shows the ith element induced velocities ui, vi at the center of
the jth element in the Xi, Yi local coordinates. αi, αj are the angles of the i
th
and jth elements to the global X axis. Because each source or sink has a direct
contribution to the normal velocities of the others, the normal velocity at a single
element is a sum of the contributions from all the sources. The total normal
velocity at the boundary due to sources or sinks should cancel out the normal
velocity component from dilatation and vorticity field as given in (3.45). The
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= −(V1 + V2)i · ni, (3.48)
where δj are the strength of sources or sinks,
Aij = ui sin(αj − αi) + vi cos(αj − αi).
Any standard linear system solver can be used to solve (3.48) and thus calculate
the strengths of the sources.












Figure 3.7: The stream lines of the potential flow field in a nozzle with V∞ = 0.4.
As a test of the method the potential flow in a duct has been computed using




















Figure 3.8: The potential velocity component u in a nozzle with V∞ = 0.4.
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Figure 3.9: The comparison of the u distribution in a nozzle with V∞ = 0.4.
(—): the cross-stream averaged u from boundary element method; (o): the exact
quasi-1D solution.
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nozzle walls have been discretized into 240 source elements. The vector distribu-
tion of potential flow field calculated by using the boundary element method is
shown in Figure 3.7. Figure 3.8 shows the u component of the potential velocity
distribution in a nozzle with upstream velocity V = 0.4. As seen in Figure 3.9,
the results of the boundary element method agree well with the 1D exact solution
obtained by integrating across the span. The boundary element method is thus
assured to be working correctly.
For viscous flow, besides the requirement that the normal velocities at the
wall are zero, the tangential velocities should also be zero at the wall. This
condition can be implemented by deploying vortex sheets along the boundary.
The velocities induced by vortex sheets are set to cancel the tangential velocities
recovered from the dilatation and vorticity fields. This is similar to the procedure
of eliminating the tangential velocities used in incompressible vortex methods.
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Chapter 4
Evaluation of Spatial Derivatives
The approximation of continuous derivatives from discrete data is the key to any
numerical scheme. When the computational domain is discretized on a fixed
grid, finite differences can be used to approximate derivatives. In addition, the
finite element method or the finite volume method can be used to approximate
the integrals of differential operators over discrete computational elements. For
vortex methods or grid-free Lagrangian methods, the computational domain is
discretized into Lagrangian particles that are convected with the fluid motion.
There are no fixed spatial configurations between particles. Thus traditional
methods based on fixed grids cannot be used for applications of the Lagrangian
dilatation element method.
The moving least-square method uses a sliding window to collect discrete data
around its center and solves for a polynomial fit on the interpolation window
based on minimization of the errors using the least-square criteria. It can be
used to easily treat any arbitrary spatial derivatives. In this chapter the moving
least-square method as a general approach to approximating spatial derivatives
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in particle methods is discussed.
4.1 Overview of spatial derivative treatments
for grid-free methods
Many grid-free schemes have recently emerged as alternatives to traditional grid
based methods. Gingold and Monaghan’s smooth particle hydrodynamics (SPH) [38]
uses the reproducing kernel method to compute derivatives. Belytschko’s element
free Galerkin method (EFG) [5] evaluates the spatial derivatives on the back-
ground mesh using the Galerkin method. Duarte and Oden [26] and Babuska
and Melenk [51] treat the derivatives using a partition of unity. Lohner [49]
and Onate et. al. [58] [59] use moving least-square methods to treat the deriva-
tives. Marshall and Grant [50] use a weighted least square method to evaluate
the derivatives in a vortex method simulation of axisymmetric flows with and
without swirl. In that study a quadratic polynomial was used and the scale of
the Gaussian weight function depended on the particle spacing. Strickland [64]
and Nitsche [56] use moving least-square fitting to compute derivatives in the
context of a Lagrangian dilatation element method. Eldredge [27] [29] extended
the particle strength exchange (PSE) to treat spatial derivatives in which global
cumulative integration is used to approximate local derivatives in computing co-
rotating and leap-frogging vortices in compressible flow.
Basically all of these methods employ either reproducing kernel methods, a
partition of unity, or moving least square methods to construct interpolation
functions of unknown variables. The reproducing kernel method and the moving
least square method share a lot of properties and are very similar [1] [6]. Whatever
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grid-free method is used, the spatial derivatives have to be computed by first
constructing some kind of interpolation function.
According to Beltyschko [6], Marshall and Grant [50] and Fan and Gijbels [31],
the moving least square fitting can give more accurate results than other least
square methods. Consequently the moving least-square method is employed to
construct the interpolation function and it will be used in this research to evaluate
all the derivatives encountered in the governing equations.
4.2 Moving least square method
Suppose we want to evaluate the derivative du/dx based on the discrete data
(xi, ui). First define an interpolation window Wi which is used to collect n points.
Then the interpolation function within the interpolation window is constructed
by the moving least square method. It is constructed by the summation of a series
of polynomials multiplying unknown coefficients that are solved for by minimizing
a localized least-square error. The derivatives are obtained by differentiating the





pi(x)αi(x) ≡ pT(x)α̃(x), (4.1)
where pi(x) are chosen basis functions, αi(x) are the corresponding unknown
coefficients and m is the number of basis functions. The basis functions are
taken as polynomials consistent with the Taylor series expansion to which any
function can be expanded.
For 1D problems, a quadratic polynomial basis is enough to allow the inter-
polation function to be C2 continuous. However, according to Fan and Gijbels
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[31], a cubic basis is recommended to being better than others. Thus a cubic
basis has been used for all the 1D applications in this research:
pT = (1, x, x2, x3). (4.2)
For 2D problem, the results of a cubic basis function for some circumstances are
good but instable for others. A quadratic polynomial basis is instead used in
consideration of the efficiency and stability of the scheme:









































































































































































































































































































































































































































































































































Figure 4.1: Moving Least Square Fitting, * particles center in
the shadowed interpolation windows.
The basic idea of the moving least square method is that an interpolation
function should be obtained in each interpolation window that will be only used
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to evaluate the derivative at its central point (see Fig. 4.1). An interpolation
window is made for every particle in order to get the derivatives of all particles.
In the interpolation window Wi, the coefficients αi(x) are obtained by per-












where x∗ is the position of the central particle, xi are the positions of the particles
collected into the interpolation window, ui are known properties carried by each
particle, pj are the selected basis functions, αj are the unknown coefficients to be
solved for, and w(xi − x∗) are weighting functions with compact support.
According to [5] (p.232), the weighting functions play an important role in
the performance of the method. These should be relatively large in magnitude
for xi close to x
∗ and relatively small for particles far away. Therefore, weighting
functions are typically built to depend on the distance between the discrete parti-
cles and the central particles. In the present methods, the exponential weighting
function:
w(xi − x∗) = e
−(xi−x∗)2
σ (4.5)
is used in the computations. Here σ is a shape parameter which is used to control
the shape of the weighting function. It is clear that σ is a critical parameter
which influences the success of the method. Some insights into how to determine
σ have emerged from 1D and 2D test cases. It can be chosen according to a
window size that allows for a given number of particles to be used for the least
square fit. Meanwhile, the window size can control the accuracy of the computed
derivatives. The influence of the shaping parameter σ and the window size on the
accuracy of the moving least square method will be discussed in the next section.
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The target quadratic function (4.4) to be minimized can be rewritten in the
following matrix form:
J = (Pα̃− u)TW(x)(Pα̃− u), (4.6)
where
α̃ = (α1, α2, · · · , αn)T ,




p1(x1) p2(x1) · · · pm(x1)













w(x∗ − x1) 0 · · · 0
















In which case the coefficient vector α̃ is given by:
α̃ = (PTWP)−1PTWu. (4.8)
After getting the interpolation function, the derivatives at the center of the inter-
polation window are computed by differentiating the interpolation function. The
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moving least square method requires that the center of the interpolation window
be placed over each particle in order to get the derivatives. Consequently for N
particles N least square fits are required at each time step which may be very
expensive in terms of computational cost.
Another issue which is worthy of mentioning here is the inconsistency of the
moving least square fitting. When the interpolation window moves close to the
boundary, a part of the window will be empty and not filled by particles (see
Figure 4.1). In this case the least square method tends to be a one-side biased
fitting which deteriorates the accuracy of the method. In order to resolve this
inconsistency, it is necessary to create artificial particles to fill the vacancy of the
interpolation window. The values of these artificial particles are decided by the
boundary conditions. For the inflow and outflow boundaries, the values of artifi-
cial particles can be determined by using the characteristic waves moving across
the inlet and outlet. For the solid wall boundary condition, if the property that
particles carry has a fixed value or has a zero gradient at the wall, then different
reflection methods are needed to create the artificial particles to enforce these
boundary conditions. The detailed implementations of how to create artificial
particles associated with different boundary conditions will be presented in the
next chapter with examples.
4.3 Examples
An example has been used to evaluate the accuracy of the moving least square
fitting with different weighting shape parameters σ and interpolation window
size. The accuracy of the approximated derivatives computed from moving least
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square fitting can be measured by varying the number of particles and the inter-
particle spaces. The domain is respectively approximated by 50 × 50, 75 × 75,
100× 100, 150× 150, and 200× 200 evenly spaced particles in the x, y directions.
The example considers the function
f(x, y) = cos x sin y, (4.9)
where x, y ∈ [0, 2π]. The derivatives of f(x, y) are
∂f
∂x
= − sin x sin y, ∂f
∂y
= cos x cos y, (4.10)
∂2f
∂x2
= − cos x sin y, ∂2f
∂y2
= − cos x sin y.
The second-order polynomial (4.3) is used as the base function for the moving
least square fitting. Equation (4.5) is the weighting function associated with the
fitting.
Figures 4.2 - 4.4 show how the errors of derivatives computed by moving least-
square fitting change with the shape factor σ. A circle of a radius
√
0.06 is used
as the interpolation window for all the above cases. There appears to exist an
optimal σ to minimize the errors of computed derivatives associated with each
amount of particles. The errors may be significant if the chosen shape factor is
very much larger or less than the optimal value. From figures 4.2 - 4.4 the optimal
shape factor decreases with the increase of the number of particles. Therefore,
the shape factor σ might be related to the average spacing between particles.
From the results of these figures, the optimal σ is proportional to the distance
between particles.






































Figure 4.2: Dependence of the errors of moving least square fitting on the shape


































Figure 4.3: Dependence of the errors of moving least square fitting on the shape






























Figure 4.4: Dependence of the errors of moving least square fitting on the shape




















Figure 4.5: Variation of the errors of moving least square fitting with the inter-




















Figure 4.6: Variation of the errors of moving least square fitting with the inter-
polation window size (100× 100 particles).
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Figures 4.5 and 4.6 show that the errors of moving least fitting are insensitive
to the interpolation window size as long as the number of particles collected in
the window are sufficient enough for the least-square fitting. The interpolation
window sizes used in figures 4.5 and 4.6 are r2, where r is the radius of the
interpolation circle. The optimal shape factors are used to evaluate the errors
with the change of interpolation window size. The particles closer to the center
of the interpolation window (evaluation position) weight more in the least-square
fitting than those further away through the use of the weighting function. The
particles distant from the evaluation position do not have too much effect on the
MLS. Therefore the size of interpolation window tends to play a small role in
determining the accuracy of MLS.
Table 4.1: How the average error changes with the number of particles









50×50 2.9880E-004 3.0770E-004 2.8752E-004 1.7519E-003
75×75 1.3922E-004 1.4130E-004 1.3822E-004 7.9841E-004
100×100 8.1216E-005 8.1609E-005 1.0611E-004 4.5200E-004
150×150 4.6475E-005 4.6027E-005 5.7378E-005 2.1229E-004
200×200 2.2788E-005 2.2802E-005 6.6786E-005 1.5387E-004
Table 4.1 shows how the average error changes with the number of particles.
The average errors decrease with an increase in the number of particles. Table 4.2
shows how the maximum error changes with the number of particles. Note here
that the maximum errors with 150× 150 particles is less than that for 200× 200.
The boundary condition has not been treated in this test example. Therefore
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Table 4.2: How the maximum error changes with the number of particles.









50×50 7.3046E-004 1.3500E-003 8.1615E-003 6.4878E-002
75×75 3.4202E-004 6.2400E-004 7.0388E-003 4.5510E-002
100×100 2.1730E-004 4.5087E-004 1.4104E-002 3.6218E-002
150×150 1.1452E-004 1.5032E-004 2.1054E-003 2.1447E-002
200×200 3.3680E-004 3.9885E-004 4.2746E-002 5.1224E-002
the accuracy of MLS falls when the interpolation window moves close to the
boundary with part of the window left blank. The maximum errors happen
on those particles closest to the boundary. The average and maximum errors
decrease with the increase of particle numbers when the particle numbers are
less than 150 × 150 due to the increase of spatial resolution of MLS. However
when the particle numbers increase above the threshold 150 × 150, the increase
of maximum errors due to the decrease of distance to boundary surpass the effect
of increased spatial resolution. Therefore the maximum errors with 200×200 are
greater.
Figure 4.7 shows that the average error of ∂f
∂x
varies with the distance be-
tween particles. It is clear from the figure that the second-order polynomial basis










Figure 4.7: The accuracy of computed ∂f
∂x





The Lagrangian dilatation element method introduced in Chapter 2 is further
developed into having the capability of solving real gas dynamics problems in
this chapter. The details of applying the method to a subsonic nozzle flow are
presented. Generalization of the approach into other shock free compressible flow
problems is straightforward. First, the time integration of the Lagrangian gov-
erning equations of isentropic compressible flow is investigated. The implemen-
tations of wall boundary conditions and the inlet and outlet boundary conditions
are next discussed. One feature of Lagrangian methods is that computational
elements are convected with the local flow velocities. The computational domain
will be changing with time due to the movement of the Lagrangian computa-
tional elements unless the elements closest to the inlet and outlet boundaries are
modified to reflect the boundary changes. Here the elements closest to the inlet
are extended and the elements closest to the outlet are trimmed in such a way as
to keep the computational domain fixed. In addition, elements at the inlet are
subdivided when they grow beyond a threshold, while elements at the outlet are
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merged with others when they are small. The subdivision and merger process of
Lagrangian computational elements is discussed at the end of this chapter.
5.1 Time integration
In this chapter the Lagrangian dilatation element method is developed into solv-
ing an important simplified problem, namely, a two-dimensional subsonic shock-
free nozzle flow (see Figure 5.2(a)). By assuming adiabatic walls, the flow is
isentropic. For the present work, there is an incoming potential flow with uni-
form velocity u0. Conceptually the problem of interest may be viewed as an
initially potential flow that is suddenly turned into a compressible flow at time
t = 0. Equivalently, it may be regarded as an initial uniform flow in a straight
duct that is suddenly bent. Because the flow is initially potential and free of
vorticity, the flow subsequently is vorticity-free too. The flow in the nozzle is
governed by the non-dimensional 2D isentropic equations (2.33) and (2.34) plus
the element motion equation (2.41) and the volume governing equation (2.43).
Initially the computational domain is fully covered by a set of N Lagrangian
elements. The first and last columns of elements are aligned with the inlet and
outlet boundaries respectively. All the elements are located entirely within the
computational domain. In fact, due to the nature of Lagrangian methods, these
two conditions would not be automatically satisfied unless they are forced to
be true at the end of each time iteration. The details of how to enforce these
conditions is presented in the next sections. The governing equations of the ith































where Xi are the i
th element position vectors, Ui = (ui, vi) are the velocity
vectors, θi and Ti are the dilatation and temperature the element carries, and Vi
is its volume.
The governing equations (5.1) - (5.4) are partial differential equations and
the solutions can be achieved using a numerical integration scheme. Generally
an implicit integration scheme is too difficult to be used in this case because the
equations are highly coupled with implicit variables such as velocities that need
an extra step to being recovered from the primary variable θ. On the other hand,
the results given by a first-order explicit Euler scheme tend to be unstable, based
on numerical experimentation. A second order Runge-Kutta scheme is thus used
to complete the numerical integration in the present work. A fourth order Runge-
Kutta algorithm was also tested and yielded similar outcomes. The increase of
accuracy is not of sufficient consequence to justify the increase of computational
work related to higher order schemes.
The time integration scheme was found to be insensitive to an increase of
the number of elements used and the decrease of time step. Unlike traditional
grid-based schemes, there is no evidence that a critical CFL number exists af-
fecting the numerical time integration. Theoretical studies of the convergence
and stability of the Lagrangian scheme are not feasible at the present time as
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they await a breakthrough in the computational theories of coupled nonlinear
Lagrangian differential equations. Therefore, all the discussions here are given
without strictly mathematical proof.
5.1.1 First Runge-Kutta step
At the outset of any numerical scheme for solving (5.1) - (5.4), a procedure is
required for evaluating velocities uni , v
n
























The velocity can be recovered from the dilatation field as discussed in Chapter
3. The spatial derivatives for the interior elements can be computed by using the
moving least square fits as shown in the discussion of Chapter 4.
When computational elements are located in the vicinities of the nozzle wall
and inlet or outlet boundaries, the moving least square interpolation window
is partially filled with just the data that originates from inside of the compu-
tational domain. Ignoring the information lying outside the inlet and outlet is
equivalent to ignoring the characteristic waves existing in the compressible flow,
which would give unsatisfactory results. A part of the window sitting outside of
the computational domain will be left blank unless some boundary treatment is
done to create the necessary information.
In this research, a particle reflection technique is used to create data to fill up
the interpolation windows for the region near the wall. Meanwhile, the Riemann
invariants of characteristic waves in compressible flow are used to create the
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necessary data on outward moving waves to fill up the interpolation windows near
the inlet and outlet boundaries. These problems will be discussed respectively in
detail in the following two sections. It is assumed here that the derivatives are
all computed successfully. So it is then possible to advance through the first step




























T ∗i = T
n
i − dt(γ − 1)T ni θni (5.7)















i and area V
∗
i , of the i
th element
(i = 1, ..., N) for the solution at t + dt.
5.1.2 Second Runge-Kutta step
As part of the second step of the Runge-Kutta scheme it is necessary to evaluate
velocities u∗i , v
∗
























using the provisional solutions obtained from the first step of the Runge-Kutta
scheme (5.5 - 5.8). As before, the evaluation of spatial derivatives encounters
problems near the boundaries. The data outside of the domain can be supple-
mented by using either element reflection near the wall or local wave structures
near the inlet and outlet boundaries. The details are discussed in the next two
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sections. The velocities can be recovered from the provisional dilatation field
similar to the first step.




























































((γ − 1)T ni θni + (γ − 1)T ∗i θ∗i ) (5.11)











i ) , (5.12)
that produces the solution at tn+1.
5.2 Wall boundary conditions
To complete the time integration, it is necessary to enforce the boundary condi-
tions in each time iteration cycle. For inviscid compressible flow, non-penetration
at the solid walls is the usual velocity boundary condition. The temperature gra-
dient at the adiabatic wall should be zero as can be derived from the momentum
equation. The inlet and outlet boundary conditions need to be treated carefully
by allowing the wave properties to pass through the boundaries without reflecting
waves back into the computational domain in compressible flow.
The boundary conditions can be generalized into three categories: non-penetration
wall, zero temperature gradient wall, and inlet or outlet conditions. Implementa-
tion of the boundary conditions is not transparent due to the nature of grid-free
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methods. The two types of wall boundary conditions are discussed in this section,
while the inlet and outlet boundary conditions are discussed in the next section.
The no-slip wall will not be addressed here because the scope of this research is
limited to inviscid flow.
5.2.1 Non-penetration wall
The non-penetration wall
V · n = 0, at the wall
is a very common velocity type boundary condition in the computation of a
bounded domain. The velocity directly recovered from the dilatation distribution
generally does not satisfy the no-penetration condition at the wall (see Chapter
3 for details). It can be enforced by super-imposing a potential velocity field to
cancel the normal velocity components from the contribution of dilatation field.
The Boundary Element Method is used to produce the potential velocity field.
The details are illustrated in Chapter 3.
5.2.2 Zero-gradient wall




= 0, at wall. (5.13)
As mentioned earlier, the derivatives are evaluated by using moving least square
fitting (MLS) in this research, so when the interpolation window moves near
the boundary, MLS will be biased toward the interior elements unless a special
treatment (see Section 4.2) is done.
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Particle reflection is used to make the interpolation window full and enforce
the zero gradient condition at wall. Particle reflection can be easily implemented





Figure 5.1: Particle reflection on a straight boundary.
In Figure 5.1, the zero gradient wall has been set as the symmetry line





i = 2ywall− yi. The values of reflected virtual elements are set to be equal to
their corresponding interior elements f ∗i = fi to satisfy the zero normal gradient
condition at wall. In the simpler case of 1D compressible flow, for an interior
element (xi, fi) near the boundary x = xwall, the virtual reflected element can
be created as x∗i = 2xwall − xi, f ∗i = fi to enforce the zero gradient boundary
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condition at the wall.
In the case of curved boundaries, a coordinate transformation is used first
to transform the physical plane containing Lagrangian elements to a rectangular
space called the computational plane as shown in Figure 5.2.
The coordinate variables (x, y) in the physical plane are transformed into a
new set of coordinates (ξ, η) in the computational space. The transformation is
ξ = ξ(x, y), (5.14)
η = η(x, y). (5.15)
with the reverse transformation
x = x(ξ, η), (5.16)
y = y(ξ, η). (5.17)
The above transformations (5.14) - (5.17) build an exact one-to-one conformal
mapping between the physical plane and the computational plane. The physical
plane is transformed into an appropriate, local orthogonal rectangular domain.
Therefore, the boundary conditions, equation (5.13) can be easily enforced in
the computational plane by using particle reflection as shown in Fig. 5.2. The
derivatives are evaluated in the computational plane (ξ, η). However the govern-
ing equations are defined in the physical plane. A set of transformation derived








Figure 5.2: Coordinate transformation.
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The above derivative transformations depend on having values for terms such as
∂ξ/∂x, ∂ξ/∂y, ∂η/∂x, ∂η/∂y. These terms are called metrics. For the flow of
interest in this study an orthogonal boundary fitted coordinate system is readily
found in the system of potential and streamlines belonging to the potential flow
solution for the identical geometry. Lines of constant ξ(x, y) in the computational
plane denote streamlines and lines of constant η(x, y) are potential lines. The
top and bottom walls of the curved physical domain are clearly streamlines so
they will coincide with lines of constant ξ.
Thus, letting (û, v̂) denote the potential flow velocities in the physical plane,











Since the potential flow velocities are divergence free and vorticity free along
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The transformations between velocity components (ui, vi) in the physical x−y






































where qi ≡ ûi2 + v̂i2. In the event that (ui, vi) = (ûi, v̂i) then clearly ũi = 1 and
ṽi = 0.










































The transformed dilatation equation (5.28) is solved in the computational
rectangular domain. The derivative terms involving θ and H can be evaluated
via MLS with the particle reflection on the straight boundaries. The coordinates
(ξi, ηi) in the computational plane are calculated by numerically integrating the
equations (5.22) and (5.23). The potential velocity components (ûi, v̂i) are given
by the boundary element methods in the physical plane.
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5.3 Inlet and outlet conditions
The Lagrangian elements are deployed in the computational domain. For ele-
ments close to the inlet and outlet a complete set of data with which to make the
least square fits are not available from the elements lying in the computational
domain. Thus a special treatment of the inlet and outlet boundary conditions is
necessary. To get a collection of symmetrically placed data for fits at inlet and
outlet it is necessary to use data outside the computational domain. A means of
acquiring such data is offered by the characteristic wave structures of compressible
flow.
In compressible flow, there are right and left traveling waves heading down-
stream and upstream, respectively. When they move across the inlet and outlet
boundaries, flow properties such as: dilatation, vorticity, density and tempera-
ture outside the computational domain are stimulated away from their quiescent
states as part of the effects of traveling waves. The velocity, temperature, density,
and pressure near the inlet and outlet change from the values of the upstream
potential flow when the outward traveling waves move through.
When outward traveling waves move across the inlet and outlet boundaries,
they bring the dilatation out of the computational domain. This is of special
concern for the present scheme since for the velocity evaluation it is necessary
to develop a technique that takes into account the presence of outside dilatation
despite our interest lying only in the computational region. More importantly is
that the velocity computation must be done without explicitly providing elements
to keep track of this part of the dilatation field. Otherwise there would be no
end to the extent of the computational domain. This problem is similar in prin-
ciple to that faced in incompressible vortex methods when vorticity lying outside
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the region of interest must nevertheless be accounted for when determining the
velocity field [8].
Similar to traditional grid-based numerical schemes, the inlet and outlet
boundary conditions are constructed by using the properties of the moving waves.
The outward moving waves passing through the boundaries should not reflect
nonphysical waves back into the computational region. For the derivative eval-
uations, the outward moving wave properties are used to create data outside of
the computational domain to fill up the interpolation windows of the moving
least square method. A successful technique has been developed for acquiring
the necessary data. It is first illustrated for the quasi-1D case and then the 2D
case is discussed.
In fact, a means of acquiring such data is offered by the wave structure of
solutions near the inlet and outlet where the nozzle area is a constant so stan-
dard results apply from the one-dimensional gas dynamics equations. In one-
dimensional inviscid compressible flow, the hyperbolic system has right and left




= u + c (5.29)
dx−
dt
= u− c, (5.30)










γ − 1 . (5.32)
The Riemann invariant R+ is constant on the characteristic waves x+ while R−
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stays constant on x−.
In the application to subsonic nozzle flow, the sound speed c is equivalent to
√
T using the scalings in the governing equations (5.1)-(5.4). In the vicinity of
the outlet x = xr, the characteristics moving toward the duct contraction (i.e.,
in the negative x direction) are in the x− family. Each of these originates from
flow far upstream with velocity u = u0 and temperature T = 1, so they have the





γ − 1 . (5.33)










γ − 1 . (5.34)
Equation (5.34) provides a means of obtaining the temperature at the outlet, Tr








The fact that R+ is constant along right moving characteristics proceeding
away from the contraction, together with the validity of equation (5.34) implies
that velocity and temperature are constants on the x+ families leaving from the
outlet at any given time. These characteristic lines are therefore straight with
slope given by ur +
√
Tr. They provide a means for recreating the temperature
distribution outside of the computational domain x > xr for purposes of supplying
the data needed for the moving least square fit of T used in computing ∂2T ni /x
2.
The procedure used in the quasi-1D flow is illustrated in Figure 5.3 where
it is seen that the x+ characteristic family originating at xr at earlier times
tn−1, tn−2, ... and so forth are extended forward in time, where they occupy lo-
cations xn,kr = xr + (n − k)dt(ukr +
√
T kr ), k = n, (n − 1), ... and have velocity
87
   		



























    
    
    
    
    
    
    
    
    
    
    
    
    








    
    
    
    
    
    
    
    
    
    
    
    
    
     
       
       
       
       
       
       
       
       
       
       
       
       
       
       
       
       
       
       
       
       










t = n dt
Figure 5.3: Filled circles denote the locations of T values that form the basis
for a least-square fit of T that near the outlet boundary. Characteristic lines
emanating from x = xr at times preceding tn are shown as diagonal lines.
ukr , temperatures T
k
r , and dilatation θ
k
r . For a typical time step dt used in the
time integration, the points xn,kr are more closely spaced than the Lagrangian el-
ements, so the actual data needed for the least-square fits are obtained from the










r ) by interpolation over points spaced
equivalent to that of the initial element distribution.
Without giving the details it may be shown that similar considerations apply
to obtaining data for the moving least square method ahead of the inlet boundary.
In this case, analogously to (5.35) there is
Tl = (1− (ul − u0)(γ − 1)
2
)2, (5.36)
a relation that may be used after ul is first computed. Moreover, the least
square fits near the inlet x = xl are aided by data obtained by interpola-
tion from temperature, velocity and dilatation associated with the locations
88
xn,kl = xl + (n− k)dt(ukl −
√
T kl ), k = n, (n− 1), ...
Finally, it should be noted that during the startup phase of the calculation,




r = u0, (5.37)
T kl = T
k
r = 1, (5.38)
θkl = θ
k
r = 0, (5.39)




is computed, the solution to the quasi-1D nozzle flow can be advanced
through the first step of the second order Runge-Kutta scheme (similar to (5.5-


















T ∗i = T
n














i and area h
∗
i , of the i
th element (i =
1, ..., N) for the solution at t + dt.
As part of the second step of the Runge-Kutta scheme it is necessary to





using the provisional solution obtained from (5.40) -
(5.43). The computation of α∗i is straightforward using the values of X
∗




may be computed using the least-square approach applied to the data
points (X∗i , T
∗
i ). Near the boundary this data is supplemented by information
about T outside the domain that is reconstructed from the local wave structure.
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x = x r
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Figure 5.4: Filled circles denote the locations of T values that form the basis for
a least-square fit of T near the outlet boundary at the start of the second step of
the Runge-Kutta scheme. Movement of the dilatation elements to positions X∗i
is also indicated.
In particular, as depicted in Figure 5.4 for the outlet boundary, T values can be
established at locations determined by the characteristics departing from xl and
xr at earlier times and extended until tn+1. The discussion of the computation
of u∗i is deferred to the end of this section.
After having the derivatives of the necessary provisional variables from the



























































i ) , (5.47)
that produces the solution at tn+1.
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X− wave families:
dx−/dt = u − T
     1/2
Inlet X = X       l
Inlet X = X       l
Outlet X = X       r



























































































































N N N N
N N N N
N N N N
N N N N
N N N N
N N N N
N N N N





O O O O O;O;O
O O O O O;O;O
O O O O O;O;O
O O O O O;O;O
O O O O O;O;O
O O O O O;O;O
O O O O O;O;O
O O O O O;O;O
P P P P P P
P P P P P P
P P P P P P
P P P P P P
P P P P P P
P P P P P P
P P P P P P
P P P P P P
P P P P P P
P P P P P P
P P P P P P





















     1/2
Figure 5.5: The properties of waves at t = ndt originated from the inlet and
outlet boundaries at previous time steps, (a) discretization of inlet and outlet
planes, (b) wave families at inlet, (c) wave families at outlet.
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The generalization of the above quasi-1D procedure to 2D is illustrated in
Figure 5.5. The outlet is broken up into a set of small pieces each of which has
constant velocity and temperature. The one-dimensional assumption is made on
each small piece. For example, the x+ characteristic family originating at xr at
earlier times tn−1, tn−2, ... and so forth are extended forward in time, where they
occupy locations xn,kr = xr + (n − k)dt(ukr +
√
T kr ), k = n, (n − 1), ... and have
velocity ukr , temperatures T
k
r , and dilatation θ
k
r . The details of this and other
aspects of the 2D procedure match those discussed previously for the quasi-1D
case and will not be repeated.
As in the case of the quasi-1D flow, during the startup phase of the calcula-
tion, before disturbances created by the constriction reach the boundaries, it is
assumed that u, θ and T stay at their initial states (see equations (5.37) - 5.39)).
As previously mentioned, for the computation of u∗i , the dilatation carried
outside of the computational domain by the characteristic waves must be taken
into account. This calculation must be sensitive to the effect of the motion of
the elements and characteristics that has taken place during the first step of the
Runge-Kutta scheme. We first discuss a means of accommodating this for the
quasi-1D case. Two oberservations need to be made:
1. While ∆nr , for example, represents the integral of θ over the region x ≥ xr at
tn, it also represents the integral of θ over the region x ≥ xr +dt(unr +
√
T nr )
at time tn+1. This follows from the constancy of u on the right moving
characteristics leaving from xr and the definitions in (3.4) and (3.8). A
similar observation applies at the left boundary: thus ∆nl represents the
integral of θ in x ≤ xl at tn and also x ≤ xl + dt(unl −
√
T nl ) at time tn+1.
2. The computational elements are no longer flush with xl and xr after the
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first Runge-Kutta step. In particular, the N th element now lies so that it




N/2 > xr) as seen in Figure
5.6. Similarly, a gap has formed between xl and X
∗
1 − h∗1/2.




dt nu nr dt
Figure 5.6: The N th element has moved past xr a distance given approximately




T nr ) after
time dt.
A simple way of proceeding at this point is to recognize that the formalism
leading to (3.6)-(3.8) is equally valid if it is applied to a temporary computational
domain encompassing the left and rightmost points of the dilatation elements at




r are required that provide for
dilatation lying in x ≤ X∗1 −h∗1/2 and x ≥ X∗N +h∗N/2, respectively, at time tn+1.
In view of the first observation above, these quantities are readily computed from
∆l and ∆r, by adding appropriate corrections that approximate
∫
θdx over the
gap regions that form between X∗N +h
∗




T nr ) at the outflow




T nl ) and X
∗
1 − h∗1/2 at the inflow boundary. The
situation at the outlet is illustrated in Figure 5.6. Since we want ∆∗r to equal
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∫













T nr dt is the size of the gap between the end of the N
th element and the














at the left boundary. The required values of θ∗ in (5.48) and (5.49) are found
via interpolation using the set of θ∗i at X
∗
i together with θ values outside the











for k = n, n− 1, ... where ∆xn+1,kl ≡ xn+1,kl − xn+1,k−1l and ∆xn+1,kr ≡ xn+1,k−1r −




l /2 while (5.51) is
at the points xn+1,kr + ∆x
n+1,k
r /2. The accuracy of these approximations is aided
by the small magnitudes of ∆xn+1,kl and ∆x
n+1,k
r .
For higher dimensions, the velocity field computed from the procedure illus-
trated in Chapter 3 needs a small change to account for the dilatations outside
of the computational domain to satisfy the velocity boundary conditions at the
inlet and outlet. That is essentially to add or subtract a constant, which is the
average difference between the inlet and outlet velocity boundary conditions and
the computed velocities at the inlet and outlet boundaries from the interior di-
latations, to the previous velocity field similar to the quasi-1D case. However, as
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the solution converges towards the steady state, the constant decreases to zero.
5.4 Modification, subdivision and merging of La-
grangian elements
The computational domain is initially fully filled with elements (see Figure 5.8(a)).
Due to the nature of Lagrangian methods, all elements are convected downstream
by the local flow velocities. At the end of one time iteration, as shown in Figure
5.8(b), the first group of elements right next to the inlet are slightly away from
the boundary. Small gaps appear between these elements and the inlet bound-
ary. The dot-dash lines in Figure 5.8(b) are the new left bounds of the convected
Lagrangian elements initially aligned with the inlet. Meanwhile the group of el-
ements immediately next to the outlet are not flush with the outlet boundary
either. Part of these elements are convected outside of the domain. As shown
in Figure 5.8(b), the dot-dash lines are the new right bounds of those elements
convected outside.
In order to keep the entire computational domain covered by elements at
the beginning of each time iteration, it is necessary to adjust the volumes and
positions of those elements closest to the inlet and outlet boundaries at the end
of each time iteration cycle so they are flush with the boundaries. The details for
the quasi-1D case are first illustrated and then the 2D case is discussed.
In the quasi-1D case, after the completion of the Runge-Kutta integration,
it is necessary to compute ∆n+1l and ∆
n+1
r similar to the previous approach in
calculating ∆∗l and ∆
∗
r. Only this time the assumption is in effect that the ends
of elements 1 and N are exactly at xl and xr, respectively, since they will be
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so by the end of the time step. According to our first observation made in the






r are computed by adding to ∆
n
l and
∆nr , respectively, the amount of θ filling the region between the boundaries and
the characteristics that moved out during the intervals dt. Using interpolation

























It now follows that un+1l and u
n+1
r can be obtained from (3.7)-(3.8), respectively,
while T n+1r and T
n+1
l are computed from (5.35) - (5.36).
h 1
X 1













x l x l
Figure 5.7: At each time step the element closest to the inlet is lengthened so that
its leftmost point is at the inlet: (a) after element moves, (b) revised element.
The simple adjustments of Xn+11 and h
n+1
1 illustrated in Figure 5.7 are done to
enforce the condition X1−h1/2 = xl. This then necessitates a slight modification
to T n+11 and θ
n+1
1 so that they correspond to the new position of the element cen-
ter. The former is found from cubic interpolation over the updated temperature
field. θn+11 on the other hand is calculated in such a way as to preserve the total
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which is solved for θn+11 on the left-hand side. The second term on the right-hand
side accounts for dilatation in the gap created by the first element moving to the
right.
At the outlet boundary an opposite procedure is performed. Here, element N




N are modified in an
obvious way. T n+1N is found by interpolation, while similar to (5.54) the velocity








N ]old − (unr dt)θn+1|x=(xr+unr dt/2), (5.55)
which is once again used to get θn+1 on the left-hand side. The use of (5.54)
and (5.55) or equivalent appears to be necessary. For example, determining the
updated θ by interpolation in this instance can lead to unacceptable oscillations
in the solution.
Since the element at the inlet boundary grows slightly in length after each
time step it is necessary to periodically subdivide it when it increases beyond a
given length. Similarly, the element at the outlet shrinks after each time step and
it must occasionally be merged with its nearest neighbor when it is too short.
The performance of the algorithm proves to be for the most part insensitive to
the exact criterion used to determine when it is time for subdivision and merger.
After element merger or division the position, length, temperature and dilatation
of the new elements are determined very much the same way they are during
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the boundary adjustment at each time step. At this point the integration step is
complete and the calculation of a new time step can be initiated.
The generalization of the above quasi-1D procedure to the 2D case is shown
below. The adjustment of elements closest to the inlet boundary, illustrated in
Figure 5.8(b), is done to enforce the condition X−dx/2 = xl so the left (upstream)
ends of these elements are extended to align with the inlet. The solid red lines in
Figure 5.8(b) are the bounds of the new extended elements at the inlet. At the
outlet boundary an opposite procedure is performed. The elements closest to the
outlet boundary are truncated so that their right-ends (downstream) are exactly
at the outlet to enforce the condition X + dx/2 = xr. The solid red boxes at the
outlet in Figure 5.8(b) show the new elements after trimming. The volumes and
centers of these new modified elements are easily determined.
There are generally two means of assigning the temperature and dilatation
to the modified elements. One choice is to slightly modify the temperature and
dilatation they carry so that the new values correspond to the new positions of
the element centers. The new T and θ may be found from an interpolation over
the updated temperature and dilatation within the computational domain plus
the data given on the outward moving waves. This makes sure that the new
assigned values continuously change with their neighbors and can eliminate the
chance of bringing in any unnecessary oscillations.
Another way of deciding the properties of the modified elements that has been
examined is the simpler method of keeping the same temperature and dilatation
in the elements as they had before modification. Compared with the first method,
it is found to introduce small oscillations due to small modifications in positions





















(b) modification of particles closest to the inlet and outlet boundaries at the end of time step ndt.
(a) particles closest to the inlet and outlet boundaries at the begining of time step ndt.
Inlet: X = X
Inlet: X = X       l
Outlet:  X = X
Outlet: X = X       r
       l         r
Figure 5.8: The modification of elements closest to the inlet and outlet bound-
aries.
99
be very stable and the oscillations subside with the progress of the time iteration.
In fact, the later method is used in the present research in 2D since it ultimately
gives better results and conserves the total dilatation better than the first method
depending on a cubic interpolation scheme.
When the gaps created between the boundary and the left-ends of the elements
closest to the inlet are merged at the end of each time step, the element volumes
grow slightly. It is thus necessary to periodically subdivide them when they grow
beyond a given threshold volume in order to prevent the scheme from losing
resolution. Similarly, the elements closest to the outlet shrink after each time
step due to the modification procedure. They must occasionally be merged with
their nearest neighbors when their volumes are too small, that is lower than a
minimum threshold value.
Figure 5.9 shows the procedure of subdividing and merging of elements closest
to the inlet and outlet boundaries. When an element grows too big and needs to
be subdivided, a new element is added into the computational domain (Figure
5.9(a)). On the contrary, an element has to be merged with its nearest neighbor
and deleted out of the computational domain when it shrinks too small (Figure
5.9(b)). After the element division or merger, the position, volume, tempera-
ture and dilatation of the elements involved can be determined by almost the
same means as is used for the element modification at each time step. Thus, as
before they can be found by using interpolation over elements and the outside
data provided by the characteristic waves. However, it is found for the 2D case
that this interpolation can lead to undesirable oscillations at the inlet and outlet
boundaries. An alternative procedure that is more stable is to retain the values of
temperature and dilatation when an element is divided in two. When an element
100
Outlet: X=XrOutlet: X=Xr
Volume < Min Threshold
Inlet: X = X        l
Inlet: X = X        l
Volume > Max Threshold
Merged into
Subdivided into
(a) subdivision of particles closest to the inlet boundary
(b) merger of particles closest to the outlet boundary
New volume = 0.94 initial volume
Figure 5.9: The subdivision and merging of elements closest to the inlet and
outlet boundaries.
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merges with a neighboring element, the temperature and dilatation of the larger
element had before merger are assigned to the new element. In this work, the
maximum threshold volume is taken to be 1.5 times the initial volume and the
minimum is 0.6 times. When an element is subdivided into two elements at the
inlet boundary, the volume of the downstream element is 0.94 times that of the





The success of applying the Lagrangian dilatation element method to the problem
of the viscous Burgers equation was demonstrated in Chapter 2. How well this
method can work in more complicated gas dynamics problems is investigated
in this chapter. The treatment of boundary conditions plays a vital role in the
performance of the numerical scheme. Besides inflow and outflow boundaries,
solid walls are typically encountered in compressible flow problems. An enclosed
tube with oscillating waves is first investigated to examine the wall boundary
condition. In addition, the results of a study of the compressible flow in a subsonic
nozzle are shown in this chapter. The two computational examples demonstrate
the capabilities of the Lagrangian dilatation element method. It will be seen to be
able to handle different types of boundary conditions and dynamically adjust the
Lagrangian particles. The application of this method in capturing shock waves
is given a cursory discussion at the end of the chapter. Future work to further
develop the method so it can cover all compressible flows is also discussed at the
end.
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6.1 Oscillating waves in an enclosed tube
An oscillating wave in an enclosed tube is an interesting problem with which
to examine the wall boundary conditions. Both the one and two-dimensional
models of this flow are done using the dilatation element method. Both results
are compared with grid-based methods.
6.1.1 1D results
Consider a unit length enclosed domain [0, 1] filled initially with a still perfect
gas with gas constant R = 0.29, and γ = 1.4. Assume it is stirred up suddenly
by applying a density change ρ(x, 0) = cos(2πx) + 10. The initial conditions of
the flow are:
u(x, 0) = 0 (6.1)
θ(x, 0) = 0 (6.2)
ρ(x, 0) = cos(2πx) + 10 (6.3)
T (x, 0) = 290. (6.4)
We have computed the subsequent dynamics of this flow by using the grid-
free dilatation element method with N = 101 Lagrangian particles and time
step ∆t = 10−3. The governing equations (2.24) - (2.26) are integrated with the
explicit Euler scheme from t = 0 to 0.072. The velocity recovery is accomplished
similar to the viscous Burgers equation presented in Chapter 2. The moving least
square fitting is used to compute the derivatives. Particle reflection developed in
Chapters 2 and 5 is used to enforce the solid wall boundary conditions. Basically,
the particles close to the boundaries are reflected outside and take the same
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values as their symmetrically placed particles inside the domain. In this way the
derivatives Tx and ρx are enforced to zero at the left and right boundaries.
In order to verify the results of the Lagrangian dilatation element method, the
same problem is solved using the Godunov scheme [63]. The Eulerian governing
equations for this problem are:
∂ρ
∂t
+ (ρu)x = 0 (6.5)
∂ρu
∂t
+ (ρu2 + p)x = 0 (6.6)
∂E
∂t
+ (u(E + p))x = 0, (6.7)
and the same initial conditions (6.1) - (6.4) are used. The domain is evenly divided
into 200 fixed cells each with a length of 1/200. The time step ∆t = 10−4.
Figures 6.1 - 6.4 show comparisons of the results of velocity, density, temper-
ature and pressure computed by the Lagrangian particle method and Godunov
scheme. The predications of u, ρ, T and p by the particle method agree well with
the Godunov scheme although the time step and element size used in the particle
method are larger than those in the Godunov scheme.
6.1.2 2D results
The previous section showed that the dilatation element method can successfully
solve the one-dimensional oscillating wave problem. Now we consider how it
performs in higher dimensions. For this purpose the 1D oscillating wave problem
is modified to the case of a circular domain centered at the origin (0, 0) and having
a radius R = 0.5. A perfect gas fills the circular domain having gas constants
R = 0.29 and γ = 1.4. The gas is assumed to be at rest at the beginning and
then suddenly is subjected to a density change. The initial conditions are similar
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Figure 6.1: Comparison of velocity u at different times; Godunov scheme(—),
particle method (o).
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Figure 6.2: Comparison of density ρ at different times; Godunov scheme(—),
particle method (o).
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Figure 6.3: Comparison of temperature T at different times; Godunov scheme(—
), particle method (o).
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Figure 6.4: Comparison of pressure p at different times; Godunov scheme(—),
particle method (o).
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to that of the previous 1D problem:
u(x, y) = 0 (6.8)
v(x, y) = 0 (6.9)
θ(x, y) = 0 (6.10)
ρ(x, y) = cos(2π
√
x2 + y2) + 10 (6.11)
T (x, 0) = 290, (6.12)
in the region
√
x2 + y2 ≤ 0.5.
This problem is solved using standard cartesian coordinates, so that the gov-
erning equations (2.29), (2.30), (2.32) apply. The circular domain is initially di-
vided into 50× 60 elements along the radial and angular directions respectively.
Spatial derivatives are computed using moving least square fits as developed in
Chapter 4. Particle Reflection is used to create virtual particles lying outside
the domain in order to enforce the zero gradient condition of temperature and
density. Assuming (xi, yi) are the Lagrangian element centers in the computa-
tional domain, then their corresponding reflected element centers (x∗i , y
∗






















The temperatures and densities (T ∗i , ρ
∗
i ) at the centers of these image elements
are set equal to the values (Ti, ρi) at the centers of elements at(xi, yi).
Since the derivatives of velocities appear in the dilatation governing equation
(2.30), these also have to be computed by least-square fits, and image values
have to be created. When Particle Reflection is used to compute the velocity
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derivatives near the wall, the velocities (u∗i , v
∗
i ) at the reflected virtual positions
are given the values:
u∗i = −ui; v∗i = −vi.
Note that these conditions assume radially symmetric flow. More general condi-
tions are treated below in the case of the duct flow with constriction.
A 2nd order Runge-Kutta scheme is used to integrate the Lagrangian govern-
ing equations (2.29), (2.30), (2.32). The time step is set to 10−3. The particle
positions are updated according to their local flow velocities, which are recovered
by the FMM code developed in Chapter 3.
Figures 6.6 - 6.8 show the distributions of density, temperature, dilatation and
velocity in a 2D enclosed circular tube from t = 0.012 to 0.072 computed by the
grid-free dilatation element method. This same problem is also computed using a
traditional grid-based Godunov scheme. In this case it is much more convenient
to use cylindrical coordinates to describe the circular domain instead of cartesian
coordinates. When cylindrical symmetry is considered, the angular direction can



















Note the above equations are different than the one-dimensional governing equa-
tions shown in the previous section. In particular, the right side of the equations
have terms that account for the two-dimensional effects. The time step ∆t = 10−5































































Figure 6.5: Density distributions in a circular tube from t = 0.012 to 0.072 with






























































Figure 6.6: Temperature distributions in a circular tube from t = 0.012 to 0.072































































Figure 6.7: Dilatation distributions in a circular tube from t = 0.012 to 0.072 with
































Figure 6.8: Velocity distribution of the flow field in a circular tube from t = 0.012






















Figure 6.9: Comparison of the velocity u in a 2D tube; Godunov scheme(—),
particle method (o).
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Figure 6.10: Comparison of the density ρ in a 2D tube; Godunov scheme(—),
particle method (o).
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Figure 6.11: Comparison of the temperature T in a 2D tube; Godunov scheme(—
), particle method (o).
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Figures 6.9 - 6.11 show the comparisons of the results for velocity, density,
and temperature computed by the dilatation element method and the Godunov
scheme. The results of the dilatation element method are taken along the ra-
dial direction as the x axis with y = 0 because of the cylindrical symmetry.
The predications of u, ρ, T by the particle method agree well with the Godunov
scheme.
6.2 Quasi-1D nozzle flow
For the quasi-1D nozzle flow, the governing equations (2.39) and (2.40) developed
in Chapter 2 plus the equations for element positions and volumes are solved by
the Lagrangian dilatation element method following the discussion of Chapter
5. A total of 200 particles are initially used to subdivide the domain, and time
integration is done by the second order Runge-Kutta scheme with time step
∆t = 5.0× 10−04.







(cos(π(1 + 2x))− 1)2)2, |x| ≤ 0.5
1, |x| > 0.5
(6.18)
where the parameter β = 0.05 for the results presented here. The maximum
constriction occurs at x = 0 where the minimum of A(x) is (1 − β)2 = 0.9025.
This is a relatively small constriction. The computational domain is set between
xl = −1 and xr = 1.
It is a simple matter to find the quasi-1D steady state solution of the nozzle






T − u2 (6.19)
dT
dx
= (γ − 1)α Tu
2
T − u2 , (6.20)
where α ≡ dA(x)/dx
A(x)
is only non-zero in regions where the duct changes area.
Equations (6.19) and (6.20) may be solved for u and T by Matlab (e.g., using
the solver ODE45). For any given upstream condition the local Mach number
M = u/
√
T peaks at the throat except when the downstream flow is supersonic.
For the nozzle geometry given by β = 0.05, a shock wave (M = 1) first appears
at the throat when the far upstream velocity u0 ≈ 0.681. This then is an upper
limit to what u0 should be since our main interest is confined to the subsonic
regime. Additional work is needed to develop this scheme into handling shock
waves. The upstream flow velocity for the results shown here is u0 = 0.4. The
quasi-1D steady state solutions computed from (6.19) and (6.20) are used to test
the accuracy of the quasi-1D and 2D solutions of the dilatation element method
after they reach an equilibrium state.
Figures 6.12 - 6.16 show the transient change of the temperature distribution
in the nozzle with time from t = 0.1 to 3.0 with a 0.1 increment. Similarly,
figures 6.17 - 6.21 present the transient change of the velocity distribution in the
nozzle and figures 6.22 - 6.26 show the transient change of the dilatation distri-
bution in the nozzle. The computational elements in the Lagrangian dilatation
element method go through a transient from an initial state to an equilibrium
flow condition. Equilibrium is achieved when each individual element traveling
through the computational domain undergoes a similar history. It is seen in the
figures 6.12(a), 6.17(a) and 6.22(a), that the downstream and upstream traveling
waves originate in the nozzle region. The following figures (b) to (f) show the
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Figure 6.12: Temperature T distribution, t = 0.1 to 0.6 with an increment of 0.1
from (a) to (f).
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Figure 6.13: Temperature T distribution, t = 0.7 to 1.2 with an increment of 0.1
from (a) to (f).
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Figure 6.14: Temperature T distribution, t = 1.3 to 1.8 with an increment of 0.1
from (a) to (f).
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Figure 6.15: Temperature T distribution, t = 1.9 to 2.4 with an increment of 0.1
from (a) to (f).
124




































Figure 6.16: Temperature T distribution, t = 2.5 to 3.0 with an increment of 0.1
from (a) to (f).
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Figure 6.17: Velocity u distribution, t = 0.1 to 0.6 with an increment of 0.1 from
(a) to (f).
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Figure 6.18: Velocity u distribution, t = 0.7 to 1.2 with an increment of 0.1 from
(a) to (f).
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Figure 6.19: Velocity u distribution, t = 1.3 to 1.8 with an increment of 0.1 from
(a) to (f).
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Figure 6.20: Velocity u distribution, t = 1.9 to 2.4 with an increment of 0.1 from
(a) to (f).
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Figure 6.21: Velocity u distribution, t = 2.5 to 3.0 with an increment of 0.1 from
(a) to (f).
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Figure 6.22: Dilatation θ distribution, t = 0.1 to 0.6 with an increment of 0.1
from (a) to (f).
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Figure 6.23: Dilatation θ distribution, t = 0.7 to 1.2 with an increment of 0.1
from (a) to (f).
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Figure 6.24: Dilatation θ distribution, t = 1.3 to 1.8 with an increment of 0.1
from (a) to (f).
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Figure 6.25: Dilatation θ distribution, t = 1.9 to 2.4 with an increment of 0.1
from (a) to (f).
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Figure 6.26: Dilatation θ distribution, t = 2.5 to 3.0 with an increment of 0.1
from (a) to (f).
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development of these characteristic waves. The downstream wave moves with a
speed consistent with the right moving characteristics given by (5.29) while the
upstream wave is consistent with (5.30).
As evident in these figures, the downstream wave reaches the right boundary
xr at t ≈ 1.0 while the upstream wave reaches the left boundary xl at t ≈ 2.4.
Both of the waves march through the boundary without noticeable distortion
or reflection. In the downstream wave, T and u are below the ambient while
T > 1 and u < u0 for the upstream wave. After both waves leave the domain all
that remains is the equilibrium solution. It suffices to observe that equilibrium
is reached for all practical purposes when the plots of temperature, velocity and
dilatation do not visibly change in time. For example figures (6.16), (6.21) and
(6.26) covering the time from t = 2.5 to 3.0 show that all of the elements are
experiencing a similar history so equilibrium has been reached.
The results of the Lagrangian dilatation element method at t = 3.0 are com-
pared with the exact steady state solution computed from (6.19) and (6.20).
Figures 6.27 and 6.28 are the comparisons of computed temperature T and ve-
locity u by the dilatation element method with exact solutions. The correctness
of the computation is clearly shown.
For the equilibrium flow in a duct, mass conservation clearly implies that
ρuA = Q, (6.21)
where Q is the constant mass flux down the duct. For incompressible flow, the
density is a constant. Given the upstream velocity u0, the velocity u can be easily











Figure 6.27: Comparison of the computed temperature T , (o) with exact solution
(—).
137











Figure 6.28: Comparison of computed velocity u, (o) with exact solution (—).
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which means that despite incompressibility, the assumption of one-dimensionality
implies that the dilatation is non-zero in regions where the duct changes area.













Figure 6.29: The equilibrium velocity distribution compared with the incompress-
ible potential flow.
The equilibrium velocity and dilatation fields of the compressible quasi-1D
nozzle are compared to the incompressible potential flow values in figures 6.29
and 6.30. There is clearly a significant additional compression and expansion
associated purely with compressibility.
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Figure 6.30: The equilibrium dilatation distribution compared with the incom-
pressible potential flow.
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6.3 2D subsonic nozzle flow with inlet and out-
let
2D nozzle flow requires use of the previously discussed algorithm for treating inlet
and outlet boundary conditions (see 5.3). Moreover, it is necessary to use the
coordinate transformation approach given in section 5.2 in order to accommodate
the curved boundaries. The methodology developed in Chapter 5 is applied here
in a 2D nozzle flow problem. The nozzle has the same cross-sectional area as
the previous quasi-1D nozzle given by (6.18). The inlet and outlet boundaries
are xl = −1 and xr = 1, respectively. The upstream velocity u0 = 0.4. A
total of 60× 30 Lagrangian computational elements are initially used to simulate
the compressible flow in the x and y directions, respectively. The second order
Runge-Kutta scheme is used to integrate the equations (5.1) - (5.4) while the
spatial derivatives are evaluated by moving least square fitting. The time step
∆t = 0.02. The flow is integrated until t = 5.0.
In figures 6.31 - 6.36, the time histories of temperature, mach number and
dilatation distribution of the 2D nozzle flow are presented. These results are
independent of the number of particles as long as it is not so small as to prevent
adequate resolution of the spatial variation in the computed fields. These figures
clearly show the development of upstream and downstream traveling waves that
originate in the nozzle throat region. Equilibrium is achieved at approximately
t ≈ 4.8, that is, after this time the temperature, mach number and dilatation
distributions do not vary beyond what is shown in these plots. The equilibrium
state of the Mach number appears to be the first reached while that of the dilata-












































Figure 6.31: The temperature T contour plot, t = 0.4 to 2.4 with increment 0.4












































Figure 6.32: The temperature T contour plot, t = 2.8 to 4.8 with increment 0.4












































Figure 6.33: The Mach number contour plot, t = 0.4 to 2.4 with increment 0.4












































Figure 6.34: The Mach number contour plot, t = 2.8 to 4.8 with increment 0.4

























































































Figure 6.36: The dilatation θ contour plot, t = 2.8 to 4.8 with increment 0.4 from
(a) to (f).
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according to its governing equation. The average traveling time for a Lagrangian
element released at the inlet and reaching the outlet is approximately
t ≈ |xr − xl|/u0 = 2/0.4 = 5.
This means that the Lagrangian elements initially deployed in the computational
domain are fully replaced after t ≈ 5.0. All the individual elements traveling
through the computational domain experience a similar history after the equi-
librium is reached at t ≈ 4.8. The elements in the computational domain at
the equilibrium after t = 5.0 all entered the domain from the inlet xl = −1 and






























































































































































































































































































Figure 6.40: The mach contour plot by Fluent.
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Figure 6.41: Comparison of the computed mach number at the wall and the
centerline with the Fluent solution.
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Mesh plots of temperature, Mach number and dilatation at t = 5.0 are shown
in figures 6.37 - 6.39. The same problem is also computed using the commercial
package Fluent. In this the x coordinates are set between [-1.5, 1.5]. A 2D
axisymmetrical model is used for this case. An evenly spaced grid 200 × 80 is
used to mesh the domain and just the steady state governing equation is solved
by Fluent. The Mach contour plot of the Fluent solution is shown in figure 6.40.
Figure 6.41 shows the comparison of the computed Mach number at the wall and
the centerline compared with the results of Fluent. It is seen that they agree
quite well.













Figure 6.42: Average mach number across the channel from the 2D solution: (o),
quasi-1D exact solution: (—).
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Figure 6.43: Average temperature across the channel from the 2D solution: (o),
quasi-1D exact solution: (—).
Figures 6.42 and 6.43 are comparisons of the spanwise averaged mach number
and temperature of the 2D solutions with the quasi-1D exact solutions. The
agreement is also seen to be quite well.
Figures 6.44 - 6.46 present the convergence histories of the averaged tem-
perature, mach number, and dilatation from t = 0.2 to 5.0 with increment 0.2.
Characteristic waves as shown in these figures move upstream and downstream
with speeds consistent with (5.29) and (5.30) as in the 1D case. The steady state
is reached after the waves move out of the domain. The wiggles in these figures
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Figure 6.44: Convergence histories of spanwise average temperature from t = 0.2
to 5.0 with increment 0.2.
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Figure 6.45: Convergence histories of spanwise average mach number from t = 0.2
to 5.0 with increment 0.2.
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Figure 6.46: Convergence histories of spanwise average dilatation from t = 0.2 to
5.0 with increment 0.2.
157
originate at the inlet and outlet boundaries due to the implementation schemes
of the inflow and outflow conditions (see Chapter 5 for details) are implemented.
The more chaotic appearance of wiggles in the θ plot (Fig. 6.46) are due to the
fact that by being a differential quantity it is more sensitive to perturbations. The
wiggles tend to be stable and do not ruin the convergent steady-state solutions.














Figure 6.47: Convergence histories of temperature at x = −0.8833 along the
spanwise direction of nozzle
Figures 6.47 - 6.51 show the spanwise temperature distribution at five different
streamwise positions. These figures reveal that there are various waves reflecting
between the walls of the nozzle. These type of spanwise waves that exist in higher
dimensions are different than the streamwise characteristic waves in Figs 6.44 -
6.46. The spanwise waves appear to reflect up and down between the nozzle walls
in the regions where the area change rate is not zero. As shown in Figure 6.49,
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Figure 6.48: Convergence histories of temperature at x = −0.2344 along the
spanwise direction of nozzle











Figure 6.49: Convergence histories of temperature at x = 0.0 along the spanwise
direction of nozzle
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Figure 6.50: Convergence histories of temperature at x = 0.2271 along the span-
wise direction of nozzle















Figure 6.51: Convergence histories of temperature at x = 0.8817 along the span-
wise direction of nozzle
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there is little of such activity at the nozzle throat x = 0. This may be because












Figure 6.52: The Mach number plot which were interpolated into a fixed 60*30
mesh from a total of 1, 800 random distributed particles (o).
Simulations were also performed with more particles (80 × 40). The results
show no significant difference from those in figures 6.37 - 6.39. Computations
were also done in which the domain was initially divided into randomly sized
elements, and kept this way for all time by randomly varying the size of the
incoming elements at the upstream boundary. In fact, the final results as shown in
Figure 6.52 are indistinguishable from the previous plots based on more uniformly
sized elements. Since each Lagrangian particle is convected on their own and the
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connection between Lagrangian particles is built by the various derivatives in the
governing equations. It may be concluded that the derivatives computed by the
MLS are relatively insensitive to particle positions. This is consistent with the
observations of Marshall and Grant in a related context [50] and suggests that the
least-square fitting used in this research, after appropriate generalization, may
also succeed in the context of three-dimensional turbulent flow.
6.4 Discussion
The grid-free Lagrangian dilatation element method for compressible flow has
been derived and demonstrated to work well for the oscillating waves in an en-
closed domain and subsonic nozzle flow in one and two dimensions. The example
flows are inviscid and vorticity free, so the computational elements were limited
to carry the dilatation, temperature and density only. The inclusion of viscous
effects adds the need for solving the vorticity equation. Technically, there is no
reason the present method cannot be generalized to include viscous compressible
flow. The diffusion terms in the temperature equation and the viscous terms in
the dilatation and vorticity equations only introduce additional spatial deriva-
tives to be evaluated. The moving least square method developed in Chapter 4
should be able to adequately handle them. The no-slip velocity boundary condi-
tion can be simulated by adding a layer of vortex sheets on the solid boundary
similar to the situation encountered in incompressible viscous flow.
One limitation of the present research is that it is constricted to shock-free
subsonic compressible flow problems due to the physics of the Lagrangian gov-
erning equations and the treatment of spatial derivatives. Shock waves are a
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common and important physical phenomenon that as yet cannot be simulated
in the context of the present scheme. How to capture shock waves based on the
framework developed in this research is given a brief discussion in the following
section.
6.4.1 Shock wave capture
The present dilatation element method cannot successfully capture discontinuous
solutions like shock waves for two reasons. First, the governing equations are
not conservative. Secondly, the treatment of spatial derivatives of discontinuous
functions by the moving least square method smooths out sharp jumps and tends
to introduce unnecessary numerical oscillations leading possibly to instability.
The simplest way to handle this problem is to add an artificial viscous term to
the inviscid Lagrangian governing equations to smooth the discontinuity and thus
smear the sharp jump.
Here, an isentropic shock tube is used to illustrate how to modify the method
to capture shock waves. From the isentropic assumption, there exists the γ law
p = Cργ,
where the constant C =
a20
ρ0
and a0 is the local initial sonic speed and ρ0 is the






= −θ2 − Cγργ−3[ρρxx + (γ − 2)ρ2x] (6.24)
The gas constant C = 1 and γ = 1.4 and the computational domain is from 0 to
1. A diaphragm is located at the center x0 = 0.5, and the initial states on the
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left and right sides of the diaphragm are:
ρleft = 10, ρright = 8.0 (6.25)
uleft = 0.0, uright = 0.0. (6.26)




is added to the right-hand side of the dilatation equation (6.24), and the invis-
cid Euler equations are modified into viscous equations that give stable solutions
after tuning the viscosity parameter Re. The simulation is run with N = 101
evenly displaced Lagrangian elements. the time step ∆t = 0.01 and the time
of integration with an explicit Euler scheme is from t = 0 to 0.2. After adjust-
ing Re to be between 100 − 200, the Lagrangian dilatation element method is
found to successfully capture the discontinuous solution although sharp jumps
are smoothed. Thus, figures 6.53 and 6.54 show that with the addition of the
artificial viscosity term, the Lagrangian dilatation element method successfully
computes the shock waves.
6.4.2 Future work
The above discussion shows that the dilatation element method can accommodate
discontinuous solutions with the use of an artificial viscosity term. However, due
to its lack of sophistication the discontinuous solutions are greatly smeared and
the viscosity needs to be carefully tuned. Therefore, it is clear that a better shock
capturing scheme is needed. To do this the moving least square method needs to
be modified to better handle the spatial derivatives near the discontinuous solu-
tions. Moreover, it is known from the study of partial differential equations that
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Figure 6.53: The computed density (o) compared with Godunov scheme (—).
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Figure 6.54: The computed velocity (o) compared with Godunov scheme (—).
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discontinuous solutions cannot be successfully computed from non-conservative
governing equations. It might thus be necessary to reformulate the governing
equations to accommodate the discontinuous solutions.
It has been shown that the Lagrangian dilatation element method can success-
fully predict inviscid compressible flows such as oscillating compressible waves in
an enclosed tube and subsonic nozzle flow. This suggests that it can also succeed
when generalized for viscous compressible flow. In fact, it can be expected that
the viscous terms are not likely to cause instability, and the moving least square
fitting should be able to handle the spatial derivative terms appearing in them.
The no-slip velocity boundary condition can be enforced in this case by adding
vortex sheet layers on the wall boundaries.
Grid-free methods do not depend on a fixed spatial grid system as in tra-
ditional grid-based schemes such as finite difference, finite volume, and finite
element methods. Moreover it treats problems with very complicated geometries
with no greater effort than simplified boundaries. The insensitivity to time step
of the integration scheme and also the number of computational elements makes
it as efficient as traditional grid-based schemes because it can use a relatively
larger time step and a smaller number of particles. Considering the great amount
of time spent on building suitable grids for traditional grid-based schemes, the
present method may be more efficient in computing complex geometry problems.
It should be interesting to investigate how this method can be generalized to vis-
cous compressible flow and thus bring the benefit of being grid-free to this case.
Furthermore, deriving a scheme based on this method to simulate compressible
turbulent flow should be the end goal of this research. Similar to the simulation
of incompressible turbulence, the Lagrangian computational elements can be ex-
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pected to have the advantage of clustering in positions having large gradients.
In grid-based LES or DNS schemes it is necessary to a priori provide this fine
resolution. Thus the grid-free scheme is well suited for modeling compressible
turbulence in complex geometry problems which would be very difficult for grid-
based LES and DNS. Moreover research on grid-free simulation of compressible
turbulent flow should provide a new perspective for understanding turbulence.
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