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1 Introduction
Automatic recognition of human actions is a very active research area due to its nu-
merous applications. A widely used approach is to do recognition directly on image
data. These methods either represent an action by data from all frames constituting the
action or by a number of smaller temporal sequences, e.g. atomic movements [1], dy-
namic instants [4], and key-frames [2]. Since image information can not allways be
extracted reliably in every single frame the general idea is that approaches based on
finding smaller units will be less sensitive compared to approaches based on an entire
sequence of information.
In this paper we address action recognition using temporal instances (denoted prim-
itives) that only represent a subset of the original sequence. We define primitives as
instances with significant motion and an action is defined as a set of primitives. This
approach allows for handling partly corrupted input sequences and does not require the
lengths, the start point, nor the end point to be known, which is the case in many other
systems. The focus of this work is five one-arm gestures representing the actions: point
right, raise the arm, move right, move left, and move closer. The approach can with
some modifications be generalized to body actions. Figure 1 illustrates the system.
Fig. 1. System overview.
2 Action recognition system
Our primitives are based on motion and we extract this motion by generating double
difference images. When doing arm gestures the double difference image will roughly
speaking contain a ”motion-cloud”. Noise in the double difference image is reduced by
a region growing approach in combination with a hysteresis threshold and the result is
one connected motion-cloud. We model the motion-cloud compactly by an ellipse. The
length and orientation of the axes of the ellipse are calculated from the Eigen-vectors
and Eigen-values of the covariance matrix defined by the motion pixels. We use four
scale and translation invariant features to represent this cloud. Each incoming frame
is represented by the four extracted features and each feature vector is classified as a
particular primitive or as noise based on a Mahalanobis classifier. This classification
of a sequence can be viewed as a trajectory through the 4D feature space where the
closest primitive (in terms of Mahalanobis distance) is found at each time-step. After
processing a sequence the output will be a string with the same length as the input
sequence and each letter of the string will represent a primitive (or noise).
During a training phase a string representation of each action to be recognized is
learned. The task is now to compare each of the learned actions (strings) with the de-
tected string. Since the learned strings and the detected strings (possibly including er-
rors) will in general not have the same length, the standard pattern recognition methods
will not suffice. We therefore apply the Edit Distance method [3], which can handle
matching of strings of different lengths. The edit distance is a deterministic method but
by changing the cost function of the method to represent the likelihoods of the primi-
tives we make it a probabilistic method. Furthermore we normalize the edit distance to
account for different lengths of the action-strings.
3 Results
The recognition rate was tested on a set of 550 action-sequences (11 persons doing 10
repetitions of each action). Two test scenarios were used. In the first scenario the start
and stop times of the action were known. The sequences in the second scenario con-
tained gesture-like motion both before and after the performance of the action so that
the start and stop times of the action were unknown. Figure 2 shows the confusion ma-
trices of the two tests. The overall recognition rates are 88.7%. and 85.5%, respectively.
(a) Known start and stop time. (b) Unknown start and stop time.
Fig. 2. The confusion matrices for the recognition rates (in percent) without added noise (a) and
with added noise (b). Zero values have been left out to ease the overview of the confusion.
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