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The solubility of a crystalline material can be estimated from the absolute free energy of the 
solid and the excess solvation free energy. In the earlier work we presented a general-purpose 
molecular-dynamics-based methodology enabling solubility predictions of crystalline 
compounds, yielding accurate estimates of the aqueous solubilities of naphthalene at various 
pressures and temperatures. In the present work, we investigate a number of prototypical 
complex materials, including phenanthrene, calcite and aragonite over a range of 
temperatures and pressures. Our results provide stronger evidence for the power of the 
methodology for universal solubility predictions.  
 
I. INTRODUCTION 
The knowledge of molecular solubility in solution is fundamentally important in many 
areas of science and technology1-7. Over the last few decades, researchers have been 
developing numerous theoretical methods to study solubility8-29. Two major routes of 
particular interest are: 1) simulating solid-solution coexistence directly8-9, 15-17 and 2) the 
thermodynamic approach: computing the chemical potentials/free energies of the relevant 
species in the solid and solution phases14, 16-20, 29 – a species in saturated solution is in 
equilibrium with its pure crystalline phase when its chemical potentials in the coexisting 
phases are equal. While direct coexistence does not require knowledge of chemical 
potentials/free energies, it may require very long simulations (e.g. up to microseconds) to 
reach equilibrium16, and its performance might be influenced by the (initial) local structures 
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of solid-solution interfaces; overall direct coexistence might be unattractive for compounds of 
low solubilities because a large volume of liquid is necessary to observe only a handful of 
molecules in the solution. For this reason, a generic, free-energy-based solubility prediction 
can be of considerable practical value. In the context, however, the bottleneck is how to 
calculate the chemical potentials of both the crystalline and solution phases accurately. It is 
not so much that there are no techniques to compute these chemical potentials, but that most 
work is limited to address the problem on a case-to-case basis. This is probably related to the 
fact that, the scale and complexity of the topic (viz. compounds of drastically different nature 
in different solvent environments under varying external/internal conditions) means that the 
reliability of molecular-dynamics (MD)/Monte Carlo (MC)-based studies depends 
profoundly on the availability of classical force-fields, which are required to work for both 
phases. As a result, the computational problem is often circumvented by using approximate 
informatics-based approaches24-28. However, overall, informatics-based approaches lack 
fundamental “molecular” understandings and, consequently, may have little predictive power 
outside  “training sets”. Within the category of thermodynamic approaches, apart from 
directly computing chemical potentials14, 16-20, one can determine the composition of a 
saturated solution by imposing the solid chemical potential in a grand canonical style 
simulation of the liquid, such as in the osmotic ensemble method/OEMC/OEMD10-13, 21, 
assuming that the chemical potential of the crystal is known from other sources. This method 
can be more advantageous for multi–electrolyte solutions. 
The present work continues to make use of the first thermodynamic concept and aims to 
contribute a general-purpose approach to solubility prediction via standard, open-source 
software such as LAMMPS30. As in our earlier work29, the numerical techniques utilized are 
standard alchemical free-energy methods such as free energy perturbation (FEP)31-32 and 
thermodynamic integration (TI)33-36 that are commonly used in MD or MC simulations for 
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computing free energy differences37-48. In devising a generic approach to compute chemical 
potentials in dense liquids, we aim to resolve the singular behavior of solute addition into the 
solution during thermodynamic integration steps49-51. In reference 29 we have employed a 
singularity-free cavity method where a softly repulsive cavity is first created in the solvent 
before inserting the solute in steps. One advantage is that the cavity, once created, can be 
used for more than one type of solute, and molecules of different sizes and structures. In 
computing the chemical potentials of solid molecules, we have used a molecular adaptation 
of the well-tested Einstein crystal method29, 34, 39-44. In the present work, we apply our generic 
methodology to a set of sparingly soluble organic/inorganic compounds, including 
phenanthrene, calcite, aragonite and caffeine. Our methodology has been explicated in 
reference 29, here we only sketch the essentials in Appendix A-C and refer the reader to 
reference 29 for details. 
 
II. SIMULATION DETAILS 
All simulations were performed with the MD software package LAMMPS30. We used a 
selection of classical force-fields depending on their availability for the systems studied, 
including OPLS-AA (optimized potentials for liquid simulations all atomic)52, SPC (simple 
point charge) water53, one carbonate model54-57 and SPC/Fw (flexible simple point charge) 
water58-59, GAFF (general AMBER force field)60-61 caffeine in SPC/E (extended simple point 
charge model) water62, all in the forms of 12-6 LJ (Lennard-Jones) potential63 or the 
Buckingham potential64, and the Lorentz-Berthelot combining rules65-67 were employed for 
interatomic mixings when applicable.  The integration time step was generally dt = 0.5-1.0 fs. 
In LAMMPS30, the equations of motion are based on the work of Shinoda et al.68, Martyna et 
al. 69 and Parrinello and Rahman70; for time integration schemes, we consistently used the 
default velocity-Verlet integrator71. For isobaric-isothermal NpT simulations, a Nosé-
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Hoover72-73 thermostat and barostat were used to equilibrate all systems. For canonical NVT 
simulations, both Nosé-Hoover72-73 and Langevin74 thermostats were used. For long-range 
electrostatic interactions, LAMMPS’ default Ewald34,75/PPPM (Particle-Particle-Particle-
Mesh)34,76 summation with tin-foil boundary conditions77 was used.  
For nonbonding van der Waals interactions, we used standard cut-off values. For 
phenanthrene we applied rcut  = 12.0 Å with Nwater = 2048 in the solution and rcut = 10.0 Å 
with Nphenanthrene = 250 in the crystal phase, for all pressure (p = 0.1, 100 and 200 MPa) at T = 
298K. For calcite and aragonite, we used rcut = 9.0 Å and a tapering function for the last 3.0 
Å for all van der Waals potentials, as implemented in references 54-57.  We used Nwater = 
2048 for all carbonate solutions. For carbonate solids, we had NCaCO3
 
= 540 for calcite and 
NCaCO3  = 500 for aragonite. We studied calcite at p = 0.1, 100 and 200 MPa for T = 298 K, 
and at T = 298, 320 and 348 K for p = 0.0.1 MPa. For aragonite, we investigated p = 1 and T 
= 298 K only. Finally, for GAFF-based caffeine60-61 in SPC/E62 water at ambient conditions, 
we simulated Nwater = 2048 with rcut = 12.0 Å in the solution, and Ncaffeine = 200 with rcut = 
10.0 Å in the crystal (β-caffeine) phase. For all crystal phases, we started with experimental 
crystal structures, after which the final configurations were taken as the reference structures 
for the extended Einstein crystal method. Generally equilibrating simulations were typically 
above 1 ns, after which further runs of more that 1 ns were used for data. 
Gauss-Legendre quadrature78 and the trapezoid rule79 were used for TI in data analysis. In 
both the extended Einstein crystal method and cavity method, statistical errors were 
calculated from block averaging34, 80, and errors of calculated values are obtained from error 
propagations of the individual block averaging errors.  
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III. RESULTS AND DISCUSSIONS 
A. Phenanthrene: Excess Solvation Free Energy in Water 
In reference 29, we reported the aqueous excess solvation free energies of naphthalene 
for a range of pressures and temperatures, yielding accurate solubility estimations 
comparable with experimental data. Phenanthrene represents a more complex aromatic 
molecule that can be described using the same OPLS-AA52 force-field parameters.   
For p = 0.1-200 MPa and T = 298 K, our computed excess solvation free energies of 
phenanthrene  are summarized in Table I (as before, for simplicity, one typical statistical 
error is quoted to represent general solvation errors).  For T = 298 K and p  = 0.1 MPa, we 
obtained an average Δµexcess  
= −12.25(50) kJ/mol, in good agreement with Δµexcess   = −11.76 
kJ/mol in the simulation reference38, and both are close to the experimental28, 81-83 value of 
−16.53 kJ/mol. As the two simulations agree well, the difference between the simulations and 
the experiment is likely to be caused by deficiencies of the force field.  
 
TABLE I Summary of the computed excess solvation free energies of phenanthrene (at infinite 
dilution) and the average infinitely dilute solution densities for p = 0.1-200 MPa. Pressures are 
expressed in MPa, temperature in K, energies in kJ/mol and densities in kg/m3. See the supplementary 
material for details. 
 
p T Δµexcess <ρsolution> 
0.1 298 −12.25(50) 977.8(2) 
100 298 4.85(50) 1023.8(1) 
200 298 19.74(50) 1061.5(1) 
 
Figure 1 (a), (b) and (c) show plots of the computed excess solvation free energies at 
three different pressures and at increasing cavity sizes. We see that for all pressures, result 1 
and result 2 converge to each other, and Δµexcess λ( )  becomes independent of λ as λ increases.  
As emphasized in our earlier work29, the systematic trend indicates that as the cavity (to 
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insert/grow the LJ part of the solute) becomes larger, “end-point” singularity inaccuracy is 
gradually reduced until removal, and fluctuations of Δµexcess λ( )  become comparable with 
statistical errors. The threshold size might be around λ = 1.5 here, but exact values are not 
essential.  
As in our earlier work, the pressure derivative of Δµexcess  at fixed T and infinitely dilution 
is the excess partial molar volume at infinite dilution84-85, vexcesssolute , 
∂Δµexcess ∂p( )T = vexcesssolute         (1) 
In Fig. 1 (d), the gradient gives a computed partial molar volume of 160.0(3.0) cm3/mol 
compared with the experimental partial molar volume86 of 159.9 cm3/mol. 
 
 
FIG. 1. Computed excess solvation free energies of phenanthrene in water at T = 298 K computed 
with increasing cavity size λ for p at (a) 0.1 MPa; (b) 100 MPa; (c) 200 MPa. λ is a parameter in the 
functional form of the repulsive cavity that can be adjusted to change the cavity size (please refer to 
Appendix C and reference 29 for details). The black dashed lines in (a), (b) and (c) are the averages 
from λ = 1.5 for the three pressures, and they are also the empty green rhombuses in (d). In (a)-(c), 
result 1 and result 2 are from the same ΔGgrow and ΔGshrink but different ΔGinsert, where the van der 
Waals’ nonbonding contributions are from multi-steps TI and single-step FEP respectively.   
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B. Phenanthrene: Absolute Solid Free Energy and Solubility Prediction  
Next, we consider computing the absolute free energy of crystalline phenanthrene, via 
implementing the extended Einstein crystal method as described in reference 29. 
Phenanthrene has several known polymorphs, but under the conditions studied, the molecule 
is in its ambient polymorph (II)87. Fig. 2 below shows the pressure dependence of our 
simulated average volume per phenanthrene molecule, which we compare with the 
experimental data88. The average ambient density obtained in the simulations differs by 
around 1.3 % from the experimental value88 and the individual lattice parameters a, b, c and β 
differ between 0.6 and 2% different from the experimental values87. As exemplified for 
naphthalene before, we used the same force field to compute the absolute Helmholtz free 
energies of solid phenanthrene for p = 0.1-200 MPa and T = 298 K, as summarized in 
TABLE II.  
 
FIG. 2. (a) Simulated and experimental88 volume per phenanthrene with increasing pressure; (b) 
snapshot of the phenanthrene crystal during ambient NpT equilibrations.  
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TABLE II Summary of the computed absolute solid free energies Asolid of phenanthrene. Pressures are 
in MPa, temperatures in K, energies in kJ/mol and densities in kg/m3. <ρsolid> is the average density 
during NpT relaxations, and ρsolid is the density of the reference structure (final configurations of 
relaxations). See the supplementary material for details. 
p T Asolid/Nsolid pVsolid/Nsolid Gsolid/Nsolid ρsolid <ρsolid> 
0.1 298 −57.86(15) 0.00 −57.86(15) 1185.0 1187.7(5) 
100 298 −57.99(15) 14.78 −43.21(15) 1205.7 1204.1(4) 
200 298 −58.19(15) 29.16 −29.03(15) 1222.4 1219.8(5) 
 
Along with Δµexcess  calculated in Section III. A, we can proceed to estimate the aqueous 
solubility of phenanthrene. We compare our solubilities with experiment evidence86, and Fig. 
3 is a plot of the pressure dependence of our simulated results and extracted experiment data.   
Phenanthrene (like naphthalene) has a low aqueous solubility, so it is valid to take the 
excess chemical potential at infinite dilution as its excess chemical potential at saturation. In 
Fig. 3, for T = 298 K and p = 0.1 MPa, the computed mole-fraction solubility is 3.09(0.81) × 
10−7, compared with the experimental86 1.1 × 10−7. The agreement within a factor of three is 
excellent considering we only use a simple force field. In addition, as in the case of 
naphthalene, the negative pressure dependence of phenanthrene solubility is well reproduced. 
 Furthermore, the slopes of the least squares fits in Fig. 3 can give an estimate of the 
computed volume changes accompanying aqueous dissolution86, 
Δv = −RT ∂ln x ∂p$% &'T          
(2) 
where Δv  is defined as the difference between the partial molar volume at infinite 
dilution vexcesssolute  (see Eq. (1)) and the partial molar volume in the crystalline phase vsolid , 
Δv = vexcesssolute − vsolid           (3) 
Fig. 3 gives Δvcomputed  = 16.8(4.6) cm
3/mol and Δvexperimental = 12.4(3) cm
3/mol86.  
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FIG. 3. Computed and experimental86 mole fraction aqueous solubility of phenanthrene with 
increasing pressure. See the supplementary materials for details of error propagations.  
 
C. Calcite: Single-ion Excess Solvation Free energies  
Thus far, we have only worked with neutral organic molecules, but the solubility of 
inorganic compounds is also important. Here we address the solubility problem of CaCO3 
calcite. Calcite is also sparingly soluble in water so we can assume an infinite dilution (viz. 
mean ionic activity coefficient = 1) when computing solvation free energies. In practice, this 
can be achieved by solvating a single ion in a large simulation box. In short, we need to 
compute the single-ion excess solvation free energies ΔµexcessCa
2+
 and Δµexcess
CO32− , and the calcite 
solid free energies GCaCO3 . In contrast to neutral solutes, computing single ionic solvation free 
energies involves two steps89: 1) first we calculate the nonbonding van der Waals 
contribution (via the cavity method); 2) next, we calculate the ionic charging free energy; the 
total single-ion excess solvation free energy is the sum of the two.  
The total single-ion excess solvation free energy is,  
Δµexcess = ΔGexcessvdwl +ΔGexcesscharging        (4) 
In Eq. (4), Δµexcess  refers to ΔµexcessCa
2+
 or Δµexcess
CO32− .  
We compute the ionic charging free energy ΔGexcesscharging  in NpT ensemble via TI (see the 
supplementary material for details), 
Computed  
Experimental 
-17.5 
-17.0 
-16.5 
-16.0 
-15.5 
-15.0 
-14.5 
-17.5 
-17.0 
-16.5 
-16.0 
-15.5 
-15.0 
-14.5 
0 50 100 150 200 
M
ol
e 
Fr
ac
tio
n 
So
lu
bi
lit
y 
ln
x 
p/MPa 
10 
 
ΔGexcesscharging q( ) = ΔGexcesssolute-solvent q( )+1 2q2 ξEW      
(5) 
ΔGexcesssolute-solvent q( ) = Usolute-solvent α( ) α
α ,NpT
dα01∫      (6) 
In Eq. (5), q is the full ionic charge (viz. q = +2/−2 for Ca2+/CO32−), and ΔGexcesssolute-solvent q( )  
is the ion-solvent contribution that can be obtained from the Kirkwood linear coupling 
method36 as q is increased from zero to its full value. In contrast to neutral molecules, the 
second term, 1 2q2 ξEW  
is the essential “self-interaction term” or “finite-size correction”, 
and it is a significant contribution in computing ionic solvation energies when using lattice 
summation techniques such as Ewald/PPPM. Including this term in the final ΔGexcesscharging q( )  
removes most electrostatic finite-size effects in periodic boundary conditions90-91. Here, we 
adopt the simplest finite-size correction 1 2q2 ξEW  
without considering the solvent 
dielectric constant εr  or the finite ionic size R. It has been reported
92 that for aqueous 
solutions with more than 100 water molecules, the difference incurred to ΔGexcesssolute-solvent q( )  
between using 1 2q2ξEW  and 1 2q2 ξEW + 2πR2 L3( ) 1−1 εr( )  is ≤ 1-2 %. When conducting 
simulations in constant-pressure NpT ensemble, the average 1 2q2 ξEW should be used
93.  
Table III summarizes our computed ΔµexcessCa
2+
 and Δµexcess
CO32−  for p = 0.1 MPa and T = 298-
348 K. The total statistical error is around 0.8 kJ/mol, of which the charging error contributes 
around 0.3-0.5 kJ/mol. In summary, for ambient conditions, we have obtained ΔµexcessCa
2+  = 
−1446 kJ/mol and ΔµexcessCO3
2−  = −1310 kJ/mol in comparison with the simulation reference57 
with Δµexcess
Ca2+  = −1444 kJ/mol and ΔµexcessCO3
2−  = −1312 kJ/mol, which has been parameterized 
against the experimental ΔµexcessCa
2+  = −1444 kJ/mol 94 and ΔµexcessCO3
2−  = −1315 kJ/mol 95 
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TABLE III Computed single-ion excess solvation free energies of Ca2+ and CO32− at p = 0.1-200 MPa 
and T = 298-348 K. Pressure are in MPa, temperatures in K, energies are in kJ/mol, and densities in 
kg/m3. The densities are the average solution densities.  
p T Δµ excessCa
2+  <ρ solutionCa
2+ > Δµ excess
CO32−  < ρ excess
CO32− > <ρSPC/Fw> 
0.1 298 −1446.0(8) 1010.3(1) −1310.0(8) 1011.3(1) 1010.7(1) 
100 298 −1448.6(8) 1050.6(1) −1311.8(8) 1051.0(1) 1049.9(1) 
200 298 −1449.5(8) 1084.5(1) −1312.5(8) 1085.1(1) 1084.4(1) 
0.1 323 −1441.1(8) 998.2(3) −1304.4(8) 997.8(1) 997.0(1) 
0.1 348 −1433.5(8) 979.7(1) −1297.7(8) 980.8(1) 979.8(1) 
 
 
 
 
FIG. 4. Computed single-ion excess solvation free energies with increasing pressure at T = 298 K for 
(a) Ca2+; (b) CO32−.  
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FIG. 5. Computed single-ion excess solvation free energies with increasing temperature at p = 0.1 
MPa for (a) Ca2+; (b) CO32−. 
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dominating (see the supplementary material) – this is in line with the negative pressure 
dependence of overall Δµexcess . Experimentally, Marcus
95-96 quotes −28.9/−28.67 cm3/mol for 
Ca2+ and +6.7 cm3/mol for CO32−, while Han98-99 quotes −25.5 cm3/mol for Ca2+ and +5.5 
cm3/mol for CO32−, resulting in the experimental sum of the pair between −20 and −22.2 
cm3/mol versus our value of around −30 cm3/mol. Hereby the good news is that the negative 
sum of the partial molar volumes is reproduced by our simulations, and hence the direction of 
increasing solubility of calcite with increasing pressure; on the other hand, our simulations 
also suggest that Ca2+ and CO32− should both exhibit negative partial molar volumes in 
aqueous solution – and this is not true. The failure to capture precisely the positive nature of 
the CO32− partial molar volume might be related to the calcite-water model itself, but the 
magnitude of variation with increasing pressure is small and comparable within statistical 
errors, and thus one cannot give sound speculations without thorough future investigations. 
Also, this discrepancy could be related to many other factors that are not primarily studied in 
the present work, such as dielectric constants, ionic sizes, and second-order accuracy in ionic 
charging free energy. For example, Δµexcess  would decrease with increasing pressure at a 
slightly faster rate than depicted in Fig. 4 due to εr of SPC/Fw water increasing with higher 
pressure100.  
Finally, we have also computed the excess solvation free energies of Ca2+ and CO32− in 
water at T = 323 K and T  = 348 K for p = 0.1 MPa, all summarized in Table III. For both 
Ca2+ and CO32−, we see that Δµexcess  increases with increasing temperature. It is known that 
the ionic partial molar entropy of ionic solvation can be estimated from the thermodynamic 
relationship ∂Δµexcess ∂T( ) p = −Δsexcesssolute . In Fig. 5, we plot our computed Δµexcess  against the 
three temperatures, and our least-square fit slopes give ΔsexcessCa
2+ = −250 Jmol-1/K comparing 
with the experimental reference −271 Jmol-1/K95 and the numerical reference −295 Jmol-1/K57, 
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and ΔsexcessCO3
2− = −246 Jmol-1/K comparing with the experimental reference −264 Jmol-1/K95 and 
the numerical reference −260 Jmol-1/K57. The difference could be attributed to many factors 
that are not primarily investigated here, such as the simulation lengths, number of 
temperatures and elements used in charging free energies such as finite-size corrections, 
dielectric constants and second-order accuracy. Despite this, the negative nature of Δs for 
both ions is well reproduced.  
 
D. Calcite: Absolute Solid Free Energy and Solubility Prediction 
As before, in order to estimate the aqueous solubility of calcite, we computed the 
absolute solid free energies of calcite crystals at p = 0.1-200 MPa and T = 298-423 K. Using 
the designated calcite force field54-57, lattice parameters of the ambient calcite crystal from 
our NpT simulations agree with both the simulation reference57 as well as experiments101 (see 
the supplementary material). In addition, we also checked the bulk modulus at T = 298 K. 
Using 0.1, 100 and 200 MPa, we obtained Km = 81 GPa, compared with Km = 85 GPa from 
the simulation reference57 and Km = 67 GP from the experiment102. We also calculated the 
thermal expansion coefficients αa  = −2.2 × 10
-6 K−1, αb  = −2.1×10
-6 K−1 and αc  = 
27.0×10−6 K−1, comparing with αa  = αb  = −2.1×10
−6 K−1 and αc  =26.2×10
−6 K−1 from the 
simulation reference57 and αa  = αb  = −2.8×10
−6 K−1 and αc  = 32.3×10
−6 K−1 from the 
experiment103. 
For inorganic salts with low aqueous solubilities, we consider the solubility product Ksp 
for its solubility information. The congruent dissolution reaction of CaCO3 calcite in water is,  
CaCO3 cr( )  ⇌ Ca2+ aq( )  + CO32− aq( )       (7) 
In the limit of infinite dilution, we can write the solubility product Ksp as the product of 
the (equal) molar concentration of the two constituting ions,  
15 
 
Ksp = Ca2+ aq( )!" #$ CO32− aq( )!" #$        (8)  
It is well known that in aqueous solutions CO32− (aq) occurs in equilibrium with HCO3− 
(aq) and CO2 (aq), thus the actual solubility of calcite depends on both the pH of the solution 
and the CO2 partial pressure104-105. As a consequence, actual measured solubilities can often 
be different from Ksp solubilities calculated via Eq. (8). Here, we only study the effects of 
hydrostatic pressure and temperature in pure water, and do not investigate the effect of pH 
hence we only compute and compare Ksp solubilities.  
Using the extended Einstein crystal method, we calculated the absolute solid free 
energies of calcite GCaCO3  for p = 0.1-200 MPa and T = 298-348 K: the results are 
summarized in Table IV below. Because calcite crystal contains atomic cations and 
molecular anions, the actual implementation is slightly different from naphthalene and 
phenanthrene: in summary, we treat one cation-anion pair as “one molecule”, and we only 
need to consider the molecular orientation contribution of the carbonate.  
 
TABLE IV Summary of the computed absolute solid Gibbs free energies and number density 
solubilities at T = 298-423 K and p = 0.1-200 MPa for calcite. Pressures are in MPa, temperatures in 
K and energies in kJ/mol.  
p T GCaCO3/NCaCO3 
0.1 298 −2838.88(8) 
100 298 −2835.17(8) 
200 298 −2831.46(8) 
0.1 323 −2835.07(8) 
0.1 348 −2831.23(8) 
 
 
In order to calculate solubility, we write Eq. (15) in the context of calcite,  
ΔµexcessCa
2+ +Δµexcess
CO32- + 2kBT ln ρCaCO3( ) = ACaCO3 + pVCaCO3( ) NCaCO3    (9) 
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As in the cases of naphthalene and phenanthrene, the computed solubility ρCaCO3  should 
correspond immediately to the number of solute molecules (ion pairs) per unit volume (viz. 
Å3), we need to convert it into molar solubility and then Ksp for direct comparison with 
experimental data, as in Table V and VI below.  
 
TABLE V Summary of the computed calcite solubility ρCaCO3 and ln(Ksp) for calcite in water. 
p T ρCaCO3/M ln(Ksp) 
0.1 298 8.97 × 10−5 −18.64(81) 
100 298 4.65 × 10−4 −15.35(81) 
200 298 1.35 × 10−3 −13.21(81) 
0.1 323 9.60 × 10−5 −18.50(74) 
0.1 348 5.17 × 10−5 −19.74(69) 
 
 
 
 
TABLE VI Summary of the experimental Ksp and ln(Ksp) for calcite in pure water. Pressures are in 
MPa, temperatures in K and energies in kJ/mol. 
p T Ksp  ln(Ksp) 
0.1 298 3.31 × 10−9 −19.53 
20 298 5.23 × 10−9 −19.07 
40 298 8.08 × 10−9 −18.63 
60 298 1.22 × 10−8 −18.22 
80 298 1.83 × 10−8 −17.82 
100 298 2.68 × 10−8 −17.43 
0.1 324 2.12 × 10−9 −19.97 
0.1 346 1.19 × 10−9 −20.55 
0.1 363  7.62 × 10−10 −20.99 
 
 
In Table V, for the ambient conditions, experiments106-107 yield Ksp = 10−8.48 = 3.31 × 
10−9, giving Ca2+ aq( )!" #$  = CO32− aq( )"# $%  = Ksp  = ρCaCO3 = 3.31×10−9 = 5.75 × 10
−5 M. At 
the same time, our simulations give Ca2+ aq( )!" #$  = CO32− aq( )"# $%  = ρCaCO3 = 8.97(3.62) × 10
−5 
M, which is around 1.6 times larger than the experimental ρCaCO3 = Ksp . From ρCaCO3  = 8.97 
× 10−5 M, we calculated the solubility product Ksp = ρCaCO3
2 = 8.05 × 10-9.  
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In addition, we estimate the dissolution free energy of calcite in water 
ΔGdissolution = −RT ln Ksp( )  = −46.41 (2.00) kJ/mol comparing with the experimental −48.38 
kJ/mol (calculated from Ksp = 3.31 ×10−9).  Fig. 6 below is a plot of the computed and 
experimental ln(Ksp) with increasing temperature. Again, our simulations reproduce the 
experimental negative dependence of solubility product upon increasing temperature106.  
 
 
FIG. 6. Computed and experimental106-107 ln(Ksp) with increasing temperature at 0.1 MPa. 
Experimental error bars are of similar magnitude to the data marker sizes. 
 
Next, we turn to the computation of the variation of calcite solubility with pressure. The 
results are plotted in Fig. 7. In Fig. 7, our simulations reproduce the experimental observation 
that the calcite solubility product increases with pressure108-109.  
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FIG 7 Computed ln(Ksp) with increasing pressure in comparison with the experimental108-109 ln(Ksp).  
 
As with our earlier work29, it is crucial to scrutinize our results for self-consistency. To 
test the internal consistency, we check ACaCO3 NCaCO3( ) T  versus 1 T  to verify if we satisfy 
the thermodynamic relationship ∂ Asolid Nsolid( ) T!" #$ ∂ 1 T( )!" #$=Usolid Nsolid where Usolid Nsolid  
is the internal energy. The slope of the least-squares fit give −2884.5(8) kJ/mol, and our 
reference crystal (viz. used as the initial structure for the extended Einstein crystal) at T = 298 
K and p = 0.1 MPa has a static internal energy of −2880.3 kJ/mol per ion pair. Similarly, by 
checking GCaCO3 NCaCO3  versus p, we estimate the slope ∂ GCaCO3 NCaCO3( ) ∂p = vCaCO3 = 
37.14(59) cm3/mol, and our reference crystal has a fixed molar volume of vCaCO3   = 36.50 
cm3/mol. From the slope of Fig. 7, we can estimate of the difference between the partial 
molar volume of calcite in the solution and its molar volume in the solid108-109, 
Δv = −RT ∂lnKsp ∂p( )T         (10) 
We obtain Δv  = −67.28(14.15) cm3, and the experiment line yields Δv  = −51.8 
cm3/mol. 
We also known that,  
Δv = vexcesssolute − vsolid         
(11) 
From previous analysis, we already know that our simulations give vexcessCa
2+ = −17.69(5.66) 
cm3/mol, vexcessCO3
2−  = −12.45(5.66) cm3/mol and vCaCO3 = 37.14 cm
3/mol, so here we calculate 
Δv = vexcessCa
2+ + vexcessCO3
2− − vCaCO3  = −67.28 cm
3/mol – matching the Δv  estimated just above.  
We note that the solubility that we have calculated is strictly speaking the solubility 
product Ksp, which can be viewed as the equilibrium constant for the calcite dissociation 
reaction into Ca2+ (aq) and CO32– (aq). As Ksp is determined by the Gibbs free energy change 
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of the reaction, it should only be pressure/temperature-dependent in the context. Of course, 
CO32– is in equilibrium with HCO3– and CO2 (aq), and this affects the actual solubilities of 
calcite and aragonite – a lower pH increases the measured Ca2+ solubility from its value as 
obtained from Ksp because CO32– can combine with H+ to form HCO3–. Nevertheless, for 
example, whilst a decrease of 0.3 in the pH yields a 60% increase in the total concentration of 
dissolved Ca2+ from calcite 106, the value for Ksp is the same to within experimental error. 
Additional calculations would be needed to compute the total Ca2+ concentration in solution. 
 
E. Other Carbonate Crystals: Solubility Predictions and Relative Stability 
In this short section, we will briefly discuss the aqueous solubility of aragonite under 
ambient conditions. To this end we make use of the same single-ion excess solvation free 
energies ΔµexcessCa
2+
 and Δµexcess
CO32−  as before, but we further calculate the absolute solid free energy 
of aragonite. The aqueous solubility limit for aragonite is thus estimated to be 1.13 (4.56 × 
10−5) × 10−4 M, compared with the slightly lower experimental value ρaragonite  = 6.79 × 10
−5 
M (calculated from the experimental Ksparagonite = 10−8.336 106).  From the last section we have 
ρcalcite = 8.97 × 10
−5 M with the experimental ρcalcite  = 5.75 × 10
−5 M. Although numerically 
the aqueous solubilities of calcite and aragonite are both slightly overestimated, our results 
reproduce the marginally higher aqueous solubility of aragonite than calcite under ambient 
conditions. In fact, our results show that calcite is 1.09(8) kJ/mol more stable than aragonite, 
very close to the experimental free energy difference of 0.84 kJ/mol 54, 110. In summary, this 
calculation reveals another merit of our free-energy route to solubility (e. g. over the direct 
coexistence course), we only have to compute the aqueous properties once; moreover we gain 
extra knowledge of the relative thermodynamic stability of the polymorphs under 
investigation. 
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F. Caffeine: Solubility Prediction 
We have already analyzed a few examples of organic and inorganic molecules, whose 
numerical solubilities agree fairly well with experiments. However, the largest organic 
molecules considered thus far, naphthalene and phenanthrene, are both rather apolar. In order 
to get a deeper glimpse into the generic nature of the method, we now consider a more 
complex “polar” organic molecule, caffeine. Below, we present solubility calculations of a 
GAFF-based60-61 β-caffeine (the most stable ambient polymorph111-112) at p = 0.1 MPa and T 
= 298 K in SPC/E water62.   
First, we computed the excess solvation free energy of caffeine. We have adopted an 
approach similar to the one we used for ionic substance: 1) in the first stage, we calculated 
the nonbonding van der Waals contribution via the cavity method; 2) next, we estimated the 
electrostatic charging free energy via a Kirkwood TI procedure by charging all the caffeine 
atoms by a linear charge ratio α; the total excess solvation free energy is hence the sum. In 
such manner, we have obtained Δµexcess  = −61.8(8) kJ/mol (see the supplementary material), 
comparing with the numerical reference of −64.7(1) kJ/mol61 and the experimental reference 
of −53.7(6) kJ/mol113-114. We also notice that computed solvation free energies of caffeine 
reported in the literature can vary by as much as 42 kJ/mol within themselves, and may differ 
by up to 30 kJ/mol from experimental data. The computed values depend strongly on the 
atomic partial-charge distribution, the solvent model and the computational methods used114.  
To compute the absolute solid free energies, again we used the final configuration from a 
5n NpT simulation as our reference structure. Our reference structure has a density of 1.468 
gcm-3, which is close to the experimental density115 of 1.448 gcm-3; our average simulated 
lattice parameters a, b, c and β deviate from the experimental values by 0.5-2.5 %. We 
carried out Einstein crystal method calculations using five different “Einstein arrangements”, 
and obtained Acaffeine/Ncaffeine ranging from −100.6(1) kJ/mol to −104.1(1) kJ/mol (see the 
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supplementary material). The largest variation in Acaffeine/Ncaffeine is no more than 3.6 kJ/mol, 
which is merely a factor of 4 in solubility, but it is apparently larger than the typical statistical 
error of 0.1 kJ/mol. In our earlier work29, we discuss that for naphthalene, the largest 
discrepancy is 0.8 kJ/mol. .We have hypothesized that the problem could be related to using 
flexible molecular models in the Einstein crystal method scheme, where harmonic bonds are 
simultaneously used to constrain atomic positions/orientations. Here the discrepancies in free 
energies resulting from utilizing different Einstein arrangement choices for seem to be more 
pronounced for larger molecules with a higher complexity (viz. with polarity and 
heteroatoms). It should be possible to remedy this problem by including the intramolecular 
parts in the Einstein crystal Hamiltonian, so as to compute explicitly the intramolecular 
contributions to the “Einstein free energy”, or by carrying out the simulations for a rigid 
caffeine model. Within the current, LAMMPS-based approach, both approaches would not be 
simple – although with a custom-made code they should be attainable. The problem we 
highlight here is thus an illustration of the limitation of using standard open-source software 
for the calculation of the solubility of complex molecules.  
Experimentally, caffeine is reported to have an aqueous solubility limit of 0.108 M116. 
The results that we have obtained are only useful to give an estimate of the coexistence 
concentration of “caffeine monomers”, in equilibrium with dimers, trimers etc. We note that 
the assumption of infinite dilution is most likely no longer valid at the saturation 
concentration. To compare with experiments, we need to know the experimental fraction of 
caffeine monomers present at the solubility limit. For this purpose, we used the caffeine 
solubility information in D2O from FT-IR and ultraviolet studies117. With the excess solvation 
free energy of caffeine monomer −61.8(8) kJ/mol and the average solid free energy 
Acaffeine/Ncaffeine = −103.0(1) kJ/mol, the solubility limit of caffeine monomers (in equilibrium 
with other polymers) is estimated to be ρcaffeine-monomer  = 1.0(4) × 10
−4 M. In order to have a 
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rough idea of how this number might compare with experiments, we fictitiously take 
ρcaffeine-total  = 0.100 M as the solubility limit
117, and based upon the reported weight fraction of 
monomers in D2O, we estimate ρcaffeine-monomer
exp  to be around 0.01 M – around 100 times more 
soluble than our numerical prediction which is equivalent to a free energy difference of 11 
kJ/mol. As we can see, the discrepancy is larger than that can be caused by the variation of 
Acaffeine/Ncaffeine incurred by molecular flexibility. In conclusion, the solubility prediction for 
caffeine is poor, and at this stage, it is not easy to pinpoint a single reason behind this 
inaccuracy, as there are likely to be causes from both the solution and solid parts, e.g. force-
fields parameterizations, molecular flexibility and electrostatic accuracy. The other primary 
factor is how different polymers might influence each other in the aspects of their individual 
dissolution limits chemical-potential-wise, which requires a more thorough future 
investigation.  
 
IV. CONCLUSION  
We have applied our generic solubility calculation approach to a range of rather different 
molecular crystals including phenanthrene, calcite and aragonite and caffeine. Most 
predictions are in fair agreement with experiments. Moreover, our approach allows us to 
quantitatively compare the relative stability of the polymorphs of the same compound. 
Nevertheless, our methodology shows several “external” or “internal” limitations. 
One “external” obstacle is the scarcity of good force-fields to describe both the crystalline 
and aqueous (solution) compounds, in particular for complex molecules. Clearly, the problem 
associated with force field accuracy is not limited to our work but is generic to all crystal 
simulations: for example, direct (solid-liquid) coexistence simulations are similarly 
susceptible to the quality of force-fields, as well as other thermodynamic approaches. In order 
to compute solubilities, the force-fields must be good enough to ensure that the target crystal 
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structure is mechanically stable. To test whether it is also thermodynamically more stable 
than other possible polymorphs, we would have to compute the free energy of these other 
(mechanically stable) structures; with the current approach, the computation procedure is 
straightforward). Popular general force-fields, such as GAFF60-61 and OPLS-AA52, are mostly 
targeted at organic liquid simulations, and their overall performances in solubility predictions 
are difficult to predict. There is a similar circumstance for inorganic materials. When 
computing inorganic crystals free energies, we found that generally there was a lack of 
published accurate force-fields, especially for those with multivalent ions. Due to the simple 
crystalline structures and monovalent nature, it is somewhat easier to design high-quality 
force-fields for materials like NaCl and KF8-21, and these calculations are typically in good 
agreement with experiments. In summary, to compute the solubility limit of experimentally 
observed crystal structures, our models should at the very least be able to reproduce the 
mechanical stability of that structure. In general, this is a less stringent requirement than 
requiring that the experimental crystal structure is also the model structure that is 
thermodynamically most stable. Reproducing the thermodynamic stability of the 
experimental crystal structure is more demanding: it is most likely for force-fields that have 
been designed to reproduce properties of both the liquid and the crystal phase. In addition, 
free energy calculations for all candidate crystal phases would be needed to settle this issue. 
However, in this work we only focus on the prediction of the solubility of a known crystal 
phase, hence we need not solve the full “polymorph problem”. In conclusion, overall accurate 
free energy (and hence solubility) estimates of complex molecular crystals are still relatively 
rare – despite the fact that numerical techniques to compute crystal free energies have been 
around since the 1960s. ` 
For inorganic crystals and their aqueous ions, experimental single-ion solvation free 
energies are mostly large and negative. What adds to the challenge is that sometimes there is 
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even a lack of consensus for certain ions – for example, even for the most studied NaCl, 
Noyes118 gives −412 kJ/mol for Na+ and −318 kJ/mol for Cl−; Tissandier119 gives −424 
kcal/mol for Na+ and −304 kcal/mol for Cl−; Marcus95 gives −365 kJ/mol for Na+ and −340 
kJ/mol for Cl−. If force-fields are parameterized to fit experimental data, the discrepancy 
between the various experimental data is a problem that cannot simply be ignored. In some 
cases, even when force-fields are specifically parameterized, the “usability” is not guaranteed. 
For instance, the MSXX force field109 and its subsequent modifications120-122 have been 
parameterized to describe barite-barite and barite-water interactions. However, to our best 
knowledge, overall they do not give satisfying single-ion free energies to achieve accurate 
solubility predictions, despite their significance in studying barite-water interfaces. 
An “internal” limitation is that the current extended Einstein-crystal method ignores 
molecular flexibility. The problem caused by this approximation shows up in the example of 
caffeine, while it is less evident for naphthalene and phenanthrene. We suggest that, for 
future work on large organic/polar molecules one will either need to use rigid models, or 
explicitly consider the intramolecular contributions in the extended Einstein crystal approach, 
or using different strategies for aligning flexible molecules in an Einstein crystal. Within 
LAMMPS the latter two options might not be easy to implement. For polar organic or 
inorganic compounds with (relatively simple) molecular structures, the present scheme 
should be adequate for achieving good accuracy.  
In summary, free-energy-based solubility calculations, based on well-known numerical 
techniques and theoretical approaches, have proffered the prospect of achieving universal 
solubility predictions; however one crucial reason why they have not become widely used as 
standard procedures as yet is that their compound-specific machinery is cumbersome to 
program, and often take longer than the actual solubility calculations. Based on precedent 
work in the field, we have addressed this problem by presenting a “black-box” approach, 
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with an integrated cycle of extended Einstein crystal steps where free energy changes are 
explicitly calculated for each intermediate crystalline stage29. Our tailor-made protocols make 
use of commercially available software where simple setups such as initial configurations and 
adequate force-fields are sufficient to start calculations. In the present work, we advance to 
explore the methodology by applying it to a wider range of prototypical complex materials, 
including phenanthrene, calcite and aragonite over many conditions. Of course, extra care 
may be required to check for molecular flexibility (when it is indispensible), unexpected 
flipping of equivalent atoms (occasionally in non-rotator crystalline phases at weak Einstein 
crystal springs when energy barriers are low), or high solubility limits (the excess chemical 
potential would correspond to a certain concentration rather than the infinite dilution); and as 
discussed, much accuracy is dependent upon the availability of good-quality force-fields – 
these are the challenges of the problem. However, the positive message that follows from the 
present paper and its predecessors is that despite these difficulties, developments of 
computational efficiency and high-quality force-fields has made it more and more 
conceivable towards a unified methodology of universal solubility predictions. 
 
SUPPLEMENTARY MATERIAL 
The supplementary material contains the LAMMPS protocol to calculate the aqueous 
solubility of calcite at T = 298 K and p = 0.1 MPa. 
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Appendix A 
A. Theoretical Background 
We start from the standard thermodynamic expressions46, G, µ, A, V are the Gibbs free 
energy, chemical potential, Helmholtz free energy and total volume. At constant pressure p 
and temperature T, the equilibrium between the crystal phase of the solute and its solution 
requires:  
µsolutionsolute p,T( ) = µsolidsolute p,T( )              (12) 
We compute µsolutionsolute p,T( )  and µsolidsolute p,T( ) . 
The chemical potential of the solute in the solution is 
µsolution = kBT ln ρsolute0 Λsolute3 qsolute−1( )+ kBT ln ρsolute ρsolute0( )  
−kBT ln exp −βUsolute-solution
ρsolute Rsolute( )"# $% 0       (13) 
In Eq. (13), the only part that requires computation is the last term on the right, i.e. the 
excess chemical potential Δµexcess . ρsolute = Nsoute V  denotes the number density of the solute, 
with the common ideal gas reference state ρsolute0 = 1 (i.e. 1 molecule in 1 Å
3 = 0.001 nm3), 
where Nsolute  is the number of solute molecules. Λsolute  is the solute thermal de Broglie 
wavelength and qsolute is its intramolecular (rotational, vibrational and electronic) partition 
functions; Rsolute  is the fixed position of the extra single solute and Usolute-solution Rsolute( )  is thus 
the interaction energy of the extra solute with the rest of the solution. As explained in the 
reference29, the constant term ln ρsolute0 Λsolute3 qsolute−1( )  can be ignored because it is the same in 
both coexisting phases and further information might require quantum knowledge.  
The chemical potential of the solute in the solid is,  
µsolidsolute =Gsolid Nsolid = Asolid + pVsolid( ) Nsolid      (14) 
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where Nsolid  is the number of solute molecules in the crystal.  
Eq. (12) thus becomes, 
kBT ln ρsolute( )− kBT ln exp −βUsolute-solution Rsolute( )"# $% 0 = Asolid + pVsolid( ) Nsolid   
(15) 
In the case of a sparingly soluble solute, we may set the second term on the left to the 
solvation free energy of a single solute molecule in the solution (assuming infinite dilution), 
with Δµexcess = −kBT ln exp −βUsolute-solution Rsolute( )#$ %& 0  accordingly, after which we can solve 
ρsolute  analytically. In the case of higher solubilities, the solvation free energy becomes a 
function of composition, but otherwise the approach remains the same. In the current scheme, 
we neglect intramolecular contributions to the solubility, and Eq. (15) does not take into the 
intramolecular energies of the solute in its solution/crystal phase into account, as justified in 
our previous work29.  
 
B. Extended Einstein crystal method  
We compute absolute crystal Helmholtz free energy Asolid  using a straightforward 
extension of the Einstein crystal method. The method is based upon the original Einstein 
crystal method34, 39-40 and its recent adaptations41-45. The absolute Helmholtz free energy of a 
molecular crystal is computed by TI from the fully interaction crystal to an atomic Einstein 
crystal for which the free energy can be calculated analytically. In the extended Einstein 
crystal method, we transform the molecular crystal into an Einstein crystal of independent 
molecules that are tethered by harmonic springs to initial reference locations. In our work, the 
method has been adapted to fit to MD simulations in LAMMPS30 without extra codes. We 
have described the method for the case of naphthalene in reference 29.  Fig. 8 below shows a 
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pictorial representation of the extended Einstein crystal method for calcite. In summary, we 
have, 
Asolid = A0 +ΔA0 +ΔA1 +ΔA2 +ΔAsymmetry       (16) 
 ΔAsymmetry is the explicit consideration of the molecular point group because a molecule 
in a non-rotator phase in MD simulations cannot occupy all the symmetrically equivalent 
orientations due to kinetic reasons, in contrast to the same solute in the solution. As in 
reference 29, here we have also included the relevant finite-size corrections47-48. 
 
 
Figure 8 Extended Einstein crystal method for calcite, a molecular crystal comprised of ionic pairs. 
As in our previous work, (0) is the Einstein atomic crystal for which we know the analytic Helmholtz 
free energy A0 and (4) is the real molecular crystal whose Asolid we wish to compute. Steps (0)-(4) 
include the various thermodynamically reversible paths and their accompanying free energy changes 
ΔA. The solid pink circles represent Ca2+ cations, and the solid blue circles and empty green circles 
together represent the molecular CO32− anions; the dashed red rectangle labels an ionic pair as a 
“calcite molecule”. In the extended Einstein crystal scheme, we have introduced the idea of “Central 
Atom” and “Orientational Atoms”, controlling the location and orientation of a molecule respectively.  
In calcite, for CO32− only, the solid blue carbon atoms are the central carbon atoms, and the empty 
green oxygen atoms are the orientational atoms (only two instead of three oxygen atoms are drawn to 
avoid crowdness, and only two O atoms are required for fixing orientation); for the pink solid Ca2+, 
there is no need for considering orientation. From (0)-(1), (1) is the Einstein orientational atomic 
crystal, where each molecule is freely rotatable, Here we have A0 = A1 as long as the solute is also 
considered to be freely rotatable in the solution phase. Throughout (1)-(3), all the “Central Atoms” are 
attached to their initial positions with the strongest Einstein springs Kmax represented by the red solid 
(0) 
Einstein Atomic Crystal 
(1) 
Einstein Orientational Molecular Crystal 
(2) 
Einstein Molecular Crystal 
(3) 
Interacting Einstein Molecular Crystal 
(4) 
Interacting Real Crystal 
A0 = A 
 
ΔA0 
ΔA ΔA 
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springs; during (1)-(2), the “Orientational Atoms” are attached with varying K from Kmin = 0 to Kmax, 
represented by the orange dashed springs – this is for calculating the orientational contribution ΔA0. 
During (2)-(3), both the “Central Atoms” and “Orientational Atoms” are attached with the strongest 
Einstein springs Kmax, which are both represented by the red solid springs, in order to sample the 
intermolecular energy contribution ΔA1. Finally, during (3)-(4), all the Einstein springs are reduced 
from Kmax to Kmin = 0 to retrieve the real crystal, with the yellow background in (3)-(4) indicting that 
the intermolecular interaction is active in (3)-(4) but absent in (0)-(2). Such a central-orientational 
spring arrangement is termed the “Einstein Arrangement” or “EA”29.  
 
C. Cavity method 
We use the cavity method to compute the excess solvation free energy Δµexcess  of general 
solutes in isothermal-isobaric NpT ensembles. As a typical mean in computing solvation free 
energies, directly growing a solute in solution can suffer from numerical inaccuracies, mainly 
due to the well-known, “end-point” singularity associated with LJ solute-solvent 
interactions49-50. The cavity method eliminates the “end-point” singularity by creating a 
repulsive isotropic cavity in the solution, followed by the insertion of the solute molecule, 
after which a cavity-free solution is retrieved, 
Δµexcess = ΔGgrow +ΔGinsert +ΔGshrink       
(17) 
ΔGgrow  , ΔGinsert  and ΔGshrink  are the Gibbs free energy changes of creating the cavity, 
inserting/growing the solute and shrinking the (same) cavity.  
There is no fixed form for the functional form for the cavity as long as it does not suffer 
from the same divergence problem as the LJ potential. For example, Postma el at.51 have 
studied the thermodynamics of cavity in the form of Ucavity λ( ) = λ(B/r)12 , where λ is a linear 
scaling parameter, but we cannot use this potential form because it retains the end-point 
singularity property. As in our earlier work29, we consistently choose 
Ucavity λ( ) = Aexp −rsolute-i B+λ( )iNsolvent∑ , where A and B are pre-determined constants (in our 
previous work, we used A = 1255 kJ/mol and B = 0.1 nm for the typical case of a single 
solute molecule in Nwater  = 864 water molecules; we used the same A and B in the present 
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work), rsolute-i is the distance between (one particular atom of the) solute molecule and (one 
particular atom of the) solvent molecule, and λ is our variable to adjust the cavity size. 
If we use more than one cavity size (i.e. varying λ) to compute Δµexcess , we should have,  
Δµexcess λ( ) = ΔGgrow λ( )+ΔGinsert λ( )+ΔGshrink λ( ) = Δµexcess λ '( )    (18) 
where λ ≠ λ ' . Since we use TI/FEP, ΔGgrow λ '( )  and ΔGgrow λ '( )  can be built from 
ΔGgrow λ( )  and ΔGgrow λ( )  for λ ' > λ  to save computational time and expenses.  
The cavity method is discussed in detail in reference 29. 
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SUPPLEMENTARY MATERIAL 
I. PHENANTHRENE (SOLUTION) 
TABLE S1 Computed excess solvation free energy of phenanthrene in water at p = 0.1 MPa 
and T = 298 K (Result 1 in Fig. 1 (a)). Energies are in kJ/mol. 
λ Ggrow Ginsert Gshrink μexcessvdwl 
1 258.15 −29.74 −240.88 −12.47(38) 
1.5 297.34 −21.71 −288.29 −12.66(42) 
2 338.64 −15.85 −335.50 −12.70(45) 
2.5 382.65 −12.05 −382.78 −12.17(48) 
3 428.07 −9.45 −430.87 −12.25(51) 
3.5 475.15 −7.67 −479.49 −12.02(54) 
4 523.19 −6.43 −528.81 −12.04(58) 
4.5 572.24 −5.56 −578.63 −11.95(61) 
5 620.67 −4.94 −627.96 −12.23(64) 
 
 
TABLE S2 Computed excess solvation free energy of phenanthrene in water at p = 100 MPa 
and T = 298 K (Result 1 in Fig. 1 (b)). Energies are in kJ/mol. 
λ Ggrow Ginsert Gshrink μexcessvdwl 
1 345.33 −39.45 −301.50 4.38(26) 
1.5 407.29 −29.99 −372.94 4.36(30) 
2 474.75 −22.16 −448.02 4.57(37) 
2.5 547.89 −16.61 −526.54 4.74(40) 
3 626.39 −12.81 −608.66 4.92(43) 
3.5 710.05 −10.19 −694.86 4.99(46) 
4 798.38 −8.32 −785.05 5.00(49) 
4.5 890.73 −7.02 −878.59 5.13(53) 
5 985.55 −6.10 −974.47 4.98(56) 
 
TABLE S3 Computed excess solvation free energy of phenanthrene in water at p = 200 MPa 
and T = 298 K (Result 1 in Fig. 1 (c)). Energies are in kJ/mol. 
λ Ggrow Ginsert Gshrink μexcessvdwl 
1 415.53 −46.32 −349.69 19.52(38) 
1.5 496.11 −36.35 −440.35 19.40(40) 
2 585.41 −27.34 −538.60 19.47(44) 
2.5 683.55 −20.44 −643.49 19.62(48) 
3 789.98 −15.66 −754.66 19.67(51) 
3.5 905.12 −12.32 −873.12 19.69(55) 
4 1028.55 −9.96 −998.68 19.91(59) 
4.5 1159.15 −8.21 −1131.02 19.92(62) 
5 1295.67 −6.97 −1268.81 19.89(66) 
 
TABLE S4 Computed ΔGinsert for phenanthrene in water at p = 0.1-200 MPa and T = 298 K at 
three different cavity sizes λ = 1, 1.5 and 2. Energies are in kJ/mol. “Multi-steps TI” and 
“Single-step FEP” corresponds to Result 1 and 2 in Fig. 1 (a), (b) and (c) respectively. 
p = 0.1 MPa 
λ Single-step FEP Multi-steps TI  
1 −29.988 −29.739 
1.5 −21.575 −21.713 
2 −15.831 −15.851 
p =100 MPa 
λ Single-step FEP Multi-steps TI  
1 −38.767 −39.445 
1.5 −29.910 −29.992 
2 −21.997 −22.156 
p = 200 MPa 
λ Single-step FEP Multi-steps TI  
1 −47.311 −46.317 
1.5 −36.364 −36.352 
2 −27.319 −27.338 
 
 
FIG S1 Thermodynamic integration contributions, dUsolute-solventvdwl dλvdwl  of ΔGinsert
vdwl  
(excluding tail corrections) for phenanthrene in water at p = 0.1-200 MPa and T = 298 K at 
three different cavity sizes λ = 1, 1.5 and 2, at (a) p = 0.1 MPa; (b) p = 100 MPa; (c) p = 200 
MPa; (d) λ = 2 for p = 0.1, 100 and 200 MPa. Larger cavities (λ) inhibit end-point singularity. 
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II. PHENANTHRENE (CRYSTAL) 
In the extended Einstein crystal scheme, we have introduced the idea of “Central 
Atom” and “Orientational Atoms”, controlling the location and orientation of a 
molecule respectively1.  Such a central-orientational spring arrangement is termed the 
“Einstein Arrangement” or “EA” in our work.  We fix a set of atoms to their original 
coordinates, via harmonic springs of varying strength (Kmax for central atoms, and 0 < 
K < Kmax depending on thermodynamics states). Fig. S2 below shows the two Einstein 
arrangements used for phenanthrene in the present work, and Table S5 below 
summarize our solid free energies.  
TABLE S5 Computed absolute solid free energies of phenanthrene and their averages at p 
=0.1-200 MPa and T = 298 K. Energies are in kJ/mol and Kmax is in kJ/mol/Å2. 
p/MPa EA Thermostata Kmax Asolid/Nsolid pVsolid/Nsolid Gsolid/Nsolid 
0.1 1 Nosé–Hoover 1 10460 −57.76 0.00 −57.76 
0.1 1 Nosé–Hoover 2 10460 −57.91 0.00 −57.91 
0.1 1 Langevin 1 10460 −57.54 0.00 −57.54 
0.1 1 Langevin 2 10460 −57.47 0.00 −57.47 
0.1 2 Nosé–Hoover 10460 −58.23 0.00 −58.23 
0.1 2 Langevin 10460 −58.24 0.00 −58.24 
Average       −57.86  
100 2 Nosé–Hoover 10460 −58.04 14.78 −43.26 
100 2 Langevin 10460 −57.95 14.78 −43.17 
Average      −43.21 
200 2 Nosé–Hoover 10460 −58.17 29.16 −29.01 
200 2 Langevin 10460 −58.21 29.16 −29.05 
Average      −29.03 
a The number labeling after the thermostat type indicates different constants c in computing 
ΔA1 and ΔA2. See reference 1 for usage of c for (different) ΔA2 and ΔA0 in the Einstein crystal 
method; c is generally between 0-6 in this work.  
 
 
 
 
 
  
FIG. S2. (a) Einstein arrangement 2; (b) Einstein arrangement 1. Different atom types are 
colored differently: the white atoms are hydrogen atoms; the cyan atoms are non-aromatic 
carbon atoms; the yellow atoms are the aromatic carbon atoms; the red atom is a virtual non-
interacting central atom in the Einstein crystal.  
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III. ERROR CALCULATION FOR FIG.3 – PHENANTHRENE SOLUBILITY  
Here we show how we calculated the statistical error of the aqueous solubility of 
phenanthrene in Fig. 3.  
The procedure is the same as in reference 1. 
To calculate solubilities in mole fractions, the following relationship was used:  
x = ρsolute ρsolution  
where ρsolution and ρsolute  are number densities of the solution and solute in the 
solution respectively, and x is the mole fraction. At infinitely dilution limit,
 
ρsolution  
= 
ρsolvent = 977.8(2) kg/m
3 = 0.032684(1) water molecules per Å3. 
The number density solubility of phenanthrene was calculated from Eq. (A4) in 
the main text,  
kBT ln ρsolute( )+Δµexcess = Asolid + pVsolid( ) Nsolid       
For p = 0.1 MPa and T = 298 K, Gsolid  = Asolid = −57.858 kJ/mol, and Δµexcess  = 
−12.246 kJ/mol. The statistical error in Gsolid  and Δµexcess  can be taken to be around 
0.15 kJ/mol and 0.50 kJ/mol, so we can take the total error to be 0.65 kJ/mol, hence,  
ln ρsolute( )  = −45.612 (650) kJ/mol = −18.409(262) kBT (per molecule) 
If y = ex , then the error in y, Δy = Δx× ex ; we have ρsolute = exp(−18.409) = 1.01 
× 10−8 (number of solute molecules in 1 Å3 = 0.001 nm3), so Δρsolute  = 0.262 × 1.01 × 
10−8 = 2.65 × 10−9 (number of solute molecules in 1 Å3 = 0.001). 
Neglecting the error of ambient water density and taking ρsolution = <ρsolvent> gives 
the mole fraction solubility as,   
x = ρsolute ρsolution = (1.01 × 10
−8/0.032684) = 3.09 × 10−7 
Δx = Δρsolute ρsolution = (2.65 × 10
−9/0.032684) = 8.10 × 10−8 
If y = ln x , the error in y, Δy = Δx x .  
In Fig. 3 (a), the error of the natural logarithm of mole fraction solubility ln x at 
ambient conditions is, Δ ln x  = 8.10 × 10−8/3.09 × 10−7= 0.262. 
The same procedure of error propagation was applied to data points at other 
pressure/temperature and other compounds. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
IV. CALCITE – IONIC CHARGING FREE ENERGY  
This session explains how we obtained ΔGexcesssolute-solvent  in Eq. (5) in the main text. 
For a single ion with charge qi at position r in solution, its electrostatic potential 
energy is2-3, 
U r,qi( ) = qiϕ r( )+1 2qi2ξEW       (S1)
  
where ϕ r( )  is the total electrostatic potential at r.  
We use 0 ≤α ≤1  as our linear atomic (partial) charge ratio, with qi =αq ,  
U r,α( ) =U α( ) =αqϕ r( )+1 2 αq( )
2
ξEW     
(S2) 
Separating the ion-solvent interaction and ion-ion self-interaction in Eq. (S2), 
Usolute-solvent α( ) =αqϕ r( )        (S3) 
Usolute-solute α( ) =1 2 αq( )
2
ξEW       
(S4) 
For the total charging free energy ΔGtotal , 
ΔGtotal = ΔGsolute-solvent +ΔGsolute-solute      (S5) 
The solute-solvent ΔGsolute-solvent  is,  
ΔGsolute-solvent = ∂Usolute-solvent α( ) ∂α
α
dα01∫ 	   	   	   	   (S6) 
The integrand in Eq. (S6) for ΔGsolute-solvent  is,   
∂Usolute-solvent α( ) ∂α = qϕ r( ) = Usolute-solvent α( ) α    (S7) 
Thus we sample Usolute-solvent α( ) α  in our simulations.  
For the finite-size correction ΔGsolute-solute
2, we use,  
ΔGsolute-solute =1 2 αq( )
2
ξEW |α=1 −1 2 αq( )
2
ξEW |α=0=1 2q2ξEW 	   	   (S8)	  
At constant pressure simulation where the box volume changes, ξEW  should also 
be averaged4. So we sample 1 2q2 ξEW  in our simulations.  
In reference 2, the excess single-ion solvation free energies were computed via 
the second-order perturbation, where the second-order term in the Taylor expansion 
of the ionic charge was included in the free energy. However, for accurate extractions, 
this requires longer runs – 100000 Monte Carlo data with were sampled for each α 	  in 
reference 2 compared to 2000 data our work (every two data points are 500 fs apart), 
while the improvement is mild for the purpose of solubility estimation. Table S6 
below shows our results (1000 data and 8 values of α ) of repeating Hummer’s work 
in computing the free energy of charging Straatsm-Berendsen4 Na+ in SPC (simple 
point charge) water and NVT ensemble, as well as Hummer’s results (100000 data and 
8 values of α ). In this case the Helmthotz free energy A is used instead of G because 
reference 2 has employed a fixed volume. The difference between the two works is a 
few kJ/mol and of similar magnitude to the variation within Hummer’s own results.  
 
Table S6 Charging free energies of Na+ compared with Hummer’s work2. Energies are in kJ/mol. 
  Source NSPC ΔAsolute-solute ΔAsolute-solvent ΔAtotal 
TI (charging)  This Work 256 −100 −301 −402 
TI (charging) Hummer 256 −100 −304 −404 
TI (decharging) Hummer 256 −100 −306 −406 
TI (charging) This Work 32 −198 −209 −407 
TI (charging) Hummer 32 −198 −205 −403 
TI (decharging) Hummer 32 −198 −209 −407 
 
 
 
 
 
 
V. CALCITE – VAN DER WAALS SOLVATION FREE ENERGY  
A. p = 0.1 MPa and T = 298 K 
Fig. S3 (a) and (b) below are plots of the computed excess van der Waals 
solvation free energies of the charges-free Ca0 and CO30, i. e. ΔGexcessvdwl , with varying 
cavity size λ, at p = 0.1 MPa and T = 298 K. Data are also summarized in Table S7 
and S8 below. 
 
 
FIG S3 (a) Computed van der Waals excess solvation free energies of Ca0 in SPC/Fw water at 
p = 0.1 MPa and T = 298 K via the cavity method. The dashed red line is the average of the 
four data points in the range of λ = −1.5 and λ = 0.0; (b) computed van der Waals excess 
solvation free energies of CO30 in SPC/Fw water at p = 1 atm and T = 298 K via the cavity 
method. The dashed blue line is the average of the four data points in the range of λ = −1.5 
and λ = 0.0. 
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(a) 
(b) 
Excess Solvation Free Energy of Ca0 in Water at 
0.1 MPa & 298 K 
Excess Solvation Free Energy of CO30 in Water at 0.1 
MPa & 298 K 
34.08 
15.22 
 TABLE S7 Computed van der Waals excess solvation free energies of Ca0 in SPC/Fw water 
at p = 0.1 MPa and T = 298 K. Energies are in kJ/mol. 
λ Ggrow Ginsert Gshrink Δµexcessvdwl 
−2 81.4 −0.9 −65.4 15.1(3) 
−1.5 107.1 −0.8 −91.1 15.2(3) 
−1 136.1 −0.5 −120.5 15.1(4) 
−0.5 168.4 −0.3 −152.9 15.3(4) 
0 203.8 −0.2 −188.3 15.3(5) 
0.5 241.7 −0.1 −226.5 15.2(5) 
 
TABLE S8 Computed van der Waals excess solvation free energies of CO30 in SPC/Fw water 
at p = 0.1 MPa and T = 298 K. Energies are in kJ/mol. 
λ Ggrow Ginsert Gshrink Δµexcessvdwl 
−2 81.4 3.3 −50.8 33.9(3) 
−1.5 107.1 1.1 −74.1 34.1(3) 
−1 136.1 0.2 −102.4 34.0(3) 
−0.5 168.4 0.0 −134.4 34.1(4) 
0 203.8 0.0 −169.7 34.1(4) 
0.5 241.7 0.0 −207.8 33.9(5) 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
B. p = 0.1 MPa and T = 323 K 
Fig. S3 (a) and (b) below are plots of the computed excess van der Waals 
solvation free energies of the charges-free Ca0 and CO30, i. e. ΔGexcessvdwl , with varying 
cavity size λ, at p = 0.1 MPa and T = 323 K The results are also summarized in Table 
S9 and S10 below. 
 
 
FIG S4 (a) Computed van der Waals excess solvation free energies of Ca0 in SPC/Fw water at 
p = 0.1 MPa and T = 323 K via the cavity method. The dashed red line is the average of the 
four data points in the range of λ = −1.5 and λ = 0.0; (b) computed van der Waals excess 
solvation free energies of CO30 in SPC/Fw water at p = 1 atm and T = 298 K via the cavity 
method. The dashed blue line is the average of the four data points in the range of λ = −1.5 
and λ = 0.0. 
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TABLE S9 Computed van der Waals excess solvation free energies of Ca0 in SPC/Fw water 
at p = 0.1 MPa and T = 323 K. Energies are in kJ/mol. 
λ Ggrow Ginsert Gshrink Δµexcessvdwl 
−2 80.1 −0.8 −63.4 16.0(3) 
−1.5 105.1 −0.8 −88.5 15.9(3) 
−1 133.2 −0.5 −116.9 15.8(3) 
−0.5 164.2 −0.3 −148.3 15.6(4) 
0 198.1 −0.2 −182.2 15.7(4) 
0.5 234.6 −0.1 −218.8 15.6(5) 
 
TABLE S10 Computed van der Waals excess solvation free energies of CO30 in SPC/Fw 
water at p = 0.1 MPa and T = 323 K. Energies are in kJ/mol. 
λ Ggrow Ginsert Gshrink Δµexcessvdwl 
−2 80.1 3.7 −49.2 34.6(2) 
−1.5 105.1 1.2 −71.6 34.8(3) 
−1 133.2 0.3 −98.8 34.7(3) 
−0.5 164.2 0.0 −129.8 34.5(3) 
0 198.1 0.0 −163.9 34.1(4) 
0.5 234.6 0.0 −200.5 34.1(4) 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
C. p = 0.1 MPa and T = 348 K 
Fig. S3 (a) and (b) below are plots of the computed excess van der Waals 
solvation free energies of the charges-free Ca0 and CO30, i. e. ΔGexcessvdwl , with varying 
cavity size λ, at p = 0.1 MPa and T = 348 K The results are also summarized in Table 
S9 and S10 below. 
 
 
 
FIG S5 (a) Computed van der Waals excess solvation free energies of Ca0 in SPC/Fw water at 
p = 0.1 MPa and T = 348 K via the cavity method. The dashed red line is the average of the 
four data points in the range of λ = −1.5 and λ = 0.0; (b) computed van der Waals excess 
solvation free energies of CO30 in SPC/Fw water at p = 1 atm and T = 348 K via the cavity 
method. The dashed blue line is the average of the four data points in the range of λ = −1.5 
and λ = 0.0. 
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TABLE S11 Computed van der Waals excess solvation free energies of Ca0 in SPC/Fw water 
at p = 0.1 MPa and T = 348 K. Energies are in kJ/mol. 
λ Ggrow Ginsert Gshrink Δµexcessvdwl 
−2 78.6 −0.7 −61.6 16.3(3) 
−1.5 102.8 −0.7 −85.6 16.5(3) 
−1 129.8 −0.5 −112.9 16.5(3) 
−0.5 159.7 −0.5 −143.0 16.2(4) 
0 192.2 −0.2 −175.6 16.5(4) 
0.5 227.1 −0.2 −210.7 16.2(4) 
 
TABLE S12 Computed van der Waals excess solvation free energies of CO30 in SPC/Fw 
water at p = 0.1 MPa and T = 348 K. Energies are in kJ/mol. 
λ Ggrow Ginsert Gshrink Δµexcessvdwl 
−2 78.6 4.5 −47.1 36.0(2) 
−1.5 102.8 1.2 −68.5 35.5(3) 
−1 129.8 0.3 −94.6 35.5(3) 
−0.5 159.7 0.0 −124.5 35.3(3) 
0 192.2 0.0 −157.2 35.0(4) 
0.5 227.1 0.0 −192.3 34.8(4) 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
D. p = 100 MPa and T = 298 K 
Fig. S6 (a) and (b) below are plots of the computed excess van der Waals 
solvation free energies of the charges-free Ca0 and CO30, i. e. ΔGexcessvdwl , with varying 
cavity size λ, at p = 100 MPa and T = 298 K The results are also summarized in Table 
S13 and S14 below. 
 
 
 
 
FIG S6 (a) Computed van der Waals excess solvation free energies of Ca0 in SPC/Fw water at 
p = 100 MPa and T = 298 K via the cavity method. The dashed red line is the average of the 
four data points in the range of λ = −1.5 and λ = 0.0; (b) computed van der Waals excess 
solvation free energies of CO30 in SPC/Fw water at p = 1 atm and T = 348 K via the cavity 
method. The dashed blue line is the average of the four data points in the range of λ = −1.5 
and λ = 0.0. 
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38.75 
 
 
 
TABLE S13 Computed van der Waals excess solvation free energies of Ca0 in SPC/Fw water 
at p = 100 MPa and T = 298 K. Energies are in kJ/mol. 
λ Ggrow Ginsert Gshrink Δµexcessvdwl 
−2 90.8 −0.8 −72.6 17.4(3) 
−1.5 122.2 −1.0 −103.6 17.6(3) 
−1 158.8 −0.7 −140.4 17.7(4) 
−0.5 200.7 −0.5 −182.7 17.6(4) 
0 248.0 −0.3 −230.0 17.7(5) 
0.5 300.4 −0.2 −282.8 17.5(5) 
 
 
TABLE S14 Computed van der Waals excess solvation free energies of CO30 in SPC/Fw 
water at p = 100 MPa and T = 298 K. Energies are in kJ/mol. 
 
λ Ggrow Ginsert Gshrink Δµexcessvdwl 
−2 90.8 5.2 −57.1 38.9(2) 
−1.5 122.2 1.9 −85.1 39.0(2) 
−1 158.8 0.4 −120.3 39.0(3) 
−0.5 200.7 0.1 −162.2 38.6(3) 
0 248.0 0.0 −209.5 38.5(3) 
0.5 300.4 0.0 −262.1 38.3(4) 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
E. p = 200 MPa and T = 298 K 
Fig. S6 (a) and (b) below are plots of the computed excess van der Waals 
solvation free energies of the charges-free Ca0 and CO30, i. e. ΔGexcessvdwl , with varying 
cavity size λ, at p = 200 MPa and T = 298 K The results are also summarized in Table 
S15 and S16 below. 
 
 
 
FIG S7 (a) Computed van der Waals excess solvation free energies of Ca0 in SPC/Fw water at 
p = 200 MPa and T = 298 K via the cavity method. The dashed red line is the average of the 
four data points in the range of λ = −1.5 and λ = 0.0; (b) computed van der Waals excess 
solvation free energies of CO30 in SPC/Fw water at p = 1 atm and T = 348 K via the cavity 
method. The dashed blue line is the average of the four data points in the range of λ = −1.5 
and λ = 0.0. 
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43.77 
TABLE S15 Computed van der Waals excess solvation free energies of Ca0 in SPC/Fw water 
at p = 200 MPa and T = 298 K. Energies are in kJ/mol. 
λ Ggrow Ginsert Gshrink Δµexcessvdwl 
−2 98.6 −0.7 −78.8 19.0(2) 
−1.5 134.6 −1.0 −114.5 19.2(2) 
−1 177.6 −0.8 −157.9 18.9(3) 
−0.5 227.8 −0.6 −208.3 19.0(3) 
0 285.6 −0.4 −266.2 19.0(4) 
0.5 350.3 −0.2 −331.5 18.6(4) 
 
 
TABLE S16 Computed van der Waals excess solvation free energies of CO30 in SPC/Fw 
water at p = 100 MPa and T = 298 K. Energies are in kJ/mol. 
 
λ Ggrow Ginsert Gshrink Δµexcessvdwl 
−2 98.6 7.2 −62.2 43.5(2) 
−1.5 134.6 2.9 −93.6 44.0(2) 
−1 177.6 0.8 −134.5 43.9(3) 
−0.5 227.8 0.1 −184.3 43.6(3) 
0 285.6 0.0 −242.0 43.5(3) 
0.5 350.3 0.0 −307.3 43.0(4) 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
VI. CALCITE – CHARGING FREE ENERGY  
Fig. S8 blow is a plot of the linear integrands Usolute-solvent α( ) α
α ,NpT  
at different 
linear charge ratios for both Ca2+ and CO32−.  Ions at other temperatures and pressures show 
similar trends. 
 
 
 
FIG S8 Usolute-solvent α( ) α
α ,NpT  
during ionic charging at p = 1 atm and T = 298 K for (a) 
Ca2+; (b) CO32−. Error bars are smaller than the data marker sizes; plots of other temperatures 
and pressures are similar.  
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VII. CALCITE- VAN DER WAALS/CHARGING CONTRIBUTIONS 
 
FIG S9 The pressure dependence of the van der Waals contribution ∂Δµexcessvdwl ∂p( )T  and the 
charging contribution ∂Δµexcesscharing ∂p( )T  for Δµexcess = Δµexcess
vdwl +Δµexcesscharing  at T = 298 K for 
Ca2+ and CO32−. Error bars for the van der Waals contributions are typically around 0.3-0.4 
kJ/mol and error bars for the charging contributions are typically around 0.3-0.5 kJ/mol.  
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VIII. CALCITE- RADIAL DISTRIBUTION FUNCTIONS 
 
 
FIG S10 (a) Radial distribution functions gOO(r) for SPC/Fw oxygen in the SPC/Fw reference 
and in our work at ambient conditions4-5 computed in PME6/PPPM7; (b) radial distribution 
functions gOcOw(r) between the carbonate oxygen and SPC/Fw oxygen8; (c) radial distribution 
functions gCcOw(r) between the carbonate carbon and SPC/Fw oxygen8; (d) radial distribution 
functions gCaOw(r) between the calcium ion and SPC/Fw oxygen8. We have obtained the 
SPC/Fw water density of 1010.7(1) kg/m3, compared with 1012(16) in the literature4 and 
1009.9(2) kg/m3  9.  
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X. CALCITE – CRYSTALS  
 
Table S17 below summarizes our average lattice parameters of the calcite lattice 
parameters at ambient conditions, in comparison with the simulations of reference 8 
and with experimental data10. The agreement with the simulation reference is good, 
although comparison with experiment shows that the calcite model slightly 
overestimates the crystal density, and our average equilibrated lattice parameters a, b 
and c are around 0.2-0.5 % larger than the experiments values.  In our 3.5 ns NpT 
equilibrations, we allowed all six parameters to change during the relaxation while the 
simulation reference has kept the cell angles fixed during 5 ns NpT simulations. 
 
 
TABLE S17 Average simulated lattice parameters at p = 0.1 MPa and T = 298 K in 
comparison with the simulation reference7 and experiments8.  
Lattice 
Parameters 
This work 
(average) 
Simulation 
Reference Experiment 
a/Å  4.9362(2) 4.935 4.991 
b/Å 4.9359(2) 4.935 4.991 
c/Å 17.2291(7) 17.221 17.068 
γ/° 119.999(3) 120.000 120.000 
 
 
 
 
 
 
 
 
 
 
 
 XI. CALCITE – ABSOLUTE SOLID FREE ENERGY  
As a test of the robustness of our approach, we have also computed the ambient 
ΔA0 using two different Einstein arrangements (see Table S18 below). We notice that 
for the carbonate ion, the two values agree within a few statistical errors.  
 
TABLE S18 ΔA0 for ambient calcite with two different Einstein arrangements on the 
carbonate ion. Energies are in kJ/mol. 
Einstein Arrangement of CO32−  ΔA0/NCaCO3 
C atom as the "Central Atom" −67.81(4) 
One of the O atoms as the "Central Atom" −67.94(4) 
 
 
In addition, for ΔA1 at ambient conditions, we have tried changing the order in 
which the thermodynamic integration (switching on charges/van der Waals 
interactions first) were carried out, and the results are shown in Table S19 below.  
 
TABLE S19 ΔA1 for ambient calcite with two different orders. Energies are in kJ/mol. 
 ΔA1/NCaCO3 
Growing Charges First −2879.688(2) 
Growing van der Waals Interactions First −2879.682(2) 
 
 
TABLE S20 The absolute solid free energy of calcite and its components at ambient 
conditions (C atom as the Central atom & growing van der Waals first). Energies are in 
kJ/mol. 
 
 ACaCO3=A0+ΔA0+ΔA1+ΔA2+ ΔAsymmetry	   kJ/mol 
A0/NCaCO3 53.543 
ΔA0/NCaCO3 67.85 
ΔA1/NCaCO3 −2879.688 
ΔA2/NCaCO3 −76.145 
ΔAsymmetry/NCaCO3 −4.44 
ACaCO3 −2838.88 
 
 
 
In the main text, we have briefly compared the solid free energies and 
thermodynamic stability of calcite and aragonite in agreement with experiments. In 
Table S21 below, we have included the solid free energies of calcite and aragonite.  
 
TABLE S21 Computed absolute solid free energies of calcite and aragonite at p = 0.1 MPa 
and T = 298 K. Energies are in kJ/mol per formula unit. The formula units are included in the 
brackets.  
 Asolid/Nsolid 
Calcite(CaCO3) −2838.84 
Aragonite(CaCO3) −2837.74 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
CAFFEINE 
Fig. S4 shows a plot of our computed van der Waals contributions for an atomic-
partial-charges-free caffeine molecule in water at various cavity size λ. The red 
dashed line give an average value of −4.29(40) kJ/mol (between λ = 0.5 to λ = 3.5).  
 
FIG S11 Computed excess solvation free energies of a partial-charges-free caffeine in water. 
 
TABLE S21 Computed van der Waals excess solvation free energies of an atomic-partial-
charges-free caffeine in water at p = 0.1 MPa and T = 298 K. Energies are in kJ/mol. 
  Ggrow Ginsert Gshrink   
3.5 519.0 −8.0 −515.0 −4.0(4) 
3.25 492.6 −8.8 −487.9 −4.1(4) 
3 466.6 −9.9 −461.3 −4.5(4) 
2.75 441.2 −11.0 −434.6 −4.4(4) 
2.5 416.3 −12.4 −408.3 −4.4(4) 
2.25 391.8 −14.3 −381.8 −4.3(4) 
2 367.9 −16.4 −355.8 −4.2(4) 
1.5 322.1 −22.2 −304.2 −4.3(3) 
1 278.6 −30.0 −253.1 −4.5(3) 
0.5 238.1 −38.6 −203.6 −4.1(2) 
0 200.6 −48.4 −157.3 −5.1(2) 
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4.29 (average between λ=0.5 to λ=3.5) 
Fig. S5 below shows a plot of Usolute-solvent α( ) α
α ,NpT
 for three series of charge 
ratio α . The average sum via Trapezoid rule gives a charging free energy of −57.5(4) 
kJ/mol (trapezoid rule).  
 
 
FIG S12 Charging free energy of caffeine in water: Usolute-solvent α( ) α
α
 for three sets of α.  
 
 
 
FIG S13 Einstein arrangements for computing the crystal free energies Asolid of β-caffeine: (a) 
A; (b) B; (c) C; (d) D; (e) E.  The cyan atoms are carbon, the white atoms are hydrogen, the 
blue atoms are nitrogen and the red atoms are oxygen. Carbon atom 1 has been consistently 
used as the “Central Atom”, while the other labeled atoms are “Orientational Atoms” for the 
corresponding Einstein arrangement respectively. Methyl groups are freely rotating in all 
solid simulations. 
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TABLE S22 Computed Asolid of β-caffeine with different Einstein arrangements (EA). Asolid is 
in kJ/mol and Kmax is in kJ/mol/Å2.  
EA Kmax Acaffeine/Ncaffeine 
A 10460 −103.32(8) 
A 20920 −103.16(8) 
B 10460 −103.73(8) 
B 20920 −103.49(8) 
C 10460 −104.14(8) 
D 10460 −102.41(8) 
E 10460 −100.57(8) 
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