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1. Introduction 
In this paper, we shall consider the following n th order ordinary differential equation 
#)=f(t, x), n>,2, (1.1) 
together with the (n, p) boundary conditions 
or (P> n> 
In (l.l), 
xQ+z)=A,, O<i<n-2, 
xCP)(b) = B, 0 <p < n - 1 and fixed, 
boundary conditions 
(1.2) 
xcP)(a)=B, O<p<n-landfixed, 
x”‘(b) =A,, 0 < i < n - 2. (1.3) 
x stands for (x, x’, . . . , ~(4) ), 0 d 4 < n - 1 and the function f is assumed to be 
continuous on [a, b] X Iw q+l When f is linear these boundary value problems arise in determin- . 
ing the intervals of nonoscillation [7,8]. As such (l.l), (1.2) or (1.3) has been considered in detail 
by Erbe [5] and Agarwal [2,3]. For n = 2, q =p = 1 and their relations to n = 2, q = 1, p = 0 in 
existence and uniqueness theory are well known [l]. In general, the analytical solution of (l.l), 
(1.2) or (1.3) even when f is linear and independent of (x’, x”, . . . , xcq)) cannot be determined. 
Faced with this difficulty we resort to numerical methods and in [l] several iterative and shooting 
type of methods have been examined. The purpose of this paper is to provide sufficient 
conditions for q G p so that the Picard iterative scheme for the boundary value problem (1.1) 
(1.2) or (1.3) converges monotonically to the solution of the problem. For this, we need a 
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sequence of lemmas which are stated in Section 2. Main results are in Section 3, whereas in 
Section 4 we provide an example which illustrates the usefulness of our results. Obviously, from 
the computational point of view monotone convergence has superiority over ordinary conver- 
gence and several monotonic iterative schemes for different problems have been developed and 
analysed in the recent monograph [6]. 
2. Same basic lemmas 
Lemma 2.1 [2]. The Green’s function g( t, s) of the boundary value problem 
x(n) = 0 
x(‘)(a)lO, O<i<n-1, 
xCP’(b)=O, O<p<n-1 andfixed,? 
can be written as 
dt, 4 = (nyqj I (t-a)~-‘(~)~~p-l-(t-s)~-l, s<t, (t _ a)“p’(~)nppel, 
and 
-g”‘(t, s)>,O, O<i<p 
on [a, b] X [a, b], where g”‘( t, s) denotes the ith derivative 
Lemma 2.2 [2]. The Green’s function h( t, s) of the boundary 
x(n) = 0 
x’P’(a)‘=O, O<p<n-1 andfixed, 
x(‘)(b)=O, O<i<n-2, 
can be written as 
dig< t, s)/W. 
value problem 
s d t, 
h(t, s) = ‘(-“;;; @ - t)“-‘i ~)“-“-‘T 
n 
I 
. (b-t)“-‘(~)~~~-l-(S-t)ri-l, s>t> 
and 
(-1) n+r+lh(i)(t, s) >, 0, 0 < i <p 
on [a, b] X [a, b]. 
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Lemma 2.3 [2]. The unique polynomial of degree (n - 1) satisfying (1.2) is 
n-2 pa>; 
e-,(t) = c 
i=O 
i! 
n-p-2 (b _ a)iA 
c 
(n-p-l)! (t-a)“-’ 
p+r 1=0 
i! 1 (n-l)! (6_a)"-"l' 
Lemma 2.4 [2]. The unique polynomial of degree (n - 1) satisfying (1.3) is 
n-2 
Q,_,(t)= c (-l)‘(b;t)‘A, 
1=0 
n-p-2 
c (-l)'+p(h;,a)'~p+i 
I 
(n-p - l)! x (b-t)“-’ 
i=o (n - l)! (b - a)n-P-’ 
Lemma 2.5. Let (E, 6) be a partially ordered space and x0 d y. be two elements of E. [x0, y,] 
denotes the interval {x E E: x0 =G x dy,}. Let T: [x0, yo] -+ E be an isotone operator (T(x) Q 
T(y), whenever x < y) and let it possess the properties 
(ii) the (nondecreasing) sequence { T”(x,)} where T’(x,) = x0. T”+‘(x,) = T[T”(x,)] for 
each m = 0, 1,. _ . is well defined, i.e., T”( x0) <y, for each natural m; 
(iii) the sequence { T”( x0)} has sup x E E, i.e., T”( x0) t x; 
(iv) T”+‘( x0) t T(x). 
(9’ T(Y,) =s yo; 
(ii)‘the (nonincreasing) sequence { T”‘( y,)} is well defined, i.e., T”( yo) >, x0 for each natural 
(iii)‘% sequence { T”( y,)} has inf y E E, i.e., T”(Yo) 1 Y; 
(iv)’ T”+‘(Y,) L T(Y). 
Then, x = T(x) and for any other fixed point z E [x o, y,] of T, x dz is true. (Then, y= T(y) 
and for any other fixed point z E [x0, yo] of T, z < y is valid.) 
Moreover, if T possesses both properties (i) and (i)‘, then the sequences { T”(x,)}, { T”( y,)} 
are well defined and if, further, T has the properties (iii), (iii)’ and (iv), (iv)’ then 
x,<T(x,)b ... <T”(x,)b ... dx<y< ... T”(yo)< ... <T(yo)<yo 
and x = T(x), y = T(y), also any other fixed point z E [x0, y,] of T satisfies x < z <y. 
Proof. This lemma is stated in [9] and its proof is based on Viswanatham’s lemma [l] and an 
existence theorem due to Bange [4]. 0 
Lemma 2.6 [lo]. Let M > 0 and { xm( t)} be a sequence of functions in C’“‘[a, b] such that 
] x,(t) 1 G M and 1 xr’ (t) 1 < M for all m. Then, there exists a subsequence {x,(,)(t)} such that 
{xZ,'jJ(t>l conuerges uniformly on [a, b] for each i, 0 < i < n - 1. 
226 R. P. Agmwul / Iterative methods for boundary value problem 
In the space Cc4)[u, b] we shall consider the norm IIxII = max,.,.,{max..,.,Ix”‘(t) I}. 
Define an operator T(U) mapping Ccq’[ a, b] into Ccq’[ a, h] as follows 
T(x)(t) =4-,(t) + /k, s)f(s> x(s)) ds, (24 
a 
[u(x)(t) = Q,-,(t) +/k. s)f(s, x(s)) dsj. (2.2) 
Lemma 2.7. The mapping T(U) deined in (2.1)((2.2)) from Ccq)[u, b] into itself is continuous and 
Proof. The proof is quite standard and hence eliminated. q 
compact. 
3. Main results 
In the space C(q’[ a, b] we shall introduce a partial ordering. For this, we need to consider the 
following three cases 
(i) the boundary value problem (1.1) (1.2) 
(ii) n is odd and the boundary value problem (l.l), (1.3) 
(iii) n is even and the boundary value problem (l.l), (1.3). 
We shall consider only the case (ii), whereas results for the other two cases can be stated 
analogously. For x, y E C(q)[u, b] we say that x <y if and only if x”‘(t) d y”)( t), 0 -c i(odd) Q 
4; x(‘)(t) >-y”‘(t), 0 G i(even) G 4 for all t E [a, b]. Thus, from Lemma 3.2, h”‘( t, s) d 0, if 
0 < i(odd) < 4 and h”‘( t, s) > 0 if 0 d i(even) d q for all a G s, t < b. 
In our main result, we need the existence of a lower and an upper solution of (1.1) which are 
defined as follows: We call a function + E C(n)[u, b] a lower solution of (1.1) provided 
P’(t) >f(t, G(t)), t E [a, bl. 
Similarly, a function cp E Ccn)[u, b] is called an upper solution of (1.1) if 
P(t) <f(t, cp(t>), t E [a, bl. 
Theorem 3.1. With respect to the boundary value problem (l.l), (1.3) assume that n is odd and the 
function f( t, x0, x1,. . . , x4) is nonincreasing in x, for all 0 < i(odd) < q and nondecreasing in xi 
for all 0 G i(even) < q. Further, let there exist lower and upper solutions x0(t), yO( t) of (1.1) such 
that 
x0 GYO 
and 
Q,- 1,.x, G Qn-, G Qn-l,yo 
where Q,_,,,,,(t) and Q,_,,,(t) are the poZynomiuls of degree (n - I), satisfying 
Q!?,,,,(a) =&f’(a), Q:?,.,,,(b) =x$‘(b), 0 d i < n - 2, 
and 
Q:“‘,.&> =~o’%>> Qc?,,,( b) = y,“)( b), 0 < i < n - 2, 
respectively. 
(3.1) 
(3.2) 
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Then, the sequences { x, }, { y, } w ere xn?( t) and y,( t) are defined by the iterative schemes h 
y,n+&> =Q,-,(t) + /‘h(t> s)f(s, y,(s)) ds, m=O, 1 >“’ 
a 
are well defined and { x, } converges to an element x E C’q’[a, b], { y,,,} converges to an element 
y E C’q’[ a, b] (the convergence being in the norm of Ccq’[ a, b]). Further 
xo<xl< **. <X,6 .*a =Gx<y< ... <y,< ... <y1<yo, 
x(t) and y( t) are solutions of (l.l), (1.3) and each solution z(t) of this problem which is such that 
z E [x0, y,] satisfies x < z d y. 
Proof. First, we shall show that the operator U defined in (2.2) is isotone. For this, let 
x y E Ccq)[a b] and x < y, then from the partial ordering x(‘)(s) <y”‘(s), 0 < i(odd) $ q; 
x;;)(s) a~(‘)(;), 0 < i(even) < q for all s E [a, b], and hence from the monotonic property of f, 
we have f(s, y(s)) <f( S, X(S)), s E [a, b]. Thus, from the sign property of the Green’s function 
(Lemma 2.2) it follows that 
h(‘)(t, s)f(s, X(S)) d h(‘)(t, s)f(s, y(s)) for all 0 < i(odd) d q, s, tE [a, b] 
and 
h(‘)(t, s)f(s, x(~))>h(~)(t, s)f(s, y(s)) forallOGi(even)<q, 3, tE [a, b]. 
From these inequalities U(x) < U(y) is obvious, and this completes the proof of U being 
isotone. 
Next, since x,,(t) is a lower solution, for 0 -C i(odd) < q, we have 
x;)(t) = Q;‘,(t) + /‘h”‘( t, s)xb”)(s) ds 
a 
< Q:“,(t) + lDh”‘( t, s)f(s, x,,(s)) ds = U(x,,>(t>. 
(1 
This together with the inverse inequality for 0 G i(even) d q implies that x0 < T( x0) in Ccq’[ a, b]. 
The inequality T( yO) G y, can be proved analogously. Thus, the conditions (i) and (i)’ of Lemma 
2.5 hold and in conclusion the sequences { U”( x0)}, { Um( y,)} are well defined. 
Since Um(xo) = U( U”-‘(x0)), we have U”(x,) = x, and U”( yO) = y,. For each i, 0 < 
i(odd) < q the sequence {x(‘)(t)} is nondecreasing and bounded from above by yA”( t), t E [a, b]. 
Also, for each i, 0 < i(eve”;l) < q the sequence { xg’( t)} is nonincreasing and bounded from 
below by y,j’)(t), t E [a, b]. A similar argument holds for the sequences { yL’( t)}. Hence, in 
conclusion the sequences { x,$‘(t)}, { yz’( t)}, 0 < i < q are uniformly bounded on [a, b]. 
Now on using the above monotonicity properties, it is easy to verify that 
y,‘“‘(t) <f(t, yo(t>) d x??,(t) <f(t, x0(t)) <x6”‘(t), t E [a, b] 
for all m. A similar argument holds for the sequence { yz’( t)}. Hence, the sequences {xc’(t)}, 
{ yz’( t)} are also uniformly bounded on [a, b]. Thus, from Lemma 2.6 there exist subsequences 
Cx < i 4 q which converge uniformly on [a, b]. However, since for each i 
the~~~~~k~ce’~~~~rrll;,o~ yz’( t)} are monotonic, we conclude that the whole sequences { x,(t)}, 
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{ y,(t)} converge uniformly to some x(t), y(t) such that x, y E Cc4’[ a, b], i.e., U”( x0) t x and 
U”(Y0) L Y. 
Finally, from the continuity of U (Lemma 2.7) it is obvious that 
U”+‘(xO) = U(Um(xO))?U(x) and Um+‘(yO) = U(U”(y,))lU(y). 
Hence, the conditions of Lemma 2.5 are satisfied and the conclusions of Theorem 3.1 follow. 
0 
4. An example 
Consider the boundary value problem 
X 
11, x 
=e 
x'(O)=X(l) = x’(l)=O. 
Obviously, n = 3 is odd, and the function f( t, x) = ex is nondecreasing in x. 
For the function x,(t) = (t - 1)2(t + i), we have 
xd”(t)=6>e~p[(t-l)~(t+j)] =eXo(‘), 0<t<1, 
and hence it is a lower solution of (4.1). 
Similarly, for yO( t) = 0, we find 
y”‘(t)=O<l=eO=eYO(‘), O<t<l, 
(4.1) 
(4.4 
and so it is an upper solution of (4.1). 
Next, the inequality (3.1) which reduces to x0(t) = (t - 1)2( t + i) 3 0 = yo( t), 0 < t 4 1 is 
obvious. Further, since Q,_,(t) = Qn_l,x,( t) = Q,_,,,(t) = 0 the inequality (3.2) is also satisfied. 
Thus, x,(t) = (t - 1)2( t + i) and ye(t) = 0 satisfy all the conditions of Theorem 3.1 for the 
boundary value problem (4.1), (4.2). Since, the Green’s function h( t, s) for the boundary value 
problem (4.1) (4.2) is 
h(t, s) = I :(l - t)2s, s 6 t, $(l-t)2s-(s-t)2, sat, 
the iterative schemes 
xm+l(t) = :o - t12J 
0 
Is exp[x,(s)] ds - tli(s - t)’ exp[x,(s)] ds, 
ym+l(t) = :(I- t)‘L’s ew[y,(s)] ds - tll(s - tj2 exp[y,(s)] ds, 
m=o, l,... 
(4.3) 
(4.4) 
converge monotonically to the solutions x(t), y(t) of the boundary value problem (4.1), (4.2). 
Moreover, 0 <y(t) G x(t) G (t - 1)2( t + i), 0 G t < 1. 
In Table 1 we provide numerical results which justify our claim of monotonic convergence. 
For the computation of all integrals appearing in (4.3), (4.4) we use the simple Trapezoidal rule 
Table 1 
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t 
0.000 
0.125 
0.250 
0.375 
0.500 
0.625 
0.750 
0.875 
1.000 
x,(t) x2(t) x3(t) 
0.108113476 0.087868746 0.087076001 
0.103052253 0.084021448 0.083277451 
0.089981599 0.073923800 0.073298290 
0.071966442 0.059726878 0.059252168 
0.051870310 0.043548619 0.043227239 
0.032321571 0.027467008 0.027280199 
0.015718068 0.013519237 0.013434833 
0.004259648 0.003705980 0.003684752 
0.000000000 0.000000000 0.000000000 
x4(t) 
0.087045433 
0.083248765 
0.073274178 
0.059233874 
0.043214856 
0.027273002 
0.013431581 
0.003683934 
0.000000000 
x5(t) 
0.087044255 
0.083247660 
0.073273249 
0.059233169 
0.043214379 
0.027272725 
0.013431456 
0.003683903 
0.000000000 
t 
0.000 
0.125 
0.250 
0.375 
0.500 
0.625 
0.750 
0.875 
1.000 
Yl(t) 
0.083328247 
0.079748154 
0.070308685 
0.056962967 
0.041664124 
0.026365280 
0.013019562 
0.003580093 
0.000000000 
Yz(t) y3(t> 
0.086898519 0.087038583 
0.083110841 0.083242337 
0.073158142 0.073268775 
0.059145748 0.059229774 
0.043155158 0.043212081 
0.027238285 0.027271389 
0.013415891 0.013430852 
0.003679988 0.003683751 
0.000000000 0.000000000 
Y4(l) 
0.087043991 
0.083247412 
0.073273041 
0.059233011 
0.043214272 
0.027272662 
0.013431428 
0.003683898 
0.000000000 
Ys(t) 
0.087044199 
0.083247608 
0.073273205 
0.059233136 
0.043214357 
0.027272711 
0.013431450 
0.003683901 
0.000000000 
with the step size h = A. From the table it is apparent that the boundary value problem (4.1), 
(4.2) has a unique solution between 0 and (t - 1)2( t + i). 
Acknowledgement 
The author acknowledges with thanks the assistance of Dr. Y.M. Chow for making numerical 
calculations presented in Table 1. 
References 
PI 
PI 
131 
[41 
151 
161 
171 
R.P. Agarwal, Boundary Value Problems for Higher Order Differential Equations (World Scientific, Singapore/ 
Philadelphia, 1986). 
R.P. Agarwal, Some new results on two-point problems for higher order differential equations, Funkcialaj 
Ekuacioj. 29 (1986) 197-212. 
R.P. Agarwal, Some new results on two-point problems for higher order differential equations, Proc. Intemat. 
Confer. Differential Equations, Edmonton (1984) l-7. 
D.W. Bange, Periodic solutions of a quasilinear parabolic differential equation, J. Diff Equations 17 (1975) 
61-72. 
L. Erbe, Boundary value problems for ordinary differential equations, Rocky Mountain, J. Math. 4 (1971) 
709-729. 
G.S. Ladde, V. Lakshmikantham and A.S. Vatsala, Monotone Iterative Techniques for Nonlinear Differential 
Equations (Pitman, Boston/London/Melbourne, 1985). 
A. Ju. Levin, Some problems bearing on the oscillation of solutions of linear differential equations, Dokl. Akad. 
Nauk SSSR 148 (1963) 512-515. 
230 R. P. Agarwal / Iterative methods for boundary value problem 
[8] A. Ju. Levin, Distribution of the zeros of solutions of a linear differential equation, Dokl. Akad. Nauk SSSR 156 
(1964) 1281-1284. 
[9] V. Seda, Two remarks on boundary value problems for ordinary differential equations, J. Diff: Equations 26 
(1977) 278-290. 
[lo] S. Umamaheswaram, Boundary value problems for higher order differential equations, J. Dift Equations 18 
(1975) 188-201. 
[ll] B. Viswanatham, A generalization of Bellman’s lemma, Proc. Amer. Math. Sot. 14 (1963) 15-18. 
