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Abstract
We propose a natural (2 + 1)-dimensional generalization of the
Ablowitz–Ladik lattice that is an integrable space discretization of
the cubic nonlinear Schro¨dinger (NLS) system in 1 + 1 dimensions. By
further requiring rotational symmetry of order 2 in the two-dimensional
lattice, we identify an appropriate change of dependent variables,
which translates the (2 + 1)-dimensional Ablowitz–Ladik lattice into
a suitable space discretization of the Davey–Stewartson system. The
space-discrete Davey–Stewartson system has a Lax pair and allows the
complex conjugation reduction between two dependent variables as in
the continuous case. Moreover, it is ideally symmetric with respect
to space reflections. Using the Hirota bilinear method, we construct
some exact solutions such as multidromion solutions.
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2
1 Introduction
More than 40 years have passed since the Korteweg–de Vries (KdV) equation
was solved by Gardner et al. [1] using the inverse scattering method based on
its Lax pair [2]. The number of known integrable systems following the KdV
equation, particularly partial differential equations (PDEs) in 1 + 1 space-
time dimensions, has increased enormously, and various techniques to study
them have been developed. Recently the center of researchers’ interest has
shifted from continuous PDEs to differential-difference or partial difference
equations wherein at least one of the independent variables takes discrete
values. A major problem in this trend is how to find a suitable difference
analogue of a given differential equation. The suitable discretization of an
integrable continuous system is generally required to retain the integrabil-
ity [3], but that is not sufficient if the original continuous system has some
essential internal symmetries. This becomes conspicuous if we consider in-
tegrable discretizations of nonlinear Schro¨dinger (NLS)-type systems, i.e.,
two-component systems of second order that allow the complex conjugation
reduction between the two dependent variables. As a prototypical example,
we discuss the cubic NLS system in 1 + 1 dimensions [4],
iqt + qxx − 2q2r = 0, (1.1a)
irt − rxx + 2r2q = 0. (1.1b)
Note that the reduction r = σq∗ with a real constant σ simplifies the two-
component system (1.1) to the scalar NLS equation [5, 6]. In addition, (1.1)
is invariant under the space reflection x→ −x as well as the time reflection
t→ −t with q ↔ r. The suitable and elegant space discretization of the NLS
system (1.1) was proposed by Ablowitz and Ladik [7] in the form
iqn,t + (qn+1 + qn−1 − 2qn)− qnrn(qn+1 + qn−1) = 0, (1.2a)
irn,t − (rn+1 + rn−1 − 2rn) + rnqn(rn+1 + rn−1) = 0. (1.2b)
Indeed, system (1.2) is integrable and, with a rescaling of variables, reduces
to (1.1) in the continuous space limit. Moreover, (1.2) allows the complex
conjugation reduction between qn and rn and possesses the same invariance
properties with respect to the space/time reflection as the continuous system
(1.1). Although 35 years have already passed since their work, the Ablowitz–
Ladik discretization (1.2) is still a rare example of success. Indeed, even now,
only a small number of suitable space discretizations of integrable NLS-type
systems are known (see, e.g., [8]); they are all (1 + 1)-dimensional systems
with only one discrete spatial variable. The problem of how to discretize the
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continuous time variable in such systems is an interesting topic [9], but we
do not discuss it in this paper.
The main objective of this paper is to provide the first example of a
suitable discretization of an NLS-type system in 2 + 1 dimensions. In par-
ticular, we consider the discretization of both spatial variables in a (2 + 1)-
dimensional NLS system known as the Davey–Stewartson system [10] (also
see [11]). Note that the Davey–Stewartson system is integrable [12–16] and
appears to be the only genuinely (2 + 1)-dimensional generalization of the
NLS system (1.1) (cf. the Calogero–Degasperis system [17]). Moreover, even
if we include other types of integrable systems, the list of known systems with
two discrete and one continuous independent variables is still very short.
Thus, it is a highly nontrivial and challenging task to obtain the suitable
space discretization of the Davey–Stewartson system. To solve this problem,
we first propose a natural (2 + 1)-dimensional generalization of the Ablowitz–
Ladik lattice (cf. (1.2)) by constructing its Lax pair. This (2 + 1)-dimensional
Ablowitz–Ladik lattice certainly reduces to the Davey–Stewartson system in
the continuous space limit. A relevant Lax pair as well as the resulting sys-
tem was previously studied by other authors [18] (also see [19]), but the time
part of our Lax pair is essentially more general than the previously known
one [18]. As a result, the time evolution of our system is a linear com-
bination of four elementary time evolutions, two of which were previously
unknown. Moreover, it can be shown that the four time evolutions are mu-
tually commutative. Thus, the (2 + 1)-dimensional Ablowitz–Ladik lattice
is general enough and appears to be promising. However, it does not allow
the complex conjugation reduction directly and thus is not a suitable space
discretization of the Davey–Stewartson system in its present form. To fix
this shortcoming, we only have to consider a certain nonlocal transformation
of dependent variables, which symmetrizes the equations of motion. Thus,
we obtain the suitable space discretization of the Davey–Stewartson system
that indeed allows the complex conjugation reduction between the new vari-
ables after the transformation. In addition, the invariance properties of the
continuous Davey–Stewartson system with respect to space/time reflections
turn out to be properly incorporated in our space-discrete Davey–Stewartson
system.
This paper is organized as follows. In section 2, we propose a (2 + 1)-
dimensional version of the Ablowitz–Ladik lattice by considering an appropri-
ate generalization of the Lax pair for the original Ablowitz–Ladik lattice. To
uncover how the complex conjugation reduction can be imposed as an NLS-
type system, we consider a nonlocal change of dependent variables; it can
turn the (2 + 1)-dimensional Ablowitz–Ladik lattice into the suitable space
discretization of the Davey–Stewartson system that indeed allows the com-
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plex conjugation reduction between the new dependent variables. In section
3, we elucidate how the general time evolution considered can be decomposed
into four elementary time evolutions corresponding to the four directions on
the two-dimensional lattice. On the basis of this decomposition and using the
Hirota bilinear method [20], we construct some exact solutions of the (2 + 1)-
dimensional Ablowitz–Ladik lattice and the space-discrete Davey–Stewartson
system. In particular, multidromion solutions are presented explicitly. The
last section, section 4, is devoted to concluding remarks.
2 Derivation based on Lax pairs
2.1 (2 + 1)-dimensional Ablowitz–Ladik lattice
As a generalization of the Lax pair introduced by Ablowitz and Ladik [7], we
consider the following linear system on the two-dimensional lattice:
∆+nψn,m := ψn+1,m − ψn,m = qn,mφn,m, (2.1a)
∆+mφn,m := φn,m+1 − φn,m = rn,mψn,m, (2.1b)
∂ψn,m
∂t
= aψn,m+1 + An,mψn,m + Cn,mψn,m−1 + bqn−1,mφn,m − qn,mDn,mφn−1,m,
(2.1c)
∂φn,m
∂t
= bφn+1,m +Bn,mφn,m +Dn,mφn−1,m + arn,m−1ψn,m − rn,mCn,mψn,m−1.
(2.1d)
Here, ∆+n and ∆
+
m denote the forward difference operators in each spatial
direction, and the parameters a and b are arbitrary constants. The time
dependence of the functions is usually suppressed. The compatibility condi-
tions ∂t∆
+
nψn,m =∆
+
n ∂tψn,m and ∂t∆
+
mφn,m = ∆
+
m∂tφn,m for the linear sys-
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tem (2.1) provide the (2 + 1)-dimensional Ablowitz–Ladik lattice,
∂qn,m
∂t
+ qn+1,mDn+1,m + bqn−1,m − aqn,m+1 − Cn+1,mqn,m−1
+ qn,mBn,m −An+1,mqn,m = 0, (2.2a)
∂rn,m
∂t
+ rn,m+1Cn,m+1 + arn,m−1 − brn+1,m −Dn,m+1rn−1,m
+ rn,mAn,m − Bn,m+1rn,m = 0, (2.2b)
An+1,m − An,m = −a(qn,m+1rn,m − qn,mrn,m−1), (2.2c)
Bn,m+1 − Bn,m = −b(rn+1,mqn,m − rn,mqn−1,m), (2.2d)
(1− qn,mrn,m)Cn,m = Cn+1,m(1− qn,m−1rn,m−1), (2.2e)
(1− rn,mqn,m)Dn,m = Dn,m+1(1− rn−1,mqn−1,m). (2.2f)
Indeed, if all the functions depend on n and m only through n+m, (2.2)
reduces to the original Ablowitz–Ladik lattice [7]; the latter contains the
integrable discrete NLS system (1.2) as a special case. To restore the (1 + 1)-
dimensional Lax pair involving the spectral parameter z, we set ψn,m = z
m−nψ′n,m
and φn,m = z
m−n−1φ′n,m, rewrite the linear problem (2.1) in terms of ψ
′
n,m and
φ′n,m, and then consider the dimensional reduction.
Under appropriate boundary conditions at spatial infinity, we can use
(2.2c)–(2.2f) recursively to express the auxiliary fields An,m, Bn,m, Cn,m, and
Dn,m globally in terms of qn,m and rn,m. Thus, they can be considered as
the defining relations for the auxiliary fields, and the (2 + 1)-dimensional
Ablowitz–Ladik lattice (2.2) has intrinsically nonlocal nonlinearity. Note that
relations (2.2c)–(2.2f) already appeared in the literature on an integrable time
discretization of the (1 + 1)-dimensional Ablowitz–Ladik lattice [3, 21, 22].
Incidentally, in the stationary case of ∂tqn,m = ∂trn,m = 0, (2.2) reduces to a
nontrivial system of partial difference equations in 1 + 1 dimensions.
Using the simple transformation
qn,m = q
′
n,me
γt, rn,m = r
′
n,me
−γt,
where γ is a constant, and omitting the prime, we can introduce the terms
+γqn,m and −γrn,m in (2.2a) and (2.2b), respectively. Clearly, these terms
can be absorbed by constant shifts of An,m and Bn,m.
2.2 Continuum limit
By choosing the parameters appropriately and taking the continuous space
limit, we can reduce system (2.2) to the continuous Davey–Stewartson sys-
6
tem. To see this, we first shift the auxiliary fields as
An,m = b− a + Ân,m, Bn,m = a− b+ B̂n,m,
Cn,m = a+ Ĉn,m, Dn,m = b+ D̂n,m,
and rewrite (2.2) as
∂qn,m
∂t
+ b(qn+1,m + qn−1,m − 2qn,m)− a(qn,m+1 + qn,m−1 − 2qn,m)
+ qn+1,mD̂n+1,m − Ĉn+1,mqn,m−1 + qn,mB̂n,m − Ân+1,mqn,m = 0,
(2.3a)
∂rn,m
∂t
+ a(rn,m+1 + rn,m−1 − 2rn,m)− b(rn+1,m + rn−1,m − 2rn,m)
+ rn,m+1Ĉn,m+1 − D̂n,m+1rn−1,m + rn,mÂn,m − B̂n,m+1rn,m = 0,
(2.3b)
Ân+1,m − Ân,m = −a(qn,m+1rn,m − qn,mrn,m−1), (2.3c)
B̂n,m+1 − B̂n,m = −b(rn+1,mqn,m − rn,mqn−1,m), (2.3d)
Ĉn+1,m − Ĉn,m = −a(qn,mrn,m − qn,m−1rn,m−1) + Ĉn+1,mqn,m−1rn,m−1 − qn,mrn,mĈn,m,
(2.3e)
D̂n,m+1 − D̂n,m = −b(rn,mqn,m − rn−1,mqn−1,m) + D̂n,m+1rn−1,mqn−1,m − rn,mqn,mD̂n,m.
(2.3f)
Subsequently, we rescale the variables and parameters as
qn,m = ∆x · q(x, y), rn,m = ∆y · r(x, y), x := n∆x, y := m∆y,
Ân,m = A(x, y), B̂n,m = B(x, y), Ĉn,m = C(x, y), D̂n,m = D(x, y),
wherein the time dependence is suppressed and
a =
α
(∆y)2
, b =
β
(∆x)2
.
Thus, in the continuum limit ∆x,∆y → 0, (2.3) reduces to the continuous
Davey–Stewartson system [13, 14, 16, 23, 24],
qt + βqxx − αqyy − (A+ C)q + q(B +D) = 0, (2.4a)
rt + αryy − βrxx + r(A+ C)− (B +D)r = 0, (2.4b)
Ax = Cx = −α(qr)y, (2.4c)
By = Dy = −β(rq)x. (2.4d)
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Note that the Davey–Stewartson system (2.4) is a linear combination of the
two commuting flows corresponding to α = 0, β 6= 0 and α 6= 0, β = 0 [25,26]
(also see [24]). In subsection 3.1, we present its discrete analogue, that is,
the (2 + 1)-dimensional Ablowitz–Ladik lattice (2.2) is a linear combination
of four commuting flows. This is a quite natural result because (i) each of
the two Davey–Stewartson flows provides an asymmetric (2 + 1)-dimensional
generalization of the NLS system and (ii) the Ablowitz–Ladik discretization
of the NLS system is actually a sum of two elementary flows (and one trivial
flow) in the same hierarchy [3, 7, 27–29].
2.3 Noncommutative extension
Actually, the (2 + 1)-dimensional Ablowitz–Ladik lattice (2.2) is integrable in
the general case where the dependent variables take their values in matrices,
as long as the operations such as addition and multiplication make sense.
In that case, “1” in (2.2e) and (2.2f) should be interpreted as the identity
matrix.
We can further generalize it to a variable-coefficient system wherein the
parameters a and b become arbitrary matrix-valued functions of one spatial
variable as am := a(m) and bn := b(n). To obtain such an extension, we
consider the following generalization of the linear system (2.1):
ψn+1,m = zψn,m + qn,mφn,m, (2.5a)
φn,m+1 = z
−1φn,m + rn,mψn,m, (2.5b)
∂ψn,m
∂t
= zamψn,m+1 + An,mψn,m + z
−1Cn,mψn,m−1
+ z−1qn−1,mbn−1φn,m − qn,mDn,mφn−1,m, (2.5c)
∂φn,m
∂t
= z−1bnφn+1,m +Bn,mφn,m + zDn,mφn−1,m
+ zrn,m−1am−1ψn,m − rn,mCn,mψn,m−1. (2.5d)
Note that the “spectral parameter” z is nonessential in the (2 + 1)-dimensional
case and can be fixed at 1 as described in subsection 2.1. The compatibility
conditions for the linear system (2.5) indeed provide the noncommutative
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system with site-dependent coefficients,
∂qn,m
∂t
+ qn+1,mDn+1,m + qn−1,mbn−1 − amqn,m+1 − Cn+1,mqn,m−1
+ qn,mBn,m − An+1,mqn,m = 0, (2.6a)
∂rn,m
∂t
+ rn,m+1Cn,m+1 + rn,m−1am−1 − bnrn+1,m −Dn,m+1rn−1,m
+ rn,mAn,m −Bn,m+1rn,m = 0, (2.6b)
An+1,m − An,m = −amqn,m+1rn,m + qn,mrn,m−1am−1, (2.6c)
Bn,m+1 − Bn,m = −bnrn+1,mqn,m + rn,mqn−1,mbn−1, (2.6d)
(I − qn,mrn,m)Cn,m = Cn+1,m(I − qn,m−1rn,m−1), (2.6e)
(I − rn,mqn,m)Dn,m = Dn,m+1(I − rn−1,mqn−1,m). (2.6f)
If qn,m and rn,m are rectangular matrices, the identity matrix I in (2.6e) and
that in (2.6f) have unequal sizes. In the commutative case of the parameters,
the site-dependent nature of (2.6) is nonessential if both
∏
∞
m=−∞ am and∏
∞
n=−∞ bn take nonzero finite values. Indeed, if we change the variables as
qn,m =
(
m−1∏
j=−∞
aj
)
−1( n−1∏
k=−∞
bk
)
q˜n,m, rn,m =
(
m−1∏
j=−∞
aj
)(
n−1∏
k=−∞
bk
)
−1
r˜n,m,
Cn,m = a
−1
m−1C˜n,m, Dn,m = b
−1
n−1D˜n,m,
the site-dependent parameters can be normalized to 1. We can also obtain a
similar result in the noncommutative case.
2.4 Appropriate change of dependent variables
For simplicity, in the following discussion, we consider only the commutative
and constant-coefficient case wherein the parameters a and b are constants
and all the quantities are scalar. Thus, the lowest-order conservation law for
(2.2) is given by
∂ log(1− qn,mrn,m)
∂t
= ∆+n
[−bqn−1,mrn,m +Dn,m(1− qn−1,mrn−1,m)−1qn,mrn−1,m]
+∆+m
[−aqn,mrn,m−1 + Cn,m(1− qn,m−1rn,m−1)−1qn,m−1rn,m] .
(2.7)
The existence of an ultralocal conserved density log(1− qn,mrn,m) implies
that a nonlocal transformation involving infinite products of (1− qn,mrn,m)δ
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with δ 6= 0 could be applied (cf. [30]); this is indeed the case as we will see
below.
The (2 + 1)-dimensional Ablowitz–Ladik lattice (2.2) is invariant under
a space reflection (n,m)→ (−m,−n) with a minor redefinition of the pa-
rameters and the auxiliary fields. However, (2.2) does not allow the complex
conjugation reduction between qn,m and rn,m in the local form. Therefore,
we need to identify new “conjugate” variables instead of qn,m and rn,m and
rewrite (2.2) in a more symmetric form using the new variables. For this
purpose, we consider a gauge transformation so that the spatial part of the
Lax representation obtains invariance with respect to the combined space
reflection (n,m)→ (−n,−m) or, equivalently, a 180 degree rotation around
the origin. Thus, we apply the gauge transformation
ψn,m = Xn,mΨn,m, φn,m = Yn,mΦn,m (2.8)
to (2.1a) and (2.1b) and change the dependent variables as
un,m =
Yn,m
Xn,m
qn,m, vn,m =
Xn,m
Yn,m
rn,m. (2.9)
Here, Xn,m and Yn,m are defined as
Xn,m :=
1
hm
n−1∏
j=−∞
√
1− qj,mrj,m, Yn,m := 1
ln
m−1∏
k=−∞
√
1− qn,krn,k. (2.10)
The norming functions hm(t) and ln(t) are introduced to realize the complex
conjugation reduction between un,m and vn,m; they will be determined later.
One can also use
(∏+∞
k=m
√
1− qn,krn,k
)−1
instead of
∏m−1
k=−∞
√
1− qn,krn,k
to maintain the invariance under the space reflection (n,m)→ (−m,−n).
This modification causes no essential difference in the following discussion,
so the transformed system can become ideally symmetric with respect to
space reflections. Here and hereafter, we assume that |qn,mrn,m| ≪ 1 so that√
1− qn,mrn,m and its inverse as well as their infinite products as consid-
ered above are uniquely and well defined. For example, we consider that
qn,m = O(∆x) and rn,m = O(∆y) (cf. (2.1a) and (2.1b)), and
√
1− qn,mrn,m
is defined as the Maclaurin series in qn,mrn,m = O(∆x∆y). Note that un,mvn,m = qn,mrn,m,
so that the inverse transformation of (2.9) can be obtained immediately.
Thus, the spatial part of the Lax representation acquires the form[
Ψn+1,m
Φn,m+1
]
=
1√
1− un,mvn,m
[
1 un,m
vn,m 1
] [
Ψn,m
Φn,m
]
. (2.11)
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Very recently, D. Zakharov has considered essentially the same scattering
problem in [31, 32]. However, this is an accidental coincidence, because the
first author arrived at this Lax representation as well as its generalization
implied in subsection 2.5 independently before the papers [31, 32] appeared.
The invariance under the combined space reflection (n,m)→ (−n,−m) can
be easily seen if we shift the indices of the linear wavefunction by 1/2, i.e.,[
Ψ̂n+ 1
2
,m
Φ̂n,m+ 1
2
]
=
1√
1− un,mvn,m
[
1 un,m
vn,m 1
][
Ψ̂n− 1
2
,m
Φ̂n,m− 1
2
]
,
where Ψn,m =: Ψ̂n− 1
2
,m and Φn,m =: Φ̂n,m− 1
2
. Indeed, because the determinant
of the spatial Lax matrix above is unity, we obtain[
Ψ̂n− 1
2
,m
−Φ̂n,m− 1
2
]
=
1√
1− un,mvn,m
[
1 un,m
vn,m 1
][
Ψ̂n+ 1
2
,m
−Φ̂n,m+ 1
2
]
.
It should be possible to apply the transformation (2.9) with (2.10) di-
rectly to the (2 + 1)-dimensional Ablowitz–Ladik lattice (2.2) and derive the
transformed equations of motion with the aid of the conservation law (2.7).
However, the nonlocal nature of (2.2) makes such a computation rather com-
plicated and difficult. Thus, as an alternative, we apply the gauge transfor-
mation (2.8) with (2.9) and (2.10) to the time part of the Lax representation,
(2.1c) and (2.1d), and determine the time evolution of the gauge-transformed
wavefunction, ∂tΨn,m and ∂tΦn,m. Its compatibility with the scattering prob-
lem (2.11) can provide the transformed equations of motion.
2.5 Space-discrete Davey–Stewartson system
Before applying the transformation described in subsection 2.4, we fix the
boundary conditions for the (2 + 1)-dimensional Ablowitz–Ladik lattice (2.2)
as
lim
n→−∞
(qn,m, rn,m) = lim
m→−∞
(qn,m, rn,m) = 0, (2.12a)
lim
n→−∞
Cn,m = c
(
hm−1
hm
)2
, lim
m→−∞
Dn,m = d
(
ln−1
ln
)2
. (2.12b)
However, we do not fix limn→−∞An,m and limm→−∞Bn,m in order to obtain
interesting solutions such as dromion solutions; they can also depend on the
remaining spatial variable and time t. In (2.12a), the dynamical variables
qn,m and rn,m are assumed to approach zero sufficiently rapidly. In (2.12b),
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c and d are constants. The defining relations (2.2e) and (2.2f) enable Cn,m
and Dn,m to be expressed globally as
Cn,m = c
(
Xn,m
Xn,m−1
)2
, Dn,m = d
(
Yn,m
Yn−1,m
)2
.
Thus, the gauge transformation (2.8) with (2.9) and (2.10) changes (2.1c)
and (2.1d) to
∂Ψn,m
∂t
= a
Xn,m+1
Xn,m
Ψn,m+1 + A˜n,mΨn,m + c
Xn,m
Xn,m−1
Ψn,m−1
+ b
Yn,m
Yn−1,m+1
un−1,mΦn,m − d Yn,m
Yn−1,m
un,mΦn−1,m
and
∂Φn,m
∂t
= b
Yn+1,m
Yn,m
Φn+1,m + B˜n,mΦn,m + d
Yn,m
Yn−1,m
Φn−1,m
+ a
Xn,m
Xn+1,m−1
vn,m−1Ψn,m − c Xn,m
Xn,m−1
vn,mΨn,m−1,
where
A˜n,m := An,m − ∂tXn,m
Xn,m
, B˜n,m := Bn,m − ∂tYn,m
Yn,m
. (2.13)
Recalling that qn,mrn,m = un,mvn,m, the above relations combined with (2.11)
comprise the Lax representation for the transformed system. To express it
in a concise form, we introduce the quantities
wn,m :=
1√
1− qn,mrn,m
=
1√
1− un,mvn,m
, (2.14a)
fn,m :=
Xn,m+1
Xn,m
=
hm
∏n−1
j=−∞
√
1− uj,m+1vj,m+1
hm+1
∏n−1
j=−∞
√
1− uj,mvj,m
, (2.14b)
gn,m :=
Yn+1,m
Yn,m
=
ln
∏m−1
k=−∞
√
1− un+1,kvn+1,k
ln+1
∏m−1
k=−∞
√
1− un,kvn,k
. (2.14c)
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Thus, we obtain the Lax representation in the form,
Ψn+1,m = wn,mΨn,m + wn,mun,mΦn,m, (2.15a)
Φn,m+1 = wn,mΦn,m + wn,mvn,mΨn,m, (2.15b)
∂Ψn,m
∂t
= afn,mΨn,m+1 + A˜n,mΨn,m + cfn,m−1Ψn,m−1
+ bwn−1,mgn−1,mun−1,mΦn,m − dgn−1,mun,mΦn−1,m, (2.15c)
∂Φn,m
∂t
= bgn,mΦn+1,m + B˜n,mΦn,m + dgn−1,mΦn−1,m
+ awn,m−1fn,m−1vn,m−1Ψn,m − cfn,m−1vn,mΨn,m−1. (2.15d)
The corresponding boundary conditions are given by
lim
n→−∞
(un,m, vn,m) = lim
m→−∞
(un,m, vn,m) = 0,
lim
n→−∞
fn,m =
hm
hm+1
, lim
m→−∞
gn,m =
ln
ln+1
.
Actually, we can generalize (2.15) to a more general form wherein the
spatial part is given by
Ψn+1,m = wn,mΨn,m + qn,mΦn,m,
Φn,m+1 = sn,mΦn,m + rn,mΨn,m,
with four independent functions wn,m, sn,m, qn,m, and rn,m. Thus, it is pos-
sible to start with this general Lax representation and then consider the
reduction. However, we skip such a discussion to maintain an easy-to-read
flow of the paper.
The compatibility conditions for the linear system (2.15) with wn,m = (1− un,mvn,m)−
1
2
provide the time evolution equations for un,m and vn,m. They can be written
in a natural compact form using new auxiliary fields αn,m and βn,m defined
as
A˜n,m =:
1
2
wn−1,mgn−1,m (bun−1,mvn,m − dun,mvn−1,m)− 1
2
αn,m, (2.16a)
B˜n,m =:
1
2
wn,m−1fn,m−1 (aun,mvn,m−1 − cun,m−1vn,m)− 1
2
βn,m. (2.16b)
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Thus, we finally arrive at the desired system,
∂un,m
∂t
+ (1− un,mvn,m) (dwn,mgn,mun+1,m + bwn−1,mgn−1,mun−1,m
− awn,mfn,mun,m+1 − cwn,m−1fn,m−1un,m−1)
+
1
2
un,m [αn,m − wn,m−1fn,m−1(aun,mvn,m−1 + cun,m−1vn,m)
− βn,m + wn−1,mgn−1,m(bun−1,mvn,m + dun,mvn−1,m)] = 0,
(2.17a)
∂vn,m
∂t
+ (1− un,mvn,m) (cwn,mfn,mvn,m+1 + awn,m−1fn,m−1vn,m−1
− bwn,mgn,mvn+1,m − dwn−1,mgn−1,mvn−1,m)
− 1
2
vn,m [αn,m − wn,m−1fn,m−1(aun,mvn,m−1 + cun,m−1vn,m)
− βn,m + wn−1,mgn−1,m(bun−1,mvn,m + dun,mvn−1,m)] = 0,
(2.17b)
wn,mfn,m = wn,m+1fn+1,m if (a, c) 6= 0, (2.17c)
wn,mgn,m = wn+1,mgn,m+1 if (b, d) 6= 0, (2.17d)
∆+nαn,m =∆
+
m [wn,m−1fn,m−1(aun,mvn,m−1 + cun,m−1vn,m)] , (2.17e)
∆+mβn,m = ∆
+
n [wn−1,mgn−1,m(bun−1,mvn,m + dun,mvn−1,m)] . (2.17f)
Here, a, b, c, and d are constants and wn,m = (1− un,mvn,m)−
1
2 . In the same
way as (2.2), (2.17) also admits a dimensional reduction to the Ablowitz–
Ladik lattice [7]. Using (2.17c)–(2.17f), we can rewrite (2.17a) and (2.17b)
in a more symmetric form with respect to space reflections. When c = −a∗
and d = −b∗, the (2 + 1)-dimensional system (2.17) allows the complex con-
jugation reduction vn,m = σu
∗
n,m with a real constant σ; in this reduction,
the auxiliary fields fn,m and gn,m become real-valued, while the auxiliary
fields αn,m and βn,m become purely imaginary. In particular, (2.17) with
purely imaginary a, b, c(= −a∗), and d(= −b∗) provides the suitable space
discretization of the Davey–Stewartson system (cf. (2.4)).
Similarly to the continuous case (cf. [33–35]), when c = −a and d = −b,
we can consider the reduction of vn,m = σun,m and αn,m = βn,m = 0 to obtain
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a (2 + 1)-dimensional analogue of the modified Volterra lattice [36],
∂un,m
∂t
=
(
1− σu2n,m
)
(bwn,mgn,mun+1,m − bwn−1,mgn−1,mun−1,m
+ awn,mfn,mun,m+1 − awn,m−1fn,m−1un,m−1) , (2.18a)
wn,mfn,m = wn,m+1fn+1,m if a 6= 0, (2.18b)
wn,mgn,m = wn+1,mgn,m+1 if b 6= 0. (2.18c)
Here, wn,m =
(
1− σu2n,m
)
−
1
2 . It would be interesting to look for a relationship
between (2.18) and the discrete modified Nizhnik–Veselov–Novikov hierarchy
in [31] (also see [37–39]).
3 Solutions by the Hirota method
In this section, we discuss how to construct exact solutions of the discrete
Davey–Stewartson system (2.17) using the Hirota bilinear method [20]. Be-
cause of the complexity and irrationality of the equations of motion, it would
be too hard to solve (2.17) directly, so we take an alternative approach. First,
we bilinearize the (2 + 1)-dimensional Ablowitz–Ladik lattice (2.2). Sub-
sequently, we consider the effect of the nonlocal transformation (2.9) with
(2.10), (2.13), (2.14), and (2.16) in the bilinear formalism. The infinite prod-
ucts appearing in the nonlocal transformation can essentially be expressed
locally in terms of a “tau function”. Thus, we can obtain exact solutions of
(2.2) and (2.17) concurrently from the same set of bilinear equations.
3.1 Decomposition into four commutative flows
Before applying the Hirota bilinear method, we demonstrate that the (2 + 1)-
dimensional Ablowitz–Ladik lattice (2.2) can be decomposed into the four
elementary flows. In view of (2.2c), (2.2d), and (2.12b), we rescale the aux-
iliary fields as
An,m =: aA
(0)
n,m, Bn,m =: bB
(0)
n,m, Cn,m =: cC
(0)
n,m, Dn,m =: dD
(0)
n,m.
(3.1)
The corresponding boundary conditions are
lim
n→−∞
(qn,m, rn,m) = lim
m→−∞
(qn,m, rn,m) = 0,
lim
n→−∞
C(0)n,m =
(
hm−1
hm
)2
, lim
m→−∞
D(0)n,m =
(
ln−1
ln
)2
.
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Thus, considering the simplest cases where only one of the parameters a, b,
c, and d does not vanish, we obtain the four elementary systems:
• a-system
∂taqn,m = qn,m+1 + A
(0)
n+1,mqn,m, (3.2a)
∂tarn,m = −rn,m−1 − rn,mA(0)n,m, (3.2b)
A
(0)
n+1,m − A(0)n,m = − (qn,m+1rn,m − qn,mrn,m−1) , (3.2c)
• b-system
∂tbqn,m = −qn−1,m − qn,mB(0)n,m, (3.3a)
∂tbrn,m = rn+1,m +B
(0)
n,m+1rn,m, (3.3b)
B
(0)
n,m+1 − B(0)n,m = − (rn+1,mqn,m − rn,mqn−1,m) , (3.3c)
• c-system
∂tcqn,m = C
(0)
n+1,mqn,m−1, (3.4a)
∂tcrn,m = −rn,m+1C(0)n,m+1, (3.4b)
(1− qn,mrn,m)C(0)n,m = C(0)n+1,m(1− qn,m−1rn,m−1), (3.4c)
• d-system
∂tdqn,m = −qn+1,mD(0)n+1,m, (3.5a)
∂tdrn,m = D
(0)
n,m+1rn−1,m, (3.5b)
(1− rn,mqn,m)D(0)n,m = D(0)n,m+1(1− rn−1,mqn−1,m). (3.5c)
Clearly, the time evolution in (2.2) is a linear combination of these four time
evolutions, that is, ∂t = a∂ta + b∂tb + c∂tc + d∂td . In fact, they are mutually
commutative, so the above four systems belong to the same integrable hier-
archy as the original system (2.2). To check the commutativity conditions
∂tα∂tβqn,m = ∂tβ∂tαqn,m and ∂tα∂tβrn,m = ∂tβ∂tαrn,m for {α, β} ⊂ {a, b, c, d},
we need to know how to express time derivatives of the auxiliary fields. Us-
ing (3.2)–(3.5), we can obtain all necessary expressions in the local forms,
e.g.,
∂tbA
(0)
n,m = − (qn−1,m+1rn,m − qn−1,mrn,m−1) ,
∂tcA
(0)
n,m = −
(
C
(0)
n,m+1 − C(0)n,m
)
,
∂tdA
(0)
n,m = qn,m+1D
(0)
n,m+1rn−1,m − qn,mD(0)n,mrn−1,m−1, etc.
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Here, we assumed that all “integration constants” etc. can be set equal to
zero. With these local expressions, we can check the commutativity of the
four flows by direct computations. Note that limn→−∞ ∂tcA
(0)
n,m, limm→−∞ ∂tdB
(0)
n,m,
limn→−∞ ∂taC
(0)
n,m, and limm→−∞ ∂tbD
(0)
n,m do not vanish in general. Thus, the
ta-flow can change the boundary value of the auxiliary field in the tc-flow and
vice versa; the same applies for the tb-flow and td-flow.
3.2 Bilinearization
Because the four systems (3.2)–(3.5) are compatible, in the sense that their
flows mutually commute, we will consider here their common solution de-
noted as qn,m(ta, tb, tc, td), rn,m(ta, tb, tc, td), etc. Here, ta, tb, tc, and td are
independent arguments. Thus, the solution of the original system (2.2) is
obtained by setting
ta = at, tb = bt, tc = ct, td = dt, (3.6)
which indeed implies the relation ∂t = a∂ta + b∂tb + c∂tc + d∂td .
We assume a solution expressible in the form,
qn,m =
Gn,m
Fn+1,m
, rn,m =
Hn,m
Fn,m+1
, (3.7a)
A(0)n,m = ∂ta log
(
Fn,m+1
Fn,m
)
=∆+m
(
∂taFn,m
Fn,m
)
, (3.7b)
B(0)n,m = ∂tb log
(
Fn+1,m
Fn,m
)
= ∆+n
(
∂tbFn,m
Fn,m
)
, (3.7c)
C(0)n,m =
Fn,m+1Fn,m−1
(Fn,m)
2 , D
(0)
n,m =
Fn+1,mFn−1,m
(Fn,m)
2 , (3.7d)
and bilinearize the four systems (3.2)–(3.5) in terms of the “tau functions”
Fn,m, Gn,m, and Hn,m as follows:
• a-system
Fn+1,m+1∂taGn,m −Gn,m∂taFn+1,m+1 = Fn+1,mGn,m+1, (3.8a)
Fn,m∂taHn,m −Hn,m∂taFn,m = −Fn,m+1Hn,m−1, (3.8b)
Fn,m∂taFn+1,m − Fn+1,m∂taFn,m = −Gn,mHn,m−1, (3.8c)
• b-system
Fn,m∂tbGn,m −Gn,m∂tbFn,m = −Fn+1,mGn−1,m, (3.9a)
Fn+1,m+1∂tbHn,m −Hn,m∂tbFn+1,m+1 = Fn,m+1Hn+1,m, (3.9b)
Fn,m∂tbFn,m+1 − Fn,m+1∂tbFn,m = −Gn−1,mHn,m, (3.9c)
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• c-system
Fn+1,m∂tcGn,m −Gn,m∂tcFn+1,m = Fn+1,m+1Gn,m−1, (3.10a)
Fn,m+1∂tcHn,m −Hn,m∂tcFn,m+1 = −Fn,mHn,m+1, (3.10b)
Fn+1,mFn,m+1 − Fn+1,m+1Fn,m = Gn,mHn,m, (3.10c)
• d-system
Fn+1,m∂tdGn,m −Gn,m∂tdFn+1,m = −Fn,mGn+1,m, (3.11a)
Fn,m+1∂tdHn,m −Hn,m∂tdFn,m+1 = Fn+1,m+1Hn−1,m, (3.11b)
Fn+1,mFn,m+1 − Fn+1,m+1Fn,m = Gn,mHn,m. (3.11c)
To be precise, each triplet of bilinear equations gives a sufficient condition for
the corresponding original system. Note that for the c-system and d-system,
the bilinear forms as well as some exact solutions were studied in [18].
3.3 General solution formulas
Once a solution of the bilinear equations (3.8)–(3.11) is obtained, formula
(3.7) with (3.1) and (3.6) provides the solution of the (2 + 1)-dimensional
Ablowitz–Ladik lattice (2.2). We assume that it satisfies the boundary con-
ditions (2.12). Thus, by applying the nonlocal transformation (2.9) with
(2.10), (2.13), (2.14), and (2.16), we can also obtain the solution of the dis-
crete Davey–Stewartson system (2.17). To evaluate the effect of this nonlocal
transformation, we use (3.7a) and (3.10c) (or (3.11c)) to rewrite the infinite
products as
n−1∏
j=−∞
√
1− qj,mrj,m =
n−1∏
j=−∞
√
Fj+1,m+1Fj,m
Fj+1,mFj,m+1
=
√
Fn,m+1
Fn,m
lim
j→−∞
Fj,m
Fj,m+1
,
m−1∏
k=−∞
√
1− qn,krn,k =
m−1∏
k=−∞
√
Fn+1,k+1Fn,k
Fn+1,kFn,k+1
=
√
Fn+1,m
Fn,m
lim
k→−∞
Fn,k
Fn+1,k
.
Because we assumed |qn,mrn,m| ≪ 1, the value of (Fn+1,m+1Fn,m)/(Fn+1,mFn,m+1)
is always restricted to the neighborhood of 1. For simplicity, in considering
the solution of (2.17), we also assume that Fn,m is positive (or, at least,
|argFn,m| is sufficiently small); the positivity condition Fn,m > 0 can fully
justify the use of the formulas for the square root, such as
√
X2 = X and√
X/Y =
√
X/
√
Y . We set the norming functions hm and ln in (2.10) as
hm =
√
lim
j→−∞
Fj,m
Fj,m+1
, ln =
√
lim
k→−∞
Fn,k
Fn+1,k
.
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Thus, we obtain
Xn,m =
√
Fn,m+1
Fn,m
, Yn,m =
√
Fn+1,m
Fn,m
. (3.12)
After all, we can express the transformation from (2.2) to (2.17) locally in
terms of the “tau function” Fn,m. Combining (2.9), (2.13), (2.14), (3.1), (3.7),
and (3.12), we arrive at general solution formulas for the discrete Davey–
Stewartson system (2.17) in the form,
un,m =
Gn,m√
Fn+1,mFn,m+1
, vn,m =
Hn,m√
Fn+1,mFn,m+1
, (3.13a)
A˜n,m =
1
2
(a∂ta − b∂tb − c∂tc − d∂td) log
(
Fn,m+1
Fn,m
)
, (3.13b)
B˜n,m =
1
2
(b∂tb − a∂ta − c∂tc − d∂td) log
(
Fn+1,m
Fn,m
)
, (3.13c)
fn,m =
√
Fn,m+2Fn,m
Fn,m+1
, gn,m =
√
Fn+2,mFn,m
Fn+1,m
. (3.13d)
Here, the time variables are set as in (3.6) and the auxiliary fields αn,m and
βn,m are determined from A˜n,m and B˜n,m through (2.16). Using the bilinear
equations (3.8c) and (3.9c) and noting that (2.17e) and (2.17f) are identities
in a, b, c, and d, we obtain compact expressions for αn,m and βn,m,
αn,m = (−a∂ta + c∂tc) log
(
Fn,m+1
Fn,m
)
, (3.14a)
βn,m = (−b∂tb + d∂td) log
(
Fn+1,m
Fn,m
)
, (3.14b)
and new bilinear equations,
Fn,m∂tcFn+1,m − Fn+1,m∂tcFn,m = Gn,m−1Hn,m, (3.15)
Fn,m∂tdFn,m+1 − Fn,m+1∂tdFn,m = Gn,mHn−1,m. (3.16)
Note that (3.15) and (3.16) fill in the piece missing in (3.8)–(3.11). In the next
subsection, we construct common solutions to all these bilinear equations.
As described below (2.17), when c = −a∗ and d = −b∗, we can impose
the reduction vn,m = σu
∗
n,m with a real constant σ. This reduction can be
realized by requiring that Fn,m > 0 and Hn,m = σG
∗
n,m.
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3.4 Solitons and dromions
The set of bilinear equations (3.8)–(3.11) together with (3.15) and (3.16) is
not ideally symmetric in its present form. In particular, it is not clear why
reductions such as F ∗n,m = Fn,m and Hn,m = σG
∗
n,m are allowed. To restore
the symmetry, we need only to rewrite (3.8a), (3.8b), (3.9a), and (3.9b) using
(3.8c), (3.9c), and (3.10c) (or (3.11c)). For example, using (3.8c) and then
(3.10c), (3.8a) can be rewritten as
Fn,m+1∂taGn,m −Gn,m∂taFn,m+1 = Fn,mGn,m+1.
Thus, the full set of bilinear equations can be reformulated in the symmetric
form,
Fn+1,mFn,m+1 − Fn+1,m+1Fn,m = Gn,mHn,m, (3.17)
Fn,m+1∂taGn,m −Gn,m∂taFn,m+1 = Fn,mGn,m+1, (3.18a)
Fn+1,m∂taHn,m −Hn,m∂taFn+1,m = −Fn+1,m+1Hn,m−1, (3.18b)
Fn,m∂taFn+1,m − Fn+1,m∂taFn,m = −Gn,mHn,m−1, (3.18c)
Fn,m+1∂tbGn,m −Gn,m∂tbFn,m+1 = −Fn+1,m+1Gn−1,m, (3.19a)
Fn+1,m∂tbHn,m −Hn,m∂tbFn+1,m = Fn,mHn+1,m, (3.19b)
Fn,m∂tbFn,m+1 − Fn,m+1∂tbFn,m = −Gn−1,mHn,m, (3.19c)
Fn+1,m∂tcGn,m −Gn,m∂tcFn+1,m = Fn+1,m+1Gn,m−1, (3.20a)
Fn,m+1∂tcHn,m −Hn,m∂tcFn,m+1 = −Fn,mHn,m+1, (3.20b)
Fn,m∂tcFn+1,m − Fn+1,m∂tcFn,m = Gn,m−1Hn,m, (3.20c)
Fn+1,m∂tdGn,m −Gn,m∂tdFn+1,m = −Fn,mGn+1,m, (3.21a)
Fn,m+1∂tdHn,m −Hn,m∂tdFn,m+1 = Fn+1,m+1Hn−1,m, (3.21b)
Fn,m∂tdFn,m+1 − Fn,m+1∂tdFn,m = Gn,mHn−1,m. (3.21c)
It is now clear that the ta-flow and tb-flow can be identified with the tc-
flow and td-flow, respectively, through the complex conjugation reduction.
Moreover, (3.18) and (3.19) correspond to each other by the interchange of n
and m, up to a redefinition of the variables. With these symmetries in mind,
we can considerably reduce the task of constructing explicit solutions to the
above 13 bilinear equations.
In the same way as in the continuous case (see, e.g., [40]), we can construct
the one-soliton solution and a two-soliton solution straightforwardly. The
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one-soliton solution is given by
Fn,m = 1− gg
(1− pp)(1− qq )(pp)
n(qq )meω+ω,
Gn,m = gp
nqmeω, Hn,m = gp
nq meω,
where ω := q ta − p−1tb + q−1tc − ptd, ω := −q−1ta + p tb − q tc + p−1td, and
g, p, q, etc. are nonzero constants. The constant q should not be confused
with qn,m. Actually, we can shift ta, tb, tc, and td in (3.6) by arbitrary
constants, but this freedom can be absorbed by rescaling g and g. When
c = −a∗ and d = −b∗ (cf. (3.6)), we set p = p∗, q = q∗, and g = σg∗ with
σ(1− |p|2)(1− |q|2) < 0. Thus, Fn,m > 0 and Hn,m = σG∗n,m, so the complex
conjugation reduction is realized.
To save space, we omit a rather lengthy expression for a two-soliton solu-
tion. These soliton solutions are direct (2 + 1)-dimensional analogues of the
soliton solutions of the (1 + 1)-dimensional systems such as (1.2). With an
appropriate choice of the parameters, they represent straight line solitons in
the physical variables (cf. (3.7a) or (3.13a)) and thus are not localized.
In the following, we obtain more interesting solutions, that is, dromion
solutions; dromions [41] are spatially localized “solitons” that decay expo-
nentially in all directions [35] and can exhibit nontrivial interaction proper-
ties [40, 42]. More details as well as an extensive list of references can be
found in the review article [43]. In analogy with the continuous case [40], the
one-dromion solution is obtained as
Fn,m = 1 +
α11
1− pp (pp)
neω1+ω1 +
α22
1− qq (qq )
meω2+ω2
+
α11α22 − α12α21
(1− pp)(1− qq )(pp)
n(qq )meω1+ω2+ω1+ω2 ,
Gn,m = α12p
nqmeω1+ω2, Hn,m = α21p
nq meω1+ω2 ,
where
ω1 := −p−1tb−ptd, ω1 := p tb+p −1td, ω2 := q ta+q−1tc, ω2 := −q −1ta−q tc.
When c = −a∗ and d = −b∗ (cf. (3.6)), we set p = p∗, q = q∗, and α21 = σα∗12
so that Hn,m = σG
∗
n,m. Moreover, if the constant coefficients of the three
terms in Fn,m are positive, then Fn,m > 0, so the complex conjugation re-
duction is realized. Note that the above Fn,m can be written in a 2× 2
determinant form,
Fn,m = det
{
I +
(
α11 α21
α12 α22
)(
pneω1
q meω2
)( 1
1−pp
1
1−qq
)(
p neω1
qmeω2
)}
.
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Following the Gilson–Nimmo approach [42] in the continuous case, we
construct the multidromion solution called the (M,N)-dromion solution.
The one-dromion solution corresponds to the simplest case of M = N = 1.
Hereinafter, we suppress the subscripts of the functions representing their
dependence on the spatial variables n and m. When they are shifted, we
express it using the shift operators
(SnZ)n,m := Zn+1,m, (SmZ)n,m := Zn,m+1.
We will consider various (M +N)× (M +N) matrices; they all have the
same shape as 2× 2 block matrices, so operations can be performed block-
wise. For simplicity, off-diagonal zeros in the block diagonal matrices are
omitted. We introduce two diagonal matrices as
Ξ :=
(
Ξ1
Ξ2
)
, Ξ1 := diag(ϕ1, . . . , ϕM), Ξ2 := diag(χ1, . . . , χN),
Ξ :=
(
Ξ1
Ξ2
)
, Ξ1 := diag(ϕ1, . . . , ϕM), Ξ2 := diag(χ1, . . . , χN),
where
ϕi(n) := p
n
i e
−p−1i tb−pitd , χi(m) := q
m
i e
−q−1i ta−qitc ,
ϕi(n) := p
n
i e
pitb+p
−1
i td , χi(m) := q
m
i e
qita+q
−1
i tc .
We also introduce
R :=
(
P
Q
)
, P := diag(p1, . . . , pM), Q := diag(q1, . . . , qN),
R :=
(
P
Q
)
, P := diag(p1, . . . , pM), Q := diag(q1, . . . , qN).
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Then, the following relations hold:
SnΞ = Ξ
(
P
I
)
, SmΞ = Ξ
(
I
Q
)
,
SnΞ =
(
P
I
)
Ξ, SmΞ =
(
I
Q
)
Ξ,
∂taΞ = −Ξ
(
O
Q−1
)
, ∂tbΞ = −Ξ
(
P−1
O
)
,
∂tcΞ = −Ξ
(
O
Q
)
, ∂tdΞ = −Ξ
(
P
O
)
,
∂taΞ =
(
O
Q
)
Ξ, ∂tbΞ =
(
P
O
)
Ξ,
∂tcΞ =
(
O
Q−1
)
Ξ, ∂tdΞ =
(
P −1
O
)
Ξ.
Note that the order of two diagonal matrices on the right-hand side can be
changed because they commute. Moreover, we introduce M ×M matrices
K and EM as
(K)ij :=
1
1− pipj , (EM)ij := 1, 1 ≤ i, j ≤M,
and N ×N matrices L and EN as
(L)kl :=
1
1− qkq l , (EN)kl := 1, 1 ≤ k, l ≤ N.
They satisfy the relations,
K − PKP = EM , L−QLQ = EN .
We define (M +N)-component column vectors as
eM := (1, . . . , 1, 0, . . . , 0)
T , eN := (0, . . . , 0, 1, . . . , 1)
T ,
and
l := ΞeM = (ϕ1, . . . , ϕM , 0, . . . , 0)
T , m := ΞeN = (0, . . . , 0, χ1, . . . , χN)
T ,
l := ΞeM = (ϕ1, . . . , ϕM , 0, . . . , 0)
T , m := ΞeN = (0, . . . , 0, χ1, . . . , χN)
T .
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Then, we can easily show the following relations:
Sn l = R l, Sm l = l, Snm = m, Smm = Rm,
Sn l = R l, Sm l = l, Snm = m, Smm = Rm.
We set the “tau function” Fn,m as
F = detF .
Here, the (M +N)× (M +N) matrix F is defined as
F := I +AΞ
(
K
L
)
Ξ,
where A is a constant (M +N)× (M +N) matrix. We also set the other
“tau functions” Gn,m and Hn,m as
G =
(
m
TF−1A l)F, H = (l TF−1Am)F.
Note that the one-dromion solution is reproduced by setting M = N = 1,
up to a minor redefinition of the parameters. Let us check that these “tau
functions” indeed satisfy the only bilinear equation without time derivatives,
(3.17). With the aid of the previous relations, we have
SnF − F = AΞ
(
P
I
)(
K
L
)(
P
I
)
Ξ−AΞ
(
K
L
)
Ξ
= −AΞ
(
K − PKP
O
)
Ξ
= −AΞeM eTM Ξ
= −A l l T .
Thus, we obtain
SnF = det
(
F −A l l T
)
= det
(
I − F−1A l l T
)
F
=
(
1− l TF−1A l
)
F.
Similarly, we obtain
SmF =
(
1−mTF−1Am)F.
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To compute SnSmF , we still need to know SnF−1. This can be expressed
as
SnF−1 = (SnF)−1
=
(
F −A l l T
)
−1
= F−1 + F
−1A l l TF−1
1− l TF−1A l
.
Here, we used the so-called Sherman–Morrison formula; recall that A l is
a column vector and l T is a row vector. Combining the above results, we
obtain
(SnSmF )F =
[
1−mT (SnF−1)Am] (SnF )F
= (SnF )
(
1−mTF−1Am)F − (mTF−1A l)F (l TF−1Am)F
= (SnF ) (SmF )−GH.
This completes the proof of (3.17).
It is a direct but lengthy calculation to check the remaining 12 equations
(3.18a)–(3.21c) involving time derivatives. For example, in order to check
(3.18b), we need the following intermediate formulas:
∂taF = −
(
m
TF−1AR−1m)F,
∂taH =
(
l
TF−1AR−1m
) (
m
TF−1Am− 1)F − (l TF−1Am) (mTF−1AR−1m)F,
S
−1
m H =
(
l
TF−1AR−1m
)
F.
To obtain the first formula, we first compute ∂taF as
∂taF = −AΞ
(
O
Q−1
)(
K
L
)
Ξ +AΞ
(
K
L
)(
O
Q
)
Ξ
= −AΞ
(
O
Q−1EN
)
Ξ
= −AR−1ΞeN eTNΞ
= −AR−1mmT .
Then, we multiply it by F−1 and take the trace.
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4 Concluding remarks
In this paper, we have studied a suitable space discretization of the Davey–
Stewartson system. The Davey–Stewartson system is an integrable NLS
system in 2 + 1 dimensions, which involves two spatial variables on an equal
footing and allows the complex conjugation reduction between the dependent
variables. We started with a natural (2 + 1)-dimensional generalization of the
Ablowitz–Ladik lattice and then considered a nonlocal change of dependent
variables to symmetrize the equations of motion. Consequently, we obtained
the space-discrete Davey–Stewartson system inheriting most of the important
properties of the continuous system; in particular, it is integrable and allows
the complex conjugation reduction. The price to pay is the irrationality of
the equations of motion and their high degree of nonlocality, which are not
seen in the continuous case. Through a simple reduction, we reduced the
degree of nonlocality and obtained a discrete modified KdV-type system in
two spatial dimensions, namely, the (2 + 1)-dimensional modified Volterra
lattice (2.18).
The (2 + 1)-dimensional Ablowitz–Ladik lattice, as well as the space-
discrete Davey–Stewartson system, is a superposition of four elementary
flows that are mutually commutative. Naturally, the number of elementary
flows is equal to the number of directions on the square lattice. Note also
that both the (1 + 1)-dimensional Ablowitz–Ladik lattice and the continuous
Davey–Stewartson system can be written as a sum of two commuting flows.
We conjecture that the (2 + 1)-dimensional Ablowitz–Ladik lattice and the
space-discrete Davey–Stewartson system possess four infinite sets of higher
symmetries. As in the original Ablowitz–Ladik lattice [44, 45], each set of
symmetries could be generated from a single discrete-time system using the
Maclaurin expansion in the step-size parameter. It would be interesting to
provide a more precise description within the framework of the Sato theory,
e.g., the discrete two-component KP hierarchy (cf. [19]).
Using the Hirota bilinear method, we have constructed exact solutions
such as the multidromion solutions of the (2 + 1)-dimensional Ablowitz–
Ladik lattice and the space-discrete Davey–Stewartson system concurrently.
Their solutions can be obtained from the same set of bilinear equations, al-
though their bilinearizing transformations are rather different (cf. (3.7a) and
(3.13a)). Note that (3.13a) reflects the irrationality of the space-discrete
Davey–Stewartson system that can, however, allow the complex conjugation
reduction. The solutions were derived as the common solutions of the four
elementary flows. On the level of the bilinear equations, the four flows look
fully symmetric and stand on an equal footing. Thus, it is relatively easy to
construct their common solutions despite the high number of bilinear equa-
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tions.
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