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DEFORMATION OF WEYL MODULES
AND GENERALIZED PARKING FUNCTIONS
B. FEIGIN, S. LOKTEV
Abstract. Local Weyl modules over two-dimensional currents with values in glr are deformed into spaces with
bases related to parking functions. Using this construction we
1) propose a simple proof that dimension of the space of diagonal coinvariants is not less than the number of
parking functions;
2) describe the limits of Weyl modules in terms of semi-infinite forms and find the limits of characters;
3) propose a lower bound and state a conjecture for dimensions of Weyl modules with arbitrary highest weights.
Also we express characters of deformed Weyl modules in terms of ρ-parking functions and the Frobenius char-
acteristic map.
Introduction
In this paper we continue studying Weyl modules in the sense of [CP], [FL2].
Fix a commutative algebra A with unit, an augmentation θ : A → C and a semi-simple Lie algebra g with a
Cartan decomposition g = n− ⊕ h⊕ n+. Let b = n+ ⊕ h.
Recall that local Weyl modules are cyclic representations of the Lie algebra g⊗A labeled by dominant characters
χ : h → C. Namely they are the quotients Iχ/Jχ, where Iχ is the g ⊗ A-module induced from the following 1-
dimensional representation of b⊗A:
b⊗A
1⊗θ
−→ b→ h
χ
→ C.
and Jχ is the minimal submodule in Iχ such that Iχ/Jχ is integrable as a representation of g ≃ g⊗ 1 ⊂ g⊗A. For
a generic A these modules are studied in [FL2], but still almost nothing is known about their structure.
First let us describe what is known in the simplest case of A = C[x], the augmentation θ : P (x) → P (0) and
g = sl2. Then the Weyl modules are labeled by a non-negative integer and denoted in [FL2] by WC({0}nω). For a
shortness let us denote them here by W1(n). It is shown in [CP] that dimW1(n) = 2
n. Let us outline a couple of
ways to describe these modules.
First way. Such a construction is introduced in [FL1] and is called fusion.
For z ∈ C let C2(z) be the evaluation two-dimensional representation of sl2 ⊗ C[x]. Recall that an element
R ∈ sl2 ⊗ C[x] acts on C
2(z) just by the 2× 2-matrix R(z). By v(z) denote the highest weight vector of C2(z).
Consider the tensor product
W (z1, . . . , zm) = C
2(z1)⊗ . . .⊗ C
2(zm).
The module W (z1, . . . , zm) is cyclic (even irreducible) if zi 6= zj for i 6= j. Choose v(z1) ⊗ . . . ⊗ v(zm) as a cyclic
vector. Then the family W (z1, . . . , zm) has a limit when all zj → 0 in the class of cyclic modules over sl2 ⊗ C[x]
(see [FF] for the proof). Combining the results of [FF] and [CP] one can see that this limit is isomorphic to W1(m).
Second way. Let ŝl2 be the central extension of the Lie algebra sl2 ⊗ C[x, x
−1]. Then W1(m) can be realized as
a Demazure submodule of a fundamental integrable representation of ŝl2.
By L0 and L1 denote the fundamental integrable representations of the affine Lie algebra ŝl2. Let h0 = h⊗1 ∈ ŝl2,
where h ∈ sl2 is the generator of the Cartan subalgebra. Introduce the notation vm for the extremal vectors of
L0 and L1 such that h0vm = mvm, so vm ∈ L0 for even m and vm ∈ L1 for odd m. Combining the results of
[FL1] and [CP] one can see that the submodule generated by vm under the action of the annihilating operators
sl2 ⊗ C[x] ⊂ ŝl2 is isomorphic to W1(|m|).
In particular it follows that W1(m) is dual to the space of sections of some line bundle on the affine ŝl2-Schubert
variety of dimension m.
Such a description of the Weyl modules demonstrates that the latter can be used to construct the fundamental
representations of ŝl2. Let M be a sl2⊗C[x]-module. By definition of Weyl module homomorphisms W1(m)→M
are in one-to-one correspondence with elements v ∈M such that
(e⊗ xi) · v = 0 for i ≥ 0; (h⊗ xj) · v = 0 for j > 0; (h⊗ 1) · v = mv.
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Using this property one can show that Hom(W1(m),W1(m+2)) is one-dimensional and spanned by an embedding.
Writing down two sequences of homomorphisms
W1(0) →֒ W1(2) →֒W1(4) →֒ . . . ,(1)
W1(1) →֒ W1(3) →֒W1(5) →֒ . . . ,(2)
one can show that L0 and L1 are the inductive limits of (1) and (2) respectively. Note that despite of each W1(m)
has only the structure of sl2 ⊗ C[x]-module, the limit has a more reach structure of ŝl2-module.
In this paper we consider the case of A = C[x, y] and again θ : P (x, y) → P (0, 0). The corresponding Weyl
modules are denoted by WC2({0}λ) in [FL2]. Dimensions of some of these modules are calculated in [FL2] using
M. Haiman’s results about two-dimensional diagonal coinvariants [H].
Here let us restrict ourselves to the case g = sl2, so Weyl modules are also labeled by an integer. Denote them
by W2(m). It is shown in [FL2] that their dimensions are equal to Catalan numbers.
Concerning the first way of description, note that the algebra sl2⊗C[x, y] also has the evaluation representations
C2(Z), where Z is a point on the complex plane. The tensor product C2(Z1)⊗ . . .⊗C
2(Zm) is cyclic for pairwise
distinct Zi and we can consider the similar limit when {Zi → (0, 0)}. But in this case the limit depends on how the
points {Zj} go to the origin. Namely the set of all limits can be identified with the special fiber H
0
m in the Hilbert
scheme of m-points on the plane. Moreover the limits form a 2m-dimensional vector bundle µm over H
0
m with the
structure of sl2 ⊗C[x, y]-module on each fiber. It can be obtained from the m!-dimensional bundle constructed in
[H] by the fiber-wise Schur-Weyl duality. Combining the results of [FL2] and [H] one can see that the Weyl module
W2(m) is isomorphic to the space of sections of the bundle µm.
This paper makes possible the second way of description. Similar to the 1-dimensional case these Weyl modules
can be mapped to each other. But in this case the space Hom(W2(m),W2(m+2)) is m+2-dimensional. Therefore
there are many inductive limits like
W2(0)
α0−→W2(2)
α2−→W2(4)
α4−→ . . . or W2(1)
α1−→W2(3)
α3−→ . . . .
The limits are infinite-dimensional sl2 ⊗ C[x, y]-modules. In this paper we consider rather special choice of the
homomorphisms {αj}. To describe it note that the U(sl2 ⊗ C[x])-submodule in W2(m) generated by the cyclic
vector is isomorphic to the Weyl module W1(m). And there is the unique way to choose the maps {αj} such that
the following diagrams are commutative:
W2(0) −−−−→ W2(2) −−−−→ W2(4) −−−−→ . . . L
(2)
0x x x x
W1(0) −−−−→ W1(2) −−−−→ W1(4) −−−−→ . . . L0,
W2(1) −−−−→ W2(3) −−−−→ W2(5) −−−−→ . . . L
(2)
1x x x x
W1(1) −−−−→ W1(3) −−−−→ W1(5) −−−−→ . . . L1.
In this paper we show that the action of sl2 ⊗ C[x, y] on the inductive limits L
(2)
0 and L
(2)
1 can be extended to an
action of the universal central extension (sl2⊗C[x, x
−1, y])̂ of the algebra sl2⊗C[x, x
−1, y]. Let us briefly describe
this algebra.
Let g be a simple Lie algebra and let M be an affine variety. By C(M) denote the ring of functions on M , by
Ωi denote the space of the i-forms on M . Then we have H2(g⊗ C(M)) ≃ Ω
1/dΩ0, so
(g⊗ C(M))̂ = g⊗ C(M)⊕ Ω1/dΩ0
with the cocycle given by the formula
ω(g1 ⊗ P1, g2 ⊗ P2) = (g1, g2) · π(dP1 · P2),
where (, ) is the Cartan-Killing form and π is the projection Ω1 → Ω1/dΩ0. In our case M = C∗ × C.
The main tool we use in this paper is deformation of the Weyl modules. After deformation they become
representations of the matrix algebra with values in differential operators on the line preserving order of zero at the
origin. More precisely, the polynomial ring C[x, y] is deformed into the associative algebra C 〈X ,Y〉 generated by the
elements X and Y (corresponding to x and x∂/∂x in Diff(x) respectively) under the relation YX −XY = X . Our
construction has some similarity with [C], where deformation is used to study the space of harmonic polynomials in
two group of variables. But in [C] after deformation the space of harmonic polynomials becomes a representation
of the double affine Hecke algebra.
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The generality we consider in this paper is local Weyl modules over glr ⊗ C[x, y]. They are labeled by vectors
(ξ1, . . . , ξr) such that ξi − ξi+1 are non-negative integers. So up to the action of scalars we can say that they are
indexed by a partition.
In first section we study finite-dimensional modules. For a partition ξ and an integer N we construct a cyclic
module V(ξ,N) over glr ⊗ C 〈X ,Y〉 explicitly. Then we study its degeneration V (ξ) which is a cyclic module
over glr ⊗ C[x, y] not depending on N . We show that V (ξ) is a quotient of the corresponding Weyl module.
Our conjecture is that it coincides with the Weyl module. Here we proof this conjecture for ξ = (n, s, . . . , s), in
particular for any weight of sl2.
Then we find the dimension and describe the action of the constants glr ⊗ 1 on V (ξ) in terms of ρ-parking
functions and the Frobenius characteristic map. Also we discuss some character formulas related to [HHLRU].
At last we derive that dimension of the space of diagonal coinvariants is not less than the number of parking
functions and that the representation of the symmetric group on diagonal coinvariants contains the representation
on parking functions multiplied by the sign representation.
In second section we proceed to the limit. First we construct the limits of deformed modules using the space of
semi-infinite forms. This space is well known as a construction for the fundamental representations of the algebra
ĝlr. Then we degenerate these inductive systems and obtain the limits of Weyl modules as representations of a
certain central extension of slr ⊗ C[x, x
−1, y]. It provide us an action of the universal central extension. As a
corollary we propose an explicit formula for the limits of polynomials reciprocal to characters of Weyl modules.
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1. Deformation of Weyl modules
1.1. Notation. Let Matr be the r × r matrix algebra. By Eij ∈ Matr denote the matrix units. Let Vr be the
vector representation of Matr. By ui ∈ V denote the basis vectors, so Eijuk = ui for j = k and zero otherwise.
Also fix the usual notation Id = E11 + · · ·+ Err.
We will write glr for Matr with the usual commutator considered as a Lie algebra. Let h ⊂ glr be the subalgebra
spanned by Eii, i = 1 . . . r. Let ǫi, i = 1 . . . r be the basis in h
∗ dual to Eii. Fix the notation τ = ǫ1 + · · ·+ ǫr for
the element of h∗ evaluating the trace.
Let slr ⊂ glr be the subalgebra of traceless matrices. Choose a basis hi = Eii − Ei+1,i+1, i = 1 . . . r − 1 in the
traceless part of h. By ωi denote the dual basis elements in the dual space.
Also note that for an arbitrary associative algebra A we have the structure of Lie algebra on the space glr⊗A of
A-valued matrices. If A is commutative then the notation slr ⊗A makes sense, otherwise the subspace of traceless
matrices is not closed under the commutator.
Concerning the combinatorial notation, for a vector η = (η1, . . . , ηm) let |η| = η1 + · · · + ηm. For a partition
ξ = (ξ1 ≥ · · · ≥ ξm ≥ 0) let ξ
t = (ξt1 ≥ ξ
t
2 ≥ . . . ) be the transposed partition, where ξ
t
i is the number of j such that
ξj ≥ i. At last for a vector η = (η1, . . . , ηm) introduce the partition (1
η12η2 . . . ), where each j appears ηj times.
1.2. Preliminary on deformation and degeneration. Let A be an associative (or Lie, etc.) algebra. We say
that an algebra A is a (one parametric) deformation of A if there exists a family Aε of multiplications (brackets,
etc.) on the space A depending on ε ∈ C (that is a family of maps A⊗A→ A) such that
1) A0 ∼= A,
2) Aε ∼= A for ε 6= 0.
This notion is very useful for various semi-continuous arguments.
Let B be an associative (or Lie, etc.) algebra with an increasing filtration B0 ⊂ B1 ⊂ . . . such that Bi ·Bj ⊂ Bi+j
(resp. [Bi,Bj] ⊂ Bi+j , etc.). Then the adjoint graded space B = grB inherits the structure of graded algebra
(associative, Lie, etc.). This algebra is called a degeneration of B.
Proposition 1. The algebra B is a deformation of its degeneration B.
Proof. Fix an isomorphism of vector spaces φ : B
∼
→ B preserving the filtration. Let degε : B → B be the map
multiplying each graded component Bi by ε
i. Then we take B0 = B and pullback the operation from the space B
to Bε = B using the isomorphism degε ◦φ for ε 6= 0. 
Let M be a module over B. Suppose M is generated by a vector v, then such a vector is called cyclic.
Introduce the filtration on M by setting Mi = Bi · v (using the universal enveloping algebra for the Lie case).
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The corresponding adjoint graded space gr vM inherits the action of the algebra B. We also call this space a
degeneration of M.
1.3. Weyl modules. Let gr = glr ⊗ C[x, y] be the Lie algebra of r × r matrices over the polynomial ring in
two variables. Clearly it splits into the direct sum of the ideal slr ⊗ C[x, y] of traceless matrices and the center
Id⊗ C[x, y]. The elements Eklij = Eij ⊗ x
kyl for 1 ≤ i, j ≤ r and k, l ≥ 0 form a basis of gr.
For a vector ξ = (ξ1, . . . , ξr) define the Weyl module W (ξ) as the maximal finite-dimensional module generated
by a vector vξ such that for any P ∈ C[x, y] we have
(3) (Eii ⊗ P ) · vξ = ξiP (0, 0) · vξ, (Eij ⊗ P ) · vξ = 0 for 1 ≤ i < j ≤ r.
We can treat ξ as the element
∑
ξiǫi ∈ h
∗, so h⊗P acts on vξ by the scalar ξ(h)P (0, 0) for any P ∈ C[x, y], h ∈ h.
It is not immediately clear that such a module exists, so let us deduce it from the results of [FL2].
Proposition 2. For a given ξ consider its signature λ = (ξ1 − ξ2, . . . , ξr−1 − ξr).
(i) The module W (ξ) exists.
(ii) We have W (ξ) 6= 0 only if λ is dominant (that is all λi are non-negative integers).
(iii) For a dominant λ the module W (ξ) is isomorphic to the moduleWC2({0}λ) defined in [FL2] (while restricted
to slr ⊗ C[x, y]).
Proof. The elements Id⊗ P belong to the center and therefore act on any module generated by vξ by the scalars
P (0, 0) · (ξ1 + · · ·+ ξr). So the module W (ξ) can be completely determined by the action of traceless matrices.
Now take the module WC2({0}λ) with the action of scalars as above. In [FL2] it is proved that this module is
finite-dimensional, and it follows from the definition that it is maximal among modules generated by vξ. So we
have (iii).
The statement (ii) follows because otherwise vξ can not generate a non-trivial finite-dimensional slr-module.
The statement (i) follows from the existence of Weyl modules for slr ⊗ C[x, y]. 
For any module M over gr and a vector η = (η1, . . . , ηr) introduce the weight subspace M
η where Eii ⊗ 1 acts
by ηi.
Proposition 3. We have
W (ξ) =
⊕
η−ξ∈Zr
|η|=|ξ|
W (ξ)η,
where | | returns the sum of coordinates.
Proof. Such a statement is always true for a finite-dimensional representation of glr, where the identity matrix acts
by a scalar. Here we have the action of glr ⊗ 1 ⊂ gr. 
Let us recall some results from [FL2] about the case ξ = nǫ1+sτ = (n+s, s, . . . , s), that is λ = nω1 = (n, 0, . . . , 0).
Following [H] by DHn denote the space of diagonal coinvariants
DHn = C[x1, . . . , xn; y1, . . . , yn]/C[x1, . . . , xn; y1, . . . , yn]
Σn ,
where the symmetric group Σn permutes the variables xi and yi at the same time. The space DHn is a representation
of Σn as well.
Theorem 1. [FL2] For an integer n, any s and η ∈ Zr we have an isomorphism of vector spaces
W (nǫ1 + sτ)
η+sτ ∼=
{
DH
Ση1×···×Σηr
n |η| = n, ηi ≥ 0;
0 otherwise.
Using the main result of [H] one can calculate dimensions of these spaces.
Theorem 2. [FL2] Dimension of the space W (nǫ1 + sτ)
η+sτ is equal to the number of subsets H ⊂ {1, . . . , n} ×
{1, . . . , r} such that
|H ∩ {1, . . . , n} × i| = ηi, |H ∩ {1, . . . , k} × {1, . . . , r}| ≥ k for k = 1 . . . n.
Corollary 1. We have
dimW (nǫ1 + sτ) =
(r(n + 1))!
(n+ 1)!((r − 1)(n+ 1) + 1)!
,
that is the higher Catalan number, and that is the number of subsets H ⊂ {1, . . . , n} × {1, . . . , r} such that
|H | = n, |H ∩ {1, . . . , k} × {1, . . . , r}| ≥ k for k = 1 . . . n.
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1.4. Deformed Weyl modules. Now let C 〈X ,Y〉 be the associative algebra generated by the elements X and Y
under the relation YX − XY = X . It can be considered as the subalgebra of the algebra of differential operators
Diff(x) in the variable x generated by X = x and Y = x∂/∂x. This subalgebra consists of operators preserving the
order of zero at the origin.
So C 〈X ,Y〉 can be degenerated into C[x, y] in the standard way. Namely let FnC 〈X ,Y〉 be the subspace
spanned by operators of degree not exceeding n, that is by X iYj with j ≤ n. Then grF •C 〈X ,Y〉 ∼= C[x, y].
Let Gr = glr ⊗ C 〈X ,Y〉 be the Lie algebra of matrices over C 〈X ,Y〉 with the usual commutator. In a similar
way it can be degenerated into gr. For a partition ξ = (ξ1 ≥ · · · ≥ ξr ≥ 0) let us define some modules explicitly in
order to obtain Weyl modules after degeneration.
For an integer N consider the vector space V
(N)
r = Vr⊗
(
C[x, x−1]/xNC[x]
)
. The vectors uij = uj⊗x
i for i < N ,
j = 1 . . . r form a basis of V
(N)
r .
The action of C 〈X ,Y〉 ⊂ Diff(x) on C[x, x−1] preserves the subspace xNC[x], so the algebra C 〈X ,Y〉 acts on
C[x, x−1]/xNC[x]. It provides us the action of Gr on V
(N)
r . Now introduce the vector
v
(N)
ξ =
r∧
j=1
N−1∧
i=N−ξj
uij ∈
∧|ξ|
V (N)r .
Then define V(ξ,N) as the Gr-submodule of
∧|ξ|
V
(N)
r generated by the vector v
(N)
ξ . Note that if N is sufficiently
large (namely N ≥ ξ1) then we can avoid negative degrees of x.
More generally for a subset H ⊂ N× {1, . . . , r} introduce the vector
u
(N)
H =
∧
i×j∈H
uN−ij ∈
∧|H|
V (N)r .
Proposition 4. Vectors u
(N)
H for
(4) |H | = |ξ|, |H ∩ {1, . . . , k} × {1, . . . , r}| ≥ ξt1 + · · ·+ ξ
t
k for k = 1, 2, . . .
form a basis in V(ξ,N). Here ξt = (ξt1 ≥ ξ
t
2 ≥ . . . ) denotes the transposed partition.
Proof. For M < N introduce the Gr-submodule
V (M...N)r = Vr ⊗
(
xMC[x]/xNC[x]
)
⊂ V (N)r .
We have V(ξ,N) ⊂
∧|ξ|
V
(M...N)
r if M ≤ N − ξ1.
The action of Gr on V
(M...N)
r defines the map of algebras U(Gr) → Matr ⊗MatN−M , where Matr acts on the
factor Vr and MatN−M acts on the factor
(
xMC[x]/xNC[x]
)
. For a pair of integersM ≤ i, j < N by Fij ∈MatN−M
denote the matrix unit sending xi to xj .
Let us show that the image of this map is Matr ⊗ BN−M , where BN−M is the subalgebra of upper-triangular
matrices (spanned by Fij for i ≤ j).
An element Eij ⊗X
kY l ∈ Gr is mapped to
(5) Eij ⊗
(
N−k−1∑
s=M
slFs,s+k
)
∈ Matr ⊗BN−M .
Therefore any element of U(Gr) is mapped inside Matr ⊗BN−M .
Taking different l-s and inverting the Vandermonde matrix we obtain each Eij ⊗ Fs,s+k separately from (5) as
a linear combination. And these elements span the subalgebra Matr ⊗BN−M .
The conditions (4) mean that u
(N)
H ∈
∧|ξ|
V
(N)
r and for any m the number of factors uij with i ≥ m is not
less than in v
(N)
ξ . So it is clear that the image of v
(N)
ξ under the action of Gr belongs to the linear span of u
(N)
H
with H satisfying (4). And any such a monomial can be obtained from v
(N)
ξ using the action of matrix elements
Eij ⊗ Fs,s+k. 
Now let us degenerate V(ξ,N) into a gr-module. Note that the degree filtration F
•Gr gives us the corresponding
filtration U≤•(Gr) on the universal enveloping algebra. Let us choose v
(N)
ξ ∈ V(ξ,N) as a cyclic vector. According
to the general procedure we project the filtration from U(Gr) to the cyclic module V(ξ,N) and then produce the
adjoint graded space. More precisely we set F iV(ξ,N) = U≤i(Gr) · v
(N)
ξ and take gr v(N)ξ
V(ξ,N) = grF •V(ξ,N).
Proposition 5. The gr-module gr v(N)ξ
V(ξ,N) does not depend on N .
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Proof. Let us construct an isomorphism between the gr-modules gr v(N)ξ
V(ξ,N) and gr
v
(M)
ξ
V(ξ,M).
Let φMN : V(ξ,N)→ V(ξ,M) be the isomorphism mapping u
(N)
H to u
(M)
H . For any g ∈ glr, a set H and integers
i, j, M we have
φMN
(
(g ⊗X iYj) · u
(N)
H
)
= (g ⊗X i(Y +N −M)j) · u
(M)
H .
As φMN maps v
(N)
ξ to v
(M)
ξ and the elements X
iYj and X i(Y +N −M)j have the same degree, for any m we have
φMN
(
U≤m(Gr) · v
(N)
ξ
)
⊂ U≤m(Gr) · v
(M)
ξ .
So the map φMN is compatible with the filtrations, that is φ
M
N (F
mV(ξ,N)) ⊂ FmV(ξ,M).
Note that the difference between X iYj and X i(Y + N −M)j is zero after degeneration. Therefore grφMN is a
map between the adjoint graded modules.
At last note that the map grφNM is inverse to grφ
M
N , so we have an isomorphism. 
Denote the gr-module gr v(N)ξ
V(ξ,N) for an arbitrary N by V (ξ).
Proposition 6. There is the canonical surjection W (ξ)→ V (ξ) sending the cyclic vector to the cyclic vector.
Proof. By definition of Weyl module it is enough to show that the cyclic vector of V (ξ) satisfies the conditions (3).
We have (Eij ⊗X
mYn) · v
(N)
ξ = 0 for i < j, so the action of Eij ⊗P on the cyclic vector of V (ξ) is zero if i < j.
The vector (Eii ⊗X
mYn) · v
(N)
ξ is proportional to v
(N)
ξ and zero if m > 0, so the action of Eii ⊗ P on the cyclic
vector of V (ξ) is zero if P (0, 0) = 0.
At last we have (Eii ⊗ 1) · v
(N)
ξ = ξi · v
(N)
ξ , so the action of Eii ⊗ P on the cyclic vector of V (ξ) is exactly as
required by (3). 
Conjecture 1. We have W (ξ) ∼= V (ξ).
Theorem 3. Conjecture 1 is true for ξ = nǫ1 + sτ .
Proof. From Theorem 2 and Proposition 4 we have that dimW (nǫ1 + sτ) = dimV (nǫ1 + sτ), so the surjection is
an isomorphism. 
1.5. Relation with ρ-parking functions. Let ρ = (ρ1 ≥ ρ2 ≥ · · · ≥ ρk ≥ 0) be a partition. A function
f : {1, . . . n} → {1, . . . n} is called ρ-parking function (see [PP], [PS], [Y]) if
|f−1({1, . . . , ρk−s+1})| ≥ s for s = 1 . . . k.
In particular for ρ = (n, n− 1, . . . , 3, 2, 1) we have the usual parking functions (see [H]).
Let PFn(ρ) be the set of ρ-parking functions. The symmetric group Σn acts on the set PFn(ρ) by permutation
on the domain. By CPFn(ρ) denote the corresponding complex representation of Σn. Now let us repeat the
arguments from [FL2].
To describe CPFn(ρ) more explicitly introduce the class of integer sequences
An(ρ) = {a1, . . . , an| ai ≥ 0, a1 + · · ·+ an = n, a1 + · · ·+ aρk−s+1 ≥ s for s = 1 . . . k}.
Proposition 7. We have an isomorphism of Σn-modules
CPFn(ρ) ∼=
⊕
An(ρ)
IndΣnΣa1×···×Σan
C.
Proof. For a sequence (a1, . . . , an) ∈ An(ρ) we take a subset of parking functions such that |f
−1({i})| = ai for
i = 1 . . . n. This set is stable with respect to the action of Σn and it forms the permutation representation
isomorphic to
C[Σn/Σa1 × · · · × Σan ]
∼= IndΣnΣa1×···×Σan
C.

The action of constants glr ⊗ 1 defines the structure of glr-module on V (ξ). Let us describe it.
Proposition 8. For a partition ξ take n = |ξ| and ρ = (1ξ
t
12ξ
t
2 . . . ), that is the partition where each j appears ξtj
times, and ξt is the transposed partition. Then we have an isomorphism of glr-modules
V (ξ) ∼=
(
V ⊗nr ⊗ CPFn(ρ)⊗ Sign
)Σn
,
where Sign is the sign representation of Σn. At the right hand side glr acts on V
⊗n
r .
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Proof. As the filtration on V(ξ,N) is glr-equivariant, we have an isomorphism of glr-modules V (ξ)
∼= V(ξ,N).
From Proposition 4 it follows that
V(ξ,N) ∼=
⊕
An(ρ)
n⊗
i=1
(∧ai
Vr
)
∼=
⊕
An(ρ)
HomΣa1×···×Σan
(
Sign⊗ (V ∗r )
⊗n,C
)
as glr-modules. Applying the Frobenius duality and Proposition 7 we have
V(ξ,N) ∼=
⊕
An(ρ)
HomΣn
(
Sign⊗ (V ∗r )
⊗n, IndΣnΣa1×···×Σan
C
)
∼=
∼= HomΣn
(
Sign⊗ (V ∗r )
⊗n,CPFn(ρ)
)
∼=
(
V ⊗nr ⊗ CPFn(ρ)⊗ Sign
)Σn
.

Corollary 2. In the notation of Proposition 8 for η ∈ Zr we have
dimV (ξ)η =
{
dim (CPFn(ρ)⊗ Sign)
Ση1×···×Σηr |η| = n, ηi ≥ 0;
0 otherwise.
Proof. Let us decompose Vr into one-dimensional graded subspaces:(
V ⊗nr ⊗ CPFn(ρ)⊗ Sign
)Σn
=
⊕
|η|=n
ηi≥0
(uη11 ⊗ · · · ⊗ u
ηr
r )⊗ (CPFn(ρ)⊗ Sign)
Ση1×···×Σηr .

Also we can formulate it in the following way. For a partition ξ = (ξ1 ≥ · · · ≥ ξm) let πξ be the corresponding
irreducible representations of Σ|ξ|. And let π
ξ be the irreducible representation of glm with highest weight ξ.
Define the Frobenius map Frn from the Grothendiek ring of Σn to the Grothendiek ring of glr sending πξ to π
ξ
if ξr+1 = 0 and to zero otherwise.
Corollary 3. In the notation of Proposition 8 we have an isomorphism of glr-modules.
V (ξ) ∼= Frn(CPFn(ρ)⊗ Sign).
Proof. The Schur-Weyl duality provide us the decomposition of glr × Σn-module
V ⊗nr
∼=
⊕
ξ=(ξ1≥···≥ξr)
|ξ|=n
πξ ⊗ π
ξ.
As the irreducible representations of Σn are real and therefore self-dual, we have
(πξ ⊗ πη)
Σn =
{
C ξ = η
0 ξ 6= η
So the statement can be deduced from Proposition 8. 
1.6. Characters. The algebra gr has the additional glr-equivariant gradings by degrees of x and y. Let us show
that the modules V (ξ) are bi-graded.
Note that the algebra C 〈X ,Y〉 and therefore Gr is also graded by degree of X (but not Y). First let us show
that the modules V(ξ,N) are graded.
Proposition 9. The module V(ξ,N) and the subspaces F jV(ξ,N) are graded.
Proof. For any H ⊂ N× {1, . . . , r} introduce the number d(H) =
∑
i
iξti −
∑
i×j∈H
i. Then take the linear span
Vm(ξ,N) =
〈
u
(N)
H ∈ V(ξ,N)
∣∣∣ d(H) = m〉 .
We have V(ξ,N) =
⊕
Vm(ξ,N) and g ⊗ X kY l maps from Vm(ξ,N) to Vm+k(ξ,N) for any g ∈ glr. As the cyclic
vector v
(N)
ξ belongs to V
0(ξ,N), this is the grading on our Gr-module.
Concerning the filtration, note that the spaces FmGr and therefore U
≤m(Gr) are graded. Therefore we can just
take F jVm(ξ,N) = Vm(ξ,N)
⋂
F jV(ξ,N) as the graded components. 
Proposition 10. The module V (ξ) is bi-graded.
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Proof. For an arbitrary N let us take
V ij(ξ) = F jV i(ξ,N)/F j−1V i(ξ,N).
Then we have V (ξ) =
⊕
V ij(ξ) and g ⊗ X kY l maps from V ij(ξ) to V i+k,j+l(ξ) for any g ∈ glr. As the cyclic
vector belongs to V 00(ξ), this is the bi-grading on our gr-module. 
As these gradings are glr-equivariant, we can introduce two additional variables into the character. Let
chx,yV (ξ) =
∑
i,j
xiyj · chV ij(ξ).
Now let us calculate the specialization chx of this character when y = 1. For any ρ-parking function f introduce
the integer
(6) |f | = |ρ| −
n∑
i=1
f(i).
It defines a grading on the space CPFn(ρ). So CPFn(ρ) =
⊕
mCPF
m
n (ρ).
Theorem 4. For a partition ξ take n = |ξ| and ρ = (1ξ
t
12ξ
t
2 . . . ), that is the partition where each j appears ξtj
times, and ξt is the transposed partition. Then we have
chxV (ξ) =
∑
m
xm · ch
(
V ⊗nr ⊗ CPF
m
n (ρ)⊗ Sign
)Σn
,
or equivalently
chxV (ξ) =
∑
m
xm · chFrn(CPF
m
n (ρ)⊗ Sign).
Proof. Note that for any N we have
chxV (ξ) =
∑
xm · chVm(ξ,N).
Let us split the set An(ρ) into subsets A
m
n (ρ), containing vectors (a1, . . . , an) with |ρ| −
∑
i iai = m. Taking
into account that |ρ| =
∑
i iξ
t
i , similar to the proof of Proposition 8 we have
Vm(ξ,N) =
⊕
Amn (ρ)
n⊗
i=1
(∧ai
Vr
)
∼= Frn(CPF
m
n (ρ)⊗ Sign).
So the grading on V(ξ,N) coincides with the grading arising from parking functions. The character formula for
V (ξ) follows. 
Note that characters of actual Weyl modules have an additional symmetry.
Proposition 11. The polynomial chx,yW (ξ) is symmetric with respect to permutation of x and y
Proof. The Lie group GL2 acts on C[x, y] by linear transformations of variables, therefore it acts on gr by the
corresponding automorphisms. Note that the conditions (3) are stable with respect to this action. Therefore GL2
acts on each Weyl module W (ξ) preserving vξ.
Then note that the gradings on gr and therefore on W (ξ) are just the action of the diagonal matrix units of
gl2 = Lie(GL2). So the polynomial chx,yW (ξ) is character of a gl2-module, that is a symmetric polynomial. 
Conjecture 1 implies that chx,yV (ξ) = chx,yW (ξ), so these polynomials should be symmetric. In particular we
know it for ξ = nǫ1 + sτ .
Then note that the grading (6) on the space of parking functions coincides with the statistics introduced in
[HHLRU] associated with the variable t. Concerning chx,y we also believe that the pair of statistics proposed in
[HHLRU] gives the correct answer for the usual parking functions (that is ξ = nǫ1 + sτ). The second statistic
(associated with the variable q) makes us thinking that there exists a generalization of the crystal approach for the
two-dimensional case. But for a general ξ a certain modification is still necessary.
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1.7. On M. Haiman’s theorem. Note that along the way we proved once more that dimension of DHn is greater
or equal to (n+ 1)n−1 (the number of parking functions) and that the representation of Σn on DHn contains the
representation on parking functions multiplied by the sign representation.
To obtain the space of diagonal coinvariants it is enough to consider the zero weight subspace of the module
W (rǫ1). Namely Theorem 1 implies that
W (rǫ1)
τ ∼= DHΣ1×···×Σ1r
∼= DHr.
Similarly by Corollary 2 we have
dimV (rǫ1)
τ = |PFr|.
Actually sets H enumerating the monomials in V(rǫ1, N)
τ can be considered as graphics of parking functions.
So the surjection provided by Proposition 6 gives us the inequality of dimensions. Note that the proofs of these
statements (including Theorem 1) are not based on the results of [H].
Now let us proceed to the action of Σr. Note that we have a statement similar to Corollary 3 for the Weyl
modules.
Proposition 12. We have an isomorphism of glr-modules
W (nǫ1) ∼= F
r
n(DHn).
Proof. Theorem 1 implies that character of the glr-module W (nǫ1) is equal to the character (V
⊗n
r ⊗DHn)
Σn , so
we have
W (nǫ1) ∼=
(
V ⊗nr ⊗DHn
)Σn
.
Then the statement follows from the Schur-Weyl duality. 
Note that for r ≥ n the operator Frn is an inclusion. So let us take r ≥ n. Then as we know that V (nǫ1) is a
quotient of W (nǫ1), combining Corollary 3 and Proposition 12 we know that CPFn ⊗ Sign is a subrepresentation
of DHn
2. Limit of Weyl modules
2.1. Recall on gl∞. Now consider ∞ ×∞ matrices, that is matrices (aij)i,j∈Z. Following [FFu] we say that a
matrix (aij)i,j∈Z is a generalized Jacoby matrix if it has only finite number of non-zero diagonals (that is there
exists an integer N such that aij = 0 when |i− j| > N).
Note that we can multiply generalized Jacoby matrices as usual matrices:
(aij)(bij) =
(∑
k∈Z
aikbkj
)
ij
and all the sums here are finite. So introduce the associative algebra Mat∞ and the Lie algebra gl∞ of generalized
Jacoby matrices.
Similar to usual matrices this algebra have the tautological vector representation V∞ = 〈ui〉i∈Z. Consider the
space
∧∞/2
V∞ spanned by the vectors
∧
i∈H
ui for sets H ⊂ Z such that the difference of H and the subset of
positive integers N ⊂ Z is finite.
It is clear how to define the action of an element (aij) ∈ gl∞ on
∧∞/2
V∞ if aii = 0 for all i. But for diagonal
elements the straightforward approach leads to infinite sums. And this is the usual situation when a central
extension appears.
Consider the subspaces V+ = 〈ui〉i>0 and V− = 〈ui〉i≤0 of V∞. Let π : V∞ → V− be the projection along V+.
Define the Sato-Tate cocycle by
ω(g1, g2) = Tr
(
[π(g1), π(g2)]− π([g1, g2])
)
.
This notion is well-defined because trace is evaluated on a finite rank matrix.
Theorem 5. (see [FFu]) The central extension (gl∞)̂ = gl∞⊕CK by the Sato-Tate cocycle acts on
∧∞/2 V∞ such
that K acts by identity.
Note that the isomorphism between (gl∞ )̂ and gl∞⊕CK is not canonical. But there is the unique way to choose
a section gl∞ →֒ (gl∞)̂ such that the image of diagonal elements acts on the vector∧∞
V+ =
∧
i>0
ui ∈
∧∞/2
V∞
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by zero and the image of elements with zeroes on the main diagonal acts in the usual way.
For our purposes let us fix the isomorphism Vr ⊗ C[x, x
−1] ∼= V∞ by identifying u
i
j = uj ⊗ x
i ∈ Vr ⊗ C[x, x
−1]
with uri+j ∈ V∞. Let L =
∧∞/2
(Vr ⊗ C[x, x
−1]).
Similar to the finite-dimensional situation fix the following notation. For a vector ξ = (ξ1, . . . , ξr) introduce the
semi-infinite monomial
v
∞/2
ξ =
r∧
j=1
∧
i≥−ξj
uij ∈ L.
More generally for H ⊂ Z × {1, . . . r} such that the difference of H and N × {1, . . . , r} is finite introduce the
semi-infinite monomial
u
∞/2
H =
∧
i×j∈H
uij ∈ L.
By definition L is the space spanned by the monomials u
∞/2
H .
Now let us equip L by actions of Lie algebras. First note that the algebra glr ⊗C[x, x
−1] acts on Vr⊗C[x, x
−1].
Corollary 4. The central extension ĝlr = glr ⊗ C[x, x
−1]⊕ CK defined by the cocycle
ω(g1 ⊗ x
i, g2 ⊗ x
j) = δi+j · Tr(g1g2) · i
acts on L. The element K acts by identity.
Proof. Due to the grading any element of glr ⊗ C[x, x
−1] acts by a generalized Jacoby matrix. So we have a map
glr ⊗ C[x, x
−1]→ gl∞. Then to obtain the action on L we just pullback the Sato-Tate cocycle. 
A bigger but similar example is the algebra of matrix valued differential operators glr ⊗ C[x, x
−1, D] acting on
Vr ⊗ C[x, x
−1]. Here D = ∂/∂x.
Corollary 5. The central extension ĝlr[D] = glr ⊗ C[x, x
−1, D]⊕ CK defined by the cocycle
ω(g1 ⊗ x
iDa, g2 ⊗ x
jDb) = δi+j−a−b · Tr(g1g2) ·
(−1)aa!b!
(a+ b+ 1)!
a+b∏
k=0
(i − k)
acts on L. The element K acts by identity.
Let Ln be the subspace where the element Id⊗ 1 acts by the scalar n. Clearly we have the decomposition of the
ĝlr[D]-module (and therefore of the ĝlr-module)
L =
⊕
n∈Z
Ln.
Soon we will see that each Ln is irreducible.
2.2. Recall on representations of ĝlr and ŝlr. Fix the Cartan decomposition ĝlr = n− ⊕ h˜ ⊕ n+. Namely n−
is spanned by Eij ⊗ x
s for s < 0 as well as s = 0 and i > j; n+ is spanned by Eij ⊗ x
s for s > 0 as well as s = 0
and i < j; at last h˜ is spanned by Eii ⊗ 1 and K.
Recall that a representation with a highest weight vector is a representation generated by an eigenvector of h˜
annihilating by n+. As usual there exists the unique representation of ĝlr with a given highest weight, that is
where K acts by a given scalar k and h⊗ 1 acts by a given weight ξ on the highest weight vector. Let us denote
this representation by Lk,ξ.
Let H = ĝl1 = Id⊗ C[x, x
−1] ⊕ CK be the infinite-dimensional Heisenberg algebra of rank one. Then we have
ĝlr = ŝlr +H and the intersection of ŝlr and H is the center CK. So any irreducible representation of ĝlr is the
tensor product of an irreducible representation of ŝlr and an irreducible representation of H.
Any representation of H with a highest weight vector is isomorphic to the Verma module Mk,s = C[t1, t2, . . . ],
where K acts by the scalar k, the element Id⊗ xi acts by ti for i > 0, by i∂/∂ti for i < 0 and by the scalar s for
i = 0.
The algebra ŝlr is a Kac-Moody algebra (see [K]). Note that if ξ1 − ξr ≤ k then the restriction of Lk,ξ to ŝlr
is integrable. This class of representations generalizes finite dimensional representations of simple algebras. In
particular there is the action of the affine Weyl group on the weights and the Kac-Weyl character formula (see [K])
for irreducible integrable representations. Also integrable representations are completely reducible.
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Proposition 13. For n = sr + t, 0 ≤ t < r we have
(7) Ln ∼= L1,ξ(n) where ξ(n) = sτ +
∑
i≤t
ǫi.
Here the highest weight vector is identified with v
∞/2
ξ(n) ∈ Ln.
Proof. (sketch) First one can check from the definition that Ln is integrable. Then the vector v
∞/2
ξ(n) generates the
submodule isomorphic to L1,ξ(n). One can proof that it is the whole module by comparing the characters. 
The affine Weyl group of ŝlr is isomorphic to Sr⋉Q, where Q = 〈ǫi − ǫj〉 is the root lattice of slr. Similar to the
case of glr-modules, the Weyl group acts not only on weights of irreducible representations but on representations
itself. Let us describe it for Ln. The action of the subgroup Sr is clear, it just acts on the factor Vr. For η ∈ Z
r
define the operators Tη sending u
∞/2
H to u
∞/2
TηH
, where
TηH = {i× j|(i+ ηj)× j ∈ H}.
One can identify Q with the set of η ∈ Zr such that |η| = 0. Then for η ∈ Q the operator Tη maps Ln to Ln for
any n. And the action of Tη adds η to the weight, same as the corresponding element of the Weyl group.
For our purposes we need the following lemma. Here one can identify the root rω1 ∈ Q with rǫ1 − τ ∈ Z
r.
Lemma 1. (see [FS], [P]) Let L be an irreducible integrable ŝlr–module with a highest weight vector v. By v(j) ∈ L
denote the vector Tjrω1v ∈ L. For j ≥ 0 take F
jL = U(slr ⊗ C[t]) · v(j). Then we have F
jL ⊂ F j+1L and
L =
⋃
j F
jL.
Also we will use the following construction (see [K]) for modules over ĝlr at level one. Note that the subalgebra
h ⊗ C[x, x−1] ⊕ CK is isomorphic to the infinite-dimensional Heisenberg algebra Hr of rank r. For ξ ∈ h
∗ by Mξ
denote the Verma module over Hr, where K acts by identity and h⊗ 1 acts by the scalar ξ(h) for h ∈ h. Similar
to the rank one case Mξ is irreducible.
Proposition 14. We have an isomorphism of Hr-modules
L ∼=
⊕
ξ∈Zr
Mξ, Ln ∼=
⊕
|ξ|=n
Mξ.
Here the highest vector of Mξ is identified with the vector v
∞/2
ξ ∈ L.
Proof. (sketch) Each vector v
∞/2
ξ ∈ L generates the Hr-submodule isomorphic to Mξ, so the right hand side is
included into the left hand side. One can show that they are isomorphic by comparing the characters. 
Actually this is a part of the vertex-operator constructions. The action of other elements can be written in
terms of bosonic vertex operators.
2.3. Inclusions and the limit of deformed modules. Let Q+ ⊂ Q be the subset of positive roots, that is
linear combinations of ǫi − ǫi+1 with non-negative coefficients. Introduce the partial order “≻” on the partitions
such that ξ ≻ ξ′ if ξ − ξ′ ∈ Q+. Or equivalently, ξ ≻ ξ
′ when ξ′ is a weight of the irreducible glr-module with
highest weight ξ.
Proposition 15. Suppose that ξ ≻ ξ′. Then for any N we have
(8) V(ξ′, N) ⊂ V(ξ,N).
Proof. Note that adding ǫi − ǫi+1 to a weight makes the set of conditions (4) weaker. So the monomials spanning
V(ξ′, N) are contained in V(ξ,N). 
Let Det be the one-dimensional representation of gr evaluating the constant term of the trace. Let’s deform its
powers. For a pair of integers M and N define the following one-dimensional representation of Gr :
Det(M . . .N) =
{
V((N −M)τ,N), N ≥M ;
V((M −N)τ,M)∗, N ≤M.
Clearly we have Det(M . . .N) ⊗ Det(N . . .K) ∼= Det(M . . .K) and grDet(M . . .N) ∼= DetN−M . For a shorter
notation let’s write Det(N) instead of Det(0 . . . N).
12 B. FEIGIN, S. LOKTEV
Proposition 16. We have
V(ξ,M)⊗ Det(M . . .N) ∼= V(ξ + (N −M)τ,N)
for N ≥M or when ξ + (N −M)τ is still a partition.
Proof. These spaces can be identified inside
∧|ξ|+(N−M)r
V
(N)
r . 
So we can extend the definition of V(ξ,N) (and therefore of V (ξ)) for an arbitrary ξ ∈ Zr. Namely it is zero
unless ξ1 ≥ ξ2 ≥ · · · ≥ ξr and equal to V(ξ − ξrτ,N − ξr)⊗Det(N − ξr . . .N) otherwise.
Note that we have the natural inclusion Gr →֒ ĝlr[D] sending X to x and Y to xD. So we have the action of Gr
on L.
Proposition 17. There is the natural inclusion of Gr-modules
(9) V(ξ,N)⊗Det(−N) →֒ L|ξ|−Nr
sending any vector u⊗Det(−N) from the left hand side to u ∧
r∧
j=1
∞∧
i=N
uij.
Proof. We just need to show that this map is a map of representations. The action of Gr on the vector
r∧
j=1
∞∧
i=0
uij
is zero. So
r∧
j=1
∞∧
i=N
uij
∼= Det(−N) as one-dimensional representations of Gr. And Gr still acts on the first factor as
on V(ξ,N). 
Propositions 15 and 16 provide us the inclusion
V(nǫ1, N)⊗Det(N . . .N + 1) →֒ V((n+ r)ǫ1, N + 1)
for any n ≥ 0. So we have the inductive system
(10) V(nǫ1, 0) →֒ V((n+ r)ǫ1, 1)⊗Det(−1) →֒ V((n+ 2r)ǫ1, 2)⊗Det(−2) →֒ . . .
By Proposition 17 each of these spaces is included in Ln as well. Let us consider the inductive limit.
Proposition 18. For the inductive system (10) we have an isomorphism of Gr-modules
lim
→
(
V((n+Nr)ǫ1, N)⊗Det(−N)
)
∼= Ln
Proof. We just need to obtain any monomial u
∞/2
H in the right hand side as u
(N)
H′ ∧
r∧
j=1
∞∧
i=N
uij for a sufficiently large
N and u
(N)
H′ ∈ V((n+Nr)ǫ1, N). Note that there exists M such that
{−M,−M + 1, . . . } × {1, . . . r} ⊃ H ⊃ {M,M + 1, . . . } × {1, . . . r}.
Then for N ≥ M we have u
∞/2
H = u
(N)
H′ ∧
r∧
j=1
∞∧
i=N
uij. And for N ≥
r+1
r−1M the set H
′ satisfies (4), so we have
u
(N)
H′ ∈ V((n+Nr)ǫ1, N). 
2.4. The Heisenberg filtration. Now let us construct a filtration on semi-infinite forms compatible with the
filtrations on deformed Weyl modules.
Define a grading on ĝlr by setting deg(g⊗x
i) = 0 for a traceless g or i ≥ 0 and deg(Id⊗xi) = 1 for i < 0. Then
introduce the corresponding filtration F iLn = U
≤i(ĝlr) · v
∞/2
ξ(n) on the cyclic module Ln
∼= L1,ξ(n).
According to it we define the following filtration on ĝlr[D]. The space F
iĝlr[D] contains all differential operators
of degree not exceeding i with non-singular symbol of trace. It means that for R ∈ F iĝlr[D] if we write TrR =∑
Pj(x)D
j then Pi(x) is non-singular. So we have
Eij ⊗ x
sDt ∈ F tĝlr[D] for i 6= j, hi ⊗ x
sDt ∈ F tĝlr[D];
Id⊗ xsDt ∈ F tĝlr[D] for s ≥ 0, Id⊗ x
sDt ∈ F t+1ĝlr[D];
at last the central element K is contained in F 0ĝlr[D].
Proposition 19. We have [F iĝlr[D], F
j ĝlr[D]] ⊂ F
i+j ĝlr[D].
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Proof. Degree of the commutator can not exceed the sum of degrees of the entrees. And symbol of trace of the
commutator is just zero. 
Let us show that this filtration is compatible with the filtration on Ln. For g ∈ glr and a differential operator
Q introduce the generating function (or current)
g(Q; z) =
∑
i
z−i−1g ⊗ (xiQ).
Let us use the normal ordering notation for a product of such currents. Namely for F (z) =
∑
z−i−1Fi and
G(z) =
∑
z−i−1Gi we set
: F (z)G(z) :=
∑
i<0, j∈Z
z−i−j−2FiGj +
∑
i≥0, j∈Z
z−i−j−2GjFi.
The advantage of it that coefficients of the normal ordered product of currents like g(Q; z) are well-defined operators
on L. Also by ∂ denote the formal derivative of current by z.
Lemma 2. The coefficients of Ejj(D; z) +
1
2 : Ejj(1; z)
2 : − 12∂Ejj(1; z) act on L by zero.
Proof. Let us deduce it from Proposition 14. First note that this current commutes with h⊗xi for all h ∈ h, i ∈ Z.
Namely it is clear for h = Eii with i 6= j and we have
[Ejj(D; z), Ejj ⊗ x
m] = mzm−1Ejj(1; z)− z
m−2m(m− 1)
2
K,
[: Ejj(1; z)
2 :, Ejj ⊗ x
m] = −2mzm−1Ejj(1; z), [∂Ejj(1; z), Ejj ⊗ x
m] = −zm−2m(m− 1)K.
Then by the Schur lemma the coefficients act on each subspace Mξ by a scalar.
It remains to show that these scalars are zeroes. Then we need to check it only for the action of the grading
zero coefficient (corresponding to z−2) on the vectors v
∞/2
ξ . It can be easily done using
(Ejj ⊗ xD) · v
∞/2
ξ = −
ξj(ξj + 1)
2
, (Ejj ⊗ 1) · v
∞/2
ξ = ξj , (Ejj ⊗ x
i) · v
∞/2
ξ = 0 for i > 0.

Proposition 20. Elements hj ⊗ x
iD map F lLn into F
l+1Ln.
Proof. Let us deduce the statement from Lemma 2. The elements hj ⊗ x
iD are coefficients of hj(D; z), therefore
they act on L in the same way as the coefficients of
1
2
(
: Ej+1,j+1(1; z)
2 : − : Ejj(1; z)
2 :
)
+
1
2
(∂Ejj(1; z)− ∂Ej+1,j+1(1; z)) .
The second summand has values in U≤1(ĝlr). Let us show that the same is indeed true for the first summand. As
the elements Ejj ⊗ x
t commute with the elements Ej+1,j+1 ⊗ x
s, it is equal to
1
2
: (Ej+1,j+1(1; z)− Ejj(1; z)) · (Ejj(1; z) + Ej+1,j+1(1; z)) := −
1
2
: hj(1; z) · (Ejj(1; z) + Ej+1,j+1(1; z)) :,
that has values in U≤1(ĝlr) as well. So the coefficients map F
lLn into F
l+1Ln. 
Proposition 21. We have F kĝlr[D] · F
lLn ⊂ F
k+lLn.
Proof. For the elements belonging to ĝlr ⊂ ĝlr[D] the statement is clear. These are all the elements of F
0ĝlr[D]
and Id⊗ xi ∈ F 1ĝlr[D].
For hj ⊗ x
iD ∈ F 1ĝlr[D] it is shown as Proposition 20.
The elements Est ⊗ x
iD ∈ F 1ĝlr[D] for s 6= t can be obtained by commuting hmin(s,t) ⊗ x
iD and Est, therefore
the statement for them follows. So we completed the proof for F 1ĝlr[D].
At last any element of F kĝlr[D] can be obtained as a linear combination of commutators between elements of
F k−1ĝlr[D] and F
1ĝlr[D]. Induction on k completes the proof. 
Introduce the notation V (n +∞/2) = grF •Ln. We have the action of grF
•ĝlr[D] on V (n +∞/2). Let us
describe this algebra in more detail.
Proposition 22. The algebra grF •ĝlr[D] is an infinite-dimensional central extension of slr ⊗ C[x, x
−1, y].
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Proof. For g ∈ glr, Q1, Q2 ∈ C 〈X ,Y〉 we have [Id⊗Q1, g⊗Q2] = g⊗ [Q1, Q2]. As commuting decreases the degree
of differential operators, the image of the elements Id⊗Q in the adjoint graded space belongs to the center.
Note that in ĝlr[D] we have
[g1 ⊗X
i1Yi1 , g2 ⊗X
i2Yi2 ] = [g1, g2]⊗X
i1+i2Yj1+j2 modulo Yj1+j2−1,
so the quotient of grF •ĝlr[D] by the image of Id⊗ C 〈X ,Y〉 and K is isomorphic to slr ⊗ C[x, x
−1, y]. 
Identifying the image of Id⊗X iYj in grF •ĝlr[D] with the monomial x
iyj, we can write
grF •ĝlr[D] = slr ⊗ C[x, x
−1, y]⊕ C[x, x−1, y]⊕ CK.
The cocycle defining this extension can be written explicitly as
ω(g1 ⊗ P1, g2 ⊗ P2) = Tr(g1g2) · Sing{P1, P2}+Tr(g1g2) · Resx(dP1(x, 0) · P2(x, 0)) ·K
where {, } is the Poisson bracket on C[x, y] such that {y, x} = 1 and Sing returns the singular part with respect
to the variable x. The first summand appears because Id ⊗ X iYj ∈ F j+1ĝlr[D] for i < 0, the second summand
remains from the Sato-Tate cocycle.
2.5. Back to the Weyl modules. Now let us proceed from Gr-modules V(ξ,N) and Ln to the adjoint graded
gr-modules V (ξ) and V (n+∞/2).
Lemma 3. Suppose that we have two partitions ξ ≻ ξ′ (that is ξ − ξ′ ∈ Q+). Then the vector v
(N)
ξ′ ∈
∧|ξ| V (N)r
can be obtained from v
(N)
ξ by the action of slr ⊗ C[x].
Proof. First consider the case ξ − ξ′ = ǫi − ǫj , i < j. Then ξi − ξ
′
j > 0 and we have
(11) v
(N)
ξ′ =
(
Eji ⊗ x
ξi−ξ
′
j
)
· v
(N)
ξ .
In general we have ξ − ξ′ =
∑
s ǫis − ǫis+1 for some integers is. So we just apply (11) simultaneously for each
summand. 
Proposition 23. The inclusion (8) is compatible with the filtrations and thereby induces the map V (ξ′)→ V (ξ).
Proof. By Lemma 3 the cyclic vector v
(N)
ξ′ is mapped into U(slr ⊗ C[x]) · v
(N)
ξ ⊂ F
0V(ξ,N). So any vector from
F iV(ξ′, N) = U≤i(Gr) · v
(N)
ξ′ is mapped into U
≤i(Gr) · U(slr ⊗ C[x]) · v
(N)
ξ ⊂ F
iV(ξ,N).
Taking the adjoint graded spaces we obtain the adjoint graded map V (ξ′)→ V (ξ). 
Corollary 6. We have the natural map
αn,s :W (nǫ1 + sτ)→W ((n+ r)ǫ1 + (s− 1)τ)
sending vnǫ1+sτ to (
En+1,0r1 . . . E
n+r−2,0
31 E
n+r−1,0
21
)
· v(n+r)ǫ1+(s−1)τ .
Conjecture 2. The map αn,s is an inclusion.
Anyway the degeneration of the inductive system (10) is
(12) W (nǫ1)
αn,0
−→W ((n+ r)ǫ1 − τ)
αn+r,−1
−→ W ((n+ 2r)ǫ1 − 2τ)
αn+2r,−2
−→ . . . .
Proposition 24. The map (9) is compatible with the filtrations and thereby induces the map V (ξ)→ V (|ξ|+∞/2).
Proof. Concerning the filtration, by Proposition 21 it is enough to show that v
(N)
ξ ⊗ Det(−N) is mapped into
F 0L|ξ|−Nr. The image of this vector is exactly v
∞/2
ξ−Nτ , that belongs to the Weyl group orbit of the highest weight
vector. Therefore it can be obtained from the highest weight vector by the action of the zero graded subalgebra
ŝlr ⊂ ĝlr.
After degeneration we have the map V (ξ −Nτ)→ V (|ξ| −Nr +∞/2). Note that this map will be the same if
we add Mτ to ξ and M to N . So we just take N = 0. 
Corollary 7. There is the natural map W (nǫ1 + sτ)→ V (n+ rs+∞/2).
Lemma 4. Suppose that we have two vectors ξ and ξ′ such that ξ − ξ′ ∈ Q+ Then the vector v
∞/2
ξ′ ∈ L can be
obtained from v
∞/2
ξ by the action of slr ⊗ C[x].
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Proof. Similar to Lemma 3 
Proposition 25. For the inductive system obtained from (10) and any i we have
(13) lim
→
(
F iV((n+Nr)ǫ1, N)⊗Det(−N)
)
∼= F iLn
Proof. From Proposition 24 it follows that the left hand side is contained in the right hand side. Let us show the
equality.
1) Case i = 0. Let L = F 0Ln. It is an irreducible ŝlr–module with the highest weight vector v(0) = v
∞/2
ξ(n) . Let
us deduce the statement from Lemma 1.
The image of v
(N)
(n+Nr)ǫ1
in L is equal to v
∞/2
(n+Nr)ǫ1−Nτ
. The vector v(j) = Tjrω1v
∞/2
ξ(n) is equal to v
∞/2
ξ(n)+jrǫ1−jτ
.
Let n = sr + t, 0 ≤ t < r. Then we have
tǫ1 + sτ − ξ(n) =
t∑
k=2
(ǫ1 − ǫk) ∈ Q+,
so for N ≥ j − s the difference between (n+Nr)ǫ1 −Nτ and ξ(n) + jrǫ1 − jτ belongs to Q+.
As the action of slr ⊗ C[x] preserves F
0, Lemma 4 implies that v(j) and therefore U(slr ⊗ C[x]) · v(j) belongs
to the image of the left hand side. Tending j →∞ and applying Lemma 1 we obtain the statement (13) for F 0.
2) General Case. Let Ik = Id⊗x
−k. As Ik commutes with ŝlr we can reformulate the statement in the following
way. Let P be a polynomial in variables Ik, k > 0 of degree i. Then we need to show that any element of P · L
belongs to the image of F iV((n+ Nr)ǫ1, N) for a certain N . Due to Lemma 1 it is enough to obtain the vectors
P · v(j).
Now suppose we know this statement for F i−1. Let us show it for F i. Decompose P =
∑
k IkPk, such that
degPk ≤ i− 1. Then we need to obtain any element IkPk · v(j) from the left hand side of (13) .
Let h+ = h1 ⊗ x
2D ∈ F 1ĝlr[D]. We have [h+, Is] = −s · h1 ⊗ x
1−s and h+ · v(j) = 0 because its weight (in the
sense of ŝlr) is outside the set of weights for Ln. So h+Pk · v(j) belongs to F
i−1Ln. Also we have
[h+, h1 ⊗ x
−k−1] = −(k + 1)(E11 + E22)⊗ x
−k = −
2k + 2
r
Ik + lower terms,
where lower terms belong to ŝlr = F
0ĝlr[D]. Therefore
h+Pk(h1 ⊗ x
−k−1) · v(j) = h+(h1 ⊗ x
−k−1)Pk · v(j) = −
2k + 2
r
IkPk · v(j) + lower terms,
where lower terms belong to F i−1Ln.
By assumption for each j there exists N such that Pk(h1 ⊗ x
−k−1) · v(j) is the image of a certain element
u ∈ F i−1V((n+Nr)ǫ1, N). Then the image of −
r
2k+2 · (h1 ⊗X
2Y) · u ∈ F iV((n+Nr)ǫ1, N) is IkP · v(j) modulo
F i−1Ln. Applying the assumption once more for the lower terms, we obtain the statement for F
i. 
Lemma 5. Suppose we have an inductive system A1 → A2 → . . . and subspaces Bi ⊂ Ai such that each Bi is
mapped inside Bi+1. Then we have the canonical isomorphism
lim
→
Ai
lim
→
Bi
∼= lim
→
(Ai/Bi) .
Theorem 6. For the inductive system (12) we have an isomorphism of gr-modules
lim
→
W ((n+Nr)ǫ1 −Nτ) ∼= V (n+∞/2).
Proof. Using Proposition 25 then Lemma 5 and then Theorem 3 we have V (n+∞/2) = grF •Ln =
=
⊕
i
F iLn
F i−1Ln
∼=
⊕
i
lim
→
(
F iV((n+Nr)ǫ1, N)⊗Det(−N)
)
lim
→
(F i−1V((n+Nr)ǫ1, N)⊗Det(−N))
∼=
⊕
i
lim
→
F iV((n+Nr)ǫ1, N)⊗Det(−N)
F i−1V((n+Nr)ǫ1, N)⊗Det(−N)
=
= lim
→
(
V ((n+Nr)ǫ1)⊗Det
−N
)
∼= lim
→
W ((n+Nr)ǫ1 −Nτ),
that is the limit of the inductive system (12). 
To write this statement in a more elegant form one can return to the notation of [FL2]. Recall that by Propo-
sition 2 we have W ((n+Nr)ǫ1 −Nτ) ∼= WC2({0}(Nr+n)ω1) as slr ⊗ C[x, y]-modules.
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Corollary 8. The action of slr ⊗ C[x, y] on the limit of the modules WC2({0}(Nr+n)ω1) can be extended to an
action of the universal central extension of slr ⊗ C[x, x
−1, y].
Proof. Taking into account Proposition 22 we know that the action of slr ⊗C[x, y] can be extended to an action of
a certain central extension of slr ⊗C[x, x
−1, y]. Therefore it can be extended to an action of the universal one. 
Corollary 9. The action of slr⊗C[x] ⊂ slr⊗C[x, y] on the limit of the modules WC2({0}(Nr+n)ω1) can be extended
to an action of ĝlr = ŝlr +H.
Proof. As the Heisenberg filtration is ŝlr-equivariant, the spaces Ln and V (n+∞/2) are isomorphic as ŝlr-modules.

Note that the isomorphism between ŝlr-modules Ln and V (n+∞/2) can be established in the canonical way by
identifying the action of Id⊗x−i on Ln with the action of the central element corresponding to x
−i on V (n+∞/2).
2.6. Limit of characters. Another consequence of these considerations is an explicit formula for the limits of
characters of Weyl modules. First let us count their degrees. Let
d(ξ) = degx chx,yV (ξ).
Proposition 26. We have
d(ξ) =
∑
i
iξti −
|ξ|∑
i=1
[
i+ r − 1
r
]
,
where [x] returns the integer part of x.
Proof. Note that degx chx,yV (ξ) = degx chxV (ξ), so we can use Theorem 4. A ρ-parking function f contributes to
the character only if |f−1({j})| ≤ r for all j. So the ρ-parking function f such that f(i) =
[
i+r−1
r
]
contributes to
the maximal degree. 
In particular by Theorem 3 we have
degx chx,yW (nǫ1 + sτ) = d(nǫ1 + sτ) =
n∑
i=1
(
i−
[
i+ r − 1
r
])
.
Note that the Gr-module L is also graded by degree of X . Namely for any H ⊂ Z × {1, . . . , r}, such that the
difference of H and N× {1, . . . , r} is finite, introduce the non-negative integer
d(H) =
∑
i×j /∈H
i≥0
i−
∑
i×j∈H
i<0
i.
Let Lm be the subspace spanned by u
∞/2
H with d(H) = m. Then g⊗X
iYj maps from Lm to Lm−i for any g ∈ glr.
The submodules Ln are graded. Let us take L
m
n = Ln
⋂
Ldn+m, where dn is degree of the highest weight vector
v
∞/2
ξ(n) of Ln. So the grading on Ln starts from L
0
n.
Proposition 27. The inclusion (9) maps V i(ξ,N)⊗Det(−N) to L
d(ξ)−i
|ξ|−Nr.
Proof. Note that the image of the cyclic vector v
(N)
ξ ⊗Det(−N) is graded, let d be its degree. Then the subspace
V i(ξ,N) ⊗Det(−N) is mapped to Ld−i|ξ|−Nr. One can show that d = d(ξ) by an explicit calculation using Proposi-
tion 26 or just by observation that the highest weight vector of the right hand side belongs to the image of the left
hand side. 
Now let us present a formula for the limit of polynomials, reciprocal to characters of W (nǫ1 + sτ) with respect
to the variable x. Introduce the notation
Recx(P (x, y)) = x
degx PP (x−1, y).
Theorem 7. We have
lim
N→∞
Recx
(
chx,yW ((n+Nr)ǫ1 −Nτ)
)
=
∑
ξ∈Zr
|ξ|=n
eξx
(ξ,ξ)−(ξ(n),ξ(n))
2
∏
i>0
(1− xiy)(1− xi)r−1
,
where (ξ, ξ) =
∑
i ξ
2
i and ξ(n) is the highest weight of Ln (see (7) for the explicit formula).
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Proof. First let us show that the right hand side is equal to
(14)
∑
i,j
xiyj ·
(
chF jLin − chF
j−1Lin
)
.
To do it let us use the decomposition provided by Proposition 14. As the vectors v
∞/2
ξ are graded and belongs to
F 0, this decomposition is compatible with the grading and the filtration. Then we have∑
i,j
xiyj ·
(
chF jM iξ − chF
j−1M iξ
)
=
eξxdeg(v
∞/2
ξ )∏
i>0
(1− xiy)(1 − xi)r−1
,
namely factors (1− xi) correspond to the action of hj ⊗ x
−i and the factor (1− xiy) corresponds to the action of
Id⊗ x−i. Summing these characters up we obtain the right hand side.
Due to Theorem 3 for any N we have
chx,yW (mǫ1) =
∑
i,j
xiyj ·
(
chF jV i(mǫ1, N)− chF
j−1V i(mǫ1, N)
)
,
and therefore for any integer s the character chx,yW (mǫ1 + sτ) is equal to∑
i,j
xiyj ·
(
ch(F jV i(mǫ1, N)⊗Det(N . . .N + s))− ch(F
j−1V i(mǫ1, N)⊗Det(N . . .N + s))
)
.
Then using the inclusion (9) (here according to Proposition 27 we invert the variable x in the character) and
taking into account Proposition 25 we proceed to the limit and obtain character (14) of Ln. 
In particular it can be considered as another test for the statistics proposed in [HHLRU].
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