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Introduction
This document describes some of my work since I joined the CEA-Saclay/DPhP. The over-
arching theme of my research during these 12 years has been the understanding of the
electroweak symmetry breaking and more specifically the quest for the Higgs boson. The
Standard Model of particle physics describes all the known particles and their interactions.
Over the past decades, it has been extensively tested and numerous measurements confirmed
its predictions. Its successes are mostly based on the electroweak symmetry which explains
all the properties of the electromagnetic and weak interactions. In this framework, the
weak boson and the fermions masses can not be intrinsic properties of these particles, they
are all massless. To solve this apparent contradiction with the observations, the so-called
Brout-Englert-Higgs mechanism, which introduces an additional scalar field in the model,
has been invoked since the very beginning of the Standard Model construction in 1967. This
mechanism explains the observed particle masses as a consequence of their interaction with
this field, this is called the electroweak symmetry breaking. It also predicts a new massive
scalar particle, the Higgs boson which has been sought for decades until it was discovered in
2012 by the Large Hadron Collider experiments, Atlas and CMS.
The plan of this manuscript follows my scientific path along the last 12 years, including a two
years postdoc at the CEA-Saclay. Throughout my career, I performed physics analyses but
also devoted a lot of efforts to develop and/or understand the performance/reconstruction
of the physics objects that were at the heart of my researches.
First I got involved in the D0 collaboration. During these years (up to 2011), I focussed on
the search for Higgs bosons of the Minimal Supersymmetric Standard Model. In the first
chapter, I briefly describe the D0 experiment and the reconstruction of the different objects
that were used in the analyses I carried out. The reconstruction of hadronically decaying
τ -leptons was of particular importance for my physics interests and I was involved in/leading
the τ identification group, this is the theme of the second chapter. The third chapter is
an overview of the different Higgs boson searches I have lead. During these years I also
participated to the SM Higgs boson searches with my PhD student Romain Madar, these
results will not be described in this manuscript.
At the end of 2011, I joined the CMS collaboration with the search for the Standard Model
Higgs boson as main focus. Throughout these years, a large fraction of my time was used to
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the understanding of electromagnetic objects such as photons and electrons. This is alluded
to in chapter four which presents the CMS experiment, and especially its electromagnetic
calorimeter. To calibrate this essential device, I developed a tool which uses electrons from
the Z → e+e− decay, this is the topic of chapter five. After the discovery of the Higgs boson
in 2012, it had become essential to study its properties, I was involved in several of these
studies which are presented in the final chapter of this manuscript.
2 Contents
1The D0 experiment at the Tevatron
I joined the D0 experiment in 2005 with a main focus, searching for MSSM Higgs bosons.
This chapter is devoted to the main tools that were used for the researches I pursued during
this period. The D0 detector was located on the Tevatron collider at Fermilab. First, a
very brief overview of the detector and the collider is given. Then the reconstruction and
identification of the objects used in the different analyses presented in this document are
described: muons, jets, b-jets, missing energy, while τ -leptons reconstruction is presented in
chapter 2.
1.1 The Tevatron and the D0 detector
The Tevatron was a proton anti-proton (pp̄) collider located at the Fermi national Laboratory
in the Chicago area. The collider was housed in a four miles tunnel 30 feet underground.
Two particle physics experiments were recording collisions from the Tevatron: the CDF and
the D0 detectors. The Tevatron program was held in two phases. From 1992 to 1996, the
Tevatron was operated at a center-of-mass energy of 1.8 TeV. During this first phase, named
RunI, it delivered to each experiment an integrated luminosity of ' 160 pb−1 which was just
enough to discover the top quark in 1995. A five years upgrade was made to provide a total
energy of 1.96 TeV, a 10 % increase with respect to Run1, and to deliver more than a 20-fold
increase in the number of particle collisions. Both experiments also underwent numerous
changes to sustain this record luminosity. The second phase, named RunII, began in March
1st 2001. The first inverse femtobarn was recorded by the end of 2005. Then the increase of
peak luminosity, reaching 4× 1032cm s−1, allowed to collect 11.9 fb−1 of data by September
30th 2011.
The RunII D0 detector is describeds in Ref. [1] and is shown in Fig. 1.1. It has a central-
tracking system, consisting of a silicon microstrip tracker (SMT) and a central fiber tracker
(CFT), which are both located in a 2 T superconducting solenoidal magnet with designs
optimised for tracking and vertexing at pseudorapidities |η| < 3 and |η| < 2.5, respectively.
A liquid-argon and uranium calorimeter has a central section covering pseudorapidities |η|
up to ≈ 1.1, and two endcap calorimeters that extend coverage to |η| ≈ 4.2, with all three
housed in separate cryostats [2]. An outer muon system, at |η| < 2, consists of a layer of
tracking detectors and scintillation trigger counters in front of 1.8 T toroids, followed by
two similar layers after the toroids. With a 90 % data-taking efficiency, the final D0 dataset
3
Fig. 1.1: Sketch of the RunII D0 detector.
represents 10.7 fb−1.
In the D0 experiment, the z-axis is oriented along the proton beam, the center of the D0
coordinate system being at the center of the detector. We will use polar coordinates where φ
will be the azimutal angle and θ the polar angle with respect to the z-axis. In hadron-hadron
collisions, one usually prefers the pseudo-rapidity
η = − ln
(
tan θ2
)
,
which has the advantage to be equal to the rapidity for massless objects.
In the following we will describe the reconstruction and the identification of the different
objects which are used in the analyses presented in this document, except for hadronically
decaying τ lepton reconstruction which is described in a dedicated chapter.
4 Chapter 1 The D0 experiment at the Tevatron
1.2 Track and vertex reconstruction
Tracks are reconstructed from hits in the central tracking system [3]. The pattern recognition
algorithm, based on a Kalman filter, associates hits to a track which parameters are eventually
deduced from a global Kalman fit. The track parameters describing its quality are the number
of hits in the SMT, in the CFT, the χ2 of the global fit or the distance of closest approach
(named dca) to the beam axis.
Tracks are then used in secondary and primary vertices reconstruction. Secondary vertices
originate from the decay of long lived particles such as K short, b-hadron, or τ leptons...
Primary vertices are due to the main hard scatter collision potentially accompanied from
minimum bias collisions which is not rare at high luminosity. Primary vertex reconstruction
is based on an adaptive algorithm described in [4] which is not biased by tracks originating
from secondary vertices. The hard scatter vertex is selected using an algorithm mainly based
on the momenta of its associated tracks.
1.3 Muon reconstruction and identification
Muons reconstruction in D0 is described in Ref. [5]. Muons are primarily defined by:
• a local muon reconstructed from track segments in the muon system,
• a track reconstructed in the central tracker (see Sec. 1.2),
• potential absence of activity around the muon track both in the calorimeter and in the
tracking system, especially in the case of high-pT muons issued from the hard scatter
vertex (called prompt) such as it is the case in Z boson or W boson decays. This is
usually referred to as isolation.
In this document, we use only well-defined muons referred to as:
• medium muon identification
– reconstructed from two segments in the muon system (one before and one after
the muon toroid),
– matched in ∆ϕ and ∆η to a central track,
– associated scintillator hits with a timing consistent with the beam crossing.
We use two different track qualities:
• trackloose
– |dca| < 0.04 cm for tracks with SMT hits or |dca| < 0.2 cm for tracks without,
• trackmedium
– trackloose ,
– χ2/ndof < 4.
1.2 Track and vertex reconstruction 5
Fig. 1.2: Efficiencies of muon identification (left), track identification (middle), isolation (right) effi-
ciencies for different set of criteria. In this document we use only: medium identification,
trackloose and trackmedium track qualities, and tight isolation. These measurements
are extracted from [5]. See text for details.
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These criteria are also applied to select τ -lepton tracks with good quality. For the isolation,
only one set of requirement is used in this manuscript:
• tight isolation
– no jets close to the muon ∆R(µ, jets) > 0.5,
– Ical < 2.5 GeV where Ical is the energy deposited in the calorimeter in a cone
R = 0.4 centred on the muon track but excluding the inner cone R = 0.1 (veto
cone),
– Itrk < 2.5 GeV, where Itrk is the energy of all the central tracks in a cone R = 0.5
centred on the muon track but excluding the muon track,
where ∆R is defined by ∆R =
√
(∆η)2 + (∆ϕ)2 and the cone radius is defined with
R =
√
η2 + ϕ2.
The quality criteria efficiencies are shown in Fig. 1.2. The plots correspond from left to right
to the muon identification, the track identification, the isolation criteria efficiencies as a
function of ηdetector for the first one, ηCFT for the second one, and pT for last one; ηdetector is
the angular coordinate (with respect to the center of the D0 detector) of the position where
the muon trajectory traverses the first layer the muon system, while ηCFT is the angular
coordinate of the outermost intercept between the muon trajectory and the CFT detector
volume. The efficiencies are measured in a Z → µµ sample and correspond to the total
dataset recorded by the D0 experiment. One can notice in the tracking efficiency a loss of
performance in the central region of the detector especially which is due to the degraded
silicon vertex detector efficiency.
1.4 Hadronic tau reconstruction and identification
Both tau reconstruction and identification will be presented in a dedicated chapter 2.
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1.5 Jets reconstruction and identification
Jets originates from the hadronization of quarks and gluons. In the D0 experiment, they are
clusterized in the calorimeter using the RunII midpoint algorithm described in Ref. [6] with
a fixed-cone size R = 0.5.
A set of criteria are used to clean jet candidates from noise. They are precisely defined in [7]
but for completeness, we describe here the general idea of the procedure. One requires that
the fraction of the jet energy deposited in the electromagnetic calorimeter fEM to be neither
too small nor too large: 0.5 . fEM ≤ 0.95 (the exact limits being slightly η dependent), that
the fraction energy deposited in the coarse hadronic part of the calorimeter - which is very
noisy - be fCH < 0.40− 0.46 depending on η, and that the jet has also been reconstructed by
the trigger system with a similar energy. In addition, jets used in the analysis presented here
are also required to have at least two tracks originating from the primary vertex (PV).
Jet energy scale and jet energy resolution
Because jets do not originate from a well-defined single object like a muon or electron, the
measured energy is not fully correlated to the energy of the originating parton, this is due
to parton to hadron fragmentation effects and interaction of the final state hadrons with
the detector. For this reason, the jet energy scale (JES) correction relates the jet energy
measured in the calorimeters, Emeas, to its corresponding final state particle jet, Eptcl (and
not to the corresponding parton energy). The method is described in details in Ref. [7],
Emeas and Eptcl are related by:
Eptcl =
Emeas − EO
R.S
, (1.1)
where EO is an offset energy which includes contribution from noises and pile-up, it depends
on ηdet and the instantaneous luminosity; R represents the response of the calorimeters to the
particles in the jets and is typically below one, the D0 calorimeter being non-compensated,
it varies with ηdet, Emeas; S is a term due to the showering of particles in the detector, this
corrects energy of particles inside the jet cone leaking outside and conversely energy from
particles outside the jet, leaking inside the cone. S is a small correction overall. The total
JES correction is shown on Fig. 1.3 (left) for different uncorrected jet pT .
The JES is measured in different samples by balancing a probe jet against a tag object which
has usually a well-measured energy. This includes γ + jet events, Z + jets events and also
di-jets events which are useful to equalize the response along η. The jet energy resolution
is also measured in γ + jets and Z + jets samples. Both the scale and the resolution are
measured in data and in the Monte Carlo (MC) simulation, the energy resolution in the
simulation is degraded to match the energy resolution in data. The oversmearing factor is
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Fig. 1.3: Left: jet energy scale correction Eptcl/Emeas for different uncorrected jet pT , dashed lines
show the total systematic uncertainty on the correction. Right: difference between the data
and MC jet energy resolution (squared) for central jet |ηdet| < 0.8, this value is used to
oversmear jet energy in the simulation, the yellow band represents the associated systematic
uncertainty. Both these figures are extracted from [7].
shown on Fig. 1.3 (right). It is negligible at high pT , where the jet energy resolution for
central jets is about 10 %, and up to 10 % for jets with pT ≈ 25GeV, which have a resolution
around 25 %.
1.6 b-jets tagging
In the final states studied in this manuscript, most of the jets originate from b-quarks, they
are named b-jets hereafter. Fortunately, due to the properties of b hadrons, b-jets can be
distinguished from light jets and, albeit to a lesser extent, from c-jets:
• b-hadrons are more massive than light ones due the mass of the b-quark (mb ≈
4.5 GeV), this reflects into very peculiar kinematics for b-jets compared to light ones:
high pT tracks, large invariant mass of tracks in the jets, high multiplicity...
• b-hadrons have a long lifetime, typically cτ ≈ 500µm. Therefore, from their decay
arise particles with large impact parameters and their decay vertex is displaced with
respect to the primary vertex.
• b-quarks can decay semi-leptonically (B(b→ c`ν) ≈ 10 %) which can be reconstructed
and used to tag the jets. In practice, because these leptons are not isolated, only muons
were considered in D0.
These properties, but the presence of soft muons, were combined in a multivariate analysis
(neural network) to form a powerful discriminant, named NNbtag. The semi-leptonic decays,
though not included in NNbtag per-se, are used to enriched a multijet sample in b-jets. From
this sample, one can measure the efficiency of the different NNbtag operating points. In
addition, jets with negative impact-parameter tracks are used to estimate the fake rate, i.e.
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Fig. 1.4: Left: Efficiencies of the NN b-tagger (Tight operating point) in the simulation (red) and in
data (black) measured in a b enriched sample, obtained requiring a soft muon in the jet,
the ratio data to MC is shown in blue. Right: Performance of the NN b-tagger for 2 different
jet pT . These figures are extracted from [8].
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jets originating from light partons misidentified as b-jets by the algorithm. The different
procedures used to measure both the b-tagging efficiency and fake rate are described in [8].
Fig. 1.4 shows the efficiency measured in the data and in the simulation for the NNbtag
operating point named tight hereafter. The performance (efficiency on real b quarks vs light
jet misidentification) of NNbtag are also shown for several jet pT .
Because the b-tagging algorithm is based exclusively on tracking information, it is necessary
to verify that tracks are associated to jets before evaluating NNbtag. To deconvolute potential
tracker acceptance mis-modeling, one requires jets to be taggable before evaluating the output
of NNbtag. Taggability criteria require the jet to be within ∆R ≤ 0.5 from a track jet, i.e. a
jet formed by good quality tracks originating from the primary vertex, the exact selection
can be found in [8]. The taggability efficiency ranges from 75 to 85 % in the data and from
85 to 95 % in the simulation and is quite dependent on the position of the primary vertex
(the interaction region at D0 being very broad, σPVz ≈ 25 cm).
1.7 Missing transverse momentum energy /ET
The presence of neutrinos is inferred from the missing transverse energy, /ET , which is
reconstructed as the negative of the vector sum of the transverse energy of calorimeter cells
(with the exception of the coarse hadronic ones) with |η| < 3.2. It is corrected for the energy
scales of all reconstructed objects and for muons.
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2Tau leptons at D0
In this chapter, I will present the work I have done in the τ identification group for the
D0 experiment. The group is responsible for the reconstruction and the identification of
hadronic τ decays (quoted τh). I have been involved in several aspects:
• measurement of the τh energy scale and resolution,
• τh identification which is done with a multivariate technique,
• measurement of the τh identification efficiency,
• convening the τ ID group for several years.
An overview of the τh reconstruction will be given first. Then, I will describe briefly the
energy scale measurement. Finally, I will move to the τh identification description, the
method per-se and its related efficiency corrections.
2.1 Hadronic τ reconstruction at D0
Tau leptons are elusive particles with a short lifetime cτ ≈ 87µm, thus they are not stable
and are reconstructed according to their main decay channels as listed in Tab. 2.1. For
hadronic taus, three different types are defined roughly targeting the three main τ -decay
channels. Electrons have a close signature to τh type 2 and are usually reconstructed as τh
type-2. Depending on the analysis, electrons identified as such might be vetoed.
The reconstruction per-se starts from a calorimeter cluster reconstructed with a cone al-
gorithm [6] using a size R = 0.3. Then one looks for the presence of a sub-cluster in the
electromagnetic (EM) part of the calorimeter, reconstructed with the nearest neighbour
algorithm. Finally, one looks for associated tracks reconstructed in the tracker close to the
calorimeter cluster ∆R(cluster, track) < 0.5. A more detailed description can be found for
instance in [9].
2.2 τh energy scale and energy resolution
Starting from runII the D0 calorimeter is not compensated, thus the calorimeter response to
an electromagnetic shower is quite different than the one to a hadronic shower. Therefore
the τh energy has to be scaled to take into account this difference between the EM response
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Tab. 2.1: Tau lepton decay channels and reconstruction signature at D0
decay channel Xτ B(τµ → Xτ ) τh-type at D0 signature
τ− → e−ν̄eντ (γ) 19.7 % partly in type 2 -
τ− → µ−ν̄µντ (γ) 17.8 % - -
τ− → h−ντ 11.5 % type 1
1 calorimeter cluster
no EM subcluster
1 track
τ− → h− ≥ 1π0ντ 36.5 % type 2
1 calorimeter cluster
1 EM subcluster
1 track
τ− → h−h−h+ ≥ 0π0ντ 14.6 % type 3
1 calorimeter cluster
≥ 0 EM subcluster
≥ 2 tracks
and the single pion response depending on the hadronic activity of the τ decay. I have been
involved in the development and the centralisation of this method to make it a collaboration
wide tool.
First the overall response is adjusted using the electron energy scale measured from Z →
e+e− decay as described in [10]. In such a way, an electron reconstructed as τh-type 2 has
an energy scale very close to one. Then the energy scale in the simulation is tuned to match
the data one using a Z → ττ → τµτh sample, where τµ refers to a muonic τ decay: τ → µνν̄.
The sample is recorded with a set of single muon triggers requiring the τµ candidate to
match the triggering muon candidate, hence avoiding any bias on the τh candidate. The
event selection criteria are similar to the inclusive τµτh preselection from Sec. 3.4.1.
The momentum sum pτ [trk] of the tracks attached to the τh candidate is used as a proxy for
the energy scale. One looks at the variable Eτ [cal]/pτ [trk] where Eτ [cal] is the calorimeter
energy which is eventually used as the τh energy. The τh energy in the MC simulation is
adjusted by a relative energy scale rES[τh] which is tuned by minimising the likelihood:
LHτES(rES[τh]) =
∏
i∈ bins
e−µi(rES[τh])µi(rES[τh])ni
ni!
, (2.1)
where µi and ni are the number of events in the ith bin of the distribution (Eτ [cal] ×
rES[τh])/pτ [trk] (by definition for data rES[τh] = 1) for the simulation and the data respec-
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Fig. 2.1: Eτ [cal]/pτ [trk] for the different τh types. In the simulation, Eτ [cal] is adjusted by the fitted
relative energy scale rES[τh] as described in the text.
tively. An example of such a distribution using the best fit value for rES[τh] is presented in
Fig. 2.1. In order to take into account the dependence on the hadronic energy fraction in
the reconstructed energy, rES[τh] is computed as a function of the electromagnetic fraction
(EMF), which is the sum of the energy in the EM layers of the calorimeter divided by Eτ [cal].
The rES[τh] measurement can be found in Fig. 2.2. No rES[τh] dependence on EMF was found
for type 1 and type 3, thus a single number is measured for these two types. The dependence
for type 2 is on the other hand very significant. One can notice that for electromagnetic
like decay, rES[τh] is very close to one as expected since τh candidates are pre-calibrated
using the electron energy scale. The relative energy correction applied in the simulation
uses parametrized form: rES[τh] (EMF) = a× EMF + b which is also shown in Fig. 2.2 as
long as the values of a and b.
2.3 τh identification
Hadronic tau final states suffer from a large contamination from jets, since jets with low
multiplicity are very likely to be reconstructed as τh candidate. An example is shown in
Fig. 2.3 where a typical τµτh sample was used to display the the di-tau mass (mvis, see
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Fig. 2.2: Measurements of rES[τh] with respect to EMF (points with error bars). The parametrized
form (rES[τh] (EMF) = a × EMF + b) obtained from a fit to the measured points is also
shown (line).
Eq. 2.3) distribution before any tauID criteria are applied to the τh candidate: the two
dominant backgrounds are due to multijets (MJ) and W+jets production.
In order to combat backgrounds from fake taus originating from jets, the D0 collaboration de-
veloped a multivariate tool. With my student, Romain Madar, we improved the performance
of this algorithm, this will be presented in the paragraph 2.3.2. The efficiency of this method
needs to be evaluated in the data to correct the simulation, I developed a novel technique
which is described in Sec. 2.3.3. But first, in the next paragraph, the track selection used for
tau reconstruction is briefly described.
2.3.1 τh track selection and efficiency correction
Because τh reconstruction involves the reconstruction of tracks, one needs to properly select
the associated tracks and to correct for tracker efficiency in the simulation. Though tracks
associated to taus might be displaced with respect to the primary vertex due to tau lepton
lifetime, they very much resemble tracks from muons. Since the |dca| cuts used to identify
muon tracks are very loose, it was decided to use the central track selection criteria developed
for muons, for which the data/MC corrections were already available. All the criteria were
tested but in order to keep a high efficiency, especially for τh type 3, it was shown that
the trackloose selection, as described in paragraph 1.3, was offering a good compromise
between efficiency and purity.
The data/MC corrections, and the corresponding uncertainties, as measured by the muon
identification group were used to correct the τh track efficiency in the simulation, with an
increased systematic uncertainties for τh type 3 which involves several tracks.
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Fig. 2.3: mvis which is the τhτµ mass in a typical τµτh selection before any τh identification. The
multijets (MJ) and W + jets productions dominate the actual Z → τ+τ− production.
MJ
2.3.2 τh identification technique
Neural network algorithms have been used by the D0 collaboration to identify τh from fakes.
The historical identification (referred to as NNτ old hereafter) was using a specific set of
variables aimed at describing the different properties of prompt-τ hadronic decays. The
main ideas were to look at the isolation of the τ lepton, the specificities of the τh shower and
the correlation between tracks and calorimeter information. The precise variable definitions
will not be described here and can be found in [9], nevertheless one will find in Tab. 2.2 an
overview of the different observables used.
In order to train and test the τh identification several signal and background samples are
used. For signal, MC simulations of Z → ττ decay are used, matching the reconstructed τh
candidate to a true τ lepton originating from the Z decay. For the background, two samples
are used: one multijet sample extracted from the data by requiring a non-isolated muon and
a reconstructed τh candidate, another from a simulated W+jets sample. Half of the former
is used to train the tau identification, the rest of the MJ sample and the W+jets samples are
used to test the τh identification performance.
Improving τh identification
With my student, Romain Madar, we investigated several avenues to improve the performance
of the τh identification which will be briefly discussed in this section while all the details can
be found in [9]:
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Tab. 2.2: Input variables of the historical NNτ old discriminant for each τ type
Used observables type 1 type 2 type 3
ηd X X X
Isolation
Isolation in the tracking system X X X
Isolation in the calorimeter X X X
Shower composition
Fraction of hadronic energy X X X
Fraction of EM energy X X
Shower shape
Fraction of EM energy in subclusters X X
Longitudinal size of the shower X X X
Transversal size of the shower X X X
Fraction of energy in the highest energy towers X X X
trk-cal correlations
Angular separation X X
Fraction of neutral energy X X X
Fraction of hardest track pT X X X
• Tuning of the multivariate (MVA) discriminant parameters. The TMVA [11] package
was used to optimize the tau identification multivariate discriminant. Several MVA
were tested and it was found that the best solution was to use a Neural Network
with the Broyden-Fletcher-Goldfarb-Shannon minimisation. A grid scan over the
different training parameters as well as the number of training events was performed.
A significant improvement was realised thanks to this tuning: for the same rejection
rate, the relative efficiency was increased by 5− 10 % depending on the τh type.
• Dedicated training for low and high pT τh. Because searches for heavy resonances
decaying to ττ was important at D0, we tried to improved the efficiency for high pT
τ by using the correlation between the shower shapes and the τ energy. While in
principle the optimal manner would be to include directly the τh pT in the training
variables, because of the limited size of the training samples and also of the kinematic
differences between background and signal (reweighting the background kinematics
to the signal ones was leading to very low statistics in certain portion of the phase
space), it was found that we performed better by training in two different pT ranges:
pTτh < 45 GeV and pTτh > 45 GeV. The improvement for high pT τh was quite
significant, increasing the efficiency from 5 to 15 % (depending on the τh type) for a
given rejection rate.
• Intercryostat (ICD) region dedicated training. In the ICD region is defined by i.e.
1.0 < |ηd| < 1.4 where ηd refers to the origin of the detector coordinates so that the τ
position in the detector is independent of the primary vertex position. In this region,
16 Chapter 2 Tau leptons at D0
Fig. 2.4: CPS variables using a dedicated τh-type 2 CPS reconstruction: angular separation between
track and EM deposit (top left), ratio between calorimeter and CPS energies in arbitrary
units (top right), RMS of the EM shower reconstructed in the CMS. Signal distributions are
in red while background ones are in blue.
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the absence of EM calorimeter recasts τh type 2 and electrons into τh type 1. Therefore
a dedicated training for τh type 1 was performed for this ICD region, bringing in a
minor gain in performance since ηd was already in the training variables. Nevertheless,
a 2 % gain in relative efficiency was observed for τh type 1.
• Usage of the preshower detector (CPS). The D0 detector includes a pre-shower in the
central part, located prior to the EM calorimeter, which corresponds to about 2 X0
before the calorimeters. For this reason, the EM shower, especially for relatively low pT
EM objects such as π0 from τ decays, can start before the calorimeter. The CPS has an
angular resolution of about 10 mrad to be compared to 100 mrad for the calorimeter.
This information was not used at all in the τh identification and we assumed the
good angular resolution might help to build relevant discriminating variables like the
angular separation between τh tracks and EM deposit, or EM shower shapes. Because
it was found that the central CPS reconstruction was not very efficient for τh CPS
clusters, we developed from scratch a dedicated reconstruction for τh decays which is
precisely described in [9]. This allowed to build discriminating variables such as the
ones presented in Fig. 2.4. Though this variables looked promising, including them
in the training did not bring any additional discriminating power and therefore this
variables were abandoned.
• Adding lifetime information. Because τ lepton are long-lived particles, we also tried
to add information related to track impact parameters as well as secondary vertices
information. τh type 3 have several tracks and was the type which benefit the most
from these information. Two different variables developed by the b-tagging group were
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Fig. 2.5: τ ID performance of NNτ old (black) and NNτ new (red) discriminants which includes all
the improvements summarised in Tab. 2.5. Signal is from Z → ττ MC simulation and
background from MJ data (test sample).
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added to the neural network: information related to the tracks impact parameter from
the JLIP algorithm [12], as well as the b-tagging discriminating variable output [8]. The
latter ones contains information on potential secondary vertices but also information
related to the invariant mass of the attached tracks (trained for b hadrons not τs),
this is the reason why the JLIP variable per-se was also added to the τ identification
neural network. The gain in performance offered by these additional variable was very
significant, especially for τh type 3 for which the relative efficiency was improved by
10 % for the same rejection rate.
We eventually improved the τh identification performance significantly after investigating
several possibilities summarised in Tab. 2.3. The overall improvement is characterised in
Fig. 2.5 which shows signal efficiency versus fake τ rejection power for Z → ττ decays
and MJ background for both the NNτ old discriminant and the improved one, referred to as
NNτ new hereafter.
Tab. 2.3: The different methods tried to improve τh identification. The gain in efficiency is given for
a typical rejection similar to the ones used at analysis level.
Method Used in final NN relative gain in efficiency
Tuning of MVA training parameters X 5− 10 %
high pT training X 5− 15 % (high pT only)
ICD training X 2 % (type 1 only)
CPS information N/A
Lifetime information X up to 10 %
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Actual performance in data
In order to evaluate the gain of NNτ new at the analysis level and not only in testing samples,
the performance is evaluated in data using analysis-type cuts such as the inclusive τµτh
preselection presented in Sec. 3.4.1. The background is evaluated from the MC simulation
except for the MJ background which is evaluated using the same sign method presented in
paragraph 3.4.4. This is using a dataset of 7.3 fb−1recorded by the D0 experiment between
April 2002 and August 2010.
First we derived cuts on NNτ new with similar efficiencies with respect to the ones typically
used on NNτ old, this gives NNτ new > 0.92/0.90/0.90 respectively for τh type 1/2/3. The
agreement between data and expected bakcground of the pTτh variable is shown in Fig. 2.6
without any cuts on τ identification, and after the aforementioned cuts on NNτ new in Fig.2.7.
Comparing these two figures, one can judge of the importance of the τ identification. One
can also see that the agreement between data and expected background agreement without
any τ identification efficiency correction is already quite good.
The improvement is evaluated in data by measuring the increase of the signal (S) to back-
ground (B) ratio (named S/B) where S is evaluated as in each pT bin as the data yield minus
the expected background. This is shown in Fig. 2.8, where on the left one can see the S/B ra-
tios for both NNτ old and NNτ new and on the right the ratio (S/B)[NNτ new]/(S/B)[NNτ old].
In this figure, the uncertainties do not take into account the fact that the two samples (the
one with cuts on NNτ old and the one with cuts on NNτ new) are very correlated since they
are identical prior to NN cuts, hence the error bars are over-evaluated. One can see that the
gain at high pT is about 40 %, while at lower pT it is between 10− 40 % depending on the
τh type. The bottom right figure shows the average (over τh types) improvement:
• for pTτh < 45 GeV: (S/B)[NNτ new]/(S/B)[NNτ old] ≈ 18 %,
• for pTτh ≥ 45 GeV: (S/B)[NNτ new]/(S/B)[NNτ old] ≈ 40 %.
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Fig. 2.6: pTτh data vs expected background agreement prior to any τh identification cut.
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Fig. 2.7: pTτh data vs expected background agreement after cuts on NNτ new ≥ 0.92/0.90/0.90 for
τh type 1/2/3.
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Fig. 2.8: Left: S/B ratios vs pTτh for NNτ old (black) and NNτ new (red) cuts. Right: ratio
(S/B)NNτ new/(S/B)NNτ old . This is shown from top to bottom for type 1, type 2, type
3 and all types.
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2.3.3 τh identification efficiency
In order to assess the quality of the simulation of the τ identification efficiency, and potentially
correct for it, we developed with several PhD students involved in the tauID group a method
to measure the efficiency in the data. First we select an unbiased sample of τs from the
Z → ττ → τµτh decay. Then we apply τ identification criteria to the τh from this sample and
thus, measure the efficiency of these criteria, both in the data and in the simulation, which
allows to correct the simulation. The strategy and results will be presented here for NNτ old,
the very same procedure also applies to NNτ new.
The "tag & probe" method
The method used is the one known as the "tag & probe" technique. We use a set of events
recorded with single muon triggers 1, and take the triggering muon to "tag" the event. In
order to have a pure enough sample, we also require a τh candidate satisfying very loose
identification cuts, including a cut on the NNτ old this is the "probe" object for which we can
measure the efficiency. The sample selection is given in Tab. 2.4, the muon quality criteria
are defined in Sec. 1.3, qµ is the electric charge of the muon and qτh the electric charge of the
τh defined as the sum of the charges of the track attached to it. mT [W ] is used to suppress
the W → µν background and is defined as
mT [W ] =
√
2 pTµ /ET (1− cos(∆φ[µ;/ET ]), (2.2)
mvis is the visible mass of the µ−τ pair (this cut is designed to avoid a potential contribution
from a high pT resonance in the selection) and is defined as
mvis =
√(
|~pµ|+ |~pτh |+ /ET
)2 − (~pµ + ~pτh + ~/ET)2. (2.3)
Background estimation
Because the obtained sample is not pure enough, the remaining background (vasty dom-
inated by MJ and W+jets) has to be estimated. In order to do so, we used two different
methods.
In the first one, named QCD1, W → µν, Z → µµ, tt̄ backgrounds are taken from the MC
simulation and the MJ production is estimated from the opposite sign to same sign method.
This method is described in details in Sec. 3.4.4. It relies on the fact that the electric charge
correlation between µ and τh is very small for MJ events. Therefore, events with qτh × qµ > 0
1These triggers require at least one muon, therefore all the other objects in the event are unbiased.
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Tab. 2.4: Selection for the "tag & probe" method, notation x/y/z refers to the cuts for τh type 1/2/3
Muon selection (see Sec. 1.3)
muon quality medium
track quality trackmedium
Isolation tight
pT [µ] > 17.5/17.5/20 GeV
|ηµ| < 1.6
Tau selection
pT [τ ] > 15/12.5/15
|ητ | < 2
tracks quality trackloose
pT [tracks] > 10/7/22.5GeV
Eτ [cal]
pτ [trk] > 0.65/0.5/0.5
NNτ old > > 0.3/0.3/0.4
|qτh | > 0
Other
A least 1 primary vertex with ≥ 3 tracks
mvis < 100GeV
mT [W ] < 50/50/30 GeV
qτh × qµ < 0
are used to estimate the MJ background and a correction factor fOS/SS is derived from a low
NNτ old region which is dominated by MJ, this correction factor is typically fOS/SS ∼ 1.10.
Because the τh fake rate in the W + jets simulation might not be well modelled, the second
method, named QCD2, estimates both the MJ and the W + jets from data. This is using
as well the OS/SS method assuming again that the correlation between the muon and the
fake τh is small in the W+jets background. The correction factor is also estimated in a low
NNτ old region and found to be quite similar.
τ identification efficiency correction
The distribution of NNτ old is shown in Fig. 2.9 for the last 7.4 fb−1 of data recorded by the
D0 experiment. The expected Z → τ+τ− yields and the estimated backgrounds are also
plotted on the figures.
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Fig. 2.9: Data and expected background for the NNτ old distribution for τh type 1/2/3 (from top to
bottom).
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The efficiencies are measured both in the data and in the Z → τ+τ− simulation in bins of
NNτ old:
εdata[X,Y ] =
Ndata[X ≤ NNτ old ≤ Y ]−B[X ≤ NNτ old ≤ Y ]
Ndata[tot]−B[tot]
,
εMC [X,Y ] =
SZ→τ+τ− [X ≤ NNτ old ≤ Y ]
SZ→τ+τ− [tot]
.
where [X,Y ] is the bin for a given NNτ old range, Ndata is the data yield, B the estimated
background and SZ→τ+τ− the corresponding yield in the Z → τ+τ− simulation. Therefore
the full NNτ old distribution is corrected and can be used for instance as input to a multivariate
discriminant at the analysis level. Indeed, in each X ≤ NNτ old ≤ Y bin, the correction
factor is given by
SFNNτ old [X,Y ] = εdata[X,Y ]/εMC [X,Y ].
The systematic uncertainties are due to several sources:
• statistical uncertainties,
• background estimation. We consider the difference between QCD1 and QCD2 back-
ground estimations as systematic,
• τh kinematic dependence. The statistics being limited, the correction is not computed
as a function of pTτh or ητ . Instead, we compute the correction factors for low pT
(pTτh < 25 GeV) and high pT (pTτh ≥ 25 GeV) and the difference between the two is
taken as systematic,
• efficiency of the loose selection cuts on the probe. Since the data/MC agreement for low
NNτ old cuts is good we use a conservative systematic of (1 − εloose)/3 which gives
2.5/3/4 % respectively for types 1/2/3.
The correction factor for a given cut NNτ old cut as well as the corresponding systematics are
given in Fig. 2.10. In Tab. 2.5, a summary of systematic uncertainties on tau identification
correction is given for a typical set of cuts used at the analysis level. The lower uncertainties
achieved with the new identification are partly due to the lower background obtained with
this identification for the same efficiency.
Tab. 2.5: Typical cuts on NNτ old and NNτ new used in an analysis and the corresponding systematic
uncertainty on the τ efficiency correction.
τh type NNτ old cut syst. NNτ old NNτ new cut syst. NNτ new
type 1 0.90 6.5 % 0.92 5.5 %
type 2 0.90 5.0 % 0.90 4.0 %
type 3 0.95 7.0 % 0.90 6.0 %
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Fig. 2.10: Data to MC efficiency ratio for a given cut on NNτ old (left) and corresponding systematic
uncertainties (right)
2.4 Conclusions
I have described in this chapter the hadronic τ lepton identification in the D0 experiment. I
have been involved in this work for many years developing several methods for the τh energy
scale, identification efficiency corrections of the differences between data and MC simulation
and also leading the τ identification group. This was essential to pursue my physics project
which was involving searches in the di-tau decays. With my student we also improved the
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identification method to gain 20 % in performance. In addition, I was also involved in the
D0 software team, with data coming faster and faster starting from 2006, it became essential
to automate this certification and correction procedures in order to produce results in a
timely manner. We brought the D0 software to a level of automation for data and simulation
samples analysis which certainly contributed to the success of the RunII.
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3MSSM Higgs bosons searches at D0
When I joined the D0 experiment in 2005, I decided to start working on the electroweak
symmetry breaking and the Brout-Englert-Higgs mechanism. A potential observation for
the production of the Standard Model (SM) Higgs boson was hypothetic and was requiring
at least 10 fb−1. Therefore I decided to search for the production of Higgs bosons in the
context of the Minimal SuperSymmetric Model (MSSM). In this case, the production can
be highly enhanced compared to the SM one and a discovery was not impossible. I started
with the search for the associated production with a b-quark in a multijet final state and
then switched to searches in the di-tau channel. Over the course of my seven years at the
Tevatron I performed a variety of MSSM Higgs bosons searches that will be presented in this
chapter.
I also contributed to the SM Higgs boson search with my student Romain Madar. We looked
for the SM production of H → WW → µτνν, channel which was not covered at D0. This
work will not be presented in this manuscript, it was published in a paper dedicated to the
SM Higgs boson searches involving τ leptons in the final state [13].
3.1 The MSSM Higgs bosons production, a touch of
theory
While the SM was and still is a an incredibly successful theory, several observations remain
unexplained. Indeed the SM [14, 15, 16] nicely predicts from the electroweak symmetry
(SU(2) × U(1)) the existence of the neutral current, discovered in 1973 [17, 18], as a
counter-part of the Fermi-interaction, as well as the existence of the W and Z bosons
associated to these interactions [19, 20] [21, 22]. The mass of weak bosons is due to the
breaking of the electroweak symmetry by Brout-Englert-Higgs mechanism [23, 24, 25] which
leaves as a footprint a neutral scalar particle, the Higgs boson. Nevertheless, the SM fails to
explain dark matter and dark energy, the fermion-mass hierarchy is completely ad hoc and it
is very hard to include in the model the gravitational interaction.
In addition, the divergences from higher orders which are inherent to the SM are taken
care of by the renormalisation method. Therefore, we can certainly think that the SM is
a low energy effective theory of a more complete model. In such a case, the Higgs boson
mass might be very sensitive to the energy scale of this new physics. Indeed, the self
energy diagram with a fermion loop such as the one from Fig. 3.1 has quadratic divergence
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Fig. 3.1: Higgs field (φ) self-energy diagram with a top quark loop. This diagram diverges quadrati-
cally.
proportional to the fermion mass square. Therefore, the Higgs boson mass should be close
to the energy scale of this new physics while from electroweak measurements, especially
because of the link in the SM between the Higgs-boson, the top-quark and the W -boson
mass, this mass has to be around 100 GeV.
To avoid this large divergence and explain this low Higgs boson mass, oftentimes called the
naturalness problem, the Higgs boson mass should be stabilised. An elegant way to achieve
this, is to introduce a new symmetry in the model, called the Supersymmetry [26, 27, 28]
which transforms bosons into fermions and vice-versa. Thanks to this symmetry, for each
diagram such as the one from Fig. 3.1, there is another divergent diagram involving the susy-
partner (a sparticle) which precisely cancels the divergence. Nevertheless, to have an exact
cancellation the particle and sparticle should have the same mass. Since we do not observe
any sparticles with masses similar to the SM ones, this means that the supersymmetry should
be broken. This might reintroduce some fine-tuning of the Higgs boson mass proportional to
the mass difference between the top quark and the stop bosons.
Several ways have been proposed to break the supersymmetry [29, 30]. One convenient
way is to introduce soft breaking terms in the lagrangian reflecting the symmetry breaking at
low energy without further assumptions on the exact mechanism at high energy. In addition,
supersymmetric models could potentially solve the dark matter problem using an additional
symmetry, called R-parity, in that case the lightest sparticle is stable and would be natural
a dark matter candidate. One last interesting features of supersymmetric models is that
running of the strong, weak and electromagnetic constants tend to converge to the same
value at high energy which would be favourable to build a unified theory of all interactions.
We will only discuss here the Minimal Supersymmetric Model (MSSM) [31]. In the MSSM,
the electroweak scalar sector is quite different from the one of the SM, this peculiarity will
be presented hereafter and is at the origin of the searches presented in this chapter.
3.1.1 The electroweak scalar sector in the MSSM
In the MSSM, two Higgs doublets are required for at least 2 reasons: one peculiar part of the
lagrangian, named superpotential, can not contain conjugate fields and the need to cancel
the Adler–Bardeen–Jackiw chiral anomalies [32]. One of them (Hu) couples to up-type
fermions and the other one (Hd) to down-type fermions, this is commonly referred to as a
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2 Higgs Doublet Model of type II. The scalar potential can be written as (see for instance
Refs. [33, 34]):
V (Hu, Hd) = (|µ|2 +m2Hu) |Hu|
2 + (|µ|2 +m2Hd) |Hd|
2
−m212 (εij H iuH
j
d + h.c.)
+ g
2 + g′2
8
(
|Hu|2 − |Hd|2
)2
+ g
2
2 |H
†
uHd|2,
(3.1)
The terms proportional to mHu/d and m12 are induced from the soft breaking of the su-
persymmetry. The terms proportional to g2, g′2 and |µ|2 are respectively coming from the
so-called D and F terms of the superpotential, where g′ and g are the usual SU(2)× U(1)
gauge coupling constants of the electroweak symmetry.
Both neutral Higgs fields acquire a vacuum expectation value (vev) vd and vu
< H0d > =
vd
2 , (3.2)
< H0u > =
vu
2 , (3.3)
related to the SM Higgs field vev v by:
v2u + v2d = v2 = (246 GeV)2 (3.4)
The ratio of the vevs is named tan β:
tan β = vu
vd
(3.5)
To achieve a spontaneous breaking of the electroweak symmetry and to ensure a stable
vacuum, one needs:
m212 > (|µ|2 +m2Hu)(|µ|
2 +m2Hd)
2m12 < 2|µ|2 +m2Hu +m
2
Hd
(3.6)
Since SU(2)× U(1) −→ U(1)em, there are as in the SM 3 Goldstone bosons. In the MSSM,
the Higgs sector has 8 degrees of freedom, thus 5 physical states remains: two CP-even Higgs
bosons h, H , one CP-odd Higgs boson A (the only CP-odd scalar Higgs field in the SM is a
goldstone boson) and two charged Higgs boson H±.
At tree level, the entire MSSM Higgs sector is described by only 2 free parameters: mA, tan β
(in the SM we have only one: the mass of the SM Higgs boson mH). Unless stated, we will
limit this paragraph to tree level descriptions which give the overall picture. From these
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parameters, we obtain the mixing angle α between <(H0u) and <(H0d) which defines the two
CP-even mass eigenstates h and H:
tan 2α = tan 2βm
2
A +m2Z
m2A −m2Z
. (3.7)
h will be by definition the lighter of the 2 CP-even Higgs bosons and in the MSSM, its mass
can not be higher than mZ at tree level. Radiative corrections can raise the mh mass to
mh . mmaxh with m
max
h ≈ 125 GeV which is an important prediction of the MSSM. The
MSSM Higgs boson couplings to the SM particles are given in Tab. 3.1 as a ratio to the
corresponding SM coupling, i.e. gh/H/AMSSMff̄/ghSMff̄ where g is the coupling constant.
Tab. 3.1: φ couplings to the SM particles with respect to the corresponding SM Higgs boson couplings,
i.e. gφMSSMff̄/ghSMff̄ . The limits of couplings in the decoupling regime, i.e. mA  mZ ,
are also given, note the in this case h has couplings very similar to the SM Higgs boson
(see text for more details).
h H A
up quarks cosαsinβ −→ 1
sinα
sinβ −→ cotβ cotβ
down quarks / leptons − sinαcosβ −→ 1
cosα
cosβ −→ tan β tan β
V bosons sin(β − α) −→ 1 cos(β − α) −→ − cotβ 0
3.1.2 The decoupling and anti-decoupling regimes at high tan β
When tan β is high, tan β & 10, the phenomenology of the MSSM Higgs sector is simplified,
we enter the decoupling or anti-decoupling regime depending on mA.
The high tan β scenario
Since tan β is the ratio of the up to down quark couplings, a value of tan β ≈ 35 would
explain the mass ratio of the top to bottom quark mt/mb. In fact, in grand unified theories,
high tan β scenarios are favored, see [35]. In addition, the observed density of dark matter
in the universe also points towards high tan β values [36].
Therefore the searches performed in D0 were oriented towards high tan β which implied
that the MSSM is in the decoupling or anti-decoupling limit.
The decoupling limit, mA  mZ
When mA  mZ we reach the decoupling limit. In this case H and A have very similar
masses and couplings while the h boson gets very similar to the one expected from the SM.
When tan β is high, we enter the decoupling regime for relatively low mA, mA & mmaxh .
This can be seen in Tab. 3.1, where the limits of coupling for mA  mZ and tan β  1 are
given.
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Fig. 3.2: mh/H versus mA for different values of tan β in the MSSM maximal mixing scenario.
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The anti-decoupling limit, mA  mZ
On the other hand of the mass range, for mA  mZ , we enter the anti-decoupling limit. In
this case h and A have very similar masses and couplings while the H boson gets very similar
to the one expected from the SM with mH ≈ mmaxh . When tan β is high, the anti-decoupling
occurs already for relatively high mA, mA . mmaxh .
Phenomenology at high tan β
As a summary in the high tan β case, two neutral higgs bosons, collectively denoted as φ
hereafter, have a very similar mass while the other one is close to mmaxh with SM couplings,
this can be seen in Fig. 3.2. These two neutral Higgs bosons have couplings couplings to
down quarks and leptons enhanced by tan β and coupling to up-quarks suppressed by cotβ,
in addition they both barely couple to vector bosons. The searches for these two neutral
MSSM Higgs bosons are reported in this chapter.
The consequences are three folds:
• B(φ→ bb̄) ≈ 90 %,
• B(φ→ τ+τ−) ≈ 10 %,
• The production of φ at hadron colliders is predominantly proceeding via the processes
from Fig. 3.3 which involves b quarks from the parton sea. The production with an
associated b quark is of particular importance in this manuscript. These processes have
a production enhanced compared to the SM by tan2 β.
Therefore at tree level the cross section σMSSM for any process P of Fig. 3.3 is given by:
σMSSM (P )× B(φ→ bb̄) = 2σSM (P | mh = mA)× tan2 β × 0.9, (3.8)
σMSSM (P )× B(φ→ τ+τ−) = 2σSM (P | mh = mA)× tan2 β × 0.1, (3.9)
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Fig. 3.3: Main Higgs boson production mechanisms in the MSSM in the 5-flavor scheme where c and
b quarks are included in parton density functions. The gluon fusion (a) and bb̄ annihilation
(b) processes dominate the inclusive production, while (c) is the dominant process for
associated bφ production.
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with σSM (P ) the cross section of the production P of a SM Higgs boson with mass mh = mA.
The factor 2 is coming from the fact that 2 MSSM neutral Higgs bosons have the same mass
and are indistinguishable.
3.1.3 Radiative corrections and benchmark scenarios definition
Radiative corrections can be parametrized by ∆b which depends on several MSSM parame-
ters [37], Eqs. 3.8 and 3.9 are modified into:
σMSSM (P )× B(φ→ bb̄) ≈ 2σSM (P | mh = mA)× tan2 β
× 9(1 + ∆b)2 + 9
× 1(1 + ∆b)2
,
σMSSM (P )× B(φ→ τ+τ−) ≈ 2σSM (P | mh = mA)× tan2 β
× 1(1 + ∆b)2 + 9
,
(3.10)
with
∆b ∝ sign(µ) tan β,
it also strongly depends on the gluino mass mg̃, the trilinear Higgs-stop coupling At, the
stops and the sbottoms masses (see [37] for a more complete computation).
Therefore, one can see that the φ → bb̄ channel can be quite enhanced by radiative cor-
rections, especially for sign(µ) < 0, while the φ → τ+τ− decay is less dependent on the
radiative corrections and, as a consequence, on the details of the MSSM scenario.
Benchmark scenarios Radiative corrections are depending on the details of the MSSM
parameters. A small number of benchmark scenarios have been defined for searches at the
Tevatron [38]. They depend on a few MSSM parameters. MSUSY is a a soft supersymmetry-
breaking mass parameter and represents a common mass for all scalar fermions (sfermions)
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Fig. 3.4: (mA, tan β) constraints from LEP for (a) the mmaxh and (b) the no-mixing scenarios with
sign(µ) > 0.
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Figure 9: Exclusions in the case of the CP-conserving mh-max benchmark scenario, variant
(a) (see Section 2.1.1.). See the caption of Figure 7 for the legend. Note the small domains
at mh between 60 and 75 GeV/c
2, small mA and tan β < 0.9 which, although excluded at the
95% CL, are not excluded at the 99.7% CL.
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Figure 12: Exclusions in the case of the CP-conserving no-mixing benchmark scenario, variant
(a) (see Section 2.1.2) See the caption f Figure 7 for the legend. In the hatched domain
(tanβ < 0.7), the contributi ns from top and stop quark loops to the radiative corrections are
large and uncertain. Note the small domain at mh between 56 and 72 GeV/c
2, small mA and
tan β < 1 which, although excluded at the 95% CL, is not excluded at the 99.7% CL.
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at the electroweak scale. Similarly, M2 represents a common SU(2) gaugino ass at the
electroweak scale. The Higgs parameter µ is the streng of t e s per ym e ric Higgs
mixing; A ≡ At = Ab is a common trilinear Higgs-stop and Higgs-sbottom coupling at the
electroweak scale and mg̃ the gluino mass. The parameters Xt and Xb are defined from
µ, tan β, At and Ab are the stop and sbottom mixing parameters as Xt ≡ At − µ cotβ ,
Xb ≡ Ab − µtan β.
We use in this chapter the scenarios:
• The mmaxh scenario, defined to maximize mh for any tan β value,
• The no mixing scenario, same as mmaxh but with vanishing mixing in the stop sector and
with a higher squark mass scale to avoid the LEP Higgs boson searches bounds.
In addition, we vary the sign(µ) as we saw that ∆b highly depends on this parameter. This
gives four scenarios in total which are summarized in Tab. 3.2.
Tab. 3.2: Definition of the different benchmark scenarios (see text).
scenario MSUSY (GeV) M2 (GeV) µ (GeV) mg̃ (GeV) Xt (GeV)
mmaxh 1000 200 ±200 0.8MSUSY 2MSUSY
No mixing 2000 200 ±200 0.8MSUSY 0
3.1.4 State of the art in 2005
When I joined D0 at the end of 2005, the MSSM Higgs boson search program was already
very rich. MSSM Higgs boson masses below 93 GeV were excluded by experiments at the
CERN e+e− Collider (LEP) [39]. These constraints are given in Fig. 3.4.
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The very first search at the Tevatron was done by the CDF experiment [40], which was
probing the interesting tan β range tan β ' 35 with 90 pb−1. During RunII, both the CDF
and D0 collaborations have searched for MSSM neutral Higgs bosons decaying to tau pairs
both inclusively [41, 42, 43, 44] and in association with a b quark(s) [45]. D0 also published
a result on the bφ→ bbb production [46] with 260 pb−1.
The results in the chapter shows the final results for τ+τ−, bτ+τ− and bbb final states from
the D0 experiment.
3.2 Background simulation
In the final states τ+τ−(+jets), the dominant backgrounds are due to Z → τ+τ− (+jets),
diboson (WW , WZ and ZZ), W + jets, tt̄ pair and multijet (MJ) production, the latter
being estimated from data. Diboson events are simulated with PYTHIA [47] while the Z+jets,
W + jets, and tt̄ samples are generated using ALPGEN [48].
In the bbb channel, the dominant background is due to MJ production. It is estimated
from data with a simulation-based correction. We simulate MJ background events from
the bb̄j, bb̄jj, cc̄j, cc̄jj, bb̄cc̄, and bb̄bb̄ processes, where j denotes a light parton, with the
ALPGEN event generator. The small contribution from tt̄ production to the background is also
simulated with ALPGEN. The contribution from other processes, such as Z + bb̄ and single
top quark production are found to be negligible.
The Alpgen samples are processed through PYTHIA for showering and hadronization. TAUOLA
[49] is used to decay τ leptons and EVTGEN [50] to model b hadron decays. All samples are
further processed through a detailed GEANT [51]-based simulation of the D0 detector. The
output is then combined with data events recorded during random beam crossings to model
the effects of detector noise and pile-up energy from multiple interactions and different
beam crossings. Finally, the same reconstruction algorithms as for data are applied to the
simulated events.
ALPGEN is a MC generator that computes the initial and final states radiation from their
leading order (LO) matrix element. Since in this analysis we will require one b-quark, we
generate separately V+LP, V+c and V+b (V being W or Z, LP being light partons), with
a heavy flavour removal prescription from V+LP samples. For V+c and V+b we use an
additional k-factors to match the next-to-leading order (NLO) predictions from MCFM [52].
Through out this chapter, the V+c and V + b will be summed and collectively referred to as
V+HF (Heavy Flavour).
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The tt̄ pair and diboson yields are normalised to the product of their acceptance and detector
efficiency (both determined from the simulation), their corresponding theoretical cross
section and the luminosity. In the di-tau channel, specific corrections to V+jets backgrounds
are derived from data to reduce their systematic uncertainties. This will be presented in the
di-tau search Sec. 3.4. In the bbb final state, the relative contribution of the different MJ
backgrounds is determined from data. Its overall normalisation is constrained by a fit done
in the final limit-setting procedure. The exact method will be presented in the bbb-search
Sec. 3.5.
3.3 Simulating the MSSM Higgs bosons production
In the analyses presented in this chapter, we will study both the inclusive pp→ φ production
and the associated pp→ φb productions. the correlation between two productions depend
on tan β in the MSSM context. We use two different simulations for the two processes and
combine them with an ad hoc method. We will also show in this paragraph how the φ
natural width is taken into account.
3.3.1 Inclusive pp→ h production
The inclusive Higgs boson production kinematics are simulated with PYTHIA [47] using
the SM process ggφ. Given the final discriminating variable used in the inclusive search
(approximating the invariant mass of the tau pair from the Higgs boson decay) and the fact
that the experimental resolution on the /ET is very poor (so we do not have a great sensitivity
to the actual Higgs pT ), we do not correct the kinematics further. The MSSM cross sections
are computed using FEYNHIGGS v2.8.0 [53, 54, 55, 56] which includes the NNLO SM cross
sections σggφ and σbbφ from [57, 58, 59, 60, 61, 62, 63, 64] and [65].
3.3.2 Associated pp→ hb production
The hb signal was simulated with PYTHIA [47] using the SM process gb→ hb. However, this
simulates only the leading order production corrected by initial and final state radiation
(ISR and FSR). Nevertheless the process gb → hb has been calculated at NLO [66] 1. We
use MCFM [52] and CTEQ6M parton density functions to compute the NLO SM hb cross
sections. Since MCFM predicts differential cross sections with respect to (pT , η) of the leading
b quark, we use these predictions to also correct the kinematics of the leading b quark
and thus the total acceptance. The MCFM calculations are done with cuts on all outgoing
partons: pT > 12 GeV and |η| < 5.0 and with a renormalisation and factorisation scales
µ ≡ µR = µF = (2mb +Mh)/4 [67, 68]. Fig. 3.5 shows the leading b-jet kinematics together
1We refer here to the NLO corrections due to SM.
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with the corresponding reweightings to NLO for different Higgs boson masses. Both the hb
and hbb productions are corrected for separately, only the hb reweightings are displayed.
3.3.3 Combining the inclusive and associated productions
For the di-tau channel, we analyse both the inclusive and the associated φ productions.
These two channels are not independent in the MSSM since the bb→ φ production can also
produce a b quark in the acceptance. To combine the two productions, we assume that all
the Higgs bosons produced with a b quark in the detector acceptance are simulated with
the associated hb simulation. Among these events some contribute to the exclusive channel
(hb→ τ+τ−b selection) but a significant fraction ends up in the inclusive φ→ τµτh selection.
Therefore, the number of expected signal events in the inclusive selection is computed as:
N inclevt = Ainclggh × εinclggh × [σ(gg → φ, tan β) + σ(bb→ φ, tan β)− σ(bg → bφ, tan β)]
+ Ainclbh × εinclbh × [σ(bg → bφ, tan β)] ,
where Ainclggh and εinclggh ( Ainclbh and εinclbh ) are respectively the signal acceptance and the
efficiency computed with the gg → φ simulation (gb→ bφ simulation). This assumes that
the acceptance and efficiency for gg → φ and bb→ φ are the same which was verified with a
bb→ φ PYTHIA simulation, and that all the bg → bφ signal is included in bb→ φ production.
This last assumption is conservative.
3.3.4 Higgs boson natural width simulation
For high tan β the Higgs boson width can be large and not negligible with respect to the
experimental resolution. To take this effect into account, the width of the Higgs boson is
included in the simulation as a function of mφ by convoluting a relativistic Breit-Wigner
function with the NLO cross section, i.e. the differential cross-section is given by:
dσMSSMi
dm
(m;mφ) = σMSSMi(m)×BWMSSMi(m;mφ), (3.11)
with σMSSMi(m) the cross section at a mass m and BWMSSMi(m;mφ) the relativistic Breit-
Wigner for a Higgs boson of mass mφ, both these functions depend also on the details of the
MSSM scenario MSSMi. BW can be written as:
BWMSSMi(m;mφ) = K
m ΓMSSMi(m)
(m2 −m2φ)2 +m2φΓMSSMi(mφ)2
, (3.12)
where K is a normalisation factor and ΓMSSMi(m) is the total width for a Higgs boson
of mass m in the MSSM scenario MSSMi (computed with FEYNHIGGS). To first order
ΓMSSMi ∝ tan β2 so the larger tan β, the larger the width. The effect of the width for
different tan β in the mmaxh scenario is given in Fig. 3.6
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Fig. 3.5: Left: LO PYTHIA simulation vs NLO MCFM simualtion both computed for a Higgs boson mass
mh = 100 GeV. Right: weights applied to correct PYTHIA kinematics to NLO computations,
for different Higgs boson masses. This is done as a function of the leading b-parton.
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Fig. 3.6: Invariant mass spectrum for a Higgs boson with mφ = 150 GeV and different values of
tan β. The units on the y-axis are arbitrary.
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Fig. 3.7: Invariant mass spectrum for mφ = 150 GeV and tan β = 80. (a): generated spectra obtained
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spectrums at the reconstructed level in the φ→ bb̄ channel (di-tau mass resolution being
worse).
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In order to reproduce the width, we combine different simulations at different Higgs boson
masses, the simulation for a Higgs boson of mass mφ in the scenario MSSMi is thus given
by:
MCMSSMi(mφ) =
∑
k
MCSM (mk)× αk(MSSMi) (3.13)
with αk(MSSMi) =
∫mk+δm/2
mk−δm/2 d
σMSSMi
dm(m) dm where δm is the mass difference between 2
simulations. In practice we have simulations for Higgs boson masses in step of 10 GeV, i.e.
δm = 10 GeV. The result is shown in Fig. 3.7, where we compare the true Higgs boson
mass spectrum with the width effect included to the one obtained from several simulations
at different Higgs boson mass, at the generator level (Fig. 3.7 left), where one can see a
discontinuous spectrum, and at the reconstructed level where the experimental resolution
makes this effect negligible (Fig. 3.7 right).
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3.4 φ(b) searches at D0 in di-tau final states
I have been the main contributor to the legacy φ → τ+τ− and φb → τ+τ−b searches
performed by the D0 experiment. They constitute the final word from D0 on this matter and
the most stringent limits obtained by the Tevatron. The analysis presented in this section is
based on 7.3 fb−1 [69] of data collected by the D0 experiment.
The first paragraph will present the different di-tau selections used in the course of the
analysis. The second paragraph is devoted to the trigger strategy. The third and fourth
paragraph describe the different approaches for the estimation of MJ and V+jets back-
grounds respectively. Then we present the inclusive φ → τ+τ− search and the associated
φb→ bτ+τ− search. We conclude this section with a word on the systematic uncertainties
and the result obtained in a model-independent approach.
3.4.1 The different τµτh selections
Di-tau decays can be reconstructed in several sub-channels:
• τ+τ− → τµτh, where one tau decays in the muonic channel and the other in a hadronic
channel. This final state, though it does not have the largest branching ratio, is the
leading contributor to the search sensitivity thanks to a low level of background.
• τ+τ− → τeτµ, where both taus decay leptonically. This channel has also a very low
background but also a very small branching ratio. In the context of the searches
presented here, because electrons are often reconstructed as τh type 2, it is not
considered in this analysis. Instead no veto on electron are required for τh type 2
candidate. So this channel is included in the previous one.
• τ+τ− → τeτh, where one tau decay to an electron and the other to hadrons. This
channel suffers from a large MJ background at D0 and because of lack of manpower it
is not considered in the analysis presented here.
• τ+τ− → τhτh where both taus decay hadronically. This channel suffers from a large
MJ background and thus it is hard to trigger on this specific decay. It is not considered
in this analysis.
• τ+τ− → τ`τ` where both taus decay to the same flavour lepton. It has a very low
branching ratio and suffers from an overwhelming Z → `` production.
For these reasons, only τµτh decays are considered in this analysis which includes the τµτe
final state (this will not be explicitly mentioned in the following) as well. We consider several
τµτh selections for different purposes:
• τµτh preselection. This is an inclusive τµτh selection with loose cuts. This sample
is mainly used to measure the trigger efficiency in the inclusive trigger approach
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(see 3.4.3). This selection is also used to measure the different parameters of the MJ
estimation technique (see 3.4.4).
• φ → τµτh search selection. Very similar to the τµτh preselection, several cuts are
tightened to remove part of the MJ and W + jets backgrounds. A b-tag veto cut is
also included to be orthogonal to the φb→ τµτhb selection, since the two analysis are
combined eventually.
• τµτh + jets preselection. In the φb→ τµτhb, there is one additional b jet which allows
for a more refined analysis than the φ → τµτh search, we require a selection looser
than the τµτh preselection. In order to compare the data to the background estimation
a selection similar to the τµτhb search was used but without any b-tagging requirement.
This selection is used to check the inclusive trigger efficiency and to develop the MJ
discriminant DMJ.
• φb→ τµτhb search selection. This is the final selection for the φb→ τµτh search, similar
to the τµτh + jets preselection it requires in addition a loosely b-tagged jet and a cut
on the MJ discriminant DMJ.
These different selections are summarised in Tab. 3.3. In this table, ∆z(µ, τh) is the distance
between the muon and the τh candidate on the z axis. mvis is the visible mass of the µ-τh
pair given by:
mvis =
√(
|~pµ|+ |~pτh |+ /ET
)2 − (~pµ + ~pτh + ~/ET)2, (3.14)
the transverse mass of the W (mT [W ], used to reduce the W + jets background) is given
by:
mT [W ] =
√
2 pTµ /ET
(
1− cos
(
∆φ(µ;/ET
))
, (3.15)
Njets is the number of jets. Jets are required to be taggable (see Sec. 1.6) and to originate
from the PV. In addition, we demand pT [jet] > 15 GeV, |ηjet| < 2.5 (to be within the tracker
acceptance) and ∆Rτh, jet > 0.5 (to avoid remove τh from jets). Nbtag−jets is the number of
b-tag jets which are defined as jets with a loose b-tagging requirement NNbtag > 0.25. DMJ
and Dtt̄ are respectively a MJ and tt̄ discriminants developed for the φb→ τµτhb search, they
are described in paragraph 3.4.7.
3.4.2 Common legend
In this section on di-tau searches, all figures showing data and expected background distri-
butions share the same legend, shown in Fig. 3.8. It may not be explicitly stated in the figure
caption.
42 Chapter 3 MSSM Higgs bosons searches at D0
Tab. 3.3: Different selections used in the φ(b)→ τµτh(b) searches, notation x/y/z refers to the cuts
for τh type 1/2/3
sample τµτh φ→ τµτh τµτh + jets φb→ τµτhb
preselection search preselection search
Muon selection (see Sec. 1.3)
muon quality medium
track quality trackmedium
Isolation tight
pT [µ] > 15 GeV
|ηµ| < 1.6
Tau selection
pTτh > 12.5 GeV > 12.5/12.5/15 GeV > 10 GeV
|ητ | < 2.0
tracks quality trackloose
pT [tracks] > 7/5/10 GeV > 12.5/5/15 GeV > 7/5/10 GeV
Eτ [cal]
pτ [trk] > 0.65/0.5/0.5
NNτ > > 0.90/0.90/0.95
|qτh | > 0
Other
A least 1 primary vertex with ≥ 3 tracks
Exactly 1 muon with aforementioned criteria
∆z(µ, τh) < 2cm
mvis > 0/0/50 GeV > 0/0/50 GeV - -
mT [W ] < 60/60/40 GeV < 40 GeV < 60/100/60 GeV
qτh × qµ < 0
Njets - - ≥ 1 ≥ 1
Nbtag−jets - = 0 - ≥ 1
DMJ - - > 0.1/0.1/0.2
Dtt̄ - - > 0.1
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Fig. 3.8: Common legend for most of the figures in this section.
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3.4.3 Inclusive trigger approach
To get the maximal trigger acceptance, no specific trigger are required in the analysis.
Nevertheless the majority of the events come from single muon triggers, µ+jets triggers.
Since we use b-tagging in the φ→ τµτhb search, triggers including b-tagging requirement are
removed from the dataset to avoid bias from the trigger in b identification requirement. In
order to measure the trigger efficiency we first use a set of single muon triggers as reference
for which the trigger efficiency is known
εsingleµ ≈ 71 %.
To compute this inclusive trigger efficiency, we adopt the following strategy. We first measure
the ratio:
Rtrig = N incldata/N
singleµ
data , (3.16)
where Ndata is the data yield in the inclusive τµτh selection (see paragraph 3.4.1). This
ratio is computed as a function of different kinematics variables. It was found that this ratio
mainly depends on pTτh .
Because the inclusive sample is not 100 % pure in τµτh events but also contains some MJ
events, the Rtrig strategy assumes that we gain as many MJ events as τµτh events. This
assumption is checked by measuring the gain of events in the same sign (SS) sample. This
sample, dominated by MJ, is selected with identical criteria as the inclusive τµτh sample but
requiring that the τh and the µ have the same electric charge.
We observe a gain of efficiency of the order of 30 to 40 %. We compute the trigger efficiency
per event, εtrig(event) as:
εtrig(event) = εsingleµ(event)×Rtrig(pTτh), (3.17)
where εsingleµ(event) is the known single muon triggers efficiency. Then we check that the
trigger efficiency measured in the inclusive sample also applies to the Z → τ+τ−+jets
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Fig. 3.9: A comparison between Rtrig measured in the inclusive τµτh preselection and the τµτh +jets
sample. Since both are in agreement, we keep the inclusive one (red) which has a lower
statistical error. The plateau reaches εtrig ≈ 100 % for τh type 2.
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selection (see paragraph 3.4.1), directly measuring the efficiency in the Z → τ+τ−+jets
sample. Since the statistics and the purity of the inclusive sample are both larger, we keep
the inclusive trigger efficiency. A comparison between the fitted efficiencies in the two
samples is provided in Fig. 3.9. Rtrig is used to predict the background in τµτh+X selections
without any trigger requirement.
3.4.4 Data-driven multijet-background estimation
We determine the MJ background from data. In the φ → τ+τ− or Z → τ+τ− decays, the
muon and the τh have opposite electric charge: qµ × qτh < 0. This requirement, which
is present in all the τµτh selections presented in paragraph 3.4.1, will be referred to as
opposite sign (OS). Correspondingly to any τµτh selections, we select a Same Sign (SS)
sample by applying the same criteria as for the OS selection, except for the charge correlation
between the two leptons which is reversed, i.e. qµ × qτh > 0. Therefore these MJ samples
have kinematic properties very similar to the corresponding OS samples. Because for MJ
background we do not expect a charge correlation between τµ and τh, the SS samples play
an essential role in estimating the MJ background.
The MJ background arises from wrongly isolated muons and misidentified taus. Wrongly
isolated muons can come from semi-leptonic b decay, for example, while wrongly identified
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taus come from jets which mimic a tau decay signature in the detector. Two different
estimations were derived, based on reversing one of the selection criteria:
• the OS/SS method: in this method the kinematics is taken from the SS sample.
• the fµ method: in this method, we first measure the muon isolation fake rate and then
apply this fake rate to a MJ enriched sample obtained by reversing the muon isolation
criteria described in Sec. 1.3 .
The OS/SS method
While we could expect an equal amount of MJ background in a SS and an OS samples, it is
found that the ratio fOS/SS is not strictly one. This ratio is computed in a sample selected
with identical cuts as the ones used in the inclusive τµτh or τµτh + jets preselections, except
the muon isolation criteria. fOS/SS is computed per tau type as:
fOS/SS =
NOSnotiso
NSSnotiso
, (3.18)
where NOSnotiso (N
SS
notiso) is the number of events in the non-isolated muon OS (SS) sample.The
values measured in both τµτh preselections are given in Tab. 3.4.
Tab. 3.4: The opposite to same signe ratio fOS/SS for the τµτh preselections.
preselection fOS/SS [type 1] fOS/SS [type 2] fOS/SS [type 3]
inclusive τµτh 1.09± 0.03 1.11± 0.01 1.08± 0.01
τµτh + jets 1.10± 0.04 1.10± 0.02 1.03± 0.02
Finally in a given τµτh selection, the number of MJ events, NMJ , is predicted by:
NMJ = fOS/SS × (NSS [data]−NSS [MC]), (3.19)
where NSS [data] and NSS [MC] are the number of events in data and simulation in the
corresponding SS sample.
Although this method is certainly the most accurate, it may suffer from poor statistics
especially for the τµτhb final state.
The fµ method
In this method, we measure the ratio, fµ, of the probability for a MJ-event muon to appear
isolated to the probability for a MJ-event muon to be non-isolated:
fµ ≡
P(µiso|MJ)
P(µiso|MJ)
46 Chapter 3 MSSM Higgs bosons searches at D0
.
To determine fµ, we use two samples selected with:
• Isolated muon sample: τµτh preselection cuts (see paragraph 3.4.1) except the charge
correlation, we use SS charge correlation. We also add the requirement mT [W ] <
35 GeV to remove the W → `ν contribution.
• Non-isolated muon sample: τµτh preselection cuts but we use reversed muon-isolation
criteria and SS charge correlation. We add the requirement mT [W ] < 35 GeV.
Then fµ is computed as
fµ =
NSSµiso [data]−N
SS
µiso [MC]
NSSµnotiso [data]
, (3.20)
where NSSµiso and N
SS
µnotiso refer to the two aforementioned samples. In the sample with the
isolated muon, we remove the expected contribution from the simulation (about 10− 15 %
of the sample) while in the non-iso sample we don’t, since these contributions are expected
to be negligible (the W+jets background contributes at the level of 0.5 % to the non-isolated
sample). In order to get a proper background modelling, we compute fµ sequentially as a
function of several variables. At each step, the corrections derived in the previous steps is
applied.
• First fµ is computed as a function of ηd[µ].
• Then, we determine the τh pT dependence.
• the fµ dependence as a function of the /ET is computed.
• Finally, we derive a final correction as a function of the mhat (see Eq. 3.21). This
variable will be used as the discriminating variable in the τµτh inclusive search.
Once fµ is computed, we can get the MJ background in any τµτh selections with
NMJ = fµ ×NOSµnotiso .
This can also be done for the corresponding SS selections which allows to compare the fµ
and the OS/SS method. This comparison is shown in Fig. 3.10 for the mhat in the τµτh
preselection and mT [W ] in the τµτh + jets preselection, this holds for all the tested variables.
The difference between the two methods is taken as systematic uncertainty.
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Fig. 3.10: Comparison on the fµ and the OS/SS MJ methods, checking the agreement in the SS
sample. Points correspond to SS data, blue to the MJ contribution expected from the fµ
method. This is shown for the variables mhat (Eq. 3.21) in the τµτh preselection (4 top
plots) and mT [W ] in the τµτh + jets preselection (4 bottom plots). The legend is given in
Fig. 3.8.
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Fig. 3.11: φ∗ reweightings in the (a) 0jet, (b) 1jet and (c)≥ 2jets bins. Note that φ∗ ≈ 1 is equivalent
to pT [Z] ' 80 GeV. See text for further details.
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3.4.5 V +jets production, data-driven corrections to the simulation
The Z+jets mainly and to a less extent, W+jets productions are dominant background in
the di-tau search. Because the search would be limited by the systematic uncertainties on
these backgrounds, especially at low mass, we developed a strategy to constrain both their
kinematics and normalisation from data using a Z → µ+µ− control sample.
Z → τ+τ− background modelling
A dedicated treatment of the dominant Z → τ+τ− background has been developed to reduce
its systematic uncertainties. In order to described properly the Z pT distribution we measure
a dedicated correction in number of jet bins (including the zero-jet bin).
To measure these corrections, we use a Z → µ+µ− selection where muons have similar
properties as the one selected by the searches presented in this chapter. Because muon-
momentum resolution was not great at D0, measuring the Z pT distribution in data would
need some unfolding at the generator level to correct the Z → τ+τ− background. Instead,
we measure
φ∗ = tan
(
φacop
2
)
× sin(θ∗),
where φacop = π − φ`` is the angle between the 2 leptons from the Z decay and θ∗ is given
by cos(θ∗) = tanh
(
η+−η−
2
)
. It was shown in [70] that this variable, only based on angle
measurements, is sensitive to the same physics as the Z pT while barely degraded by the
detector resolution. Hence, the φ∗ reweighting can be applied directly to the simulation
without any further unfolding.
First, we obtain a sample of Z → µ+µ− events recorded from a set of single muon triggers.
These events are divided into several samples according to their jet multiplicity: 0jet, 1jet,
≥ 2jets. Then the Z-kinematic corrections are measured in two steps:
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• φ∗ corrections. We fix the inclusive number of events in the simulation to be the one
observed in data. We then derive the corrections by measuring ReW (φ∗, njet) =
Ndata(φ∗,njet)
NMC(φ∗,njet) . Thus, this approach preserves the inclusive normalisation but change the
exclusive normalisation in each jet bin. The measured reweighting functions are given
in Fig. 3.11.
• Leading jet η correction. Using Alpgen simulation, all analysis performed by the D0 were
seeing a discrepancy between data and simulation in the jets η distribution, therefore
we correct this distribution using the Z → µ+µ− sample.
The agreement between data and simulation obtained after reweightings is shown in
Fig. 3.12. From this figure, one can see that the model is well describing the data, but for
NNbtag which has still a ' 5 % disagreement, this is assumed to be due to a mismodelling of
the sample composition Z+HF vs Z+LP and is corrected for by reweighting this distribution.
This correction is then applied to the Z → τ+τ− simulation. Because the statistics of this
Z → µ+µ− sample is about 20 times larger than the Z → τ+τ− sample, the impact of statis-
tical uncertainties on the normalisation is negligible. Since there is only one muon in the
Z → τµτh decay vs two in Z → µ+µ−, it remains an uncertainty due to muon identification
efficiency and triggers efficiency which is estimated to be 3.2 % (plus an additional 5 % for
Z+b as already mentioned).
W + jets background modelling
The W + jets background arises from W (→ µνµ)+jets events with a jet faking a τh. Since
the τh might be not properly modelled in the simulation, we measure a data/simulation τh
fake rate correction in a W + jets sample. This sample is selected with cuts similar to the
τµτh preselection but the mT [W ] cut, we require mT [W ] > 60 GeV. The jet multiplicity is
also corrected for using a normalisation correction measured in Z → µµ+jets events (see
previous section, τh here is considered as a jet in the jet multiplicity counting), see Tab. 3.5
(last row). This sample is largely dominated by the W + jets background. The jet→ τh fake
rate correction RW , is computed by normalising the simulation to data assuming that the
MJ background is negligible and correcting from the other SM backgrounds. We correct
differently the OS and SS samples. The final corrections are given in Tab. 3.5. We also
verifiy that the MJ background is indeed negligible using the fµ method and found the
normalisation RW differs by at most 2 %. After these corrections, a very good description of
the data is obtained in this W (→ µν)τh sample for all variables. Some examples are given in
Fig. 3.13.
3.4.6 Inclusive φ→ τµτh search
In the inclusive φ→ τµτh search, the φ→ τµτh selection from Tab. 3.3 is used. The yields of
data, expected backgrounds and signals are given in Tab. 3.6, the signal yields are given for
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Fig. 3.12: From top left to bottom right: Z pT , jet multiplicity, leading jet pT , leading jet η and
leading jet NNbtag. These distributions are obtained in the Z(→ µµ)+ ≥ 1 jets sample.
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tan β = 40 in the mmaxh benchmark scenario for two different Higgs boson masses. In this
analysis, the MJ background is estimated using the OS/SS method described in Sec. 3.4.4.
The Z and W background simulations are corrected using the aforementioned data-driven
methods.
Several data to background-expectation comparisons are shown in Fig. 3.15 for different
kinematic variables which demonstrate a very good description of the sample from the
background estimations. The signal efficiency times branching ratio for this selection ranges
from 1 to 3 % depending on the Higgs boson mass and is shown in Fig. 3.14. For the Higgs
bosons search, the distribution of the variable mhat is used:
mhat =
√
ŝmin, (3.21)
ŝmin =
(
Eµ + Eτh − pzµ − pzτh + /ET
)2 − |~pTτh + ~pTµ + ~/ET |2, (3.22)
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Fig. 3.13: Distributions of the variables pTµ, pTτh , jet multiplicity and /ET for all τh types combined
for the W + jets sample (see text). The legend is given in Fig. 3.8.
Tab. 3.5: RW correction factor accounting for the mismodelling of the jet → τh fake rate in the
W + jets simulation. The additional weight for events with more than 1 jet is derived from
Z → µµ events and is applied in addition.
τh type 1 τh type 2 τh type 3
RW OS 0.85 0.72 0.67
RW SS 1.14 1.00 0.68
Njets ≥ 1 jet 1.27 1.27 1.27
which represents the minimal energy, in the center of mass, compatible with a decay of a
resonance R→ τ+τ− → µτh /ET . The distribution of this variable is presented in Fig. 3.21.
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Tab. 3.6: Expected and observed number of events in the φ → τµτh search selection. The Higgs
boson yields are given for the mmaxh benchmark scenario with tan β = 40. LP refers to
Light Partons and HF to Heavy Flavour (see Sec. 3.2).
τh type 1 τh type 2 τh type 3 all τh types
Z(→ ττ)+LP 1017 7828 31 10799 ± 36
Z(→ ττ)+HF 22 183 42 246 ± 2
Z(→ µµ)(+jets) 96 330 76 501 ± 7
W (+jets) 41 207 134 382 ± 7
tt̄ 1 22 2 25 ± 1
diboson 9 169 9 178 ± 2
MJ 145 651 27 1342 ± 46
Exp. Bkg 1330 9381 2764 13474 ± 59
DATA 1315 9326 2703 13344
Signal mφ = 100 GeV 105 846 214 1165
Signal mφ = 190 GeV 5 54 11 70
Fig. 3.14: Signal efficiency times acceptance times branching ratio for the φ→ τµτh search selection.
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Fig. 3.15: Data to expected backgrounds comparisons in the inclusive φ→ τµτh search sample for
the variables (from top left to bottom right): pTµ, pTτh , ηµ, ∆η(µτh),/ET , |∆ϕ(/ET , µ)|,
mT [W ],mvis. This is shown for all τh types combined (individual type show a similar level
of agreement). The legend is given in Fig. 3.8.
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3.4.7 Associated φb→ τµτhb search
For the φb → τµτhb search we use the corresponding selection in Tab. 3.3. Because of
the presence of the additional b quarks, the kinematics of this final state is quite rich.
Thus, a more sophisticated analysis than the inclusive one was developed, based on several
multivariate discriminants. For these reasons some cuts are loosened compared to the
inclusive selection (allowing more MJ and W + jets background). The yields of data,
expected backgrounds and signals are given in Tab. 3.7, the signal yields are given for
tan β = 40 in the mmaxh benchmark scenario for two different Higgs boson masses. In this
analysis, the MJ background is estimated using the fµ method described in Sec. 3.4.4 due to
the low statistics in the corresponding SS sample. The Z and W background simulations are
corrected using the aforementioned data-driven methods.
Tab. 3.7: Expected and observed number of events in the φb→ τµτhb search selection. The Higgs
boson yields are given for the mmaxh benchmark scenario with tan β = 40. LP refers to
Light Partons and HF to Heavy Flavour (see Sec. 3.2)
.
τh type 1 τh type 2 τh type 3 all τh types
Z(→ ττ)+LP 13 116 22 151 ± 4
Z(→ ττ)+HF 5 39 7 50 ± 1
Z(→ µµ)(+jets) 2 13 2 16 ± 1
W (+jets) 3 23 10 36 ± 2
tt̄ 5 171 7 183 ± 1
diboson < 1 10 1 12 ± 1
MJ 3 15 10 28 ± 2
Exp. Bkg 31 386 59 476 ± 6
DATA 40 384 63 488
Signal mφ = 100 GeV 7 60 14 81
Signal mφ = 190 GeV 1 9 2 12
In this search, the τµτh + jets preselection also plays a crucial role. Since the background in
the search selection is low due to the presence of a b-tag jet, we use the τµτh+jets preselection
to test the background predictions as well as to develop some of the MJ discriminant. We
show data to background-expectation comparisons using the τµτhb selection without the b-
tagging requirement in Fig. 3.16 and Fig. 3.17 (jet-related distributions). This demonstrates
a very good description of the sample from the background predictions.
φb→ τµτhb search strategy
In this search, we developed several multivariate discriminants to reduce the different
dominant backgrounds:
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Fig. 3.16: Data to expected backgrounds comparisons in the φb→ τµτhb search selection removing
the b-tag requirement (to increase the statistics) for the variables (from top left to bottom
right): pTµ, pTτh , ηµ, ∆η(µτh),/ET , |∆ϕ(/ET , µ)|, mT [W ],mcol. This is shown for all τh
types combined (individual type show a similar level of agreement). The legend is given
in Fig. 3.8.
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Fig. 3.17: This is shown for all τh types combined (individual type show a similar level of agreement).
The legend is given in Fig. 3.8.
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• Z → τ+τ− + jets background and NNbtag. Most of this background is associated with
light parton production, hence, we use NNbtag to reduce this background. However
the Z → τ+τ− + b background will remain irreducible.
• MJ production and DMJ. The MJ background can arise from bb̄ + X production or
bg +X production. We also developed a dedicated discriminant, named DMJ, against
this background.
• tt̄ production Dtt̄. This background has several b-jets, and the tt̄→ eµbb̄ decay is very
close to our final state. In order to reduce this background we developed a dedicated
discriminant against tt̄, named Dtt̄.
• Remaining backgrounds being not problematic, nothing special is done to suppress
them.
We finally combined the four variables DMJ, Dtt̄, NNbtag and mcol from Eq. 3.23 (to add
sensitivity to the higgs boson mass) in a likelihood to derive a final discriminant Df . These
discriminants are described hereafter.
Multijet discriminant DMJ
We train a Neural Network to discriminate φb production against the MJ background, this
discriminant is named DMJ. This is done per τh type, each being differently affected by
this background. For training, the background sample is obtained from data using the fµ
method while the signal sample is obtained from the simulation combining all the Higgs
boson masses. The τµτh + jets preselection is used with relaxed cuts on NNτ (NNτ > 0.8)
to increase the statistics of the background sample.
First we defined two additional variables. The transverse mass mT of N objects is given by
mT =
√∑
i,j pT ipT j × (1− cos∆ϕij) where (i, j) runs other the N objects and the collinear
mass mcol. The collinear mass mcol helps when the Higgs bosons is boosted. This variable
assumes that the neutrinos emitted in τs decay are collinear to the visible decay products, it
is computed as:
m2col =
pT [R]
βT
×
(
1− β2T − β2z
)
, (3.23)
where pT [R] = |~/ET+~pTτh+~pTµ|, βz = tanh
(
ηµ+ητ
2
)
and βT = − sin(ϕµ−ϕτ )cosh(ηµ) sin(ϕτ−ϕT )−cosh(ητ ) sin(ϕµ−ϕT ) ,
with ϕT the /ET azimuthal angle. m2col can be negative, especially when the τh and the µ are
not coming from a resonance. In this case, mcol will be defined as mcol = −
√
|m2col|.
The variables used to train DMJ are:
• pTµ: transverse momentum of the muon,
• pTτh: transverse momentum of the hadronic tau,
• /ET : missing transverse energy,
• |∆ϕ(µ,τh)|: transverse angular separation between µ and τh,
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Fig. 3.18: DMJ for the three τh types from top to bottom. On the left the DMJ is shown for
background and different Higgs boson-mass signal. On the right, the data/simulation
agreement is shown in the τµτh+jets preselection.
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• |∆ϕ(µ, /ET )|: transverse angular separation between µ and /ET ,
• HT ≡
∑
jets pT [jets]: the sum of the jet pT in event,
• mT [TOT ]: transverse mass of all the objects in the event, including the /ET ,
• mcol, the collinear mass,
• mhat.
The distributions of DMJ are shown in Fig. 3.18 for the three τh types for the expected MJ
background and for different Higgs boson masses. While the MJ background is well discrimi-
nated for all masses, the higher is the Higgs boson mass, the easier is the discrimination.
tt̄ discriminant Dtt̄
In order to discriminate against the tt̄ background we train a neural network using the
τµτh+jets preselection. The training is done merging τh type 1 and type 3, type 2 are trained
separately because these events are more likely to be contaminated by tt̄ since electrons
are easily reconstructed as τh type 2. This discriminant, named Dtt̄, is trained with the tt̄
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Fig. 3.19: Dtt̄ discriminant distribution for τh type 2 in the τµτh+jets preselection adding the
requirement DMJ > 0.1.
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simulation as background and the simulation of the φb production as signal. Because the
variables are mass sensitive, we train 8 discriminants depending on the Higgs boson mass:
90− 110 GeV, 120− 150 GeV, ... 300− 320 GeV. The variables used for training are:
• |∆ϕ(µ;τh)|: the transverse angular separation between µ and τh,
• |∆ϕ(µ;/ET )|: the transverse angular separation between µ and /ET ,
• HT ≡
∑
jets pT [jet]: the sum of the jet pT ,
• HT + pTτh + pT [µ],
• /ET : the missing transverse energy,
• mT [TOT ]: transverse mass of all the objects in the event, including the /ET ,
• mhat,
• mcol,
• mT [W ],
• AT ≡
pT [µ]−pTτh
pTτh
: transverse energy imbalance,
• Njets: the number of jets.
The distributions of the Dtt̄ discriminant for tt̄ background and for several Higgs boson
signals are shown in Fig. 3.19 as well a comparison between data and expected background
in the τµτh+jets preselection (adding the requirement DMJ > 0.1).
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Final discriminant Df
The final discriminant used for the Higgs boson search is named Df . The variables DMJ, Dtt̄,
NNbtag and mhat are combined with a likelihood ratio:
LH =
Nvars∏
i=1
Psig(xi)
Pbkg(xi)
(3.24)
where Psig (Pbkg) refers to the signal (background) probability density functions of variable
xi and Nvars to the total number of variables (four in this case). Furthermore, the output
of likelihood is transformed to better focus on the signal region. Several examples of Df
discriminants are shown in Fig. 3.20. Examples of the Df distribution in data can be found
in the results section (Fig. 3.21).
3.4.8 Systematics uncertainties
The uncertainties on the dominant Z(+jets) background uncertainties are greatly reduced
using the aforementioned Z → µ+µ− data control samples, resulting in normalisation
uncertainties of 3.2% (5%) for Z(+b-tagged jets) boson production, an inclusive trigger
efficiency uncertainty of 3% and a shape-dependent uncertainty of ∼1% from the modeling
of the Z boson kinematics.
The MJ-background uncertainty ranges from 10% to 40% on the bτ+τ− channel yields while
it is found to be shape dependent in the τ+τ− channel (up to 100% at high mhat). It is
estimated using the difference between the OS/SS and fµ MJ estimation methods.
For the remaining backgrounds and for signal, we consider uncertainties affecting the normal-
isation: luminosity (6.1%) [69], muon reconstruction efficiency (2.9%) [5], τh reconstruction
efficiency [(4–10)%] (see chapter 2), single muon trigger efficiency (1.3%) [5], tt̄ (11%) and
diboson (7%) production cross sections. The uncertainties on cross-sections are from theory
only.
Further sources of uncertainty affecting the shape of the final discriminant are considered:
the jet energy scale (10%) [7], and the modeling of the b-tagging efficiency (∼4%) [8]
mostly affect the bτ+τ− signal modelling but are negligible in the τ+τ− channel, while the
τh energy scale (∼10%), see chapter 2, only impacts significantly the τ+τ− search for both
the Z boson background and the signal mhat distributions.
With the exception of the τh reconstruction efficiency, τh energy scale and MJ estimation,
which are evaluated for each τh type, these uncertainties are assumed to be 100% correlated
across both di-tau channels.
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Fig. 3.20: The Df discriminants depends on the Higgs boson mass and are used as final variable
in the φb → τµτhb search. Df(mφ = 90 GeV) (left), Df(mφ = 150 GeV) (middle) and
Df(mφ = 240 GeV) (right) discriminants for the three τh types (type 1 top, type 2 middle
and type 3 bottom). The distributions for expected background and for three different
Higgs boson signals are shown.
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Fig. 3.21: Distribution of mhat in the inclusive φ → τµτh search sample on (a) linear and (b)
logarithmic scale. (c) Df in the φb→ τµτhb search sample trained for mφ = 100 GeV, and
(d) for mφ = 190 GeV adding the final requirements on DMJ and Dtt̄. All τh types are
combined. The predicted signal is shown in the case of the mmaxh scenario (µ = +200GeV
and tan β = 40) for mφ = 100 GeV on (a) and (c), and mφ = 190 GeV on (b) and (d).
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3.4.9 Results
We use a modified frequentist approach [71]. The test statistic is a negative log-ratio of
profiled likelihoods [72]:
LLR = −2 ln p(data|H1)
p(data|H0)
,
where H1 is the test (background + signal) hypothesis, H0 is the null (background only)
hypothesis and p are the profile likelihoods based on Poisson probabilities for obtaining the
observed number of events under each hypothesis. We define CLs by CLs ≡ CLs+b/CLb,
where CLs+b and CLb are the confidence levels for the test and null hypothesis respectively.
We exclude signal yields with CLs < 0.05.
The LLR quantity is computed from the mhat distribution for the τ+τ− channel, the Df
distributions for the bτ+τ− channel, some examples are shown in Fig. 3.21. In the absence
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Fig. 3.22: Model independent limits on (a) φ→ τ+τ− and (b) φb→ τ+τ−b (right) production cross
sections. The y-axis is the σ × B(φ→ τ+τ−) in pb.
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of signal we set model-independent limits for the inclusive φ production and the associated
φb production cross section times branching ratio, neglecting the φ-resonance natural width.
These limits are given in Fig. 3.22.
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3.5 φb→ bbb searches at D0
I have been one of the main contributor to the bbb search published in [73] which was done
with the first fb−1of D0 data. This search has been later extended with 5.2 fb−1 re-employing
the very same strategy [74]. The former search will be briefly presented in this section, great
details on this analysis can be found in [75]. The latter search will be used in this work in
the final D0 MSSM combination which is the topic of the Sec. 3.6.
3.5.1 Data sample
The search presented in this section uses 1.02 fb−1 of data collected by the D0 experiment
between November 2002 and April 2006.
Triggering over bbb events with a good efficiency is not an easy task at a hadron collider
given the rate of the MJ production. Triggers used in this analysis require at least 3 jets at
all trigger levels with jet pT thresholds that evolved versus the data-taking period, in some
trigger version, conditions on HT =
∑
jets pT [jet] were also required. At the trigger level 3,
there was also an event b-tagging criterium based on the impact parameter of all the tracks
reconstructed in the event. In total, seven versions of this trigger were used over the course
of time.
The simulation of the trigger efficiency is entirely based on data measurements. Since these
triggers rely on the kinematics of the jets in the event, triggering probabilities of the different
offline 2 jets in the event are measured in data using unbiased triggers (single muon triggers)
versus their kinematic properties. They are combined to get the trigger efficiency. Measuring
the efficiency for such a trigger set is a complex task which will not be described further in
this manuscript, the precise details can be found in [76]. The average trigger efficiency for
the φb → bbb production given the bbb selection described in Sec. 3.5.2 ranges from 50 to
85 % and can be found in Fig. 3.23.
3.5.2 bbb selections
We select signal events for which the pp̄ interaction vertex is reconstructed well within the
geometric acceptance of the silicon detector (zPV < 35cm). We further require at least three
and at most five jets with pT > 20 GeV and |η| < 2.5. Each event must have at least three
jets satisfying a tight b-tag NN requirement (see Sec. 1.6). This requirement provides ≈ 50%
efficiency for tagging a single b-jet at ≈ 0.4% mistag rate of light jets (u, d, s quarks or
gluons). Finally, the transverse momenta of the two highest pT jets which are also b-tagged
2Offline means reconstructed by the full D0 set of final algorithms as opposed to the simplified versions used at
the different trigger levels.
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Fig. 3.23: Trigger effiiciency for the bbb offline selection presented in Sec. 3.5.2
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are required to be above 25 GeV. The events with at least two tight b-tags are also kept and
we therefore have two important selections:
• 2Tag selection with at least 2 b-tag jets. Since the expected signal yield in this double
tagged sample is negligible compared to the background yield (even in for very high
tan β), it is used to model the background from data.
• 3Tag selection with at least 3 b-tag jets. This is the final search selection.
To further increase the sensitivity, the analysis is split into separate three-, four-, and five-jet
channels. After the bbb selection 3224/2503/704 events remain in the exclusive three-/four-
/five-jet samples respectively. The signal efficiencies for Higgs boson masses between 100
and 200 GeV range from 0.3− 1.2% in the three-jet channel (0.2− 0.6% and 0.03− 0.12% in
the four- and five-jet channels) and is displayed in Fig. 3.24.
3.5.3 Background prediction in the bbb final state
The different MJ backgrounds have large theoretical cross section uncertainties compared to
the statistical precision from the size of the bbb sample. The bbb component may also contain
a contribution that is indistinguishable from a signal and cannot be normalized from the
data. Therefore, the overall normalisation of the MJ background is constrained by a fit done
in the final limit-setting procedure which exploits the dijet-mass shape differences between
signal and background.
As a consequence, we need a precise determination of the background shape. To model this
shape, we rely on a combination of data and simulation. The distribution of the expected
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Fig. 3.24: Acceptance, after final cuts, for the different Higgs boson masses probed in this analysis.
The three sub-channels are listed separately and are to be added to get the total acceptance.
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background in the 3Tag sample is obtained, in the two-dimensional Dbbb and invariant mass
(Mbb) plane, by:
Sexp3Tag(Dbbb,Mbb) = R
MC(Dbbb,Mbb)Sdata2Tag(Dbbb,Mbb), (3.25)
where RMC = SMC3Tag/SMC2Tag, SMCnTag is the simulated nTag background shape, and Sdata2Tag is the
2Tag data shape. Many uncertainties affecting the simulation cancel in the ratio RMC . Dbbb
is signal to background discriminant that will be described in the next paragraph.
In order to predict RMC we need to properly simulate the background composition in the
2Tag and in the 3Tag sample, since the Mbb and Dbbb variables depend on the MJ production:
jjj, cjj, bjj, ccj, bbj, ccc, bcc, bbc and bbb.
Determination of the MJ background composition
We first perform this background composition study in the exclusive 3-jet samples. The
fraction of xbkg (without any b-tag requirement) of each of these background is measured in
data by solving the system of equations:

∑
bkg xbkg = 1∑
bkg xbkg × ε
bOP
nTag[bkg] = N bOPnTag/Ntot
(3.26)
where εbOPnTag[bkg] is the event b-tag efficiency for the process bkg for exactly nTag jets using the
b-tagging operating point bOP . The underlying idea is that the different nTag samples have
different composition in the different background processes. The event b-tagging efficiency
is a process dependent combination of known per-jet fake rate, εj , c-tag efficiency εc and
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Fig. 3.25: Background composition fit parameters. Left: The evolution of α (fake rate correction)
versus HT . Right: The contributions xbjj (top green curve), xbbj (middle blue curve) and
xbbb (bottom red curve) versus HT .
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b-tag efficiency εb. We use the jet-kinematics from the simulation to predict εbOPnTag[bkg] as a
function of HT ≡
∑
jets pT [jet], the same simulation is used for all bkg processes by randomly
assigning the jet-flavour to reconstructed jets. The assumption that the jet kinematics does
depend on the bkg process was verified by showing that εbOPnTag[bkg] does not depend on
the bkg simulation. N bOPnTag is the data yield in the sample with exactly nTag jets using the
b-tagging operating point bOP and Ntot is the data yield of a sample without any b-tagging
requirement.
To limit the number of unknowns (we start with 9 different processes), we use the following
assumptions:
• xbjj = xcjj and xbbj = xccj . The processes cjj (ccj) and bjj (bbj) are very similar, the
only difference is due to the higher mass of the b-quark compared to the c-quark. This
difference has been estimated from ALPGEN and the pp → bb̄ vs pp → cc̄ processes
in MCFM. Though this difference is important at low HT , it becomes negligible for
HT > 50 GeV.
• xbcc = xbbc = xbbb. The bbcc cross section predicted by ALPGEN is twice the one of bbbb.
In events with only 3 jets, the bbcc process is equally split into bbc and bcc.
• xccc will be neglected. Heavy quark events (all jets are either c or b) are negligible in
the noTag, 1Tag and 2Tag samples. In the 3Tag sample we expect xccc/xbbb < 0.03
because of the ratio of the c-tagging efficiency to the b-tagging efficiency.
Three unknowns xbjj , xbbj , xbbb are left 3. Since 9 different operating points exist, the
system 3.26 is over-constrained with 9 × 3 = 27 equations for 3 unknowns. Therefore, it
is solved by minimizing a χ2 taking into account all the correlations between b-tagging
working points. In addition, the b-tagging requirement at the trigger level may bias the fake
3The first equation in the system 3.26 being used to get xjjj .
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Fig. 3.26: Composition of the 3Tag sample using the b-tag criteria retained for this Higgs boson
search. The method to obtain this composition is based on data and makes use of different
b-tagging criteria applied to the different orthogonal samples: noTag, 1Tag, 2Tag and
3Tag samples.
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rate as measured by the b tagging group. To correct for this, we add another parameter
which corrects the expected fake rate εj −→ εj × (1 + α). The results of this fit can be found
in Fig. 3.25 and the actual compositions for the noTag, 1Tag, 2Tag and 3Tag samples in
Fig. 3.26 for the tight b-tag criteria.
From Fig. 3.25, one can see that xbkg are mostly independent of HT , therefore we use global
K-factors to scale the different ALPGEN simulations 4. The same strategy is repeated for
the 4-jet and 5-jet samples, taking into account only the three leading jets. They are in
reasonable agreement with the ones found in the 3-jet sample. These K-factors are presented
in Tab. 3.8.
Tab. 3.8: K-factors applied to ALPGEN simulated background samples obtained from the background
composition fit.
K[3jets] K[4jets]/K[3jets] K[5jets]/K[3jets]
ALPGEN bbjj 3.7 1.14± 0.07 1.53± 0.25
ALPGEN bbbb 5.2 0.85± 0.03 1.10± 0.12
Using this background composition, we can eventually measure RMC from the simulation.
4Note that by construction, the ratio matters, but for sake of simplicity, the K-factor are computed by normalising
the total background to data.
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The HT distribution after b-tagging requirements also depends on the process (mostly due
to the shaping arising from b-tagging which depends on the jet flavour). This property is
used to measure the background composition in the 3Tag sample with another method.
HT template distributions are measured in bbjj, bbcc and bbbb ALPGEN simulations, these
templates are used to fit the HT distribution of the 3Tag sample in data. This alternate
method gives a consistent result with the nominal one (within statistical uncertainties). This
difference ( relatively ±25 % ) is used as systematic uncertainties in the determination of
RMC .
3.5.4 Search sensitivity optimisation, Dbbb discriminants
In order to improve the sensitivity of the analysis we considered several possibilities:
• analysing separately the sub-samples 3-, 4- and 5-jet because these 3 categories have
different signal to background ratio.
• optimizing the b-tag requirement.
• considering several jet-pairing in the event instead of one to maximise the possibility
to have the correct φ→ bb pair. We consider only pairs with ∆R > 1 to remove gluon
splitting pairs. It was found that the correlation between pairs from the same event is
small enough to not consider this effect in the statistical treatment.
• introducing a signal to background discriminant Dbbb based on a likelihood. We apply
a cut on Dbbb to increase the signal to background ratio in the search sample. It was
chosen to not include the jet-pair mass in the discriminant, as we want to use the
distribution of Mbb for the resonance search (bump-hunting strategy).
All these criteria are optimized by measuring the discovery potential (1 − CLb) [71] as a
function of tan β, the optimal values were actually independent of tan β. As a result we
use:
• the NNbtag tight requirement (NNbtag > 0.775),
• two jet pairs (b1, b2) and (b1, b3) per event (where the sub-script refers to the jet pT
ordering) are kept which gives better sensitivity than just one, using three does not
improve anymore the performance,
• two Dbbb discriminants are used, one for low φ-mass search and one for high φ-mass.
It was shown that using one discriminant per φ-mass does not improve further. The
Dbbb discriminants are presented in the next paragraph, as long as the optimized cuts
(see Tab. 3.9).
Signal to background discrimination Dbbb
To discriminate signal from background, we consider the following kinematic variables:
• ∆ηb1b2: the difference in pseudo-rapidity between the two jets in the pair.
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Fig. 3.27: Kinematic variables in the 3-jet channel in the 3Tag sample. Signal distributions are
obtained with Mφ = 180 GeV using the jet pair corresponding to the Higgs boson decay
(generator level).
 [GeV]b1 b2M
50 100 150 200 250 300 350 400 450
0
50
100
150
200
250
300
KS prob = 0.0 %
b1 b2
η ∆
0 0.5 1 1.5 2 2.5 3 3.5 4
0
100
200
300
400
500
600
KS prob = 15.1 %
 (rad.)
b1 b2
φ ∆
0 0.5 1 1.5 2 2.5 3
0
100
200
300
400
500
600
700
800
900 KS prob = 42.8 %
|
b2
 + p
b1
|/|p
b2
 - p
b1
|p
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
0
100
200
300
400
500
KS prob = 0.3 %
)|h.b1|acos(
0 0.2 0.4 0.6 0.8 1 1.2 1.4 1.6 1.8 2
0
50
100
150
200
250
300
350
400
KS prob = 41.9 %
Sphericity
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8
0
100
200
300
400
500
600
KS prob = 38.4 %
h
Rapidity Y
-2.5 -2 -1.5 -1 -0.5 0 0.5 1 1.5 2 2.5
0
100
200
300
400
500
600
KS prob = 74.3 % = 180 GeV) 
H
Signal: hb (m
Data
Background: bbj+ccj+bbb
Background: ccj+bbb
Background: ccj
3.5 φb→ bbb searches at D0 71
• ∆φb1b2: the angular difference between the two jets in the pair.
• acos(~b1.~φ): the angle between the leading jet in the pair and the total momentum of
the pair. Background events tend to be at a slightly lower angle than signal. This is
probably due to the fact that the momenta are more balanced between the jets in a
Higgs decay than in a random combination.
• |pb1 − pb2 |/|pb1 + pb2 |: the momentum balance in the pair, correlated with the previous
variable.
• Yb1b2: the rapidity of the pair. The Higgs boson production is usually more central than
randomly paired jets.
• The event sphericity.
These variables are shown in Fig. 3.27 for the 3-jet channel in the 3Tag sample. One can see
there is a good agreement between data and background prediction (obtained using method
presented in paragraph 3.5.3). They are combined in a likelihood ratio discriminant (LH,
see Eq. 3.24) which is further transformed to get the final discriminant Dbbb
Dbbb =
LH
1 + LH .
While we could train on Dbbb for every Higgs boson mass, it was realised that only two
discriminants are enough: one for low masses Mφ ≤ 130 GeV and one for high masses
140 ≤ Mφ ≤ 220 GeV). These discriminants are trained with all the corresponding Higgs
boson masses simulations as signal.
The low and high mass Dbbb discriminants are shown in Fig. 3.28 for the 3-, 4- and 5-jet
channels in the 3Tag sample.
The cuts on Dbbb are optimised for each jet channel separately and for low and high mass
discriminants (testing several Higgs boson masses). The result of the optimisation are
summarized in Tab. 3.9. This will be referred to as Dbbb signal region hereafter.
Tab. 3.9: Optimized cut values for a jet pair to enter the final φb → bbb search in the different jet
channels, for low and high mass-Dbbb. This is referred to as Dbbb signal region in the text.
3-jet channel 4-jet channel 5-jet channel
low mass Dbbb ≥ 0.50 ≥ 0.50 ≥ 0.25
high mass Dbbb ≥ 0.50 ≥ 0.50 ≥ 0.60
3.5.5 Systematics uncertainties
The number of signal events depends on several measurements which introduce a systematic
uncertainty: integrated luminosity (6.1%), theoretical uncertainty (12 - 14%), trigger
efficiency (2 - 5%), jet identification (0.3 - 0.5%), jet energy calibration (3 - 5%), jet energy
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Fig. 3.28: Low mass (left) and high mass (right) Dbbb distributions for the expected background and
for a Higgs boson of 100 GeV. From top to bottom rows, the 3-, 4- and 5-jet channels are
shown. A cut on Dbbb is tuned to optimize the search and events with low Dbbb values are
used as control region (see text).
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resolution (0.1 - 0.6%), and b jet identification (8 - 9%). The size of these uncertainties
depends on the Higgs boson mass and the number of jets.
Several sources of systematic uncertainties affecting the background shape through the ratio
RMC in Eq. 3.25 are parametrized as a function of Mbb. The dominant uncertainty, due
to the background composition, is estimated by varying the ratio of bbj and bbb events in
the sample corresponding to the uncertainties from the background composition fit. The
uncertainty from the kinematic dependence of the b-tagging of jets is evaluated by varying
the light, b, and c jet tag efficiencies within their uncertainties. The uncertainty from the
b-jet energy resolution is obtained by smearing the b and c jets by an additional factor of half
the uncertainty of the light jet energy resolution. The effect due to the uncertainties in the
kinematic modeling of bbb and bbj is estimated by replacing the bbj MC with the 2Tag data
and taking half the resulting shape difference as the uncertainty. Finally, the small shape
difference between 3Tag and 2Tag data in the turn-on of the trigger level b-tag is accounted
for as a systematic uncertainty.
3.5.6 Results
The invariant mass distribution Mbb of the jet-pair satisfying the conditions from Tab. 3.9 is
used to search for the Higgs bosons. The procedure for obtaining the expected background
being quite involved, the search is first performed in a control region. Then the results
in the signal region are examined. The final paragraph of this section is devoted to the
model-independent limits obtained in this analysis.
Dbbb control region
In order to verify the procedure, we first perform the search for Dbbb < 0.25. For these pairs
the signal shape is very similar to background and therefore the analysis should not be
sensitive to the presence of a Higgs boson. Fig. 3.29 shows the Mbb distributions keeping
only pairs with Dbbb < 0.25 (for the high mass Dbbb in this Figure), the right part of the
figure shows the observed CLb as a function of mφ which represents the background only
confidence level (1−CLb is sometime named p-value). We do not observe any excess in this
signal-free part of the phase space which represents a check of the background prediction
method.
Dbbb signal region
Fig. 3.30 shows the Mbb distributions for jet pairs satisfying the Dbbb signal region criteria
mentioned in Tab. 3.9. The expected background distribution in these figures is normalised
to data, i.e. assuming no signal.
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Fig. 3.29: Left: Jet-pair invariant mass distribution Mbb in the Dbbb control region in the 3-,4- and
5-jet channels (top to bottom). Right: The CLb value vs mφ which is very close to the
expectation in the absence of signal (CLexpb = 50 %) for the 3-,4- and 5-jet channels (top
to bottom). This is a check of the background prediction method.
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Fig. 3.30: Left: jet-pair invariant mass distribution Mbb for pairs in the low mass-Dbbb signal region.
Right: jet-pair invariant mass distribution Mbb for pairs in the high mass-Dbbb signal
region.
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Fig. 3.31: (a): expected (dashed blue) and observed (red) limits, at 95 %CL, on the σ(pp→ hb)×
B(h→ bb̄) signal production. (b): same limits re-interpreted in limits on tan β assuming
an MSSM tree level enhancement, i.e. σ(pp→ hb)×B(h→ bb̄) = 2×tan β×0.9×σSM (hb).
These limits are derived assuming the Higgs boson has no natural width. A slight excess
(1.7σ) is observed around 180 GeV.
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Constraints on φb→ bbb production
A potential Higgs boson signal is searched for in the Mbb distributions from Fig. 3.30. The
same CLs technique as the one presented in Sec. 3.4.9 is used. The largest deviation to
the expected background only scenario if found for mφ ≈ 180 GeV and is about 1.7 σ. In
the absence of significant excess we set limits on the φb production in a model-independent
manner assuming the φ resonance has a negligible natural width. These limits on the
σ × B can be found in Fig. 3.31. They are also re-interpreted in a naive MSSM scenario
where we assume a tree-level enhancement and B(φ→ bb̄) = 0.9, thus in this case σ × B ≡
2× tan β × 0.9× σSM (hb), the limits on this naive tan β are also displayed.
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3.6 MSSM Higgs boson production, constraints from the
Tevatron
In this section, we will interpret the different limits obtained in Sec. 3.4 and 3.5 in the MSSM
benchmark scenarios presented in Sec. 3.1.3 of this manuscript. First I will review the di-tau
combination from D0, then the grand combination of all channels di-tau and bbb from D0
and finally, for sake of completeness, the Tevatron bbb combination.
The different searches which will be used, and their corresponding luminosities, are summa-
rized in Tab. 3.10. For the bbb channel, we use the updated search with 5.2 fb−1 which is
using the same strategy as the one presented in this manuscript.
Tab. 3.10: Searches combined in this section.
Final state L (fb−1) Reference
φ→ τµτh (b-jet veto) 7.3 [77] (D0)
bφ→ bτµτh 7.3 [78] (D0)
bφ→ bb̄b 5.2 [74] (D0)
bφ→ bb̄b 2.6 [79] (CDF)
In all the MSSM combinations, the Higgs boson natural width Γ, which might be not
negligible for high tan β, is taken into account using the Γ values computed with the
FEYNHIGGS program. The procedure to simulate the width is described in Sec. 3.3
3.6.1 D0 MSSM combinations
For the D0 MSSM combination of the channels presented in this chapter, most of the
experimental uncertainties are uncorrelated between the di-tau and the bbb analyses with the
exceptions of the b-quark efficiency, luminosity, and jet energy scale, which are assumed to be
100% correlated. The theoretical uncertainties on the signal are other sources of correlated
systematic uncertainty among all channels. They are dominated by parton density function
uncertainties, renormalisation and factorisation scales. We assign an uncertainty of 15% on
the theoretical cross sections that is correlated across all processes.
We test four MSSM benchmark scenarios defined in Sec. 3.1. The expected sensitivities for
two mmaxh scenarios are shown in Fig. 3.32 for the three different searches and for their
combination. At low MA, the bτ+τ− channel dominates the sensitivity. This is due to the
Z production, indeed the ratio σ(pp → Zb)/σ(pp → Z) < 0.5 % while the corresponding
ratio for the Higgs boson production can reach 10− 20 %. For intermediate MA, the τ+τ−
and bτ+τ− channels have similar sensitivities, while at high MA, the bbb sensitivity becomes
appreciable especially in µ < 0 scenarios. As already mentioned in paragraph 3.1, the
sensitivity in the τ+τ−+X channels are barely sensitive to other MSSM parameters than MA
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Fig. 3.32: Comparison of the expected limits in the (tan β,MA) plane for the three D0 channels
separately, and their combination for the mmaxh scenario with (a) µ < 0 and (b) µ > 0.
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and tan β, while the bbb signal yields is much more model dependent. Therefore we also
provide a combination of the τ+τ− and bτ+τ− searches only.
We do not observe any significant excess in data above the expected background fluctuations
and we proceed to set limits. The limit from the τ+τ−+X combination is shown in Fig. 3.33
and the full combination limits in different MSSM scenarios are shown in Fig. 3.34 .
The D0 MSSM combinations probe a large part of the MSSM parameter space with tan β < 40
which is the interesting range to explain the top to bottom quark mass difference. We exclude
a substantial region of the MSSM parameter space, especially for MA < 180 GeV where
we exclude tan β > 20 − 30. These are the tightest constraints from the Tevatron on the
production of neutral Higgs bosons in the MSSM and were comparable to the published LHC
limits in 2011 [80, 81], especially at low MA.
3.6.2 Tevatron bbb combination
The Tevatron combination of the bbb channel was published in [82]. Although I was not
directly involved in this combination but it is reported here for sake of completeness. Both
CDF and D0 experiments were observing an excess of events in a similar mφ region: 2.8 σ for
mφ ≈ 150 GeV at CDF [79] and 2.5 σ for mφ ≈ 120 GeV at D0 [74]. Thus, the Tevatron-bbb
combination was eagerly waited for. The combined limits are shown are shown in Fig. 3.35,
both on the model-independent σ(pp → φb) × B(φ → bb̄), where the φ natural width is
neglected, and on tan β in the mmaxh with µ < 0 scenario.
Excesses of events above the SM background expectation are observed for Mφ = 120 and
140 GeV with significances of 2.5 σ and 2.6 σ, respectively. Including a trial factor, to account
for the number of mass regions which are tested, the significance is reduced to ≈ 2 standard
deviations.
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Fig. 3.33: Constraints from D0 in the (tan β,MA) plane from the di-tau combination in the mmaxh
scenario. These limits weakly depends on the other MSSM parameters.
  [GeV]AM
100 150 200 250 300
β
ta
n
0
10
20
30
40
50
60
70
80
90
100
 exclusion∅D
LEP exclusion
 [5]-1CDF   obs. 1.8 fb
 [10]-1CMS   obs.  36 pb
 [11]-1ATLAS obs. 36 pb
 = +200 GeVµ max, hm
-1, L = 7.3 fb∅D
 MSSM combination∅D
b
h
τµτ +  hτµτ
"model independent"
Fig. 3.34: Constraints from D0 in the (tan β,MA) plane for different MSSM scenarios from the
combined Higgs bosons searches.
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Fig. 3.35: Top: Model independent upper limits on the product of cross section and branching
ratio for the combined bbb analyses, assuming a φ width significantly smaller than the
experimental resolution. Bottom: Lower limit in the (MA, tanβ) plane for the mmaxh , µ =
−200 GeV, including Higgs boson width effects.
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3.7 Epilogue
I spent 7 years searching for MSSM Higgs bosons with the D0 experiment. To me it was one
of the best opportunity for this machine. Indeed, on the one hand we knew the electroweak
symmetry was broken and on the other hand the SM Higgs boson discovery at the Tevatron
was a difficult endeavour. The MSSM Higgs bosons high tan β region was in the Tevatron
reach and could have been a real surprise.
I started with the bbb channel which was supposed to be one of the best channel from the
RunI CDF result [40] obtained with 90 pb−1. The first D0 runII publication showed also an
interesting sensitivity with only 260 pb−1 of data [46]. With more data, we had to revisit
the method and the systematic uncertainties which reduced noticeably the sensitivity. In
fact, even with 20− 60 times more statistics, none of the Tevatron RunII results eventually
matched the sensitivity obtained by CDF in Run1. With the first inverse femtobarn of data,
a slight excess appeared around 180 GeV (' 2 σ), though the systematic uncertainties on
the background shape were too large to firmly conclude. Therefore I switched to the di-tau
final states, again commencing with bτ+τ−. With the τs, the background was dominated
by well-known electroweak processes which were reliably computable theoretically and/or
could be constraint from data. Unfortunately, neither the bτ+τ− channel nor adding more
statistics to the bbb channel confirmed the excess. I continued with the inclusive τ+τ− search
and the combinations. We finally reached the goal of probing tan β . 40 for a large range of
mA with all these final states.
In 2011, the LHC started to accumulate a lot of data and doing these searches at the Tevatron
was of little sense. In the blink of an eye, the LHC results superseded the Tevatron ones.
As an example, the results obtained by the CMS experiment with the LHC run1 data, i.e.
4.9 fb−1 (7 TeV) + 19.6 fb−1 (8 TeV), are shown on Fig. 3.36a extracted from Ref. [83].
This can be compared to Fig. 3.34. In July 2012, the LHC announced the discovery of a
new Higgs-like boson. Assuming this boson is one of the MSSM Higgs boson has large
consequences on the remaining parameter phase space still unconstrained. In fact, with the
discovery of a Higgs boson at mh ≈ 125 GeV, the high tan β regime, which was appealing to
explain the bottom to top quark mass ratio, is ruled out completely in the mmaxh scenario.
Such a "low" mass Higgs boson imposes tan β ≈ 6 in this scenario as shown in Fig. 3.36a. In
order to open up high tan β again, one has to develop new scenarios [84] such as the mmodh
one. The latest constraints from the CMS experiment in this scenario, using 35.9 fb−1of
data recorded at 13 TeV, are shown as example in Fig. 3.36b [85]. Comparing Fig. 3.36a to
Fig. 3.36b, one can also judge how much more phase space was probed by increasing the
LHC center-of-mass energy from 8 TeV to 13 TeV.
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Fig. 3.36: The CMS constraints on MSSM Higgs boson production in the tan β, MA plane.
(a) mmaxh scenario [83]
(b) mmod+h scenario [85]
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4The CMS experiment at the LHC
I joined the CMS experiment at the end of 2011. After the MSSM Higgs boson searches
I performed in the D0 collaboration, I pursued a similar goal: studying the electroweak
symmetry mechanism and especially searching for its footprint, the Higgs boson but in the
context of the SM. I focussed on the search for H → γγ which was well suited within the
activities of the CEA-Saclay CMS group. After the Higgs boson discovery in 2012, I oriented
my researches towards the study of the Higgs boson properties, using this very same decay.
In such a channel, the electromagnetic calorimeter of the experiment is a crucial device. In
this chapter, I first briefly present the Large Hadron Collider (LHC) and the CMS experiment.
Then, a more detailed description of the CMS electromagnetic calorimeter is given. Finally, I
present the electron/photon reconstruction and identification in CMS.
4.1 The LHC and CMS
The Large Hadron Collider, LHC, is located at CERN close to Geneva (Switzerland). This
project started in the early 1990’s with the main goal of exploring the electroweak symmetry
breaking as well as probing the electroweak scale. The LHC is re-using the Large Electron-
Positron collider (LEP) tunnel. This 27 km -circumference tunnel is at the border between
France and Switzerland at a depth between 70 m and 140 m. It collides proton-proton with
a design center-of-mass energy of 14 TeV. Four experiments use the LHC collisions: CMS
and Atlas are multi-purpose experiments, the LHCb experiment is dedicated to b-hadrons
physics while the Alice detector focuses on the study of heavy ions collisions.
After a false start in 2008, the first collisions occurred in 2009 which demonstrated the
machine and the experiments were running well. In 2011, the LHC produced its first large
physics dataset (5.5 fb−1 recorded by CMS) at a center-of-mass energy of 7 TeV 1. In 2012,
both the luminosity and the energy were increased to obtain 21.8 fb−1 (CMS data) at a
center-of-mass energy of 8 TeV. This first period (2011+2012) of data-taking is denominated
as "run1" and constitutes the Higgs boson discovery dataset (only data up to July 2012 were
needed for the discovery per-se). After a long shutdown to secure the collider, the LHC
restarted in 2015 at 13 TeV for a new phase: the run2. During the first year of run2, 2015,
CMS recorded 3.8 fb−1. Then the LHC showed great performance, delivering 40.8 fb−1 in
2016 and 49.8 fb−1 in 2017 and 68.2 fb−1 in 2018 (CMS only) of quality data. During these
1In the following, only proton-proton data will be mentioned.
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Fig. 4.1: The LHC performance during run2.
(a) Peak luminosity [86].
(b) Integrated luminosity [86].
Fig. 4.2: The average number of interactions per beam crossing for the full LHC run2 [86].
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years the LHC outperformed its design peak instantaneous luminosity of 1034cms−1 reaching
up to 2× 1034cms−1 in 2017 and 2018. This performance is summarized in Fig. 4.1. These
very high instantaneous luminosities are accompanied with severe pile-up effects, i.e. the
number of collisions per beam-crossing is becoming as large as 60 or more, see Fig. 4.2. In
order to face such high pile-up, both the detectors and the reconstruction algorithms have to
be well optimised especially with fast response and high granularity detectors.
A detailed description of the CMS detector can be found elsewhere [87]. A schematic view
of the detector including the axis definition is represented in Fig. 4.3. The central feature is
a superconducting solenoid, 13 m in length and 6 m in diameter, which provides an axial
magnetic field of 3.8 T . The bore of the solenoid is instrumented with particle detection
systems. The steel return yoke outside the solenoid is instrumented with gas detectors
used to identify muons. Charged particle trajectories are measured by the silicon pixel
and strip tracker, with full azimuthal coverage within |η| < 2.5, where the pseudorapidity
η is defined as η = − ln[tan(θ/2)], with θ being the polar angle of the trajectory of the
particle with respect to the counterclockwise beam direction. A lead-tungstate crystal
electromagnetic calorimeter (ECAL) and a brass/scintillator hadron calorimeter (HCAL)
surround the tracking volume and cover the region |η| < 3. The ECAL is described hereafter.
A lead/silicon-strip preshower detector is located in front of the ECAL endcaps in the region
1.653 < |η| < 2.6. The preshower detector includes two planes of silicon sensors measuring
the x and y coordinates of the impinging particles. A steel/quartz-fibre Čerenkov forward
calorimeter extends the calorimetric coverage to |η| < 5.0. In the region |η| < 1.74, the
HCAL cells have widths of 0.087 in both pseudorapidity and azimuth (ϕ). In the (η, ϕ) plane,
and for |η| < 1.48, the HCAL cells map on to 5× 5 ECAL crystal arrays to form calorimeter
towers projecting radially outwards from points slightly offset from the nominal interaction
point.
4.2 CMS ECAL
The Atlas and CMS experiments had as a main goal the discovery of the Higgs boson,
shedding light on the electroweak symmetry breaking mechanism. By the end of the 1990’s,
it was pretty clear from the LEP and Tevatron data that the Higgs boson mass had to be light
to accommodate the top quark and the W boson masses. In 2001, the indirect constraints
on the Higgs boson mass from electroweak data was mH = 88+53−35 GeV [88] while the direct
LEP searches were ruling out mH < 114.4 GeV [89]. For such masses, i.e. mH . 150 GeV,
the decay H → γγ is one of the golden channel: a fully reconstructed final state with a
unfalsifiable mass peak. Nevertheless in this channel the irreducible background from the
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Fig. 4.3: Schematic view of the CMS detector. Note: MB/ME stands for muons Barrel/Endcap,
EB/EE for ECAL Barrel/Endcaps, HB/HE/HF for HCAL Barrel/Endcaps/Forward and TK for
Tracker.
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diphoton production is important and thus, the invariant mass resolution has to be stunning.
The relative energy resolution for an electromagnetic (EM) calorimeter has the form:
σE
E
= N
E
⊕ S√
E
⊕ C (4.1)
where N is the noise term, S is the stochastic term and C the constant term. The noise term
N is mostly due to the readout electronic and is subdominant at high energy. The stochastic
term is due to the measured energy statistical fluctuations either due to the fluctuations
of the EM shower or to the energy lost in the passive material. This is typically between
a few percents for an homogenous calorimeter (the medium is active, i.e. that it stops
the EM shower as well as collects its energy) up to 10 − 20 % for a sampling calorimeter
(for which a fraction of the energy is lost in an absorber which initiates and contains the
electromagnetic shower). The constant term dominates at high energy and is due to the
channel to channel inter-calibration as well as to the time variation of the channel response.
To achieve an extremely good photon energy resolution and limit the stochastic term, the
CMS collaboration chose to build an homogeneous electromagnetic calorimeter, with as less
as possible material in front of it. In particular, the CMS solenoid was placed outside the
calorimeter to limit this material. The ECAL energy resolution was measured in test beams
and the results can be found in Ref. [90]: N = 40 MeV per channel (thus, 120 MeV in a 3×3
crystal matrix), S = 2.8 % and C = 0.3 %, these results were obtained with no magnetic
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Fig. 4.4: Sketch of the mechanical structure of CMS ECAL
(a) Overview of ECAL
(b) Slice of an ECAL quadrant
field, no inert material in front of the calorimeter, and accurate equalization and stability of
the single-channel response.
The CMS EM calorimeter, ECAL, is composed of lead-tungstate crystals PbWO4 which is a fast
scintillating crystal with high density. This allows for an homogenous, high granularity, fast
and compact device. The crystal choice was also driven by the severe radiation constraints
due to the high LHC luminosities. The crystal scintillation process was found to be immune
to radiations but not the light transparency which has to be monitored continuously. A
sketch of the CMS ECAL geometry is presented in Fig. 4.4. The central part (EB) is a barrel
covering the pseudorapidities |η| < 1.479 and is formed with 61200 crystals with a quasi-
projective geometry (there is a 3 degree tilt in ϕ and θ with respect to the interaction point).
Two endcaps (EE), with 7324 crystals each, cover the forward region 1.479 < |η| < 3.0.
The crystals are 23 cm long which represents a thickness of ' 26 X0 read by avalanche
photo-diodes (APD) in the EB and vacuum photo-triodes (VPT) in the EEs. In the EB, the
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Fig. 4.5: Top: Relative response to laser light (440 nm in 2011 and 447 nm from 2012 onwards)
injected in the ECAL crystals, measured by the ECAL laser monitoring system, averaged
over all crystals in bins of pseudorapidity. Bottom: instantaneous LHC luminosity delivered
during this time period.
crystals are assembled within modules mounted on supermodules. Each supermodules has a
length of 20 crystals in ϕ and 85 crystals in η, it contains 4 modules of 20 crystals length in ϕ
(and various length in η). The mechanical gaps in-between modules and supermodules are
the dominant source of energy loss in the EB.
The laser monitoring system
As aforementioned, the ECAL crystals lose transparency with the LHC luminosity. This is due
to crystal defects formed by irradiations, these are known as coloured centers. There are
several types of coloured centers, some of them of electromagnetic origins are reversible,
while the others are not. They affect the scintillation light transmission of the crystal with a
short variation time. Therefore the crystal transparency has to be monitored during data-
taking. This is the role of the laser monitoring system which is detailed in Ref. [91]. The
goal is to stabilize the crystal energy response during a period long enough to accumulate a
sufficient amount of physics data to perform a calibration with physics events (with photons
from π0 decays or electrons from W or Z boson decays).
The transparency monitoring is done by injecting a blue laser light in the front (rear) of
the EB (EE) crystals. The choice of the laser colour (447nm) is related to the scintillation
spectrum of the crystal. The same laser light is also sent via the same optical path to a
reference photo-detector (PN diodes) placed in the detector right before the laser light
injection in the crystal. The response to the laser light from the photo-detectors (APDs in
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EB and VPTs in EE) after the crystals is then compared to the one from the reference PN
diode, the ratio being the light transparency loss of the crystal. These measurements are
performed every 40 minutes without interfering with data-taking. The evolution of the
CMS-crystal transparency from 2011 to 2017 is presented in Fig. 4.5 (see Ref. [92]). The
response change observed in the ECAL channels is up to 10 % in the barrel and it reaches up
to 50 % at |η| ' 2.5, the limit of the tracker acceptance. In the region closest to the beam
pipe, the response change reaches up to 90 %. The recovery of the crystal response during
the periods without collision is visible.
The absorption of the scintillation light S(t) emitted when a particle is stopped in the crystal
is related to the crystal transparency loss as measured by the laser monitoring system R(t)
but not identical. This is due to the light collection path in the crystal which is different as
well as to the scintillation-light spectrum which is not monochromatic as opposed to the
laser light. To first order, the relation is described by a power law [93]:
S(t)
S0
=
(
R(t)
R0
)α
, (4.2)
where S0 ≡ S(t = 0) and R0 ≡ R(t = 0). The values of α were measured in test beams and
also in-situ with photons from π0 decays and electrons from Z and W decays. The ECAL
crystals in CMS were produced by two different producers, the BTCP company (most of the
crystals) in Russia and the SIC company in China (a minority of crystals). These two types of
crystals have different αs: 1.52 (1.50) in EB and 1.16 (1.0) in EE for most of the BTCP (SIC)
crystals. The α difference between EB and EE is due to the laser injection point: in front of
the crystal in EB and at the rear of the crystal in EE. The effect of laser-monitoring corrections
on the stability of the π0 mass in 2017 data is shown in Fig. 4.6. This demonstrates that the
ECAL response time stability contribution to the constant term C in Eq. 4.1 is better than
0.3 % in the EB.
4.3 Photons and electrons in CMS
Photons and electrons are electromagnetic objects which are entirely stopped by the ECAL.
Their reconstruction, identification, as well as energy evaluation are based and rely mostly,
but not only, on the ECAL performance. I have been involved in the photon and electron
reconstruction/identification group for several years: I have convened this group from 2015
to 2017 and, with Martina Machet and Inna Kucher, we developed a CMS widely-used
photon identification and more specifically the run2 H → γγ photon identification. In this
section, we present briefly the photon and electron reconstruction, the energy evaluation
for these objects and give an overview of the performance of the photon identification with
run2 data.
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Fig. 4.6: Stability of the relative energy scale measured from the invariant mass distribution of π0 →
γγ decays in the ECAL barrel (η > 0). Each point is obtained from a fit to approximatively
5 minutes of data taking. The energy scale is plotted as a function of time over the 2017
data taking period. The plots show the data with (green points) and without (red points)
light monitoring corrections applied. The right-hand panel shows the projected relative
energy scales.
4.3.1 Electron and photon reconstruction
In CMS, the presence of material in front of ECAL causes conversion of photons and
bremsstrahlung for electrons. With the strong magnetic field in the experiment, the re-
sulting EM particles from the mother photon or electron can have a large spread in ϕ. Thus,
the ECAL reconstruction proceeds in two steps. First, "basic clusters" are reconstructed
gathering local deposits in ECAL. Then, these basic clusters are merged together to form
superclusters (SC) which should contain all the energy from the initial prompt electron or
photon. The ECAL basic-clustering as well as superclustering have evolved between the run1
and the run2 of the LHC.
Run1 superclustering. In run1 the clustering and superclustering steps were mixed. We
used the so-called Hybrid method which is detailed in Ref. [94]. The superclustering
algorithm achieved an almost complete collection of the energy of photons (and electrons)
that convert into electron-positron pairs (emit bremstrahlung) in the material in front of the
ECAL. The Hybrid algorithm uses the η − ϕ geometry of the barrel crystals to exploit the
knowledge of the lateral shower shape in the η direction, taking a fixed domino of 3 × 1
or 5× 1 crystals in η as clusters centred on the locally most energetic crystal (seed), while
searching dynamically for separated energy in the ϕ direction. In the EEs, where the crystals
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Fig. 4.7: H → γγ signal shape from the mH = 125 GeV simulation. This is extracted from the
H → γγ analysis with 2016 LHC data [98]. In this analysis, events are split in several
categories according to their signal sensitivity which includes especially the expected
event mass resolution. The value σeff represents half the width of the narrowest interval
containing 68.3 % of the invariant mass distribution, the corresponding interval is shown
as a grey band. Also represented the full width at half maximum (FWHM) and the
corresponding mass interval as a double arrow.
(a) Best resolution category (b) All categories
are arranged according to an x-y rather than an η-φ geometry, matrices of 5 × 5 crystals
(which may partially overlap) around the most energetic crystals are merged if they lie
within a narrow ϕ road.
Run2 superclustering. The clustering and dynamic superclustering of the particle flow
algorithm are used since the beginning of run2. The details can be found in Ref. [95]. The
clusters are grown around a "seed" crystal by aggregating neighbouring crystals above a
certain energy threshold. All the clusters which are belonging to the same geometrical
window (mostly a ϕ window but for low energy clusters, there is also an η extension) are
subsequently merged into superclusters.
Electron tracks. In addition, superclusters matched to a track are promoted to electron
candidate. CMS uses a specific electron tracking named GSF for Gaussian-sum-filter. This
is described in Refs [96, 97]. In addition, ECAL clusters which are on the ϕ road of the
electron-track, and which therefore are most likely due to the emission of a bremsstrahlung
photon, are added to the supercluster.
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4.3.2 Energy reconstruction
Both the photon and electron energy are evaluated in a very similar way from the supercluster
energy, named ErawSC , which includes the different step of the ECAL calibration [99]. The
energy of a supercluster can be written as :
E
e/γ
SC = F
e/γ( #»XSC)× ErawSC ≡ F e/γ(
#»
XSC)×G×
∑
i∈SC crystals
(CiSi(t)Ai + EES) (4.3)
where the sum runs over all the crystals belonging to the supercluster. Ai is the pulse
amplitude of crystal i in ADC counts, G the ADC to GeV conversion factor, Ci is the
intercalibration coefficient of channel i and Si(t) the time dependent correction due to the
channel response change induced by radiation, this is dominated by the crystal transparency
loss (see Eq. 4.2). EES is the energy from the preshower. F e/γ(
#»
XSC) is an energy correction
due to the containment of the shower as well as the energy lost in the material upstream
of ECAL, it is different for electrons and photons. F e/γ is evaluated using a multivariate
regression technique based on a Boosted Decision Tree (BDT) [100]. The regression is
trained on photons/electrons in a sample of simulated events. The regression input variables
#»
XSC are the global η and ϕ coordinates of the supercluster, and a collection of shower shape
variables, among them: R9 of the supercluster, the energy weighted η-width and ϕ-width of
the supercluster and of the seed basic cluster (i.e. the basic cluster with the largest energy)
and the ratio of hadronic energy behind the supercluster to the electromagnetic energy of
the cluster. R9 is defined by:
R9 =
E3×3
ErawSC
, (4.4)
where E3x3 is the total energy of the 3× 3 crystal matrix centred around the supercluster
crystal seed. In the endcap, the ratio of the preshower energy to the raw supercluster energy
is additionally included. Finally the number of primary vertices and median energy density
ρ in the event are included in order to correct residual energy scale effects from pileup.
The performance of the energy reconstruction in run2 data is illustrated in Fig. 4.7 which
shows the H → γγ invariant mass peak as measured in the simulation once it has been
corrected for all known data/simulation differences (especially in terms of energy resolution).
This figure is extracted from [98]. As an estimate of the diphoton mass resolution, one
can use the value σeff which represents half the width of the narrowest interval containing
68.3 % of the invariant mass distribution. The overall diphoton invariant mass resolution is
of the order of 1.4 % well in line with the design specification for the ECAL.
4.3.3 Photon identification performance with LHC run2 data
The dominant background to prompt photons, i.e. photons emitted at the hard scatter vertex,
arises from jets with a strong electromagnetic component. Typically these jets contain a
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Fig. 4.8: Distribution of the photon identification BDT score of the lowest scoring photon of diphoton
pairs with an invariant mass in the range 100 < mγγ < 180 GeV for events passing the
H → γγ analysis preselection described in [98]. This is shown for 2016 13 TeV LHC
data (points), and for the different components of the simulated background events (blue
histogram). The sum of all background distributions is scaled up to data. The red histogram
corresponds to simulated Higgs boson signal events.
neutral meson taking a substantial fraction of the total jet pT . At large transverse momenta,
the photons from neutral meson decays are collimated and are reconstructed as a single
supercluster in the ECAL. In order to combat these backgrounds, two kinds of variables can
be used: variables related to the EM shower in the ECAL which measure how compatible is
the shower shape with originating from a prompt photon shower, and isolation variables
evaluating the electromagnetic and hadronic activities around the photon, since prompt
photons are usually isolated.
For the collaboration general use, the photon/electron group develops two different prompt
photon identification. The first one is called "cut-based". A series of cuts on a reduced set of
identification variables (both shower shape and isolation) are tuned to reject fake photons.
The second method is named "MVA" identification. In this case, a larger set of variables
is fed into a multivariable discriminant, in CMS Boosted Decision Trees (BDT) from the
TMVA package [11] are widely used. The photon BDT identification is trained with a γ+jets
simulation from which prompt photons are used as signal and photons originating from
jets as background. The details of the training and of the input variables can be found in
Refs. [101, 102]. In the context of the H → γγ analysis, the identification is very much
similar. The only difference is that for the H → γγ training, all the variables are recomputed
with respect to the specific vertex selected by the H → γγ vertex algorithm.
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Fig. 4.9: Background efficiency vs signal efficiency for different cuts applied to the photon iden-
tification BDT described in the text for EB (left) and EE (right) photons. The red curve
corresponds to the final 2016 photon identification and the blue curve to a preliminary
version obtained for summer 2016 conferences. The cut corresponding to a signal efficiency
of 90 % is one of the recommended operating points from the electron/photon group. For
this operating point, the performance are also evaluated in the data with Z → e+e− decays
(see text and Fig. 4.10).
Fig. 4.8 shows the output of the BDT trained for the H → γγ analysis [98] done on 2016
13 TeV data. Since there are two photons in this case, the BDT output of the photon with
the lowest identification is displayed, one can see the different background components: the
irreducible γ-γ background (which has a high BDT score) as well as the γ-jet (with a slightly
lower BDT score) and jet-jet (with the lowest BDT score) backgrounds.
The performance of the MVA photon identification are illustrated in Fig. 4.9 which shows
the evolution of the background efficiency versus the true photon efficiency for different
cuts on the MVA photon identification BDT. The red curve refers to the final identification
developed for the 2016 data and the blue curve to a preliminary version obtained for summer
2016 conferences. These curves are done with γ+jets simulation, the signal efficiency is
measured for photon candidates matched to a true photon from the hard scatter vertex and
the background refers to all the other photon candidates. This type of identification allows
to reject 94 % (93 %) of the background in EB (EE) while conserving 90 % of true photons.
While the full photon identification BDT score is available for the collaboration use, the
electron/photon group provides a few reference BDT cuts, the 90 % signal efficiency point
being one of them. For these reference operating points, the group also provides data to
simulation correction factors. Indeed, efficiencies in Fig. 4.9 are measured for simulated
events. In order to measure the performance in actual data and to correct the simulation,
the photon identification efficiency for the reference operating points is computed from
Z → e+e− decays. Since electron and photon superclusters are very similar, electron
superclusters can be used to test the photon identification. One has to note that the electron
veto which is usually applied on top of the photon identification criteria is in this case not
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Fig. 4.10: Top: Photon identification efficiency in 2016 13 TeV data. Bottom: data to simulation
efficiency ratios. These are measured for the MVA photon identification described in
the text. The efficiency is measured with the tag and probe method and shown in four
pseudorapidity ranges as a function of the photon transverse energy. See Ref. [104].
required. We use the "tag & probe" method described in Ref. [103] which is very similar to
the method presented in Sec. 2.3.3. For photon identification, a sample of Z → e+e− decays
recorded with single electron triggers requiring one of the electron to be well identified and
matched to the trigger object (tag). The other electron (probe) in the event has no specific
identification criteria and is therefore fully unbiased. This sample is very pure in Z → e+e−
decay, yet the potential background contamination is subtracted (the signal yield is extracted
by fitting the Z → e+e− invariant mass allowing for a signal and a background component).
The identification criteria are tested on the probe electron. The efficiency measured in data
and the ratio of the data to the simulation efficiencies obtained for the aforementioned 90 %
efficiency operating point are shown in Fig. 4.10 from Ref. [104]. In the EB, the ratio of
the data to the simulation efficiencies is around 0.95 and close to 1 for pT > 100 GeV, this
suggests a decent description of the data by the simulation. In the EE, the agreement is not
as good and the simulation correction is ' 0.90, this was traced back to be essentially due to
a time-dependence of the ECAL pulse pedestals which was not properly accounted for in this
reconstruction of the data.
4.4 Summary
In this chapter, a brief description of the LHC and of the CMS experiment was given with
some emphasis on the ECAL sub-detector. As a member of CMS, I devoted part of my
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research to the electron and photon reconstruction and identification. I am also a member
of the laser monitoring team from the CEA-Saclay CMS group. This work is not described in
this manuscript, nevertheless a brief overview of the photon/electron reconstruction and
identification was given, with examples mostly borrowed from the H → γγ analysis.
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5
IJazZ at CMS
As mentioned in chapter 4, the ECAL is a crucial device for the H → γγ analysis which
is relying mostly on the ECAL excellent performance in terms of resolution and stability.
Therefore, I got involved in the ECAL group and in its calibration since 2012. I developed
a tool named IJazZ which allows for several diagnostics and calibrations. This will be the
focus of this short schapter.
5.1 The IJazZ calibration tool
IJazZ is a tool dedicated to the ECAL calibration using the Z → e+e− resonance, hence its
name: "I Just AnalyZe the Z". The tool is generic and could be used as well for Z → µ+µ−.
In this chapter we will use ` to refer to either electrons or muons. The Z boson is a standard
candle, its properties are extremely well measured by the LEP experiments [105]:
MZ = 91.1876± 0.0021 GeV (5.1)
ΓZ = 2.4952± 0.0023 GeV (5.2)
especially its mass which has a relative uncertainty of ∼ 2 10−5. Therefore one can use this
resonance to measure the detector response to leptons from Z → `+`− decays. Unfortunately
this is not as a monokinetic-energy lepton beam. One has to deal with two leptons at the
same time. In addition, its natural width ΓZ is usually not negligible with respect to the
lepton energy resolution. Thus, if the `-energy response depends on a set of #»x`scale variables,
the two leptons from the Z → `+`− decay have usually #»x1scale 6= #»x2scale where the subscript
refers to the lepton index. The same is true for the resolution which depends on the #»x`reso
variables. In order to solve this issue, one can either restrict the two leptons to have
#»x1scale ≈ #»x2scale which might lose a considerable amount of statistics, especially in a very
finely binned phase-space, for instance if we want to measure the energy response per crystal
of the CMS ECAL. An alternative is to integrate over the other lepton but this does not take
into account the kinematic correlation (both in ϕ and η) between the two leptons.
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If one wants to make the best use of the available statistics, the optimal would be to maximize
the unbinned likelihood comparing the invariant m`` lineshape after reconstruction to the
one from a parametrized model ρ``:
L =
Nevt∏
e=0
ρ`` (me; #»x1scale, #»x2scale, #»x1reso, #»x2reso)∫m2
m1
ρ``(m; #»x1scale, #»x2scale, #»x1reso, #»x2reso) dm
, (5.3)
where the product runs over all events with a mass me such that m1 ≤ me ≤ m2. Note that
in Eq. 5.3, one has to take into account the normalisation of ρ`` over the mass range [m1,m2]
since generally, it will be different from one event to another because the energy resolution
and peak position might change.
Denoting ρ`` (m) ≡ ρ`` (m; #»x1scale, #»x2scale, #»x1reso, #»x2reso), the invariant mass lineshape can
be written from first principles as:
ρ`` (m) =
∫∫∫
ρZ(M) δ(M −m/
√
r1 r2)
fresp (r1; #»x1scale , #»x1reso)
fresp (r2; #»x2scale , #»x2reso) dM d r1 d r2
(5.4)
where fresp(r) is a relative energy-response function. In Eq. 5.4, we assumed that there is no
background, we also neglected any bias from the angle measurement, thus assuming that
the reconstructing invariant m is a random variable obtained from m = √r1r2M with M
the true invariant mass and r1, r2 random variables following the relative energy-response
law fresp(r) for `1 and `2 respectively 1.
Maximising the likelihood from Eq. 5.3 with generic energy-response function fresp is not
a trivial task. The IJazZ tool aims at solving this problem using additional simplifying
approximations that are detailed hereafter.
Strategy. In a real detector, the energy of an electromagnetic object measured by the
calorimeter includes several effects ranging from tails due to energy loss to channel-
to-channel mis-calibration, EM shower development dependence (before and inside the
calorimeter)... The energy response is thus a complex function. The goal of IJazZ is not to
measure precisely this function but rather to compare the energy-response and resolution to
a given reference. This is achieved by using a very simple energy-response function with one
set of parameters to characterize the response (r`) and one set of parameters to characterize
the energy resolution ( σ`). The assumption is that in the comparison most of the biases
cancel out. For instance by comparing data to simulation, one can equalise the absolute
energy scale vs η in data, or measure the degradation of the energy resolution in data.
One can also compare datasets reconstructed with different intercalibration constants and
diagnose finely the gain in terms of resolution. One can also equalize the energy response vs
ϕ, comparing the crystal responses measured for crystals belonging to the same η ring. We
do not make any assumption on the analytic form of the functions r`( #»x`scale) and σ`( #»x`reso),
1i.e. we assume that the invariant mass resolution is dominated by the leptons energy measurement.
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Fig. 5.1: In IJazZ , the two phase spaces #»x`scale and #»x`reso are binned resulting respectively in Nscale
bins and Nreso bins for the two phase spaces. For a given event, the two leptons leptons are
attributed a different parameter corresponding to their respective bin. This is illustrated for
the #»x`scale phase space here.
we rather bin finely the two phase spaces #»x`scale and
#»x`reso and attribute a parameter for
each bin, as illustrated in Fig. 5.1 for the #»x`scale dimensions. Finally, we minimize −2 ln(L)
with the MINUIT2 library [106, 107] distributed in the ROOT package [108].
5.1.1 The IJazZ likelihood
The tool was first developed using the most simple approximation:
• the Z lineshape is a simple non-relativistic Breit-Wigner
ρZ(M) =
1
π
ΓZ
2
1
(M −MZ)2 +
Γ2Z
4
,
• the relative energy-response function follows a Gaussian distribution with relative
energy response r` and relative energy resolution σ` ≡ σE/E which does not depend
on the energy:
fresp (r; #»x`scale , #»x`reso) = N ( r ; r`( #»x`scale), σ`( #»x`reso) ) (5.5)
• σ`  r`, thus the variable r can be swapped for r = r`(1+ε), which follows the normal
centered distribution:
fresp (ε; #»x`scale , #»x`reso) = N ( ε; 0, σ`( #»x`reso) ) (5.6)
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With this assumption, the invariant mass response in Eq. 5.4 can be approximated with
1/√r1r2 = 1/
√
r`1 r`2 × (1− ε1+ε22 ), where r`i ≡ r`(
#»xiscale). In a similar way, we will
also quote σ`i ≡ σ`( #»xireso). We also assume that r`1 and r`2 are not correlated.
Using these assumptions, Eq.5.4 transforms into:
ρ`` (m) =
∫
×dM
m
× ρZ(M)×∫∫
δ
(
ε1 + ε2
2 −
[√
r`1r`2M
m
− 1
])
N ( ε1; 0, σ`1 )N ( ε2; 0, σ`2 ) d ε1d ε2
(5.7)
Thanks to the assumption σ`  r`, we transformed the square-root of the product of two
Gaussian variables (
√
r1r2) into the sum of two centered Gaussian variables ((ε1 + ε2)/2).
While the former one is a complicated random variable, it is well-known that the latter one
follows a centered Gaussian variable with σ`` = 0.5
√
σ2`1 + σ2`2 which is the relative invariant
mass resolution. We get to:
ρ`` (m) =
∫
ρZ(M)×N
( √
r`1r`2M
m
− 1; 0, σ``
)
× dM
m
(5.8)
Changing variable M to t = m−
√
r`1r`2M we arrive to the final lineshape:
ρ`` (m) =
∫ 1
π
ΓZ
√
r`1r`2
2
(m− t−
√
r`1r`2MZ)2 +
(
ΓZ
√
r`1r`2
2
)2 N ( t; 0,mσ``) d t (5.9)
Eq. 5.9 is the definition of a Voigt function [109] V(x;µ, σ, γ) with mean µ ≡
√
r`1r`2MZ ,
width γ ≡ ΓZ
√
r`1r`2 and resolution σ ≡ mσ``. This is indeed a common function to fit the
Z resonance. Nevertheless, one can see that the resolution parameter is not a constant but
rather proportional to m. Since the approach we are describing is already over-simplistic,
we change this parameter for a constant one: σ = σ`` < m >= σ``
√
r`1r`2MZ . Indeed
the relative mass resolution has been assumed to be independent of the invariant mass
which is only true if the relative energy resolution is dominated by a constant term. This
is not the case at the Z peak, therefore we are fitting a parameter which "represents" the
relative energy resolution at the Z peak and we do not lose any generality by making this
simplification which turns out to be very useful and more inline with the usual approach to
fit the Z invariant mass lineshape. Therefore, we will use the lineshape:
r`` =
√
r`1 r`2
σ`` = 0.5×
√
σ2`1 + σ2`2
ρ`` ( m ; r`1, r`2, σ`1, σ`2) = V ( m ; r``MZ , σ`` r``MZ , r`` ΓZ )
(5.10)
While the Voigt function is well-known and tabulated, we need to compute it and integrate
it with several millions of events for each iteration in the minimization of the likelihood
defined in Eq. 5.3.
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Tab. 5.1: Constants used by the Voigtian analytical approximation described in the text.
li ki mi ni
i = 1 0 0 1.32272 0.081905
i = 2 0.090227 1.09148 1.29081 0.0093116
i = 3 0.0035776 2.30556 1.17417 -0.0116099
5.1.2 Voigtian computations
Several look-up table methods exists to approximate a Voigt function. Nevertheless, the time
consumed to compute a single value and even worse to numerically integrate over the range
[m1,m2] makes this a vain trial. In Ref. [110], authors offer an analytical approximation valid
at better than 10−3 over the full mass range. After some re-grouping, this approximation is
given by:
V( x ; µ, σ,Γ) =
V0
(
x−µ
σ ,
Γ
2σ
)
2π σ ×
∑3
i=1 ni
(5.11)
with:
V0( v; γ) =
i≤3∑
i=1
ni (γ +mi)
(
L+i (v) + L
−
i (v)
)
+
i≤3∑
i=2
li
(
L+i (v)V
+
i (v)− L
−
i (v)V
−
i (v)
) (5.12)
and:
V ±i (v) = v ± ki ; L
±
i (v) =
1[
V ±i (v)
]2
+ [γ +mi]2
(5.13)
The value of the constants ni, li, ki and mi are given in Tab. 5.1.
The Eqs 5.11 and 5.12 are straightforward to integrate which allows to compute an analytical
primitive:
PV( x ; µ, σ,Γ) =
PV0
(
x−µ
σ ,
Γ
2σ
)
2π
∑3
i=1 ni
(5.14)
with:
PV0( v; γ) =
i≤3∑
i=1
ni
(
arctan V
+
i (v)
γ +mi
+ arctan V
−
i (v)
γ +mi
)
+
i≤3∑
i=2
li
2
(
lnL−i (v)− lnL
+
i (v)
) (5.15)
We thus obtained the integral between m1 and m2 in Eq. 5.3:
IV(µ, σ, γ) = PV( m2 ; µ, σ,Γ)− PV( m1 ; µ, σ,Γ) (5.16)
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From Eqs 5.12 and 5.15, one can obtain an analytical formula of the gradient
#»∇V(x) ≡(
∂V(x)
∂µ ,
∂V(x)
∂σ ,
∂V(x)
∂Γ
)
, and of the matrix of the second derivative for this Voigtian approxima-
tion. The same is also true for the primitive.
5.1.3 Gradient and Hessian matrix computations
As aforementioned, we do not use an analytical description of the response function r` but
we rather bin the phase space #»x`scale and determine the value of the response in each bin.
The same is true for the resolution function. Therefore, these functions are replaced with
Nscale response parameters:
r`( #»x`scale) −→
#»
R = (R1, R2, . . . , RNscale),
and Nreso resolution parameters:
σ`( #»x`reso) −→
#»Σ = (Σ1,Σ2, . . . ,ΣNreso).
The total number of parameters N = Nscale + Nreso dealt with by IJazZ can be up to
N ≤ O(5000). To perform the minimisation, MINUIT2 requires the gradient of −2 ln(L).
Usually this is internally computed numerically. In this case, the minimization time is
tCPU ∝ niter × 2N × tcall where niter is the number of iterations and tcall the CPU time
to compute −2 ln(L) with a given set of N parameters. As an order of magnitude, we
have niter = O(100), tcall = 0.2s/(106evts) with 1 CPU core (the computation is actually
parallelized in IJazZ). Typically for 10Mevts, the minimization of 200 parameters takes
tCPU = 3 h, and tCPU = 5 days for 6000 parameters. The latter time being is long for
ECAL-crystal calibration for technical reasons. Computing the statistical uncertainty would
require to compute the Hessian matrix, which is usually done with the Hesse program. In
this case, the time needed would be tCPU ∝ N2 × tcall which makes the computation of
proper statistical errors impossible for large number of parameters.
This CPU time issues are overcome in IJazZ by computing analytically the gradient and
the Hessian matrix using the analytical expressions of the Voigtian and its integral. With
notations from Eq. 5.10, we get the gradient:
1
MZ
∂ lnL
∂Ri
=
∑
e
[
dV
dR(me)
V(me)
−
dIV
dR
IV
]
r``
Ri
δRi1 + δRi2
2 (5.17)
1
MZ
∂ lnL
∂Σi
=
∑
e
[
r``
∂V
∂σ (me)
V(me)
−
r``
∂IV
∂σ
IV
]
Σi
σ``
δΣi1 + δΣi2
2 , (5.18)
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Fig. 5.2: Comparison of Hesse versus analytical computation of the parameters uncertainties, vali-
dating the analytical error computation used in IJazZ .
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where δRik = δ(Ri − r`k) and δΣik = δ(Σi − σ`k). We omitted the parameters from V and IV
notations and we defined:
dV
dR
(m) ≡ ∂V
∂µ
(m) + σ``
∂V
∂σ
(m) + ΓZ
MZ
∂V
∂Γ (m) (5.19)
dIV
dR
≡ ∂IV
∂µ
+ σ``
∂IV
∂σ
+ ΓZ
MZ
∂IV
∂Γ . (5.20)
Using the analytical gradient, the time to minimize −2 ln(L) is reduced to t′CPU ∝ niter× t′call,
we found that t′call ≈ 1.5 tcall which reduces the time for 6000 parameters from 1 day (using
5 CPU cores) down to 1 min. A barely more involved derivation allows to compute the
Hessian matrix from the matrix of the second derivative of V and IV . Once inverted, this
allows to obtain the statistical uncertainties on the parameters. The Hessian computation
has been checked against the numerical computation from the Hesse program included
in MINUIT2. The ratio of the two computations for a minimization done with a reduced
number of parameters (20) is shown in Fig. 5.2. The two results are found to be in excellent
agreement at better than the percent level.
5.1.4 IJazZ fit mass window
The energy response function are approximated in IJazZ using a simple Gaussian law.
Usually, the energy loss in the material in front of ECAL or in the cracks will induce
asymmetric tails in the response function. Since we do not take into account this effect, we
truncate the fit mass window to avoid any large tail effect on the Z lineshape. This does not
suppress biases introduced by this simplification but improves the quality of the fit. In order
to fix the mass window, the Z lineshape is first fitted with a Voigt function using a histogram
fit method from the ROOT package. Only the core of the distribution is fitted defining a
mass window with the RMS of the m`` histogram around the histogram maximum. This way,
we obtained the overall resolution σZ and the peak-position µZ . To take into account the
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Fig. 5.3: Examples of IJazZ fit to the Z peak.
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competition between the Z width ΓZ and the mass resolution, we compute an approximate
full width at half maximum Ftot [111]:
φLG =
ΓZ/2
σZ
√
2 ln 2
; c0 = 2.0056 ; c1 = 1.0593
Ftot
2
√
2 ln 2
= σZ × (1− c0 ∗ c1 +
√
φ2LG + 2 ∗ c1 ∗ φLG + c20 c21)
(5.21)
and we use the fitting window:
µZ − 0.9
Ftot
2
√
2 ln 2
< m`` < µZ + 2.0
Ftot
2
√
2 ln 2
.
Two examples of the quality of typical fits to data are shown in Fig. 5.3. The fit projection on
m`` is obtained by summing the contribution from each event to the total probability density
function, i.e.:
ρproj(m) =
∑
e
V
(
m;
√
R̂e1R̂
e
2MZ , 0.5
√
R̂e1R̂
e
2
√
(Σ̂e1)2 + (Σ̂e2)2MZ ,
√
R̂e1R̂
e
2 ΓZ
)
IV
(√
R̂e1R̂
e
2MZ , 0.5
√
R̂e1R̂
e
2
√
(Σ̂e1)2 + (Σ̂e2)2MZ ,
√
R̂e1R̂
e
2 ΓZ
) , (5.22)
where
#»
R̂ and
#»
Σ̂ are the fitted value of the parameters after minimization. Fig. 5.3 validates
the choice of a narrow mass range.
5.1.5 A first example
As a first step, we demonstrate the fit convergence in a case where the data m`` follow the
IJazZ fit model of Eq. 5.10. To make such a toy model, we use a Z → e+e− simulation.
For each event, we generate a mass mtrue according to a pure Breit-Wigner distribution,
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Fig. 5.4: Result of the IJazZ fit to a toy dataset following the IJazZ model. This is shown for the
scale parameters (a) and (b) and the reso parameters (c) and (d). The fitted parameters
are represented by the red squares while the truth parameters are shown by the dashed
gray lines (this is not a fit to the red squares but the underlying distributions).
(a) R9 ≥ 0.94, scale parameters (b) R9 < 0.94, scale parameters
(c) R9 ≥ 0.94, reso parameters (d) R9 < 0.94, reso parameters
then scale the electrons pT by
√
mtrue/mrec where mrec is the reconstructed mass. With this
procedure, the underlying distribution is therefore a pure Breit-Wigner as assumed by the
IJazZ fit. Finally we smear each electron pT according to a Gaussian law with a known
mean and resolution that the IJazZ fit should retrieve.
We use #»x`scale ≡ (iη, R9) and #»x`reso ≡ (|ηSC|, R9). The variable iη refers to the η-ring number
of the supercluster seed crystal, ηSC is the energy log-weighted average of the pseudo-rapidity
of the supercluster and R9 is defined in Eq. 4.4. Electrons with high value of R9 usually
lose a negligible fraction of their energy by bremsstrahlung and thus have a better energy
resolution than low R9 ones. For both #»x`scale and
#»x`reso phase space, the R9 dimension
is only split in 2 bins, the iη dimension has 118 bins and the ηSC one has 25 bins, which
represents a total of 286 parameters. Fig. 5.4 shows the result of the fit as well as the
underlying distribution of the true parameter, one can see that with such a toy model, the
IJazZ fit converges to the input parameters value and validates the IJazZ machinery.
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Fig. 5.5: Result of the IJazZ fit to the four simulations described in the text. This is shown for the
absolute scale parameters (a) and (b) and for the ratio to the original simulation (c) and
(d). The gray dashed line corresponds to the input scale parameters applied to the original
simulation.
(a) R9 ≥ 0.94, scale parameters (b) R9 < 0.94, scale parameters
(c) R9 ≥ 0.94, ratio to reference (d) R9 < 0.94, ratio to reference
5.1.6 A use-case example
In a real dataset including detector and reconstruction effects, the parameters Ri,Σi are
somewhat ill-defined. They roughly correspond to the mean and RMS of the energy-response
function over a truncated range. In addition the effect of energy-loss tails are different from
one electron to another depending on the lepton-energy resolution. Nevertheless, as we
shall demonstrate in this section, the assumption is that in the comparison to a reference,
most of these biases cancel out.
Therefore as a use-case example, we fit the scale and reso parameters in a full MC simulation,
therefore including all reconstruction and detector effects. We then scale the energy and
degrade the resolution of the electrons according to a Gaussian law with known parameters
that should be retrieved by comparing the original and the degraded simulations. For the
fit parameters definition, we use the same phase-space and bining as the ones from the
previous section. We obtain four different simulations:
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• Original simulation.
• Scale only simulation. We only scale the electron energy response.
• Smear only simulation. The mean electron energy is untouched but the energy resolu-
tion is degraded.
• Scale+Smear simulation. We both scale the energy response and degrade the energy
resolution.
In this use-case scenario, the energy scales and resolution degradations which are applied to
the original simulation are somewhat larger than what we would expect in a real case. This
is done so in order to understand the IJazZ fit biases in the worst case scenario.
Energy-scale results. The fitted values of the scale parameters Ri are shown in Fig. 5.5.
The absolute response (top plots) is not flat even for the original simulation which is due
to the electron-energy correction which was measured in a different simulation (especially
with a different material budget). Nevertheless, in the response ratio with respect to the
original simulation (Fig. 5.5c and Fig. 5.5d), we retrieve the input energy scale applied to
the original simulation. For the Scale+Smear simulation a small bias is visible, it is due to the
resolution degradation, in fact the larger the degradation, the larger the bias. Nevertheless,
the bias is at most 2 per mil in the ECAL endcap (EE) which is perfectly acceptable (the
energy resolution constant term in the best part of ECAL, i.e. |η| < 1.0, is expected to be at
least 5 per-mil).
Energy-resolution results. The fitted values of the reso parameters Σi are shown in Fig. 5.6.
The resolution degradation applied to the Scale+Smear and Smear resolutions should be
retrieved as an oversmearing of the original resolution, i.e. σSmear =
√
σ2orig + σ2degrad
where σSmear and σorig are respectively the resolutions measured in the Smear and original
simulations (and similarly for the Scale+Smear simulation), and σdegrad is the smearing
degradation applied on top of the original simulation which the fit should retrieve (gray
dashed line in the figure). One can see that overall the fit is converging to the expectation
but a small bias of the order of 10 % arises in the EE, especially for low R9 electrons. The
origins of this bias are certainly multiples. Part of this is a reflection of the bias in the scale
parameters (the two parameters are strongly anti-correlated), but certainly most of this is
due to the IJazZ fit model which is not perfectly adequate. Nevertheless, for the purpose of
this tool, this is perfectly acceptable.
5.1.7 Conclusions
The IJazZ tool is intended to measure the energy-scale (and resolution) using the Z → e+e−
resonance probing the phase-space (usually η, ϕ,R9) with a very fine granularity, which
usually requires to make the best use of the available statistics. To do so, it uses an
unbinned likelihood fit at the price of several simplications for the method to be sustainable.
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Fig. 5.6: Result of the IJazZ fit to the four simulations described in the text. This is shown for
the absolute reso parameters (a, b) and for the square root of quadratic difference to
the original simulation (c, d). The gray dashed line corresponds to the input smearing
parameters applied to the original simulation.
(a) R9 ≥ 0.94, reso parameters (b) R9 < 0.94, reso parameters
(c) R9 ≥ 0.94, smearing over reference (d) R9 < 0.94, smearing over reference
These approximations introduce some small biases in the result from IJazZ but they are
found to be acceptable for the purpose of this tool, especially concerning the energy-scale
measurements.
5.2 ECAL calibration with IJazZ
In this section we will show several examples of IJazZ usage for the ECAL calibration. In
the CMS collaboration, this tool is mostly used for:
• ECAL energy-resolution diagnostic. In this case we usually compare several intercali-
bration datasets to study the impact of a given set on the ECAL energy-resolution, the
IJazZ strength being the possibility to have a fine η-binned diagnostic.
• ECAL absolute energy equalisation along η. This will be referred to as η scale hereafter
and was the original intent of IJazZ .
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Fig. 5.7: Energy resolution as measured in the simulation and in 2017 data for two different
intercalibrations.
(a) R9 ≥ 0.94 reso parameters (b) R9 < 0.94 reso parameters
• ECAL intercalibration at the crystal level. These kind fits require several 1000 of
parameters and are recent (2017) developments.
The examples from this section are using 2017 CMS data, with an integrated luminosity of
42.6 fb−1.
5.2.1 ECAL energy-resolution diagnostic
When collecting the data, the ECAL response is corrected for the transparency loss response
which ensures good quality data and a reasonable ECAL energy stability. Nevertheless, to
make the most of the data, several additional effects need to be accounted for, several
time-dependent effects can only be corrected once the data are recorded. The relative
calibration of crystal with respect to one another (intercalibration) usually requires a lot
of time since we first need to understand all the time-dependent effect. For this reason in
2016/2017, the same set of intercalibration constants were used which were derived in 2015.
The effect on the resolution is shown in Fig. 5.7 where the gray points show the resolution
of the prompt recorded data (using 2015 intercalibration) and the blue points refer to the
energy resolution obtained after a dedicated ECAL intercalibration using 2017 data. This
represents a major gain in resolution both in EB and EE. We also present the relative energy
resolution obtained in the CMS simulation with detector conditions representing ECAL after
25 fb−1 of data-taking. At the analysis level, the simulation resolution is degraded to match
the one measured in data. One can also note that the resolution is affected by the amount of
material in front of the ECAL and is degraded in the vicinity of the η cracks between ECAL
modules (indicated by the vertical lines in the plot).
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Fig. 5.8: Ratio of scale parameters between data and simulation, in gray for R9 ≥ 0.94 electrons and
in green for R9 < 0.94 electrons. The gray points are used to equalize the ECAL energy
response along η in 2017 data. Two different data-taking periods are shown, runC (top)
and runF (bottom), see text for further details.
5.2.2 η-scale calibration
The η-scale calibration consists in equalizing the energy response for each ECAL η ring.
Very much like in the example from Sec. 5.1.5, one scale parameter is attributed for all
the crystals belonging to the same η-ring. In total, the central calorimeter (EB) counts
170 η-rings numbered from |iη| = (1, 2, . . . , 84, 85). In the ECAL endcaps (EE), the crystals
are also grouped per η rings, there are 39 rings in the range |iη| = (86, . . . , 124). Since
the tracker covers only up to |iη| ≤ 117, the η-scale calibration is done with reconstructed
electrons only in the tracker acceptance. For |iη| > 117, we use pair of electron-SC where
the electron is in the tracker coverage. In fact, the IJazZ fit is multiple and done in three
steps: calibration of EB-EB pairs, then EB-EE + EE-EE pairs, finally SC with |iη ≥ 118 with
electron-SC pairs.
The η-scale is defined like in the use-case example from Sec. 5.1.6, this is the ratio of the
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scale parameters measured in data to the ones measured in a reference dataset, usually the
simulation: Rscale(iη) ≡
Rdataiη
RMCiη
. In some cases, to control the energy-scale evolution with
time, we also measure the η-scale using as reference a definite period of data-taking.
Since electrons with high R9 are less affected by bremsstrahlung and therefore have a lower
dependence to the material budget used in the simulation, electrons with R9 ≥ 0.94 are
selected to define the η-scale. Indeed, it turns out that the simulation does not perfectly
reproduces the energy-scale ratio between high and low R9 electrons in the region of the
detector where there is more material in front of ECAL (around |ηSC | = 1.5 or |iη| = 85).
Fig. 5.8 show the scale parameters ratio measured in two different data-taking periods to
the ones measured in the simulation. The first period, named runC, represents 9.6 fb−1 of
data recorded between July 18th and August 30th; the second period named runF amounts
to 13.5 fb−1 of data collected between August 13th and November 11th. The energy scales
shown in this figure are obtained after all known time dependent effects have been measured
and corrected for. One can see that the energy response at this level is fairly stable over the
data-taking period albeit a small drift in EB. These results are used to equalize the ECAL
response vs η in the final set of conditions which will be used to eventually reconstruct
2017 data. They are included to obtain the energy resolution shown by the blue points in
Fig. 5.7.
5.2.3 Crystal level calibration
Once the time-dependent effects are corrected, the ECAL crystals are calibrated which means
that the crystal energy responses are equalised along η (η-scale presented in Sec. 5.2.2) and
ϕ. Since all physics processes are ϕ symmetric, the energy equalisation along ϕ can be done
with several techniques. In CMS, the following ones have been developed, see Ref. [99]:
• ϕ-symmetry calibration. This method exploits the energy flow symmetry around the
z-axis in minimum bias events. It requires a very small amount of statistics though it is
affected by several systematic effects: material budget symmetry, pile-up evolution etc.
• π0 calibration. One uses π0 → γγ decay to calibrate the ECAL response. Given the
small π0 mass (m0π ≈ 140 MeV), this calibration is based on low energy photons which
are suffering from high background and several systematic effects due to the high
pile-up environment. Hence, this method can only be used for EB in run2.
• E/p calibration. This methods is using electrons from Z → e+e− decay and W → eν
decay. The statistics of W events being very large this is the most precise method in
EB. It uses the tracker momentum (p) as energy reference. Nevertheless, this requires
to calibrate the tracker momentum, this is done from the Z → e+e−.
• IJazZ calibration. This methods is solely based on the ECAL electron energy and
therefore is less affected by systematics from material knowledge, tracker momentum
calibration or pile-up biases. Nevertheless the Z → e+e− statistics is small compared to
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the other processes, which is partially compensated by the good ECAL energy resolution
at high energy. This method is presented in this paragraph.
In order to calibrate the ECAL at the crystal level with the IJazZ fit, we first apply the
absolute η-scale as measured in the previous paragraph but without normalising to the
simulation. This way, all the ECAL η rings have the same average energy.
For the EB calibration, we can not perform the IJazZ fit over the full EB, this would amount
to too many scale parameters: 360× 170 = 60000, thus the IJazZ fit is performed over bands
of 10 η-rings overlapping one another. This is done so because the correlation in-between
η-rings are only extending to the neighbouring rings. Then the scale parameters of the
5 rings in the center of the band are used as calibration constants. For each η-band, the
total number of scale parameters amount to 12 × 360 ≈ 4000 parameters. An example of
intercalibration constant map after this first step is shown in Fig. 5.9a. One can see the
effect of the gap between ECAL super-modules (every 20 crystals around ϕ). In order to
remove this effect which should be corrected at the analysis level, we perform an additional
IJazZ fit, folding all the supermodules together (since the effect should be the same for all
modules) and also folding η > 0 (EB+) and η < 0 (EB-) parts of the detector. The result of
this fit is shown in Fig. 5.9b. Correcting the map from Fig. 5.9a for this effect, we obtain
the final calibration constants for the EB Fig. 5.10a. For the EE calibration, the IJazZ fit is
performed over the full EE+ (η > 0) and EE- (η < 0). No additional corrections are added.
The results are shown in Fig. 5.10b.
One potential effect that could affect the results is the fact that in the IJazZ fit, the correction
is entirely attributed to the seed crystal of the supercluster while this is in fact an average
effect over all the crystals belonging to the supercluster. To understand the impact of this
effect, we apply the corrections from Fig. 5.10b to reconstruct the events from the Z sample.
Then we measure the energy resolution which should be improved if the intercalibration
constants were to be meaningful. To avoid any statistical bias, the IJazZ intercalibration
constants are derived on 80 % of the total Z → e+e− sample and the energy resolution
is measured on the remaining 20 %. The results are shown in Fig. 5.11 where we show
the resolution improvement for the different intercalibration methods with respect to the
original data (named REF). Thus, we obtain a significant improvement on the energy
resolution, in fact when adding another iteration of IJazZ we do not change significantly
the intercalibration constants, which demonstrates that affecting the entire correction to
the seed crystal does not bias significantly the intercalibration constants. Concerning the
different calibration methods, we can see that while E/p method is slightly better in EB, the
IJazZ method dominates for |η| > 1.2 where the tracker momentum resolution degrades
due to a large amount of material. To obtain the final intercalibration constants, we combine
in EB all the methods while we use only IJazZ for the EE, the result of the combination
being shown in Fig. 5.7.
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Fig. 5.9: Map of the intercalibration constants (a), i.e. R−1i , used to equalize the energy in ϕ. After
the first step, the gap region between super-modules are over-corrected. This effect is
measured and corrected for by folding all the super-modules together (b).
(a) EB intercalibration map (step1) (b) ϕ response modulation
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Fig. 5.10: Map of the final intercalibration constants obtained by the IJazZ method.
(a) EB intercalibration map (final)
(b) EEs intercalibrations maps
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Fig. 5.11: Energy resolution improvement for the different intercalibration methods measured as
the square root of the quadratic difference of energy-resolution for method calib with the
reference (REF):
√
σ2calib − σ2REF. When the difference is negative, i.e. better resolution,
we quote a −
√
σ2REF − σ2calib.
5.3 Conclusions
Because of my physics interests, I have been involved in the ECAL calibration chain since
2012. I have developed the IJazZ tool and I am also a member of the laser monitoring
calibration team which is mostly composed of CEA-Saclay members. Closely related, I have
been convening the electrons and photons physics group from 2015 to 2017 which takes care
of the reconstruction and identification of electrons and photons. Aside of taking care of this
group, I was involved in the photon identification with several students including Martina
Machet, my PhD student. I am now convening the monitoring and calibration group of the
ECAL. All this work performed by a lot of people is essential to maintain the performance of
photon and electron reconstruction for CMS.
Indeed, the CMS electromagnetic calorimeter is a wonderful device which allowed for
the discovery of the Higgs boson in the H → γγ channel thanks to its excellent energy
resolution. Given the fast transparency loss of the CMS crystals, the laser monitoring of
the transparency is a complex but essential system which ensures a stability of the energy
scale with a few per mil over several weeks/months. Nevertheless, the transparency is
not the only time-dependent factor in the ECAL response. The pedestals required for the
extraction of the energy from the pulse, the laser-reference PN diodes as well as the optic
fibers routing the laser to the crystals are suffering for the high luminosities of the LHC,
all these parameters are drifting with time and require a dedicated monitoring. Therefore
achieving such stable performances require the devotion of a team of people that have
calibrated and still calibrate the ECAL days and nights. IJazZ is part of this chain. This
is now a robust software oftentimes used as reference for other methods. Nevertheless,
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one could mention one draw-back of such a complex calibration chain and fast changing
device energy-response. The ECAL reconstruction used in many analysis is very often the
one denominated as "prompt", which is the one used for the primary reconstruction of the
data, done only a few hours after data-taking. While this is a perfectly fine reconstruction,
achieving the best performance requires a long effort from the ECAL team and is usually
available for a second reconstruction of data. As a consequence only a limited number of
physics analysis benefit from this titanic calibration work.
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6Higgs boson properties in the
diphoton channel at CMS
I joined the CMS experiment in the end of 2011 and I kept working on the understanding of
the electroweak symmetry breaking. I got involved in the search for the SM Higgs boson,
which was soon to be discovered, focussing on the H → γγ channel. After the Higgs boson
discovery, I oriented my researches towards the analysis of its properties. First, I played a
major role in the spin analysis carried out in the diphoton channel. Then with my student
Martina Machet, we realised a feasibility study to measure the parity of the Higgs boson in
the Vector Boson Fusion production. These two analysis are presented in this chapter, but
first a brief reminder of the Higgs boson discovery is given.
6.1 July 2012, the Higgs boson discovery
The Brout-Englert-Higgs mechanism [24, 23] is the corner-stone of the SM developed by
Weinberg and Salam [16, 15]. The SM success relies on the invariance of its Lagrangian
under the electroweak gauge symmetry SU(2)× U(1). If the electroweak symmetry were to
be perfectly respected, the mediators of the SU(2) interactions, the W and Z bosons, would
be massless. This is due to the fact that gauge-boson mass term breaks the gauge symmetry
of any lagrangians. To reconcile the mass of the vector bosons with the observations, the
electroweak symmetry has to be spontaneously broken into the U(1)EM symmetry mediated
by a massless boson: the photon. The usual way to break a symmetry in relativistic quantum
field theory is to introduce in the lagragian a scalar a field with an ad hoc potential which
has a non-zero minimum (known as vacuum expectation value). When a symmetry is
spontaneously broken, the Nambu-Goldstone theorem assures that the model should contain
massless scalar bosons, the Goldstone bosons. The BEH mechanism somewhat breaks the
Nambu-Goldstone theorem using the would-be goldstone bosons to give a mass to the
bosons mediating of the broken symmetry. This is the way to explain that an interaction is
mediated by massive particles without explicitly breaking the local gauge symmetry of the
lagrangian [112, 113, 114, 115, 116, 117].
In addition and independently, the fermions in the SM should also be massless. Indeed,
the SU(2) gauge symmetry maximally violates the parity and only couples to left fermion,
fermion mass terms are therefore forbidden since they do not respect the SU(2) symmetry.
In the SM, the mass results from the Yukawa interaction between the fermions and the Higgs
field when the electroweak symmetry is broken, restoring the possibility of having massive
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Fig. 6.1: (a): Indirect constraints on the Higgs boson mass (blue band) from the W boson and top
quark mass measurements as of 2010, see Ref. [118]. (b): Higgs boson branching ratios,
see Ref. [119]
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fermions in the model.
Therefore, the electroweak symmetry breaking and the BEH mechanism allows for massive
gauge bosons and massive fermions in the SM. The coupling of these particles to the Higgs
field is proportional to the mass (resp. mass squared) of the fermions (resp. bosons) which
is an important property to verify. As noted by P. Higgs, in these models there should exist in
addition a massive particle, usually named the Higgs boson. The Higgs boson has to be a
scalar particle, i.e. with a spin 0 and even parity.
In this section we first describe the LHC production and decay of the Higgs boson and then
touch on the Higgs-boson discovery by the CERN experiments Atlas and CMS.
6.1.1 The Higgs boson decays and production at the LHC
As mentioned in Sec. 3.1 and Sec. 4.2, in the SM there is a link between the top quark
mass, the W boson mass and the Higgs boson mass. This is due to the NLO corrections
to the W boson self-energy which are predominantly due to the top quark and the Higgs
boson loops. Therefore, some constraints can be placed on the Higgs boson mass from
the precise measurements of the top quark and W boson masses. They are presented in
Fig. 6.1a, as of 2010 just before the Higgs bosons discovery, these results are extracted from
Ref. [118]. From these constraints, one was expecting the Higgs boson mass to be relatively
small mH < 158 GeV and from the LEP Higgs boson direct searches MH > 114.4 GeV at
95 % CL. For such low masses, the Higgs boson has a large variety of potential decays, see
Fig. 6.1b. Especially interesting are the decays H → γγ and H → ZZ∗ → 4` which have
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Fig. 6.2: Higgs boson production cross section at the LHC as a function of the LHC center-of-mass
energy for a Higgs boson mass mH = 125 GeV, see Ref. [119].
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very low branching ratios but are the only ones with a fully reconstructed final state and a
potentially excellent experimental mass resolution.
At the LHC, the dominant Higgs boson production processes are given by Fig. 6.2. The
main production mode is the gluon fusion one, ggH, which amounts to 87 % of the total
production at 13 TeV. In the SM, the lowest order is due to a triangle Feynman diagram
dominated by the top quark. The vector boson fusion process (VBF) is the second production
mode which accounts for 7 % of the total production. It is characterized by the additional
emission of two forward jets separated by a large rapidity gap. The third process is the
associated production with a vector boson (V H) which represents 4 % of the Higgs boson
production at 13 TeV. The cross section for the associated production with two top quarks
(ttH) is equivalent to the bbH production, both accounting for 1 % of the total production.
Each of these different processes are characterised by different final state signatures and can
be used to study the Higgs boson couplings to different particles.
6.1.2 The Higgs boson discovery
The 4th of July 2012 was announced the discovery of a new particle with a mass ' 125 GeV
by the CMS and Atlas experiments, see Refs [124, 125]. This new particle was seen in
several decay channels, especially in the H → γγ and H → ZZ∗ → 4` channels which were
considered as the golden channels for a low mass Higgs boson discovery. The invariant
6.1 July 2012, the Higgs boson discovery 121
Fig. 6.3: Distributions of the invariant mass of the γγ and 4` final states for both the CMS and Atlas
experiments. These distributions are obtained using the full run1 statistics.
(a) CMS γγ from Ref. [120] (b) CMS 4` from Ref. [121]
(c) Atlas γγ from Ref. [122] (d) Atlas 4` from Ref. [123]
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Fig. 6.4: Graphical representation of the different CMS run1 Higgs boson coupling results as summa-
rized in Ref. [126]. The points represent the measurements by CMS while the expectation
from the SM is the dashed line. The ordinates are different for fermions and massive vector
bosons to take into account the expected SM scaling of the coupling with mass, depending
on the type of particle. The coupling measurements are assuming that the production
and decay processes are the ones expected for the SM Higgs boson, for instance the ggH
production is assumed to be due to the top quark loop.
mass distributions for these two channels obtained with the full Run1 data can be found on
Fig. 6.3, clearly demonstrating the presence of an excess of events around 125 GeV.
By the end of run1, the different analyses of the potential couplings of this particle to
fermions (especially H → τ+τ−, H → bb̄), vector bosons showed that this particle had
properties very much compatible with the ones expected for a SM Higgs boson. For instance,
the different results provided by the CMS experiment are summarized on Fig. 6.4 showing
that this particle has couplings seemingly proportional to the fermion mass or the square of
the massive vector boson mass it couples to, as expected from the SM. This figure is extracted
from Ref. [126].
6.1.3 Overview of the CMS H → γγ search with run1 data
In this paragraph, we give a synthetic overview of the H → γγ search from Ref. [120]. This
analysis is used as a starting point for the two analyses described in Sec. 6.2 and Sec. 6.3.
The search is performed with the full run1 dataset which corresponds to an integrated
luminosity of 5 fb−1(7 TeV) + 19.7 fb−1(8 TeV).
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It starts with a loose selection of two isolated photons with criteria corresponding to, but
slightly tighter than the ones used at the trigger level. Exploiting the correlation between the
selected diphoton kinematics and the different reconstructed vertex properties, a dedicated
algorithm selects the most appropriate primary vertex for the event. The events are then
classified according to the different physic objects accompanying the diphoton. This defined
several exclusive categories such as: ttH, V H and di-jet (with two jets having VBF-like
properties) categories. The aim of this classification is two folds: it improves the sensitivity
of the analysis by treating separately events which have a lower level of background, it
allows to study the different production mechanisms such as VBF, V H or ttH. Events
which are not entering any of these exclusive categories are further split into several
untagged categories. To define these categories a multivariate discriminant, BDTγγ is build
from several information on the photon quality and on the event diphoton invariant mass
resolution. The photon quality is obtained from a photon identification algorithm very
similar to the one described in Sec. 4.3 while the diphoton mass resolution is based on an
estimation of the per-photon energy resolution. Another possibility to classify the events
according to the quality of the reconstructed photon is to use the R9 value of both photons,
this is named cut-based analysis in Ref. [120] and hereafter.
To extract the signal strength of the different production modes, a simultaneous maximum-
likelihood fit to the diphoton invariant mass distributions in all the event classes is performed
over the range 100 ≤ mγγ ≤ 180 GeV. The Higgs boson signal model is derived from MC
simulation. The background is evaluated by fitting the mγγ distribution in data with an
ad hoc function, without reference to the MC simulation. The choice of the background
function parametrisation is done in the fitting procedure itself and is, as such, comparable
with the treatment of other systematic uncertainties associated with the measurement, i.e.the
choice of the background function results in a systematic uncertainty which is handled as a
nuisance parameter [127]. The final mγγ distribution is shown in Fig. 6.3a where events of
the different categories have been summed weighted by the purity of each category.
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6.2 The Higgs boson spin in the diphoton channel
After the observation of a Higgs-like boson at around 125 GeV by both the ATLAS and CMS
experiments [128, 125] it has become important to measure the properties and quantum
numbers of this new particle to determine whether they are compatible with predictions
from the standard model (SM), i.e. a neutral scalar boson [112, 113, 114, 115, 116, 117]
JP = 0+.
In this section, we use an hypothesis test to study the compatibility of different spin models
with the observed resonance. This analysis is based on a simplified cut-based analysis to
avoid bias from the model on the acceptance and therefore be as model independent as
possible. It was first developed for the 8 TeV dataset recorded by the CMS experiment,
which represents an integrated luminosity of L = 19.7 fb−1. It was then extended to the full
run1 analysis [120], i.e. 7 TeV(5 fb−1) + 8 TeV(19.7 fb−1), with the very same strategy. The
8 TeV analysis, is presented in this section. It was released in Ref. [129] from which the text
here is adapted. Nevertheless, the final results are shown for the full run1 dataset.
6.2.1 Introduction
The Landau-Yang theorem forbids the direct decay of a spin-1 particle into a pair of pho-
tons [130, 131]. Consequently this analysis compares the expectation of the spin-0 SM Higgs
boson, 0+, and the spin-2 graviton-like model with minimal couplings, 2+m, [132]. The 2+m
graviton resonance is produced in one of two ways, gluon-fusion (gg) or quark-antiquark
annihilation (qq̄). We present hypothesis tests between the 0+ and the 2+m varying the
amount of 2+m production from qq̄. For the 0+ SM resonance all production modes have been
considered; gluon-fusion, vector-boson-fusion, W , Z and tt̄ associated productions.
If the Higgs boson is a scalar particle, then the angle, in the diphoton rest frame, between
the collinear photons and any other axis is uniform. On the contrary, if the Higgs boson has
a non-zero spin, the angle between the photons axis and the incoming partons axis in the
Higgs rest frame will depend on the projection of the Higgs boson spin on the latter axis,
which is also the difference between the helicity of the two incoming partons. Therefore
this angle will depend on the production process, and the motivation to test gg and qq̄
productions. Unfortunately since we do not know the momentum of the incoming partons
in a hadron collider, we have to define another angle as a mean of discriminating the two
hypotheses. We use the scattering angle in the Collins-Sopper frame, cos(θ∗CS) [133], which
is defined as the angle, in the diphoton rest frame, between the collinear photons and the
line that bisects the acute angle between the colliding protons:
cos(θ∗CS) = 2×
pz1 E2 − pz2 E1
mγγ
√
m2γγ + p2Tγγ
, (6.1)
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where E1 and E2 are the energies of the leading and trailing photons, pz1 and pz2 are
the z-component momenta of the leading and trailing photons and mγγ and pTγγ are the
invariant mass and transverse momentum of the diphoton system.
6.2.2 Photon reconstruction and identification
The analysis presented in this section exclusively relies on photons. The photon reconstruc-
tion is presented in Sec. 4.3, the run1 clustering algorithm is used in this analysis. The
photon candidates are collected within the ECAL fiducial region |ηSC| < 2.5, excluding the
barrel-endcap transition region 1.4442 < |ηSC| < 1.566. The fiducial region requirement is
applied to the supercluster position (defined as the barycentre of the supercluster’s active
channels) in the ECAL, and a pT threshold is applied after the vertex assignment. The exclu-
sion of the barrel-endcap transition region ensures complete containment of the accepted
showers in either the ECAL barrel or endcaps .
Photon identification
The dominant backgrounds to H → γγ arise from MJ processes and consist of an irreducible
fraction from prompt diphoton production, and a reducible one from pp → γ + jet and
pp → jet + jet processes, where one or more of the objects reconstructed as a photon
correspond to a jet. The photons entering the analysis need to satisfy some preselection
criteria to emulate the trigger requirements and to reject electrons. We further apply the
photon selection from the "cut-based" analysis described in Ref. [124], which requires several
shower shape and isolation variables to be compatible with the ones from a prompt photon.
The MVA photon identification is avoided to reduce model dependence. Additionally photons
are required to have, pT /mγγ > 1/3 (pT /mγγ > 1/4) for the leading (subleading) photon.
The efficiency of the photon (pre-)selection is measured in data using the "tag and probe’"
technique [103]. The efficiency of all selection criteria except the electron veto requirement
is determined using Z → e+e− events. The efficiency for photons to satisfy the electron veto
is measured using Z → µ+µ−γ events. Finally, photons are classified according to the value
of R9 defined in chapter 4.
6.2.3 Signal simulation
The signal models are obtained from MC simulation. For the spin-0 SM processes (ggH, VBF,
V H, ttH) the simulation uses the next-to-leading order (NLO) matrix-element generator
POWHEG [134, 135] interfaced with PYTHIA [47]. For the dominant gluon fusion process
POWHEG has been tuned following the recommendations of the LHC Higgs Cross Section
Working Group [136] to reproduce the HQT (NNLO+NNLL) spectrum. For the spin-2
126 Chapter 6 Higgs boson properties in the diphoton channel at CMS
Fig. 6.5: The distributions of | cos(θ∗CS)|. The three histograms represent the spin 0+ distribution
with all SM production modes (red circular points), the spin 2+m distribution with the
gluon-fusion production mode (green square points) and the spin 2+m distribution with
the quark-antiquark annihilation production mode (blue triangular points). The | cos(θ∗CS)|
category boundaries are shown as the black dashed lines.
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graviton-like (2+m hereafter) processes (gg, qq̄) the simulation uses the JHU generator [137,
138, 139] at leading-order interfaced with PYTHIA.
All samples are run through the full CMS simulation using GEANT4 [140]. The MC is
generated at mH=125 GeV and mH=126 GeV, the signal model histograms are linearly
interpolated when evaluating for any intermediate value of mH.
6.2.4 Strategy and event categorisation
While the acceptance times efficiency, A× ε, varies considerably as a function of | cos(θ∗CS)|,
this variation is reasonably independent of the tested spin-parity models. This allows the
extraction of the signal yield in bins of | cos(θ∗CS)| in a model independent way. Indeed, thanks
to this property, the signal strength corrected from acceptance effect does not depend much
on the signal model.
The effect of the photon selection cuts on the distributions of | cos(θ∗CS)| is illustrated in
Fig. 6.5. Before any acceptance cuts, Fig. 6.5 (left), the | cos(θ∗CS)| distribution of the 0+
processes is flat. This is not the case for the 2+m processes (gluon-fusion and quark-antiquark
annihilation). After the selection cuts are applied these distributions are considerably
distorted, Fig. 6.5 (right). Fig. 6.6 shows the A× ε ratio between the 2+m (with gluon-fusion
production only) and 0+ (all SM production modes) as a function of | cos(θ∗CS)| in the |η| and
R9 categories defined in Tab. 6.1. It can be seen that the ratio is flat - even in restricted
ranges of η and R9- and independent of | cos(θ∗CS)|, except at the highest values of | cos(θ∗CS)|
where the relative contribution from SM VBF production is significant. The events in the
region where the ratio falls from its flat level, 0.75 < | cos(θ∗CS)| < 1.0, are collected in
a separate bin, and the | cos(θ∗CS)| bin boundaries for the remaining events are chosen to
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Fig. 6.6: Acceptance × efficiency ratio between the 2+m (gluon-fusion production) and 0+ (all SM
production modes) of the event selection as a function of | cos(θ∗CS)| split into the |η| and R9
categories defined in Tab.. 6.1. The | cos(θ∗CS)| category boundaries are shown as the black
dashed lines.
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maintain approximately the same event yield in each bin. To benefit from the improved
energy resolution of non-showering photons in the ECAL barrel, each event is categorised
in η and R9 according to Tab. 6.1. Within each category events are binned in | cos(θ∗CS)|,
to discriminate between the different spin hypotheses, according to Tab.. 6.2. In total the
analysis is split into 20 event classes (4 η/R9 categories × 5 | cos(θ∗CS)| categories).
Tab. 6.1: Definition of photon resolution categories
Resolution category 0 |η|max < 1.5 and R9min > 0.94
Resolution category 1 |η|max < 1.5 and R9min ≤ 0.94
Resolution category 2 |η|max > 1.5 and R9min > 0.94
Resolution category 3 |η|max > 1.5 and R9min ≤ 0.94
Tab. 6.2: Definition of photon | cos(θ∗CS)| categories
Spin category 0 | cos(θ∗CS)| < 0.20
Spin category 1 0.2 ≤ | cos(θ∗CS)| < 0.375
Spin category 2 0.375 ≤ | cos(θ∗CS)| < 0.55
Spin category 3 0.55 ≤ | cos(θ∗CS)| < 0.75
Spin category 4 0.75 ≤ | cos(θ∗CS)| < 1.0
Signal yield extraction
In each category, we extract the signal yield by fitting the data to a signal probability density
function, which parameters are fixed from the SM simulation (but is also found to be model-
independent) plus a background probability density function. This background model is
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derived in a similar way to that presented in Ref. [120] and is evaluated from the data alone,
without reference to MC simulation. lt is obtained by fitting the diphoton mass spectrum, in
each of the event classes, over the range 100 < mγγ < 180 GeV.
The mγγ distributions, the background fit and its statistical uncertainty, as well as the binned
signal models (scaled up by a factor of 5) for the SM and gg → 2+m spin hypotheses, are
shown in Fig. 6.7- 6.11. The expected signal yield for the graviton-like samples after the
selection cuts is normalised such that when no cos(θ∗CS) discrimination is used both the spin-0
and spin-2 models extract the same number of signal events. Tab. 6.3 shows the expected
number of signal events, the effective width (half the narrowest range which contains
68.3% of the distribution), σeff , and the full width at half the maximum (divided by 2.35),
FWHM/2.35, at mH=125 GeV, for the 0+ and 2+m production processes, the estimated
number of background events and the observed number of events, at mγγ =125 GeV, in
each category.
6.2.5 Systematic uncertainties
The systematic uncertainties only affect the signal model. They enter the likelihood fits used
to extract the signal yields as nuisance parameters which allow the shape and normalisation
of the signal model to be modified. A summary is presented in Tab. 6.4.
The systematic uncertainties calculated at the single photon level are:
• Photon selection efficiency: taken to be the largest uncertainty associated with the
data/MC scale factors separately for the ECAL barrel and endcap.
• Energy scale and resolution: scale and resolutions are studied with electrons from
Z → e+e− and then applied to photons. The main source of systematic uncertainty
is the different interactions of electrons and photons with matter. Uncertainties are
assessed by changing the rescaling of the R9 distributions, changing the R9 selection,
the energy regression training and the electron selection used.
• Photon identification: taken as the largest uncertainty on the data/MC scale factors
computed on Z → e+e− events using a tag-and-probe technique.
• R9 selection: taken from the data/MC comparison of the photon R9 categorization in
Z → µ+µ−γ events. The statistical uncertainty on the single photon is propagated to
the diphoton categories and the result is assigned as a systematic uncertainty on the
category migration between low and high R9 categories.
The systematic uncertainties calculated at the event level are:
• Integrated luminosity: the luminosity uncertainty is estimated as described in Ref. [141].
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Fig. 6.7: Background model fit for the categories with | cos(θ∗CS)| < 0.2, 8TeV dataset.
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Fig. 6.8: Background model fit for the categories with 0.2 < | cos(θ∗CS)| ≤ 0.375, 8TeV dataset.
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Fig. 6.9: Background model fit for the categories with 0.375 < | cos(θ∗CS)| ≤ 0.55, 8TeV dataset.
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Fig. 6.10: Background model fit for the categories with 0.55 < | cos(θ∗CS)| ≤ 0.75, 8TeV dataset.
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Fig. 6.11: Background model fit for the categories with 0.15 < | cos(θ∗CS)| ≤ 1.0, 8TeV dataset.
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Tab. 6.4: Separate sources of systematic uncertainties accounted for in the analysis of the 8 TeV
data set.
Sources of systematic uncertainty Uncertainty
Per photon Barrel Endcap
(|η| < 1.5, |η| > 1.5) (|η| < 1.5, |η| > 1.5)
Energy resolution R9 > 0.94 0.23%, 0.72% 0.93%, 0.36%
R9 < 0.94 0.25%, 0.60% 0.33%, 0.54%
Energy scale R9 > 0.94 0.20%, 0.71% 0.88%, 0.12%
R9 < 0.94 0.20%, 0.51% 0.18%, 0.12%
Photon identification efficiency 1.0% 2.6%
R9 > 0.94 efficiency (category migration) 4.0% 6.5%
Per event
Integrated luminosity 4.4%
Vertex finding efficiency 0.2%
Trigger efficiency 1.0%
Global energy scale 0.47%
Higgs pT uncertainty 10%
Production cross sections Scale PDF
Gluon fusion +7.6% -8.2% +7.6% -7.0%
Vector boson fusion +0.3% -0.8% +2.6% -2.8%
Associated production with W/Z +2.1% -1.8% 4.2%
Associated production with tt̄ +4.1% -9.4% 8.0%
• Vertex finding efficiency: taken from the statistical uncertainty on the data/MC scale
factor on Z → µ+µ− and the uncertainty on the signal pT distribution arising from the
theoretical uncertainties.
• Trigger efficiency: the systematic uncertainties are extracted from Z → e+e− using
a tag-and-probe technique and rescaling them to take into account the different
R9 distributions for electrons and photons.
• SM Higgs boson pT spectrum: this is introduced to account for potential differences
between the data and MC distributions of the Higgs transverse momenta, pT , which
can distort the shape of the cos(θ∗CS) distribution. The uncertainties are implemented
as the category migrations which result from shifting the Higgs pT spectrum by 10%
The theoretical systematic uncertainties considered are:
• SM production cross section: the systematic uncertainties on the production cross
section follow the recommendation of the LHC Higgs cross section working group
[142], which results as a systematic on the fractions of the different SM productions in
the SM assumption.
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6.2.6 Results
The acceptance× efficiency of the two spin models in each category as well as the differential
cross section as a function of | cos(θ∗CS)|, which depends only on the spin of the initial state,
is obtained from the MC simulation. The only remaining assumption is on the total number
of expected signal events for a given spin-parity state and production mode. This is well
defined for the spin-0 SM case and is obtained from the σ × BR given by the LHC Higgs
cross section working group in Ref. [142]. For the graviton-like 2+m this quantity is unknown.
Consequently we scale the signal models for both spin hypotheses with a modifier, µ, such
that when µ = 1 and all cos(θ∗CS) information is ignored, the total number of expected signal
events for the model in question is equivalent to the SM expectation. When generating
pseudo-experiments for a particular model, the value of all the free parameters in the fit
(including the signal nuisance parameters, the background shape parameters and the signal
strength µ) are set to their best fit values after fitting the model in question to the data. In
this way the expected separation is a fair representation of what we observe in data. All the
results described below are evaluated at mH = 125 GeV.
SM compatibility check
The signal yield, µ = σ/σSM , is extracted independently in each of the | cos(θ∗CS)| bins,
simultaneously fitting over the η and R9 bins such that the relative yields in each of the η
and R9 bins is constrained to that predicted by the SM. The result is shown in Fig. 6.12
for the data (black points), the 0+ model expectation (red line), the 2+m model expectation
using the gg production mode only (blue line) and the 2+m model expectation using the
qq̄ production mode only (green line),where for the expectations the so-called asymptotic
Asimov method from Ref. [143] is used, and the normalisation is extracted from a fit to data.
The final point of the blue line can be understood by referring back to Fig. 6.6. The fact that
the SM ggH and qqH production is of a similar strength at high values of | cos(θ∗CS)| causes
the fitted strength (when fitting the 0+ model to the 2+m (gg) expectation) to be smaller in
the highest | cos(θ∗CS)| bin as compared to the second highest, contrary to what might be
expected.
Hypothesis tests of the SM Higgs, 0+, vs. graviton-like, 2+m
The separation between the two models is extracted using a test statistic defined as twice
the negative logarithm of the ratio of the likelihoods for the 0+ signal plus background
hypothesis and the 2+m signal plus background hypothesis when performing a simultaneous fit
of all 20 event classes together, q = −2 ln(L2+m/L0+). The test is made under the assumption
that the 2+m state is produced entirely by either gluon-fusion, or entirely by quark-antiquark
annihilation, or by three intermediate mixtures of gg and qq̄ spin-2 production. The fraction
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Fig. 6.12: Histograms showing signal strength in five bins of | cos(θ∗CS)| expected for SM, for 2+m
produced by gg, and for 2+m produced by qq̄. The signal strength observed in the data is
shown by the black points.
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of the spin-2 state produced by qq̄ annihilation is parameterized by the variable fqq̄, so that
the total signal plus background, f(mH), is given by
f(mH) = µ[(1− fqq̄)× S2
+
m
gg (mH) + fqq̄ × S
2+m
qq̄ (mH)] +B(mH), (6.2)
where S2
+
m
gg (mH) is the gg-produced 2+m signal, S
2+m
qq̄ (mH) the qq̄-produced 2+m signal, µ is a
signal strength modifier, and B(mH) is the background.
The distribution of −2 ln(q) is shown for fqq̄ = 0 and fqq̄ = 1 in Fig. 6.13 for gluon-
fusion production only (left) and quark-antiquark annihilation production only (right). The
expected distributions from the two models are obtained assuming an overall signal yield
which is extracted from a fit to the data. The observed value is shown as the red arrow.
The CLS of the observation for the gluon-fusion only spin-2 production is 6.3% whilst for
the quark-antiquark production it is 15%. Consequently, both of these spin-2 models are
disfavoured: at 1.9 σ and 1.5 σ respectively.
Conclusions Several values of the gg-qq̄ mixture have been tested, and Fig. 6.14a shows
the distribution of the test statistic as a function of fqq̄ fraction of 2+m production from qq̄
annihilation. The hypothesis of the signal being 2+m is disfavoured for all values of fqq̄ tested.
When produced entirely by gluon fusion, it is disfavoured with a 1−CLS value of 94% (92%
expected). When produced entirely by qq̄ annihilation it is disfavoured with a 1−CLS value
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Fig. 6.13: The distribution of the test statistic for the SM 0+ hypothesis (orange) and the graviton-
like, 2+m, hypothesis (blue) with gluon fusion production only (a) and quark-antiquark
production only (b). The observed values in the data are shown as the red arrow.
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of 85% (83% expected). Intermediate mixtures, where there is less sensitivity to distinguish
between the models, are somewhat less disfavoured.
Eventually, the spin analysis performed in the H → γγ channel was combined with the
H → ZZ∗ → 4` and H →WW ∗ → 2` channels to obtain the best sensitivity to an abnomal
2+m signal production. This results from the CMS collaboration is presented in Fig. 6.14b
which is extracted from Ref. [144]. The 2+m model is excluded with respect to the SM at a
99.9 % CL independently of its production mode.
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Fig. 6.14: Distribution of test statistic for pseudo-experiments generated under the SM, 0+, hypothe-
sis (open squares) and the graviton-like, 2+m, hypothesis (open diamonds), as a function
of the fraction, fqq̄, of qq̄ production. The observed distribution in the data is shown by
the black points.
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6.3 Anomalous HV V couplings in the diphoton
channel
In the SM, the Higgs boson is a pure scalar state so testing the parity of the Higgs boson is
mandatory to confirm the BEH mechanism from the SM. The Higgs boson spin-parity was
extensively tested by the CMS [144] and Atlas [145] experiments from the H → Z Z∗ → 4`
decay. Indeed in this decay, the spin-parity of the resonance will impact the angular
distribution of the leptons from the Z decay. Nevertheless, constraints on the HV V coupling
from the production side, i.e. from the VBF or Higgs-strahlung productions, are more difficult
since the statistics for H → 4` decay is low in these channels and the V H(→ bb̄) has a large
background and thus, mild constraints [146].
In this section, we present a feasibility study on the potential contraints on the HV V
coupling with the diphoton channel from the VBF production. This study was carried out
with my PhD student using the CMS 8 TeV data with an integrated luminosity of 19.7 fb−1.
This analysis is briefly reviewed hereafter while all the details can be found in [101]. It uses
the same objects, pre-selection and selection criteria as the ones from paragraph 6.2 and
from Ref. [120], thus this will not be described.
6.3.1 Anomalous HV V couplings of a scalar H boson
The HV V coupling can be studied via the VBF production with H → γγ as shown in
Fig. 6.15. As we will see, a parity-odd production would result in specific properties of the
final state, especially regarding the jets kinematics. Following the approach from Ref. [144],
we do not target a specific BSM model but rather use an effective field theory approach
where the HVV scattering amplitude can be written as:
A(hV V ) ∼
[
aV V1 +
κV V1 q
2
V 1 + κV V2 q2V 2(
ΛV V1
)2
]
m2V 1ε
∗
V 1ε
∗
V 2
+ aV V2 f∗(1)µν f∗(2),µν
+ aV V3 f∗(1)µν f̃∗(2),µν ,
(6.3)
where f (i),µν = εµi qνi − ενi q
µ
i is the field strength tensor of a gauge boson with momentum qi
and polarization vector εi, while f̃ (i),µν = 12 ε
µναβfαβ is the conjugate field strength tensor.
mV is the mass of the vector boson, and Λ1 is the scale of new physics which is a free
parameter of the model. The tree-level SM-like contribution corresponds to aV V1 6= 0 and
aWW1 6= 0, while there is no tree-level coupling to massless gauge bosons, that is aV V1 = 0
for Zγ, γγ and gg. In the SM aV V1 = 1 for ZZ and WW , and a2 = a3 = 0.
The pseudoscalar interaction (CP-odd state) corresponds to the aV V3 terms, while the other
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Fig. 6.15: Higgs boson produced through the vector boson fusion and decaying to two photons.
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terms describe the parity-conserving interaction of a scalar (CP-even state). The aV V3 terms
appear in the SM only at a three-loop level and are extremely small. The aV V2 and ΛV V1
terms appear in loop-induced processes and give a small contribution O(10−3 − 10−2) due
to radiative corrections.
Since a2 and a3 are expected to be small, they can be studied separately. In this analysis
we will set a2 = 0 and will focus on the CP-odd term a3. We define the parameters fa3 and
Φa3 as in Ref. [144], which represent respectively the fraction of pseudo-scalar to scalar
production and the mixing angle between these two productions, namely:
fa3 ≡
|a3|2σ3
|a1|2σ1 + |a3|2σ3
, Φ3 ≡ arg
(
a3
a1
)
. (6.4)
where σi is the cross section of the process corresponding to ai = 1, aj 6=i = 0. In the SM,
fa3 = 0, while fa3 = 1 corresponds to a pure pseudoscalar production.
6.3.2 Signal simulation
We need to simulate the odd-Higgs boson production in the VBF channel but also the ggH
production accompanied with two jets which accounts for an important fraction of the VBF
selection, up to 30 % depending on the criteria. Both productions are simulated with the
help of the JHU generator [137, 138, 139] interfaced with PYTHIA [47]. Additionally, we use
JHU-simulated samples to evalute systematic uncertainties concerning the SM production.
All JHU +PYTHIA samples are processed through GEANT4 [140] and reconstructed with the
same algorithms as used for data. The SM Higgs boson productions are simulated in [120]
using POWHEG [134, 135] generator. A summary of all the MC samples used in this analysis
can be found in Tab. 6.5 where, for JHU generator, VBF+0 corresponds to the simulation of
a SM-like VBF production, i.e. a1 term in Eq. 6.3, while VBF−0 corresponds to the a3 term in
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Eq. 6.3; similarly, ggH0+ , resp. ggH0− , corresponds to the a2, resp. a3, term of Eq. 6.3 (in
this case V ≡ g).
Tab. 6.5: Signal MC samples used in the analysis.
Sample HVV coupling
ggH0+ +jj at 8 TeV - JHU + PYTHIA 0+
ggH0− +jj at 8 TeV - JHU + PYTHIA 0−
VBF+0 at 8 TeV - JHU + PYTHIA 0+
VBF−0 at 8 TeV - JHU + PYTHIA 0−
50 % VBF+0 + 50 % VBF
+
0 - JHU + PYTHIA 50 % 0+ + 50 % 0−
ggH0+ at 8 TeV - POWHEG + PYTHIA SM 0+
VBF+0 at 8 TeV - POWHEG + PYTHIA SM 0+
6.3.3 Strategy
The strategy we pursue for this analysis is very similar to the one from paragraph 6.2. We
classify the events into several categories, each of them being sensitive to the different signal
production: VBF+0 , VBF
−
0 , ggH+jj. The relative fraction of the different productions in
the each category is entirely determined by the parameter fa3 defined in Eq. 6.4. We then
extract the signal yields in each category from a simultaneous likelihood fit to the mγγ mass
of all the categories, the fit is done for each value of fa3 which allows to determine the best
value of fa3 and/or to put a limit on this parameter.
Tab. 6.6: Summary of the VBF event selection criteria.
Variable Requirement
pj1T > 30 GeV
pj2T > 20 GeV
mjj > 250 GeV
|∆ηjj | > 2
|∆ϕγγjj | > 2.6 GeV
|ηγγ − (ηj1 + ηj2)/2| < 2.5 GeV
The VBF selection used for this analysis is based on the "cut-based" presented in Ref. [120]
with some relaxed cuts to increase the efficiency. This selection is listed in Tab. 6.6 where j1
refers to the leading jet, j2 to the second leading jet, |∆ϕγγjj | the absolute difference in the
azimuthal angle between the diphoton system and the dijet system, and |ηγγ − (ηj1 + ηj2)/2|
the difference between the average pseudorapidity of the two jets and the pseudorapidity of
the diphoton system. The cuts on ∆ηjj , |∆ϕγγjj | and |ηγγ − (ηj1 + ηj2)/2| have been tuned
to obtain the best sensitivity. After this selection, the contamination from ggH production is
about 40 % (under the SM assumption).
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The events are classified according to two variables, described in Sec. 6.3.5, based on a
matrix element approach:
• M0− discriminates the VBF+0 from the VBF
−
0 productions which allows to constrain
fa3 ,
• MVBF discriminates the VBF+0 from the ggH(0+) productions. We will show that the
two productions ggH(0+) and ggH(0−) are indistinguishable. This variables allows to
minimize the impact from the ggH+jj leakage in our VBF selection.
Once the categories are defined (see Sec. 6.3.5), an additional requirement on the diphoton
BDT variable from Ref. [120] is optimised to make the best use of the photon quality. This
optimisation is realised under the SM only assumption to maximise the sensitivity to the
SM-VBF production, we therefore apply the criterium BDTγγ > 0.2.
6.3.4 VBF signal yield extraction
To extract the VBF signal yield and constraint fa3 , we fit the number of events Nexp in a
three dimensional space: ~x ≡ (mγγ ,M0− ,MVBF) and account for three different types of
processes VBF, ggH and the background:
Nexp = NVBF(~x) +NggH(~x) +Nbkg(~x).
As already mentioned, the 2D (M0− ,MVBF) dimensions are not used as continuous dimen-
sions but rather as a 2D categorisation. While this does not change the idea, this makes the
pdf choice for the likelihood fit much simpler, indeed we only need to find 1D pdfs (vs mγγ),
the 2 other dimensions fixing the relative contributions of the different processes.
As for the analysis described in Sec. 6.2, the background is fitted to a polynomial pdf in the
mγγ dimension, the order of the polynomial being defined with the same criteria. In each 2D
(M0− ,MVBF) category, the background normalisation is a free parameter. Because ggH(0+)
and ggH(0−) productions can not be disentangled NggH is defined as:
NggH(~x) = µggH × σggH × L×AggH × PggH(~x) (6.5)
where PggH is the ggH pdf (so the integral over ~x is one) and AggH the total efficiency times
acceptance for the ggH process. We use the SM simulation to extract the pdfs in the 1D mγγ
dimension as well as to fix the relative contributions in the 2D (M0− ,MVBF) categories and
AggH . Finally, we need to define NVBF(~x) as a function of fa3 . To do this we need to take
into account the interference between VBF−0 and VBF
+
0 productions.
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Parametrisation of NVBF
For more clarity in this paragraph, we will use the subscript 1 to refer to the VBF+0 production
and the subscript 3 to refer to the VBF−0 production. The total VBF production before
selection can be written as:
σVBF ≡ |AVBF|2 = |a1A1 + a3A3|2
= |a1|2σ21 + |a3|2σ1 + 2
√
σ1 σ3 |a1| |a3| cos(δ + Φ3)
(6.6)
where σ1 ≡ σVBF+0 = |A1|
2 (resp. σ3) is the VBF+0 (resp. 0−) production cross sections as
determined with JHU (from Eq. 6.4), and δ ≡ arg
(
A3
A1
)
.
Taking into account the acceptance times efficiency after selection, which varies with ~x,
NVBF can be written as:
NVBF(~x)
L
= σ1A1 |a1|2 ×
Acc1(~x)
A1
+ σ3A3 |a3|2 ×
Acc3(~x)
A3
+ 2
√
σ1A1 |a1|2
√
σ3A3 |a3|2
Accint(~x)√
A1A3
,
(6.7)
where Acci is the acceptance times efficiency for process i and Ai ≡
∫
Acci(~x)d~x is the
total acceptance times efficiency for process i after the preselection. The phase δ has been
absorbed in Accint which is defined as an effective acceptance times efficiency for the
interference term and thus can be negative. We then defined:
σ̃ ≡ σ1 |a1|2A1 + σ3 |a3|2A3 (6.8)
f̃a3 ≡
σ3A3 ‖a3|2
σ1A1 |a1|2 + σ3A3 |a3|2
= fa3
(1− fa3) A1A3 + fa3
(6.9)
Pint(~x) ≡
Accint(~x)√
A1A3
. (6.10)
By definition the pdfs for processes VBF+0 and VBF
−
0 are Pi(~x) ≡
Acci(~x)
Ai
, we get:
NVBF(~x)
L
= σ̃
[
(1− f̃a3)P1(~x) + f̃a3 P3(~x) + 2
√
(1− f̃a3)f̃a3 Pint(~x)
]
, (6.11)
which allows to define the pdf for the VBF production as:
PVBF(~x) ≡
NVBF(~x)∫
NVBF(~x) d~x
=
1− f̃a3)P1(~x) + f̃a3 P3(~x) + 2
√
(1− f̃a3)f̃a3 Pint(~x)
1 + 2
√
(1− f̃a3)f̃a3 εint
,
(6.12)
with εint ≡
∫
Pint(~x) d~x. While PVBF, P1 and P3 are actual probability density functions by
construction, it is worth noticing that Pint is not and is potentially negative, as a consequence
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εint 6= 1. A1 and P1(~x), resp. A3 and P3(~x), are determined from the VBF+0 , resp. VBF
−
0 ,
simulation. We found A1 = 0.40 and A3 = 0.27. To measure Pint(~x) we use the simulation
with a mixture of VBF+0 and VBF
−
0 with fa3 = 0.5 which implies f̃a3 = 0.40. This allows to
determine Pint in an iterative manner using the known P1 and P3. We found that εint  1
and can be neglected.
Expected number of signals plus background event: final formula
Putting everything together and using a more explicit subscript notation, the expected
number of events is given by:
Nexp(~x;f̃a3 ,~θ)
L = µVBF σ
SM
VBFA
SM
VBF[
(1− f̃a3)PVBF+0 (~x;
~θ) + f̃a3 PVBF−0 (~x;
~θ) + 2
√
(1− f̃a3)f̃a3 Pint(~x; ~θ)
]
+ µggH σSMggH ASMggH PggH(~x; ~θ)
+ Nbkg Pbkg(~x; ~θ),
(6.13)
where ~θ refers to all nuisance (systematic uncertainties) parameters collectively which are
fitted during the likelihood fit. The overall normalisation for each Higgs boson production is
normalised to the SM one using the signal strength µi (i ≡ VBF, ggH). Therefore for a pure
SM production we should measure µVBF = 1, µggH = 1 and f̃a3 = 0.
6.3.5 Matrix-element based event categorisation
Due to the parity of the Higgs boson, the jets kinematics in the VBF−0 production are peculiar.
Several kinematic variables in Fig. 6.16 show the differences between the different processes.
As aforementioned, we use a matrix-element based approach to get an optimal discrimination
between the different productions VBF+0 , VBF
−
0 , ggH. We use two discriminants M0− and
MVBF which are computed with the Matrix Element Likelihood Approach (MELA) from
Refs. [137, 138, 139]. The former one disentangle the VBF+0 from the VBF
−
0 production,
and the latter one the VBF+0 from the ggH0+ processes. For each event kinematic ~q, MELA
calculates the theoretical differential cross section for the process i to obtain the probability
density Pi(~q):
P(~q |i) = 1
σi
dσi
d~q
(~q). (6.14)
The two discriminants can be thus expressed as:
M0−(~q) =
P(~q |VBF+0 )
P(~q|VBF+0 ) + P(~q|VBF
−
0 )
(6.15)
MVBF(~q) =
P(~q |VBF+0 )
P(~q|VBF+0 ) + P(~q|ggH0+)
(6.16)
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Fig. 6.16: Distributions of kinematic variables of the diphoton-dijet system. The distributions are
shown for four different spin-parity hypotheses, VBF+0 (blue), VBF
−
0 (green), ggH0+
(red) and ggH ggH0− (magenta). The VBF selection of the analysis was applied.
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Fig. 6.17: Simulated distributions for the two MELA M0− (a) and MVBF (b) discriminants.
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The distributions for these two discriminants, for simulated samples, are shown in Fig. 6.17.
As alluded to in the strategy section, we do not try to distinguish ggH0+ from ggH0− , both
contributions are grouped together. A justification can be derived from Fig. 6.18 where one
can see that the two ggH contributions are identical for the two discriminants M0− and
MVBF and therefore can be gathered as a single ggH component.
We finally obtained the distributions of the pdfs PVBF+0 , PVBF−0 , Pint and PggH in the 2D
space (M0− ,MVBF), given in Fig. 6.19. As one can see from Fig. 6.19c, the interference term
is negligible over the complete 2D space and will be neglected in the following.
MELA categorisation
To simplify the analysis we do not use 3D pdfs but rather categorise the event in the 2D space
(M0− ,MVBF) and fit the mγγ distribution in the different categories where the signal shape
is obtained from the simulation and is essentially insensitive to the model. The categories in
the 2D space are first optimised as 1Dx1D, i.e. separately for the two different dimensions. To
optimize the category along the MVBF dimension we use as figure of merit the sensitivity to
the µVBF assuming fa3 = 0 in Eq. 6.13. For the M0− dimension, we optimize the separation
between VBF+0 and VBF
−
0 assuming no anomalous coupling, i.e. that we fit for fa3 with
µVBF as free parameter in an Asimov dataset obtained with fa3 = 0. Finally we combined
the two dimensions and group some categories to minimize the number of category without
loss of sensitivity. We obtained 4 categories which can be vizualized in the the 2D space
(M0− ,MVBF) in Fig. 6.20: category 0 discriminates signals (VBF+0 , VBF
−
0 and ggH) from
background, category 1 constrains the ggH production, category 2, the SM VBF+0 production
and category 3 the VBF−0 production. Further details on the category optimisation can be
found in Ref. [101].
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Fig. 6.18: The distributions of M0− (a) and MVBF (b) for the ggH0+ and ggH0− productions. From
these figures, one can see that the two contributions are identical concerning these two
discriminants.
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6.3.6 Systematic uncertainties
Systematic uncertainties can have 2 different effects: they can affect the overall yields of the
expected signal or the signal shapes, either via the mass distribution or via migration between
the different signal categories. In this analysis we are not sensitive to systematic effects
affecting the overall yield of µV BF , since it is left floated in the extraction of the results.
The systematic uncertainties on photons are identical to the ones from paragraph 6.2.5.
The dominant sources of systematic uncertainties are due to the signal model in the space
(M0− ,MVBF). The systematic uncertainties are detailed in Ref. [101].
ggH+jj cross section uncertainty, QCD scale. The theoretical uncertainty on the ggH + 2
jets process cross section, coming from both uncertainties due to the missing higher orders
and uncertainties related to the parton distribution functions, is of about 32% in the VBF
categories (see Ref. [120]). This is the dominant source of systematic uncertainty since in
the final fit, we will fix µggH = 1 within this systematic.
H+jj kinematics description For the final results we use the JHU MC sample for the VBF−0
process, and the POWHEG MC samples for the ggH0+ and VBF+0 . For the different production
we use as systematic uncertainty (which correspond to a migration between categories):
• ggH0+: the difference between JHU and POWHEG samples, which can reach up to
50 % in category 3, is used as uncertainty. The difference between the 2 generators is
pretty large and was traced back to be due to the factorisation scale set to high value
in JHU, therefore this uncertainty is conservative.
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Fig. 6.19: Probability density functions used for the signal extraction, see Eq. 6.13. The x-axis,
resp. y-axis, represents the MVBF, resp. M0− , dimension. The mγγ dimension can be
considered as orthogonal.
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Fig. 6.20: The four categories in the 2D space (M0− ,MVBF) shown for the data sideband distribution
(excluding 120 < mγγ < 130 GeV).
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• VBF+0 : the difference between JHU and POWHEG samples is used as systematic
uncertainty, this has a negligible impact.
• VBF−0 : we have no other generator than JHU. Therefore, we obtained a POWHEG
equivalent sample, using weights derived from the VBF+0 samples in the 2D space
(M0− ,MVBF). This uncertainty can be up to 20 % in the worst case.
Jet energy scale and jet energy resolution. The signal efficiency is affected both by the
uncertainty on the jet energy scale and by the uncertainty on the jet energy resolution. We
varied the jet energy scale and resolution within the prescribed uncertainty. The dominant
source is coming from the scale and mostly affect the ggH0+ production, up to 10 %.
Systematics on diphoton MVA. We follow the prescription from [120]. These results in a
negligible uncertainty.
Systematics on photon energy scale and photon energy resolution. Following prescription
from Ref. [120], we vary the photon energy scale and resolution, this results in a negligible
uncertainty.
Systematics on the Higgs boson mass. In the statistical treatment, we fix the Higgs boson
mass to its world average 125.09 GeV and let this mass vary within its uncertainty 0.24 GeV.
This has a negligible impact on our result.
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6.3.7 Results
The expected yields for the different Higgs boson productions as well as the observed number
of events in data can be found in Tab. 6.7. The Higgs boson yields are extracted assuming in
Eq. 6.13:
• VBF+0 expected yields: µVBF = 1 and f̃a3 = 0,
• VBF−0 expected yields: µVBF = 1 and f̃a3 = 1,
• ggH expected yields: µggH = 1.
It has be reminded that yields ratio between the different categories are more important
than the absolute values.
Tab. 6.7: Expected signal yields and corresponding number of events in data per category.
Category VBF+0 VBF
−
0 ggH data
cat 0 5.08 3.98 4.66 509
cat 1 1.76 1.08 0.45 39
cat 2 1.28 0.79 0.22 16
cat 3 0.23 6.30 0.37 42
Probability density function vs mγγ . For the background pdfs, we use polynomial func-
tions, the polynomial orders are determined with the same procedure as described in
paragraph 6.2.4. For the different Higgs boson productions, the mass shape in the different
categories is obtained from the relevant simulations, though the model dependence is very
small. The mass peak is fitted by a double-gaussian shape. These functions as well as the
data for the different category can be found in Fig. 6.21.
Constraints on fa3
To extract constraints on fa3 we compute the likelihood
1:
L(f̃a3) =
∏
e
Nexp(~xe, f̃a3 ;
~̂
θ, µ̂V BF , µ̂ggH)
where Nexp is from Eq. 6.13, ~xe refers to the value of ~x for event e. The value Ŷ represents
the minimized value, for a given f̃a3 , of Y : µVBF, ~θ (systematic uncertainties) and µggH.
While µVBF is completely free to float, µggH is treated as any nuisance parameter ~θ, i.e. that
they are constraints using an ad hoc pdf during the minimization. The scan of −2 log(L) can
be found in Fig. 6.22 as a function of f̃a3 (Fig. 6.22a) and as a function of fa3 (Fig. 6.22b).
The latter figure is obtained from the former using the f̃a3 → fa3 transformation derived
from Eq. 6.9. We also present in Fig. 6.23 a projection for 100 fb−1 of data recorded at
13 TeV data, using the parton-luminosity ratios 13 TeV to 8 TeV.
1the actual likelihood treats the normalisation parameters with a Poisson probability density function.
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Fig. 6.21: Background fit to the data in the invariant mass region 100 < mγγ < 180 GeV, in the 4
categories. The fitting function (blue solid line) is a polynomial of variable order according
to the category. The Higgs boson signal are shown for VBF+0 (red), VBF
−
0 (violet) and
ggH (green).
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Conclusions Despite the fact that with this statistics there is no sensitivity to the SM VBF
production, the procedure still retains some sensitivity to constrain fa3 , though no exclusion
can be placed at that point. This has to be compared to the constraints placed from the
decay side H → ZZ∗, but also from the production side V H → V bb̄. Results from the CMS
experiment are presented in Ref. [144, 146] and on Fig. 6.24. Overall the ZZ constraints
are overwhelming, but one can see that on the constraints placed from the production side
(V H result), the results obtained in the VBF production in this study are competitive. In
addition, Ref. [146] demonstrates that in the combination of channels, the addition of V H
in the combination is very powerful thanks to the correlation among the different signal
strength.
In addition, one also has to remember that fa3 is not a direct constraint on the model
parameters. The ratio σ1/σ3 also enters the definition of fa3 , these ratios are given in Tab. 6.8.
This favours the VBF production compared to the ZZ one. For instance, a constraint from
VBF such as fV BFa3 < 0.6 translates into a constraint on the corresponding ZZ fa3 parameter
such as fZZa3 < 0.02. Therefore with the increase of statistics, the VBF channel (as long as
the V H channels) can certainly be of great importance in these measurements.
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Fig. 6.22: Likelihood scan as a function of f̃a3 on the left, and as a function of fa3 on the right. The
solid (dashed) line represents the observed (expected) constraint.
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Tab. 6.8: σ1/σ3 cross section ratios calculated with JHU, this enters the definition of fa3 . The VBF
number is computed from this study, the other numbers are from Ref. [146].
Process σ1/σ3
WH 0.017
ZH 0.024
WW 3.0
ZZ 6.4
VBF 0.102
Fig. 6.23: Projection of the limit on f̃a3 for 250 fb−1 at 8 TeV, which would roughly correspond to
100 fb−1 at 13 TeV assuming that the background scales as the signal.
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Fig. 6.24: Constraints on fa3 from (a) ZZ decay [144] and (b) V H production [146] .
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Fig. 6.25: Distributions of the test statistic q = −2 ln(LJP /L0+) for the spin-one and spin-two JP
models tested against the SM Higgs boson hypothesis in the combined H → ZZ∗ and
WW ∗ analyses (run1 data). The expected median and the 68.3%, 95.4%, and 99.7% CL
regions for the SM Higgs boson (orange, the left for each model) and for the alternative
JP hypotheses (blue, right) are shown. The observed q values are indicated by the black
dots and favor the 0+ hypothesis against all the tested alternatives. This figure is extracted
from Ref. [144].
6.4 Conclusions
In this chapter, we have presented two studies of the Higgs boson properties, using the
H → γγ decay. The spin analysis was carried out with the full run1 data which preferred
the scalar hypothesis. With the 8 TeV only dataset, we performed a feasibility study of the
odd-parity HV V anomalous coupling.
I joined the CMS experiment in the end of 2011 and had the great opportunity to witness from
the inside the discovery of the Higgs boson. Six years after , the discovered Higgs boson is
very much like the one expected from the SM. Concerning its spin-parity, the H → ZZ∗ → 4`
(and to less extent the H →WW ∗ decay) thanks to the information encoded in the angle
between the outgoing leptons and to powerful angular analyses, turned out to be a great
laboratory which is demonstrated in Fig. 6.25 extracted from Ref. [144]. Similar analysis
drawing similar conclusions were also published by the Atlas collaboration [145].
The tensor structure of the HV V coupling also underwent severe stress tests. Results from
Run1 favored the production of pure SM-like particle, confirming that this is not a pure
pseudo-scalar particle. Nevertheless, if there was some CP violation in the Higgs sector,
excluding small pseudo-scalar production will require more data. Both the CMS and Atlas
experiments have already released results with 13 TeV dataset and are excluding smaller and
smaller anomalous productions, see Refs [147, 148]. Again, the H → V V ∗ decay channel
turns out to be a very good test bench. The H → γγ decay could be used to probe the
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VBF production for which we showed a nice sensitivity. Nevertheless the VBF process is
not likely to be the one offering the best prospects for these studies as it is disfavoured (for
the pseudo-scalar HV V coupling) especially compared to the VH process, the ratio of the
anomalous production to the SM one being small for VBF (see the conclusions of Sec. 6.3.7
and the discussion on σ1/σ3).
Nevertheless the story is not yet over. One may note that the anomalous HV V tensor
couplings from Eq. 6.3 are dimension 5 operators which in principle are not renormalisable.
Thus, they are certainly induced via loop effect and one may expect them to be small. On the
contrary, in the fermion sector, CP-odd couplings ∝ ψ̄γ5ψH (forbidden in the SM) have the
same dimension as the SM coupling ψ̄ψH and one may expect a sizeable contribution [149,
150]. Such couplings are not yet ruled out and with the observation of the ttH production
by the CMS and Atlas experiments [151, 152], exploring the structure of this tt̄H Yukawa
interaction is definitely one of the next important step in understanding the nature of the
Higgs boson.
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Conclusions and perspectives
In this manuscript, I presented several aspects of my scientific activities during the past 12
years. Most of it was dedicated to the quest of the Higgs bosons first in the context of the
MSSM and then in the context of the SM. After the discovery of the Higgs boson which I had
the privilege to witness in 2012, I oriented my activities towards the study of the Higgs boson
properties. During these years, a large fraction of my time was devoted to the understanding
of the physics objects and the experimental devices which are used in these researches: the
calibration and monitoring of the electromagnetic calorimeter both in D0 and in CMS, the
reconstruction of τ lepton in D0 and of photon in CMS.
The discovery of the Higgs boson has been a huge achievement of the high energy physics
experiments in the past decades. This constitutes a major breakthrough in the understanding
of the electroweak symmetry breaking. As of today, both its couplings to heavy fermions (b
and t quarks, τ leptons) and vector bosons have been firmly established. They correspond
within the experimental precision to the ones expected from the SM predictions. This
puts stringent constraints on models beyond the SM. Nevertheless, for all its successes the
SM leaves many unanswered questions and it appears as a low effective theory of a more
complete model. With eight years of LHC data, the Higgs boson is definitely a light mass
particle (despite being the second heaviest particle of the SM), and yet no new physics at
the TeV scale has been discovered to potentially explain the Higgs boson mass stabilisation:
the naturalness problem remains to be solved. Studying the Higgs boson couplings to SM
particles might be the most promising way to potentially unravel the underlying theory. Is
it the only particle responsible for the electroweak symmetry breaking? Are the seemingly
random Yukawa couplings the final answer to the fermion mass generation? On one side,
the top Yukawa coupling is very close to one, on the other side, the neutrinos are very
close to be massless. The value of the Higgs boson coupling to the top quark is therefore
one of the important piece of this puzzle. Thus, I recently joined the ttH effort using the
diphoton channel, this analysis released with the first 78 fb−1 of runII LHC data, obtained an
evidence for the ttH production in the H → γγ channel [153]. This opens a new window
for the study of the Higgs boson CP properties, indeed this final state can be used to probe a
potential CP-odd coupling between the Higgs boson and the top quark.
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After 9 years of LHC, apart from the Higgs boson, no new TeV-scale particle have been
discovered. Despite a few interesting (3-σ level)discrepancies in flavor physics, especially
in lepton flavor universality, the SM precisely predicts all the measurements performed
during the last decade in high energy physics. If these discrepancies were to be confirmed,
this might point us towards a new energy scale to explore. Otherwise, the most promising
option seems to be the increase of precision in the measurement of SM observables and
especially of the Higgs boson couplings which are still poorly known. Indeed, number of
beyond the SM models predicts deviations to the Higgs boson couplings at the few percent
level. In this respect, increasing the LHC data sample is of major importance to go further
in the understanding of the electroweak symmetry breaking, and the high luminosity run
of the LHC might shed some additional light on this mechanism thanks to the improved
measurement on the Higgs boson couplings, the potential measurement of the double Higgs
boson production and of the double production of longitudinal vector bosons at very high
energy; and I am joining the HL-LHC CMS-upgrade effort. To conclude let’s note that several
Higgs boson properties can not be measured at the LHC, its couplings to low mass particles
are inaccessible, but more importantly its total width. This latter parameter is of tremendous
importance and would be one of the major measurement from an electron-positron collider.
Indeed, such a collider can produce an unbiased sample of Higgs bosons via the Higgs-
Strahlung ZH production allowing for model independent measurements of the different
Higgs branching ratios and total cross section e+e− → ZH, which in turn allows to measure
the total Higgs boson width in a model independent manner. In the absence of any deviations
to the SM, there is a variety of precision measurements to be done, not only to complete the
Higgs boson-property study but also in flavor physics and at the Z pole, which might guide
us to unravel the model beyond the SM and to find the best way to experimentally explore
this new energy scale.
160
Bibliography
[1]V. M. Abazov et al. « The Upgraded D0 detector ». In: Nucl. Instrum. Meth. A 565 (2006),
pp. 463–537. arXiv: physics/0507191 [physics.ins-det].
[2]S. Abachi et al. « The D0 Detector ». In: Nucl. Instrum. Meth. A 338 (1994), pp. 185–253.
[3]H. Greenlee. « The D0 Kalman Track Fit ». In: D0 Note 4303 (2003).
[4]C. Tully A. Schwartzman. « Primary Vertex Reconstruction by Means of Adaptive Vertex Fitting ».
In: D0 Note 4918 (2005).
[5]V. M. Abazov et al. « Muon reconstruction and identification with the Run II D0 detector ». In:
Nucl. Instrum. Meth. A 737 (2014), pp. 281–294. arXiv: 1307.5202 [hep-ex].
[6]G. C. Blazey et al. Run II Jet Physics: Proceedings of the Run II QCD and Weak Boson Physics
Workshop. 2000. eprint: arXiv:hep-ex/0005012.
[7]V. M. Abazov et al. « Jet energy scale determination in the D0 experiment ». In: Nucl. Instrum.
Meth. A 763 (2014), pp. 442–475. arXiv: 1312.6873 [hep-ex].
[8]V. M. Abazov et al. « b-Jet Identification in the D0 Experiment ». In: Nucl. Instrum. Meth. A 620
(2010), pp. 490–517. arXiv: 1002.4224 [hep-ex].
[9]R. Madar. « Identification des leptons τ et recherche du boson de Higgs auprès du Tevatron ».
PhD thesis. Université Paris XI, 2011.
[10]V. M. Abazov et al. « Electron and Photon Identification in the D0 Experiment ». In: Nucl.
Instrum. Meth. A 750 (2014), pp. 78–95. arXiv: 1401.0029 [hep-ex].
[11]A. Hoecker, P. Speckmayer, J. Stelzer, et al. « TMVA: Toolkit for Multivariate Data Analysis ».
In: PoS ACAT (2007), p. 040. arXiv: physics/0703039.
[12]D. Buskulic et. al. « A precise measurement of Γ(Z → bb)/Γ(Z → hadrons) ». In: Physics Letters
B 313.3 (1993), pp. 535 –548.
[13]V. M. Abazov et. al. « Search for the standard model Higgs boson in tau lepton pair final states ».
In: Phys. Lett. B714 (2012), pp. 237–245. arXiv: 1203.4443 [hep-ex].
[14]S. L. Glashow. « Partial Symmetries of Weak Interactions ». In: Nucl. Phys. 22 (1961), pp. 579–
588.
[15]Abdus Salam. « Weak and Electromagnetic Interactions ». In: Conf. Proc. C680519 (1968),
pp. 367–377.
[16]S. Weinberg. « A Model of Leptons ». In: Phys. Rev. Lett. 19 (21 1967), pp. 1264–1266.
161
[17]F.J. Hasert et al. « Search for elastic muon-neutrino electron scattering ». In: Phys. Lett. B46.1
(1973), pp. 121 –124.
[18]F. J. Hasert et al. « Observation of Neutrino Like Interactions Without Muon Or Electron in the
Gargamelle Neutrino Experiment ». In: Phys. Lett. B46 (1973). [,5.15(1973)], pp. 138–140.
[19]G. Arnison et al. « Experimental Observation of Isolated Large Transverse Energy Electrons with
Associated Missing Energy at s**(1/2) = 540-GeV ». In: Phys. Lett. B122 (1983). [,611(1983)],
pp. 103–116.
[20]M. Banner et al. « Observation of Single Isolated Electrons of High Transverse Momentum in
Events with Missing Transverse Energy at the CERN anti-p p Collider ». In: Phys. Lett. B122
(1983). [,7.45(1983)], pp. 476–485.
[21]G. Arnison et al. « Experimental Observation of Lepton Pairs of Invariant Mass Around 95 GeV
at the CERN SPS Collider ». In: Phys. Lett. B126 (1983). [,7.55(1983)], pp. 398–410.
[22]P. Bagnaia et al. « Evidence for Z → e+e− at the CERN anti-p p Collider ». In: Phys. Lett. B129
(1983). [,7.69(1983)], pp. 130–140.
[23]P. W. Higgs. « Broken Symmetries and the Masses of Gauge Bosons ». In: Phys. Rev. Lett. 13 (16
1964), pp. 508–509.
[24]F. Englert and R. Brout. « Broken Symmetry and the Mass of Gauge Vector Mesons ». In: Phys.
Rev. Lett. 13 (9 1964), pp. 321–323.
[25]G. S. Guralnik, C. R. Hagen, and T. W. B. Kibble. « Global Conservation Laws and Massless
Particles ». In: Phys. Rev. Lett. 13 (20 1964), pp. 585–587.
[26]J.-L. Gervais and B. Sakita. « Field theory interpretation of supergauges in dual models ». In:
Nuclear Physics B 34 (Nov. 1971), pp. 632–639.
[27]Yu. A. Golfand and E. P. Likhtman. « Extension of the Algebra of Poincare Group Generators and
Violation of p Invariance ». In: JETP Lett. 13 (1971). [Pisma Zh. Eksp. Teor. Fiz.13,452(1971)],
pp. 323–326.
[28]D. V. Volkov and V. P. Akulov. « Possible universal neutrino interaction ». In: JETP Lett. 16
(1972). [Pisma Zh. Eksp. Teor. Fiz.16,621(1972)], pp. 438–440.
[29]Pierre Fayet and J. Iliopoulos. « Spontaneously Broken Supergauge Symmetries and Goldstone
Spinors ». In: Phys. Lett. 51B (1974), pp. 461–464.
[30]L. O’Raifeartaigh. « Spontaneous Symmetry Breaking for Chiral Scalar Superfields ». In: Nucl.
Phys. B96 (1975), pp. 331–352.
[31]Pierre Fayet and S. Ferrara. « Supersymmetry ». In: Phys. Rept. 32 (1977), pp. 249–334.
[32]S. L. Adler and W. A. Bardeen. « Absence of Higher-Order Corrections in the Anomalous
Axial-Vector Divergence Equation ». In: Phys. Rev. 182 (5 1969), pp. 1517–1536.
[33]Howard E. Haber. « Introductory low-energy supersymmetry ». In: Proceedings, Theoretical
Advanced Study Institute (TASI 92): From Black Holes and Strings to Particles: Boulder, USA,
June 1-26, 1992. 1993, pp. 589–686. arXiv: hep-ph/9306207 [hep-ph].
[34]A. Djouadi. « The Anatomy of electro-weak symmetry breaking. II. The Higgs bosons in
the minimal supersymmetric model ». In: Phys. Rept. 459 (2008), pp. 1–241. arXiv: hep-
ph/0503173 [hep-ph].
162
[35]B. Ananthanarayan, George Lazarides, and Q. Shafi. « Top mass prediction from supersymmetric
guts ». In: Phys. Rev. D44 (1991), pp. 1613–1615.
[36]V. Barger and K. Chung. « Implications of new CMB data for neutralino dark matter ». In:
Physics Letters B 518.1 (2001), pp. 117 –122.
[37]Marcela Carena, S. Heinemeyer, C. E. M. Wagner, and G. Weiglein. « MSSM Higgs boson
searches at the Tevatron and the LHC: Impact of different benchmark scenarios ». In: Eur. Phys.
J. C45 (2006), pp. 797–814. arXiv: hep-ph/0511023 [hep-ph].
[38]Marcela Carena, S. Heinemeyer, C. E. M. Wagner, and G. Weiglein. « Suggestions for benchmark
scenarios for MSSM Higgs boson searches at hadron colliders ». In: Eur. Phys. J. C26 (2003),
pp. 601–607. arXiv: hep-ph/0202167 [hep-ph].
[39]S. Schael et al. « Search for neutral MSSM Higgs bosons at LEP ». In: Eur. Phys. J. C47 (2006),
pp. 547–587. arXiv: hep-ex/0602042 [hep-ex].
[40]T. Affolder et al. « Search for Neutral Supersymmetric Higgs Bosons in pp Collisions at
√
s =
1.8TeV ». In: Phys. Rev. Lett. 86 (20 2001), pp. 4472–4478.
[41]A. Abulencia et al. « Search for Neutral Higgs Bosons of the Minimal Supersymmetric Standard
Model Decaying to τ Pairs in pp Collisions at
√
s = 1.96 TeV ». In: Phys. Rev. Lett. 96 (1 2006),
p. 011802.
[42]T. Aaltonen et al. « Search for Higgs Bosons Predicted in Two-Higgs-Doublet Models via Decays
to Tau Lepton Pairs in 1.96 TeV pp Collisions ». In: Phys. Rev. Lett. 103 (20 2009), p. 201801.
[43]V. M.. Abazov et al. « Search for Neutral Higgs Bosons Decaying to Tau Pairs in pp Collisions at√
s = 1.96 TeV ». In: Phys. Rev. Lett. 97 (12 2006), p. 121802.
[44]V. M. Abazov et al. « Search for Higgs Bosons Decaying to Tau Pairs in pp Collisions with the
D0 Detector ». In: Phys. Rev. Lett. 101 (7 2008), p. 071804.
[45]V. M. Abazov et al. « Search for the Associated Production of a b Quark and a Neutral Su-
persymmetric Higgs Boson that Decays into τ Pairs ». In: Phys. Rev. Lett. 104 (15 2010),
p. 151801.
[46]V. M. Abazov et. al. « Search for neutral supersymmetric Higgs bosons in multijet events at
√
s
= 1.96-TeV ». In: Phys. Rev. Lett. 95 (2005), p. 151801. arXiv: hep-ex/0504018 [hep-ex].
[47]T. Sjostrand, S. Mrenna, and P. Z. Skands. « PYTHIA 6.4 Physics and Manual ». In: JHEP 05
(2006), p. 026. arXiv: hep-ph/0603175 [hep-ph].
[48]M.L. Mangano et. al. « ALPGEN, a generator for hard multiparton processes in hadronic
collisions ». In: JHEP 07 (2003), p. 001. arXiv: hep-ph/0206293 [hep-ph].
[49]Z. Was. « TAUOLA the library for tau lepton decay, and KKMC / KORALB / KORALZ /...
status report ». In: Nucl. Phys. Proc. Suppl. 98 (2001). [,96(2000)], pp. 96–102. arXiv: hep-
ph/0011305 [hep-ph].
[50]D. J. Lange. « The EvtGen particle decay simulation package ». In: Nucl. Instrum. Meth. A462
(2001), pp. 152–155.
[51]R. Brun, F. Bruyant, M. Maire, A. C. McPherson, and P. Zanarini. « GEANT3 ». In: (1987).
[52]J.M. Campbell and R. K. Ellis. « An Update on vector boson pair production at hadron colliders ».
In: Phys. Rev. D60 (1999), p. 113006. arXiv: hep-ph/9905386 [hep-ph].
163
[53]S. Heinemeyer, W. Hollik, and G. Weiglein. « FeynHiggs: A Program for the calculation of the
masses of the neutral CP even Higgs bosons in the MSSM ». In: Comput. Phys. Commun. 124
(2000), pp. 76–89. arXiv: hep-ph/9812320 [hep-ph].
[54]G. Degrassi, S. Heinemeyer, W. Hollik, P. Slavich, and G. Weiglein. « Towards high precision
predictions for the MSSM Higgs sector ». In: Eur. Phys. J. C28 (2003), pp. 133–143. arXiv:
hep-ph/0212020 [hep-ph].
[55]M. Frank, T. Hahn, S. Heinemeyer, et al. « The Higgs Boson Masses and Mixings of the
Complex MSSM in the Feynman-Diagrammatic Approach ». In: JHEP 02 (2007), p. 047. arXiv:
hep-ph/0611326 [hep-ph].
[56]David Noth and Michael Spira. « Higgs Boson Couplings to Bottom Quarks: Two-Loop Supersymmetry-
QCD Corrections ». In: Phys. Rev. Lett. 101 (2008), p. 181801. arXiv: 0808.0087 [hep-ph].
[57]R. V. Harlander and W. B. Kilgore. « Next-to-next-to-leading order Higgs production at hadron
colliders ». In: Phys. Rev. Lett. 88 (2002), p. 201801. arXiv: hep-ph/0201206 [hep-ph].
[58]C. Anastasiou and K. Melnikov. « Higgs boson production at hadron colliders in NNLO QCD ».
In: Nucl. Phys. B646 (2002), pp. 220–256. arXiv: hep-ph/0207004 [hep-ph].
[59]V. Ravindran, J. Smith, and W. L. van Neerven. « NNLO corrections to the total cross-section for
Higgs boson production in hadron hadron collisions ». In: Nucl. Phys. B665 (2003), pp. 325–
366. arXiv: hep-ph/0302135 [hep-ph].
[60]S. Catani, D. de Florian, M. Grazzini, and P. Nason. « Soft gluon resummation for Higgs
boson production at hadron colliders ». In: JHEP 07 (2003), p. 028. arXiv: hep-ph/0306211
[hep-ph].
[61]U. Aglietti, R. Bonciani, G. Degrassi, and A. Vicini. « Two loop light fermion contribution to Higgs
production and decays ». In: Phys. Lett. B595 (2004), pp. 432–441. arXiv: hep-ph/0404071
[hep-ph].
[62]S. Actis, G. Passarino, C. Sturm, and S. Uccirati. « NLO Electroweak Corrections to Higgs Boson
Production at Hadron Colliders ». In: Phys. Lett. B670 (2008), pp. 12–17. arXiv: 0809.1301
[hep-ph].
[63]D. Graudenz, M. Spira, and P. M. Zerwas. « QCD corrections to Higgs boson production at
proton proton colliders ». In: Phys. Rev. Lett. 70 (1993), pp. 1372–1375.
[64]M. Spira, A. Djouadi, D. Graudenz, and P. M. Zerwas. « Higgs boson production at the LHC ».
In: Nucl. Phys. B453 (1995), pp. 17–82. arXiv: hep-ph/9504378 [hep-ph].
[65]R.V. Harlander and W. B. Kilgore. « Higgs boson production in bottom quark fusion at next-
to-next-to leading order ». In: Phys. Rev. D68 (2003), p. 013001. arXiv: hep- ph/0304035
[hep-ph].
[66]J.M. Campbell, R.K. Ellis, F. Maltoni, and S. Willenbrock. « Higgs-Boson production in associa-
tion with a single bottom quark ». In: Phys. Rev. D67 (2003), p. 095002. arXiv: hep-ph/0204093
[hep-ph].
[67]S. Dittmaier, M. Krämer, and M. Spira. « Higgs radiation off bottom quarks at the Tevatron and
the CERN LHC ». In: Phys. Rev. D70 (2004), p. 074010. arXiv: hep-ph/0309204 [hep-ph].
[68]S. Dawson, C. B. Jackson, L. Reina, and D. Wackeroth. « Exclusive Higgs boson production
with bottom quarks at hadron colliders ». In: Phys. Rev. D69 (2004), p. 074027. arXiv: hep-
ph/0311067 [hep-ph].
164
[69]T. Andeen et. al. In: FERMILAB-TM-2365 (2007).
[70]V. M. Abazov et. al. « Precise study of the Z/γ∗ boson transverse momentum distribution
in pp̄ collisions using a novel technique ». In: Phys. Rev. Lett. 106 (2011), p. 122001. arXiv:
1010.0262 [hep-ex].
[71]T. Junk. « Confidence level computation for combining searches with small statistics ». In: Nucl.
Instrum. Meth. A434 (1999), pp. 435–443. arXiv: hep-ex/9902006 [hep-ex].
[72]W. Fisher. « Systematics and limit calculations ». In: FERMILAB-TM-2386-E (2006).
[73]V. M. Abazov et. al. « Search for neutral Higgs bosons in multi-b-jet events in pp̄ collisions at√
s = 1.96-TeV ». In: Phys. Rev. Lett. 101 (2008), p. 221802. arXiv: 0805.3556 [hep-ex].
[74]V. M. Abazov et. al. « Search for neutral Higgs bosons in the multi-b-jet topology in 5.2fb−1 of
pp̄ collisions at
√
s = 1.96 TeV ». In: Phys. Lett. B698 (2011), pp. 97–104. arXiv: 1011.1931
[hep-ex].
[75]B. Tuchming. Des muons aux bosons de Higgs supersymétrique dans l’expérience D0. HDR,
Université Paris-Diderot (Paris 7), 2011.
[76]M. Michaut. « Recherche de bosons de Higgs supersymétriques au Tevatron dans l’expérience
D0 ». PhD thesis. Université Paris XI, 2006.
[77]V. M. Abazov et. al. « Search for Higgs bosons of the minimal supersymmetric standard model in
pp̄ collisions at
√
(s) = 1.96 TeV ». In: Phys. Lett. B710 (2012), pp. 569–577. arXiv: 1112.5431
[hep-ex].
[78]V. M. Abazov et. al. « Search for neutral Minimal Supersymmetric Standard Model Higgs bosons
decaying to tau pairs produced in association with b quarks in pp̄ collisions at
√
s = 1.96 TeV ».
In: Phys. Rev. Lett. 107 (2011), p. 121801. arXiv: 1106.4885 [hep-ex].
[79]T. Aaltonen et. al. « Search for Higgs Bosons Produced in Association with b-quarks ». In: Phys.
Rev. D85 (2012), p. 032005. arXiv: 1106.4782 [hep-ex].
[80]S. Chatrchyan et. al. « Search for Neutral MSSM Higgs Bosons Decaying to Tau Pairs in pp
Collisions at
√
s = 7 TeV ». In: Phys. Rev. Lett. 106 (2011), p. 231801. arXiv: 1104.1619
[hep-ex].
[81]G. Aad et. al. « Search for neutral MSSM Higgs bosons decaying to τ+τ− pairs in proton-proton
collisions at
√
s = 7 TeV with the ATLAS detector ». In: Phys. Lett. B705 (2011), pp. 174–192.
arXiv: 1107.5003 [hep-ex].
[82]T. Aaltonen et. al. « Search for Neutral Higgs Bosons in Events with Multiple Bottom Quarks at
the Tevatron ». In: Phys. Rev. D86 (2012), p. 091101. arXiv: 1207.2757 [hep-ex].
[83]Vardan Khachatryan et al. « Search for neutral MSSM Higgs bosons decaying to a pair of tau
leptons in pp collisions ». In: JHEP 10 (2014), p. 160. arXiv: 1408.3316 [hep-ex].
[84]M. Carena, S. Heinemeyer, O. Stål, C. E. M. Wagner, and G. Weiglein. « MSSM Higgs Boson
Searches at the LHC: Benchmark Scenarios after the Discovery of a Higgs-like Particle ». In: Eur.
Phys. J. C73.9 (2013), p. 2552. arXiv: 1302.7033 [hep-ph].
[85]A. M. Sirunyan et al. « Search for additional neutral MSSM Higgs bosons in the ττ final state
in proton-proton collisions at
√
s = 13 TeV ». In: (2018). arXiv: 1803.06553 [hep-ex].
[86]CMS collaboration. CMS Luminosity - Public results. https://twiki.cern.ch/twiki/bin/
view/CMSPublic/LumiPublicResults. Accessed: 2018-08-01.
165
[87]S. Chatrchyan et al. « The CMS experiment at the CERN LHC ». In: JINST 3 (2008), S08004.
[88]D. Abbaneo et al. « A Combination of preliminary electroweak measurements and constraints
on the standard model ». In: (2001). arXiv: hep-ex/0112021 [hep-ex].
[89]In: ().
[90]In: ().
[91]M. Anfreville et al. « Laser monitoring system for the CMS lead tungstate crystal calorimeter ».
In: Nucl. Instrum. Meth. A594 (2008), pp. 292–320.
[92]« CMS ECAL with 2017 data ». In: (2018).
[93]CMS Collaboration. « ECAL Technical Design Report (TDR) ». CMS Collection. 1997.
[94]E. Meschi, T. Monteiro, C. Seez, and P. Vikas. Electron Reconstruction in the CMS Electromagnetic
Calorimeter. Tech. rep. CMS-NOTE-2001-034. Geneva: CERN, 2001.
[95]A. M. Sirunyan et al. « Particle-flow reconstruction and global event description with the CMS
detector ». In: JINST 12.10 (2017), P10003. arXiv: 1706.04965 [physics.ins-det].
[96]R Frühwirth. Track fitting with non-Gaussian noise. Tech. rep. HEPHY-PUB-658. Wien: Österr.
Akad. Wiss. Inst. Hochenergiephys., 1996.
[97]W. Adam, R. Frühwirth, A. Strandlie, and T. Todorov. « Reconstruction of electrons with the
Gaussian-sum filter in the CMS tracker at the LHC ». In: Journal of Physics G Nuclear Physics 31
(Sept. 2005), N9–N20. eprint: physics/0306087.
[98]A. M .and others Sirunyan. « Measurements of Higgs boson properties in the diphoton decay
channel in proton-proton collisions at
√
s = 13 TeV ». In: accepted by JHEP (2018). arXiv:
1804.02716 [hep-ex].
[99]S. Chatrchyan et al. « Energy Calibration and Resolution of the CMS Electromagnetic Calorime-
ter in pp Collisions at
√
s = 7 TeV ». In: JINST 8 (2013). [JINST8,9009(2013)], P09009. arXiv:
1306.2016 [hep-ex].
[100]Andreas Hoecker, Peter Speckmayer, Joerg Stelzer, et al. « TMVA: Toolkit for Multivariate Data
Analysis ». In: PoS ACAT (2007), p. 040. arXiv: physics/0703039.
[101]M. Machet. « Higgs boson production in the diphoton channel decay channel with CMS at the
LHC. » PhD thesis. Université Paris-Saclay, 2016.
[102]I. Kucher. « Search for the Higgs boson decaying to two photons and produced in association
with a pair of top quarks in the CMS experiment. » PhD thesis. Université Paris-Saclay, 2017.
[103]Measuring Electron Efficiencies at CMS with Early Data. 2008.
[104]« Electron and photon performance in CMS with the full 2016 data sample. » In: (2017).
[105]C. Patrignani et al. « Review of Particle Physics ». In: Chin. Phys. C40.10 (2016), p. 100001.
[106]Fred James and Matthias Winkler. « MINUIT User’s Guide ». In: (2004).
[107]Fred James and Matthias Winkler. « C++ MINUIT User’s Guide ». In: (2004).
[108]R. Brun and F. Rademakers. « ROOT: An object oriented data analysis framework ». In: Nucl.
Instrum. Meth. A389 (1997), pp. 81–86.
[109]B.L. Roberts, R.A.J. Riddle, and G.T.A. Squier. « Measurement of Lorentzian linewidths ». In:
Nucl. Instrum. Meth. A 130.2 (1975), p. 559.
166
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