Abstract. In computational musicology research, clustering is a common approach to the analysis of expression. Our research uses mathematical model selection criteria to evaluate the performance of clustered and non-clustered models applied to intra-phrase tempo variations in classical piano performances. By engaging different standardisation methods for the tempo variations and engaging different types of covariance matrices, multiple pieces of performances are used for evaluating the performance of candidate models. The results of tests suggest that the clustered models perform better than the non-clustered models and the original tempo data should be standardised by the mean of tempo within a phrase.
Pianists typically vary the length of beats throughout classical piano performances. Such variations are known as expressive timing. Given the same piece of music, expressive timing is considered to contribute the expressive performances. To analyse the tempo variations in expressive performance, clustering of expressive timing in a unit of music is widely used by different researchers. For example, Rink et. al. [22] analyse the beat timing of bars and classify these bars into four clusters using beat length distribution of each bar. They assert that musical structure and performed patterns are closely related. Repp [16] used Principal Component Analysis (PCA) to show different timing strategies and interpretations of the same piece and regarded them as different types of performances. Madsen and Widmer [11] defined common gestures of in expressive performances and made an "alphabet" to compare similarity between performers. In additions to different clustering methods, the unit of length in each analysis varies between researches, e.g. half a bar [11] , bar [22] and phrases [14] . In this paper, we show that it is useful to cluster tempo variations within a phrase.
Despite there are many works attempting clustering of tempo with a success, there is little evidence available to date to support the notion that it is useful to cluster expressive timing. In this paper, we demonstrate that it is useful to cluster intra-phrase expressive timing in performed music as a phrase can contain enough variations in expressive timing to enable us to perform an accurate analysis. Moreover, analysing expressive timing with the unit of a phrase can provide more samples of expressive timing than analysing with the unit of a performance with the same database of expressive timing information.
To support the notion that clustering expressive timing within a phrase is useful, we compare how non-clustered and clustered models are performed when candidate models are applied to fit the the distribution of expressive timing within a phrase. Because of central limit theory [20, p. 204] , which says that normal distributions can approximate the distribution of variable with sufficient large number of samples, we choose the Gaussian model -the most widely used non-clustered model [12, p. 39 ] -as the framework of candidate non-clustered models. Furthermore, the mixture of Gaussian models -the Gaussian Mixture Model (GMM) -is chosen as the framework of the candidate clustered models.
The process of comparing the performance of different models is known as model selection. Common methods [2, p. 36] used for model selection include model selection criterion, goodness-of-fit tests and cross-validation tests. We chose cross-validation as the primary measurement of model performance because cross-validation has been well studied as a basis for model selection [2, p. 36] . The use of model selection criteria is hence selected as our second evaluation of model performance for comparison purposes.
In this paper, we use a private database and a public database for analysis. For easier implementation by machines, the candidate pieces for analysis are preferred to have identical lengths for each phrase. Furthermore, to aid clustering, we want the candidate piece to be repetitive, as we anticipate the expressive timing in repetitive phrases to be similar to each other. Candidate piece for the private database we selected for this paper is the first 84 bars of Islamey [1] , which contains only three themes repeated. To show that clustering the expressive timing is also helpful for the less repetitive candidate pieces, we also choose Chopin Mazurkas Op.24 No.2 (in short, Op.24/2) and Op.30 No.2 (in short, Op.30/2) to demonstrate the clustering of expressive timing within a phrase. This paper is organised in the following way: we first introduce our database. Then, we introduce the clustered and non-clustered candidate models. Next, we test the cross-validation likelihood of the candidate models and examine the model selection criteria with Islamey. Finally, we investigate whether similar results can be repeated for the two Chopin Mazurkas.
Data Collection
In this paper, we use two databases: a private database and a public database. The private database consists of 25 performances 1 of Islamey. Unlike Mazurkas, which has a comprehensive but complicated music structure, the music structure of Islamey is simpler but the phrase lengths are consistent. The candidate piece in the private database is the first 84 bars of Islamey [1] . This section of Islamey has a four-bar coda and 40 two-bar phrases. In this database, we exclude the four-bar coda as the length of the coda differs from the other phrases, so in total we have 40 phrases for analysis in each performance.
The initial structure analysis was performed by the author (Shengchen Li) and verified by a professional composer. The analysis shows that there are only three themes for the two-bar phrases in the part of Islamey we considered and that two themes repeat ten times and one theme repeats twenty times. We show the results of the analysis of the music structure in Figure 1 . We anticipate the expressive timing in repetitive phrases would be similar in the same rendering, thus the expressive timing in the Islamey database may lead itself to clustering. In our Islamey database, we have 25 performances from different performers. As there are 40 phrases considered in each piece of performance, in total we have 40 × 25 = 1000 annotated phrases in the Islamey database.
The public database is the Mazurka dataset annotated by Sapp [18] . The database is used as the raw data in [18] , [21] and [22] and was created by the CHARM project.
2 The Chopin Mazurkas have 3-beat bars and the music structure information is included in the database for each candidate piece. Mazurkas are popular pieces amongst classical pianists, and thus for each piece in the Mazurka database, there are multiple performances from the same performer. There are five pieces of Mazurkas in the database: Op.17/4, Op.24/2, Op.30/2, Op.63/3 and Op.68/3. However, as we discussed, we want the phrase lengths in the candidate pieces to be consistent, consequently we only used the data from Op.24/2 and Op.30/2 in this paper.
According the the music structure analysis of Islamey and the music structure information provided for Chopin Mazurkas, all candidate pieces exhibit a hierarchical music structure. In defining the term phrase to specify the basic unit of music structure, we use the term, higher-level phrase, to specify a segment that contains several consecutive phrases. 
Data Annotation
Now we are going to introduce how we annotated our expressive timing in Islamey. Currently, the accuracy of automatic beat detection is still lower than human annotation in performed music. As a result, the popular method of beat tracking is to tap along with the performed music [10] . However, due to the perception process and possible delays from the devices [6] , there are minor errors of beat timing in human annotation.
To minimise the error of annotation, we utilised a two-stage process for recording beat timing. This method makes use of the advantages of both human and machine annotation. In Figure 2 , we show the two-stage method for the annotation of beat timing. The tool used for the annotation of beat timing is Sonic Visualiser 3 . The y-axis shows the amplitude scale of waveforms in the L and R channel of the original audio file. The x-axis shows the timing.
We first tap along with each performance ten times. Then, the timing of each beat is utilised as the averaged timing of the ten different taps, as shown as the lines with spots in Figure 2 . We then use a beat detection function in Sonic Visualiser [5] , which is shown as the contour at the bottom of Figure 2 . The contour is not smooth but rather it shows steps as the time span of each step is related to the width of the window in the algorithm. Then, we manually move the annotated beat timings to the nearest peak shown by the beat detection function. The arrows in Figure 2 show such moves and the lines with stars label the final beat timing.
Pre-processing of Beat Timing
Although expressive timing is the subject of this paper, the term, tempo, is more commonly used by musicians. Tempo is defined as "the rate at which musical notes are played, expressed in score time units per real time unit" [8] . In this paper, we calculate the value of tempo using IBI. Here, we let a series of expressive timings on each beat in a performance be represented as {t 0 , t 1 , t 2 , . . . , t n }, the tempo value can then be calculated as:
In common practice, the unit of beats per minute (bpm) for tempo is used, so the conversion between beat timing and tempo can be written as:
The exact timing of beats does not reflect the perception of tempo. As suggested by [3] , we smoothed the raw tempo by averaging the three neighbouring beats. Here, we suppose {τ 1 , τ 2 , ..., τ n } represents the tempo values of each beat in a performance, the smoothed tempo values are then represented as {τ 1 ,τ 2 , ...,τ n }, whereτ
Although all our tempo values are taken from the same piece (Islamey), different performers will play at a different overall tempo throughout different phrases. We regard such differences as speed bias. This prevents the direct comparison of phrases such that the expressive timing of different phrases are clustered according speed bias rather than the changes of beat timing. To remove the possible effects of speed bias, we introduce a standardisation process to remove the speed bias. The standardisation process intends to remove, or minimise the difference of overall tempo throughout different phrases.
In previous works ( [7] and [13] ), a logarithm was used to standardise tempo variations. The standardisation process minimises the difference in global tempo across different performances. We therefore also try a logarithm (LOG) standardisation process. Moreover, in statistics, a standard way to normalise the differences between means in samples is to use standard scores [20, p. 101] , which standardise the mean and variance of data to a specific value. We propose this as a candidate standardisation method MVR (Mean-Variance Regulation). Additionally, a previous work suggested that the tempo variations within a phrase are effected by the global tempo [15] . Therefore, we consider two other methods that investigate if the tempo variations within a phrase are proportional to other hyper-parameters (such as the mean and range of tempo variations within a phrase). The first method we propose is Mean Regulation (MR), which forces the mean tempo value in each phrase to be 1. Another method we proposed is Range Regulation (RR), which forces the range of tempo in each phrase to a specific value.
We introduce the implementation of four standardisation methods: RR, MR, MVR and LOG. Here, we give mathematical definitions of these methods. Let
n ) represent original and tempo variation standardised by method X, respectively, so we can give a mathematical representation of each standardisation method.
LOG-scaling (LOG) standardisation
This method log scale tempo variations within each phrase. As the logarithm is a non-linear transform, the range of overall tempo throughout different phrases is mapped to a smaller range after scaled by logarithm. The mathematical representation of LOG standardisation is:
Mean-Variance-Regulation (MVR) standardisation
This method is a common method used in statistics. We force the tempo variation in each phrase to have a mean of 0 and a variance of 1. This methods is known as normalisation in signal processing and statistics. It is also called standard score in statistics [20, p. 101] . The mathematical representation of MVR is:
Mean-Regulation (MR) standardisation
This method forces the mean value of tempo variation within each phrase to 1, which ensures differences of global tempo between phrases are removed. The degree of stretching of tempo variations is set to the mean of each tempo curve. This method assumes that the degree of tempo variation is related to the global tempo and hence can be taken as a simpler version of the standard score that is used in statistics [20, p. 101] . The MR standardisation can be represented as:
, for j = 1, 2, . . . , n.
Range-Regulation (RR) standardisation
The range of tempo variation within each phrase is regulated to a specific value in this standardisation method. Unlike the other standardisation methods, RR forces the range of variations to an absolute unified value. By unifying the range of tempo variations in each phrase, the differences in standardised global tempo between phrases are minimised. The RR standardisation can be represented as: (7), (6) and (5), there are no units for the values of the standardised tempo. We omit the units for the standardised tempo of the LOG method for comparison purpose).
In Figure 3 , we show some examples of standardisation. The standardisation methods employed from left to right are: none (original tempo variations), RR, MR, MVR and LOG. The four sample tempo variations represent four easily identifiable types of tempo variations within a phrase. If the tempo in a phrase keeps speeding up, we identify the tempo variation as 'accelerating'. If the tempo in a phrase speeds up and then slows down, we call the type of tempo variation a 'symmetric type' of tempo variations within a phrase. If the tempo in a phrase has varied across a minor range, we classify the tempo variation as 'constant'. Finally, if the tempo in a phrase slows down, we classify the tempo variations as 'decelerating'.
According to the mathematical definitions of the standardisation methods, we can see that the differences in the global tempo are eliminated by the MR and MVR methods only. The LOG and RR methods only reduce such differences. Moreover, the RR and MVR methods tend to even out the range of tempo variations across phrases. The MR method stretches the tempo variations in each phrase slightly. The LOG method is a non-linear transformation, the shape of tempo variations changes very little, while the variations are slightly magnified. The resulting standardised tempo variations by MVR introduces various results. As shown in the fourth column in Figure 3 , the more variant tempo curves are flattened and the less variant tempo curves are amplified. However, as we are uncertain about which aspect affects the clustering of expressive timing, we also compared the experimental results with different standardisation methods employed in further experiments.
Mathematical Models
In our Islamey database, there are 25 performances and each performance comprises 40 phrases for analysis (see Section 1). In each phrase, there are only eight beats. As a result, the data we use for model analysis comprises 1000 samples of an eight-point vector. If we consider each eight-point vector as a point in eight-dimensional space, the candidate mathematical models predict the distribution of expressive timing in an eight-dimensional space. We used the Gaussian distribution as a non-clustered model and the GMM as a clustered model.
Non-clustered models
To build the Gaussian model, we need to train the mean and covariance matrix of the model. In this paper, there are two different conditions for the mean and two different conditions for the covariance matrix. By combining the conditions for mean and the conditions for covariance, we obtained four candidate non-cluster models.
Besides the mean of the Gaussian model in the normal case [12, p. 38], we propose a restricted version of mean as a series of constant values because in piano practice, using metronome to keep a constant tempo is considered a useful way to practise (in Prelude of [9] ). As a result, if the mean is restricted, we only use the covariance matrix to fit the tempo variations within a phrase. We use the letter 'C' to represent the models with constant mean in context and the letter 'N' to represent the models that use the normal mean. Consequently, herein, the models with a constant mean are called 'C models' and the models with no restrictions on the mean are called 'N models'.
We propose two versions of the covariance matrix. The normal definition of the covariance matrix in Gaussian models has no restrictions. For comparison, we propose a restriction of the diagonal covariance matrix in other to investigate whether the tempo variation on each beat is related to the tempo variations on other beats. With the diagonal covariance matrix engaged, a multivariate Gaussian model can be written as the product of multiple Gaussian models, which suggests that the variances of each beat are independent of each other. We use the letter 'F' to represent the covariance matrix without restrictions and the letter 'D' to represent the models with a restricted covariance matrix. The restriction of the covariance matrix also has a musical significance as the restricted diagonal covariance matrix assumes the tempo variation on each beat is independent of tempo variations on other beats.
Combining the conditions for the mean and the covariance matrix in the Gaussian model gave us four types of non-clustered candidate models: CD models, CF models, ND models and NF models. Next, we give the mathematical definitions of the candidate models. However, before giving the definitions, we need to define some notations.
We use N to represent the Gaussian (Normal) distribution, − → T n to represent the standardised tempo within a phrase, − → µ to represent the mean of the Gaussian distribution and Σ to represent the covariance matrix. As we propose two types of means and covariance matrices, we use − → µ c and − → µ n to represent the means of the C and N models, receptively. Now if we let
.., τ ik ) represent the standardised tempo variations in phrase i that has k beats, if there are l phrases in the database, then . . .
With the annotation introduced, we now define the four candidate models in (8), (9) , (10) and (11), e.g.
Clustered models
A straightforward way to build a clustered model is to mix several non-clustered models [12, p. 340] . In this research, we combine several Gaussian models for non-clustered models to form the clustered models. The combination of several Gaussian models are called Gaussian Mixture Models (GMM). We recall that the definition of GMM with A Gaussian components for the distribution of multivariate variable T i is
There are three variables in GMM: the means of the Gaussian components µ a , the covariance matrix of each Gaussian component Σ a and the weight of each Gaussian component π a . As we would like to observe the centroids of each resulting cluster, we do not restrict the mean of each Gaussian component. Moreover, since we have background knowledge about the weight of each Gaussian component, we cannot set restrictions on the weight. Therefore we propose some restrictions to the covariance matrices in GMMs only.
Similar to the case in non-clustered Gaussian models, we can restrict the covariances to be diagonal or not (namely to use Σ diag and Σ f ull in the proposed models, respectively). Again we use letter 'D' to represent the covariance matrices that are restricted to the diagonal and we use letter 'F' to represent the covariance matrices without restrictions. The musical significance of the restrictions of covariance matrices remain the same.
Furthermore, we want to investigate if the variance on each beat or the covariance between beats are independent to the tempo variations within a phrase. According to the definition of GMM [12, p. 341], for each Gaussian component, there is a covariance matrix. We want to test if each covariance matrix is independent to each Gaussian component, thus we propose restricting the covariance matrix of each Gaussian component to be the same for comparison. We use letter 'S' to represent the restriction that the covariance matrices of all the Gaussian components are the same and the letter 'I' to represent the normal GMM without restriction on the covariance matrices. Similar to the case of covariance matrices, we call the models with shared covariance matrices as S models and the models with independent covariance matrices as I models.
Combining the two types of restrictions we proposed for the covariance matrices in GMMs, we obtain four types of GMMs with various Gaussian components. If we use the letter M to represent the GMMs, the four types of GMMs are M SD , M SF , M ID and M IF . We use a superscript to represent the number of Gaussian components, and the standardisation method used is included in brackets. For example, M (2) SD (RR) means a two-component GMM whose covariance matrix is diagonal and shared by Gaussian components, where the input data is standardised by RR. With the similar form of GMM definition in (12), the four candidate types of GMM are defined in (13) , (14), (15) and (16) for the SD, SF, ID and IF models, respectively.
-GMM with shared diagonal covariance matrix M A SD :
-GMM with shared full covariance matrix M A SF :
-GMM with independent full covariance matrix M A IF :
The term Σ diag and Σ full are defined in Section 4.1. The resulting GMMs can be used for the clustering of tempo variations. Each Gaussian component models a single cluster. A sample belongs to a cluster that has the maximum posterior probability for the respective Gaussian component. [12, p. 342] 
Remaining model parameters
To test the proposed models, two other parameters need to be determined. The first is the standardisation method for tempo variations within a phrase. The other is the number of Gaussian components in the proposed models. We choose powers of 2 as possible numbers of Gaussian components (i.e. 2, 4, 8, 16, 32, 64, 128 and 256). We stop at 256 because the next possible number is 512 and the IF model would then have 47,736 parameters to be trained with 1000 samples, which has even more parameters than samples. Moreover, as the training process of GMMs is computationally expensive, training a 512-component GMM requires too much time, considering the computational power we have at our disposal.
The method we used for training a GMM is the Expectation Maximum method [12, p. 350] . Since the initial parameter settings may lead to different resulting models in the EM algorithm, we repeat the training process of EM 1000 times for each type of GMM. In each training process, we start the training process with a different random initial value. Each resulting model is then evaluated by the model likelihood for the training dataset. The final result of each type of GMM is the model that has the highest model likelihood during the training process.
Model Evaluation Methods
We use cross-validation and model selection criteria to evaluate the candidate models independently. Cross-validation is known as "a basis of model selection".
[2, p. 36]. However, cross-validation is a computationally expensive method, the use of model selection criteria is sometimes used as an alternative method for model selection [2, p. 37] . In this paper, we use both methods for model selection and examine how well they perform.
One of the commonly used variants of cross-validation is five-fold validation, where all data in divided into five parts. Each part is formed by random renditions and acts as the testing set once. All the remaining data forms the training set. Certain criteria are selected to assess how well the resulting models predict the testing set. In this paper, we use the model likelihood to evaluate the candidate models. If we present our dataset as Here for the convenience of presentation and the accuracy of computation, we show the logarithm scaled likelihood (known as the log-likelihood), unless specified otherwise.
A model selection criterion is a mathematical selector designed for selecting the most appropriate model to fit a set of data. A particular strength of the use of model selection criteria is that all the data can be used for training. However, different model selection criteria have different strengths when used to select models. In this experiment, we use two classical model selection criteria, Akaike's Information Criterion (AIC) and Bayesian Information Criterion (BIC), [4, ch. 2-3] to test the performance of the resulting models. The definition of AIC and BIC can be written as:
where o(θ) represents the number of parameters in the candidate model and the dataset has N samples in total. However, the model selection criteria can only evaluate the candidate models that fit the same set of data [2, p. 80]. After the pre-processing, the data of expressive timing are essentially different data as the original performance data are now scaled according to different factors. As a result, the model selection criteria can only be used to compare different settings of GMMs rather than to compare different standardisation methods.
Results

Cross-validation tests
In this section, we compare the clustered and non-clustered models in the crossvalidation tests. Using the best clustered models according to log-likelihood in cross-validation test, we then discuss which type of covariance matrix and which standardisation methods are the most suitable for clustering expressive timing within a phrase.
First, we compare the clustered and non-clustered models. For clustered methods, we select a GMM with two components to enable a simpler comparison. The results shown in Table 1 In Table 1 , we notice that for the RR, MR and MVR standardisation methods, the constraints for the covariance matrices have major effects on the crossvalidation log-likelihood test. In general, F models have better performance than D models. However, under the same type of covariance matrices, the clustered models perform better than the non-clustered models. For LOG standardisation methods, the clustered models outperform non-clustered models regardless of covariance matrix regulation. For comparison between standardisation methods, the MR and LOG methods outperform the other standardisation methods. Table 2 . The best performance of GMMs under different settings of covariance matrices and standardisation methods. The numbers in brackets besides the negative model log-likelihood are the number of Gaussian components in the best performed models under different settings. A more negative value means a better performance for the resulting model.
In Table 2 , we show the best performances of different types of GMMs with different standardisation methods engaged. In brackets, we show the number of Gaussian components in the best performed GMM. We confirm the results in Table 1 (that M IF (MR) has the best performance). D models and F models have similar results when the data is LOG standardised. Moreover, in general, with the same conditions for all the other parameters, F models are usually better than D models and I models are usually better than S models. These results suggest that the tempo difference on each beat is dependent on each other and the covariance between beats in a phrase changes with the shape of tempo variations within the phrase.
From Table 2 , we also see that for different types of GMMs with different standardisation methods engaged, the number of Gaussian components in the best performed models varies within a certain range. In 8 out of 16 cases, the best performing models have 16 Gaussian components, which suggests there are close to 16 clusters for the tempo variations within a phrase in the performance of Islamey. We discuss the number of Gaussian components in the best performed models further in section 8.
Comparison between cross-validation and the model selection criteria
In this section, we use the model criteria AIC and BIC to evaluate the clustered models. From Table 1 , the model likelihood in the cross-validation test has clearly shown that the clustered models outperform the non-clustered models, henceforth we no longer consider non-clustered models. In Table 3 , we list three parameters for the evaluation of clustered models: negative cross-validation loglikelihood, AIC and BIC. All the parameters use a more negative number to indicate a better performance of candidate model. The candidate models combine all possible variants of covariance matrices and Gaussian components. The GMMs are denoted as IF, SF, ID, SD in order. Next, we examine how well the cross-validation test and the model selection criteria are correlated. As we used the negative log-likelihood for measuring the performance of candidate models in the cross-validation test and as the model selection criteria we selected in this paper is based on a negative model likelihood, the agreement between cross-validation and the model selection criteria should show a strong positive correlation. The measure of correlation we selected is Spearman's rho [19] . This measurement of correlation is not dependent on the linear relationship between two variables for a strong correlation.
We use Spearman's rho to correlate the model selection criteria (AIC and BIC) and the negative log-likelihood in the cross-validation test which results in varying the number of Gaussian components in candidate GMMs under the same standardisation methods and the same type of model. For example, if we correlate the first column (X under SD) and the third column (BIC under SD), the resulting correlation shows how well BIC and the cross-validation agree (the value is shown as the sixth column in the fourth row, namely MR-SD under Table 3 . The negative cross-validation log-likelihood and the model selection criterion with best standardisation MR applied. The N represents the number of Gaussian components in GMMs. The X represents the negative cross-validation log-likelihood. Table 4 . The correlation between the model selection criteria and the negative crossvalidation likelihood. The bold numbers mean the correlation between the model selection criteria and the negative cross-validation log-likelihood is strong enough to pass a significance test. Table 4 ). The correlations between the model selection criteria and cross-validation under all circumstances are illustrated in Table 4 .
BIC, in
From Table 4 , we notice that the BIC has a strong positive correlation with the negative cross-validation log-likelihood. The numbers shown in bold indicate that the negative cross-validation log-likelihood test has a significant positive correlation with the BIC according to significance test in statistics [20, p. 246] .
In Table 3 and Table 4 , we can see that the best model in the cross-validation test M IF (MR) has the best performance. Moreover, BIC can best predict the model performance when a different number of Gaussian components is employed. The results suggest that the model M IF (MR) is the best model for clustering expressive timing in a phrase among the candidate models.
Application to Chopin Mazurkas
As Islamey is annotated by one of the author and the periodicity of melody in Islamey may influence the clustering process, we also apply the proposed experiment to Chopin Mazurkas to investigate whether the conclusion with Islamey is still valid. The Mazurka database has been used before [18] [22] and has already been annotated by other researchers, so we can confirm the annotation process may not limit the generality of the proposed experiment.
In [17] , Sapp annotated five pieces of Chopin Mazurkas with various numbers of renditions. However, the proposed experiment requires that the lengths of phrases in a candidate piece be identical throughout the piece. Amongst the Mazurkas annotated by Sapp Table 6 . Cross-validation tests of non-clustered and clustered models with candidate piece Chopin Mazurkas Op.30/2, where the statistics are negative log-likelihood per sample and a more negative value means better model performance. RR, MR, MVR and LOG are standardisation methods defined in section 3, while M means GMM as defined in section 4.1. The definitions of CD, ND, CF, NF are in section 4.2.
Cross-validation tests
First, we compare the clustered models and non-clustered models in Table 6 and  Table 5 , where we present the performance of the candidate models. Similar to the case of Islamey in Table 1 , we notice that if a standardisation method is engaged and the same restriction is applied to the covariance matrix, the clustered models outperform the non-clustered models for both pieces of Mazurkas.
Next, we compare the best performing model under the proposed clustered models and the proposed standardisation methods. We list the best performance of models under different settings of covariance matrices and standardisation methods in Table 7 and Table 8 . From the results, we can see that the best performance of the proposed models are M IF (MR) for both Mazurkas. For the candidate pieces, F models outperform D models and I models outperform S models. Both conclusions agreed with the conclusions we drew with the Islamey database.
On the other hand, we noticed that the number of Gaussian components differs from piece to piece in the best performed models when the type of covariance matrix and the standardisation methods are the same. For Mazurka Op.24/2 (Table 7) , 6 out of 16 best performing models have 64 components. However, for Mazurka Op.30/2 (Table 8) , only 2 out of 16 best performed models have 64 Gaussian components. We show the comparison of the number of Gaussian components in the best performed models for each candidate piece in section 8 in order to investigate the number of Gaussian components in the best performing models.
Comparison between the model selection criteria and cross-validation
Next, we investigate if the model selection criteria can predict the results of the cross-validation tests. In Table 9 and Table Table 10 , we show the correlation between the model selection criteria and the negative cross-validation likelihood for both Mazurkas. We find that, in some cases, BIC fails to show a significant correlation with the cross-validation likelihood. However, the model we suggested 
Discussion
In this paper, we investigate how mathematical models predict the distributions of expressive timing within a phrase. The results support the following statistical conclusions:
1. Clustered models outperform non-clustered models for predicting tempo variations distribution on the data we tested. 2. The best model in the cross-validation tests is M IF (MR) on the data we tested. More generally, the model with full covariance matrices is better than the model with diagonal covariance matrices. The model with independent covariance matrices for each Gaussian component is better than the model that has a shared covariance matrix for each Gaussian components. 3. The number of Gaussian components in the best performing models varies according to the different pieces. 4. Compared with AIC, BIC predict the log-likelihood in cross-validation tests better.
In Table 1, Table 5 and Table 6 , we can see that if the standardisation method and the covariance matrix are engaged, the clustered models outperform the nonclustered models. From Table 1, Table 2, Table 5, Table 6, Table 9 and Table 10 , we can find a general conclusion that for the data we tested, F models outperform D models. Moreover, on average, the order of standardisation methods is MR, LOG, RR and MVR for the performance of the best performing models. For clustered models, I models outperform S models. For non-clustered models, N models outperform C models. Summarising the above conclusions, according to the data we tested, the model we suggest for modelling expressive timing within a phrase is the Gaussian Mixture Model with Independent Full covariance matrices and the engaged standardisation method is Mean Regulation (M IF (MR)).
Next we discuss how many Gaussian components are contained in the best performing models. In fact, if we compare Table 2, Table 7 and Table 8 , the number of Gaussian components in the best performing models differ from piece to piece. In Table 11 , we count the number of times that each number of Gaussian components appeared in the best performing GMMs in the cross-validation likelihood tests with each proposed models and standardisation method engaged. From the table we can see that the number of Gaussian components in the best performing models differ from piece to piece. The reason for such difference needs further investigation.
Islamey Op.24/2 Op.30 /2  N=2  1  0  0  N=4  2  2  4  N=8  3  2  2  N=16  8  1  5  N=32  1  3  3  N=64  0  6  2  N=128  1  2  0  N=256  0  0  0  Table 11 . The count of the number of times that each number of Gaussian components appeared in the best performing GMMs in the cross-validation likelihood test with each proposed model and standardisation method engaged.
To compare the model selection criteria and the negative cross-validation loglikelihood, we use Spearman's rho [19] to measure the correlation between model selection criteria and the negative cross-validation log-likelihood. Spearman's rho does not demand a linear relationship to have a higher correlation. From the correlation coefficient and the significance tests, the BIC and negative loglikelihood in cross-validation test are more correlated according to Spearmean's rho. By this result, we can assert that the BIC can better predict the model performance in terms of negative cross-validation log-likelihood test than the AIC.
Conclusions
In this paper, we used a model selection test to show that the tempo variations within a phrase can be clustered. We first introduced the pre-processing of the performance data. The smoothing was introduced for approximating human perception and the standardisation was used for removing the speed differences between phrases.
We proposed a few different mathematical models including clustered and non-clustered models. The frameworks of all the models were based on the Gaussian model, which is a widely used model for multivariate distribution. We regulated the covariance matrix and the mean of the non-clustered candidate models. For the clustered candidate models, we proposed a mixture of non-clustered models, GMM, and constricted the covariance matrices in GMM by two ways. We use the Expectation Maximum (EM) algorithm to train the proposed models with the candidate pieces.
To compare the performances of the candidate models, we used cross-validation tests to compare the performances of the proposed models. The database was divided into two datasets: the training and the testing dataset. The proposed models were trained by the training dataset with EM. Then the candidate models were evaluated by testing how likely the testing dataset was observed by the resulting models. This procedure was defined as the cross-validation test. We then evaluated the candidate models by showing how well the model selection criteria predicts the performance in cross-validation tests of the candidate models.
Next, we repeated all the proposed experiments for the exemplar piece Islamey to two Chopin Mazurkas. The Chopin Mazurkas have a more complicated music structure and possibly more varieties in expressive timing. The validation of the proposed algorithm with the Chopin Mazurkas could be possibly considered as evidence of potential generalisation of the proposed algorithm.
From the results of the cross-validation likelihood tests, the model suggested for clustering expressive timing is the GMM with independent full covariance matrices and mean regulation standardisation (M IF (MR)). This result was confirmed by two pieces of Chopin Mazurkas and our private Islamey database. It would be interesting to test if this conclusion can be generalised to other databases.
