This paper deals with numerical methods for reconstruction of inhomogeneous conductivities. We use the concept of Generalized Polarization Tensors, which were introduced in [5] , to do reconstruction. Basic resolution and stability analysis are presented. Least square norm methods with respect to Generalized Polarization Tensors are used for reconstruction of conductivities. Finally, reconstruction of three different types of conductivities in the plane is demonstrated.
Introduction
It is known that Generalized Polarization Tensors (GPTs) carry geometric information about the inclusion. They uniquely determine the conductivity distribution [5, 9] . More importantly, in some sense, GPTs determine the conductivity hierarchically from lower order to higher order. To explain this, we consider the homogeneous conductivity problem in R where Ω is the inclusion embedded in R d with a Lipschitz boundary, χ(Ω) is the characteristic function of Ω. The positive constant c > 0 is the conductivity of the inclusion. h is a harmonic function in R d representing the background electrical potential, and the solution u to the problem represents the perturbed electrical potential. The perturbation u − h due to the presence of the conductivity inclusion Ω admits the following asymptotic expansion as |x| → ∞ (see [5, 10] and α and β are the multi-indexes. The building blocks M αβ (c, Ω) for the asymptotic expansion (1.2) are called the GPTs. The leading order GPT (called the polarization tensor (PT)), {M αβ (c, Ω) : |α|, |β| = 1}, provides the equivalent ellipse (ellipsoid) which represents overall property of the inclusion [12, 23] . The concept of GPTs was first introduced by Ammari et al [10] for electrical impedance imaging of small conductivity inclusions, then extended to various areas such as elastic imaging [13] , the theory of dilute composite materials, electric magnetic wave imaging and so on. The GPTs carry geometric information about the inclusion. For example, the whole set of GPTs, {M αβ (c, Ω) : α, β ≥ 1}, determines the conductivity c and the inclusion Ω uniquely [9] . Moreover, there are important analytical and numerical studies which show that finer details of the shape can be recovered using higher-order GPTs [7, 10, 11, 15] . The GPTs even carry topology information of the inclusion [7] , although accurate topological information carried by different order of GPTs are yet to be investigated. The contracted GPTs (CGPTs), which are harmonic combinations of GPTs [14] , turn out to be more efficient in reconstruction of conductivity, since they associates with different frequency components of the boundary measurements. This paper is concerned with the numerical implementation of the reconstruction of inhomogeneous conductivities in the plane, which means that c, in (1.2), is replaced by some non-constant function σ. The famous Calderón problem [24] is to determine σ from the knowledge of DtN (Dirichlet-to-Neumann) map . We only consider the isotropic conductivity, as it is proved that all the boundary measurements (the Dirichlet-to-Neumann map) could not uniquely determine the anisotropic conductivity by using change of coordinates [16] . For unique determination of σ from the DtN map, we refer the classical results in three and higher dimensional smooth conductivities by Sylvester and Uhlmann [40] . In two dimensional problem, uniqueness was established for piecewise analytic conductivities by Kohn and Vogelius [28, 29] and for generic by Sun and Uhlmann [39] . Later, A. Nachman [36] proved the uniqueness for conductivities with two derivatives. The uniqueness for two dimensional bounded measurable conductivity was finally solved by Astala and Päivärinta in 2006 by using the quasi-conformal mappings [17] . For reconstruction, we use the notion of GPTs for inhomogeneous conductivities in [5] , where some special numerical example is shown, i.e., the reconstruction of radially symmetric conductivity. In this paper, we consider the reconstruction of the conductivities of more general cases. To do this, we define an operator which contains all the information of GPTs (and contracted GPTs). The operator is related to the Neumann-to-Dirichlet (NtD) map and we show that the stability result of reconstruction of inhomogeneous conductivities by using this operator can be obtained similarly to that by using the NtD map. We also show that the eigenvalues of the operator is actually the linear combinations of contracted GPTs in some special cases. The basis for reconstruction of the inhomogeneous conductivity is to minimize the discrepancy functional between the reconstructed GPTs from observations and the GPTs related to undetermined conductivity. It is shown in [3] that in the full-view case, the reconstruction problem of GPTs from boundary data has the remarkable property that low order GPTs are not affected by the error caused by the instability of higher-orders in the presence of measurement noise.
The organization of this paper is as follows. In section 2, we present the contracted GPTs for the inhomogeneous conductivity distribution which has been defined in [5] . We also show the far field expansion of the perturbed potential by using contracted GPTs. We then define an operator in section 3 and prove some properties of the operator. The stability result is also obtained by using this operator to reconstruct the conductivity σ. In section 4, we present the optimization method for reconstruction of the GPTs by using Multi Static Response(MSR) matrix. Section 5 deals with the reconstruction of the conductivity distribution by using optimization methods. Numerical experiments for reconstructing three different types of conductivities are presented in section 6.
Contracted GPTs
Let σ be a bounded measurable function in
for positive constant c > 1. In this paper, we only consider the reconstruction of Hölder continuous conductivity σ, i.e., σ i ∈ C s (D) with s > 0. But we point out that most of the theories presented are suitable for any L ∞ conductivity unless otherwise pointed out(see [5] ). Let h be the harmonic function in R d . Suppose h is perturbed in the environment with conductivity σ and u is the perturbed potential, then u is the solution to
Let D be a bounded domain in R d with a C 1,η -boundary ∂D for some 0 < η < 1. We assume that D is such that
Let H s (∂D), for s ∈ R, be the usual L 2 -Sobolev space and let
For s = 0, we use the notation L 2 0 (∂D). We define the Neumann-to-Dirichlet (NtD) map
where u is the solution to
(∂D). We mention that lots of references use the Dirichlet-to-Neumann (DtN) map in stead of NtD map for analysis (see, e.g., [25, 26, 30] ). Since we impose the operator Λ σ on H (∂D). The operator Λ 1 is the NtD map when σ ≡ 1. In the following we define the operator I 0 which maps from W (∂D) to W 0 (∂D) by
where W can be any Hilbert space. Let Λ e be the NtD map for the exterior problem:
where u is the solution to . Then we have
(∂D), where S D is the single layer potential defined by
and K * D is the adjoint operator of Poincaré-Neumann operator K D defined by
Thus there holds Λ
0 . For d = 2, the contracted generalized polarization tensors (CGPTs) are defined as follows (see [14] ): 
12) where ν is unit outward normal to the domain D. We have the far field expansion of the perturbation u − h to (2.2) in the form of contracted GPTs. then we have
14)
which holds uniformly as |x| → ∞.
For d = 3, we also have Theorem 2.2 Let u be the solution to (2.2) with d = 3. If h admits the expansion
then we have 16) where the GPT M mnkℓ = M mnkℓ [σ] is defined by
where g nl := σ ∂u nl ∂ν − and u nl is the solution to (2.2) with h replaced by r n Y l n (θ, ϕ).
For the sake of simplicity, we denote by M mn the contracted GPTs while omitting the c and s for the superscripts in two dimensional problem and subscripts k and l in three dimensional problem. In the sequel, we denote by h m the harmonic function with degree m in R d . h m is the linear combination of the harmonic functions of order m. Then M mn can be written as
where
For the invertibility of operator Λ σ − Λ e see Lemma 3.4.
Stability analysis
In this section, we shall only consider the two dimensional problem while the same strategy can be used for the analysis of the three dimensional problem. To simplify the stability analysis we define the operator
The operator M σ can actually be treated as the GPTs operator, i.e., we have the following relation
where ·, · H 1 /2,H −1/2 is the bilinear product. If σ is a constant in D then it is not difficult to verify that
In the sequel, we suppose C is a common positive constant which may change in each occurrence. We give some properties for M σ , but before this we present some primary lemmas.
Lemma 3.1 (Lemma 5.2 in [5])
There is a constant C such that
Lemma 3.2 Let u j , j = 1, 2 be the solution of the following problem
where σ j satisfy (2.1) and supp(σ j − 1) ⊂ D, j = 1, 2, then there holds
Proof. By using the representation of the solutions in [5] we know that u 1 and u 2 has the following form in
Furthermore, by Lemma 3.1 one can get
which completes the proof.
Lemma 3.3 Suppose σ is radially symmetric. Let u m be the solution of the following problem
where m ∈ N and D is defined as usual then the solution is unique and has the form
Proof. Since σ is radially symmetric, for any σ we can find piecewise constant conductivities
It is easy to see that the conductivity problem
has a unique solution with u
On the other hand, by Lemma 3.2, we have 
(ii) If σ is radially symmetric, and D is a unit disk, then M σ has eigenfunctions m π cos mθ and corresponding eigenvalues M mm (σ) for all m ∈ N, i.e.,
Proof. (i). It follows from
and the fact that the NtD map is self-adjoint that M σ is self-adjoint. Since D is a disk, Λ e = −Λ 1 . It then follows that
and (3.4) follows immediately. Let σ 1 and σ 2 be two different conductivity distribution, we have the following relation
With (3.6) on hand, we have the following result
where C 1 and C 2 are constants depend on σ i , i = 1, 2.
Proof. We first prove that Λ σ − Λ e is bounded invertible for any σ satisfying (2.1). For
(∂D), let u 1 and u 2 be the solution to (2.5) and (2.6), respectively. Then we have
Let h be the harmonic function in D with ∂h ∂ν = g on ∂D. Then we have the estimate
thus by choosing appropriately a small ǫ we have
We have shown that Λ σ is strictly positive definite operator and Λ e is negative definite operator. The injectivity of the operator Λ σ − Λ e is then obtained by
To prove that The Λ σ − Λ e is surjective is equivalent to prove the existence of the following equation
To get the bounds of this norm, we only need to consider the bounds of the function
It can be easily seen that
Thus we also get the upper and lower bounds for (Λ σ − Λ e ) −1 (Λ 1 − Λ e ) and we come to the conclusion.
The following stability theorem follows directly from (3.7) and Theorem 1.1 in [18] .
Theorem 3.1 Let σ 1 and σ 2 be two different conductivity distribution. Suppose σ 1 and σ 2 are Hölder continuous, i.e., σ i ∈ C s (D) with s > 0. Then
where positive constants C and t depend on σ i , i = 1, 2 and s.
We have shown that the stability of the reconstruction of inhomogeneous conductivity by using GPTs can be actually connected to the stability of that by using the operator M σ , and it turns out that the stability result is the same to that by using NtD map. We remark that the EIT (Electrical Impedance Tomography), to reconstruct σ from boundary measurements, is known to be severely ill-posed. A log-type stability was obtained by Alessandrini [1] and it is optimal [33] . A Lipschitz type stability estimate for the values of the conductivity from the DtN map was proven in [35, 41] .
Reconstruction of GPTs
From the last section, we see that reconstruction of Hölder continuous inhomogeneous conductivity may have logarithm stability. Uniqueness of determination of L ∞ inhomogeneous conductivity also suggest that the GPTs can be used for the reconstruction of inhomogeneous conductivity [5] . However, in real world applications, usually we can not do the boundary measurements directly hence GPTs or contracted GPTs can not be calculated directly from (2.18). In stead, the common way is to deploy some transmitters and receivers around the target we are trying to reconstruct. Usually the transmitters and receivers are deployed far away from the target. We suppose that D = z + δB = {x = z + δy|y ∈ B}, where B is a C 2 and bounded domain which has length scale of order one and z is the center of D. In this section, we shall use the multistatic response (MSR) Matrix to reconstruct the GPTs. We follow the steps in [2] in getting the GPTs. Suppose {x t } Nr t=1 and {x s } Ns s=1 are a set of electric potential point detectors and electric point sources. We suppose that the number and location of the point detectors coincide with the number and location of the point sources, i.e., N t = N s = N . Then the MSR matrix, denoted by V is an N × N matrix whose ts entry V ts is defined by
Here Γ s (x) = Γ(x − x s ). u s (x) is the solution to the following transmission problem
The solution to (4.2) is unique and satisfies
For any y ∈ ∂D and z away from x we have the K-th order Taylor expansion for Γ(x − y)
where e K is the truncated error. The MSR matrix thus has the following approximation
Note that the zeroth order expansion varnish because M σ maps from H (which makes the term |β| = 0 varnish) and there is a normal derivative ∂/∂ν (which makes the term |α| = 0 varnish). Since Λ
is invariant under the translation of the domain D, by using the fact that y − z ∈ ∂(δB) if y ∈ ∂D we have
whereσ(x) := σ(x − z) forx ∈ δB. By using the optimization method we can thus reconstruct the GPTs of the shifted domain δB. Since it is more convenient to use the contracted GPTs to do the reconstruction, we shall present the optimization method to get the CGPTs. To do this, we should first expand the fundamental solution in a different way, or using harmonic expansion (see, e.g., [5, 38] )
cos nθ x r n x r n y cos nθ y + sin nθ x r n x r n y sin nθ y + C, d = 2 (4.5)
By using the harmonic expansions (d=2) we then have
If d = 3 then it has different dimensions for different m and n. The result can be similarly got by using the expansion (4.6) (see [4] ). Denote by M (σ) = (M mn (σ)) m,n≤K the matrix combined by the GPTs of order lower than K. Without making ambiguity sometimes we omit the dependence on σ and write M instead. The dimension of M depends on the dimension of the space (d) and the number K. If d = 2 then M is a 2K-by-2K matrix and if d = 3 then M is a K(K +2)-by-K(K +2) matrix. We can consider M as a lower frequency approximation of the operator M σ . Define A := (A mt ) m≤K,t≤N , a 2K-by-N matrix and E := (E ts ) t,s≤N , a N -by-N matrix then we have
The reconstruction of the CGPTs is achieved then by using the following optimization method M est := min
where · F is a matrix norm which can be Frobenius, etc. In general, in order to reconstruct CGPTs of order K, N should be taken large enough such that 2K < N (for d = 2). Observe from (4.5) and expression of MSR matrix that the contribution of a CGPT decays as its order grows. Consequently, the inverse procedure may not be stable for higher order CGPTs. Stability analysis is thus required. When the MSR matrix is measured with noise, stability results can also be obtained follow similar steps in [2] , where excellent analysis and comments are given.
Finite approximation of the operator
We use a least-square approach (see, for instance, [27] ) for the reconstruction of σ. Let σ * be the exact (target) conductivity (in two dimensions) and let y mn := M mn (σ * ). One optimization approach (cf. [5] ) is to minimize the following discrepancy functional
for some well-chosen weights ω mn . The weights ω mn plays an important role in convergence rate of minimizing the functional. In general, ω mn should depend on the eigenvalues of the matrix M . It is then natural to introduce another functional (see [6])
where Y := (y mn ). λ 
Calculation of Fréchet derivatives and reconstruction algorithms
The Fréchet derivative in the direction of γ, a function in D, is define to be
From [5] we have
where u n and u m are the solutions of 
and so the adjoint
Next, we consider the algorithms for minimizing the functional S 2 (σ). Basically, there are two classical iteration methods to minimize (5.2): gradient descent method (Landweber) and Newton method. We mention that both methods have their own merit, Landweber method is relatively more stable and always a descent method but very slow, while Newton method is quite fast but requires a very good initial guess. The gradient descent procedure to solve the least-square problem (5.1) and (5.2) reads
where t is a small positive parameter to ensure that S j (σ k+1 ) < S j (σ k ). For step chosen, we can apply the classical Armijo's rule. On the other hand the Newton method reads
where † means the pseudo-inverse. The newton method requires to get the pseudo-inverse of S ′ 2 (σ) which makes the procedure unstable when the problem is ill-posed. We shall follow the same steps in [6] to get the pseudo-inverse. Let γ belong to the vector spaces spanned by
then by (5.3) and (5.5) we have
and by using the identities of pseudo-inverse
Note that the larger N is, the more components of γ shall be reconstructed and so better resolution may be obtained. We shall consider the resolution of the reconstruction. The notion of the resolution in solving inverse conductivity problem was first introduced in [8] .
The definition of resolution is inherited form classical Rayleigh resolution formula for active array imaging [20, 22] . For simplicity we assume that the exact conductivity distribution σ * in a disk B is a perturbed constant conductivity c in B. We denote σ 0 := c.
First functional
In this subsection, we use (5.1) to reconstruct the conductivity distribution. On the one hand, by using (5.6) we get the first perturbation where we choose h m = e imθ . If furthermore the exact conductivity σ * is radial symmetric and (analytic) can be written σ * (r) = ∞ m=0 a n r n then y mn = 0 for m = n and we see that any polynomial of order less than 2N − 2 can be reconstructed by one step if the weights ω mn is chosen optimally. However, polynomials of order larger than 2N − 2 can not be reconstructed by using GPTs of order up to N . On the other hand, By using (5.7) we get the first perturbation
where the coefficients C mn are
where δ mn is the Kronecker delta function and
We can thus get the same result by choosing appropriately the weights ω mn . For general conductivity, by (5.9) and (5.10), we have the following conclusions:
i The larger N is the better angular resolution in reconstructing of the conductivity can be got. In the meantime, suppose the conductivity is smooth enough in B and has the Taylor expansion
We thus conclude that only the coefficients of expansions with order less than 2N − 2 can be reconstructed by using orders of CGPTs which are less than N .
ii Lower order GPTs only contains the low-frequency information on reconstructing γ, while higher order GPTs contains both low-frequency and high-frequency information. And so reconstruction of γ by higher order GPTs is quite unstable.
iii Reconstruction of γ near the origin (especially r = 0) is more sensitive to noise than near the boundary of B. This is in accordance with [8, 37] .
iv From the stability result in section 3, the convergence of the Hölder continuous conductivity is as slow as the inverse of logarithm of the convergence of the GPTs. Thus by (5.9) and (5.10), we conclude that the convergence rate is extremely slow for approximating the higher order GPTs.
Second functional
For the functional S 2 (σ) if we use (5.6) then we get the lower order of the first perturbation
). It is seen that if the exact conductivity is a small perturbation of a constant conductivity in a disk then both functionals converge to each other. We can also get the estimate of the perturbation if we use the Newton method by using similar methods.
Regularization due to measurement noise
In this section, we consider the reconstruction of the conductivity due to measurement noise. In real applications, the GPTs are usually reconstructed from the MSR matrix. As is done before, the reconstructed GPTs are not accurately given. For the sake of convenience, we denote by y δ mn the reconstructed GPTs and Y δ the matrix which satisfies
In this case, the least square functional (5.1) and (5.2) can not be used directly to reconstruct the inhomogeneous conductivity due to the severely ill-posedness of this problem. Regularization method is then required. For analysis of regularization methods, refer to [27, 31, 32] . According to (5.1), we introduce the regularized least square functional as follows
and according to (5.2) we introduce
where σ 0 is an a priori information on the exact conductivity σ * and q is a small positive parameter called regularization factor. · p is a general norm which can be L 2 or L ∞ and so on.
To simplify the analysis, we only consider the functional (5.11). It can be proved (see e.g. [27] ) that if the regularization factor q which depends on the noise level δ satisfies some basic convergence rules (q → 0 and δ 2 /q → 0 as δ → 0) then the minimizer to (5.11) converges to the σ 0 -minimum-norm solution. If L 2 norm is chosen in the penalty term σ − σ 0 2 p , then we can directly use the following Landweber iteration to get the minimizer of (5.11),
Since Landweber iteration is itself a regularization method, in the numerical experiments we let q = 0. We mention that the iteration index plays the role of the regularization parameter, and the stopping criterion is the counterpart of the parameter choice rule in continuous regularization methods [27] . Consequently, appropriate stopping rules are essential in getting a good approximation result. We use the widely-used Morozov discrepancy principle as the a posteriori stopping rule [34] . The initial estimation σ 0 plays an important role in reconstruction of the conductivity and should be chosen such that it is "near" the exact conductivity. Since in numerical implementation, not all information of GPTs can be used for reconstruction, in fact only several lower order GPTs are used as we shall see, the uniqueness of the inverse problem in reconstruction of conductivity is not ensured. Thus different initial approximation may produce different reconstruction result (σ 0 -minimumnorm solution), especially for discontinuous conductivity, where iteration may go to the reconstruction of smooth conductivity which has the same lower order GPTs.
Numerical experiments
In this section, we consider the reconstruction of four main different types of conductivities, that is, antisymmetric conductivity, general C ∞ conductivity and Hölder continuous conductivity and discontinuous conductivity. The four different types of conductivities are as follows:
where a and b are given constants. The inclusion D is supposed to be a unit disk. In the numerical implementation, the GPTs are computed up to order five or six from the boundary measurements. The boundary measurements are calculated by solving the corresponding partial differential equations which may produce some measurement errors. We can also reconstruct the GPTs from MSR matrix, but in this paper we only focus on the reconstruction of the conductivities by using GPTs thus we skip that part. We use a very fine mesh to compute y mn , 1 ≤ m, n ≤ 6. To stably and accurately reconstruct the conductivity distribution, we use a recursive approach proposed in [15] (see also [6, 7, 19, 21] ). We first minimize the discrepancy between the first contracted GPTs for 1 ≤ m, n ≤ l, where l < 6 by using a coarse mesh. Then we use the result as an initial guess for the minimization between the GPTs for 1 ≤ m, n ≤ l + 1. This corresponds to choosing appropriately the weights ω mn in (5.1). In addition, the weights ω mn also play the role for the convergence of the iteration method (5.6) (also called Landweber iteration). Moreover, we refine the mesh used to compute the reconstructed conductivity distribution every time we increase the number of used contracted GPTs in the discrepancy functional. Let k be the iteration step and let ε M and ε σ be discrepancies of GPTs and the conductivities, i.e., 1) (N represents the order of GPTs used) and
(6.2) Figure 1 -3 are the reconstructed first three conductivity distributions (a = 1.0, b = 1.0) using contracted GPTs with order up to N = 5, N = 6 and N = 5, respectively. It can be seen from these figures that the reconstruction of antisymmetric conductivity has the best accuracy, or is easiest, among the three different types of conductivities. And we have very accurate approximation for the antisymmetric conductivity and the general C ∞ conductivity. This is because that the regularities of the first two conductivities to be reconstructed are much better than the third conductivity to be reconstructed, which also involve less measurement errors than the third one in computing the partial differential equations. In addition, Figure 2 shows that there is little improvement in the performance of reconstruction by N = 6 GPTs than by N = 5 GPTs, which is due to the reason that higher order GPTs is very unstable to reconstruct and it mainly contains the high frequency parts of the conductivity. In Figure 3 we see that the inaccuracy of reconstruction mainly occurs near the discontinuous region of the conductivity (y = 0.5). Figures 4-6 are the reconstruction history of ε M and ε σ . The sudden jump in the figures happen when the number of GPTs used for reconstruction changes from N to N + 1. From these figures we can find that the convergence rate decays quite fast after few steps in each reconstruction with fixed number of GPTs. In Table 1 we show the performance of the reconstruction of C ∞ conductivity with different values of a and b. Although we only use quite little information from the operator M σ (lower order GPTs), the stability result is in some sense in accordance with Theorem 3.1. To test the performance of reconstruction under different initial approximation conductivity, we still use the C ∞ conductivity as the exact solution (a = 1.0, b = 1.0). Four different initial approximations are used and the reconstruction results are shown in Figure 7 .
In Figure 8 , reconstruction of discontinuous conductivity (4th conductivity) by using GPTs with up to five order is presented. It is clear that the discontinuous part is not able to be reconstructed accurately. Reconstruction of non-smooth conductivities is quite a challenge problem, partly may be that there is no stability result for reconstruction of such kind of conductivity. In order to uniquely determine the conductivity, higher order GPTs which contains the high frequency information of the conductivity, must be used. As is known that higher order GPTs are quite unstable and require a large amount of computation, which makes the reconstruction of discontinuous conductivities quite difficult. At last, we mention that the a priori information, or the initial approximation is especially important in reconstructing the discontinuous conductivity. Judging from the Landweber iteration scheme, it is clear that if the initial conductivity is smooth then all iterates shall be smooth with any order of GPTs. 
Conclusion
We have presented the stability analysis for reconstruction of the inhomogeneous conductivity distribution. We have shown the linear resolution by using optimization methods in reconstructing the conductivity. Regularization methods are also introduced in solving the corresponding inverse problem. We have shown how to reconstruct the GPTs by using MSR matrix in real world applications. The numerical implementations show that the conductivities with higher smoothness and better symmetry is easier to reconstruct. Reconstruction of discontinuous conductivities by using GPTs is much more difficult than reconstructing the smooth conductivities and shall be considered as further works. 
