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We evaluate separation dependent van der Waal dispersion (C3) coefficients for the interactions
of the Li, Na, K and Rb alkali atoms with a graphene layer and with a single walled carbon nan-
otube (CNT) using the hydrodynamic and Dirac models. The results from both the models are
evaluated using accurate values of the dynamic polarizabilities of the above atoms. Accountability
of these accurate values of dynamical polarizabilities of the alkali atoms in determination of the
above C3 coefficients are accentuated by comparing them with the coefficients evaluated using the
dynamic dipole polarizabilities estimated from the single oscillator approximation which are typi-
cally employed in the earlier calculations. For practical description of the atom-surface interaction
potentials the radial dependent C3 coefficients are given for a wide range of separation distances
between the ground states of the considered atoms and the wall surfaces and also for different values
of nanotube radii. The coefficients for the graphene layer are fit to a logistic function dependent on
the separation distance. For CNT, we have carried out a paraboloid kind of fit dependent on both
the separation distances and radii of the CNT. These fitted functions, with the list of fitting pa-
rameters, can be used to extrapolate the interaction potentials between the considered alkali atoms
and the graphene layer or CNT surface conveniently at the given level of accuracy.
PACS numbers: 73.22.Pr, 78.67.-n, 12.20.Ds
I. INTRODUCTION
In the past decade considerable amount of attention
have been drawn both towards the experimental and the-
oretical studies of the internal scattering of atoms with
a graphene layer and with various carbon nanostructures
[1–3]. Owing to the fact that these nanostructures are
endowed with exceptional electronic, optical, mechani-
cal, thermal, and magnetic properties that are of vested
interest to the modern communication engineering tech-
nologies [4, 5], their applications are in huge demand both
in the scientific and industrial laboratories. Graphene, in
particular, manifest unique properties incurring its honey
comb-lattice structure that could maximize the interac-
tion of atom on the layer. In fact, the knowledge of the
atom-graphene interactions has been very useful in the
construction of the hydrogen storage devices [6–8] and
also plays an important role in understanding different
physical, chemical and biological processes [9–12]. More-
over, these interactions are connected to the phenomenon
of quantum reflections whose studies are of special in-
terest today to many experimentalists and theoreticians
for explaining their exact behavior [13–16]. In addition
to this, gaining insights of atom-graphene contacts are
crucial in the development of graphene based electron-
ics. In particular, metals adsorbed on graphene can form
different types of structures and can change graphene’s
electronic behavior instigating towards observation of in-
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teresting physical phenomenon [17–20]. Among the met-
als that can be adsorbed on graphene, study for the
Li atom is particularly very interesting for the applica-
tions in the storage of hydrogen gas [21, 22], improving
efficiencies of Li-ion batteries [23, 24], and making su-
perconductors [25, 26]. K atoms have also been used
to tune the electronic structures of the graphene bilay-
ers [27, 28]. A graphene layer rolled to make a carbon
nanotube (CNT) has some very peculiar properties and
gained special attention by the researchers world-wide
[29–31]. Interaction of the alkali atoms with the single
walled CNTs have profound applications in the purifica-
tion of the CNTs [32]. Adsorbed alkali atoms have been
demonstrated to act as chemical dopants on the CNTs
and have been used to fabricate field effective transis-
tors [33].
Accurate experimental measurements of the C3 coeffi-
cients of any atomic systems with a graphene layer and
with a CNT is extremely difficult. A number of theo-
retical methods have been performed, particularly using
the density functional theories [34–37], lower order many-
body methods [38], Lifshitz theory [13, 39–44] etc., to un-
cover the nature of interactions of carbon nanostructures
with various materials. Klimchitskaya and co-worker
have used Lifshitz theory to explain the interaction be-
tween graphene layer with different materials including
metal plate [45–47], conduction cylinder [48], atoms such
as H [13], Na, Rb, Cs [13, 44], H2 molecule [43], He*
ion [13, 44], etc. Interaction of CNT with the H atom and
H2 molecule have also been explained by them in great
detail [43]. However, these calculations for graphene layer
have been basically carried out by employing single os-
cillator model (SOM) for the estimation of the dynamic
2polarizabilities. In this paper, we verify the results by
evaluating them for the alkali atoms with their accurate
values of the dynamic polarizabilities and emphasis on
the need to use such accurate values by comparing our
results with the SOM results. Moreover, the interactions
between CNT and alkali metal-atoms remain to be inves-
tigated thoroughly. In view of the fact that these inter-
actions play crucial roles in a number of applications and
keeping in mind their vast experimental use, it would be
expedient to carry out more accurate theoretical analysis
of the interactions of the graphene layer and CNT with
the alkali atoms.
The interaction between an atom and a wall is usually
modeled by calculating the interaction between the atom
and its image charge (reflection) in the wall. The reflec-
tion coefficients required for such calculations are well
described by the widely celebrated Lifshitz theory which
expresses these quantities as the functions of the dynamic
dielectric permittivity of the wall and of the dynamic
dipole polarizabilities of the atoms [49–53]. Although
accurate evaluation of the dynamic dipole polarizabilities
in the atomic systems require sophisticated many-body
methods, but their values for the alkali atoms, which are
the utmost used atoms in the ultra-cold atomic experi-
ments, are now known reliably at least with the sufficient
precision at this stage of interest [54, 55]. In contrast,
the dynamic dielectric permittivity values are generally
known to insufficient accuracy in the material mediums
due to their strenuous procedure of evaluation and could
remain to be a tedious task for a long to determine
them precisely. In particular, the nanostructures with
thickness of the size of an atom such as the considered
graphene layer and single walled CNT do not have well
defined dielectric permittivity. This entails the need for
adopting suitable models to estimate the C3 coefficients
by introducing some effective parameters that can sub-
stitute the role of the dielectric permittivity of the wall
in the Lifshitz theory. In this context, the two most pop-
ular models that are often employed in the theoretical
determination of the dispersion coefficients are the hy-
drodynamic model [56–60] and the Dirac model [61]. In
this work, we intend to apply both the models and would
like to compare the obtained results using accurate val-
ues of the dynamic dipole polarizabilities. In addition,
we plan to present a very handy functional form of the
radial dependent dispersion coefficients so that they can
be easily derived for any arbitrary values of the atom-wall
distance and the CNT radius for their convenient use in
the practical applications.
This paper is organized as follows: In Sec. II, we
present the modified Lifshitz theory for the reflection
coefficient on the graphene layer and CNT in the hy-
drodynamic and Dirac model framework. This follows
with a brief description of the method of calculations
of the dynamic dipole polarizabilities in Sec. III which
are later used in the evaluation of the dispersion coef-
ficients. Calculated results for the C3 coefficients using
accurate values of the dynamic polarizabilities and using
the SOM model are given in Sec. IV. In the same section
we present the dispersion coefficients for the graphene
layer and CNT determined by employing both the hy-
drodynamic and Dirac models and compare them with
the results obtained for an ideal conducting medium,
Au, and SiO2 wall which were reported earlier. Un-
less stated explicitly, the results are given in atomic unit
(a.u.) throughout the paper.
II. THEORY OF THE DISPERSION
COEFFICIENT
The general form of the interaction potential energy
in the configuration of a micro-particle and a material
planar structure interacting at a distance a is described
by the Lifshitz theory which is expressed by [50, 62]
U(a) = −
α3fs
2π
∫ ∞
0
dωω
3
α(ιω)
∫ ∞
1
dξe
−2αfsξωaH(ξ, ǫ(ιω)),
(1)
where αfs is the fine structure constant, ǫ(ω) is the fre-
quency dependent dielectric constant of wall material, a
is the separation distance between the atom and the sur-
face and α(ιω) is the dynamic polarizability of the atom
with imaginary argument. The function H(ξ, ǫ(ιω)) is
given by
H(ξ, ǫ) = (1− 2ξ2)
√
ξ2 + ǫ− 1− ǫξ√
ξ2 + ǫ− 1 + ǫξ
+
√
ξ2 + ǫ − 1− ξ√
ξ2 + ǫ − 1 + ξ
with the Matsubara frequencies denoted by ξ.
For small separation distances, the above potential can
be approximated to
U(a) ≈ −
C3(a)
a3
, (2)
where C3 is known as the dispersion coefficient for the
corresponding atom-wall interaction. For a perfect con-
ductor with ǫ(ω)→∞, we have
C3 =
1
4π
∫ ∞
0
dωα(ιω)
ǫ(ιω) − 1
ǫ(ιω) + 1
=
1
4π
∫ ∞
0
dωα(ιω). (3)
The dispersion coefficient for a CNT with radius R is
expressed using the proximity force approximation (PFA)
by [49, 60, 63]
C3(a,R) =
1
16π
√
R
R + a
∫ ∞
0
dξα(ιξ)
∫
2aαfsξ
dyye
−y
(
y −
a
2(R + a)
)(
2rTM −
4a2α2fsξ
2
y2
(rTM + rTE)
)
,
(4)
where rTM and rTE are the reflection coefficients of the
electromagnetic oscillations on CNT for the transverse
3magnetic and transverse electric polarizations of the elec-
tromagnetic field.
It has been shown in Ref. [48] that relative differences
between the exact and PFA results could be within 4%
for the condition aR <
3
5 . For a thin single layer graphene
with limit R → 0, we can simplify the above expression
to [13]
C3(a) =
1
16π
∫ ∞
0
dξα(ιξ)
∫ ∞
2aξαfs
dye−yy2
(
2rTM −
4a2α2fsξ
2
y2
(rTM + rTE)
)
. (5)
The separation distance dependent C3 coefficients given
above include both the retarded and nonretarded inter-
action energies which are applicable up to the separation
distances where the thermal effects are not significant
(typically ∼ 1µm) [39, 64].
The most difficult part in the evaluation of the above
expressions is to get the rTM and rTE reflection coeffi-
cients correctly. Two different models widely used to de-
scribe the electronic structure of graphene are the hydro-
dynamic model and the Dirac model. Within the frame-
work of hydrodynamic model, the reflection coefficients
for a graphene layer or CNT are given by [56–60]
rTM =
qκ
qκ+ α2fsξ
2
and rTE = −
κ
κ+ q
, (6)
with the wave number of graphene sheet κ = 6.75 ×
105 m−1 and q = y2a . In this model, graphene is con-
sidered as an infinitesimally thin positively charged sheet
carrying a homogeneous fluid with some mass and neg-
ative charge densities. The energy of the quasi-particles
in graphene is quadratic with respect to their momenta.
Therefore, this model works well at large energies and
fails at the low energies (where actual energy of the quasi-
particles is linear function of momentum). This model is
an approximate one and does not take into account the
Dirac character of the charge carriers in graphene.
Within the framework of the Dirac model of the elec-
tronic structure of graphene, the quasi-particle fermion
excitations in graphene are treated as massless Dirac
fermions moving with a Fermi velocity. It takes into ac-
count the properties of graphene which are valid at the
low energies of the quasi-particles in graphene, specifi-
cally energies which are linear function of momentum.
The explicit relations for the reflection coefficients con-
sidering the electronic structure of the graphene or CNT
according to the Dirac model are given by [61]
rTM =
αqφ(q˜)
2q˜2 + αqφ(q˜)
and rTE = −
αφ(q˜)
2q + αφ(q˜)
, (7)
where the function φ(q˜) determines the polarization ten-
sor in an external electromagnetic field in three dimen-
sion space-time coordinate and is give by [61]
φ(q˜) = 4
(
αfs∆+
q˜2 − 4α2fs∆
2
2q˜
arctan
(
q˜
2αfs∆
))
,
(8)
where ∆ is known as the mass gap parameter. The exact
value of ∆ remains to be unknown however, its commonly
accepted upper bound value quoted in the literature is 0.1
eV [25, 61]. The parameter q˜ in the above equation is
defined in terms of the Fermi velocity vf ∼ 106 m/s as
q˜ =
[
α2fsv
2
fy
2
4a2
+
(
1− α2fsv
2
f
)
α2fsξ
2
]1/2
. (9)
In the next section, we shall briefly discuss the method
of calculations for the dynamic polarizabilities which are
required for evaluating C3 coefficients as discussed above
and would like to compare them with the results obtained
considering the SOM results.
III. EVALUATION OF THE DYNAMIC
POLARIZABILITIES
The dynamic dipole polarizabilities of the ground state
|Ψn〉 of the alkali atoms for the corresponding principal
quantum number n due to the direct current electric field
with the frequency ω are given by
α(ω) =
∑
I
[
|〈Ψn|D|ΨI〉|2
EI − En + ω
+
|〈Ψn|D|ΨI〉|2
EI − En − ω
]
=
2
3(2Jn + 1)
∑
I
(EI − En)|〈Ψn||D||ΨI〉|2
(EI − En)2 − ω2
,(10)
where Jn = 1/2 is the total angular momentum of the
corresponding ground state, sum over I represents all
possible allowed intermediate states for the dipole tran-
sition, ES are the energies of the corresponding states
and 〈Ψn||D||ΨI〉 is the E1 reduced matrix element of the
dipole operator D between the states |Ψn〉 and |ΨI〉.
Alternatively, the above polarizability expression can
be expressed as
α(ω) = 〈Ψn|D|Ψ
(+)
n 〉+ 〈Ψn|D|Ψ
(−)
n 〉, (11)
with
|Ψ(±)n 〉 =
∑
I
|ΨI〉
〈ΨI |D|Ψn〉
EI − En ± ω
(12)
which can be obtained for the Dirac-Coulomb (DC)
Hamiltonian HDC by solving the equation
(HDC − En ∓ ω)|Ψ
(±)
n 〉 = −D|Ψn〉. (13)
4TABLE I: Absolute values of the E1 matrix elements in the
Li, Na, K, and Rb atoms in ea0. Those are extracted from
the measured quantities are given in bold fonts; otherwise
they are calculated using the CCSD(T) method. Estimated
uncertainties in the CCSD(T) results are given in the paren-
theses.
Transition E1 mat.el. Transition E1 mat. el.
Li Na
2s1/2 → 2p1/2 3.318(4) 3s1/2 → 3p1/2 3.5246(23)
2s1/2 → 3p1/2 0.182(2) 3s1/2 → 4p1/2 0.304(2)
2s1/2 → 4p1/2 0.159(2) 3s1/2 → 5p1/2 0.107(1)
2s1/2 → 5p1/2 0.119(4) 3s1/2 → 6p1/2 0.056(2)
2s1/2 → 6p1/2 0.092(2) 3s1/2 → 7p1/2 0.035(2)
2s1/2 → 7p1/2 0.072(1) 3s1/2 → 8p1/2 0.026(2)
2s1/2 → 2p3/2 4.692(5) 3s1/2 → 3p3/2 4.9838(4)
2s1/2 → 3p3/2 0.257(2) 3s1/2 → 4p3/2 0.434(2)
2s1/2 → 4p3/2 0.225(2) 3s1/2 → 5p3/2 0.153(2)
2s1/2 → 5p3/2 0.169(4) 3s1/2 → 6p3/2 0.081(2)
2s1/2 → 6p3/2 0.130(2) 3s1/2 → 7p3/2 0.051(2)
2s1/2 → 7p3/2 0.102(1) 3s1/2 → 8p3/2 0.037(2)
K Rb
4s1/2 → 4p1/2 4.131(20) 5s1/2 → 5p1/2 4.227(6)
4s1/2 → 5p1/2 0.282(6) 5s1/2 → 6p1/2 0.342(2)
41/2 → 6p1/2 0.087(5) 5s1/2 → 7p1/2 0.118(1)
4s1/2 → 7p1/2 0.041(5) 5s1/2 → 8p1/2 0.061(5)
4s1/2 → 8p1/2 0.023(3) 5s1/2 → 9p1/2 0.046(3)
4s1/2 → 9p1/2 0.016(3)
4s1/2 → 4p3/2 5.800(8) 5s1/2 → 5p3/2 5.977(9)
4s1/2 → 5p3/2 0.416(6) 5s1/2 → 6p3/2 0.553(3)
4s1/2 → 6p3/2 0.132(6) 5s1/2 → 7p3/2 0.207(2)
4s1/2 → 7p3/2 0.064(5) 5s1/2 → 8p3/2 0.114(2)
4s1/2 → 8p3/2 0.038(3) 5s1/2 → 9p3/2 0.074(2)
4s1/2 → 9p3/2 0.027(3)
The advantage of using expression given by Eq. (10) to
evaluate the dynamic polarizability is that the E1 matrix
elements for many important transitions that are pre-
dominantly contributing to the polarizabilities are now
well studied and their values are known to quite rea-
sonable accuracy [54, 55, 65–67]. Use of these matrix
elements along with the experimental energies will cer-
tainly give more precise contributions from these matrix
elements to α. However, the limitation of this sum-over-
states approach is that it cannot estimate contributions
from the core electrons and can only take into account a
few low-lying intermediate states. It has been found in
the previous studies that contributions with the core or-
bitals and high-lying intermediate states (tail) are small
compared to the low-lying intermediate states (e.g. see
[54, 55] and references therein). Therefore, we employ a
third order many-body perturbation theory (MBPT(3)
method) as described in [54, 68] to determine the core
and tail contributions.
Among the important E1 matrix elements between the
low-lying states, the matrix elements for few primary
transitions in the Na, K, and Rb atoms have been ob-
tained using a fitting procedure from the precise measure-
ments of the lifetimes and static dipole polarizabilities of
the first few low-lying excited states as have been given
in [54, 55]. For instance, the E1 matrix elements of the
3s − 3p1/2,3/2 transitions are taken from the complied
data list of Ref. [69]. The other important matrix ele-
ments whose values were not deducible accurately from
the measured quantities are evaluated by employing a
relativistic coupled-cluster (RCC) theory. In our RCC
method, we express the atomic wave function with the
valence electron v as
|Ψv〉 = e
T {1 + Sv}|Φv〉, (14)
where |Φv〉 is the Dirac-Fock (DF) wave function and T
and Sv operators account the correlation effects to all
orders through the excitations of the electrons from the
core orbitals alone and from the valence orbital together
from the core orbitals, respectively. We consider here the
singly and doubly excited configurations with important
triple excited configurations in the well-known CCSD(T)
method framework for calculating the atomic wave func-
tions.
We calculate the E1 reduced matrix elements between
the states |Ψf 〉 and |Ψi〉 to be used in the sum-over-states
approach using the following RCC expression
〈Ψf ||D||Ψi〉 =
〈Φf ||{1 + S
†
f}D{1 + Si}||Φi〉√
NfNi
, (15)
where D = eT
†
DeT and Nv = 〈Φv|eT
†
eT +
S†ve
T †eTSv|Φv〉 involve two non-truncating series in the
above expression. Calculation procedures of these ex-
pressions are discussed elsewhere in detail [77, 78].
In the SOM, for example used in Ref. [40, 63], to cal-
culate the C3(a) coefficients, given for the evaluation of
the dynamic polarizabilities α(ω) with the imaginary fre-
quencies ω as
α(ιω) =
α(0)
1 + ω
2
ω2o
, (16)
where α(0) is the static dipole polarizability (listed in
table II) and ω0 is the characteristic frequency of the
atom. The static polarizabilities and the characteristic
frequencies are generally atom dependent.
IV. RESULTS AND DISCUSSION
As mentioned in the text above, we use the most
precise values of the E1 matrix elements compiled in
Refs. [54, 55] for the few important ns − np transitions
of the Na, K, and Rb atoms. These values are given in
bold fonts in Table I. In the same table, we also present
E1 matrix elements for other transitions calculated using
our CCSD(T) method required for the evaluation of the
polarizabilities that are already discussed in our earlier
works [54, 55]. In Table II, we present contributions to
5TABLE II: Static dipole polarizabilities (in a.u.) of the ground states of the Li, Na, K and Rb alkali atoms and their comparison
with the precisely available experimental results. Values used in the single oscillator model (SOM) for the evaluation of the
dynamic polarizabilities in the previous works are also given at the bottom of the table.
Contribution Li Na K Rb
αv 162.6 161.4 284.3 309.3
αc 0.22 0.9 5.5 9.1
αcv ∼ 0 ∼ 0 -0.13 −0.26
αtail 1.2 0.08 0.06 0.11
Total 164.1(7) 162.4(2) 289.8(6) 318.3(6)
Experiment 164.2(11)a 162.7(8)b 290.58(1.42)c 318.79(1.42)d
Values used in SOM 162.7(8)e 293.6(6.1)f 319.9(6.1)f
aRef. [70], bRef. [71], cRef. [72], dRef. [73], eRef. [74]
fweighted average from Ref. [75] and [76]
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FIG. 1: Dynamic polarizabilities (left half) and C3 coeffi-
cients (right half) of the Na and Rb atoms interacting with a
graphene layer in the Dirac model calculated using the dy-
namic polarizabilities obtained from the RCC calculations
and from the single oscillator model (SOM).
the static dipole polarizabilities of the considered atoms
obtained using these matrix elements as valence contri-
butions αv. Contributions from the core electron excita-
tions and correlations among the core electrons with the
valence electron of the corresponding atoms are given as
core (αc) and core-valence (αcv), respectively, in the same
table. Also, contributions from the higher excited states
whose matrix elements are not included in the determi-
nation of αv are given as αtail. All these latter three
contributions are estimated using the MBPT(3) method
in the framework as described by Eq. (11). In the same
table, we also give our final polarizability results for the
ground states of the alkali atoms and compare them with
the precisely available experimental results and the ex-
perimental results used in SOM [44]. This table clearly
testifies the preciseness of our estimated static polariz-
abilities and ensures the quality of the dynamic polar-
izabilities that are obtained using these calculations. In
order to compare our dynamic polarizability results with
the SOM, we plot them in the left half of Fig. 1. Em-
ploying our dynamic polarizabilities we calculate the C3
coefficients for the interactions of the Na and Rb atoms
with the graphene layer. These values are plotted for the
Dirac model in the right half of Fig. 1. We have also
plotted the C3 values using the dynamic polarizabilities
obtained from the SOM with our calculated static dipole
polarizabilities in the same figure. Our results for the Na
atom using polarizabilities calculated using SOM are con-
siderably different from the results given in Ref. [13], for
instance value of C3(a=5 nm is approximately equal to 1
a.u. from our Fig. 1, however, it is approximately 0.6 a.u.
in Ref. [13] (see Fig. 4 of Ref. [13]). The discrepancy is
owing to the fact that our dynamic polarizability values
are different but more accurate from the values used by
them in their calculations. Moreover, their predictions of
the Dirac model were over estimated by a factor of 1.5
due to an error in the computer program (as has been
clarified in [44]). As can be seen, there seem to be sig-
nificant differences in the results specially in the heavier
atoms like Rb which suggest the need for more accurate
polarizability results in such type of calculations specially
for the heavier atoms.
Next, we use our polarizability values to determine C3
coefficients for the interaction between the alkali atoms
with the graphene layer and CNT using the hydrody-
namic and Dirac model by substituting expressions given
by Eq. (6) and Eq. (7), respectively, in Eq. (5) and Eq.
(4). We plot these values against different separation dis-
tances a in Fig. 2 for all the considered atoms using both
the models and C3 coefficients for a perfect conducting
surface, Au and SiO2 wall that were studied in our pre-
vious work [79]. From this figure, it can be observed
that there are discrepancies in the results obtained using
the hydrodynamic model and Dirac model for graphene.
From the physical ground we argue that results obtained
from the Dirac model are more accurate [43], and the hy-
drodynamic model appears to over estimate the results
in graphene. As can be seen from the figure that the
interaction between an atom and graphene layer is ap-
preciable only at small distances and reaches a negligible
value for large separations. As expected the interaction
of the alkali atoms is strongest with a perfect conductor
6 0.2
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C 3
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(a) Li (b) Na
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C 3
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(d) Rb
D
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SiO2
FIG. 2: The C3 coefficients (in a.u.) using both the Dirac (shown in solid line) and hydrodynamic (shown in long-dashed line)
models for the alkali atoms as a function of the atom-layer separation distance a interacting with the graphene layer along with
the results for a perfect conductor (shown in short-dashed line), Au (shown in dotted line) and SiO2 (shown in dotted-dashed
line).
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FIG. 3: The C3 coefficients (in a.u.) using both the Dirac
(solid line) and hydrodynamic (dashed line) models for the
alkali atoms as a function of the atom-layer separation dis-
tance ’a’ interacting with CNT of radius R = 2 nm.
for the same separation distance as compared to the in-
teraction of the atom with a graphene layer. However, an
interesting observation can be inferred from this figure is
that the C3 coefficients for the K and Rb atoms interact-
ing with the graphene layer are more than the interaction
of atoms with the theoretically presumed ideal conductor
at very small separation distances (say around 1−3 nm).
This drives us to arrive at the conclusion that at these
distances, graphene can offer tighter potentials to K and
Rb atoms which can find applications in a number of
experiments. A similar graph comparing the Dirac and
hydrodynamic models for interaction between atoms and
CNT with R = 2 nm as a function of separation distance
’a’ is shown in Fig. 3. The estimated C3 coefficients for
various atoms are shown for separation distance between
1 to 5 nm. For the above chosen radius of CNT and at
this separation range, it has been observed that the ex-
act results and the PFA results do not deviate much with
respect to each other [43, 48].
One of our motivations to carry out this study is also
to find out the dependence of the atom-wall interactions
on the radius of CNT. For this purpose, we present the
results computed for the C3 coefficients as a function of
distance ’a’ and radius ’R’ of CNT in Table. III. The
range for R and a have been chosen in accordance with
the validity range of PFA. From the table, we notice that
the C3 coefficients increase slowly with the increase in
the CNT radii, however the rate of increase is not very
magnificent. With a three-fold increase in the radius, it
raises the C3 coefficients only about one and half times.
As expected these coefficients get stronger as the size of
the atom increases; i.e. from Li to Rb for a given sep-
aration distance ’a’. We were unable to find out any
previous work to compare our results with; however, we
have exercised the cross-checking between our results for
the H atom and H2 molecule independently with the re-
sults reported in [60] for CNT to ascertain our calculation
procedure.
A lot of research work is devoted to the experimental
investigation of the behavior of the interactions between
the trapped atoms with the graphene layers or CNTs
[80–85]. For simplification of reproducing the surface in-
teraction potentials from our reported C3 coefficients and
for any comparison of our results with theoretical values,
7TABLE III: Calculated (column labeled I) and fitted (column
labeled II) values obtained using Eq. (18) for C3 coefficients
(in a.u.) for the atom-CNT interaction. Values for R and a
are given in nm.
Li
a R=2 R=4 R=6 R=8
I II I II I II I II
1.0 0.71 0.681 0.797 0.775 0.836 0.833 0.857 0.855
1.5 0.581 0.582 0.679 0.676 0.724 0.734 0.75 0.756
2.0 0.493 0.497 0.592 0.591 0.64 0.648 0.668 0.671
2.5 0.429 0.427 0.525 0.52 0.574 0.578 0.603 0.6
3.0 0.379 0.371 0.471 0.464 0.519 0.522 0.55 0.544
3.5 0.339 0.329 0.426 0.422 0.474 0.48 0.505 0.502
4.0 0.306 0.302 0.389 0.395 0.436 0.453 0.466 0.475
Na
1.0 0.782 0.757 0.884 0.858 0.927 0.921 0.95 0.945
1.5 0.638 0.642 0.747 0.744 0.796 0.806 0.824 0.831
2.0 0.539 0.544 0.647 0.646 0.699 0.709 0.73 0.733
2.5 0.466 0.47 0.571 0.565 0.624 0.628 0.656 0.652
3.0 0.41 0.4 0.51 0.502 0.563 0.565 0.596 0.589
3.5 0.366 0.354 0.461 0.456 0.512 0.519 0.545 0.543
4.0 0.33 0.325 0.42 0.427 0.47 0.49 0.502 0.514
K
1.0 1.212 1.172 1.37 1.33 1.437 1.428 1.473 1.465
1.5 0.99 0.995 1.16 1.154 1.235 1.252 1.278 1.289
2.0 0.838 0.845 1.0 1.0 1.087 1.1 1.135 1.139
2.5 0.726 0.722 0.889 0.88 0.971 0.978 1.022 1.015
3.0 0.64 0.675 0.796 0.783 0.878 0.881 0.929 0.919
3.5 0.572 0.554 0.72 0.712 0.801 0.811 0.852 0.848
4.0 0.516 0.51 0.657 0.669 0.736 0.767 0.787 0.804
Rb
1.0 1.371 1.325 1.548 1.502 1.624 1.611 1.665 1.653
1.5 1.113 1.121 1.302 1.298 1.388 1.407 1.438 1.449
2.0 0.939 0.948 1.127 1.125 1.217 1.235 1.271 1.277
2.5 0.8 0.807 0.993 0.984 1.04 1.093 1.097 1.135
3.0 0.714 0.696 0.888 0.873 0.979 0.983 1.037 1.025
3.5 0.637 0.616 0.802 0.794 0.892 0.903 0.949 0.945
4.0 0.574 0.568 0.731 0.745 0.818 0.855 0.875 0.897
TABLE IV: Fitting parameters for C3(a) coefficients with a
graphene layer and CNT.
Graphene layer Li Na K Rb
A0(a.u.) 7.4355 7.61362 12.5622 13.7257
B0(nm) 8.36468 7.74636 8.41002 8.19064
CNT Li Na K Rb
C0(a.u.) 0.79556 0.89764 1.3852 1.5806
A(a.u./nm) -0.27172 -0.31559 -0.48514 -0.5628
B(a.u./nm) 0.07338 0.07988 0.12444 0.13918
C(a.u./nm2) 0.02902 0.03436 0.05293 0.06213
D(a.u./nm2) -0.00445 -0.00484 -0.00754 -0.00844
we give a logistic fit for the interaction potential of the
atom-graphene layer interaction using the following form
U(a) =
A0
a3(a+B0)
, (17)
where A0 (in a.u.) and B0 (in nm) are the fitting pa-
rameters that depend on the properties of the atom. A
list of these fitting parameters for the Li, Na, K and Rb
atoms are given in Table IV.
The above equation is a useful tool to predict the inter-
action between the alkali atoms and a graphene layer for
any given separation distance ’a’. We have used the mass
gap parameter ∆ value as 0.1 eV in our calculations. It
has been observed that a change in ∆ value from 0.1 eV to
10−5 eV causes a change of 13% in the fitting parameters.
Our fitting parameters for interaction between graphene
and Na atoms are considerably different from those cal-
culated in Ref [13] (A0=7.11 a.u. and B0=9.77 nm). As
mentioned previously our results are more reliable keep-
ing in mind the error in the code in Ref. [13] and use of
our fitting parameters is recommended in extrapolating
the interaction potential for graphene-alkali atom inter-
action. Similarly, we also fit the U(a,R) results for the
interaction of these atoms with CNT. However, a logistic
equation didn’t serve as a suitable fit for CNT, instead
we use a rational Taylor equation to fit the results in the
following functional form
U(a,R) =
C0 +Aa+BR+ Ca
2 +DR2
a3
(18)
and present the respective fitting coefficients with units
in Table IV with best goodness. In Table III, we com-
pare our fitted C3 coefficient values (column labeled II)
with those calculated using Eq. (4) and Eq. (7) (column
labeled I). We see a deviation of less then 4% at all the
separation distances.
V. SUMMARY
To summarize, we have investigated the dispersion co-
efficients for the atom-graphene and atom-carbon nan-
otube interactions for the Li, Na, K, and Rb atoms in
this work and compared our results with the previously
reported results and against the results for the interac-
tion of atoms with a perfect conductor. The interaction
potentials of the alkali atoms are studied using both the
hydrodynamic and Dirac models and their dependence
on the distance between the atom and the nanotube or
graphene layer and radius of the nanotube are investi-
gated. The importance of using high precision dynamic
polarizability values for such calculations specially for the
heavier atoms is highlighted. Readily usable functional
forms for the interaction potentials are suggested for the
easy extrapolation and comparison of the experimental
results with the theoretical values.
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