This paper presents a study on reliability characteristics of two dissimilar systems. System I consist of two paths while system II consist of three paths. A signal flow from the source to the terminal through the paths. Failure times and service times of each system are assumed to be exponentially distributed. The failure and repair times assumed exponentially distributed. Using Kolmogorov's forward equations method, derivations for availability, busy period and profit function are presented in this paper. Also numerical illustrations for the two systems are presented. Comparisons are made based on assumed numerical values for the two systems.
Introduction
Redundancy is a technique used to improve system reliability and availability. One of the forms of redundancy is the k-out-of-n system which has wide application in industrial setting. Moreover, the k-out-of-n works if and only if at least k of the n components work. Example of the k-out-of-n system can be seen in a communication system with three transmitters and the average message load may be such that at least two transmitters must be operational at all times or critical messages may be lost. The communication system with three transmitters can be sited as a good example of redundant system.
There has been much significant research considering reliability and availability of a redundant system. Sureira el at (2012) presents the cost benefit analysis of a computer system with priority to software replacement over hardware repair. Using regenerative point technique, various measures of effectiveness such availability, profit and mean time to system failure are obtained. Fathabadi and Khodaei (2012) evaluate the reliability of network flows with stochastic capacity and cost constraint. Hajeeh (2012) studied the availability of a system with different repair options. ElDamcese (2009) analyzed the reliability availability of warm standby system with time varying failure and repair rates.
In the present paper, we construct two redundant systems and derived their corresponding mathematical models. Furthermore, we study reliability characteristics of the systems model involving two types of failures using Kolmogorov's forward equations method. The contribution of this paper is four fold. The first is to obtain explicit expression for availability, busy period and profit for the two configurations. The second is to capture the effect of both failure and repair rates on the measures of system effectiveness like availability, busy period and profit based on assumed numerical values given to the system parameters. The third is to compare the two configurations for the availability, busy period and profit. The fourth is to rank the two configurations for the availability, busy period and profit using assumed numerical values for the system parameters.The organization of the paper is as follows. In Section 2, we give the notations and assumptions of the study, in section 3, we give detailed description of the system. Some reliability characteristics of system are derived in Sections 4. The results of our numerical simulations and discussions of the results are presented in Section 5. Finally, we make a concluding remark in Section 6. 
Notations

Description of the Systems
`The system in Fig. 1 consisting of three subsystems A, B and C arranged in seriesparallel. Subsystems A and C are single unit while subsystem B consist of two path each contains three units arranged in series. However the two paths are parallel to each other. The system failed when any of the three subsystems failed. The system in Fig. 2 is similar to the system in Fig. 1 with subsystem B consisting of three paths in parallel. Each path however, contains two units arranged in series. System failure occurs when any of the three subsystems failed.
In each system, a signal is received from subsystem A by all the paths in subsystem B where it is distributed between the units along the paths and finally to subsystem C for consumption. At the failure of a unit along a path, the other path with unfailed will continue to work with the system works in a reduced capacity. Example of such system can be seen in communication system consisting of a transmitter, relay stations and a receiver, where a signal from transmitter is received by two consecutive relay and distributed to other relay stations before it finally arrived at the receiver for consumptions. 
Model Formulation
States of the system
State S o : All the subsystems are working. The system is working. State S 1 : Subsystem A is working, one unit of subsystem B failed along path I, the other units are at rest, all units along path II in subsystem B are working, subsystem C is working. The system is working. State S 2 : Subsystem A is working, one unit of subsystem B failed along path II , the other units are at rest, all units along path I in subsystem B are working, subsystem C is working. The system is working. State S 3 : Subsystem A is at rest, one unit of subsystem B failed along path I, the other units along path I are at rest, one unit along path II in subsystem B failed, other units along path II are at rest, subsystem C is at rest. The system is failed. State S 4 : Subsystem A failed, one unit of subsystem B failed along path I, and the other units are at rest, all units along path II in subsystem B are at rest, subsystem C is at rest. The system is failed. State S 5 : Subsystem A is at rest, one unit of subsystem B failed along path I, the other units are at rest, all units along path II in subsystem B are at rest, subsystem C is failed. The system is failed. State S 6 : Subsystem A failed, one unit of subsystem B failed along path II, the other units are at rest, all units along path I in subsystem B are at rest, subsystem C is at rest. The system is failed. 
Availability analysis for configuration I
From Fig. 1 let ( ) i P t to be the probability that the System at time 0 t ≥ is in state i S . Also let ( ) P t be the probability row vector at time t , we have the following initial condition.
, 0, 0, 0, 0, 0, 0, 0 We obtain the following differential equations using Fig. 1 :
Equation (1) can be written in matrix form as 
The states 0 S , 1 S and 2 S in Fig. 1 are the only working states of the system. The steady-state availability is sum of the probability of operational states. Thus,
In the steady state, the derivatives of the state probabilities become zero and therefore equation (2) 
Using the following normalizing condition
We substitute (5) in the redundant row (last row) of (4) 
and solve for 0 1 ( ), ( ) P P ∞ ∞ and 2 ( ) P ∞
The steady-state availability is given by : 
Busy period analysis for configuration I
Here we use the same initial condition as in subsection 4.1.2. From state 1 to 7 the repairman is busy in those states repairing the failed units therefore we use (4) and (5) to calculate busy period as follows:
The steady state busy period 1 ( ) B ∞ is therefore: 
Profit Analysis for configuration I
The failed units are subjected to corrective maintenance as can be observed in states 1 S to 7 S . The repairmen are busy in those states performing corrective maintenance to the failed units.. Following El said (2008) and Haggag (2009) , the expected total profit per unit time incurred to the system in the steady-state is Profit=total revenue generated -cost incurred when repairing the failed units/system.
4.2 Reliability analysis for configuration II State S 1 : Subsystem A is working, one unit of subsystem B failed along path I, the other unit is at rest, all units along path II and III in subsystem B are working, subsystem C is working. The system is working. State S 2 : Subsystem A is working, one unit of subsystem B failed along path II, the other unit is at rest, all units along path I and III in subsystem B are working, subsystem C is working. The system is working. State S 3 : Subsystem A is working, one unit of subsystem B failed along path III, the other unit is at rest, all units along path I and II in subsystem B are working, subsystem C is working. The system is working. State S 4 : Subsystem A is working, one unit of subsystem B failed along path I and the other unit is at rest, one unit along path II failed and other unit is at rest, all units along path III in subsystem B are working, subsystem C is working. The system is working. State S 5 : Subsystem A is working, one unit of subsystem B failed along path I and the other unit is at rest, one unit along path III failed and other unit is at rest, all units along path II in subsystem B are working, subsystem C is working. The system is working. State S 6 : Subsystem A is working, one unit of subsystem B failed along path III and the other unit is at rest, one unit along path II failed and other unit is at rest, all units along path I in subsystem B are working, subsystem C is working. The system is working. State S 7 : Subsystem A is at rest, one unit of subsystem B failed along path I and the other unit is at rest, one unit along path II failed and other unit is at rest, one unit of subsystem along path III and the other unit is at rest , subsystem C is rest. The system is failed.
Availability analysis for configuration II
Using the same initial condition in subsection 4.1.2. let ( ) i P t to be the probability that the System at time 0 t ≥ is in state i S . Also let ( ) P t be the probability row vector at time t We obtain the following differential equations using Fig. 2 1  1  2  3  2  3   2  2  3  3   3  3  1  2  1  2  2  2  2  3  3   3  1  1  3  2  2   3  2  2  3  1  1   3  2  1  1 The states 0 S , 1 S , 2 S , 3 S . 4 S , 5 S and 6 S in Fig. 2 are the only working states of the system. The steady-state availability is sum of the probability of operational states.
We substitute (5) in the redundant row (last row) of (11) to give 0  1  2  3  1  2  3   1  1  1  2  3  2  3   2  2  2  3  3   3  3  3  1  2  1  2   4  2  2  3  3   5  3  1  1  3  2  2   6  3  2  2  3 
Busy period for configuration II
Here we use the same initial condition as in subsection 4.1.2. From state 1 to 7 the repairman is busy in those states repairing the failed units therefore we use (5) and (11) to calculate busy period as follows:
The steady state busy period 2 ( ) B ∞ is therefore: 
Profit Analysis for configuration II
2 0 2 1 2 ( ) ( ) ( ) PF C A C B ∞ = ∞ − ∞(13)
Results and discussions
In this section, we numerically compare the results for availability, Busy period and profit function for the developed models. β which reflects the effect of failure rate on system availability. However, system availability for configuration II 2 ( ) A ∞ decreases more than the system availability 1 ( ) A ∞ for configuration I. Thus, configuration among the two configurations is configuration II in relation to system availability, and profit function. On the other hand, Fig. 4 has shown that the optimal configuration in relation to busy period of the repairman is configuration I. Here the probability that the repairman takes less time to repair the failed unit in configuration I is less than that in configuration II. As a result of unit failure, the repairman repairs more units in configuration II than configuration I. Numerical results for availability, busy period and profit function for the two configurations are depicted in Figures 6 -8 using system availability and profit is configuration II while the optimal configuration using busy period of the repairman is configuration I from similar argument discusses above.
Conclusion
In this paper, two different redundant repairable systems having different paths are constructed. Explicit expressions for system availability, busy period and profit function for the two configurations are developed. Comparisons between two configurations using assumed numerical parameter values are performed. Effect of both failure and repair rates on system availability, busy period of repairman and profit are captured. The two configurations are ranked through system availability, busy period and profit function. From the simulations results, the optimal configuration using system availability and profit is configuration II, while using busy period the optimal configuration is configuration I. The results here reflect the effect of system design, where the system with three paths is more reliable than the system two paths of receiving signal in terms of system availability and profit. Because the probability that the repairman is busy repairing the failed unit is very high with increase in the unit failure, hence system with two paths is optimal. The application of the systems in this paper can be seen in a communication system as a means of increasing the system reliability, where the system comprises of one transmitter with relay stations and one receiver connected in series.
