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PROLOG FOR STRUCTURED CHARACTER 
DESCRIPT ION AND FONT DES IGN 
MARTIN J. DURST 
D In the development of computer-aided design tools for the design of large 
character sets, structural aspects play an important role. Exploiting com- 
monalities of different characters and components for an efficient and con- 
sistent design requires a flexible database with arbitrary query possibilities. 
Structural character descriptions for the East Asian ideograms (kanji) have 
been developed and tested using Prolog. A first description level with sim- 
ple block composition was tested by implementing the lookup strategy of 
a character dictionary. On a second level, involving multiply intersecting 
strokes, character sketches were successfully generated from concise and 
completely coordinate-free d scriptions using constraint solving. Some fea- 
tures of Prolog, such as pattern matching and interactive querying, were 
found to be of great use for these applications, whereas others, such as 
declarativeness and easy change of representation, are thought o be of im- 
portance for the future development of font design tools in general. The 
applications were greatly facilitated by the fact that each character repre- 
sented itself as a symbol; this provides the opportunity to discuss the ways 
a Prolog implementation can support international pplications. <~ 
1. INTRODUCTION 
In the document processing, printing, and desktop ublishing software widely avail- 
able today, digitally stored characters have replaced physical representations of 
character shapes such as the traditional lead types. Describing characters in the 
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form of bitmaps or outlines is a well-developed technique, and many tools, so-called 
font editors, are available. However, the current technology has two drawbacks: 
First, it is geared toward implementation rather than design, as it assumes that the 
original shapes are already available. Second, it treats each character as a separate 
entity, without providing support for commonalities in different characters. These 
drawbacks are not so important for alphabetic fonts, but become obvious when 
considering large character sets as they are used in East Asia. 
Font design is a formidable graphic task which is fully mastered only by a few 
artists in each century. This is due to the simple black-and-white forms that reveal 
the slightest details and to the intimate and intricate relation between geometry, 
appearance, and function. Having a program automatically design a high-quality 
font based on a few style specifications thus is virtually impossible; in a very limited 
domain McGraw [8] shows how this may be attempted. However, font design tools 
that take the various relationships among the characters and their parts into account 
can provide much better support for font designers than currently available tools. 
Being relieved of part of the manual chores, font designers will be able to concentrate 
on the central issues of their design. 
This paper describes the initial steps toward cross-character support for font de- 
sign tools. To exploit commonalities between characters when designing a new font, 
a structural description of the characters independent of their actual appearance 
in a font is a basic requirement. It should easily allow queries such as "Give me 
all the characters that contain feature X at their top left." Such queries will at a 
first stage help to build up and cross check purely manual designs, and later will 
guide the creation and application of rules and parameter systems for automatic 
construction and design. 
Because ach writing system uses its own visual language and has different ways 
of constructing and composing characters, developing a worldwide character de- 
scription system is not feasible without experience in script-specific descriptions. 
The benefit of a structural description is most obvious for large character sets, 
because the number of common elements in a character set grows faster than the 
number of characters: Characters in large character sets on the average have to 
contain more graphic elements and parts in order to be distinguishable from each 
other, and the pressure for easy memorization limits the number of basic elements, 
although this number can still be much higher than alphabetic writing systems may 
suggest. 
In general, large character sets should not be considered obstacles to new tech- 
nology. On the contrary, as discussed in [11], many technologies, uch as phototype- 
setting and raster output devices, owe much of their development to the challenges 
of large character sets. 
The characters used in the present work are the common East Asian characters, 
called kanji in Japan, hanzi in China, and hanja in Korea, and uniformly written 
as i~i-~. In this paper, the Japanese transcription is used. A short introduction to 
kanji is given in Section 2.1; no further knowledge of this writing system is necessary 
for reading the paper. 
The Prolog prototype described in tiffs paper consists of two parts developed 
successively, which describe characters at different levels. The general structural 
model used and the Prolog notation chosen for the character description is discussed 
in Section 2. Section 3 presents the applications used for test and verification, 
namely, the simulation of character lookup rules and the derivation of character 
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sketches. Section 4 discusses the advantages and problems of choosing Prolog as 
an implementation language for this problem domain, and especially treats the 
problems of using non-Latin characters in Prolog. Section 5 contains an outlook on 
future research problems and application possibilities. A more thorough discussion 
of graphical aspects and related work can be found in [13] and [12]. 
2. KANJ I  AND THEIR  STRUCTURAL DESCRIPT ION 
2.1. Kanji History and Usage 
Kanji, like hieroglyphs, tarted out as pictograms, mere drawings of the things they 
denoted. The change of writing material from bones, bronze, and stones to ink 
on paper then led to a simplification and unification of forms, so that today the 
pictorial origin is rarely visible. The combination of two simpler characters to a 
more complicated one became the most productive formation rule, with the greater 
part of the characters combining a component indicating meaning and another 
indicating pronunciation. 
Today, the characters appear as abstract shapes of square form, each with a 
set of related meanings, so-called ideographs. Their basic graphic elements are the 
strokes (~),  defined as those parts that are written without lifting the brush in 
standard style. Each character is traditionally identified by a radical (~) ,  a well- 
used character component out of a list of 214. Other identification systems with 
different lists of components are also in use. 
Whereas the number of kanji contained in the largest dictionaries is as high as 
50,000, practical lead fonts may contain between 2000 and 5000 characters in Japan 
and somewhat more in China. However, as new character standards are developed, 
the number of characters that have to be provided in digital fonts is increasing 
strongly. For Japan, the most important figures are 6000, corresponding to JIS X 
0208-1983 and available on most computers today, 12,000, including the extended 
standard JIS X 0212-1990, and 21,000, corresponding to Unicode/ISO 10646 [17]. 
These increasing numbers and the basic open-endedness of kanji provide additional 
motivation for research on structured font design. 
2.2. The Box-Bar Model 
When examining kanji, two levels of decomposition can be distinguished which are 
mostly font-independent. According to their composing elements, the upper level 
will be called box level and the lower level bar level. Together they form what we 
call the box-bar model. Other authors discussing kanji structure use similar models 
[3, 15, 18], but with different and somewhat arbitrary terminology. Either general 
terms such as primitive, component, or element are used or the traditional terms 
radical and stroke are given a meaning different from the original one. 
In the following, the character description on the box level and the bar level will 
be introduced irectly using the Prolog notation developed. The main relation of 
the database is ch(Character ,Descr ip t ion) ,  which is used on both levels. For 
each character in the database, there is exactly one such relation. On each level, 
different functors are used to indicate the type of description. 
In the following, kanji are directly used as Prolog symbols. The conditions 
permitting such a representation, and its merits, are discussed in Section 4.3. 
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P.3. The Box Level 
The box level describes characters that are compositions of other characters or 
character-like elements in a straightforward way, for example, side-by-side, one 
atop the other, or one inside the other. The name of the box level derives from the 
similarity of its composition principle to TEX boxes [6] or Lego bricks. Conceptually, 
there is no intersection or interference between different boxes, even if in actual 
fonts, the components may be very close. Only some of the components are radicals, 
while all of them are or have been individual characters. 
The basic functor for this level is the comp(Box,0perator,Box) functor. The 
operator describes how the two boxes are combined. Some examples are: 
ch(~,comp(~,=,~)), ch(~,comp(V,r,~)). 
ch(~,comp(E, C ,~)). ch(~, comp(-',=,~)). 
ch(m,comp(~,r,:~)), ch(~,comp(~,y,~)). 
ch(~, comp (Y~:, II, ~:) ). 
These facts together describe the characters ~, l~, and •, including their compo- 
nents wherever they can be decomposed on the box level. The following is a list of 
the operators used, with example characters: 
II = r L 7 • c u n n .. : 
The operators are graphical symbols contained in the Japanese character set and 
are mostly self-explanatory. 
The last two operators, -. and :, are used in the special case of duplication of char- 
acters, together with the functor dupl(0perator,Box). The functors trip(Box) 
and aba(Box,Box) denote other special cases, namely, the triplication of a char- 
acter and the horizontal duplication of a character with another character inter- 
spersed: 
ch(~,dup l ( - . ,~) ) ,  ch (~,dup l ( : ,±) ) .  
ch (~,  t r ip  (:/g)). ch (~J, aba(~ ,~) ) .  
The designation aba is taken from the study of musical forms. Although not very 
frequent, such compositions form a standard part of the graphic repertoire of kanji. 
Using special functors in the cases above instead of the standard comp functor 
makes it easier to apply special rules when necessary. Otherwise, these functors are 
mapped to the corresponding standard escriptions. The same applies to the func- 
tor freq(Box,Box), which replaces comp wherever one of the boxes is a frequent 
radical with fixed composition operator: 
ch (/l~k, freq(J~, :~) ). ch (~, f req(~' ,~) ) .  
This functor was introduced to reduce the number of composition operators and 
radical variants entered; it is the most frequent functor. A separate relation lists 
the necessary facts about frequent radicals, i.e., the radical, its position (first or 
second), the associated composition operator, and a possible change in form, as it 
can be observed from the character J~ to the left part of ~k. The frequent radicals 
have been chosen based on page 1 of Hadamitzky [1]. 
In general, each character description makes a single decomposition a d refers 
further decompositions to the description of each component. This keeps descrip- 
tions concise and consistent, and allows addition of properties and parameters 




F IGURE 1. Decomposition of a char- 
acter (left) into bars (right). 
exactly where they apply. The box level as a whole therefore has the structure 
of a directed acyclic graph rather than a tree. Where a component is not a char- 
acter of its own and does not appear in any other character, however, functors are 
nested: 
ch(~l~,comp(~,H ,comp (~,=,~))). 
If different descriptions are possible for the same character, the historically 
founded one is preferred. Alternative descriptions can always be generated, but 
it is impossible to infer the historical composition without additional knowledge: 
ch(~, freq(~, ~) ). (historically founded description) 
ch (~, freq(~, ~) ). (possible alternative description, not used) 
In total, of 6353 kanji characters provided with a standard Japanese system, on 
the box level more than 5300 have been input manually. This was quite a tedious 
task, but the resulting database can now be used for a variety of applications. 
The rest includes characters that cannot be divided further and characters with 
missing components. To represent frequent components that are not characters 
themselves, such as the right part of ~ and ~ and the left part of ~ and ~, 
additional characters had to be defined using a bitmap editor. 
P.$. The Bar Level 
Characters and components that are difficult to decompose on the box level are 
analyzed on the bar level. The bar level represents elements as connections of 
intersecting lines and curves. Unlike the traditional brush strokes in a final font, 
these bars do not have an exact position or width. They are just described by their 
relative positions and their principal orientations and bendings. Figure 1 shows an 
example. 
Developing a description for the box level was straightforward. For the bar level, 
it is considerably more difficult to find a representation that is easy to read, concise, 
and complete. The main problems are relating the crossing bars to each other and 
defining the general layout without making use of coordinates. The representation 
we developed for each character consists of a list of bars, each with a symbolic 
name, a bar type, and a list of intersected bars. The character of Figure 1, for 
example, is described as follows: 
ch(~ ,bars(  [bar( (c , - - ,  [1,re,r] ) ,  
bar ( ( r ,  [, [ t , c ,b ] ) ,  
bar(  (b , - - ,  [1,re,r] ) ,  
bar ((m, [ , [empty, t ,c ,b]  ) ,  
bar ( (1 ,  [, [ t , c ,b ] ) ,  
bar ( ( t , - - ,  [1 ,m, r ] ) ] ) )  . 
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The symbolic names used here are mnemonics for top, center, bottom, left, middle, 
and right. The bar type is a simple character indicating the main direction of the 
bar. As this example shows, the sequence of the bars is arbitrary. This is not so for 
the list of intersected bars, which are listed top to bottom or left to right according 
to the traditional drawing direction. The symbol empty denotes an end of a bar 
without an intersection. 
In general, the bar names are only used locally to match crossing bars when 
processing a single character. In some cases, however, they are used to reference 
bars from other Prolog facts. This allows characters to be defined by extending or 
hiding bars in other characters' descriptions as follows: 
ch(~, extend (~,m,end)). 
ch(~,hide (I,m)). 
That these descriptions indeed contain all necessary character structure informa- 
tion is shown in Section 3.2, where an algorithm to derive simple character sketches 
from the bar level descriptions is presented. At the moment, about 100 characters 
are described at the bar level. 
3. APPL ICAT IONS 
To check the suitability of the chosen structured character representation both with 
respect o its general structure (box-bar model) and the actual Prolog notation, two 
prototype applications were developed. The first application tests the box level and 
finds a radical for each character according to the lookup rules of a well-known kanji 
dictionary of foreigners [9]. The second application produces character sketches 
from bar level descriptions with a constraint-based approach. 
3.1. Dictionary Lookup 
Kanji dictionaries have to provide a way to look up characters based on their graph- 
ical shape. Many dictionaries order characters by radicals. The traditional radical 
system, however, is somewhat confusing, especially for beginners, as there is no 
rule indicating which of several radical components serves as a character's radical. 
A revised system was introduced by Nelson [9]. He maintained the traditional 214 
radicals, but developed simple and exact rules for finding the radical of a character. 
With decreasing priority, the radical is searched for as follows: 
• Identical to the character looked up 
• As the only radical of the character 
• As a two-, three-, or four-sided enclosure 
• At the left, the right, the top, or the bottom, in this sequence 
• At the NW, NE, SE, or SW corners of the character, in this sequence 
• As the highest, leftmost stroke 
These rules are based on graphical considerations only. Therefore, it is possible 
to find the radical of a character given the list of radicals and a structural descrip- 
tion of the character. The task of finding the radical of a character was therefore 
chosen as a test application for the description on the bar level. The algorithm 
that implements the lookup rules proceeds as follows: First, expand the character 
description, generating a list of alternative descriptions or views that correspond 
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to the ways Nelson may have viewed the character. Second, match the generated 
descriptions with similar descriptions of the radicals, proceeding rule by rule until 
a match is found. To reduce execution time, the descriptions of the radicals are 
precalculated. 
The character descriptions used in the algorithm, which are designed for uni- 
formity, differ from those in the database, which are designed for conciseness and 
human readability. Instead of functors, with infix operators in the case of the 
comp functor, lists with an operator at the first position are used. The functors 
f req,  dupl, t r ip ,  and aba are eliminated; the operators II and = are used with 
arbitrary arity: 
f req(~' ,  =a~) -----+ [11 ,~ ' ,~]  (~) 
aba(~,~)  -----+ [11 ,~ ,~,~]  (~)  
trip(m) ~ [:,H [ll ,H,H]] (~). 
Expansion successively replaces ingle characters by their respective descriptions. 
This occurs one character at a time, and all descriptions are retained to be able to 
match coarse descriptions directly if possible. For example, starting with 
E=,~,~]  (~) ,  
the following additional representations are generated: 
[=, [II , :~ ,~]  ,~]  
E:, Ell, E:,~',~]] ,~:3 ,~3 
C =, [11, [=,"+, [7 ,~,~3]  ,~:] ,~3 . 
In addition, several transformation rules create new alternative expansions. These 
expansions correspond more closely to the way Nelson has tried to see characters 
through the eyes of a learner: 
[11 ,)'-, [11 ,~ ,2] ]  > [11 ,A . ,~ ,2]  (m) 
[11, [11 ,~ ,~]  ,~]  > [11,2g,~,~.] (~)  
[ r ,E r ,V - ,~] ,~]  > [ r , r ,E : ,~ ,~] ]  (~)  
[~, [11 ,~,Y-.] ,-t:] , [11, [=,-I=,~] ,~]  (~)  
[L, [=,~,'2.]  ,~]  , [=, [11 ,~,~] ,~]  (~) .  
Based on these expansions, it is easy to decide if, for example, a radical is a 
left part of a character. This is the case if a character description is a list begin- 
ning with I[ and the radical description either is a prefix of this list or is identical 
to its first element. The above transformation and matching rules can easily be 
translated into Prolog. 
Although generating all possible xpansions seems wasteful, the average number 
of generated escriptions i small. Determining the Nelson radical according to the 
above algorithm takes an average of about a second on a Sun SPARCserver. The 
correct radical is found in most cases, with exceptions where calculations on the 
bar level would be necessary. 
Recently, we have used the same approach of expanding and matching for the 
SKIP method of Halpern [2]. Because this method relies even less on traditions uch 
as radicals and more on purely geometric features, variants of radicals in various 
positions had to be treated with more care. This was solved by keeping the original 
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character as an additional argument to all relations of the algorithm to be able to 
select he correct variant wherever necessary. 
3.2. Sketch Generation 
To produce sketches from the notation chosen for the bar level, this notation is 
interpreted as a system of constraints. A horizontal bar, for example, is an equal- 
ity constraint for the y coordinates of its intersection points and an inequality 
constraint for their x coordinates. However, the constraints are highly underdeter- 
mined, as there is no exact geometry information, and sometimes implicit, such as 
the condition that the final sketch has to fill a square area of fixed size. Therefore, 
a special constraint-solving algorithm tailored to the problem was developed. 
The problem is solved by dividing it into two subproblems, one along the x- 
direction (horizontal), and the other along the y-direction (vertical). The algorithm 
proceeds as follows: First, intersection points are extracted by matching crossing 
bars. The character Eh of Figure 1, for example, has 10 intersection points denoted 
by small circles. Second, partial orders reflecting the inequality constraints are 
built for each direction after unifying intersection points connected by equality 
constraints. Third, for each direction, possible total orders are calculated while 
allowing additional unifications in the absence of explicit inequality constraints. 
The number of equivalence classes and therefore later coordinate values is kept as 
low as possible. Fourth, actual coordinate values are assigned uniformly to each 
point group. Fifth, the solution is checked for undesired intersections. This is 
necessary because the algorithm guarantees that all intersections specified in the 
character description are realized; the implicit condition that these intersections are 
the only ones allowed, however, can be checked only on proposed final solutions. A 
more detailed escription of the algorithm appears in [12]. 
The third and the fourth steps were replaced later by the finite domain constraint 
solver of the CHR (constraint handling rules) extension of ECLiPSe Prolog [5]. 
This lead to improvements in performance, allowing sketches to be generated for 
characters such as ~ and gli with 10 or more equivalence classes in one direction 
after the second step. This was not feasible with the original solution that heavily 
relied on generate-and-test. 
The algorithm also can deal with slanted bars of different kinds, intersections 
Of more than two bars, such as in )k, and hidden bars that serve as constraints to 
correctly distinguish between characters such as :i: (earth) and ± (knight). 
Figure 2 shows the results of sketch generation for various characters. They only 
serve to verify the completeness of the bar level description and do not claim any 
aesthetic value, as issues of proportion and symmetry are not considered. 
F IGURE 2. Generated sketches of the characters ~, *, ~, 2=, ±, ~, i~, 
~, ~,  ~-, 3~, ~,~, ~, ~:, ~ ,and  ~. 
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4. EXPERIENCE US ING PROLOG 
This section discusses general considerations regarding the suitability of Prolog 
for the applications described (Section 4.1), the limits of logic programming for 
character descriptions (Section 4.2), and the problems and solutions when using 
non-Latin characters in Prolog (Section 4.3). 
4.1. General Considerations 
The structural character description database discussed above and the two test 
applications were developed incrementally as prototypes over a period of about two 
years, with a total time budget of about six person-months. Only a fraction of the 
time was devoted to actual programming; algorithm development and data entry 
were more time-consuming. 
In the current state of the project, the choice of Prolog as the implementation 
language is well justified by the various ways in which it aided the implementation. 
This is especially true for the first part- - the box level and the dictionary lookup 
application; the advantages of Prolog as a programming language are somewhat 
less prominent for the second part- - the bar level and the sketch generation. 
The fact that Prolog works with symbols was important because it allowed rep- 
resentation of kanji characters by themselves ( ee Section 4.3). The fact that both 
program (rules) and data (facts) are treated uniformly in Prolog made it easy to 
experiment with different representations of character descriptions and eliminated 
the need for explicit buildup and management of character data. The basic Prolog 
syntax with terms and lists provided enough flexibility; there was no need to make 
use of the definite clause grammar (DCG) feature or to define a custom language 
including a parser and interpreter, as was planned initially. 
The declarative nature of Prolog also is seen as an important asset for fu- 
ture developments. The only tool that presently allows parameterized fonts to 
be built with high level descriptions, Knuth's Metafont [7], has clear limitations 
since its procedural approach makes it difficult to separate abstract character de- 
scriptions and font-specific parameterizations and variants. Although it is possible 
to build a metafont hat can be adjusted, for example, between Times and Hel- 
vetica with a single parameter, it is infeasible to introduce another design dimen- 
sion into an already existing Metafont [4]. A more declarative approach, supported 
and encouraged by Prolog, may help in finding new approaches to this difficult 
problem. 
The most used facility on the box level was pattern matching. Nelson's dictionary 
lookup rules can be written down in a straightforward manner; the most difficult 
part of the code lies in describing the different existential and universal quantifiers 
implicit in Nelsons's rules. Altogether, the program contains less than 150 lines. 
It is interesting to note that this is about the same length as the description of 
the rules in the appendix of the dictionary, although it has to be admitted that 
the program ignores Nelson's last rule, which cannot be dealt with on the box 
level. The straightforward and mechanical application of the rules also lead to the 
discovery of several dubious categorizations by Nelson and even a few cases that 
can be classified as outright errors. 
The ability to pose arbitrary logical queries to the base of facts and rules was 
useful for debugging the database and is important for font design in general. This 
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allows the programmer and eventually the font designer to investigate arbitrary 
aspects of the font structure. For consistency checks or before introducing a new 
rule, all characters with the same components or component configurations can be 
listed. Statistics can be evaluated to guide the design process by first concentrating 
on the more frequent characters and components. 
The ease of pattern transformation to generate different views of a character 
description is also noteworthy. There are various structures to be considered in 
each character, and different fonts and designers will emphasize different views and 
aspects of characters, components, and graphical features. The integration of facts 
and rules provided by Prolog is important in the gradual transition from individual 
facts to more global rules during the design process. On the other hand, in character 
design, there are many rules with few applicable cases. It is then clearer and more 
efficient o use two or three facts instead of one rule. 
For the second part described above, especially for the graph manipulation ec- 
essary for constraint solving, the advantages of Prolog over other languages was 
felt to be less convincing. Unification of free variables was convenient for equality 
constraints, being able to defer the decision on actual values. However, manip- 
ulation of graph structures led to complicated code where every step had to be 
carefully planned. Especially flagging and coloring techniques can be tedious, as 
the flags added to a node description can force wide parts.of the code to be rewrit- 
ten, whereas in procedural languages, an additional element can be added to a 
record definition without having to change any program parts that do not use this 
element. 
Time and space requirements are a concern to any programmer and user. Some 
Prolog implementations break down when presented with 6000 facts of a single 
relation, even if overall space requirements are not especially high. Several parts 
of the programs developed are still rather slow for practical use. Evaluating a 
nontrivial query over all characters in the database may take an hour, which is too 
slow for interactive font development. However, this can be improved by fine-tuning 
or reimplementing some predicates and caching some heavily used information such 
as lists of all characters that reference a given character in this description. 
4.2. Character Descriptions and Logic Programming 
Because Prolog is generally described as a logic programming language, it is im- 
portant o state that character structure and font design are very hard to capture 
in simple logic terms. Although, as shown above, a large part of the characters can 
be described with simple Prolog facts, there are cases where a description may fail 
and has to be extended. Even if relative stroke length in most cases is not relevant 
to identify a character, it is decisive in rare cases, such as ± and =[:, and this ap- 
plies to any other graphical feature that has been used or can be introduced in the 
future. However, even if computer supported font design is limited to the bulk of 
well-behaving characters, this can greatly simplify font design for large character 
sets in the future. This is especially so as in general, similar to symbols in natural 
language, the rarer characters are more regular. 
4.3. Non-Latin Characters in Prolog 
The use of kanji characters as symbols to represent themselves led to concise and 
easily readable character descriptions close to an envisioned WYSIWYG graphical 
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interface, which was crucial for the success of the project. Previously, numbers [18] 
and ASCII character strings with English equivalents of the character's meanings 
[3] were used, or kanji were combined with Japanese technical terms that are not 
understood in China or Korea [15]. However, without directly seeing the characters, 
it is extremely difficult to validate descriptions. 
As worldwide information processing is becoming more and more important, and 
natural language processing is a key application domain of Prolog, being able to 
represent non-Latin characters in Prolog is essential not only for the application 
discussed in this paper. Unfortunately, the degree to which this is possible and 
the special settings that have to be selected show a large variance in the currently 
available Prolog interpreters. 
For the following technical discussion, a traditional, purely textual interface to 
Prolog is assumed. Editing of input files and display of interactive input and output 
are delegated to appropriate tools (editor, terminal emulator) independent of the 
Prolog implementation. Fully integrating worldwide support into a graphical Prolog 
interface would pose additional problems. 
The main aspects that have to be considered for a Prolog implementation to sup- 
port foreign characters are the following: external character representation, i ternal 
character representation, and character semantics. External character representa- 
tion deals with how the characters are coded in a file that is read into Prolog as 
a program text. Internal character representation decides how characters are pre- 
sented to the program when viewed as a list of numbers, as, for example, with the 
name/2 predicate. Character semantics regulate which characters are viewed as 
white space, numbers, upper- and lowercase letters, and symbols. 
Many national character coding standards are in existence and can be used for 
external representation, but it may be desirable to use a single internal coding. 
The only suitable candidate for worldwide uniform internal coding is Unicode/ISO 
10646 [16, 17]. Unicode encompasses virtually all characters in national standards, 
unifying equivalents wherever possible, but preserving differences made in existing 
standards to allow round-trip conversion without loosing information. ASCII and 
Latin-1 (ISO 8859-1) are direct subsets of Unicode. 
Even if the same codesets are used externally and internally, their representations 
may differ somehow. Externally, storage and communication requirements favor 
so-called variable length or multibyte representations, where a different number of 
bytes is used for each character. Internally, fast access and manipulation is much 
simpler with a wide-character representation, where each character is represented 
with the same number of bytes. For Unicode, this is 2 bytes (16 bits). For a 
discussion about how this distinction can affect other programming languages, see 
[10] and [14]. 
There are several degrees to which non-ASCII characters can be used with ex- 
isting Prolog implementations even if they have not explicitly been built for such 
a requirement. In many cases, a multibyte representation has the property that 
all ASCII characters are represented with their proper 7-bit values, the eighth bit 
being 0, and that sequences of one or more bytes with the eighth bit set to 1 are 
used to represent characters outside ASCII. This is also the case for the multibyte 
representation f Unicode proposed in [10], now generally referred to as UTF-8. If 
the bytes with values above 127 are treated as lowercase letters by a Prolog imple- 
mentation, the characters outside ASCII can be used freely in all atoms, although 
predicates such as name/2 will work with lists of bytes rather than characters. 
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If non-Latin characters are encoded with bytes above 127, but these bytes are not 
treated as lowercase letters, it is still possible to enclose such atoms in single quotes 
to obtain the same result. In our case, single quotes were used in the beginning 
of the project, but they were extremely inconvenient because all kanji atoms are 
single characters. We were very happy later to work with Prolog implementations 
(Quintus TM Prolog release 3.1 and ECLiPSe Prolog 3.4) where quotation was not 
necessary when special environment variables or predicates were used. In cases 
where the representations of non-ASCII characters contain bytes that are identical 
to some ASCII characters, especially the single quote, the Prolog implementation 
has to be aware of the details of the character coding. 
Treating all foreign characters as lowercase helps for applications uch as nat- 
ural language processing, but it may not lead to the most natural way of writing 
Prolog programs in foreign languages. Several scripts, such as Greek and Cyrillic, 
distinguish upper- and lowercase letters, and this distinction should be recognized 
by Prolog. The majority of the scripts used worldwide, however, have no case dis- 
tinction, and prefixing variable names in these languages with a Latin uppercase 
letter or an underbar may not look very natural nor be easy to type on the key- 
board. Therefore, other ways of distinguishing atoms and variables may be needed. 
Typing ease and appearance also affect symbols and digits. Punctuation characters 
have different shapes in different scripts, and are therefore coded separately. Ide- 
ally, they should be unified with their ASCII counterparts. Characters that have 
no direct correspondence in ASCII nevertheless hould be included in their respec- 
tive natural category. The next line shows some of the characters available in the 
Japanese character set that should be usable as grouping characters or operators: 
r J  ( )  ((>) +.oo  
Summarizing the above discussion, internationalization f a Prolog implementation 
should proceed along the following line: First, byte values above 127 should be 
accepted as lowercase characters. Second, the internal representation should be 
changed to 2 bytes per character, with provisions for later extension to 4 bytes, 
with a standard encoding, and possibly with storage optimizations for all-ASCII 
symbols. Conversion software and tables for the input of files coded in national 
standards are already available and can be integrated. Third, character semantics 
should be considered, either along a clear standard or configurable for each input 
file with special commands. 
5. OUTLOOK 
5.1. Other Uses of Structured Character Descriptions 
Structured, highly font-independent character descriptions as discussed in this pa- 
per have many other application fields besides font design. The simulation of lookup 
rules was already described in Section 3.1. Simulation cannot just be used for ex- 
isting rules; it may be very useful to develop and test new lookup rules. A sta- 
ble but flexible database is also helpful for character ecognition algorithms, for 
computer-supported writing education (stroke counting, writing sequence), and for 
font implementation (macros, procedures, hinting). The exact requirements differ 
in each case, but as font design requires a full and accurate description of all visual 
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aspects of each character from various views, it will finally provide a superset of 
the data needed for the other applications. 
Other character sets where the methods discussed here may be applied with 
immediate benefit include Korean hangul and the writing systems of the Indian 
subcontinent with their high number of ligatures. In the long run, cross-character 
font design tools will also be applicable to small, alphabetic haracter sets. 
In view of computer graphics and computer-aided design in general, the design 
of East Asian fonts has the highest reuse of graphical components in a clearly non- 
trivial way. Therefore, it represents a major benchmark case for the development 
of computer-supported design techniques in general. 
5.2. Character Sets and Variants 
A currently unsolved problem, where we feel that Prolog could be of some help, is 
the treatment of variants. Even in Latin script, there are glyph variants uch as "a" 
and "a" that are not different characters but have different structural descriptions. 
For kanji, such variants are more frequent, and it can be a matter of taste to 
identify two different shapes as different characters or variants of the same character. 
Character standards codify this distinction, but different standards make different 
decisions for some shapes. In many cases, variants are chosen uniformly throughout 
a font. In other cases, some parts of a font will use modern variants, whereas other 
parts will look more traditional, and this distinction may be based on general 
criteria of writing practice or case-by-case design decisions. 
A general and flexible structured character descriptions has to be applicable 
to various character sets at the same time, providing the font designer with full 
freedom for variant selection within the limits of the target character standard 
while efficiently supporting well used ways of variant assignment. A first problem 
in this case is the fact that representing characters by themselves i limited by the 
character standard and the display font used. This could be solved by extending 
the symbols with qualifying letters or functors. A greater challenge is to integrate 
variant selectors and variant collections into the character description in such a way 
that they can be factored out by some sort of metaprogramming and the existing 
programs can be left as unchanged as possible. 
5. 3. Integration 
The central aspect of font design is graphical and needs high resolution screens with 
quick response times. Also, it is infeasible to ask a font designer to input queries in 
pure Prolog. We are therefore working toward a hybrid system that will integrate 
graphics and user interface components programmed in C++ with database and 
query facilities provided by Prolog. In a later stage, when requirements and prob- 
lems in this area are more clearly understood, it may even by possible to exchange 
Prolog with a more traditional database solution or direct data management imple- 
mented in C-t-+. For the time being, however, Prolog will provide a very efficient 
and flexible tool for experimentation a d prototyping. 
I thank Peter Stucki for providing a fruitful working environment, Leon Sterling for his advice 
and encouragement, and many colleagues and acquaintances for their interesting comments. 
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