Voice and video over IP are becoming increasingly popular and represent the largest source of profits as consumer interest in online voice and video services increases, and as broadband deployments proliferate. In order to tap the potential profits that VoIP and IPTV offer, carrier networks have to efficiently and accurately manage and track the delivery of IP services. The traditional approach of using port numbers to classify traffic is infeasible due to the usage of dynamic port number. In this paper, we focus on a statistical pattern classification technique to identify multimedia traffic. Based on the intuitions that voice and video data streams show strong regularities in the packet inter-arrival times and the associated packet sizes when combined together in one single stochastic process, we propose a system, called VOVClassifier , for voice and video traffic classification. VOVClassifier is an automated self-learning system that classifies traffic data by extracting features from frequency domain using Power Spectral Density analysis and grouping features using Subspace Decomposition. We applied VOVClassifier to real packet traces collected from different network scenarios. Results demonstrate the effectiveness and robustness of our approach that is capable of achieving a detection rate of up to 100% for voice and 96.5% for video while keeping the false positive rate close to 0%.
Introduction
Over the past 60 years or so, voice and video services like telephony and television have established [5] , and (ii) Identifying traffic originating from specific applications (for example, [6] tries to identify Skype voice flows, while [7] tries to identify all Skype flows). These techniques have several drawbacks when dealing with realistic traffic on the Internet: (i) None of these approaches can separate generic homogeneous voice and video flows from each other irrespective of the application that generated them.
(ii) When it comes to hybrid flows, there are no known approaches that can effectively identify the existence of hidden voice and/or video streams.
In this paper, we address the above issues and propose a self-learning voice and video traffic classifier called VOVClassifier , i.e., Voice Video Stream Identifier, that not only identifies voice and video traffic in both homogeneous and hybrid flows, but also labels these flows with the application that generated these flows. 
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Our main contributions in this paper are:
• We propose a novel voice and video classifier, called VOVClassifier , that is capable of identifying voice and video streams even if these streams are hidden inside bundled application sessions. This classifier works in two phases:
offline training phase and online detection phase.
In the training phase, we extract fingerprints for voice and video flows, and in the detection phase we use these fingerprints to accurately classify and label flows in real-time.
• We propose a novel methodology for extracting the fingerprint of voice and video flows. We first model the packet size and inter-arrival time of packets in a flow as a two dimensional stochastic process, and subsequently use power spectral density analysis to extract the hidden regularities constituting the fingerprint of the flow. We show that these fingerprints are unique for voice and video flows (and also for each application that generates these flows) and can be easily clustered to create a voice and video subspace. These subspaces can be separated by a linear classifier.
• We use real packet traces containing voice, video, and file transfer sessions in Skype, Google Talk, and MSN to comprehensively evaluate our methodology. Our results show that our approach is very effective and extremely robust to noise.
In fact, we found that the detection rate for both voice and video flows in VOVClassifier was 99.5% with negligible false positive rate when considering only homogeneous flows. When considering hybrid flows, our voice and video detection rates were 99.5% and 95.5% for voice and video traffic while still keeping the false positive rate close to 0.
The rest of the paper is organized as follows. In Section 2 we introduce related research work and present the background for our current work. Section 3 presents some key intuitions that constitute the essence of our methodology. In Section 4 we present the overall architecture of our system. Section 8 demostrates the effectiveness of our system using real packet traces while Section 9 concludes the paper.
Related Work, Background, and Data

Description
In this section, we first present related work and then give a brief introduction to voice, video, and file transfer streams. We also describe the voice, video, and file transfer streams that we collect for all our experiments.
Related Work
Traffic classification has received a lot of attention in the past [3, [8] [9] [10] [11] [12] [13] [14] [15] [16] [17] [18] . The focus of most of these works has been to identify and classify traffic into categories like web, email, bulk transfer, peer-to-peer, and/or multimedia (i.e., voice and video flows) among several others. For example, in [11] , the authors propose a novel approach called BLINC that looks at the flow attributes at multiple levels (social, functional, and application levels) to classify traffic into different categories. Other works like [3, 12, 17, 18] focus on a identifying a particular type of application class like peer-to-peer, multimedia, chat, etc. Our current work differs from all of above research in several aspects:
• We focus not only on identifying mutimedia flows (similar to other works), but also focus on identifying if the flow contains a voice and/or a video stream. In other words, our aim is to be able to classify any given flow as containing voice or video streams by looking at the layer-3/layer-4 headers in the packets belonging to the flow.
• We emphasize on identifying the presence of voice and video streams in hybrid flows that combine voice and video streams with other applications like file transfer and chat. To the best of our knowledge, we are not aware of any other work that addresses this problem. Typically there are two types of frames, Intra frames (I-frame) and Predicted frames (P-frame), that are transmitted/interleaved in a periodic fashion. Usually, the number of P-frames between two consecutive Iframes is constant. An I-frame is a frame coded without reference to any frame except itself and usually contains a wider range of packet sizes depending on the texture of the image to be transmitted. I-frames serve as starting points for a decoder to reconstruct the video stream.
A P-frame may contain both image data and motion vector displacements and/or combinations of the two.
Its decoding requires access to previously decoded Iand P-frames. Typically, each P-frame is contained in a small sized packet in the range of 100-200 Bytes. Due to the above properties of video streaming, we expect to still see some regularities in the IAT distribution at the receiver side. 
Data Sets
To collect data for our experiments, we setup multiple respectively. In total, we generated about 690 sessions, and a full breakdown of the sessions generated are given in Table II .
As we mentioned earlier in the paper, our classifier works in two phases: training and detection. The input to the training phase are homogeneous flows with labels, while the input to the detection phase are both homogeneous and hybrid flows that need to be labeled.
Hence we split our data set into two sets -training set and detection set. The training data set contained 90 homogeneous flows (45 of them were voice and
VOVClassifier . The detection set contained the other 600 flows that includes both homogeneous and hybrid flows. We use this set to evaluate the performance of our classifier.
Challenges, Intuitions and Discussion
Challenges
We start this section, by considering the simpler case of homogeneous voice and video flows. 
Intuition and Approach
As we saw in conduct two experiments using the original video flow † :
• We consider 128-byte packets in the flow along with their time stamps (i.e. the time at which we received the packet). Note that we discard all other packets in the flow, and the flow now has only 128 byte packets with their time stamps. We compute the cdf of the IAT of this new flow ( Figure 5 ). We can now see that these packets exhibit regularities in their IAT.
• We consider sequence of packets, i.e., if two consecutive packets in the flow have sizes 128
and 42 Bytes respectively then we extract those packets along with their time stamps and discard the rest. We now plot the cdf of the IAT of this series and find that these sequence of packets exhibit regularity as well.
The main take-away point from the above experiments is that, although we do not find any significant patterns by considering the IAT and PS metrics individually, we find very strong patterns when we combine and analyze these metrics together. In other words, the regularities of a video flow reside in specific combinations of packet sizes and inter-arrival times that are maintained for the entire duration of the session. We observe the same phenomena for video traffic as well.
Next, we consider the case of MSN hybrid voice flow. We apply the same concept as before and focus on packets of sizes 100-130 bytes (the range of most common packets observed for MSN homogeneous voice † Looking at the PS vs. IAT graphs for MSN homogeneous video flows, we found that there was a large number of packets of size 42 and 128. Hence we pick these packets for these experiments. This forms the basis of our approach. In fact, we combine these two metrics using a stochastic process that is further analyzed in the frequency domain using power spectral density (PSD) analysis. Such a methodology searches for combinations of packet sizes and IAT pair-wise that occur more frequently than others and thus carry the majority of the energy of the stochastic process being created.
Chat traffic vs File Transfer traffic in Hybrid Flows
Hybrid multimedia flows can contain voice and/or video streams along with file transfer and/or chat streams.
Both chat and file transfer streams do not show any hidden regularities in IAT distributions. Hence, from the perspective of our problem, both of these streams represent pure noise to the voice and video stream classifier. From our data set, we see that the PS distribution of chat streams typically ranges from 50 to 600 bytes where as the same for file transfer streams range from 60-1500 bytes. While the PS distribution of chat streams can be randomly distributed in its range, the distribution of PS in file transfer streams are mainly concentrated in two ranges: 90% of packets are in 1400-1500 bytes and 10% in 60-110 bytes.
In this work, we only consider hybrid flows that contain voice or video streams along with file transfer streams. We do this for two main reasons:
• The data rate of chat streams is much lower than the data rates of file transfer, voice, and video Figure 4 ).
• Although the PS distribution of chat spans a wide range of packets, from 50 to 600 Bytes, the average number of packets that fall in the same 
Feature Extractor Module
As explained in Section 3, the extraction of traffic features like packet inter-arrival times and packet size, shown in Figure 7 . First, any F S extracted (see Equation (1)) is modeled as a continuous-time stochastic process as illustrated in Eq. (2):
where δ(·) denotes the delta function. As the reader can notice, our model combines packet arrival times and packet sizes to form a single stochastic process. Because digital computers are more suitable to deal with discretetime sequences than continuous-time processes, we transform P(t) to a discrete-time sequence by applying sampling at frequency F s = 1 Ts .
Due to the fact that the signal defined in Equation (2) is represented as a summation of delta functions, its spectrum spans the whole frequency domain. In order to correctly reshape the spectrum of P h (t) to avoid aliasing when it is sampled at interval T s , we apply a low pass filter (LPF) characterized by its impulse response h LP F (t). P h (t) can then be mathematically described as follows:
By sampling at interval T s , we obtain the following discrete-time sequence: After an extensive analysis of widely-used voice and video applications such as Skype, MSN, and GTalk, we observed that choosing T s = 0.5 ms is sufficient to extract all useful information for our purpose.
Next, we provide a methodology to extract the regularities residing in the signal P(t). We achieve this by studying the power spectral density of the extracted signal P d (i).
Power spectral density computation
The power spectral density of a discrete-time signal represents its power distribution in the frequency domain. Regularities in time domain translate into dominant periodic components in its autocorrelation function and finally to peaks in its power spectral density.
For a general second-order stationary sequence {y i ; i ∈ Z}, the power spectral density (defined in [19] ) can be computed as:
where {r(k; y); k ∈ Z} represents the autocorrelation function of the signal {y i ; i ∈ Z}, i.e.,
Note that y in r(k; y) is not an argument of function r(·)
but an index, indicating that r(·) is the autocorrelation function of {y i ; i ∈ Z}. This holds true for all other functions with two arguments separated by a semicolon.
Although ̟ in Eq. (5) can take any value, we restrict its domain to be within [−π, π) because ψ(̟; y) = ψ(̟ + 2π; y).
According to Eqs. (5) and (6) For an extensive survey of parametric models for PSD estimation and details on the implementation of the LDA algorithm, we refer the reader to [19] . 
Recall that
are obtained by sampling a continuous-time signal P h (t) with time interval T s (see Fig. 7 ). Thus, one can further formulate the PSD in terms of real frequency as
where
Ts . Eq. (8) shows the relationship between the periodic components of a stochastic process in the continuous-time domain and the shape of its PSD in the frequency domain.
is a continuous function in frequency domain. To represent it in a computer, we need to do sampling in frequency domain. In other words, we select a series of frequencies,
and define the PSD feature vector as
ψ ∈ R M is the feature vector we use to perform classification.
In the next section, we introduce a new technique that we use to translate the characteristic of these highdimensional feature vectors into a more tractable low dimensional space.
Subspace Decomposition and Bases
Identification on PSD Features
In many scientific and engineering problems, the data 
which is obtained through voice training data,
where N 1 is the number of voice flows; 2.
which is obtained through video training data,
where N 2 is the number of video flows.
To facilitate further discussion, let us also regard Ψ
as a M × N i matrix, for i = 1, 2, where each column is a feature vector. In other word,
In this section, we present techniques to identify the low dimensional subspaces embedded in R M , for both
There are a lot of low dimensional subspace identification schemes, such as Principal Components Analysis (PCA) [21] and Metric Multidimensional Scaling (MDS) [22] , which identify linear structure, and ISOMAP [23] and Locally Linear Embedding (LLE) [24] , which identify non-linear structure.
Unfortunately, all these methods assume that data are embedded in one single low-dimensional subspace.
This assumption is not always true. For example, as different software uses different voice coding, it is more reasonable to assume that the PSD feature vector of voice traffic is a random vector generated from a mixture model than a single model. In such case, it is more likely that there are several subspaces in which the feature vectors are embedded. The same holds for video feature vectors.
As a result, a better scheme is to first, cluster the trained feature vectors into several groups, known as subspace decomposition; and second, to identify the subspace structure of each group, known as subspace bases identification. We describe the two steps in the following sections.
Subspace Decomposition Based on Minimum Coding Length
The purpose of subspace decomposition is to partition the data set
into non-overlapping K subsets such that
Ma et al. [20, 25] proposed a method to decompose subspaces according to the minimum coding length criterion. The idea is to view the data segmentation problem from the perspective of data coding/compression.
Suppose one wants to find a coding scheme, C, which maps data in Ψ ∈ R M×N to a bit sequence. As all elements are real numbers, an infinitely long bit sequence is needed to represent each element without error. To make it practical, one has to specify a tolerable decoding error, ǫ, to obtain a mapping with finite coding length, i.e., 
Then the coding length of the coding scheme C is a function
The optimal partition (see Eq. (14)) should minimize coding length of the segmented data, i.e.,
where Π denotes the partition scheme. The first term in Eq. (17) is the summation of coding length of each group, and the second one is the number of bits needed to encoding membership of each item of Ψ in the K groups.
The optimal partition is achieved in the following way. Let the segmentation scheme be represented by the membership matrix,
where π nk denotes the probability that vector ψ(n) belongs to subset k, such that
and diag(·) denotes converting a vector to a diagonal matrix.
Hong [25, page 34] proved that the coding length is bounded as follows. 
There is no closed form solution for Eq. (21).
Hong [25, page41] proposed a pairwise steepest descent method to solve it.
Using the above method, we obtain a partition of voice feature vector set Ψ (1) , 
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0. end function and a partition of video feature vector set Ψ (2) ,
Next, we describe the method to identify subspace bases in each of the segmentations.
Subspace Bases Identification
In this section, we use PCA algorithm to identify subspace bases for each segmentation,
which obtained in the previous section. The basic idea is to identify uncorrelated bases and choose those bases with dominant energy. Fig. 8 shows the algorithm.
In ongoing feature vector to the subspace, which will be described in Section 7.
Applying the function IdentifyBases on all segmentations, we obtain
for ∀k = 1, . . . , K i , ∀i = 1, 2. These are the outputs of subspace identification module, and hence the results of training phase, in Fig. 6 .
During the classification phase, these outputs are used as system parameters, which will be presented in the next section.
Voice/Video Classifier
In Section 6, we presented an approach to identifying 
for ∀k = 1, . . . , K i , ∀i = 1, 2. In this section, we use these parameters to do classification.
As shown in Fig. 6 , during the classification phase, for each ongoing flow F , one creates a sub-flow, F S , by extracting small packets, i.e., packets smaller than θ P , and passes it through PSD feature extraction module to generate PSD feature vector ψ. This is the input to the voice/video classifier.
The voice/video classifier works in the following way.
It first calculates the normalized distances between ψ and all subspaces of both categories. Then it chooses minimum distance to each category. The decision is made by comparing the two distance values to two thresholds, θ A and θ V respectively for voice and video. Fig. 9 shows the procedure of the voice/video classifier. 
14. end function Fig. 9 . Function voicevideoClassify determines whether a flow with PSD feature vector ψ is of type voice or video or neither. θ1 are θ2 are two user-specified threshold arguments. Function voicevideoClassify uses Function NormalizedDistance to calculate normalized distance between a feature vector and a subspace.
Note that, in Function voicevideoClassify, line 7, whenĤ 2 = 1, we always setĤ 1 = 1. The reason is discussed in Section 4.
Experimental Results
In this section, we first validate our approach and then demonstrate the effectiveness and feasibility of
VOVClassifier . In other words, we will first show how the FE module extracts fingerprints that are unique to 
Feature Extractor Module
As we explained in Section 5, the FE module takes homogeneous voice and video flows as input to first compute a stochastic process for a flow (Equation 2) using IAT and packet sizes, and then extract a fingerprint using the PSD distribution (Equation 10). Figure 10 shows the PSD of the stochastic process for voice and video flows. We randomly picked two Skype homogeneous voice and video flows from our data traces. The top and bottom graphs in Figure 10 show 
Voice and Video Subspace Generator
The output from the FE module is used by the VSG module to generate voice and video subspaces (or clusters) that are far away from each other. The larger the distance between the two subspaces, the easier it is to classify any flows containing voice and video streams. Figure 11 shows the distance of a Skype homogeneous flow from the voice subspace on the x-axis and the distance from the video subspace on the y-axis. For this result, we first train the VOVClassifier using several homogeneous voice and video flows from our traces.
After the training phase, we choose many hybrid flows (containing voice, video, and file transfer) for which we already know the correct classification, and feed it to the classifier to conduct online classification. We computed the distance of all of these flows the two subspaces that we had computed in the offline training phase, and plot them in Figure 11 . We can clearly see that all the hybrid 
Overall System
After the offline training phase, the main goal of the other words, the y-axis in the graph shows the probability of correctly labeling a flow, P D , and the xaxis shows the probability of a false alarm or incorrectly labeling a flow, P F A . We formally define P D and P F A as follows: when a flow with actual label X is sent through the VOVClassifier for classification, and the classifier labels the flow asX, then
We first consider the case of flows generated by a single application only, i.e., Skype. In Figure 12 , we can see that the detection rate of the Skype homogeneous voice and video flows are very high (over 99%) when the false alarm rate is very small (<1% In this case, the VOVClassifier is asked to (i) classify voice and video flows as before and (ii) label each flow with the associated application being used to generate such a flow. As a consequence, a homogeneous voice flow being generated by MSN but labeled as
Skype homogeneous voice will be considered as a false positive. Figure 13 shows the ROC curve for our classifier while using several hundred homogeneous and hybrid voice and video flows (as described in Section 2)
as the input. As the first step, we used 15 voice and 15 video flows (5 each for Skype, MSN, and GTalk) to train our classifier. We then use the rest of the flows to test the system accuracy. Note that we already know the actual labels (i.e. the ground truth) for all of the input flows. We now let our system make a decision on these flows and label them. In Figure 13 , we can see that the detection rate of the homogeneous voice and video flows are very high (over 99%) when the false alarm rate is very small (<1%). However, when we input hybrid flows, the results are not as good. In other words, if we want to keep the false alarm rate to less than 1%, then the detection rate will also be very low (between 20-30%).
However, when the false positive rate is about 4%, the 
Conclusions
In this paper, we presented a novel system, called The results from this system demonstrates the effectiveness and robustness of our approach. We showed that VOVClassifier could achieve 99.5%
detection rate with false positive close to 0% for both voice and video in the case of homogeneous flows, and 99.5% and 95.5% (false positive close to 0) respectively for voice and video when dealing with the more complex scenario of hybrid flows.
