The directed de Bruijn graphs appear often as models in computer science, because of the useful properties these graphs have. Similarly, the induced subgraphs of these graphs have applications related to the sequencing of DNA chains. In this paper, we show that the directed de Bruijn graphs can be recognized in polynomial time. We also show that it is possible to recognize in polynomial time whether a given directed graph is an induced subgraph of some directed de Bruijn graph with given size of the labels. This result answers a question raised in a previous paper studying the properties of these induced subgraphs.
Introduction
The directed de Bruijn graphs constitute a class of directed graphs which have vertices labeled in a special way by words over a certain alphabet. Because of their useful properties, these graphs are used as models of communication networks, VLSI circuits or architecture of parallel computers [10, 9] . On the other hand, some induced subgraphs of de Bruijn graphs have also found their applications. One of the most interesting are DNA graphs [5] which are directed graphs labeled by words over a four-letter alphabet.
Such graphs are used in the computational phase of sequencing by hybridization, i.e. a method used to read a sequence of DNA chains. Because of natural and technological constraints, it is impossible to read these sequences directly. Since reading DNA sequences is a fundamental problem in molecular biology, techniques speeding up this process have been invented. One of the newest methods is sequencing by hybridization, consisting of two phases. In the ÿrst, biochemical phase, all short subsequences of a given length appearing in a DNA sequence are read. In the next, computational phase, these subsequences are combined to create the original sequence. In the latter phase, graph-theoretical approaches are used and de Bruijn induced subgraphs, labeled over an alphabet {A,C,G,T} corresponding to the four nucleotides of DNA chains, are used to reconstruct sequences [8, 4] .
In this paper, we address the problem of recognition of de Bruijn graphs, i.e., given a directed graph, an algorithm will be given that answers the question if the graph is the de Bruijn one. It appears that this problem can be solved in polynomial time. As a related problem, we will also consider open questions concerning recognition of the induced de Bruijn subgraphs.
Before doing this, let us set up the subject more formally. The directed de Bruijn graph B( ; k) is a directed graph which has vertices labeled by words of length k over a certain alphabet of cardinality (there are k vertices in such a graph). There is an arc from a vertex v labeled by (v 1 ; v 2 ; : : : ; v k ) to a vertex w labeled by (w 1 ; w 2 ; : : : ; w k ) if and only if v i = w i−1 for i = 2; : : : ; k [6] . The diameter of graph B( ; k) is equal to k and the out-and in-degrees of each vertex are equal to . The undirected de Bruijn graph is deÿned similarly, but two vertices v and w are connected by an edge if and only if either v i = w i−1 for i = 2; : : : ; k or w i = v i−1 for i = 2; : : : ; k.
The ÿrst problem we consider is determining whether a given graph is a de Bruijn graph. After that, we study the classes of induced de Bruijn subgraphs and answer one of the questions left open by the authors of [5] .
Inspired by the graphs appearing in [5] , a labeling of directed graphs is deÿned as follows:
Deÿnition. Let k ¿ 1 and ¿ 0 be two integers. A directed graph H = (V; A) can be ( ; k)-labeled if it is possible to assign a label (l 1 (v); : : : ; l k (v)) of length k to each vertex v of H such that:
1. l i (v) ∈ {1; : : : ; } ∀i ∀v ∈ V ; 2. (l 1 (v); : : : ; l k (v)) = (l 1 (w); : : : ; l k (w)) if v = w; 3. (v; w) ∈ A ⇔ (l 2 (v); : : : ; l k (v)) = (l 1 (w); : : : ; l k−1 (w)).
Such an assignment is called an ( ; k)-labeling (or simply labeling).
By taking = ∞, one can indicate that the alphabet of the label components is unbounded. The class of directed graphs that can be ( ; k)-labeled will be represented by L k . In fact, L k is the set of induced subgraphs of B( ; k). Notice that if H can be ( ; k)-labeled and has k vertices, then H is the de Bruijn graph B( ; k).
Let us note that L 4 k corresponds to the so-called DNA graphs [5] . In this paper, we will mainly deal with the class L ∞ k . This labeling concerns only directed graphs that do not have more than one arc from v to w, for any ordered pair v, w of vertices. In order to simplify the reading, we will use the term 'graph' to denote those graphs.
Properties and recognition of graphs in the classes L k and L ∞ k have been studied in [5] . In particular, the following result has been proven.
Indeed, the directed path on n ¿ 2 vertices, with a loop on the ÿrst and the last vertices, belongs to L 
In this paper, we show that L(H ) = 2n is such a threshold. This allows to determine in O(n 3 log n) time whether graph H belongs to L ∞ k for given k. The remainder of the paper is organized as follows. In Section 2, an algorithm for recognizing de Bruijn graphs is proposed. In Section 3 we prove some lemmas and solve the recognition problem of the graphs in L ∞ k . We conclude in Section 4.
Recognition of de Bruijn graphs
While various papers study the properties of the de Bruijn graphs (see for example [2, 3, 1] ), the question of the recognition of those graphs and their induced subgraphs has not been addressed yet, as far as we know. In this section, we show how the de Bruijn graphs can be recognized.
First, we recall the Propagation Algorithm proposed in [5] . This algorithm ÿnds an (∞; k)-labeling of a graph, if one exists. The idea of the algorithm is to propagate a label component along the arcs in order to satisfy the condition (v; w) ∈ A ⇒ l i (v) = l i−1 (w) for any 2 6 i 6 k:
Once a number has been propagated as much as possible, a new number is assigned to an empty label component and also propagated. We will use this algorithm, described below, as a subroutine. 
The complexity of this algorithm is O(n 2 k log (nk)) (The factor log (nk) is missing in [5] . Its presence is due to the fact that the integers used can be as large as nk, and comparing such integers takes O(log (nk)) time). Notice that this algorithm is therefore not polynomial in the size of the input (which is O(n 2 log k)). Now, we can formulate an algorithm which answers the question whether a given graph H is a de Bruijn graph.
count vertices which have a loop-the number of such vertices
is the cardinality of the alphabet; 2. count all vertices of the graph-the number n of all vertices is used to establish the length k of a label: k = log n=log = log n; if k is not an integer larger than 1 then STOP: H is not a de Bruijn graph; 3. apply Propagation Algorithm; 4. if Propagation Algorithm ended with an ( ; k)-labeling of H (that is, if it stopped at Step 5. with = ) then STOP: H is a de Bruijn graph; else STOP: H is not a de Bruijn graph. Proposition 1. The above algorithm correctly recognizes de Bruijn graphs in polynomial time.
Proof. By the deÿnition of a de Bruijn graph, we do not have the choice on the size of the alphabet used (the number of loops ) and the size of the labels (k, which has to be an integer). After that, it remains to check whether the given graph H is B( ; k) or not. Clearly, if the above algorithm ÿnds an ( ; k)-labeling of H , then H is indeed the de Bruijn graph B( ; k). On the other hand, if H is B( ; k), H belongs to L ∞ k and Propagation Algorithm ends at Step 5. We just have to show that in this case, no more than di erent numbers have been used. Consider an ( ; k)-labeling of H . Let v be any vertex, and (l 1 (v); : : : ; l k (v)) its label. Let us represent l t (v) by a for some ÿxed t. Since there are arcs leaving each vertex, we can start from v and choose randomly a (not necessarily simple) directed path with t − 1 arcs. We thus arrive at a vertex w whose labeling is (a; l t+1 (v); : : : ; l k (v); y 1 ; : : : ; y t−1 ) for some integers y 1 ; : : : ; y t−1 . Among the arcs entering w, there must be an arc coming from a vertex labeled (a; a; l t+1 (v); : : : ; l k (v); y 1 ; : : : ; y t−2 ). Repeating this last argument, we ÿnd a (not necessarily simple) chain from v to the vertex labeled (a; a; : : : ; a). This shows that if Propagation Algorithm sets some label component in H = B( ; k) to a speciÿc value, it propagates it to all label components that must have this value in an ( ; k)-labeling of H . Hence, after Propagation Algorithm stopped, we have 6 . But since we clearly have ¿ , we obtain = .
Since we have k ∈ O(log n), the overall complexity of this approach is O(n 2 log n log (n log n)) = O(n 2 log 2 n).
Recognition of induced de Bruijn subgraphs
In this section we investigate some properties of labeled graphs to answer the open question quoted in the introduction. That is, we study what label components of a vertex are propagated to other (di erent) vertices. For this purpose, we introduce the following deÿnition:
Deÿnition. Let H = (V; A) be a graph. Chain C is a sequence (v 1 ; a 1 ; v 2 ; a 2 ; : : : ; v s ) of vertices v i ∈ V and arcs a i ∈ A such that each arc a i has as endvertices v i and v i+1
We use here a very general deÿnition of a chain. In this deÿnition, an arc can be used several times, not necessarily always in the same direction. A vertex can also appear more than once in the sequence.
Deÿnition. Let H = (V; A) be a graph and C = (v 1 ; a 1 ; v 2 ; a 2 ; : : : ; v s ) a chain in H .
The length of chain C is the number of arcs s − 1. Chain C is said to be simple if each vertex of H appears at most once in sequence C.
For two vertices v and w, we say that the chain links v and w if the sets {v 1 ; v s } and {v; w} are equal (v 1 = v and v s = w, or v 1 = w and v s = v).
To study the movements of the label components during the propagation along a chain, we will need the following functions f, f and f: The lemmas that follow will allow to understand these functions, but we can give an informal idea of their use: From the deÿnitions, we have easily the following inequalities for chain C = (v 1 ; a 1 ; : : : ; v s ):
To simplify the reading, we will say that a sequence of letters is contained in the label of a vertex if this sequence appears as consecutive label components in the label of that vertex (in the same order).
Consider a graph C rr composed only of a simple chain on n vertices, and let r and r be the two endvertices. For any vertex w, there is a unique simple chain C rw linking r and w. Let f = f(C rr ) and f = f(C rr ). Notice that f − f 6 n − 1. The following lemma tells us that, in an (∞; k)-labeling of C rr with k ¿ n, a certain sequence of letters of the label of r is also contained in the labels of all the other vertices. : : :
where C rw is the simple chain linking r and w.
Proof. Notice ÿrst that the label components appearing in the lemma really exist:
Let (r = v 1 ; a 1 ; : : : ; v n = r ) be the chain C rr . We will consider one vertex v t after another, by induction over t.
The proof is trivial for t = 1: v 1 = r and f(C rw ) = 0. We now suppose that the lemma is true for vertices v 1 ; : : : ; v t−1 with 2 6 t 6 n − 1, and prove it for v t . Suppose that the arc a t−1 goes from v t−1 to v t . This means that f(C rvt ) = f(C rvt−1 ) − 1. Since f 6 f(C rvt ), we have f ¡ f(C rvt−1 ) and hence
We can therefore use the equalities l 2 (v t−1 ) = l 1 (v t ); : : : ; l k (v t−1 ) = l k−1 (v t ) and combine them with those obtained by applying the lemma to w = v t−1 , obtaining the result for w = v t . The case where the arc a t−1 goes from v t to v t−1 is similar, but now f(C rvt ) = f(C rvt−1 ) + 1.
Deÿnition. For a directed graph H , let H
* represent its underlying non-oriented graph. A directed graph T is a directed tree if T * is a tree. Let H be a directed graph. A subgraph T of H is a directed spanning tree of H if T * is a spanning tree of H * .
In a very similar way to the chains, we will now consider directed trees. Let T be a directed tree on n vertices, and let r be one of its vertices. For any vertex w, there is a unique simple chain C rw linking r and w. Let f(r) = min w f(C rw ) and f(r) = max w f(C rw ). Again, for any vertex r, we have f(r) − f(r) 6 n − 1. Notice that f(r) − f(r) = constant, for any r, as shown below. Moreover, since for any three vertices a, b and c we have (by deÿnition of f)
the following holds:
On the other hand, by deÿnition of p, we also have Proof. For every vertex w, we have 1−f(r) ¿ 1−f(C rw ) and k − f(r) 6 k − f(C rw ). Applying Lemma 1 to chain C rw for each vertex w concludes the proof.
In particular, Lemma 3 shows that, in order to satisfy all arcs of a directed tree, all labels must have a common sequence of size at least k − f(r) − (1 − f(r)) + 1 = k − ( f(r) − f(r)) (but not at the same position in each label). This observation will be used to prove the next lemma, a key to the main theorem.
Lemma 4.
Let H be a connected graph on n vertices. For any k ¿ n; if H ∈ L ∞ k ; then in any (∞; k)-labeling of H all labels have a common sequence of size at least k − n + 1.
Proof. Let H = (V; A) and consider a directed spanning tree T = (V; A ) of H . Let r be a ÿxed vertex of T . As observed above, in order to satisfy all arcs in A , it is necessary that all labels have a common sequence of size at least k − ( f(r) − f(r)), where f(r) and f(r) are the values corresponding to T . But independently of r, we have f(r) − f(r) 6 n − 1. Therefore, a common sequence of size at least k − (n − 1) is already assured by T . The presence of further arcs (if A − A = ∅) cannot weaken this common part. It can merely impose that some numbers within this common part must be equal.
We are now ready to prove the main theorem.
Proof. The 'if' part being trivial, it remains to prove the 'only if ' part. Notice that we may suppose that H is connected, since the connected components are independent when an inÿnite alphabet is considered. Moreover, by Theorem 1, the proof is already done for 2 6 k 6 2n.
Consider an (∞; 2n)-labeling of H . By Lemma 4, we know that the labels of all vertices have a common sequence of size at least n + 1. Let B = (l 1 ; : : : ; l n+1 ) be the n + 1 ÿrst numbers of this common sequence. We deÿne p (for 'periodicity') to be the smallest integer 1 6 p 6 n such that l i = l i+p for i = 1; : : : ; n + 1 − p. If such a p does not exist, we set p = n + 1. Let B = (l 1 ; : : : ; l p ). The sequence B is then equal to the sequence B : : : B B , where B appears (n + 1)=p times and B = (l 1 ; : : : ; l q ) with q = n + 1 modp (B is the null sequence if q = 0). Notice that, because of the size of B (n + 1) and of the labels (2n), if the sequence B appears several times in a label, the successive appearances partially overlap. This can only happen if p ¡ n + 1.
We will now modify the labeling to have longer labels. In each label, we mark the last occurrence (by looking at the components from 1 to 2n) of the sequence B belonging to the last occurrence of B in that label. We then introduce at that place b copies of B , where b is any positive integer. We will show that we thus obtain an (∞; 2n + bp)-labeling of H .
It is clear that the labels obtained by the modiÿcation remain all di erent. It remains to check the last condition of an (∞; k)-labeling. Let a = (v; w) be an arc of H . We will look at the labels of the vertices v and w, putting in evidence only the last occurrence of B. Two cases can occur for the label of w before the transformation. Assume ÿrst that this label is Similarly as before, the modiÿed labels still satisfy the arc a.
Finally, by proceeding in the same way, we can show that two modiÿed labels cannot overlap on 2n+bp−1 components if they did not already overlap on 2n−1 components before the transformation. We have therefore obtained an (∞; 2n + bp)-labeling of H . By taking b large enough and using Theorem 1, this transformation shows that there exists an (∞; k)-labeling of H for any value of k.
This theorem answers the ÿrst open question in [5] . We have the following corollaries to the theorem. Proof. Let n be the number of vertices of H . If k ¡ 2n, we simply apply Propagation Algorithm on H with the given value of k to determine whether H ∈ L ∞ k . Since k is smaller than 2n, the Propagation Algorithm is polynomial in the size of the instance (at most O(n 3 log n)). If k ¿ 2n, we apply the Propagation Algorithm with value of k set to 2n. By Theorem 2, the result of the algorithm is an (∞; 2n)-labeling if and only if H ∈ L ∞ k . Since the algorithm was applied with the length of the labels equal to 2n, we have complexity O(n 3 log n).
Corollary 1 shows that, for a given graph H and a given integer k ¿ 1, we can determine in polynomial time whether there is a de Bruijn graph B( ; k) of which H is an induced subgraph. Proof. Let n be the number of vertices of H . In a ÿrst step, we apply the Propagation Algorithm with k set to 2. If no (∞; 2)-labeling is found, H does not belong to L ∞ k for any value of k. If an (∞; 2)-labeling exists, we apply, in a second step, the Propagation Algorithm with k set to 2n. If an (∞; 2n)-labeling has been found, then L = ∞. Otherwise, we determine the value L by dichotomy between 2 and 2n, using the Propagation Algorithm. The ÿrst step takes O(n 2 log n) time and the second O(n 3 log n) time. Since each run of the Propagation Algorithm for values of k between 2 and 2n takes at most O(n 3 log n) time, the dichotomy takes O(n 3 log 2 n) time. Hence the overall complexity to determine L is also O(n 3 log 2 n).
Conclusion
In this paper, de Bruijn graphs and their induced subgraphs have been studied. An algorithm for recognizing de Bruijn graphs has been proposed. We also proved that all values k for which a given graph H can be (∞; k)-labeled can be determined in polynomial time. Therefore graphs in L ∞ k can be recognized in polynomial time, for any value of k. This result has been proven by taking advantage of the fact that the alphabet used for the labeling is unbounded ( = ∞).
Recently, other complexity results concerning the induced subgraphs of de Bruijn graphs have been obtained in [7] . The authors of that paper show that it is NP-hard to decide whether
• G ∈ L k , for any ÿxed k ¿ 3, with G and as the input; • G ∈ L k , for any ÿxed ¿ 3, with G and k as the input; • G ∈ L ∞ = ∞ k=1 L k , for any ÿxed ¿ 3, with G as the input. Therefore, with a graph H and two integers and k as the input, it is NP-hard to decide if H is an induced subgraph of B( ; k). It also implies that determining the smallest value k (H ) for which a graph H can be ( k (H ); k)-labeled is NP-hard for any ÿxed k ¿ 3 (this problem is polynomial for k = 2 [5] ).
Only two open cases now remain for the recognition problem, both with = 2. These cases consist in determining, for an input graph G, whether G belongs to L 
