The evaluation of nursing homes is usually based on the administration of questionnaires made of a large number of polytomous items. In such a context, the Latent Class (LC) model represents a useful tool for clustering subjects in homogenous groups corresponding to different degrees of impairment of the health conditions. It is known that the performance of model-based clustering and the accuracy of the choice of the number of latent classes may be affected by the presence of irrelevant or noise variables. In this paper, we show the application of an item selection algorithm to real data collected within a project, named ULISSE, on the quality-of-life of elderly patients hosted in italian nursing homes. This algorithm, which is closely related to that proposed by Dean and Raftery in 2010, is aimed at finding the subset of items which provides the best clustering according to the Bayesian Information Criterion. At the same time, it allows us to select the optimal number of latent classes. Given the complexity of the ULISSE study, we perform a validation of the results by means of a sensitivity analysis to different specifications of the initial subset of items and of a resampling procedure.
Introduction
The evaluation of appropriateness of long-term care facilities is assuming a role of increasing relevance due to the rapid growth of demand for long-term care services for elderly people.
The main cause is represented by the rapid aging of the population and also by the changes in the family structure and in the socio-economic context. Furthermore, the debate on population aging focuses on the effects that such a phenomenon has on the welfare and on the health care system in various countries (Galasso and Profeta, 2007; Breyer et al., 2010) . In this regard, health care quality measurement and performance evaluation of nursing homes represent a challenging issue to assure the quality of services and to allocate resources efficiently.
Issues related to population aging are particularly relevant in Italy, which is one of the European countries with the highest proportion of elderly people, where this proportion is expected to increase over the next decades (Kohler et al., 2002) . In this country, the ULISSE project (Lattanzio et al., 2010) has been carried out to obtain relevant data for health care planning. The purpose of the project is to document the change in elderly patients' health status and the ability of the health care system to satisfy their needs. The dataset obtained from this project was collected by the administration of a questionnaire to patients hosted in a sample of Italian nursing homes. The questionnaire is made of a large number of polytomous items about different aspects of the quality-of-life and health status of these patients. In such a context, a model-based clustering procedure may be applied to evaluate the performance of nursing homes. In particular, patients may be clustered in homogeneous groups according to their health conditions in order to describe the case-mix of the nursing homes. The resulting clustering may have important applications in the context of the nursing home evaluation, and therefore affecting the system of financial support, when the clusters correspond to different degrees of impairment of the patients' health conditions. However, the performance of model-based clustering procedure may be degraded by the presence of irrelevant items. Moreover, the administration of a questionnaire made of a large number of items may be lengthy and expensive. Due to tiring effects, using several items may also induce the respondent to provide inaccurate responses. This is particularly relevant when the questionnaire is periodically administered. Therefore, methods which allow us to select the smallest subset of items useful for clustering are of interest. These methods may lead to a reduction of the costs of the data collection process, and a better quality of the collected data. Moreover, reducing the dimension of the dataset implies that it may be more easily analyzed by complex statistical models.
Motivated by availability of the ULISSE dataset, in this paper we adopt the item selection algorithm proposed by Dean and Raftery (2010) , which may be applied when a large number of items is included in a questionnaire. The adopted algorithm is based on the latent class (LC) model (Lazarsfeld, 1950; Lazarsfeld and Henry, 1968; Goodman, 1974) which represents an important tool of analysis of data collected by questionnaires made of polytomous items.
As it is well known, the model relies on a discrete latent variable, which defines a certain number of latent classes, and it assumes the independence of the responses to the items given this variable. Therefore, the use of the LC model is justified when the items measure one or more latent traits, such as the quality-of-life or the tendency toward a certain behavior.
In geriatrics, the LC model is used to measure mobility disability (Bandeen-Roche et al., It is important to recall that the LC model produces a model-based clustering (Fraley and Raftery, 2002) , with clusters corresponding to the latent classes. Once the model is fitted, a subject is assigned to the latent class corresponding to the highest posterior probability, that is, the conditional probability of the latent class given the observed data. It is also worth noting that latent variable models for ordinal variables are also present in the literature, such as the graded response model (Samejima, 1969 (Samejima, , 1996 . In this model, the response probability is expressed as a function of one or more latent variables through a specific link function (e.g., the cumulative logit link); see Bacci et al. (2014) and the reference therein. Given the ordinal nature of the items composing the questionnaire considered in our application, this model could make sense in the present context. However, we prefer to avoid such a parametrization and to rely on a standard LC model. The main advantages of this choice are the simplicity of the resulting approach and the reduced number of parametric assumptions.
The item selection algorithm we adopt aims at finding the set of items which provides the best value of the Bayesian Information Criterion (BIC) index (Schwarz, 1978; Kass and Raftery, 1995) . As motivated by Dean and Raftery (2010) , this leads to selecting the subset of items which are indeed useful for clustering. It is worth noting that, at the same time, this method allows us to choose the number of latent classes. As usual in the context of LC models, the parameters estimation is performed by the Expectation-Maximization algorithm (EM; Goodman, 1974; Dempster et al., 1977) .
More in detail, the implementation of the algorithm is based on a stepwise scheme that, starting from an initial set of items, at each iteration performs both inclusion and exclusion steps till a certain optimal criterion is satisfied. We also extend the version proposed in Dean and Raftery (2010) by including an additional step aimed at initializing, with a large number of starting values, the estimation algorithm, so as to face the problem of local maxima of the model log-likelihood, without being computationally expensive. This problem is particularly evident in applications involving a very large number of statistical units and response variables, as in the ULISSE project. In such an application, we also assess the performance of the item selection algorithm by implementing a sensitivity analysis of the final results with respect to different specifications of the initial subset of items and by validating the solution on the basis of resampling procedures.
The remainder of this paper is structured as follows. The ULISSE dataset is described in the following section. In Section 3 we briefly illustrate the LC model on which the item selection algorithm is based together with maximum likelihood estimation of the model, via the EM algorithm. In Section 4 we illustrate the item selection algorithm based on the implementation proposed by Dean and Raftery (2010) . In Section 5 we present the results of this approach applied to the ULISSE dataset, whereas Section 6 provides a final discussion.
The approach proposed in this paper has been implemented in a series of R functions which rely on a Fortran code to make the execution faster. These functions are available to the reader upon request.
The ULISSE dataset
The ULISSE project ("Un Link Informatico sui Servizi Sanitari Esistenti per l'Anziano" -"A Computerized Network on Health Care Services for Older People") is aimed at studying the health status of elderly patients who currently receive health care assistance in Italy (Lattanzio et al., 2010) . The main purpose of the study is to improve the knowledge of the characteristics and the quality of health care services provided to elderly in Italy. The project was carried out by a Research Group established by the Italian Ministry of Health.
The study considers three different levels of health care assistance: that provided by acute care facilities, that provided by nursing homes, and that provided at home. Overall, 23 acute geriatric or internal medicine hospital units, 31 nursing homes, and 11 home care services have been involved in the project. In the analysis here presented, we consider only data collected in the nursing homes.
The ULISSE project is based on a longitudinal survey; in the nursing homes recruited by the project, all residents, or a maximum of 100 randomly selected residents for bigger nursing homes, were evaluated at admission and then re-evaluated at 6 and 12 months after the admission. Only long stay residents (i.e., permanently admitted to the nursing home) aged at least 65 years were included in the study. For the analysis here presented, we consider only the first wave of interviews, which covers 1739 patients.
The detailed patients information were collected using the classification system VAOR 
The Latent Class model
Let J denote the number of items in the questionnaire of interest and, for a sample of n respondents, let Y ij denote the response variable for subject i and item j, with i = 1, . . . , n and j = 1, . . . , J. Let l j denote the number of response categories of item j, labeled from 0 to l j -1. Some of the responses may not be observed for different reasons. We rely on the standard assumption of missing at random (MAR; Rubin, 1976; Little and Rubin, 2002) to deal with these missing responses, as described in the following. Finally, let
. . , Y iJ ) be the vector of all response variables for subject i.
In order to explain the dependence structure between the response variables, the LC model assumes the existence of a discrete latent variable U i which has, a priori, the same distribution for every subject i. This distribution is based on k support points, labeled from 1 to k. Each support point corresponds to a latent class in the population and has a specific weight (or a priori probability); these weights are denoted by π 1 , . . . , π k . Moreover, the conditional probability that individual i in class u provides response y to item j is
Overall, the number of non-redundant parameters of the model is
The basic assumption underlying the LC model is that of local independence. This assumption is formulated by requiring that, for i = 1, . . . , n, the variables Y i1 , . . . , Y iJ are conditionally independent given the latent variable U i . This assumption implies that
with y i = (y i1 , . . . , y iJ ). Moreover, the manifest probability of the response pattern y i for subject i is denoted by
Another quantity of interest is the posterior probability that a subject with observed response configuration y i belongs to latent class u. Using standard rules, this probability is equal to
These posterior probabilities are used to allocate subjects in the different latent classes, as will be clarified in the sequel.
As defined above, in the presence of missing responses to the items, we rely on the MAR hypothesis. This assumption states that the probability of the observed missingness pattern,
given the observed and the unobserved data, does not depend on the unobserved data (see, λ j|u (y ij ), and then
Note that under this assumption the number of parameters to be estimated remains the same as in the standard LC model.
Maximum likelihood estimation
Given the assumption of independence between the sample units, the general formulation of the log-likelihood function of the proposed model is
In the presence of missing values considered as MAR, the above expression becomes
where the manifest probability p(y i,obs ) is computed as in (2). In the above expressions, θ is a short-hand notation for all model parameters. In order to estimate these parameters, we maximize ℓ(θ) by the EM algorithm (Dempster et al., 1977 ).
Expectation-Maximization algorithm
The EM algorithm is based on the complete-data likelihood that we could compute if we knew the value of the latent variable U i for every unit i in the sample. This is equivalent to the knowledge of the latent class to which every subject belongs. As usual, we represent such an information by the set of dummy variables z iu , i = 1, . . . , n, u = 1, . . . , k, where z iu is equal to 1 if respondent i belongs to latent class u and to 0 otherwise. Then, under the MAR assumption, we can write the complete-data log-likelihood as
where z +u = i z iu is the number of subjects in latent class u. We have an explicit solution for the maximum of ℓ * (θ) with respect to the model parameters, which is
where I(·) is the indicator function equal to 1 if its argument is true and to 0 otherwise.
In order to maximize the model log-likelihood, the EM algorithm alternates the following two steps until convergence, starting from an initial guess of the model parameters in θ:
• E-step: compute the conditional expected value of the complete-data log-likelihood ℓ * (θ) given the observed data and the current value of the parameters;
• M-step: update the model parameters by maximizing the expected value obtained at the E-step.
Both steps are simple to implement. In practice, the E-step consists of obtaining the posterior expected value of every dummy variable z iu , that is,
which may be computed according to (1). At the M-step we maximize the expected value of the complete-data log-likelihood, which is obtained by substituting every dummy variable z iu in (3) withẑ iu , and in this way we update the parameter vector θ. For this maximization we use formulae (4) and (5), withẑ iu instead of z iu .
As mentioned in Section 3, the posterior probabilitiesẑ iu can be used for clustering, that is, to allocate subjects in the k latent classes. In particular, on the basis of the output of the EM algorithm, we assign subject i to latent class u whenẑ iu =ẑ * i , whereẑ * i is the maximum ofẑ i1 , . . . ,ẑ ik . For this reason, Magidson and Vermunt (2001) and Vermunt and Magidson (2002) refer to this kind of model as an LC cluster model.
Initialization of the algorithm
A typical problem of the latent variable and finite mixture models is the multimodality of the likelihood. Obviously, in the presence of multiple local maxima, the EM algorithm converges to one of them, which is not ensured to be the global maximum. In this case, it is advisable to use a random initialization strategy which consists of repeatedly initializing the algorithm from a large number of randomly chosen starting values for the parameters.
When more starting values are used, the final estimate is the one corresponding to the largest likelihood value that has been found at convergence of the EM algorithm (Biernacki et al., 2003; Karlis and Xekalaki, 2003) . This solution is not guaranteed to correspond to the global maximum; however, it is rather obvious that the chance of reaching the global maximum increases with the number of the starting values that are tried. The problem of likelihood multimodality is particularly severe for the LC model used in our analysis, due to the large number of items and to the fact that these items generally have more than two response categories.
In our approach we adopt a random initialization which is based on drawing each latent class weight π u from a uniform distribution between 0 and 1 and then normalizing these random draws so that they sum to 1. In a similar way we randomly choose the conditional response probabilities λ j|u (y), y = 0, . . . , l j − 1. Moreover, we use a number of random initializations which increases with the number of latent classes, because the latter affects the number of parameters and then the expected number of local maxima.
Item selection procedure
In this section we describe the procedure for item selection based on the method proposed by Dean and Raftery (2010) . This method follows a stepwise scheme that, starting from an initial set of items, performs a series of inclusion and exclusion steps until a suitable stopping rule is satisfied, also allowing the selection of the proper number of latent classes.
Inclusion-exclusion algorithm with random check
The inclusion-exclusion algorithm for item selection is based on assessing the importance of a certain item by comparing two LC models. In the first model, the item is assumed to provide additional information about clustering allocation, beyond that contained in the already selected items; in the second model, this item does not provide additional information useful for clustering and then it is independent of the latent variable defining the latent classes. The two models are compared via BIC index (Schwarz, 1978) , which is seen as an approximation of the Bayes Factor (Kass and Raftery, 1995).
In more detail, let A (0) denote the initial set of items and let k (0) the corresponding number of latent classes. At the hth iteration, the item selection algorithm performs an inclusion and an exclusion step, so as to obtain A (h) and k (h) , as follows:
• Inclusion step: each item j inĀ (h−1) , the complement of A (h−1) with respect to the full set of items, is singly proposed for inclusion in A (h) . The item to be included is selected on the basis of the difference between BIC of the LC model for the items in A (h−1) ∪ j (optimized over the number of classes from 2 to k max , with k max a priori fixed) and BIC of the LC model in which item j is assumed to be independent of the latent class. This difference is as follow
where
withl k (A) being the maximum of the log-likelihood of the LC model applied to the data referred to the items in A, and g k (A) being the corresponding number of free parameters. Obviously, BIC 1 is the BIC index of the single class LC model, which corresponds to the model of independence. Note that each step of the algorithm also selects the number of classes k, since BIC k is minimized over k from 2 to k max . The item included is the one with the smallest negative BIC dif f (A (h−1) , j), and A (h) = A (h−1) ∪j.
If no item yields a negative BIC dif f , then we set A (h) = A (h−1) .
• Exclusion step: each item j in A (h) is singly proposed for exclusion. The item to be removed from A (h) is selected on the basis of the same criterion as above, that is,
The item with the highest positive value of
and k (h) is updated. If no item is found with a positive
The algorithm ends when no item is added to A (h) and no item is removed from A (h) . It has to be clear that different LC models are estimated at each step of this algorithm. These models are different in the set of items and in the number of latent classes. Obviously, an initialization of the EM algorithm is required for each of these models. In particular, Dean and Raftery (2010) propose to use the parameter estimates, available at the end of the previous step of the item selection algorithm, to obtain these starting values. In more detail, they use the estimated posterior probabilitiesẑ iu as reasonable starting values for models involving the updated dataset, with one more or one less item. When a different number of latent classes is considered, the new latent classes are obtained by collapsing two or more closest classes, in terms of Euclidean distance between the corresponding conditional response probabilities, or by splitting one or more classes into new classes.
As the above initialization does not prevent the problem of the likelihood multimodality that is particularly severe for the LC model, we propose to include an additional step, after each inclusion and exclusion step aimed at performing a check based on several random initializations of the EM algorithm. In particular, as outlined in Section 3.2.1, we initialize the EM algorithm by a large number of random starting values, proportional to the current number of latent states, and we take the estimates corresponding to the highest log-likelihood at convergence of the algorithm. This random check, which is performed once an item has been included or removed and the corresponding number of latent classes has been selected, allows us to assess the convergence to the global maximum of the model likelihood, without being too computationally expensive.
The item selection algorithm at issue also requires to properly choose the initial set A (0) of items. For this aim, Dean and Raftery (2010) propose to estimate an LC model with at least 2 classes for all the items and to order these items in terms of variability of the corresponding estimated response probabilities across classes. Then, they choose the smallest set of items that, among the items having the highest variability, allows at least a 2-class model to be identified. In the application which follows, we also perform a sensitivity analysis of the final solution to different initial set of items.
It is worth noting that BIC dif f (A, j) corresponds to the difference between the BIC index for an LC model based on the assumption that the items in A ∪ j depend on the latent variable (and the items inĀ \ j do not depend on the latent variable) and that for the corresponding model in which only the items in A depend on the latent variable (and the items inĀ do not depend on the latent variable). Consequently, the item selection algorithm above is aimed at finding the set of items and the number of classes which minimize the index:
Through the last index it is then possible to compare the solutions obtained by the item selection algorithm, even with a different number of latent classes or a different number of items included in the set A.
Application to the ULISSE dataset
In this section, we illustrate the results obtained from the application of the item selection algorithm to the ULISSE dataset described in Section 2.
Item selection
First of all, in order to apply the inclusion-exclusion algorithm, we fit the LC model described in Section 3, considering the full set of 75 items, denoted by J , for a number of latent classes from 2 to k max , with k max = 10. For each k, we initialize the EM algorithm by means of 100 × (k − 1) random starting values. The number of latent classes corresponding to the minimum of BIC k (J ) defined in (6) is k = 8.
In order to select the initial set of clustering items, for each category of each item, we then calculate the variance of its estimated conditional probability across classes. For each item, we finally add up these variances and we order the items according to this sum. This because items with high values of this sum have high between-class variability, and therefore may be more useful for clustering. We consider different sizes of the initial set A 
Validation by resampling
Given the nature of the search algorithm and the complexity of the study we are dealing with, the selected number of latent classes and the final set of clustering items may also be sensitive to the specific data used for the analysis. In order to address this issue, we validate 
b , and we apply the item selection algorithm with random check. For each sample, we consider a size of the initial set equal to 30 items, which give the best results, in terms of BIC tot,k , in the application to the original data.
In Table 3 we summarize the results of the above validation procedure. In particular, for each item in the full set, we report the number of times that it has been selected with respect to the different starting set in the original data, if it has been included in the best solution (obtained with a starting set of 30 items as illustrated in Table 2 ), and the number of times that the item has been selected with respect to the different random samples obtained in the validation procedure. From the table, we observe that 45 items are always included in the different final solutions, both with respect to different specifications of the initial set of items and with respect to the different random samples in the validation procedure. Moreover, items 14 and 68 are always included apart from one and three random samples. On the other hand, we note that 7 items are never included in the final solutions, whereas 7 items are included only in very few solutions provided by the random samples (see items 19, 22, 28, 36, 39, 72, and 73) . The remaining 14 items are in intermediated situations. In conclusion, more than three-quarter of the random samples confirm the results obtained by the item selection algorithm. Table 3 : Final results of the item selection algorithm (with random check) and of the validation by resampling. j is the item index, #sel. is the number of times that item j has been selected with respect to the different starting sets, best indicates if item included in the best solution, #resamp. is the number of times that item j has been selected with respect to the different samples.
With respect to the sections of the questionnaire, we observe that all items referred to sections CC, AVF, and ADL and two items of section I are retained inÂ. On the contrary, most of the excluded items belongs to sections DD, HBD, NF and SC.
Parameter estimates
With the aim of evaluating the performance of the nursing homes, the adopted approach also allows us to cluster their patients into the different latent classes according to their health conditions on the basis of the parameter estimates. This may be useful to describe the case-mix of the nursing homes and to estimate their ability of retaining patients in the groups corresponding to better health conditions.
In this section, we report the estimation results based on the best solution, in terms of BIC tot,k (Â), provided by the inclusion-exclusion algorithm, which selects 50 items witĥ k = 9. Since the items are categorical, with a different number of categories, we report the estimated conditional response probabilities,λ j|u (y), by assigning an equally-spaced score between 0 and 1 to the different response categories. Then, we compute the average of the scores, weighted with the corresponding response probabilities. This amounts to computing the following item mean scorê
In particular, a value ofμ j|u close to 0 corresponds to a low probability of suffering from a certain pathology, whereas a value close to 1 corresponds to a high probability of suffering from the same pathology. To summarize these results, we also compute the section mean scoreμ d|u as the average ofμ j|u for the items inÂ composing each section d of the questionnaire.
In order to have a clearer interpretation of the results, we order the latent classes on the basis of the values ofμ d|u assumed in the section denoted by ADL (Activity of Daily Living) of the questionnaire. This is the section with the highest difference between the maximum and the minimum value of the section mean scoreμ d|u across classes.
For each latent class, Table 4 shows the values ofμ d|u and the estimated class weightsπ u , together with the difference between the maximum and the minimum value ofμ d|u for each section of the questionnaire. As we can note, the latter is high for sections ADL, CC, I, and AVF, and low for the remaining sections. The smallest among these differences is observed for section DD, which, consequently, tends to discriminate less between subjects with respect to the other sections. The first latent class, that includes around 17% of subjects, corresponds to the best health conditions with respect to all the pathologies measured by the sections of the questionnaire, apart from section NF, DD and SC. On the other hand, the 9th latent class, which includes about 11% of patients, corresponds to cases with the worst health conditions for almost all the pathologies. Intermediate classes show a different case-mix depending on the section mean score pattern. For instance, in the 3rd class are included patients with severe cognitive conditions (CC) and consistent impairment referred to sections AVF, HBD, and I. Moreover, in the same class we also register a moderate impairment of the activities of daily living (ADL). In the 7th class are instead included patients with worse conditions than those assigned to the 3rd class; in particular, in addition to section CC, we also register a severe impairment of the incontinence conditions (section I), and a worsening of the pathologies measured by sections ADL, NF and SC. Table 4 : Estimated section mean score,μ d|u , for each latent class u and each section d of the questionnaire, together with the estimated weightsπ u and the difference between the largest and the smallest estimated section mean score for each section, under the latent ignorability assumption.
In this paper, we illustrate the application of an algorithm for item selection, when items are used for clustering purposes, which is based on the latent class (LC) model (Lazarsfeld, 1950; Lazarsfeld and Henry, 1968; Goodman, 1974) . This algorithm closely follows the one proposed by Dean and Raftery (2010) , and aims at finding the optimal subset of items useful for clustering searching for the best result in terms of the Bayesian Information Criterion (BIC, Schwarz, 1978) .
More in detail, we illustrate an application based on a dataset collected within the Italian project named ULISSE (Lattanzio et al., 2010) , regarding the quality-of-life of elderly hosted in nursing homes. As typically happens in such a context, the questionnaire used to collect the data is made of a large number of polytomous items. This may lead to a lengthy and expensive administration of the questionnaire and may induce the respondents to provide inaccurate responses. In this respect, the algorithm for item selection we illustrate may lead to a sensible reduction of the number of items for clustering purposes. Moreover, by removing irrelevant or noise items, it may improve the performance of the model-based clustering procedure and the accuracy of the choice of the number of latent classes. The adopted algorithm extends the inclusion-exclusion algorithm proposed by Dean and Raftery (2010) , by including an additional step, which we call random check, aimed at initializing, with a large number of random starting values, the estimation algorithm, so as to prevent the problem of the multimodality of the likelihood.
In the present application to the ULISSE dataset, we also perform a sensitivity analysis of the final solution with respect to different specifications of the initial set of clustering items and a validation of the results by means of a resampling procedure. The results confirm that the random check allows us to increase the chance of reaching the global maximum of the log-likelihood, especially in the presence of complex models characterized by a large number of items and estimated latent classes. Moreover, the validation procedure may be useful in applications concerning complex phenomena, where the results may be sensitive to the specific data used in the analysis and may be affected by potential outliers in the respondents.
The best result, in terms of BIC, leads to selecting 50 items, out of the 75 considered, and 9 latent classes. This reduction implies clear advantages in terms of setting up a questionnaire which may be more easily administered, especially in a longitudinal context in which we have repeated measurements. Most of the selected items belong to sections of the questionnaire referred to cognitive conditions, auditory and view fields, activities of daily living and incontinence. The remaining sections are the ones that tend to discriminate less between subjects in the estimated latent classes.
Once the optimal subset of items has been selected together with the corresponding number of latent classes, the estimation results may be used to assign subjects to homogenous classes, which is one of the main aim of the LC model. This may have important implications in the context of the ULISSE project, where patients are assigned to different latent classes corresponding to different levels of impairment. This is useful for evaluating the long-term nursing homes performance with respect to their ability in improving the patients health conditions or in delaying their worsening.
