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Aim of this presentation:
- Develop a brief perspective on current trends of optimization,
in the field of systems and control.
- Draw some examples illustrating the underlying ideas.
This is not a presentation about some particular result, but a
discussion on main points through which my thesis has been built.
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Birth of optimal control
- In the late fifties: Bellman and Pontryagin.
- General intent to find (almost-)closed form solutions.
- Framework of Ricatti/Lyapunov equations: e.g. Kalman’s LQ(R).
- Resulting period of state-space methods or ‘modern control’.
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Generalization: nonlinear programming
In the eighties, the interest shift to problems formulated in the
more general framework of nonlinear programming:
min
x
f (x)
s.t. x ∈ Ω ⊆ Rn
Perhaps after Zame’s formulation of the H∞ problem (1981).
Require iterative methods: convex VS non-convex optimization.
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Optimization: A classification tree
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Advantage of convexity
Great advantage of convexity: Local optimality = global optimality.
Main class of convex problems: Semi-Definite Programs (SDPs) =
min
x
cT x
s.t.F (x)  0
where the objective function cT x is linear and the constraint
F (x) = F0 +
∑n
i=1 Fixi  0 is a Linear Matrix Inequality (LMI).
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‘Installation’ of convexity
Late eighties: Interior Point methods extended to SDPs by
Nesterov and Nemirovski => efficient SDP solvers freely available.
Consequence in control of a “significant paradigm shift” [Scherer]:
Since 1991-94, new trend to find problems having LMI formulations.
This trend is still booming today (cfr. the number of hits of the
keyword LMI in the IEEEXplore database).
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Emergence of non-convex approaches
In the last decade, some authors have put forward limitations of
convex approaches to answer to fundamental control problems.
See the works of M. Overton + Burke, Lewis, Henrion, Millstone,
Gumussoy, Deaconu and of P. Apkarian + Noll, Prot, Bompart.
Check in particular HIFOO (+ HANSO) and hinfstruct (Matlab).
Exploit subgradients from non-smooth variational analysis of
Rockafellar and Clarke, to minimize locally non-convex functions.
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Convex VS Non-Convex
Simplifying representation of the convexity debate:
A convex optimization may be possible/useful/adequate, or not.
9Historical flags Convexity VS non-convexity Examples Concluding comments
Nonlinear programming
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Two alternatives for non-convex optimization
Main alternative: (sub)gradient-based methods (e.g. HIFOO,
hinfstruct, SQP,...).
Another alternative, much less considered in control (i.e. proofs of
convergence apparently unknown): derivative-free methods (DFO).
First proof of convergence in 1991 by Torczon and Dennis.
Since then, more guarantees by Audet and Vicente (non-smooth).
See references in abstract for summaries of these guarantees.
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Optimization methods: A comparison
A basic comparison of optimization methods:
Class of methods Computational time Adequate problems
Convex/LMI (Very)1 efficient Many specific
(sub)problems
Gradient-based Efficient Clean derivatives
must be available
Derivative-free May be slow ‘Any’ f (x) : Rn → R
(n < 25− 100)
1May need to introduce a lot of additional variables to convexify
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Examples of limitations of the convex approach
In this third part, some illustrative examples are drawn.
Three examples/illustrations of convex approaches limitations.
One example of DFO flexibility and efficiency.
Google “Emile Simon arXiv” or Matlabcentral for corresponding
papers and Matlab files.
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Example 1: LMI conservatism illustration
Illustration of a typical conservatism due to an LMI formulation:
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Conservative DOA, obtained with LMIs
Simulated DOA, obtained with DFO
Figure: Comparison of different domains of attraction (DOAs).
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Exemple 2: ILMI convergence issue
Illustration of the bad progress (i.e. lack of sufficient decrease) of a
type of iterative LMI algorithm (ILMI), using successive ellipsoids.
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Exemple 3: Coordinate-descent ILMI convergence issue
Coordinate-descent ILMI = classic attempt to solve Bilinear Matrix
Inequality problems, by fixing one of two sets of variables and
optimizing the other, and alternate iteratively between the two sets.
Do not respect Bertsekas’ condition: feasible sets highly
non-convex, not structured as Cartesian products of convex sets.
Only theoretical guarantee: objective monotonously non-increasing.
Genuine non-convex approaches better in theory and in practice.
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Exemple 4: Time response shaping problem
Objective: optimize the control parameters to explicitly minimize
the overshoot, oscillations and settling time of a time response.
The settling time is a discontinuous objective function, with
intractable gradient expression.
Derivative-free optimization is the adequate answer.
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Exemple 4: Time response shaping problem, Animation 1
Initial solution: Ziegler-Nichols parameters.
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Exemple 4: Time response shaping problem, Animation 2
Initial solution: not stabilizing random parameters.
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A virtually infinite work potential ;-)
1. Choose a problem currently solved via (I)LMI/convex
optimization.
2. (Optional) Rewrite the problem, so as to be less conservative
with respect to the objective actually sought, and/or the
constraints actually encountered.
3. In the typical situation where the problem is non-convex, solve
it via an adequate non-convex optimization method.
19
Historical flags Convexity VS non-convexity Examples Concluding comments
Framework of future works
20
Historical flags Convexity VS non-convexity Examples Concluding comments
Take-home messages
• (Iterative) convex approaches now show important limitations.
• Genuine non-convex optimization methods should be much
more often considered.
• In particular, the derivative-free methods benefiting of
convergence guarantees, apparently unknown in control.
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Thank you for your attention!
Questions?
Emile.Simon@uclouvain.be
