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ABSTRAKT 
Tato bakalářská práce se zabývá záloţním napájecím systémem u školního serveru 
na Ústavu biomedicínského inţenýrství, na kterém je instalován nemocniční informační 
systém CLINICOM. V rámci práce je provedeno reálné měření zatíţení serveru. 
Hlavním cílem práce je realizace automatického zaslání varovné zprávy o výpadku 
napájecího napětí všem přihlášeným uţivatelům NIS CLINICOM a správci serveru. 
Práce se dále zabývá teoretickým výpočtem záloţní doby UPS a jejím porovnáním 
s reálnou záloţní dobou.  
KLÍČOVÁ SLOVA 
Záloţní napájecí systém, UPS, NIS, CLINICOM, varovná zpráva 
ABSTRACT 
This bachelor thesis is focused of proposal right backup power supply to school 
server on department of biomedical engineering. On this server is installed hospital 
informative system CLINICOM. The real work is done measuring the server load. The 
main goal is the implementation of the automatic sending of warning messages about 
the failure of power supply to all registered users and server of administrators HIS 
CLINICOM. The paper also deals with the theoretical calculation of backup time of 
UPS and its comparison with real time of backup. 
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ÚVOD 
Tato práce se zabývá záloţním napájecím systémem pro server s NIS CLINICOM na 
Ústavu biomedicínského inţenýrství (dále jen ÚBMI). K dispozici byl UPS APC 
BACK-UPS 1500 VA. Hlavním cílem práce bylo automatické zaslání varovné zprávy o 
výpadku napájecího napětí všem přihlášeným uţivatelům NIS a  správci serveru. Bylo 
provedeno reálné měření zatíţení serveru, změřena a zhodnocena reálná a teoretická 
záloţní doba UPS.         
Práce je rozdělena do šesti kapitol. V první kapitole jsou rozebrány nejdůleţitější 
parametry a typy UPS dle konstrukčních návrhů. Druhá kapitola pojednává 
o hardwarové a softwarové realizaci NIS CLINICOM. Je zde přiblíţen NIS CLINICOM 
a jeho vyuţití v nemocničních zařízeních a vyuţití právě na ÚBMI. Třetí kapitola se 
zabývá reálným měřením zatíţení serveru. Čtvrtá kapitola popisuje realizaci zaslání 
varovné zprávy o výpadku napájecího napětí všem přihlášeným uţivatelům NIS a 
správci serveru. Pátá kapitola se zabývá výpočtem teoretické záloţní doby UPS, která 
byla porovnána s reálnou záloţní dobou UPS. Šestá kapitola představuje stručné shrnutí 
této práce.   
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1 ZÁLOŢNÍ NAPÁJECÍ SYSTÉM 
Z počátku byly zdroje nepřerušitelného napájení realizovány výhradně pomocí 
elektrických točivých strojů - motorgenerátorů, kde stejnosměrný motor poháněl 
synchronní alternátor. Nástupem výkonových polovodičových prvků byly 
motorgenerátory vytlačeny. Dnes se pouţívají pouze pro speciální účely. Na jejich 
místo nastoupily polovodičové zdroje UPS. Ty najdou uplatnění v domácnostech, 
nemocnicích, vědeckých laboratořích, datových centrech, telekomunikačních 
zařízeních. 
1.1 UPS – nepřerušitelný zdroj napětí 
Hlavní funkcí UPS je krátkodobá (minutová aţ hodinová) dodávka energie v případě 
výpadku napájecího napětí. Úlohou UPS je chránit data a citlivá zařízení před 
poškozením vlivem nepředvídatelných událostí v elektrické síti (např. šumy, rázy, 
napěťové špičky, poklesy napětí, nestability kmitočtu nebo úplné výpadky). Dojde-li 
k výpadku napájecího napětí, UPS dodává spotřebiči energii ze svých akumulátorů. 
UPS je součástí informačních systémů na místech, kde výpadek napájecího napětí můţe 
znamenat ohroţení zdraví a ţivota nebo značné materiální ztráty. Takovými oblastmi 
jsou např. zdravotnictví, doprava, zabezpečovací technika. V poslední době je UPS 
vyuţíván v kancelářích a domácnostech.  
1.1.1 Základní typy nestability sítě 
Vybrané problémy, které mohou nastat v elektrické rozvodné síti 
Výpadky v dodávce elektrického napětí, tvoří zhruba 5 % poruch. 
Podpětí, tvoří 87 % poruch. Podpětí je stav, kdy je napájecí napětí menší o více 
neţ 15 % nominální hodnoty. Za tohoto stavu většina elektrických spotřebičů funguje, 
ale uţ s těţko definovanými chybami. 
Přepětí, tvoří 0,7 % poruch. Napětí v síti je vyšší neţ přípustné a hrozí poškození 
elektrických spotřebičů. 
Napěťové a proudové špičky. Jedná se o stav, kdy napětí po velmi krátkou dobu 
několikanásobně převýší nominální hodnotu (rozběh výkonových elektrických zařízení, 
bouřky). 
Šum v síti. Je způsoben činností neodrušených elektrických spotřebičů 
(elektromotorů atd.). Standardní sinusový průběh střídavého napětí je „doplněn“ 
vysokofrekvenčním šumem. Ten není nebezpečný běţným domácím spotřebičům. 
U výpočetní techniky můţe vyvolat náhodné chyby. 
Elektromagnetické rušení. Zdrojem jsou atmosférické výboje, průmyslové 
stroje – zapínání velkých elektromotorů nebo jen zapnutí obyčejného, ale rozsáhlého 
zářivkového osvětlení. 
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1.1.2 Základní parametry UPS 
Výstupní výkon UPS. Je určen zařízením, které je nezbytné z UPS napájet, 
a podle toho volit typ zdroje a jeho jmenovitý výkon. Poţadovaný výstupní výkon UPS 
bývá zvolen s určitou rezervou větší o 50 – 80 % neţ je současná známá velikost zátěţe 
[4]. Rezervu ve výstupním výkonu UPS je moţné vyuţít v případě, kdy napájené 
zařízení pracuje na vyšších neţ jmenovitých parametrech, a kdyţ vzrostou poţadavky 
na zvýšení výkonu při rozšíření zátěţe (instalace nového serveru, nové pracovní stanice 
nebo změnou hardwarových částí). Výstupní výkon UPS se udává wattech (W) nebo 
volt ampérech (VA). 
Doba zálohování. Určuje dobu chodu UPS napájené z vlastní baterie při jeho 
jmenovité zátěţi. Standardní doba zálohování se obvykle pohybuje v řádu desítek 
minut. U poţadavku na delší dobu zálohování je třeba pouţít přídavné baterie. V UPS 
se většinou pouţívají bezúdrţbové olověné zatavené akumulátory[4]. Ţivotnost baterie 
je od tří do šesti let.  
Kvalita výstupního napětí UPS. Je třeba posoudit, zda je nutné napájet 
spotřebič čistě sinusovým napětím nebo zda postačí sinus modifikovaný (zdroje typu 
off-line nebo line-interaktivní), (viz obr. 1.1) [4]. 
Komunikace s UPS. Standardní komunikace je optická (LED nebo LCD), 
akustická (signalizace kritických provozních stavů) a manuální (zapnutí – vypnutí, popř. 
měření některých provozních veličin) [4]. Datová komunikace je většinou realizována 
USB kabel (výjimečně sériovým portem). 
1.1.3 Typy UPS podle konstrukčních návrhů 
off-line 
line-interaktivní 
off-line s izolačním transformátorem 
on-line s dvojí konverzí 
on-line s delta konverzí 
 Off-line systém 
Off-line (pasivní) systém UPS (viz obr. 1.2) je nejrozšířenější typ UPS pouţívaný 
pro osobní počítače. Přepínač určuje jako primární napájecí zdroj filtrované střídavé 
vstupní napětí (plná čára). V případě výpadku síťového napětí přepínač přepne na 
baterii/invertor slouţící jako záloţní zdroj. Výhodou tohoto uspořádání je vysoká 
účinnost, malé rozměry, nízká cena. Nevýhodou je časová prodleva přepínače, která 
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Line-interaktivní systém (viz obr. 1.3) reprezentuje nejvíce pouţívaný návrh pro 
malé podniky a webové střediskové servery. Invertor je v tomto případě stále propojen 
k výstupu UPS. V době, kdy je k dispozici síťové napětí, invertor dobíjí baterii. Dojde-li 
k výpadku síťového napětí, přepínač přepne UPS na baterii. Díky neustálému připojení 




 Off-line systém s izolačním transformátorem 
Off-line systém UPS s izolačním transformátorem (viz obr. 1.4), býval hlavním 
typem UPS v oblasti 3 – 15 kVA. Primární trasa napájení vede z vstupního střídavého 























vybíjení (výpadek napájení) > 
Obr. 1.2: Off-line (pasivní) systém UPS. 
Obr. 1.3: Line interaktivní systém UPS. 
Vstupní stř. napětí 
Výstupní stř. napětí 
Vstupní stř. napětí 
Výstupní stř. napětí 
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přepne na invertor. Off-line systémy UPS s izolačním transformátorem jsou obecně 
velké a těţké. Výhodou je vysoká spolehlivost a výborná filtrace. Kvůli velmi nízké 
účinnosti a nestabilitě při napájení výpočetní techniky se tato konstrukce UPS dnes jiţ 
moc nepouţívá [5].  
 
 
 On-line systém s dvojí konverzí 
Toto je nejčastěji pouţívaný systém UPS v oblasti 10kVA (viz obr. 1.5). Je 
v podstatě stejný jako off-line systém UPS. Liší se primární trasou, kde je invertor 
namísto síťového napětí. U typu on-line s dvojí konverzí se neaktivuje přepínač 
při výpadku síťového napětí, protoţe střídavý vstup nabíjí záloţní baterii, která napájí 
vstupní invertor. Pří výpadku síťového napětí je okamţitě zahájen provoz on-line [10]. 
Tento typ má téměř ideální elektrické výstupní parametry, ale nepřetrţitá zátěţ 
výkonových součástí sniţuje spolehlivost oproti jiným systémům UPS. Nedostatkem je 



















Obr. 1.5: On-line systém s dvojí konverzí. 
Vstupní stř. napětí 
Výstupní stř. napětí 
Vstupní stř. napětí Výstupní stř. napětí 
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 On-line systém s delta konverzí 
Tento typ systému UPS (obr. 1.6) odstranil nedostatky typu on-line s dvojí 
konverzí. Tento systém je k dispozici pro oblast výkonu od 5 kW do 1,6 MW.  
U UPS s delta konverzí invertor stále dodává napětí na výstup. Energii do výstupu 
invertoru však dodává také přídavný delta převodník. Technologie delta konverze šetří 
energii oproti UPS systému s dvojí konverzí. On-line systém UPS s dvojí konverzí 
převádí energii do baterie a zpět, zatímco delta převodník přenáší části energie 
ze vstupu na výstup. Tento převodník má dvě funkce – řízení charakteristiky vstupního 
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Obr. 1.6: On-line systém s delta konverzí. 
Výstupní stř. napětí 
Vstupní stř. napětí 
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1.1.4 Srovnání dvou základních typů UPS off-line a on-line 
Jednodušším typem UPS je off-line (obr. 1.2). Energie z akumulátorů je dodávána 
pouze v případě výpadku napájecího napětí. Při běţném provozu se neustále dobíjí 
akumulátor. Při výpadku napájecího napětí přepne přepínač výstup zdroje na elektrický 
měnič, který převádí stejnosměrné napětí akumulátorů na střídavé. Výhodou tohoto 
typu jsou malé ztráty elektrické energie ve zdroji (účinnost se blíţí 100 %) a nízká 
pořizovací cena. Nevýhodou je nemoţnost filtrovat kolísání sítě (napěťové a frekvenční 
výkyvy), tento problém je moţné částečně eliminovat vstupními a výstupními filtry. 
U typu on-line (např. obr. 1.5) vede vstupní napájení přes vstupní měnič napětí, který 
převádí střídavé napětí na stejnosměrné, do akumulátoru. Ten se dobíjí, měničem se 
převádí stejnosměrné napětí zpět na střídavé výstupní napětí, na výstup zdroje. 
Při výpadku napájecího napětí je okamţitě dodávána energie z akumulátoru. Tento 
systém řeší neţádoucí přepínání a odstraňuje všechny poruchy, které přicházejí na vstup 
zdroje, jako jsou šumy, elektrické pulsy, přepětí a podpětí. Nevýhodou tohoto systému 
je nepřetrţité zatíţení akumulátoru, coţ se především projevuje na jeho ţivotnosti 
(ztrácí svoji kapacitu). Při přeměně síťového napětí na stejnosměrné a následně zase 
na střídavé dochází k energetickým ztrátám.  
1.2 Pouţitý záloţní napájecí systém 
Byl pouţit UPS APC BACK-UPS 1500VA (obr. 1.7), od firmy American Power 
Conversion (dále jen APC). Vyuţívání UPS je dle výrobce směřováno pro kancelářská 
a domácí zařízení. Jedná se o UPS typu line-interaktivní. Toto uspořádání nabízí vyšší 
moţnosti filtrace a redukce proudových rázů (viz kapitola Typy UPS). UPS je 
v provozu jeden a půl roku. Svým tvarem nabízí široké moţnosti pro jeho umístění. U 
UPS můţeme vyuţít celkově 5 zásuvek z toho 3 zásuvky (levá strana zadního panelu) 
jako ochranu před výpadkem napájecího napětí a současně jako přepěťovou ochranu. 
Zbylé dvě zásuvky (pravá strana zadního panelu) slouţí pouze jako přepěťové ochrany 
např. pro tiskárnu, skener či jiné periférie. K dispozici jsou přepěťové ochrany 
pro telefonní linky/modemu/ISDN/DSL a konektor pro připojení externí baterie, která 
v závislosti na své kapacitě můţe zvýšit výkon UPS aţ na dvojnásobek. UPS obsahuje 
bezúdrţbový olověný zatavený akumulátor o kapacitě 9 ampér hodin (dále jen Ah).  
 




Výstupním napětím (signálem) je modifikovaný sinus (viz kapitola 1.1.2). 
Modifikovaný sinus je pro napájení spínaného zdroje serveru vyhovující. Výstupní 
výkon UPS je 865W / 1500 VA. Výkon nám nabízí přijatelnou dobu zálohování 
1 hod 32 min pro zatíţení 70 W (udáváno výrobcem). Při maximálním zatíţení (865 W) 
je UPS schopen pracovat po dobu 3 minut (udáváno výrobcem) viz obr. 1.10, kde 
můţeme porovnat dobu chodu UPS bez a s připojenou externí baterií. Také můţeme 
odhadnout, jaká je teoretická doba běhu na baterie při určitém zatíţení. 
Obr. 1.7: Čelní a zadní panel APC BACK-UPS 1500VA. 
vpravo vlevo 
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Obr. 1.7: Doba běhu UPS na baterii (průběh A). Doba běhu UPS s připojenou externí 
baterií (průběh B) [7]. 
 
UPS pomocí akustického alarmu zajišťuje upozorňování na změny stavu UPS 
a parametrů napájení. Změnám stavu UPS odpovídají tyto stavy: přechod UPS 
na napájení výstupů z baterie, náhlý pokles kapacity baterie, přetíţení baterie či selhání 
automatického diagnostického testu funkčnosti baterie. Kromě akustického alarmu jsou 
k dispozici také stavové indikátory v podobě LED, které nás upozorňují na tytéţ stavy 
jako akustický alarm. 
Komunikace mezi UPS a serverem je realizována komunikačním portem RS 232. 
V následujícím výpisu jsou uvedeny nejdůleţitější parametry UPS 
 
Vstup 
Jmenovité vstupní napětí: 230 V 
Rozsah vstupního napětí pro napájení z rozvodné sítě: 175 – 295 V 
Vstupní kmitočet: 47 – 63 Hz 
 Výstup 
Jmenovité výstupní napětí: 230 V 
Výstupní výkon: 865 W / 1500 VA 
Účinnost: 95 % 
Počet bateriových modulů: 1 
Filtrace: ANO 
Ochrana datové linky: ANO 
Připojení externí baterie: ANO 
Přepěťová ochrana: 2x 













  - 10 - 
Doba běhu (pro zatíţení 70 W): 1 hod 32 min 
Typická doba nabíjení baterie: 8 hod 
Fyzické parametry 
Váha: 11,59 kg 
Rozměry v mm (v * š * h): 371 * 86 * 333 
Okolí 
Provozní prostředí: 0 – 40 °C 
Provozní relativní vlhkost: 0 – 95 % 
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2 HARDWAROVÁ A SOFTWAROVÁ 
REALIZACE NIS CLINICOM 
2.1 NIS CLINICOM  
Pojem informační systém je obecně charakterizován jako systém pro sběr, udrţování, 
zpracovávání a poskytování informací a dat. NIS je databázový systém tvořený 
centrálním systémem s řadou subsystémů pro zkvalitnění řídící činnosti, zjednodušení 
administrativy, urychlení přenosu informací mezi jednotlivými pracovišti nemocnice, 
zpracování dat laboratoří, přenos dat přístrojů do systému on-line a jejich zpracování.  
V dnešní době je k dispozici velký výběr v NIS, které se liší svou architekturou, 
ochranou dat a zaměřením na určité typy nemocničních oddělení. V našem případě 
vyuţíváme NIS CLINICOM od firmy SMS uzpůsobený pro české podmínky. Celý 
komplexní systém má v českých nemocnicích zastoupení v 15 nemocnicích. 
Softwarové řešení firmy SMS představuje plně integrovaný komplexní NIS (viz 
obr. 3.1) úspěšně aplikovaný nezávisle na konkrétní organizaci zdravotní péče 
a způsobu její úhrady. Je určen pro širokou škálu nemocnic, zaměřených především 
na poskytování akutní nemocniční péče. Mezi jeho uţivatele patří nemocnice o velikosti 
od 100 lůţek aţ po velké fakultní nemocnice s několika tisíci lůţky. Jde o modulární 
systém, který se dá konfigurovat podle poţadavků a potřeb uţivatele [10]. 
Obsahuje systém pro: 
klinickou a zdravotní péči, 
finanční a ekonomické úseky, 
administrativní a správní úseky, 
management. 
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2.1.1 CLINICOM - základní pilíře 
Správa pacientů. Všechna data týkající se pacientů jsou zadávána pouze jednou 
(sníţení chybovosti způsobené vícenásobným vloţením) [10]. 
Správa výkonů. Zajištění rutinního chodu nezávislého na personálu, uţivatelé 
pouze vkládají uskutečněné výkony (tzv. neutrální výkony), zatímco systém se stará 
o správný chod v souladu s legislativou a metodikou (změny legislativy sleduje pouze 
několik lidí odpovědných za nastavení kmenových souborů) [10]. 
Komunikace. Vystavování ţádanek, jejich odesílání, příjem výsledků 
s nastavitelnou úrovní rozlišení a vyúčtování [10]. 
Správa operací. Účinný nástroj pro sledování zákroků a operací za účelem 
získání přesných údajů o nákladech a výnosech. CLINICOM nepředstavuje jen 
administrativní nástroj lékaře pro usnadnění pořízení a archivaci povinné dokumentace, 
ale především sleduje ekonomiku nemocnice. Data z NIS lze dále zpracovávat 
a vyhodnotit prostřednictvím manaţerského informačního systému DSS (Decision 

































Obr. 2.1: Blokové schéma NIS CLINICOM. 
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2.1.2 Specializované moduly systému CLINICOM 
NIS CLINICOM se neustále rozvíjí v souladu s trendy a poţadavky uţivatelů. 





Modul Sesterské dokumentace, 
Modul Protokoly péče, 
Modul CC Karsko, 
Modul MemoMXS, 
Modul CC Medikace, 
Modul CC Porodnice. 
 
NIS CLINICOM integruje několik dříve oddělených systému a programů – např. 
pod DOSem pracují IS Laboratoře, mající původ ve starším systému Progress LAN. 
Vlastní serverová aplikace CLINICOM pracujíce na Unixu s databází Open M (nyní jiţ 
Caché). Nadstavbou k serveru jsou CareCenter a KoalaTerm, umoţňující přístup 
z operačního systému Windows k pacientským datům, a v neposlední řadě i NetAccess, 
umoţňuje přístup přes webový prohlíţeč. Protoţe jádro NIS CLINICOM je vytvořeno 
na platformě Caché (původně Open M/SQL), která pracuje na celé řadě IS, zaujme 
u CLINICOMu rozsah pouţitelnosti od jednouţivatelských PC aţ k velkým systémům 
zaloţených na UNIXu pro stovky uţivatelů [10]. 
2.2 Hardwarová a softwarová realizace NIS CLINICOM 
na ÚBMI 
NIS CLINICOM na ÚBMI představuje zkušební NIS pro studenty, kteří si mohou 
vyzkoušet práci v tomto systému a seznámit se s jeho reálným pouţitím. Je nutné 
zdůraznit, ţe údaje (např. jména, adresy, diagnózy atd.) vkládané do systému jsou pouze 
smyšlené a určené pro zkušební pouţití. Na serveru je uloţena zdravotní databáze 
pacientů Caché. Pro přehlednost je na obrázku 3.2 uvedeno zjednodušené blokové 
schéma realizace NIS CLINICOM na ÚBMI. 
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Obr. 2.2: Realizace NIS CLINICOM na ÚBMI. 
2.2.1 Hardware serveru  
Konfigurace serveru je uvedena v tabulce 2.1.  
Tab. 2.1: Hardware serveru. 
Operační systém  
CentOS 5 2.6.18 
Hardwarová část 
Procesor: INTEL Core 2 Duo E6600 (64 bit), 2.4 GHZ, L2 Cache 4 MB,  
FSB Speed 1066 MHZ, Max TDP 65 W 
Základní deska: Intel Lemont iP965, FSB 1066/800/533 MHz, RAM Dual  
Channel DDR2 800/667/533, 1xPCI Express x16, 3xPCI Express x1, 3xPCI,  
4xSATA (3.0 Gb/s), aţ 10xUSB 2.0, LAN: Gb LAN, formát ATX 
Operační paměť RAM: 4x 1 GB DDR2-667 MHZ Kingston 
Harddisk: 2x 250 GB Seagate 16 MB SATAII/7200 ot. 
Grafická karta: NX73T256P G7300GT 256 MB DDR2 
Zdroj: Fortron 350 W 
DVD ROM: Samsung DVDRW/RAM 
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Pouţitý operační systém je přiblíţen v kapitole 2.2.2. Před popisem hardwaru 
serveru je nejprve uvedeno základní rozdělení serverů dle jejich vyuţití (databázový, 
aplikační, souborový, internetový). NIS CLINICOM instalovaný na školním serveru je 
databázovou aplikací, ve které uţivatelé přistupují k centrální databázi a mohou ji 
obsluhovat na dálku (přístup klient - server). U databázových aplikací jako je NIS 
CLINICOM je kladen největší důraz na operační paměť (zejména na velikost) a výkon 
procesoru, disk je zatěţován středně [11]. Značně je zatíţena i síťová karta. Z pohledu 
výkonného procesoru a velikosti pamětí RAM je tato sestava opravdu dostačující. 
Server by se dal charakterizovat spíše jako pracovní stanice díky výkonnému procesoru 
a pouţité grafické kartě. Ta je pro vyuţití databázového i jiného serveru nepotřebná.  
2.2.2 Operační systém CentOS (Red Hat) 
Community ENTerprise Operating Systém (dále jen CentOS) je volně dostupná 
Linuxová distribuce zaloţená na RHEL (Red Hat Enterprise Linux). RHEL je Linuxová 
distribuce, kterou vyvinula americká společnost Red Hat, určená pro komerční sféru. 
Protoţe je distribuce sloţena z open source a free software, poskytuje firma z licenčních 
důvodů zdrojové kódy zcela volně na svém FTP serveru včetně průběţných aktualizací. 
CentOS je k dispozici zcela volně, ale firma Red Hat jej nespravuje ani nepodporuje 
[12]. 
Adresářová struktura operačního systému (dále jen OS) Linux se velmi podobá 
adresářové struktuře jiných Unixů. Souborové uspořádání na disku se neslučuje 
s uspořádáním souborů v OS Windows společnosti Microsoft. V Linuxu se obvykle 
instaluje program po více souborech do více sloţek, jako jsou spustitelné (bin), 
konfigurační (etc), knihovny (lib) atd. V Linuxu je na vrcholu adresářové struktury 
tzv. root (označovaný /) Příloha 1. Vše ostatní se odvíjí od toho to bodu.  
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2.2.3 Přístup ke školnímu NIS CLINICOM 
Ke zdravotnické databázi CLINOCOM lze přistupovat buď z lokální školní sítě nebo 
přes síť internet. Ke vzdálenému přístupu ke zdravotnické databázi CLINOCOM byl 
vyuţit textový terminál KoalaTerm (viz obr. 2.3) a CareCenter (viz obr. 2.3). V případě 




Z obrázku 2.3 je vidět, ţe uţivatel KUCERAJ (pravý horní roh) vyuţívá modul 
HOS (Hospitalizace). V nabídce Funkce máme výběr proveditelných akcí. 
 
Obr. 2.4: Textový terminál PUTTY. 
Obr. 2.3: Textový terminál KoalaTerm. 
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Na obrázku 3.4 můţeme vidět, jak vypadá databáze pacientů při přístupu 
přes CareCenter a následný detail jednoho z pacientů.   
Jednotlivé funkce pro zadávání dat jsou v CareCenter a v KoalaTerm z hlediska dat 
rovnocenné – obsahují všechna datová pole i funkce. Nemůţe se tedy stát, ţe např. 
příjem pacienta zadaného v CareCenter nenaplní některá pole, která by byla naplněna 
přes KoalaTerm. Z toho plyne moţnost kombinace práce s oběma aplikacemi. 
 
 
Obr. 2.5: Přístup k serveru přes CareCenter. 
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3 REÁLNÉ MĚŘENÍ ZATÍŢENÍ SERVERU 
Tato kapitola pojednává o průběhu měření zatíţení serveru. Pro měření zatíţení serveru 
byl pouţit měřicí přístroj EnergyLogger3500 (dále jen měřicí přístroj), (viz obr. 3.1). 
Tento měřicí přístroj slouţí pro monitorování odběru elektrické energie ze sítě 
připojených elektrických zařízení. V našem případě se jedná o počítačový server. Měřicí 
přístroj umoţnil dlouhodobě sledovat zatíţení serveru.  
Z pohledu zatíţení serveru je důleţitým komponentem zdroj Forton o výkonu 
350 W, coţ je i maximální výkon kterým můţeme UPS zatíţit. Dále je podstatnou 
komponentou procesor, u něhoţ je uvedeno TDP (Thermal Design Power) 65 W. 
Dle definice firmy INTEL znamená doporučenou hodnotu pro dimenzování hlazení 
procesoru. Nezanedbatelný odběr mají i dva 250 GB disky a grafická karta. Kaţdý 
obsazený slot paměti DDR představuje zatíţení cca 5 W [11].   
3.1 Měřicí přístroj EnergyLogger3500 
Měřicí přístroj je mezistupeň mezi elektrickým zařízením a elektrickou napájecí síti. 













Monitoruje následující veličiny: 
 napětí (V), proud (A) a frekvenci (Hz), typ spotřebiče  
(odporová zátěţ / kapacitní zátěţ)  
 činný výkon (W), zdánlivý výkon (VA) a činitel výkonu (cosPHI) 
 záznam Min-/Max- v jednotkách V, A, Hz, W, VA a cosPHI 
 celkovou spotřebu energie (kWh)  
 denní spotřebu (kWh, cost ½), prognózu na 9 dní 
Obr. 3.1: EnergyLogger3500. 
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 čas záznamu (REC-time) a provozní dobu (ON-time) 
 rozpočet nákladů na měsíc a na rok 
 zobrazení času a dat 
 zobrazení zbývající velikosti paměti (MEM in %) 
Kaţdý uvedený bod představuje jednotlivá dialogová okna měřicího přístroje. 
Pro získání informace o nákladech, spojených s pouţíváním elektrických spotřebičů, je 
třeba zadat aktuální cenu kWh.  
Měřicí přístroj má jednu interní datovou paměť pro uloţení dat s kapacitou na dobu 
aţ 6 měsíců (udává výrobce). Data jsou ukládána v minutových intervalech (díky 
integrované záloţní baterii se při výpadku proudu naměřená data neztratí). Nabízí 
moţnost přenést data z interní paměti na paměťovou kartu typu SD pomocí paměťového 
slotu na boční straně EnergyLoggeru. Pro bezproblémový export dat na paměťovou 
kartu musí mít karta následující vlastnosti: 
• Kapacita paměti nejméně. 512 MB, max. 2 GB (doporučený 1 GB) 
• Formát systému souborů paměti FAT 32 
• Nechráněno proti přepisování 
• Min. 5 MB volné paměťové místo 
Při měření byla pouţita paměťová karta Panasonic SD 2 GB. Při pouţití SD karty 
s kapacitou menší neţ 512 MB, větší 2 GB nebo typu micro SD (připojená přes redukci 
na SD) nedošlo ke správnému exportu dat.  
Technické parametry měřicího přístroje EnergyLogger3500 
 
Provozní napětí: 230 V 
Měření spotřeby: 1 Wh – 9999 kWh 
Třída přesnosti: ±1 digit 
Max. příkon měřeného spotřebiče: 1,5 - 3500 W 
Jmenovitý vlastní příkon: 1,8 W 
Doba záznamu max.: 6 měsíce 
Rozměry v mm (v * š * h): 82 * 135 * 26 
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3.2 Rozbor měření 
Měření zatíţení serveru probíhalo od 22. 2. 2011 do 29. 3. 2011. V této době na serveru 
probíhala laboratorní výuka, byly simulovány a odzkoušeny různé situace, které by 
mohly nastat při běţném provozu serveru (záloha zdravotní databáze, aktualizace 
operačního systému, zatíţení při startu serveru). Naměřené údaje byly staţeny 





Na obrázku 3.2 je vidět průběh zatíţení serveru v celém měřeném období včetně 
nocí. Na obrázku jsou vyznačeny oblasti 1 aţ 5, které byly vyhodnocovány. Oblast 1 je 
uvedena v detailu na obrázku 3.3.  





Zdánlivý výkon [VA] 
 
Činný výkon [W] 
 




Na tomto obrázku jsou vidět dvě okna měření A a B. Okno A zobrazuje zatíţení 
při spuštění serveru (zahájení měření). Detail této události (okno B) znázorňuje start 
serveru trvající přibliţně 10 minut. Zatíţení v této době narostlo na maximální hodnotu 
139,96 W. Ta představuje maximální hodnotu zatíţení dosaţeného v celém období 
měření. Po startu serveru došlo k ustálení zatíţení na hodnotu pohybující se kolem 
112 W.  
Oblasti 2, 4 a 5 ukazují skokovou změnu zatíţení na nereálnou hodnotu okolo 
2000 W. Tyto tři skoky nastaly v průběhu měření vţdy mezi půl jednou a druhou 
hodinou ranní. Tuto situaci pravděpodobně zapříčinily výkyvy v elektrické napájecí síti 
a následné špatné vyhodnocení měřicím přístrojem. Proto tyto hodnoty nebyly 
zpracovány a vyhodnoceny.  
Oblast 3 (viz obr. 3.4) zobrazuje skok o délce cca 3 minut a maximálním zatíţení 
122,45 W. Zde pravděpodobně došlo k připojení externí periferie (jako USB, externí 
disk) nebo instalování aktualizace operačního systému. 
 
Obr. 3.3: Zatíţení při startu serveru. 
Max. činný výkon:  
       139, 96 W 
Doba startu serveru:   





Činný výkon [W] 
 
Zdánlivý výkon [VA] 
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V tabulce 3.1 jsou pro přehled uvedeny základní údaje z měření. 
  
Tab. 3.1: Tabulka měření 
Činný výkon [W] Start serveru LV 22.2. LV 1.3. LV 3.3. Mimo LV Celé měřené 
období 
Průměr 134.19 112.75 112.88 113.20 113.06 113.21 
Maximální 139.96 115.47 116.36 115.44 115.47 139.96 
 
Průměrná hodnota zatíţení v celém měřeném období byla 113,21 W. V období 
laboratorní výuky (dále jen LV), kdy na server během dvou hodin přistupovalo 
cca 20 uţivatelů, nebyl zjištěn ţádný rozpoznatelný nárůst zatíţení. Pouze v období LV 
1.3. je vidět nárůst zatíţení o 1 W, coţ je vzhledem k celkovému zatíţení zanedbatelná 
hodnota. Jako období Mimo LV bylo bráno období od 24 hodin do 2 hodin, kdy nebyl 
přihlášen ţádný uţivatel a server pracoval v klidovém stavu. Byly porovnány hodnoty 
zatíţení z období LV a Mimo LV. Porovnáním bylo zjištěno, ţe hodnoty zatíţení 
v období LV se neliší od obvyklých hodnot zatíţení. Maximální zatíţení (139.96 W) 




   
Doba skoku: 
cca 3 min 
Max. činný výkon: 
122,45 W 
Obr. 3.4: Detail oblasti 3. 
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4 ROZBOR DATOVÉ KOMUNIKACE MEZI 
UPS A SERVEREM 
Pro komunikaci s UPS byl zvolen projekt APC UPS Deamon (dále jen apcupsd). Tento 
projekt podporuje výhradně záloţní zdroje od firmy APC. Projekt apcupsd vznikl 
v době, kdy APC neposkytovala verzi svého obsluţného software PowerChute 
pro volně šiřitelné operační systémy včetně Linuxu. V té době také nebyly k dispozici 
specifikace komunikačních protokolů záloţních zdrojů APC, nicméně autoři apcupsd se 
rozhodli i za absence technických specifikací obsluţný software vytvořit [14].  
4.1 Realizace datové komunikace 
Apcupsd je dostupný ve formě zdrojových kódů a předkompilovaných verzí ve formě 
RPM (Hat Package Manager) balíčků. RPM balíček představuje instalaci srovnatelnou 
s instalačními soubory ve Windows. V našem případě byl k instalaci pouţit balíček 
verze apcupsd 3.14.0-3el5.i386 staţený z webové stránky projektu 
(http://www.apcupsd.com/). Instalace byla provedena v grafickém prostředí operačního 
systému CentOS. Další moţností instalace balíčku je přes textový 
terminál a to za vyuţití příkazu rpm –i <název balíčku>. Pokud rozšíříme volbu –i 
o volby –v a –h dostaneme informaci o právě probíhajících úkonech instalace. Celý 
příkaz pak vypadá takto „rpm –ivh <název balíčku>“. Instalace přes textový terminál je 
dobrým řešením, pokud by nebyla moţnost pracovat v grafickém prostředí operačního 
systému. Po dokončení instalace balíčku byla ověřena existence nainstalovaných 
souborů. Pokud balíček instaluje uţivatel root (hlavní uţivatel) konfigurační soubory 
a skripty budou umístěny v adresáři /etc/apcupsd a spustitelné programy v adresáři 
/sbin. Při instalaci pod jiným uţivatelem neţ root bude změna pouze v umístění 
spustitelných souboru a to na adresu /usr/sbin, to je i náš případ. Umístění 
konfiguračních souborů a skriptů se nemění.  
Spustitelné programy, které je moţné vyuţít po instalaci 
Apcupsd - obstarává komunikaci s UPS, monitorování stavu, spouštění shutdown 
sekvence apod. 
Apcnisd - samostatný "network information server", zpřístupňuje stav UPS 
prostřednictvím sítě. 
Apcaccess - utilita pro výpis stavu UPS z příkazové řádky.  
Apctest - utilita pro spouštení testů záloţního zdroje. 
Powerflute - utilita pro monitorování stavu UPS pro konzoly. 
Multimon - CGI skripty a konfigurační soubory, standardně umístěny v adresáři 
/etc/apcupsd.  
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Vybrané konfigurační skripty 
 Apccontrol – obecný soubor, který lze vyuţit ve většině systémů. Je řídící skript 
pro apcupsd. 
 Apcupsd.conf – konfigurační soubor, kde bylo upraveno nastavení apcupsd 
(dále budou vysvětleny jednotlivé nastavitelné poloţky). 
 Offbaterry – skript, který se volá při ukončení běhu UPS na baterie. 
 Onbattery – skript, který se volá při běhu UPS na baterie. 
Po ověření správnosti instalace byl konfigurován soubor APCUPSD.conf.  
Pro přehlednost jsou v následujícím textu uvedeny vybrané konfigurační parametry 
s popisem včetně našeho nastavení. 
Vybrané konfigurační parametry 
Základní 
 UPSNAME - nastavení jména UPS. Naše nastavení clinicom1 
 UPSCABLE - nastavení typu kabelu pro připojení UPS. Naše nastavení je UPS 
UPSTYPE - při připojení UPS přímo přes USB kabel bude nastaven na poloţku 
DEVICE. Při jiném nastavení bude určen port či adresa  
 LOCKFILE - cesta k souboru, který slouţí jako zámek, aby se více instanlací 
aplikace nepokoušelo současně přistupovat k sériovému portu. Zde byla 
nastavena cesta /var/lock/apcupsd. 
Konfigurační parametry pouţité při výpadku napájení 
 ONBATTERYDELAY – zde byl jako parametr nastaven čas v sekundách. 
Jedná se o dobu od výpadku proudu do volání skriptu onbattery. Hlavní úlohou 
tohoto nastavení je zamezení reakce na krátkodobé výpadky proudu. Naše 
nastavení 6 sekund.   
 BATTERYLEVEL - tato direktiva udává minimální nabití baterie (v %), pokud 
nabití baterie klesne pod tuto mez, spustí se shutdown systému. Naše nastavení 
10%. 
 MINUTES - tato direktiva udává minimální dobu běhu UPS na baterie 
v minutách, pokud doba běhu UPS klesne pod tuto mez - spustí se shutdown 
systému. Naše nastavení 8 minut. 
 TIMEOUT - tato direktiva se na rozdíl od předchozích dvou pouţívá 
u jednoduchých typů UPS, které průběţně neinformují o stavu baterie. Udává 
čas v sekundách, po jehoţ vypršení bude spuštěn shutdown systému. Naše 
nastaveni 0. 
 BATTERYLEVEL, MINUTES a TIMEOUT - mohou být nastaveny 
současně, apcupsd pak inicializuje shutdown při překročení libovolného z těchto 
tří kritérií.  
Konfigurace pro síťoví informační server 
 NETSERVER - pokud je zapnuto, apcupsd bude poskytovat informace o stavu 
UPS přes síť. Naše nastavení ON. 
 NISPORT – nastavení portu pro odesílání statusu událostí přes síť internet. 
Naše nastaveni 3551 
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 FACILITY - apcupsd standardně zapisuje do systémového logu pod kategorií 
zpráv apcupsd. Zde je nastavena cesta /var/log/apcupsd/apcupsd.events  
Konfigurace pro sdílení 
 UPSCLASS – nastavení reţimu pro samostatný či sdílený reţim [ standalone | 
shareslave | aharemaster ]. Naše nastavení standalone. 
 UPSMODE – nastavení zapnutí či vypnutí reţimu sdílení [ disable | share ]. 
Naše nastavení disable. 
Po nastavení konfiguračního souboru byla zahájena komunikace serveru s UPS. 
Pro zahájení komunikace byl nejprve v textovém terminálu spuštěn apcupsd příkazem 
/etc/rc.d/init.d/apcupsd start. Ohlášení “starting UPS monitoring [OK]“ nám říká, 
ţe apcupsd byl úspěšně spuštěn. Toto hlášení bylo ověřeno příkazem PS fax, kde 
na konci výpisu byl uveden apcupsd jako spuštěný. Poté byl příkazem /sbin/apcaccess 
status vypsán aktuální status UPS Příloha 2. Pro další ověření správnosti komunikace 
byl vyuţit soubor apcupsd.events (tab. 4.1), kde jsou vidět informace o navázání 
komunikace a historie, kdy došlo k výpadku napájecího napětí atd. Na obrázku lze vidět 
pouze krátký výpis událostí.  
Tab. 4.1: Ukázka logovacího souboru apcupsd.events. 
Wed May 19 08:43:44 CEST 2011 Power failure. 
Wed May 19 08:43:50 CEST 2011 Running on UPS batteries. 
Wed May 19 08:48:21 CEST 2011 Mains returned. No longer on UPS batteries. 
Wed May 19 08:48:21 CEST 2011 Power is back. UPS running on mains. 
 
Po úspěšném navázání komunikace byla otestována komunikace příkazem 
/usr/sbin/apctest. V tabulce 4.2 jsou uvedeny moţnosti, které byly odzkoušeny. 
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Tab. 4.2: Tabulka funkcí apctest. 
1) Test kill UPS power – test pro zkušební výpadek napájení. 
2) Perform self-test – výkonový test UPS 
3) Read last self-test reset -  výsledky výkonového testu  
4) View/Change battery date – informace o datu určující výměnu baterie 
5) View manufacturing date – informace o datu výroby baterie 
6) View/Change alarm behavior – změna alarmu signalizující různé stavy UPS [Enable 
| Disable]. 
7) View/Change sensitivity – změna proudové citlivosti UPS [ Low | Medium | High ].  
8) View/Change low transfer voltage – Nízké přenosové napětí. [160 V].  
9) View/Change high transfer voltage – Nejvyšší přenosové napětí [256 V]. 
10) Perform battery calibration – kalibrace baterie. 
11) Test alarm – testování alarmu. 
12) View/Change self-test interval – nastavení doby pro spouštění výkonového testu.  
 
Po konci testování byl znovu spuštěn apcupsd příkazem /etc/rc.d/init.d/apcupsd 
start. Při spuštění apctest nastala kolize s některým z běţících procesů. Proto bylo 
nutné tento proces identifikovat v adresáři /var/log/ ve výpisu message, kde na konci 
výpisu hledáme informaci jako např. ….file for pid=7128. Název hledaného procesu je 
v našem případě 7128. Příkazem  kill <název procesu> byl process ukončen a apctest 
byl spuštěn ještě jednou.  
4.2 Varovná zpráva o výpadku napájecího napětí 
V této kapitole se budeme zabývat realizací odeslání varovné zprávy o výpadku 
napájecího napětí správci serveru a všem přihlášeným uţivatelům s vyuţitím apcupsd. 
4.2.1 Správci serveru do operačního systému CentOS 
K realizaci odeslání varovné zprávy byl vyuţit skript onbattery, který se volá 
při výpadku napájecího napětí. Celý upravený skript je uveden v [příloze č. 3]. Hlavním 
úkolem skriptu je informovat správce serveru v pravidelných intervalech o trvání 
výpadku. Varovná zpráva obsahuje informaci o aktuální době běhu UPS na baterie 
v minutách a procentuální vyjádření zbývající kapacity baterie UPS.  
Na začátku skript testuje, zda existuje soubor zkouska, který je vytvořen vţdy před 
odesláním varovné zprávy. Tímto testem bylo zabezpečeno znovu spuštění skriptu 
v době mezi odesíláním jednotlivých varovných zpráv. Pokud by došlo ke znovu 
spuštění skriptu v této době, varovná zpráva by nepřicházela v určených intervalech. 
V další části skriptu bylo zajištěno odeslání varovné zprávy pouze v případě stále 
trvajícího výpadku. Toto bylo realizováno příkazem until, jenţ bude vykonáván tak 
dlouho, dokud nebude splněna podmínka /sbin/apcaccess status | grep ONLINE > 
/dev/null. To znamená, ţe bude vykonáván tak dlouho, dokud bude trvat výpadek 
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napájecího napětí. Informace o výpadku napájecího napětí je získávána pomocí příkazu 
grep ONLINE ze statusu UPS. Dále je ve skriptu do proměnné TIMELEFT načtena 
aktuální doba běhu UPS. Tímto je získán textový řetězec s textovou i číselnou informací 
(TIMELEFT : <doba běhu> Minutes). Pro další práci je nutné z tohoto řetězce získat 
pouze číselnou informací o aktuální době běhu. Proto je řetězec formátován příkazem 
sed 's/[a-zA-Z]//' (odstranění písmen), s/[ : ]//g (odstranění dvojtečky), s/^[ \t]*// ;s/[ 
\t]*$//' (odstranění mezer a tabulátorů před i za <doba běhu>). Výsledkem je desetinné 
číslo udávající aktuální dobu běhu UPS v minutách (např. 25.3). Stejným způsobem je 
zpracován i údaj o procentuálním vyjádření nabití baterie BCHARGE (098.0). Dále je 
vytvořena pomocná proměnná CISLO. Ta je formátována příkazem sed 's/[^0-9]//g' a je 
vyuţita pro stanovení intervalu pro odeslání varovné zprávy. Proměnná reprezentuje 
hodnotu aktuální doby chodu UPS, kde hodnota např. 340 odpovídá hodnotě 34.0 
minut. Tento formát byl zvolen z důvodu porovnání číselných hodnot v podmínce if.  
Pokud bude CISLO větší nebo rovno (-ge) 340, varovná zpráva bude odesílána 
ve 3 minutovém intervalu. Pokud bude CISLO větší nebo rovno 230, varovná zpráva 
bude odesílána ve 2 minutovém intervalu. Pokud je CISLO větší nebo rovno 120, 
varovná zpráva o výpadku bude odesílána v minutovém intervalu. Pokud bude CISLO 
menší neţ 120, bude odesláno poslední varování o ukončení systému. Samotná realizace 
varovné zprávy o výpadku správci serveru (obr. 4.1) je provedena pomocí varovného 
okna pomocí příkazu zenity, kde --info je typ vyskakovacího okna a –text definuje 
textovou část. V uvozovkách je vlastní text zprávy a odkaz na proměnné TIMELEFT 
a BCHARGE.  
 
Obr. 4.1: Varovná zpráva správci serveru o výpadku napájecího napětí. 
Pro odeslání zprávy o obnově napájecího napětí (obr. 4.2) byl vyuţit skript 
offbatery. Celý okomentovaný skript je uveden v [příloze č. 4]. Ten je volán při obnově 
napájecího napětí. Obdobně jako ve skriptu onbattery byl pro odeslání zprávy vyuţit 
příkaz zenity.  
Celý skript byl napsán ve skriptovacím jazyce shell. Proto je v hlavičce skriptu 
uvedeno #!/bin/sh. 
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Obr. 4.2: Varovná zpráva správci serveru o ukončeném výpadku napájecího napětí. 
Další moţností jak informovat správce serveru o výpadku je realizace pomocí 
APCTRAY. Tato realizace je popsána v rámci kapitoly 4.2.3.   
4.2.2 Všem přihlášeným uţivatelům do terminálu KoalaTerm a Putty 
K odeslání varovné zprávy o výpadku napájecího napětí všem přihlášeným uţivatelům 
NIS CLINICOM jsme vyuţili upravený skript onbattery z předchozí kapitoly 
(Příloha 3). Kostra skriptu zůstala nezměněna, jen byly doplněny řádky s příkazem 
echo "<text_zprávy>" | wall   které nám zajistí odeslání varovné zprávy o výpadku 
právě všem přihlášeným uţivatelům v terminálu KOALATERM (obr. 4.3) a uţivatelům 
připojeným k serveru přes terminál Putty. V přidaných řádcích příkazem echo 
definujeme text zprávy a příkazem wall  odešleme zprávu všem přihlášeným 
uţivatelům. Text varovné zprávy opět informuje o aktuální době běhu UPS 
a procentuální vyjádření nabití baterie.  
Pro odeslání zprávy o obnově napájecího napětí byl opět vyuţit skript offbatery 
(Příloha 4).   
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Obr. 4.3: Výpadek napájecího napětí v terminálu KoalaTerm. 
4.2.3 Všem přihlášeným uţivatelům do CareCenter  
Další moţnou variantou realizace zaslání varovné zprávy o výpadku napájecího napětí 
je nastavení apcupsd v reţimu master / slave. Kde nastavení master bylo na straně 
serveru a slave na straně uţivatelského počítače (obr. 4.4).  
Uţivatelský počítač v reţimu slave pouze monitoroval stav UPS a varoval o 
výpadku napájecího napětí na straně serveru. Proto v konfiguračním souboru 
apcupsd.conf byl opoznámkován příkazem shutdown, aby při ukončení běhu systému 
na straně serveru (master) nedošlo k ukončení systému uţivatelského počítače (slave).  
Server: 
apcupsd v reţimu master  
UPS 
Uţivatelský počítač: 




Obr. 4.4: Schéma konfigurace apcupsd. 
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Tato realizace vyţaduje instalaci apcupsd na kaţdý uţivatelský počítač, 
s instalovaným CareCenter. To je komplikace pro uţivatele, kteří by kromě instalace 
CareCenter musely instalovat a konfigurovat další aplikaci (apcupsd). Proto bylo od této 
realizace upuštěno. Tato realizace byla odzkoušena pouze na lokálním počítači správce 
serveru.      
Podobné řešení nabízí instalace APCTRAY, coţ je aplikace, která je součásti 
instalace apcupsd v prostředí Windows a slouţí pouze pro monitoring UPS na dálku. Po 
instalaci APCTRAY byla nastavena IP adresu serveru CLINICOM1 (147.229.77.6) a 
číslo portu (3551), přes který probíhá komunikace. Číslo portu bylo nastaveno 
parametrem NISPORT v konfiguračním souboru /etc/apcupsd/apcupsd.conf na severu 
CLINICOM1. NISPORT je u serveru většinou defaultně nastaven na hodnotu 3551. 
Na obrázku 4.5 je vidět funkční nabídka aplikace APCTRAY, konfigurované 
parametry a ikony informující o stavech UPS (ztráta komunikace, UPS on-line, UPS 
běţí na baterie, nabíjení baterie). Na obrázku 4.6 je ukázán částečný výpis ze statusu 
UPS. 
Obr. 4.5: Online monitoring UPS v prostředí Windows. 
Ztráta komunikace UPS on-line 
UPS běţí na baterie Nabíjení baterie 
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V okně Battery vidíme, ţe baterie je plně nabitá. V okně Load vidíme procentuální 
zatíţení baterie UPS. Okno Runtime nám ukazuje odhadovaný čas chodu UPS na 
baterie. 
Tato realizace byla vyuţita pro online monitoring UPS správcem serveru. Správce 













Obr. 4.6: Okno informující o stavu UPS. 
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5 VÝPOČET TEORETICKÉ A MĚŘENÍ 
REÁLNÉ ZÁLOŢNÍ DOBY UPS 
V této kapitole se budeme zabývat výpočtem teoretické a měřením reálné záloţní doby 
UPS. 
5.1 Výpočet teoretické záloţní doby UPS 
Při výpočtu teoretické záloţní doby UPS bylo vyuţito údajů od výrobce UPS, 
výrobce baterie (datasheet) Příloha 5 a údajů získaných při měření.    
Hlavní částí UPS je olověný akumulátor (obr. 5.1) tvořený ze dvou sériově 
zapojených akumulátorů o napětí 12V a kapacitou 9 Ah. Ze specifikace sériového 
zapojení vyplívá, ţe celkové napětí akumulátoru je 24V (dvounásobné) a kapacita je 
9 Ah. Účinnost měniče výrobce udává 95 %. Od výrobce baterie byly získány hodnoty 
závislosti kapacity baterie na odebíraném proudu, délce pouţívání a počtech nabíjecích 
cyklů.    
 
Obr. 5.1: Baterie pouţitá v UPS APC 1500. 
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Základní údaje vyuţité pro výpočet teoretické záloţní doby UPS 
UPS: 
Kapacita baterie: 9 Ah 
Napětí baterie UPS (U): 24 V 
Účinnost měniče UPS: 95 % 
Výkon: 
Maximální výkon zdroje: 350 W 
Maximální změřené zatíţení v měřeném období (Pmax ): 139,96 W 
Průměrné zatíţení serveru v měřeném období (Pprum): 113,21 W 
 
Výpočet teoretické záloţní doby byl vztaţen pro tři hodnoty výkonů a to 
pro maximální výkon zdroje serveru, maximální zatíţení zjištěné při měření a průměrné 
zatíţení v měřeném období.  
 
Teoretická záloţní doba UPS pro maximální výkon zdroje 
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Výpočet záloţní doby 
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Záloţní doba dle teoretického výpočtu: 16,85 min.
 
Teoretická záloţní doba UPS pro maximální změřené zatíţení v měřeném období  
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Výpočet záloţní doby 
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Záloţní doba dle teoretického výpočtu: 53,92 minut 
 
Teoretická záloţní doba UPS pro průměrné zatíţení serveru v měřeném období  
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Výpočet záloţní doby 
 










    
(5.6) 
 
Záloţní doba dle teoretického výpočtu: 71,51 minut 
Při výpočtu byl nejdříve vypočítán proud odebíraný z baterie poměrem 
odebíraného výkonu a napětí baterie. K odebíranému výkonu přičítáme 5 procentní 
hodnotu výkonu v závislosti na udávané účinnosti měniče UPS, který je dle výrobce 
95%. Po výpočtu odebíraného proudu byla dle datasheetu baterie určena kapacita 
baterie pro tento proud. Výrobce udává pouze tři hodnoty kapacit pro odebírané proudy, 
proto byla z těchto tři hodnot odvozena přibliţná závislost kapacity baterie na 
odebíraném proudu. Z této závislosti byla určena výsledná kapacita baterie pro daný 
odebíraný proud. Další krok výpočtu je poměr kapacity baterie a odebíraného proudu, 
ze kterého byla vypočítána teoretická záloţní dobu UPS v minutách.  
5.2 Měření reálné záloţní doby 
Při měření reálné záloţní doby byl simulován výpadek napájecího napětí 
(odpojením napájecího kabelu UPS). Poté byl změřen čas od zahájení výpadku 
po ukončení běhu systému. Měření bylo provedeno pro dvě varianty. První - UPS napájí 
pouze server. Druhá - UPS napájí server a monitor. Pro první variantu byla reálná 
záloţní doba 42 min a druhou 34 min. UPS po celou dobu výpadku indikoval výpadek 
minutovým pípáním a varovnou (oranţovou) LED diodou. Při simulovaném výpadku 
byla úspěšně otestována realizace odeslání automatické varovné zprávy o výpadku. K 
ukončení systému došlo 8 minut (naše nastavení apcupsd) před vybitím baterie UPS. 
Ukončení systému trvalo cca 4 minuty. Nastavená 8 minutová doba je dostačující pro 
korektní ukončení systému. 
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5.3 Srovnání teoretické a reálné záloţní doby  
Pro srovnání s reálnou záloţní dobou byla vybrána teoretická doba průměrného zatíţení 
(113,12 W) v měřeném období (viz kapitola 3.2). Tato hodnota odpovídá zatíţení při 
simulovaném výpadku napájecího napětí.  
Korekce teoretická záloţní doba UPS průměrného zatíţení  












      
(5.5) 
 
Výpočet záloţní doby 
 
Kapacita baterie v závislosti na odebíraném proudu (I = 4,95 A): 5,9 Ah 
 












Záloţní doba dle teoretického výpočtu: 42,10 minut 
Reálná záloţní doba (varianta jedna): 42,00 minut   
Před srovnáním obou hodnot byla provedena korekce teoretické záloţní doby 
v závislosti na stáří akumulátoru UPS. UPS je instalována u severu přibliţně jeden a půl 
roku. Pokud budeme předpokládat, ţe kapacita baterie za tuto dobu poklesla o 30 % 
potom výsledná kapacita pro proud 4,95 A vyjde 4,13 Ah. Pro tuto kapacitu byla 
spočtena záloţní doba a od ní byl odečten čas indikující ukončení system (8 minut). 
Výsledná teoretická doba vyjde 42,10 minut. Tato hodnota odpovídá teoretickému 
výpočtu.   
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6 ZÁVĚR 
V teoretickém úvodu práce byly uvedeny typy záloţních napájecích systému dle 
konstrukčních návrhů. Byl popsán stávající UPS. Byla rozebrána hardwarová 
a softwarová realizace NIS CLINICOM. Byly uvedeny moţnosti přístupu k NIS 
CLINICOM.  
V další části práce bylo popsáno a rozebráno měření reálného zatíţení serveru. 
Měřením byly získány hodnoty o maximálním a průměrném zatíţení jak v měřeném 
období tak např. v době laboratorní výuky na NIS CLINICOM. V době laboratorní 
výuky nebyl zjištěn rozpoznatelný rozdíl v zatíţení oproti zatíţení serveru v klidovém 
stavu. Údaje zjištěné při měření byly vyuţity pro srovnání s vypočtenou teoretickou 
záloţní dobou UPS. Reálná záloţní doba byla 42 minut. Teoretická záloţní doba byla 
po korekci (viz kapitola 5.3) 42,10 minut. Reálná záloţní doba odpovídá teoretickému 
výpočtu.  
Při měření reálného zatíţení bylo testováno nastavení konfigurace apcupsd 
především pro hodnoty nastavené pro ukončení systému. Zvolené hodnoty vyhovovaly 
potřebám pro korektní ukončení serveru. Pouţitý záloţní napájecí systém APC BACK-
UPS 1500VA nabízí pro potřeby serveru dostačující záloţní dobu o délce 42 minut.         
Hlavním cílem práce bylo automatické zaslání varovné zprávy o výpadku 
napájecího napětí všem přihlášeným uţivatelům NIS a správci serveru. Podařilo se 
zrealizovat automatické zaslání varovné zprávy správci serveru a všem přihlášeným 
uţivatelům do terminálu KoalaTerm a terminálu pro vzdálený přístup k serveru (Putty). 
Tato realizace zajistila automatické zaslání varovné zprávy v pravidelných intervalech 
(3, 2 a 1 minut). Text varovné zprávy obsahuje informaci o aktuální záloţní době UPS 
a o procentuální hodnotě nabití baterie v okamţiku odeslání zprávy. Také je realizováno 
odeslání varovné zprávy o obnově napájecího napětí.  
Realizace zaslání automatické varovné zprávy do CareCenter by vyţadovala 
instalaci apcupsd na kaţdý počítač uţivatele. To představuje komplikaci pro uţivatele, 
kteří by museli instalovat a konfigurovat apcupsd. Proto tato moţnost nebyla 
realizována. Nejlepší moţností jak informovat uţivatele CareCenter o výpadku by bylo 
vyuţití zaslání interní zprávy v prostředí CareCenter. To by však vyţadovalo zásah do 
samotné instalace. V rámci práce byl realizován vzdálený monitoring UPS pomocí 
APCTRAY pro správce serveru. 
Hlavní přínos práce spočívá v realizaci automatického odeslání varovné zprávy 
o výpadku napájecího napětí a informací o aktuální době běhu UPS na baterii 
a o procentuální hodnotě nabití baterie.      
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SEZNAM ZKRATEK 
USB Universal Serial Bus 
ISDN Integrated Services Digital Network 
DSL Digital Subscriber Line 
AVR Automatic Voltage Regulation 
UPS Uninterruptible Power Supply 
NIS Hospital information system 
LED Light-emitting diode 
LCD Liquid crystal display 
NIS Hospital informative system 
CentOS Community ENTerprise Operating Systém 
RHEL Red Hat Enterprise Linux 
APC American Power Conversion Corp 
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PŘÍLOHA 1. 
/bin – běţné programy pouţívané systémem, administrátorem i uţivateli. 
/boot – soubory pouţívané při bootovaní systému. K nejdůleţitějším patří soubor 
vmlinuz, který obsahuje jádro systému (kernel). Samotný kernel se označuje srdcem 
celého systému. Má za úkol základní věci potřebné pro běh systému, správu pamětí, 
řádné procesy. 
/dev – device (zařízení). Obsahuje odkazy na veškerá periferní zařízení počítače, 
která reprezentují soubory s různými speciálními vlastnostmi. V adresáři dev můţeme 
najít soubory, které reprezentují např. myš – /dev/mouse, IDE harddisk – /dev/hda, 
/dev/hdb, floppy disk – /dev/fd0, zvukové kartu – /dev/dsp, atd. 
/etc – nejdůleţitější konfigurační údaje systému, obsahuje všechny údaje, které 
například ve Windows nalezneme v Ovládacích panelech. 
/home – domovské adresáře uţivatelů, aţ na uţivatele root. 
/lib – knihovny, tedy soubory pouţívané všemi programy, ať uţ uţivatelskými 
nebo systémovými. 
/mnt – standardní přípojné místo externích souborových systémů, například CD. 
/proc –virtuální souborový systém obsahující informace o systému. Obsahuje i 
několik podadresářů s číselným názvem , které reprezentují procesy běţící v paměti. 
Tak je moţné zjistit informaci o libovolném běţícím procesu. 
/root – domovský adresář administrátora. 
/sbin – programy pouţívané systémem a administrátorem. 
/var – místo pro ukládání proměnných a dočasných souborů např různé záznamy, 
fronty, soubory staţené z Internetu a podobně. 
/tmp – ukládání dočasných souborů. Při startu se adresář maţe. 
/usr – programy, knihovny a dokumentace týkajících se všech uţivatelským 
programům. 
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PŘÍLOHA 2. 
APC : 001,038,0973 
DATE : Sun May 01 10:43:59 CEST 2011 
HOSTNAME : clinicom1 
RELEASE : 3.14.0 
VERSION : 3.14.0 (9 February 2007) redhat 
UPSNAME : clinicom1 jméno UPS 
CABLE : USB Cable typ kabelu 
MODEL : Back-UPS RS 1500 označení modelu 
UPSMODE : Stand Alone mod UPS 
STATUS : ONLINE status online 
LINEV : 238.0 Volts aktuální napětí na vstupu 
LOADPCT : 22.0 Percent Load Kapacity aktuální vytíţení v procentech 
BCHARGE : 100.0 Percent stav nabití baterie v procentech 
TIMELEFT : 40.6 Minutes odhadovaný čas chodu UPS na baterii 
MBATTCHG : 10 Percent minimální procentuální hodnota napětí 
baterie UPS, kdy dojde k vypnutí počítač 
MINTIMEL : 8 Minutes minimální odhadovaný čas chodu UPS na 
baterii, kdy dojde k vypnutí počítače 
MAXTIME : 0 Seconds 
SENSE : Medium citlivost 
LOTRANS : 194.0 Volts minimální přípustné napětí na vstupu 
HITRANS : 264.0 Volts maximální přípustné napětí na výstupu 
ALARMDEL : Always zapnutý alarm 
BATTV : 26.9 Volts aktuální napětí baterie 
SERIALNO : BB0909001028 sériové číslo UPS 
BATTDATE : 2009-09-25 datum instalace baterie 
NOMINV : 230 nominální hodnota napětí 
NOMBATTV : 24.0 nominální hodnota napětí baterie 
FIRMWARE : 8.g9a.I USB FW:g9a aktuální firmware UPS 
APCMODEL : Back-UPS RS 1500 model UPS 




#Tento skript je umístěn v /etc/apcupsd. 
#Je volán /etc/apcupsd/apccontrol, když UPS běží na baterie. 





if [ -f /etc/apcupsd/zkouska ]; then  
#zkouska zda skript není již spuštěn   




  until /usr/sbin/apcaccess status |grep ONLINE > /dev/null 
  do 
#zajištění zaslání varovné zprávy jen v případě výpadku 
 
TIMELEFT=$(/usr/sbin/apcaccess status|grep TIMELEFT | sed 's/[a-
zA-Z]//g ;s/[ : ]//g ;s/^[ \t]*// ;s/[ \t]*$//') 
#načtení a formátováni aktuální doby běhu UPS 
 
BCHARGE=$(/usr/sbin/apcaccess status|grep BCHARGE | sed 's/[a-zA-
Z]//g ;s/[ : ]//g ;s/^[ \t]*// ;s/[ \t]*$//') 
#načtení a formátováni pcentuálního vyjdření nabití baterie UPS 
     
CISLO=$(echo $TIMELEFT | sed 's/[^0-9]//g')  
#pomocná proměnná pro odesílání varovné zprávy 
     
if [ "$CISLO" -ge "340" ]; then  
#zajištění odeslání varovné zprávy po 3 minutách. Pokud bude doba 
běhu větší nebo rovno 34 (340) minut     
 
> /etc/apcupsd/zkouska 
 #vytvoření souboru pro zabezpečení dvojitého spuštění skriptu   
 
zenity --info --text="Ulozte data! Vypadek napajeni serveru 
CLINICOM! Zalozni zdroj:$TIMELEFT minut ($BCHARGE %)." 
#varovná zpráva správci serveru 
 
echo "Ulozte data! Vypadek napajeni serveru CLINICOM! Zalozni 
zdroj:$TIMELEFT minut ($BCHARGE %)." |wall   
#varovná zpráva všem přihlášeným uživatelům terminálu KoalaTerm 
a Putty  
 
sleep 3m 
      #spoždění 3 minut (varovná zpráva odesílána po 3 minutách) 
 
rm /etc/apcupsd/zkouska 
     #smazání souboru pro dvojité spuštění skriptu 
 
else if [ "$CISLO" -ge "230" ]; then  
#zajištění odeslání varovné zprávy po 3 minutách. Pokud bude 
doba běhu větší nebo rovno 23 (230) minut     
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> /etc/apcupsd/zkouska 
#vytvoření souboru pro zabezpečení dvojitého spuštění skriptu 
 
zenity --info --text="Ulozte data! Vypadek napajeni serveru 
CLINICOM! Zalozni zdroj:$TIMELEFT minut ($BCHARGE %)." 
#varovná zpráva správci serveru 
 
echo "Ulozte data! Vypadek napajeni serveru CLINICOM! Zalozni 
zdroj:$TIMELEFT minut ($BCHARGE %)." |wall   




 #spoždění 2 minut (varovná zpráva odesílána po 2 minutách)       
 
rm /etc/apcupsd/zkouska 
     #smazání souboru pro dvojité spuštění skriptu 
 
else if [ "$CISLO" -ge "120" ]; then  
#zajištění odeslání varovné zprávy po 2 minutách. Pokud bude 
doba běhu větší nebo rovno 23 (230) minut 
 
> /etc/apcupsd/zkouska 
#vytvoření souboru pro zabezpečení dvojitého spuštění skriptu 
 
zenity --info --text="Ulozte data! Vypadek napajeni serveru 
CLINICOM! Zalozni zdroj: $TIMELEFT minut ($BCHARGE %)." 
#varovná zpráva správci serveru 
 
echo "Ulozte data! Vypadek napajeni serveru CLINICOM! Zalozni 
zdroj: $TIMELEFT minut ($BCHARGE %)." |wall  




      #spoždění 1 minut (varovná zpráva odesílána po 1 minutách) 
 
rm /etc/apcupsd/zkouska 
   #smazání souboru pro dvojité spuštění skriptu 
else 
 
zenity --info --text="Ulozte data! Posledni varovani! Zalozni 
zdroj: $TIMELEFT minut ($BCHARGE %)." 
#varovná zpráva správci serveru s posledním varováním před 
ukončením systému 
 
echo "Ulozte data! Posledni varovani! Zalozni zdroj: $TIMELEFT 
minut ($BCHARGE %)." |wall  
#varovná zpráva všem přihlášeným uživatelům terminálu KoalaTerm 
a Putty s posledním varováním před ukončením systému 
 
exit 0 
    fi fi fi 
  done 








#Tento skript je umístěn v /etc/apcupsd. 
#Je volán /etc/apcupsd/apccontrol. 
#Pošle zprávu o obnově napájecího napětí správci systému a všem 




TIMELEFT=$(/usr/sbin/apcaccess status|grep TIMELEFT | sed 's/[a-zA-
Z]//g ;s/[ : ]//g ;s/^[ \t]*// ;s/[ \t]*$//') 
#načtení a formátováni aktuální doby běhu UPS 
 
BCHARGE=$(/usr/sbin/apcaccess status|grep BCHARGE | sed 's/[a-zA-Z]//g 
;s/[ : ]//g ;s/^[ \t]*// ;s/[ \t]*$//') 
#načtení a formátováni pcentuálního vyjdření nabití baterie UPS 
 
zenity --info --text="Obnoveni napajeni serveru CLINICOM! 
Zalozni zdroj:$TIMELEFT minut ($BCHARGE %)." 
#varovná zpráva správci serveru 
 
echo "Obnoveni napajeni serveru CLINICOM! Zalozni 
zdroj:$TIMELEFT minut ($BCHARGE %)." |wall   
#varovná zpráva všem přihlášeným uživatelům terminálu KoalaTerm 
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