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ABSTRACT
POISSON DISORDER PROBLEM WITH CONTROL
ON COSTLY OBSERVATIONS
Bharadwaj Kadiyala
M.S. in Industrial Engineering
Supervisor: Assoc. Prof. Dr. Savas¸ Dayanık
July, 2012
A Poisson process Xt changes its rate at an unknown and unobservable time θ
from λ0 to λ1. Detecting the change time as quickly as possible in an optimal
way is described in literature as the Poisson disorder problem. We provide a more
realistic generalization of the disorder problem for Poisson process by introducing
fixed and continuous costs for being able to observe the arrival process. As a
result, in addition to finding the optimal alarm time, we also characterize an
optimal way of observing the arrival process. We illustrate the structure of the
solution spaces with the help of some numerical examples.
Keywords: Poisson disorder problem; stochastic control; piecewise deterministic
Markov processes.
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O¨ZET
POISSON DISORDER PROBLEM WITH CONTROL
ON COSTLY OBSERVATIONS
Bharadwaj Kadiyala
Endu¨stri Mu¨hendislig˘i, Yu¨ksek Lisans
Tez Yo¨neticisi: Assoc. Prof. Dr. Savas¸ Dayanık
Temmuz, 2011
Xt Poisson su¨reci bilinmeyen ve gu¨zlemlenemeyen Θ anında hızını λ0’dan λ1’e
deg˘is¸tirmektedir. Bu deg˘is¸imi mu¨mku¨n olan en c¸abuk tespit etmek litera-
trde Poisson Du¨zensizlik Problemi olarak tanımlanmaktadır. Bu c¸alıs¸mada, hız
deg˘is¸iminin tespiti ic¸in gec¸en su¨re sabit ve su¨rekli maliyetlerle ilis¸kilendirilerek
Poisson Du¨zensizlik Problemi daha genis¸ bir c¸erc¸evede ve daha gerc¸ekc¸i bir bakıs¸
ac¸ısıyla ele alınmıs¸tır. Sonuc¸ olarak, en iyi alarm zamanının yanısıra, deg˘is¸imin
olus¸ su¨recini go¨zlemek ic¸in en iyi yo¨ntem de ortaya konmus¸tur. C¸o¨zu¨m uzaylarının
yapısının go¨sterimi ic¸in sayısal o¨rneklerden problemlerden faydalanılmıs¸tır.
Anahtar so¨zcu¨kler : Poisson Du¨zensizlik Problemi.
iv
Acknowledgement
I feel lucky and honored to be a student of Dr. Savas¸ Dayanık. I am thankful to
him firstly, for suggesting and guiding me through an intellectually stimulating
thesis topic, which in so many ways has served as my peep-hole to the vast area of
applied probability; for supporting me financially as an RA through a TUBITAK
grant for the most part of my Master’s degree at Bilkent; and for teaching the
course Probabilistic Analysis with great enthusiasm.
I would also like to take this opportunity to thank– Ashok Jallepalli, Harish
Mandalika, Milind Desai and Suchaita Tenneti, for staying online through difficult
periods; Aysegu¨l, Burak, Doruk, Emre Halilog˘lu, Emre Kara, among many others,
from within and outside the department, for their invaluable support.
I would like to thank Prof. Aurelian Gheondea and Prof. Azize Hayfavi, for
the many discussions in and outside of the courses I did with them.
I cannot possibly thank enough my parents, Nagamani and Somayajulu S.S.
Kadiyala and, my sister, Lakshmi. That they have been supportive in all my
endeavours is an understatement.
v
vi
Table of Contents
1 Preliminaries xii
2 Brief literature review 1
3 Introduction 4
4 Understanding the solution 7
5 Problem Description 11
6 Successive approximations 18
7 Calculating the operator 24
8 Structure and characterization of soln. 30
8.1 Structure of the solution set . . . . . . . . . . . . . . . . . . . . . 30
8.2 Alternate characterization . . . . . . . . . . . . . . . . . . . . . . 37
8.3 Limiting behavior of expected cost . . . . . . . . . . . . . . . . . 42
vii
TABLE OF CONTENTS viii
9 Solution and illustrations 44
9.1 Solution structure . . . . . . . . . . . . . . . . . . . . . . . . . . . 44
9.2 Numerical examples . . . . . . . . . . . . . . . . . . . . . . . . . . 46
9.3 The standard Poisson disorder problem . . . . . . . . . . . . . . . 51
A Calculations 53
A.1 Re-formulation of cost function . . . . . . . . . . . . . . . . . . . 53
A.2 Dynamics of likelihood ratio process . . . . . . . . . . . . . . . . . 55
A.3 Dynamics of odds-ratio process . . . . . . . . . . . . . . . . . . . 56
B Long proofs 58
B.1 Proof of Theorem 6.1.9 . . . . . . . . . . . . . . . . . . . . . . . . 58
B.2 Proof of Lemma 6.1.10 . . . . . . . . . . . . . . . . . . . . . . . . 70
B.3 Proof of Proposition 8.2.1 . . . . . . . . . . . . . . . . . . . . . . 74
B.4 Proof of Proposition 8.2.6 . . . . . . . . . . . . . . . . . . . . . . 77
C Code 79
Bibliography 89
List of Figures
4.1 Example of the solution. . . . . . . . . . . . . . . . . . . . . . . . 8
4.2 Sample paths of odds-ratio process . . . . . . . . . . . . . . . . . 9
4.3 Sample paths of odds-ratio process . . . . . . . . . . . . . . . . . 10
6.1 Tree of non-terminating events when τ1 = 0 a.s. . . . . . . . . . . . . 19
8.1 Illustration of the regions An(1, φ) and Dn(1, φ). . . . . . . . . . . . 32
8.2 Illustration of the regions An(0, φ) and Dn(0, φ). . . . . . . . . . . . 36
9.1 Illustration of effects of a and c on action spaces. . . . . . . . . . 47
9.2 Illustration of the special case when a = 0. . . . . . . . . . . . . . 48
9.3 Illustration of the effect of c on the action spaces. . . . . . . . . . 49
9.4 Illustration of the effect of λ on action spaces. . . . . . . . . . . . 50
9.5 Special case of Poisson disorder problem. . . . . . . . . . . . . . . 52
ix
Glossary
J0 dynamic programming operator. 27, 28
T1 first arrival of the observed process. 16
U(pi) minimum Bayes risk. 13
U n+1 − optimal control for the problem. 21
V (·, ·) value function of the problem. 21
Vn(·, ·) successive approximations of V (·, ·) which are obtained by terminating
the original problem by the nth non-terminating event. 20
Xδt observed arrival process. 16
Ω collection of all sample paths. 11
Φt odds-ratio process. 2
Πt posterior probability process. 2
αδon(t) number of times we have turned on the observation control upto time t.
14
λ0 rate of the underlying Poisson process before change occurs. 1
λ1 rate of the underlying Poisson process after change occurs. 1
P0 reference probability measure. 13
P probability measure in which our problem is defined in. 11
x
Glossary xi
ρn n
th non-terminating event. 18
σi switching off the observation control for the i
th time. 5
τi switching on the observation control for the i
th time. 5
τ Alarm time. 1
θ unobserved and unknown change time. 1
a fixed cost to switch on the observation control. 5
b cost of continuous observation once the control is switched on. 5
c penalty cost per unit time. 1
Rτ (pi) Bayes risk function. 1
non-terminating event either switching on/off the observation control or an
observed arrival. x, 18
PDMP piecewise deterministic Markov processes. 15
Chapter 1
Preliminaries
Definition 1.1.1 (Sigma-algebra). If Ω is a given set, then a σ−algebra F on Ω
is a family F of subsets of Ω with the following properties:
(i) ∅ ∈ F
(ii) F ∈ F ⇒ F c ∈ F , where F c = Ω \ F is the complement of F in Ω
(iii) A1, A2, . . . ∈ F ⇒ ∪∞i=1 ⇒ Ai ∈ F
Definition 1.1.2 (Probability measure). Let (Ω, F) be a measurable space. A
probability measure P on a measurable space (Ω, F) is a function P : F → [0, 1]
such that,
(i) P(∅) = 0, P(Ω) = 1
(ii) if A1, A2, . . . ∈ F and {Ai}∞i=1 is disjoint then
P
( ∞⋃
i=1
Ai
)
=
∞∑
i=1
P (Ai) .
Definition 1.1.3 (Random Variable). Let (Ω, F , P) be a probability space. A
random variable X is a measurable function from the sample space Ω to R;
X : Ω→ R,
xii
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that is, the inverse image of any Borel set is F− measurable:
X−1(A) = {ω : X(ω) ∈ A} , for all A ∈ B(R).
Definition 1.1.4 (Stochastic process). A stochastic process is a parameterized
collection of random variables
{Xt}t∈T
defined on a probability space (Ω, F , P) and assuming values in Rn.
Definition 1.1.5 (Filtration). A filtration on (Ω, F) is a family M = {Mt}t≥0
of σ−algebras Mt ⊂ F such that
0 ≤ s < t⇒Ms ⊂Mt
i.e. {Mt} is increasing.
Definition 1.1.6 (Stopping time). Let (I, ≤) be an ordered index set, and let
(Ω, F , Ft, P) be a filtered probability space, i.e., a probability space equipped with
a filtration. Then a random variable τ : Ω→ I is called a stopping time if
{ω : τ ≤ t} ∈ Ft.
Definition 1.1.7 (Strong Markov property). Suppose that X = (Xt : t ≥ 0) is a
stochastic process on a probability space (Ω,F ,P) with natural filtration {Ft}t≥0.
Then X is said to have the strong Markov property if, for each stopping time τ ,
conditioned on the event {τ <∞}, and for each bounded Borel function f : Rn →
R we have,
E[f(Xτ+h)|Fτ ] = E[f(Xh)|σ(Xτ )],
for all h ≥ 0.
Chapter 2
Bayesian change-detection
problems for Poisson process–
Brief review
Change-detection problems involve detecting the point in time (denoted as Θ),
when a stochastic process abruptly changes its probability law. Also known as
the disorder-problem, it has been studied under various assumptions made on
the change-point itself. In this paper, we stick to the Bayesian formulation of
the problem, which simply refers to the assumption made on the probability
law governing (generally taken to be exponential distribution) the change-point.
Historically speaking, such a framework was introduced by Shiryaev (1963), in
which detecting the onset of a drift in a Wiener process was the primary object
of study.
Later Galtcˇhuk and Razovskiˇı (1971) formulated a version of this problem for
the Poisson process, in which their goal was to detect the change-point when the
intensity of the Poisson process changes from a known value (λ0) to another (λ1,
known). For a particular detection scheme denoted as τ , their Bayes risk measure
was,
Rτ (pi) = P {τ < θ}+ c · E
[
(τ − θ)+] , (2.1)
1
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which has two components, one denoting the frequency of false alarms and the
second denoting penalty ($ c per unit time) for average delay in detection.
In their solution, they however make an assumption (λ+c ≥ λ1 > λ0) that the
various constants in the problem are supposed to satisfy. Davis (1976) improved
the solution by solving under a less stringent assumption (λ + c ≥ λ1 − λ0 > 0)
and also noticed a commonality in the different measures of the Bayes risk.
R1τ (pi) = P {τ < θ − }+ c ·E
[
(τ − θ)+] , R2τ (pi) = E [(θ − τ)+]+ c ·E [(τ − θ)+]
(2.2)
In essense, he suggested, R1τ (pi), R
2
τ (pi) in (2.2), are special cases of a more general
problem,
RDτ (pi) = a+ b
∫ τ
0
(Πs − k)ds,
where Πt := P
{
θ ≤ t|FXt
}
is the posterior probability process a, b, k ∈ R with
b > 0 and k ∈ [0, 1] is the only relevant constant to optimizing the Bayes risk.
Note also that Rτ (pi) in (2.1) is a special case of R
1 with  = 0.
Peskir and Shiryaev (2002) solved the problem by assuming linear penalty for
late detection, while Bayraktar and Dayanik (2006), solved the problem assuming
(a more general) exponential penalty as in (2.3).
R3τ (pi) = P {τ < θ}+ c · E
[
eα(τ−θ)
+ − 1
]
, (2.3)
Bayraktar et al. (2005) provided the solution of the problem in its full general-
ity where the authors showed both the linear and exponential penalty forms of
cost, Riτ (pi), i = 1, 2, 3; can be expressed in a general form under a reference
probability measure, P0 as
R(pi; Φ(α), k) = (1− pi)e−λ + c(1− pi)E0
[∫ τ
0
e−λt(Φ(α)t − k)ds
]
,
where the constants take appropriate values and α takes the same value as in
(2.3). Also, to be noted is the use of the odds-ratio process, Φt := Πt/(1 − Πt)
instead of Πt.
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One of the initial deviations from the traditional formulation of the problem
was studied by Bayraktar et al. (2006), in which the authors solve an adaptive
version of the problem in that, not just the change-point is random but also, the
intensity after the change-point is assumed random.
Using the theory of optimal stopping for piecewise-deterministic Markov pro-
cesses (Davis, 1993), Dayanik and Sezer (2006) solved the compound Poisson
disorder problem completely in a way which appears more straightforward, un-
like the methods used earlier in the literature. This method also forms the basis
of our solution technique.
Chapter 3
Introduction
In this study we re-visit the Poisson disorder problem with a different objective
in mind. Let us briefly state the classical case– suppose that the rate of a Poisson
process Xt changes from one known value to another (known) value at a random
and unobservable time θ, which is nonnegative and has exponential distribution
P{θ = 0} = pi, and P {θ > t} = (1− pi)e−λt, t ≥ 0, pi ∈ [0, 1), λ > 0.
The problem then is to detect the disorder time θ as quickly as possible while
minimizing a suitable measure of expected cost,
V (φ) = inf
τ
(
P {τ < θ}+ c · E [(τ − θ)+]). (3.1)
In the above optimal stopping problem (3.1), P {τ < θ} is understood as the
probability of a ‘false alarm’, E [(τ − θ)+] as the average delay of detection and
c is the penalty cost per unit time for delayed detection. The alarm time τ is a
stopping time of the history of the arrival process Xt.
In the classical version of the problem, we have the cushion of continuous,
un-interrupted and zero-cost observation of the arrival process, which might be
a heavy assumption to make in certain situations. This leads us to the question
of what happens in the more realistic case of having to pay to observe the arrival
4
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process. This is the question we try to formulate and later, solve.
Formulation of the problem requires us to introduce an observation control.
This control enables the user to switch on and switch off the observation control
as and when s/he pleases. When the control is on, user observes the underlying
arrival process Xδt . We define the Bayes risk as,
Rδτ (pi) := P {τ < θ}+ c · E
[
(τ − θ)+]+ a · ∞∑
i=1
P {τi ≤ τ}
+ b ·
∞∑
i=1
E [(σi ∧ τ − τi ∧ τ)]
. (3.2)
In the above risk measure (3.2), ‘a’ denotes the cost to turn the observation
control on,
∑∞
i=1 P {τi ≤ τ} denotes the expected number of times we turn the
control on, ‘b’ denotes the cost incurred per unit time of continuous observation
once the control is switched on and lastly,
∑∞
i=1 E [(σi ∧ τ − τi ∧ τ)] denotes the
total average length of time we observe the arrival process Xδt . The first two terms
have the same meaning as in (3.1). In this framework we attempt to minimize
Rτ (pi) over the set of all controls and stopping times adapted to the history of
Xδt , for an optimal control, in addition to the Bayes-optimal alarm time. Note,
the superscript of Xδt is to remind us what is otherwise stated implicitly in our
study– we control the history of observations.
The solution methodology we adopt in our study is similar to the one pre-
sented in Dayanik and Sezer (2006), in which the authors adapted a method of
Gugerli (1986) and Davis (1993, Chapter 5) to solve the compound Poisson dis-
order problem. As in Dayanik and Sezer, we study the sample path behavior of
the odds-ratio process Φδt , which turns out to be the sufficient statistic in our
problem. The odds-ratio process also belongs to the family of piecewise deter-
ministic Markov processes (Davis, 1993, Chapter 2). Since only the jump times
are random, we are able to slice the time domain to capture these important
moments and, use the dynamic programming principle to solve the problem.
In Chapter 5, we define {τi, σi}’s as stopping times of the filtrations{
Gδ, i−1t , F
δ, j
t
}
t≥0
, i ≥ 1, respectively, which are defined appropriately, and τ
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as a stopping time with respect to the filtration generated by the observing the
arrival process, Xδt . We reformulate our expected cost in to the standard form,
as in Davis (1976). In Chapter 6, we define the successive approximations of the
original control problem and show that these approximations converge uniformly
at an exponential rate to the original cost function. This section also states the
important Theorem 6.1.9, which forms the basis of the numerical scheme which
is presented later in Chapter 9. In Chapter 7, we simplify the operators defined
in Chapter 6 as deterministic optimization problems which are in turn used for
generating the numerical examples. In Chapter 8 we analyze the solution sets in
greater detail. The special form of the optimization problems in (7.7) and (7.13)
helps us reduce the dimensionality of the problems. We also show that the opti-
mal solutions of these optimization problems admit an alternate characterization
which in turn helps us give them a more familiar form in Section 9.1. In Section
8.3, we study the limiting behavior of the value function as a function of costs a
and b and show that the classical Poisson disorder problem falls out as a special
case when a, b ↘ 0 and illustrate this with numerical examples in Section 9.3.
Chapter 4
Understanding the solution
In this thesis we provide a solution to the problem of efficiently deciding when to
observe an arrival process in order to detect a change in its probability law. We
describe the solution in terms of the odds-ratio process which is simply the ratio
of the probability of change already having occured (given all the information
upto the current moment) to the probability that the change hasn’t occured until
now (given all the information upto the current moment).
A low value of the odds-ratio process is an indication that the change hasn’t
happened yet and in such a scenario it makes logical sense in not observing the
underlying arrival process. As one continues with the control switched off, we
build up uncertainty in the system and hence we expect the odds-ratio process
to increase monotonically which is infact the case. When this odds-ratio process
is beyond a certain value, it indicates to us that we are close to the change point
and then it would make sense to switch on the observation control. Once the
control is turned on, we observe– the only randomness in the system that is
the arrivals. Gathering this information one can then update their knowledge of
the probability of the change having happened or in otherwords the odds-ratio
process. If the odds ratio process falls below a threshold indicating to us that
there is a good chance the change hasn’t happened, we then turn off the control
again.
7
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In order to raise the alarm, we wait until the point when the odds-ratio pro-
cess is considerably high (although the exact value depends on the values of the
constants in the problem). This just indicates to us that we have strong evidence
supporting that the change has already happened and it is optimal to raise the
alarm.
This description of our solution in terms of the odds-ratio process is fairly
intuitive and also easy to implement. Figure 4.1 is a graphical represntation of
what we just described.
0.4
α = 0
φ
φ
α = 1
A
S
S
14.9
14.9
0.9
0.6
Figure 4.1: In this example λ = 1, λ0 = 3, c = 0.1, λ1 = 2 ∗ λ0, a = 0, b = 0.01.
The figure below is a simulation of the problem and its solution. We generate
six different paths of the odds-ratio process to get an idea as to how the optimal
alarm time looks like. For a complete solution (for the constants used in this
example), refer to the state space partitions given in Figure 9.1(e)-(f). In the
Figures 4.2 and 4.3 we assume the change time, θ = 1
λ
= 1.
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Alarm times τ for a
particular
realization
λ = 1, λ0 = 3, λ1 = 9, a = 0.1, b = 0.1, c = 0.2.  
Change time
Θ
Switch on
region
Alarm
Region
Figure 4.2: Six different sample paths of the odds-ratio process, Φδ and the corre-
sponding optimal alarm times. In the above paths we start with τ1 = 0 a.s. and never
switch off the control until we hit the alarm region threshold.
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1 1.621.68
0
1
8.5
9
Alarm Region
Switch off region
Switch on region
Change time Θ
Alarm raising
times τ for a
particular path
Figure 4.3: Three different sample paths of the odds-ratio process, Φδ and the cor-
responding optimal alarm times and switching on/off regions. In the above paths we
start with τ1 > 0 a.s. and optimal control is described in Figure 9.1 (a)-(b).
Chapter 5
Problem Description
Let (Ω,F ,P) be a probability space hosting:
• two independent Poisson processes (X0t )t≥0 and (X1t )t≥0 with rates λ0 and
λ1.
• a r.v. θ independent of X0 and X1 with distribution P {θ = 0} = pi and
P {θ > t} = (1− pi)e−λt for some constants pi ∈ [0, 1), λ > 0.
In order to define the process that is observed under a sampling policy
δ = (τ1, σ1, . . . ), we first define the filtrations on which these stopping times
are defined. These filtrations are defined in a successive fashion capturing all the
information that is there in order to switch on/off the observation control or raise
the alarm.
(i) τ1 be a stopping time of {F0t }t≥0 where F0t = {∅,Ω} , ∀t ≥ 0.
Define F δ, 1t ≡ F (τ1)t = σ
(
(X(s)−X(τ1)) · 1(τ1,∞)(s), 1(τ1,∞)(s), 0 ≤ s ≤ t
)
and let σ1 be a stopping time of the filtration
{
F δ, 1t
}
t≥0
.
Define Gδ, 1t ≡ F (τ1,σ1)t = σ
(
(X(s)−X(τ1)) · 1(τ1,σ1](s), 1(τ1,∞)(s), 1(σ1,∞)(s),
0 ≤ s ≤ t)
11
CHAPTER 5. PROBLEM DESCRIPTION 12
(ii) Let τ2 be a stopping time of
{
Gδ, 1t
}
t≥0
.
Define F δ, 2t ≡ F (τ1,σ1,τ2)t = σ
(
(X(s)−X(τ1)) · 1(τ1,σ1](s), (X(s)−X(τ2)) ·
1(τ2,∞)(s), 1(τ1,∞)(s), 1(σ1,∞)(s), 1(τ2,∞)(s), 0 ≤ s ≤ t
)
. Let σ2 be a stopping
time of the filtration
{
F δ, 2t
}
t≥0
.
Define Gδ, 2t ≡ F (τ1,σ1,τ2,σ2)t = σ
(
(X(s)−X(τ1)) · 1(τ1,σ1](s), (X(s)−X(τ2)) ·
1(τ2,σ2](s), 1(τ1,∞)(s), 1(σ1,∞)(s), 1(τ2,∞)(s), 1(σ2,∞)(s), 0 ≤ s ≤ t
)
.
...
(iii) Let τn be a stopping time of
{
Gδ, n−1t
}
t≥0
.
Define F δ, nt ≡ F (τ1,σ1,··· ,σn−1,τn)t as done previously. Let σn be a stopping
time of
{
F δ, nt
}
t≥0
.
Define Gδ, nt ≡ F (τ1,σ1,··· ,τn,σn)t = σ
(
(X(s)−X(τ1)) · 1(τ1,σ1](s), · · · ,
(X(s)−X(τn)) · 1(τn,σn](s), 1(τ1,∞)(s), · · · , 1(τn,∞)(s), 1(σ1,∞)(s),
· · · , 1(σn,∞)(s), 0 ≤ s ≤ t
)
.
Finally, let τ be the stopping time of
{F δt }t≥0 where F δt ≡ ∞⋂
k=1
(
F δ, kt ∩ Gδ, kt
)
where δ = (τ1, σ1, τ2, σ2, · · · ).
The observed process under sampling policy δ is then given by,
Xδt :=
∞∑
i=1
(Xσi∧t −Xτi∧t), t ≥ 0, (5.1)
where
Xt =
∫ t
0
1{s≤θ}dX0s +
∫ t
0
1{s>θ}dX1s .
The objective is to detect the disorder time θ as quickly as possible such that
the alarm time τ and the observation control δ minimize the Bayes risk which is
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defined in (3.2) and is restated as,
Rδτ (pi) = E
[
1{τ<θ} + c(τ − θ)+ +
∞∑
i=1
a1{τi≤τ} +
∞∑
i=1
b(σi ∧ τ − τi ∧ τ)
]
, (5.2)
over the set of all start times, end times and alarm times of appropriate filtrations
and the minimum Bayes risk obtained for optimal alarm time and observation
control is defined as
U(pi) := inf
(τ, δ)∈M
Rδτ (pi), (5.3)
where M =
{
(τ, δ); δ = (τ1, σ1, · · · ) , τi ∈ Gδ, i−1, i ≥ 1, σj ∈ Fδ, j, j ≥ 1,
τ ∈ Fδ
}
, Fδ, j = {F δ, jt }t≥0, Gδ, i = {Gδ, it }t≥0 and Fδ = {F δt }t≥0.
Let us also define a reference probability measure P0 on the measureable space
(Ω,F) which supports the following independent stochastic elements:
(i) a r.v.θ with distribution P0 {θ = 0} = pi and P0 {θ > t} = (1−pi)e−λt, t ≥ 0
and
(ii) a homogenous Poisson process X = {X(t); t ≥ 0} with rate λ0.
We enlarge the filtration generated by the observed process Xδt by including
the sigma-algebra generated by the random variable θ as follows, Hδt = F δt ∨σ(θ)
and we define F to be the sigma-algebra generated by ∪t≥0
{Hδt}. Thus under
the probability measure P0, we not just have the information generated by the
process Xδt , we also have the knowledge of the random variable θ. Defining
these stochastic elements to be independent under P0, proves to be useful for
the calculations done under the measure P0. We are now left with the task of
retrieving the probability measure P defined on (Ω, F), that we started out with.
This we do by defining a stochastic process Zδt which is adapted to the enhanced
filtration Hδt as follows,
Zδt = 1{θ>t} + 1{θ≤t} ·
Lδt
Lδθ
, (5.4)
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where
Lδt = exp
{
log
(
λ1
λ0
)∫ t
0
αδ(s)dXs − (λ1 − λ0)
∫ t
0
αδ(s)ds
}
, (5.5)
and
αδ(s) =
∞∑
i=1
1(τi,σi](s).
We then define the Radon-Nikodym process as follows,
dP
dP0
∣∣∣∣
Hδt
= Zδt . (5.6)
Since P0 and P agree on Hδ0 = σ(θ), the random variable θ has the same
probability law under both measures. Also given θ, the process Xt is Poisson
with intensity λ0 on the event {t < θ} and is Poisson with intesntiy λ1 on the
event {t ≥ θ}. This verifies the probability laws that Xt and θ were assumed to
follow under the measure P.
The cost function defined in (5.2) could be rewritten in such a way that the
r.v. θ could be eliminated from it (by conditioning on F δτ under the P0 measure)
to obtain the following equivalent formulation
Rδτ (pi) = (1− pi) + c(1− pi)E0
{∫ τ
0
e−λs
[
Φδs +
b
c
αδ(s)
(
1 + Φδs
)− λ
c
]
ds
+
a
c
∫ τ
0
e−λs
(
1 + Φδs
)
dαδon(s)
} , (5.7)
where Φδt , the odds-ratio process and observation on-times α
δ
on(t) are defined as
Φδt =
P
{
θ ≤ t|F δt
}
P
{
θ > t|F δt
} , t ≥ 0 and (5.8)
αδon(t) =
∞∑
i=1
1[τi,∞)(t). (5.9)
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The details of the above formulation and the dynamics of Φδt are provided in the
appendix. The minimum Bayes risk in (5.3) can be written as,
U(pi) = (1− pi) + c(1− pi)V
(
α,
pi
1− pi
)
, pi ∈ [0, 1)
in terms of the value function
V (α, φ) := inf
(τ,δ)∈M
E0
[∫ τ
0
e−λsg(αδs, Φ
δ
s)ds+
∫ τ
0
e−λsh(Φδs)dα
δ
on(s)
∣∣∣∣αδ0 = α,
Φδ0 = φ
] ,
(5.10)
where
αδ0 = α = 1{τ1=0},
g(α, φ) = φ+
b
c
α(1 + φ)− λ
c
, α ∈ {0, 1} , φ ∈ R+ (5.11)
h(φ) =
a
c
(1 + φ), φ ∈ R+. (5.12)
The process driving the above value function is the odds-ratio process, Φδt .
This process admits the stochastic differential equation given in (A.7), from which
equation it is also clear that Φδt belongs to the class of piecewise deterministic
Markov processes (PDMP), first introduced in Davis (1993, Chapter 2). PDMP
is an important class of non-diffusion processes that have numerous applications
in real world and some of these are outlined in Davis. We adapt the theory that
is developed by Davis for optimal stopping problems involving PDMPs.
Our method of solving the original value function V (α, φ) involves in slicing
the time domain in such a way that, the randomness only appears at the end
points of these sliced intervals. Between these end points our problem evovles
deterministically. This forms the basis of the dynamic programming approach
we adopt to solve our value function. The following operators acting on bounded
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functions w : {0, 1}×R+ 7→ R help us in formulating and studying the subprob-
lems.
(Jw)(t, s, 1, φ) = E(1, φ)0
[∫ t∧s∧T1
0
e−λsg(αδs, Φ
δ
s)ds+ 1{s<t∧T1}e
−λsw(0,Φδs)
+ 1{T1<t∧s}e
−λT1w(1,ΦδT1)
] ,
(Jw) (t, q, 0, φ) = E(0, φ)0
[∫ t∧q
0
e−λsg(αδs,Φ
δ
s)ds+ 1{q<t}e
−λq
(
h(Φδq) + w(1,Φ
δ
q)
)]
,
(Jmw)(1, φ) = inf
t, s≥m
(Jw)(t, s, 1, φ), φ, m, t, s ∈ R+,
(Jmw)(0, φ) = inf
t, q≥m
(Jw)(t, q, 0, φ), φ, m, t, q ∈ R+.
where T1, T2, · · · are the jump times of the process Xδt . Then owing to the
characterization of stopping times of a jump process (refer to §7) we can show
that,
(J0w) (1, φ) = inf
(τ, σ1)∈M
E(1, φ)0
[∫ τ∧σ1∧T1
0
e−λsg(αδs,Φ
δ
s)ds+ 1{σ1<τ∧T1}e
−λσ1·
w(0,Φδσ1) + 1{T1<σ1∧τ}e
−λT1w(1,ΦδT1)
]
,
(5.13)
(J0w) (0, φ) = inf
(τ, τ1)∈M
E(0, φ)0
[∫ τ∧τ1
0
e−λsg(αδs,Φ
δ
s)ds+ 1{τ1<τ}e
−λτ1
(
h(Φδτ1)
+ w(1,Φδτ1)
)] ,
(5.14)
where E(α, φ)0 is the expectation E0 under P0 given that αδ0 = α and Φδ0 = φ.
Put simply, if we knew the solution of a subproblem w, the operator J0 maps
it to the optimal solution and control of a larger (in the sense of time domain)
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subproblem. By repeatedly applying the J0 operator, we hope to achieve the
solution of the original value function V (·, ·). This is precisely the goal of the
next section wherein we define these subproblems carefully.
Note. If b > λ in (5.11), the optimal control has a deterministic structure. We
immediately turn off the observation control (if it is initially turned on), never
turn it on again and wait until the odds-ratio process hits the level λ
c
and raise
the alarm. That is (δ, τ) is given byσ1 = 0, τ2 =∞ and τ = inf {t > 0 : y(t, φ) > λ/c} , if τ1 = 0,τ1 =∞ and τ = inf {t > 0 : y(t, φ) > λ/c} , if τ1 > 0,

where y(t, φ) is defined in (7.10).
Chapter 6
Successive approximations
Let us introduce the family of stochastic control problems
Vn(α, φ) := inf
(τ,δ)∈M
E(α, φ)0
[∫ τ∧ρn
0
e−λsg(αδs, Φ
δ
s)ds+
∫ τ∧ρn
0
e−λsh(Φδs)dα
δ
on(s)
]
,
(6.1)
where g(·, ·), h(·) are as defined in (5.11), (5.12) and ρn is the nth non-terminating
event that is observed in a particular realization of the problem. We classify
events that occur in our problem based on whether they end the problem (the
only terminating event is the occurence of τ) or the non-terminating ones (which
include observing an arrival Ti, turning on/off (τi/σi) the observation control).
The family of optimal stopping problems in (6.1) are obtained by automatically
stopping the odds-ratio process Φδs at the n
th non-terminating event at the latest.
−1
c
≤ Vn(α, φ) ≤ 0, n ≥ 0, and the sequence (Vn)n≥0 is decreasing since the
random variable ρn increases a.s.. Therefore, limn→∞ Vn(α, φ) = V (α, φ) exists
everywhere. It is easy to see that Vn ≥ V, n ∈ N.
Let us define successively,
vn(α, φ) =
0, when n = 0,(J0vn−1) (α, φ), when n ∈ N,
 , α ∈ {0, 1} , φ ≥ 0. (6.2)
Proposition 6.1.8. As n→∞, the sequence Vn(α, φ) converges to V (α, φ). In
18
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T4
ρ1 ∈ β1 = {σ1, T1}
ρ2 ∈ β2 = {σ1, τ2, T2}
ρ3 ∈ β3 = {σ1, τ2, σ2, T1, T3}
ρ4 ∈ β4 = {σ1, τ2, σ2, τ3, T2, T4}
τ1
σ1T1
T2 σ1 τ2
T3
σ1 τ2
σ2
T1
n = 0
n = 1
n = 2
n = 3
n = 4
T2
σ2τ3
σ2
T2
τ2
σ1
Figure 6.1: Tree of non-terminating events when τ1 = 0 a.s.
fact, for n > 2
⌈
1
a
⌉
, n ∈ N, α ∈ {0, 1}, φ ∈ R+, we have,
−1
c
(
λ0
λ0 + λ
)n−2d 1ae
≤ V (α, φ)− Vn(α, φ) ≤ 0. (6.3)
Proof.
E(α, φ)0
[∫ τ
0
e−λsg(αδs, Φ
δ
s)ds+
∫ τ
0
e−λsh(Φδs)dα
δ
on(s)
]
= E(α, φ)0
[∫ τ∧ρn
0
e−λsg(αδs, Φ
δ
s)ds+
∫ τ∧ρn
0
e−λsh(Φδs)dα
δ
on(s)
]
+ E(α, φ)0
[
1{ρn<∞}1{ρn<τ}
{∫ τ
ρn
e−λsg(αδs, Φ
δ
s)ds+
∫ τ
0
e−λsh(Φδs)dα
δ
on(s)
}]
= E(α, φ)0
[∫ τ∧ρn
0
e−λsg(αδs, Φ
δ
s)ds+
∫ τ∧ρn
0
e−λsh(Φδs)dα
δ
on(s)
]
+ E(α, φ)0
[
1{ρn<∞}1{ρn<τ}
∫ τ
ρn
e−λsg(αδs, Φ
δ
s)ds
]
+ E(α, φ)0
[
1{ρn<∞}1{ρn<τ}
∫ τ
0
e−λsh(Φδs)dα
δ
on(s)
}]
≥ E(α, φ)0
[∫ τ∧ρn
0
e−λsg(αδs, Φ
δ
s)ds+
∫ τ∧ρn
0
e−λsh(Φδs)dα
δ
on(s)
]
+ E(α, φ)0
[
1{ρn<∞}1{ρn<τ}
∫ τ
ρn
e−λsg(αδs, Φ
δ
s)ds
]
≥ E(α, φ)0
[∫ τ∧ρn
0
e−λsg(αδs, Φ
δ
s)ds+
∫ τ∧ρn
0
e−λsh(Φδs)dα
δ
on(s)
]
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+ E(α, φ)0
[
1{ρn<∞}
∫ ∞
ρn
e−λs
(−λ
c
)
ds
]
= E(α, φ)0
[∫ τ∧ρn
0
e−λsg(αδs, Φ
δ
s)ds+
∫ τ∧ρn
0
e−λsh(Φδs)dα
δ
on(s)
]
− 1
c
E(α, φ)0
[
1{ρn<∞}e
−λρn] (6.4)
We could note here that an optimal solution to the original problem (5.10) would
have an upper bound on the number of times we can turn the observation control
on (since U(pi) ≤ (1− pi) ≤ 1). The cost to turn on the observation control is a,
hence on the event {ρn < ∞}, d1/ae is an upper bound on how many times we
could turn the control on. If n > 2 d1/ae, and we have already switched on the
control d1/ae times without observing an arrival, then any non-terminating event
beyond this point can only be caused by an arrival. The nth non-terminating event
would be Tn−2d1/ae, i.e. (n − 2 d1/ae)th arrival of the observed Poisson process
Xδt . This corresponds to at least the (n−2 d1/ae)th arrival of the original Poisson
process Xt, i.e. Tn−2d1/ae ≥ Sn−2d1/ae P0−a.s., where Si’s denote arrival times of
the Poisson process Xt. Since ρn ≥ Tn−2d1/ae =⇒ ρn ≥ Sn−2d1/ae. We know that
under P0 measure Si’s have Erlang distribution with parameters i and λ0. Thus,
−1
c
E(α, φ)0
[
e−λρn
] ≥ −1
c
E(α, φ)0
[
e−λSn−2d1/ae
]
=
−1
c
(
λ0
λ0 + λ
)n−2d 1ae
.
Putting it back in (6.4) and then by taking infimum on the two sides gives us the
first inequality in (6.3).
The goal hence is to be able to compute these successive control problems.
This is where we notice the immediate application of the operators earlier de-
fined. Starting with v0 ≡ 0 (represents in a sense the cost incurred if we are
allowed to wait only until the zero-th non-terminating event, ρ0 := 0 a.s.), defin-
ing v1(α, φ) = (J0v0)(α, φ), we compute the optimal cost if we were allowed to
wait only until the first non-terminating event in terms of v0 using the dynamic
programming principle. If we continue applying this operator repeatedly, we hope
to end up with the optimal solution for V (·, ·).
It is natural to think of a connection between vn(·, ·) and Vn(·, ·) since both
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essentially represent the same problem of an optimal solution to V (·, ·) (in the
case we are allowed to wait latest until the nth non-terminating event). This is
precisely the purpose of the next important theorem which shows that indeed
these iterative value functions are equal. The theorem also outlines the solution
of the original problem.
Theorem 6.1.9. For every vn(·, ·), n ∈ N, the functions vn and Vn coincide. For
every  ≥ 0, let
An(α, φ) =
{
(t, s) ∈ R2+ : (Jvn)(t, s, α, φ) < (J0vn)(α, φ) + 
}
, n ∈ N0,
φ ∈ R+, R+ := R+ ∪ {+∞} and R2+ := R+ × R+.
(tn(1, φ), s

n(1, φ)) ∈ argmin
(t, s)∈An(1, φ)
{t ∧ s} ,
(tn(0, φ), q

n(0, φ)) ∈ argmin
(t, q)∈An(0, φ)
{t ∧ q} .
If An(1, φ) = ∅, then tn(1, φ) ∧ sn(1, φ) = +∞ and similarly if, An(0, φ) = ∅
then tn(0, φ) ∧ qn(0, φ) = +∞ accordingly.
For α = 1 we have,
U 1 := t

0(1, Φ
δ
0) ∧ s0(1, Φδ0) ∧ T1,
and for n = 1, 2, · · · , we have
U n+1 :=

t
/3
n (1, Φδ0); if t
/3
n (1, Φδ0) < T1 ∧ s/3n (1, Φδ0)
T1 + U
/3
n ◦ θT1 ; if T1 < s/3n (1, Φδ0) ∧ t/3n (1, Φδ0)
s
/3
n (1, Φδ0) + U
/3
n ◦ θs/3n (1,Φδ0); if s
/3
n (1, Φδ0) < T1 ∧ t/3n (1, Φδ0)
 .
For α = 0 we have,
U 1 := t

0(0, Φ
δ
0) ∧ q0(0, Φδ0),
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and for n = 1, 2, · · · , we have
U n+1 :=
t
/2
n (0, Φδ0); if t
/2
n (1, Φδ0) < q
/2
n (0, Φδ0)
q
/2
n (0, Φδ0) + U
/2
n ◦ θq/2n (0,Φδ0); if q
/2
n (0, Φδ0) < t
/2
n (0, Φδ0)
 .
θs is the shift operator on Ω. Then
E(α, φ)0
[∫ Un
0
e−λsg(αδs, Φ
δ
s)ds+
∫ Un
0
e−λsh(Φδs)dα
δ
on(s)
]
≤ vn(α, φ) + . (6.5)
Proof. Refer to appendix §B.1.
Note. In the above result tn(1, φ) ∧ sn(1, φ) = +∞ implies that we do not take
any action until the next arrival. We would later see that tn(0, φ)∧qn(0, φ) < +∞
falls out as a consequence of the optimization problem (Refer to Lemma 8.1.6).
Lemma 6.1.10. There is a constant K such that, for every bounded w : {0, 1}×
R 7→ R, K ≤ (J0w)(α, φ) ≤ 0, α ∈ {0, 1} , φ ∈ R+. If w1(·, ·) and w2(·, ·) are
bounded functions with w1(·, ·) ≤ w2(·, ·), then (J0w1)(·, ·) ≤ (J0w2)(·, ·).
Proof. Refer to appendix §B.2.
Lemma 6.1.11. If φ 7→ w(α, φ) is increasing and concave for every α ∈ {0, 1}
then so is φ 7→ (J0w)(α, φ) for every α ∈ {0, 1}.
Proof. It follows from (7.7), (7.13).
Lemma 6.1.12. Every vn(α, φ), n ∈ N0 as in (6.2) is bounded and concave, and
−1
c
≤ · · · ≤ vn ≤ · · · ≤ v1 ≤ v0. The limit
v(α, φ) := lim
n→∞
vn(α, φ), α ∈ {0, 1} , φ ∈ R+
exists, and is bounded, concave and non decreasing.
Proof. If v0(α, φ) ≡ 0 and vn(α, φ) = (J0 vn−1)(α, φ), then ‖vn(1, φ)‖ ≤ 1
c
, ∀n
and −1
c
≤ · · · ≤ vn(1, φ) ≤ · · · ≤ v1(1, φ) ≤ v0(1, φ) by using Lemma 6.1.10 and
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applying J0 operator successively. Refer to (B.13), (B.15). This result is also
available in Dayanik and Sezer (2006, Corollary 3.4, p. 654).
Chapter 7
Calculating (J0w) acting on
w : {0, 1} × R+ 7→ R
For any stopping rule τ of the filtration F of a jump process, there is a determin-
istic time t0 ∈ [0, ∞] such that (Davis, 1993, Theorem A2.3)
(i) τ1{τ<T1} = t01{τ<T1}
(ii) τ1{τ≥T1} = t01{τ≥T1}
(iii) τ ∧ T1 = t0 ∧ T1.
We can extend this characterization of stoppings times of jump processes to the
stopping times τ1 ∈ Gδ0 and σ1 ∈ Fδ1 to get,
(τ ∧ σ1 ∧ T1) = (τ ∧ T1) ∧ (σ1 ∧ T1) = (t0 ∧ T1) ∧ (s0 ∧ T1) = (t0 ∧ s0 ∧ T1),
where the second equality holds since (σ1∧T1) = (s0∧T1) and (τ ∧T1) = (t0∧T1),
1{σ1<τ∧T1} = 1{σ1<τ} · 1{σ1<T1} = 1{s0<τ} · 1{s0<T1} = 1{s0<τ∧T1} = 1{s0<t0∧T1}
where the second equality holds because σ11{σ1<T1} = s01{σ1<T1} and the last
equality holds because {τ ∧ T1} = {t0 ∧ T1}. These results offer a method of
24
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simplifying J0(·, ·) operator to a determinisitic optimization problem which then
reduces the complexity of our study.
Using the above equalities we can rewrite (5.13) as,
J0w(1, φ) = inf
(t0, s0)∈M
E0
[∫ t0∧s0∧T1
0
e−λsg(1,Φδs)ds+ 1{s0<t0∧T1}e
−λs0w(0,Φδs0)
+ 1{T1<s0∧t0}e
−λT1w(1,ΦδT1)
] .
(7.1)
In order to simplify (7.1), we start with studying the process Φδs whose dynamics
are given by (A.7). The process Φδs does not jump in the interval s ∈ [0, t0 ∧
s0 ∧ T1) and hence we need only to look at the continuous deterministic part of
(A.7) which can solved as follows. Let x(s, φ) = Φδs, s ∈ [0, t0 ∧ s0 ∧ T1) with
Φδ0 = φ. The deterministic part could be written as,
dx = [λ+ a˜x]dt,
where a˜ = {λ− (λ1 − λ0)}. Solving the above ODE gives us,
x(t, φ) =
φd + (φ− φd)ea˜t, a˜ 6= 0,φ+ λt, a˜ = 0, t ∈ [0, t0 ∧ s0 ∧ T1), (7.2)
where φd = −λa˜ . Similarly, at every jump time Ti the process Φδs follows a pure
jump process and the jump size is given by (again using (A.7)),
∆ΦδTi =
(
λ1
λ0
− 1
)
Φδ
T−i
(
XδTi −XδT−i
)
︸ ︷︷ ︸
jump size = 1
=⇒
(
ΦδTi − ΦδT−i
)
=
(
λ1
λ0
− 1
)
Φδ
T−i
.
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Distributing the expectation in (7.1) we have three terms each of which is sim-
plified as follows,∫ ∞
0
e−λsg(1, x(s, φ))E0[1{s<t0∧s0∧T1}]ds
=
∫ ∞
0
1{s<t0∧s0}e
−λsg(1, x(s, φ))P0 {s < T1} ds
=
∫ t0∧s0
0
e−(λ+λ0)sg(1, x(s, φ))ds
=
∫ t0∧s0
0
e−(λ+λ0)s
[
φd + (φ− φd)eas + b
c
(1 + φd + (φ− φd)eas)− λ
c
]
ds
(using (5.11))
=
(
1
λ+ λ0
)(
φd +
b
c
(1 + φd)− λ
c
)(
1− e−(λ+λ0)(t0∧s0))
+
(
φ− φd
λ1
)(
1 +
b
c
)(
1− e−λ1(t0∧s0)) , (7.3)
when a˜ 6= 0 and if a˜ = 0 the integral simplifies to,(
1
λ+ λ0
)(
φ+
b
c
(1 + φ)− λ
c
)(
1− e−(λ+λ0)(t0∧s0))
+λ
(
1 +
b
c
)[
1
(λ+ λ0)2
− e
−(λ+λ0)t0∧s0
λ+ λ0
(
t0 ∧ s0 + 1
λ+ λ0
)]. (7.4)
The second term in (7.1) simplifies to
E0
[
1{s0<t0∧T1}e
−λs0w(0,Φδs0)
]
= 1{s0<t0}e
−(λ+λ0)s0w(0, x(s0, φ)), (7.5)
and the last term simplifies to
E0
[
1{T1<s0∧t0}e
−λT1w(1,ΦδT1)
]
=
∫ s0∧t0
0
e−(λ0+λ)uw
(
1,
λ1
λ0
x(u, φ)
)
λ0du. (7.6)
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By putting together, (7.3), (7.4), (7.5) and (7.6) we have the following,
(J0w)(1, φ)
=

inf
(t0, s0)∈R2+
{
a1(t0, s0) + b1(t0, s0, φ) + λ
(
1 +
b
c
)
·[
1
(λ+ λ0)2
− e
−(λ+λ0)t0∧s0
λ+ λ0
(
t0 ∧ s0 + 1
λ+ λ0
)]}, a˜ = 0,
inf
(t0, s0)∈R2+
{
a1(t0, s0) + b1(t0, s0, φ)
+
(
φ− φd
λ1
)(
1 +
b
c
)(
1− e−λ1(t0∧s0))}, a˜ 6= 0,
(7.7)
where a1(t0, s0) :=
(
1
λ+ λ0
)(
φ+
b
c
(1 + φ)− λ
c
)(
1− e−(λ+λ0)(t0∧s0)) ,
b1(t0, s0, φ) := 1{s0<t0}e
−(λ+λ0)s0w(0, x(s0, φ)) +
∫ s0∧t0
0
e−(λ0+λ)u ·
w
(
1,
λ1
λ0
x(u, φ)
)
λ0du, x(·, ·) is defined as in (7.2) and Φδt as in (A.7).
We now calculate (J0w) (0, φ) as defined in (5.14). Since in this case the
observation control is currently turned off, the stopping time τ∧τ1 is deterministic.
Hence we shall represent them by constants t0 and r0 respectively and rewrite
(5.14) as follows:
(J0w) (0, φ)
= inf
(t0, r0)∈R2+
{∫ t0∧r0
0
e−λsg(αδs,Φ
δ
s)ds+ 1{r0<t0}e
−λr0 (h(Φδr0) + w(1,Φδr0))} .
(7.8)
Simplifying the first integral in (7.8), we get∫ t0∧r0
0
e−λsg(αδs,Φ
δ
s)ds =
∫ t0∧r0
0
e−λsg(0,Φδs)ds
=
∫ t0∧r0
0
e−λs
(
Φδs −
λ
c
)
ds, using (5.11) . (7.9)
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The process Φδs as defined in (A.7) is continuous deterministic when s ∈ (0, t0∧r0)
since the process αδs = 0 in this interval. Therefore, (A.7) simplifies to,
dΦδt = λ
(
1 + Φδt
)
dt, Φδ0 = φ =
pi
1− pi .
The solution of the above ODE is given by
Φδt = y(t, φ) = (1 + φ)e
λt − 1. (7.10)
Substituting function Φδt as defined in (7.10) back into (7.9) we get,∫ t0∧r0
0
e−λsg(αδs,Φ
δ
s)ds =
∫ t0∧r0
0
e−λs
(
Φδs −
λ
c
)
ds
=
∫ t0∧r0
0
e−λs
(
(1 + φ)eλs − 1− λ
c
)
ds
= (1 + φ)(t0 ∧ r0)− (1 + λ
c
)
1
λ
(
1− e−λ(t0∧r0)) . (7.11)
Using (5.12) and (7.10), the last term in (7.8) is simplified as follows,
1{r0<t0}e
−λr0 (h(Φδr0) + w(1,Φδr0))
= 1{r0<t0}e
−λr0
(a
c
(1 + Φδr0) + w(1,Φ
δ
r0
)
)
= 1{r0<t0}e
−λr0
(a
c
(1 + (1 + φ)eλr0 − 1) + w(1,Φδr0)
)
= 1{r0<t0}e
−λr0
(a
c
(1 + φ)eλr0 + w(1,Φδr0)
)
= 1{r0<t0}
(a
c
(1 + φ) + e−λr0w(1,Φδr0)
)
. (7.12)
Using (7.11) and (7.12), (7.8) can be rewritten as,
(J0w)(0, φ) = inf
(t0, r0)∈R2+
{
(1 + φ)(t0 ∧ r0)− (1 + λ
c
)
1
λ
(
1− e−λ(t0∧r0))
+1{r0<t0}
(a
c
(1 + φ) + e−λr0w
(
1, (1 + φ)eλr0 − 1))} , (7.13)
since Φδr0 = (1 + φ)e
λr0 − 1 using (7.10).
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Note. Let us consider the term inside the indicator event in the above optimiza-
tion problem:
a
c
(1 + φ) + e−λr0w
(
1, (1 + φ)eλr0 − 1) ≥ a
c
(1 + φ)− e−λr0 · 1
c
≥ a
c
(1 + φ)− 1
c
.
Thus if a > 1
1+φ
, the optimal strategy is to raise the alarm before turning on the
observation control.
Chapter 8
Structure and characterization of
solution
In this chapter we first (in Section 8.1) focus our attention on the sets where
the optimization problems (Jvn)(α, φ, ·, ·) attain their infimums, if they do. We
make useful observations in Lemmas 8.1.1 and 8.1.5 that helps us reduce the
dimensionality of our optimization problems. We recognize subsets of R2+ on
which it is enough to search for the optimal solutions and in the case the solution
set is empty we assign +∞ as the solution. In Section 8.2, we give an alternate
characterization of the stopping times which in turn helps us in Chapter 9 in
showing that they can be described as the first return times of the odds-ratio
process to certain sets. Finally in Section 8.3, we show that the classical Poisson
disorder problem falls out as a consequence of the numerical scheme presented in
our study.
8.1 Structure of the solution set
The point of the next lemma is to show that (Jvn)(t, s, 1, φ) has the same optimal
solution on the sets R2+ and D (as defined in the next Lemma). We show that
for every point in An(1, φ) there exists a point in the set Dn(1, φ) ⊆ D and vice
30
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versa. Therefore, it is enough to look for an optimal solution in the region D.
Lemma 8.1.1. For all n ∈ N0, φ ∈ R+ we have,
inf
(t, s)∈R2+
(Jvn)(t, s, 1, φ) = inf
(t,, s)∈D
(Jvn)(t, s, 1, φ),
where D :=
{
(t, s) ∈ R2+ : t = s+ 0
}
for some arbitrary but fixed 0 > 0.
Proof. The set An(1, φ) has the following properties:
1. if (t1, s1) ∈ An(1, φ) such that t1 ≤ s1, then necessarily vn(0, x(t1, φ)) = 0
else we can find better optimal solutions in the set {(t, s) : t > t1, s = t1}.
Also since vn(0, x(t1, φ)) = 0, the set of points {(t, s) : t = t1 or
s = t1} give the same optimal solution and hence also belong to An(1, φ).
2. If (t1, s1) ∈ An(1, φ) and t1 > s1, there are two possiblities. First, if
vn(0, x(s1, φ)) = 0, then all the points in the set {(t, s) : t = s1 or s = s1}
give the same optimal solution and hence belong to An(1, φ). If however
vn(0, x(s, φ)) < 0 then the set of points {(t, s) : t > s1, s = s1} also give
the same optimal solution and hence also belong to An(1, φ).
Thus, we have that for every optimal solution obtained in R2+, there is an ele-
ment in the set D and we can construct the set An(1, φ) from Dn(1, φ), where
Dn(1, φ) := {(t, s) ∈ D : (J0vn)(1, φ) = (Jvn)(t, s, 1, φ)}.
Corollary 8.1.2. For all n ∈ N0, φ ∈ R+ we have,
inf
(t, s)∈An(1, φ)
{t ∧ s} = inf
(t, s)∈Dn(1, φ)
{t ∧ s} ,
and
(tn(1, φ), sn(1, φ)) ∈ arg inf
(t, s)∈Dn(1, φ)
{t ∧ s} ⊂ arg inf
(t, s)∈An(1, φ)
{t ∧ s} .
Lemma 8.1.3. The set Dn(1, φ) is closed in R
2
+.
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t = s+ 0
s t = s
t
: denotes an element of set Dn(1, φ).
: point on t = s included.
: point on t = s excluded.
Note: The set An(1, φ) is composed of the ‘L’ shaped lines and the open ended rays.
Figure 8.1: Illustration of the regions An(1, φ) and Dn(1, φ).
Proof. On the set D, (Jvn)(t, s, 1, φ) = (Jvn)(s+ , s, 1, φ) takes the following
form:
f(s) := a1
(
1− e−(λ+λ0)s)+ a2(φ) (1− e−λ1s)+ e−(λ0+λ)svn(0, x(s, φ))
+
∫ s
0
e−(λ+λ0)uλ0vn
(
1,
λ1
λ0
x(u, φ)
)
du,
since s < t on D. We now have a one-dimensional optimization problem where
the objection function f(s) is continuous in s. To see that the set Dn(1, φ) is
closed, we take a sequence (sm + , sm) ⊆ Dn(1, φ) that converges to (s0 + , s0).
That is we have
(J0vn)(1, φ)
= (Jvn)(sm + , sm, 1, φ)
= a1
(
1− e−(λ+λ0)sm)+ a2(φ) (1− e−λ1sm)+ e−(λ0+λ)smvn(0, x(sm, φ))
+
∫ sm
0
e−(λ+λ0)uλ0vn
(
1,
λ1
λ0
x(u, φ)
)
du
(taking limit as m→∞ and owing to the continuity of f(s))
= a1
(
1− e−(λ+λ0)s0)+ a2(φ) (1− e−λ1s0)+ e−(λ0+λ)s0vn(0, x(s0, φ))
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+
∫ s0
0
e−(λ+λ0)uλ0vn
(
1,
λ1
λ0
x(u, φ)
)
du
= (Jvn)(s0 + , s0, 1, φ).
Thus (s0 + , s0) ∈ Dn(1, φ).
Corollary 8.1.4. For all n ∈ N0, φ ∈ R+ we have,
(tn(1, φ), sn(1, φ)) ∈ arg inf
(t, s)∈Dn(1, φ)
{t ∧ s} = arg min
(t, s)∈Dn(1, φ)
{t ∧ s} .
Next we derive similar result for the case when α = 0. The point of the next
lemma is to show that (Jvn)(t, r, 0, φ) has the same optimal solution on the sets
R2+ and D := D1 ∪D2 (as defined in the next Lemma). We show that for every
point in An(0, φ) there exists a point in the set D
1
n(0, φ) ⊆ D1 or D2n(0, φ) ⊆ D2
or both. Therefore, it is enough to look for an optimal solution in the region D.
Lemma 8.1.5. For all n ∈ N0, φ ∈ R+ we have,
inf
(t, r)∈R2+
(Jvn)(t, r, 0, φ) = inf
(t, r)∈D
(Jvn)(t, r, 0, φ)
= min
{
inf
t(t, r)∈D1
(Jvn)(t, r, 0, φ), inf
(t, r)∈D2
(Jvn)(t, r, 0, φ)
}
,
where D1 :=
{
(t, r) ∈ R2+ : r = t+ 0
}
, D2 :=
{
(t, r) ∈ R2+ : t = r + 0
}
for
some arbitrary but fixed 0 > 0.
Proof. The set An(0, φ) has the following properties:
1. if (t1, r1) ∈ An(0, φ) such that t1 ≤ r1, then necessarily y := ac (1 + φ) +
e−λr1vn(1, (1+φ)eλr−1) ≥ 0. If y = 0 then
{
(t, r) ∈ R2+ : t = t1 or r = t1
}
is also a solution set. If y > 0 then
{
(t, r) ∈ R2+ : t = t1, r ≥ t1
}
is the
solution set.
2. if (t1, r1) ∈ An(0, φ) such that t1 > r1, then necessarily y := ac (1 + φ) +
e−λr1vn(1, (1+φ)eλr−1) ≤ 0. If y = 0 then
{
(t, r) ∈ R2+ : t = r1 or r = r1
}
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is also a solution set. If y < 0 then
{
(t, r) ∈ R2+ : r = r1, t > r1
}
is the
solution set.
Thus, for every point in R2+ where the optimal solution is obtained, there is an
element in the set D and we can construct the set An(0, φ) from Dn(0, φ) :=
D1n(0, φ) ∪D2n(0, φ), where Djn(0, φ) := {(t, s) ∈ Dj : (J0vn)(0, φ) =
(Jvn)(t, r, 0, φ), j ∈ {1, 2}}.
Lemma 8.1.6. For all φ ∈ R+, n ∈ N0, (Jvn)(t, r, 0, φ) attains infimum inside
a bounded set in R2+ ⊂ R
2
+.
Proof. We have two cases here, (i) when φ ≥ λ
c
and (ii) when φ < λ
c
.
(i) In this case, clearly the optimal value on the set D1 and on the set D2 is
obtained at t = 0 and at r = 0 respectively. This is because the objective
function on both the sets is increasing at 0 and always remains increasing
beyond that point. Therefore the optimal decision here is to raise the alarm
at t = 0 if a
c
(1+φ)+vn(1, φ) > 0 otherwise, turn on the observation control
at r = 0.
(ii) In this case, if a
c
(1 + φ) + vn(1, φ) > 0 then the optimal decision once again
is to raise the alarm at t = t∗ (as defined below). Otherwise, lets look at
the first derivatives of the function on the two sets D1 and D2 separately
as follows:
(a) Let (t, r) ∈ D1. On D1 we have
(Jvn)(t, t+ 0, 0, φ) = g(t) := (1 + φ)t−
(
1
λ
+
1
c
)(
1− e−λt) .
Looking at the first derivate, we have
gt(t) = (1 + φ)−
(
1 +
λ
c
)
e−λt.
Clearly, gt > 0 when t > t
∗ := −1
λ
ln
{
1+φ
(1+λc )
}
> 0. Hence we have that
our optimal solution on D1 is attained at t = t∗.
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(b) Let (t, r) ∈ D2. On D2 we have
(Jvn)(r + 0, r, 0, φ) = f(r) := (1 + φ)r −
(
1
λ
+
1
c
)(
1− e−λr)
+
a
c
(1 + φ) + e−λrvn (1, y(r, φ)) ,
where y(r, φ) is as defined in (7.10). Looking at the first derivate, we
have
fr(r) = (1 + φ)−
(
1 +
λ
c
)
e−λr︸ ︷︷ ︸
S:=
−λe−λrvn(1, y(r, φ))
+v(y)n (1, y(r, φ)) · λ(1 + φ).
The last two terms in the above derivative are always positive owing
to non-positive and monotone character (w.r.t. second argument) of
vn(·, ·). We can ensure S > 0 if we have r > r∗ := −1λ ln
{
1+φ
(1+λc )
}
> 0.
Hence once again we have that, our optimal solution is attained r ∈
[0, r∗].
Thus we check the better of the two optimal solutions and take the corre-
sponding action.
Corollary 8.1.7. For all n ∈ N0, φ ∈ R+ we have,
inf
(t, r)∈An(0, φ)
{t ∧ r} = inf
(t, r)∈Dn(0, φ)
{t ∧ r} ,
and
(tn(0, φ), rn(0, φ)) ∈ arg inf
(t, r)∈Dn(0, φ)
{t ∧ r} ⊂ arg inf
(t, r)∈An(0, φ)
{t ∧ r} .
Lemma 8.1.8. The set Dn(0, φ) is closed in R
2
+.
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: point on t = r excluded.
t
r t = r
t = r + 
Note: The set An(0, φ) is composed of the ‘L’ shaped lines, the open and close ended rays.
: denotes an element of set Dn(0, φ).
r = t+ 
: point on t = r included.
Figure 8.2: Illustration of the regions An(0, φ) and Dn(0, φ).
Proof. We first show that D1n(0, φ) and D
2
n(0, φ) are closed. On the set D
1,
(Jvn)(t, r, 0, φ) = (Jvn)(t, t+ , 0, φ) takes the following form:
g(t) := (1 + φ)t−
(
1
λ
+
1
c
)(
1− e−λt)
since t ≤ r on D1. We now have a one-dimensional optimization problem where
the objection function g(t) is continuous in t. To see that the set D1n(0, φ) is
closed, we take a sequence (tm, tm + ) ⊆ D1n(0, φ) that converges to (t0, t0 + ).
That is we have
(J0vn)(0, φ) = (Jvn)(tm, tm + , 0, φ)
= (1 + φ)tm −
(
1
λ
+
1
c
)(
1− e−λtm)
(taking limit as m→∞ and owing to the continuity of g(s))
= (1 + φ)t0 −
(
1
λ
+
1
c
)(
1− e−λt0)
= (Jvn)(t0, t0 + , 0, φ).
Thus (t0, t0 + ) ∈ D1n(0, φ). Using similar arguments, we can also show that
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D2n(0, φ) is closed. Since Dn(0, φ) = D
1
n(0, φ) ∪ D2n(0, φ) we have the required
result.
Corollary 8.1.9. For all n ∈ N0, φ ∈ R+ we have,
(tn(0, φ), rn(0, φ)) ∈ arg inf
(t, r)∈Dn(0, φ)
{t ∧ r} = arg min
(t, r)∈Dn(0, φ)
{t ∧ r} .
8.2 Alternate characterization
As described earlier, in this section we show that stopping times tn(α, φ), sn(1, φ)
and qn(0, φ) which are described as the smallest minimizers of the optimization
problems, admit another characterization.
Proposition 8.2.1. For any bounded function w : R+ 7→ R, t ∈ R+ and φ ∈ R+
we have,
(Jtw)(1, φ) = (Jw)(t, t+ , 1, φ) + e
−(λ+λ0)t · (J0w)(1, x(t, φ))
where  is an arbitrary positive constant.
Proof. Refer to Appendix §B.3.
Remark 8.2.2. For every t ∈ [0, tn(1, φ) ∧ sn(1, φ)] we have (Jtvn)(1, φ)
= inf
(u1∧u2)>t
(Jvn)(u1, u2, 1, φ) = (J0vn)(1, φ) = vn+1(1, φ).
Let us consider the case where tn(1, φ) ∧ sn(1, φ) = tn(1, φ) and t ∈
[0, tn(1, φ)]. From the previous proposition we would have
(Jtvn)(1, φ) = E(1, φ)0
[∫ t∧T1
0
e−λsg(αδs, Φ
δ
s) ds+ 1{T1<t}e
−λT1vn(1, ΦδT1)
]
+e−(λ+λ0)t · (J0vn)(1, x(t, φ))
At time t = tn(1, φ) Proposition 8.2.1 implies that,
(J0vn)(1, φ)
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= E(1, φ)0
[∫ tn(1, φ)∧T1
0
e−λsg(αδs, Φ
δ
s) ds+ 1{T1<tn(1, φ)}e
−λT1vn(1, ΦδT1)
]
+ e−(λ+λ0)tn(1, φ) · (J0vn)(1, x(tn(1, φ), φ))
= (Jvn)(tn(1, φ), sn(1, φ), 1, φ) + e
−(λ+λ0)tn(1, φ) · (J0vn)(1, x(tn(1, φ), φ))
= (J0vn)(1, φ) + e
−(λ+λ0)tn(1, φ) · (J0vn)(1, x(tn(1, φ), φ))
which gives us vn+1(1, x(tn(1, φ), φ)) = 0. In the next Lemma we show that
t = tn(1, φ) is in fact the first time t 7→ vn+1(1, x(t, φ)) hits level 0.
Lemma 8.2.3. If tn(1, φ) ∧ sn(1, φ) = tn(1, φ), then for φ ∈ R+ and
(vn(1, φ))n≥0 as defined in (6.2), we have,
tn(1, φ) = inf
{
t ≥ 0 : vn+1(1, x(t, φ)) = 0
}
and vn+1(1, x(tn(1, φ), φ)) < vn(0, x(tn(1, φ), φ)).
Proof. Since tn(1, φ) ∧ sn(1, φ) = min {t ∧ s : (t, s) ∈ An(1, φ)} and tn(1, φ)
∧ sn(1, φ) = tn(1, φ) ≡ tn, then 0 ≤ t < tn ⇒ (t, s) /∈ An(1, φ), ∀ s(o/w t ∧ s <
tn = tn∧sn, which contradicts the definition of tn and sn)⇒ (Jvn)(t, t+s, 1, φ) >
(J0vn)(1, φ), ∀s ⇒ (Jtvn)(1, φ) > (J0vn)(1, φ) + e−(λ+λ0)t · (J0vn)(1, x(t, φ)) ⇒
(J0vn)(1, φ) > (J0vn)(1, φ) + e
−(λ+λ0)t · (J0vn)(1, x(t, φ)) which follows from the
last remark. Thus, (J0vn)(1, x(t, φ)) < 0.
Let us now consider tn(1, φ) ∧ sn(1, φ) = sn(1, φ) and t ∈ [0, sn(1, φ)]. By
Proposition 8.2.1, at t = sn(1, φ) we would have,
(J0vn)(1, φ)
= E(1, φ)0
[∫ sn(1, φ)∧T1
0
e−λsg(αδs, Φ
δ
s) ds+ 1{T1<sn(1, φ)}e
−λT1vn(1, ΦδT1)
]
+ e−(λ+λ0)sn(1, φ) · (J0vn)(1, x(sn(1, φ), φ))
= (Jvn)(tn(1, φ), sn(1, φ), 1, φ)− E(1, φ)0
[
1{sn(1, φ)<T1}e
−λsn(1, φ)vn(0, Φδsn(1, φ))
]
+ e−(λ+λ0)sn(1, φ) · (J0vn)(1, x(sn(1, φ), φ))
= (J0vn)(1, φ) + e
−(λ+λ0)sn(1, φ) · (J0vn)(1, x(sn(1, φ), φ))
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− E(1, φ)0
[
1{sn(1, φ)<T1}e
−λsn(1, φ)vn(0, Φδsn(1, φ))
]
which gives us e−(λ+λ0)sn(1, φ)vn+1(1, x(sn(1, φ), φ)) = E(1, φ)0
[
1{sn(1, φ)<T1} ·
e−λsn(1, φ)vn(0, x(sn(1, φ), φ))
]
= e−(λ+λ0)sn(1, φ) · vn(0, x(sn(1, φ), φ))
=⇒ vn+1(1, x(sn(1, φ), φ)) = vn(0, x(sn(1, φ), φ)).
Lemma 8.2.4. If tn(1, φ) ∧ sn(1, φ) = sn(1, φ), then for φ ∈ R+ and
(vn(1, φ))n≥0 as defined in (6.2), we have,
sn(1, φ) = inf
{
s ≥ 0 : vn+1(1, x(s, φ)) = vn(0, x(s, φ))
}
and vn+1(1, x(sn(1, φ), φ)) < 0.
Proof. Since tn(1, φ) ∧ sn(1, φ) = min {t ∧ s : (t, s) ∈ An(1, φ)} and tn(1, φ)
∧ sn(1, φ) = sn(1, φ) ≡ sn, then 0 < s < sn ⇒ (t, s) /∈ An(1, φ), ∀ t ⇒
(Jvn)(t+ s, s, 1, φ) > (J0vn)(1, φ) ∀t⇒ (Jsvn)(1, φ) > (J0vn)(1, φ)
−E(1, φ)0
[
1{s<T1}e
−λs · vn(0, Φδs)
]
+ e−(λ+λ0)s · (J0vn)(1, x(s, φ))⇒ (J0vn)(1, φ)
> (J0vn)(1, φ)− e−(λ+λ0)s · vn(0, x(s, φ)) + e−(λ+λ0)s · (J0vn)(1, x(s, φ))
⇒ vn+1(1, x(s, φ)) < vn(0, x(s, φ)).
Remark 8.2.5. What we observe in Lemma 8.2.3 is that a line of the form
{(t∗, s) : t∗ < s} belongs to An(1, φ) only if the line {(t, t∗) : t ≥ t∗}
also belongs to An(1, φ). Without this additional condition, we get a contradic-
tion that 0 = vn+1(1, x(tn(1, φ), φ)) < vn(0, x(tn(1, φ), φ)) ≤ 0. If An(1, φ)
contains lines of both of these kinds: {(t∗, s) : t∗ < s} & {(t, t∗) : t ≥
t∗}, this would imply An(1, φ) also contains points of the kind (t∗, t∗), i.e.,
tn(1, φ) = sn(1, φ) = t
∗. This implies, such a tn(1, φ) is the first time pro-
cess vn+1(1, x(t, φ)) hits zero and, it also is the first time vn+1(1, x(t, φ)) =
vn(0, x(t, φ)) (= 0), thus avoiding any contradictions. This agrees with our
earlier observation in Lemma 5.8, where we showed, in the case α = 1, it is
enough to optimally decide when to turn off the observation control (also re-
fer to Figure 8.1). Hence, whenever it is optimal to either raise the alarm
or turn off the observation control, we decide to turn off observation con-
trol. This choice can be reflected in Lemma 8.2.4 by changing the additional
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condition (vn+1(0, y(tn(0, φ), φ)) < h(y(tn(0, φ), φ)) + vn(1, y(tn(0, φ), φ))) to
vn+1(0, y(tn(0, φ), φ)) ≤ h(y(tn(0, φ), φ)) + vn(1, y(tn(0, φ), φ)).
Proposition 8.2.6. For any bounded function w : R+ 7→ R, t ∈ R+ and φ ∈ R+
we have,
(Jtw)(0, φ) = (Jw)(t, t+ , 0, φ) + e
−λt · (J0w)(0, y(t, φ)) (8.1)
where  is an arbitrary positive constant.
Proof. Refer to Appendix §B.4.
Remark 8.2.7. For t ∈ [0, tn(0, φ) ∧ qn(0, φ)] we have (Jtvn)(0, φ) =
inf
(u1∧u2)≥t
(Jvn)(u1, u2, 0, φ) = (J0vn)(0, φ) = vn+1(0, φ).
Following the approach as in Lemmas 8.2.3 and 8.2.4 we have,
Lemma 8.2.8. If tn(0, φ) ∧ qn(0, φ) = tn(0, φ), then for φ ∈ R+ and
(vn(0, φ))n≥0 as defined in (6.2), we have,
tn(0, φ) = inf
{
t > 0 : vn+1(0, y(t, φ)) = 0
}
and vn+1(0, y(tn(0, φ), φ)) < h(y(tn(0, φ), φ)) + vn(1, y(tn(0, φ), φ)).
Lemma 8.2.9. If tn(0, φ) ∧ qn(0, φ) = qn(0, φ), then for φ ∈ R+ and
(vn(0, φ))n≥0 as defined in (6.2), we have,
qn(0, φ) = inf
{
q > 0 : vn+1(0, y(q, φ)) = h(y(q, φ)) + vn(1, y(q, φ))
}
and vn+1(0, y(qn(0, φ), φ)) < 0.
Proofs of above two Lemmas follow by using arguments similar to those used
in Lemmas 8.2.3, 8.2.4.
Remark 8.2.10. This remark extends last remark to the case when α = 0. We
noted in proof of Lemma 8.1.5 that it is possible to have tn(0, φ) = qn(0, φ), when
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y = 0 (y as defined in Lemma 8.1.5). We now use characterizations given in
Lemmas 8.2.8, 8.2.9 to see if they match earlier observations made in Lemma
8.1.5. We look for conditions under which there can exist tn(0, φ), qn(0, φ) such
that they are equal. This would imply tn(0, φ) would have to satisfy condition
in Lemma 8.2.8, i.e. t = tn(0, φ) is the first time vn+1(0, y(t, φ)) hits zero
and, also have to satisfy condition in Lemma 8.2.9, i.e., t = tn(0, φ) is the
first time vn+1(0, y(t, φ)) = h(y(t, φ)) + vn(0, y(t, φ)). These two conditions to-
gether imply that tn(0, φ) = qn(0, φ) only when 0 = vn+1(0, y(tn(0, φ), φ)) =
h(y(tn(0, φ), φ)) + vn(0, y(tn(0, φ), φ)) =⇒ ac (1 + φ) + e−λtn(0, φ)vn(1, (1 +
φ)eλtn(0, φ)−1) = 0 = y. Thus it agrees with observations made on structure of the
solution space in Lemma 8.1.5 (also refer to Figure 8.2). Whenever it is optimal
to either raise the alarm or turn on the observation control, we decide to raise the
alarm. This choice can be reflected in Lemma 8.2.8 by changing the additional
condition (vn+1(0, y(tn(0, φ), φ)) < h(y(tn(0, φ), φ)) + vn(1, y(tn(0, φ), φ))) to
vn+1(0, y(tn(0, φ), φ)) ≤ h(y(tn(0, φ), φ)) + vn(1, y(tn(0, φ), φ)) without altering
Lemma 8.2.9.
In the next proposition, we show the threshold ξ for φ (as defined in (41) in
Dayanik and Sezer (2006)) beyond which value function (for notational purposes
we denote it with V 0, 0(φ)) of the compound Poisson disorder problem becomes
zero, also serves the same purpose for the value function defined in our study.
Proposition 8.2.11. We have
{φ ∈ R+ : V (α, φ) = 0, α ∈ {0, 1}} ⊇
{
φ ∈ R+ : V 0, 0(φ) = 0
} ⊇ [ξ, ∞),
where
ξ := max
{
λ+ λ0
c
,
[
λ+ λ0
c
− φd
](
λ1
λ+ λ0
)
+ φd
}
.
Proof. U(pi) = (1− pi) + c(1− pi) · V
(
α,
pi
1− pi
)
= inf
(τ, δ)
E
[
1{τ<θ} + c(τ − θ)+ +
∞∑
i=1
a1{τi≤τ} +
∞∑
i=1
b(σi ∧ τ
− τi ∧ τ)
]
≥ inf
τ
E
[
1{τ<θ} + c(τ − θ)+
]
= (1 − pi) + c(1 − pi) · V0
(
pi
1− pi
)
=⇒
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V (α, φ) ≥ V 0, 0 (φ) , ∀α ∈ {0, 1} , ∀φ ∈ R+. Also V (α, φ) ≤ 0, ∀α ∈
{0, 1} , ∀φ ∈ R+, and the first inclusion follows immediately. For the second
inclusion refer to Dayanik and Sezer (2006, Proposition 4.2).
8.3 Limiting behavior of expected cost as a
function of a and b.
We now refer back to Proposition 8.2.11, where we compared V a,b(α, φ) with
V 0, 0(φ). The purpose of next proposition is to show V 0, 0(φ) is indeed the limiting
value function that is obtained by reducing the switching on cost ($ a) and contin-
uous observation cost ($ b) to 0. In other words, we recover the standard Poisson
disorder problem. By also showing that successive approximations V 0, 0n (α, φ)
converge to V 0, 0(φ) as n→∞, we show that the numerical scheme presented in
this study also holds good for the standard case of the Poisson disorder problem.
Proposition 8.3.1. For α ∈ {0, 1} and φ ∈ R+, the following hold,
(i) lim
a, b ↓ 0
V a, b(α, φ) = V 0, 0(φ).
(ii) inf
n
V 0, 0n (α, φ) = V
0, 0(φ).
Proof. (i) lim
a, b ↓ 0
V a, b(α, φ) = inf
a, b ↓ 0
V a, b(α, φ) = inf
a, b ↓ 0
inf
(τ,δ)∈M
{
F (τ, δ) + b ·
G(τ, δ)+a ·H(τ, δ)
}
= inf
(τ,δ)∈M
inf
a, b ↓ 0
{
F (τ, δ)+b ·G(τ, δ)+a ·H(τ, δ)
}
=
inf
(τ,δ)∈M
Eα, φ0
[∫ τ
0
e−λs
(
φ− λ
c
)
ds
]
. We can recall that the last infimum is
in fact the value function (refer to eq. (17)) in Dayanik and Sezer (2006),
denoted in our study as V 0,0(φ).
(ii) From part (i) we have, V 0, 0(φ) = lim
a, b ↓ 0
V a, b(α, φ) = lim
a, b ↓ 0
inf
n
V a, bn (α, φ) =
inf
a, b ↓ 0
inf
n
V a, bn (α, φ)
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= inf
n
inf
a, b ↓ 0
V a, bn (α, φ) = inf
n
inf
a, b ↓ 0
V a, bn (α, φ) = inf
n
V 0, 0n (α, φ) (arguments
for the last step are similar to those presented in item (i)).
It follows from the above proposition that for α ∈ {0, 1} and φ ∈ R+, we
have,
lim
a↓0
V a,b(α, φ) = V 0,b(α, φ), ∀ b > 0 and lim
b↓0
V a,b(α, φ) = V a,0(α, φ), ∀ a > 0.
In addition for n = 0, 1, 2, . . . , we have,
lim
a↓0
V a,bn (α, φ) = V
0,b
n (α, φ), ∀ b > 0 and lim
b↓0
V a,bn (α, φ) = V
a,0
n (α, φ), ∀ a > 0.
The uniform bound in (6.1.8) also holds i.e., as n→∞, α ∈ {0, 1}, φ ∈ R+,
−1
c
(
λ0
λ0 + λ
)n−2d 1ae
≤ V a,0(α, φ)− V a,0n (α, φ) ≤ 0, ∀ a > 0.
Moreover, (a, b) 7→ V a,b is increasing and concave. Concavity implies continuity
of the map (a, b) 7→ V a,b in the interior of (a, b) ∈ [0,∞) × [0,∞). Because
continuity at boundaries (a = 0 or b = 0) is established in the above paragraph,
we now know that (a, b) 7→ V a,b is continuous everywhere on [0,∞)× [0,∞).
In subsection §9.3, we see the successive approximations V 0, 0n (α, φ) converge
to the value function (denoted as V 0, 0(φ) in our study), in Bayraktar et al.
(2005)(check Figure 9.5 and references therein for a comparison).
Chapter 9
Solution and illustrations
9.1 Solution structure
In section §7, we introduced a family of optimal stopping problems (6.1) that
uniformly converge (refer to Proposition 6.1.8) to (5.10). Theorem 6.1.9 provides
an algorithm for computing −optimal rule (U n) for the original problem in (5.10).
Clearly, for any  > 0, we can always find an n ∈ N such that Vn(α, φ) ≈ V (α, φ).
For such an n, U n is determined by non-terminating events i.e., switching on/off
observation control and observable jump times as follows:
1. if α = 1 initially, we look for tn−1(1, φ) ∧ sn−1(1, φ) ∧ T1. If tn−1(1, φ)
happens first the we raise the alarm at tn−1(1, φ). If sn−1(1, φ) happens
first, we turn off observation control at sn−1(1, φ), and re-start the problem
with different initial conditions (since Φδt is now at x(sn−1(1, φ), φ)) to
determine U n−1 (then, refer to item 2). Finally if T1 happens first, i.e. we
have an arrival, we update our odds-ratio process to λ1
λ0
x(T1, φ) and re-start
our problem with this new initial condition to determine U n−1.
2. if α = 0 initially, we look for tn−1(0, φ) ∧ qn−1(1, φ). If tn−1(0, φ) happens
first the we raise the alarm at tn−1(0, φ). If qn−1(0, φ) happens first, we turn
on observation control at qn−1(0, φ), and re-start the problem with different
initial conditions (since Φδt is now at y(qn−1(0, φ), φ)) to determine U

n−1
44
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(then, refer to item 1).
In brief, we switch between items 1 and 2 when a non-terminating event (NT)
happens before a terminating (T) one (i.e. raising alarm) and stop at the nth
stage. It is also useful to revisit Lemma 8.1.1 here, due to which we have that, in
the case α = 1, one need not bother with raising the alarm and this helps reduce
dimensionality of the optimization problem in (7.7).
In section §8 (refer to Lemmas 8.2.3-8.2.9), we show that the above description
of solution leads to an alternate characterization (that is common in theory of
optimal stopping) of turning on/off and raising alarm times. We expand this idea
further and illustrate it through concrete examples. In order to do that, let us
begin by defining switching (Sn(α)), alarm (An(α)) and stationary (null) regions
(Nn(α)).
(i) When α = 1, n = 0, 1, 2, . . . ,
Sn(1) :=
{
φ ∈ R+ : vn+1(1, φ) ≥ vn(0, φ), vn+1(1, φ) ≤ 0
}
=
{
φ ∈ R+ : vn+1(1, φ) = vn(0, φ)
}
,
Nn(1) := R+ \ Sn(1).
Note. An(1) = ∅.
(ii) When α = 0, n = 0, 1, 2, . . . ,
Sn(0) :=
{
φ ∈ R+ : vn+1(0, φ) ≥ h(φ) + vn(1, φ), vn+1(0, φ) < 0
}
,
An(0) :=
{
φ ∈ R+ : vn+1(0, φ) = 0, vn+1(0, φ) ≤ h(φ) + vn(1, φ)
}
,
and
Nn(0) := R+ \ (Sn(0) ∪ An(0)) .
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The following corollary is immediate owing to above definitions,
Corollary 9.1.1. For n = 0, 1, 2, . . . , Cn(α), An(α) and Nn(α) are mutually
disjoint where α = 0 or 1.
The odds-ratio process, Φδt evolves deterministically between observable jump
times and this behavior is described in (7.2) and (7.10). This helps us reformulate
turning on/off and alarm times as the first time stochastic process, Φδt returns to
Sn(·) and An(·) respectively. Mathematically put, we have,
tn(α, φ) = inf
{
t > 0 : Φδt ∈ An+1(α)
}
=

inf
{
t > 0 : x(t, φ) ∈ An+1(α)
}
, α = 1
inf
{
t > 0 : y(t, φ) ∈ An+1(α)
}
, α = 0
,
 sn(1, φ) = inf
{
t > 0 : Φδt ∈ Sn+1(1)
}
= inf
{
t > 0 : x(t, φ) ∈ Sn+1(1)
}
qn(0, φ) = inf
{
t > 0 : Φδt ∈ Sn+1(0)
}
= inf
{
t > 0 : y(t, φ) ∈ Sn+1(0)
}
 .
9.2 Numerical examples
We now illustrate the solution described above with the help of some numerical
examples.
CHAPTER 9. SOLUTION AND ILLUSTRATIONS 47
0 5 10 15
α = 1
0 5 10 15
−4
−3.5
−3
−2.5
−2
−1.5
−1
−0.5
0
α = 0
(a)
11.5
α = 0
φ
φ
α = 1
S
S
1
A
8.5 9
(b)
Note. In figures (a) and (b), a = 0.01, b = 0.05 and, n = 13 gives a sufficiently good
approximation to value function V (α, φ) in (5.10).
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Note. In figures (c) and (d), a = 0.01, b = 0.5 and, n = 3 gives a sufficiently good
approximation to V (α, φ).
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Note. In figures (e) and (f), a = 0.1, b = 0.1 and, n = 12 gives a sufficiently good
approximation to V (α, φ).
Figure 9.1: In all the above subfigures, λ = 1, λ0 = 3, c = 0.2, λ1 = 3·λ0. In subfigures
(b), (d), (f)– the two stacked figures illustrate action spaces. S and A denote switching
and alarm regions, respectively. The alarm region when α = 0 and switching region
when α = 1, extend all the way to +∞.
Let us compare the different examples in Figure 9.1. In (a) and (b) the cost to
turn on control is a = 0.01 and cost of continuous observation is b = 0.05, which
is slightly higher than a. Although we have b > a, we see the optimal control is
turned on for the most part. This could be due to the fact that a, b are small
compared to c and the false detection cost.
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In figures (c) and (d) we observe that b is considerably larger than a and infact
b is greater than c. As one would expect in this case, although it is cheap to turn
the control on, it happens to be too expensive to leave it on even for a very short
period.
In figures (e) and (f), we increase both a and b to a value that is compa-
rable with, but less than c. Unlike in the earlier examples where b was either
considerably larger or considerably smaller than a (in which case, the solution
seems quite intuitive), we now have them equal. This as we might expect would
shrink the switching region in the case α = 1, since now we can afford to observe
over a larger set than compared to the case when b is very large. However, this
observable region would be smaller compared to the observable region in the case
when b is the smallest.
Next we consider a special case (refer to figure below) where we associate
zero cost to turning on the control (a = 0) and a non-zero cost for continuous
observation (b > 0). A quick observation reveals that by increasing the value of
b, the switching region for α = 0 shrinks. This is intuitive since by increasing
the cost of continuous observation one would expect shorter observation intervals.
By further increasing the value of b we see the there is no switching region for
the case α = 0 and the switching region for the case α = 1 is R+, which is again
intuitive.
3.8
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φ
φ
α = 1
A
10.5
10.5
SS
S
1
(a) b = 0.05 and n = 10.
7
α = 0
φ
φ
α = 1
S
S
S
A
106.56
4
(b) b = 0.08 and n = 11.
Figure 9.2: In both figures, λ = 1, λ0 = 3, c = 0.1, λ1 = 2 · λ0, a = 0.
Some observations. What we observe from our numerical results is that the
value of c affects alarm region in the following way– a high value of c implies a
smaller alarm region and vice versa. This agrees with our intuition since with a
low c value we pay much smaller for a delayed detection and hence we do not
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mind not raising the alarm for a longer period of time.
Switching regions are more directly affected by a and b rather than c. However,
proximity of a and b to c also plays a critical role. a, b being close to c indicates
a relatively high turn on and continuous observation cost. This also can be noted
from the fact that the cost function for continuous observation g(α, φ) in (5.11)
has a coefficient of the form b
c
; and cost function for turning on the observation
control h(φ) in (5.12) has a coefficient of the form a
c
. We illustrate this in Figure
9.3.
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φ
φ
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c = 0.2
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2
Figure 9.3: In the above figures we have λ = 2, λ0 = 3, c = 0.2, λ1 = 0.5 · λ0, a =
0.01, b = 0.01.
In the Figure 9.3, by decreasing c, we observe that the cost to turn on and
continuously observe become relatively high since the ratio a/c and b/c becomes
high. Also to be noted is the shrinking of alarm region in the case when c is
smaller.
Next, we fix the value of c and then look at how a and b affect the switching
regions. a, b together affect the switching regions S(0) (switching region in the
case α = 0) and S(1) (switching region in the case α = 1) in a slightly complicated
way. It is difficult to see their individual effects unless we restrict ourselves to
some special cases. Namely, we consider cases where we assign large or small
values to a and b. In the following discussion, note that large indicates a value of
the order of c and small indicates proximity to zero. In the examples, our goal is
to observe two things, firstly how the maximum of a and b dominates the other
in determining the switching region S(0); and secondly, how b dominates a in
determining the switching region, S(1).
When a and b are large, the optimal strategy involves in never turning on the
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Note. In figures (a) and (b), λ = 0.1 and n = 127.
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Note. In figures (c) and (d), λ = 1 and n = 16.
Figure 9.4: λ0 = 3, c = 0.1, λ1 = 2 ∗ λ0, a = 0, b = 0.01.
observation control. This implies that the switching region for the case α = 1
and the switching region for the case α = 0, is the empty set. However once we
reduce b significantly while still keeping a relatively high, we see that the optimal
stragety would be to never turn off the control if it is initially turned on; and if
it is turned off initially, we never turn it on, even though the cost of continuous
observation is very low. This happens due to the fact that the value of a is so
high that it overpowers the cost of continuous observation and if we are lucky
enough to have the control initially switched on, we never turn off since the cost
of continuously observing is very low. For the case when we fix b at large value
and vary a we get similar results i.e., S(0) = ∅. One of the reasons for this
behavior could be that, switching in the case α = 0 would be expensive if either
of the costs i.e., a or b is high.
To observe how b dominates a in determining S(1) in some cases, we first fix
b at a large value, and vary a from large to small values. As expected in both
cases the switching region S(1) is R+. This is again intuitive since, irrespective
of what a is, one would have to pay b continuously if the control were to be left
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on. Hence, we switch immediately no matter what a is. We now set b to a small
value and once again vary a between small and large values. When a is small as
well, this is the classical Poisson disorder case and as expected the S(1) = ∅ since
its very cheap to continuously observe. When a is increased to a large value, we
again see that if the observation control was initially switched on, it is optimal
to leave it switched on since cost of continuous observation is very low. Thus we
see how b has more effect on S(1) in some cases.
In the other cases (when a , b are not very large or small), it is hard to see
how a and b affect the switching regions individually and the action spaces are
not trivial.
9.3 The standard Poisson disorder problem (when a = 0 and b = 0).
As expected (refer to Figure 9.5), we always leave the observation control turned
on since that would not cost anything to us. We either immediately switch or
raise an alarm in the case when α = 0 depending on the value of φ. Once we
turn the control on, we only switch back to α = 0 to raise the alarm immediately,
as can be noted from the coincidence of the switching region for α = 1 and
the alarm region for α = 0. We can also note that critical thresholds of alarm
regions (as defined in Dayanik and Sezer (2006)) for the above two examples
coincide with those presented in Figure 6(a) in Dayanik and Sezer (2006). Thus
the standard Poisson disorder problem turns out to be a special case of the more
general problem solved in our study (refer to Proposition 8.3.1 for a proof of why
the numerical scheme presented in this study works in the standard case as well).
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Note. In figures (a) and (b), λ1λ0 = 0.5 and n = 10.
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Note. In figures (c) and (d), λ1λ0 = 2 and n = 9.
Figure 9.5: λ = 1.5, λ0 = 3, c = 0.2, a = 0, b = 0 as in Bayraktar et al. (2005). For a
comparison refer to Dayanik and Sezer (2006, Figure 5(a)).
Appendix A
Calculations
A.1 Re-formulation of Rδτ
Following the results from Bayraktar et al. (2005) we can rewrite
E[(τ − θ)+] = (1− pi)E0
∫ τ
0
e−λsΦδsds (A.1)
P {τ < θ} = (1− pi)− (1− pi)λE0
∫ τ
0
e−λsds (A.2)
Using (5.4), changing measure to P0 by noting 1{τi≤τ} ∈ F δτi∧τ , conditioning on θ
and using independence of θ and 1{τi≤τ} under P0 measure we get,
E
[ ∞∑
i=1
a1{τi≤τ}
]
=
∞∑
i=1
aE0
[
Zδτi∧τ1{τi≤τ}
]
=
∞∑
i=1
aE0
[(
1{θ>τi} + 1{θ≤τi}
Lδτi
Lδθ
)
1{τi<τ}
]
=
∞∑
i=1
aE0
[(
(1− pi)e−λτi + piLδτi + (1− pi)
∫ τi
0
λe−λs
Lδτi
Lδs
ds
)
︸ ︷︷ ︸
(1−pi)(1+Φδτi )e−λτi
·
53
APPENDIX A. CALCULATIONS 54
1{τi<τ}
]
=
∞∑
i=1
aE0
[
(1− pi)(1 + Φδτi)e−λτi1{τi≤τ}
]
= a(1− pi)E0
[ ∞∑
i=1
(1 + Φδτi)e
−λτi1{τi≤τ}
]
We can further rewrite the summation inside the expectation as an integral by
using (5.9).
a(1− pi)E0
[ ∞∑
i=1
(1 + Φδτi)e
−λτi1{τi≤τ}
]
= a(1− pi)E0
[ ∑
0<s<τ
(
1 + Φδs
)
e−λs∆αδon(s)
]
= a(1− pi)E0
[∫ τ
0
e−λs
(
1 + Φδs
)
dαδon(s)
]
(A.3)
Changing measure to P0 by noting αδ(s) ∈ F δs , conditioning on θ and using
independence of θ and 1{s≤τ}, αδ(s) under P0 measure we get,
E
[
b
∞∑
i=1
(σi ∧ τ − τi ∧ τ)
]
= b · E
[∫ τ
0
αδ(s)ds
]
= b ·
∫ ∞
0
E0
[
1{s≤τ}Zδsα
δ(s)
]
ds
= b ·
∫ ∞
0
E0
[
1{s≤τ}
(
1{θ>s} + 1{θ≤s}
Lδs
Lδθ
)
· αδ(s)
]
ds
= b ·
∫ ∞
0
E0
[
E0
[(
1{θ>s} + 1{θ≤s}
Lδs
Lδθ
)
· αδ(s)1{s≤τ}
∣∣∣∣F δs]] ds
= b ·
∫ ∞
0
E0
[
1{s≤τ}αδ(s) · E0
[(
1{θ>s} + 1{θ≤s}
Lδs
Lδθ
) ∣∣∣∣F δs]] ds
= b ·
∫ ∞
0
E0
[
1{s≤τ}αδ(s) ·
(
(1− pi)e−λs + piLδs + (1− pi)
∫ s
0
λe−λu
Lδs
Lδu
du
)]
ds
= b ·
∫ ∞
0
E0
[
1{s≤τ}αδ(s) · (1− pi)e−λs · (1 + Φs)
]
ds
= b(1− pi)E0
[∫ τ
0
αδ(s) · e−λs · (1 + Φs)ds
]
(A.4)
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Using (A.1), (A.2), (A.3) and (A.4), we can reformulate (5.2) as (5.7).
Note. By defining the following process
αδoff (t) =
∞∑
i=1
1[σi,∞)(t)
the observation process can be written as,
αδ(t) = αδon(t)− αδoff (t)
where αδon(t) is defined as in (5.9).
A.2 Dynamics of Lδt
We compute the dynamics of Lδt as defined in (5.5). We begin with first principles,
Lδt = L
δ
0 + (L
δ
T1
−Lδ0) + · · ·+ (Lδt −LδTn) = Lδ0 + (LδT1 −LδT1−) + (LδT1− −Lδ0) + . . .
+(Lδt − LδTn) = Lδ0 +
n∑
i=1
(LδTi − LδTi−) +
n∑
i=1
(LδTi− − LδTi−1) + (Lδt − LδTn) = Lδ0
+
n∑
i=1
(LδTi − LδTi−) +
∫ t
0
dL˜δs
ds
· ds = Lδ0 +
∫ t
0
(Lδs − Lδs−) · dXs +
∫ t
0
dL˜δs
ds
· ds,
where Ti’s are arrival times and L˜
δ
s is the continuous part of L
δ
s. We look at jump
and continous parts of Lδs separately as follows,
(Lδs − Lδs−) = Lδs− ·
[
exp
{
ln
(
λ1
λ0
)
·
∞∑
k=1
1(τk, σk](s)
}
− 1
]
,
dL˜δs
ds
= −(λ1 − λ0) · L˜δs ·
( ∞∑
k=1
1(τk, σk](s)
)
.
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Thus the dynamics of the likelihood ratio process Lδt in (5.5) is given by the
following differential equation
dLδt = L
δ
t−
[
exp
{
ln
(
λ1
λ0
)
αδ(t−)
}
− 1
]
dXδt − (λ1 − λ0)Lδtαδ(t)dt, Lδ0 = 1.
(A.5)
A.3 Dynamics of Φδt
The observation process Xδt as defined in (5.1) can be rewritten as,
Xδt = X
δ
0 +
∫ t
0
αδ(u)dXu (A.6)
and the differential form of (A.6) can be substituted for dXδt term in (A.5). Since
θ is independent of the process X and has an exponential distribution under P0,
using the generalized Bayes result and (5.8) gives us,
Φδt =
P
{
θ ≤ t|F δt
}
P
{
θ > t|F δt
} = E[1{θ≤t}|F δt ]
E[1{θ>t}|F δt ]
=
E0[Zδt 1{θ≤t}|F δt ]
E0[Zδt 1{θ>t}|F δt ]
=
eλt
(1− pi) ·
E0
[(
1{θ>t} + 1{θ≤t} · L
δ
t
Lδθ
)
1{θ≤t}
∣∣∣∣F δt ] = eλt(1− pi)E0
[
1{θ≤t}
Lδt
Lδθ
∣∣∣∣∣F δt
]
=
eλtLδt
(1− pi)
[
pi + (1− pi)
∫ t
0
1
Lδs
λe−λsds
]
Let Ti be the i
th jump time of process Xδt . Then Φ
δ
t jumps whenever L
δ
t jumps
and Lδt jumps whenever X
δ
t jumps.
Φδt = Φ
δ
0 +
Xδt∑
i=1
(ΦδTi − ΦδTi−) +
∫ t
0
dΦ̂δs
ds
· ds = Φδ0 +
∫ t
0
Js: jump part︷ ︸︸ ︷
(Φδs − Φδs−) dXδs
+
∫ t
0
dΦ̂δs
ds︸︷︷︸
Cs: continuous part
·ds
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Letting Φ̂δs, L̂
δ
s denote the continuous parts of processes Φ
δ
s and L
δ
s respectively,
we compute expressions for the Js and Cs as follows,
Cs =
d
ds
(
eλsL̂δs
(1− pi)
[
pi + (1− pi)
∫ s
0
1
L̂δu
λe−λudu
])
= λ+ Φ̂δs(λ− (λ1 − λ0)αδ(s))
Js =
eλtLδs
(1− pi)
[
pi + (1− pi)
∫ s
0
1
Lδu
λe−λudu
]
− e
λtLδs−
(1− pi)
[
pi + (1− pi)
∫ s−
0
1
Lδu
·
λe−λudu
]
= Φδs−
(
exp
{
ln
(
λ1
λ0
)
αδ(s−)
}
− 1
)
Putting together the continuous and jump parts we have in differential form,
dΦδt
=
((
λ1
λ0
)αδ(t−)
− 1
)
Φδt−dX
δ
t +
[
λ+ Φδt
{
λ− (λ1 − λ0)αδ(t)
}]
dt,
Φδ0 = φ =
pi
1− pi .
(A.7)
Appendix B
Long proofs
B.1 Proof of Theorem 6.1.9
We adapt (Davis, 1993, Lemma A2.3, p. 261) to our problem and it forms a basic
building block of the proof along with the strong Markov property.
Lemma B.1.1. For every F− stopping time τ and every n ∈ N0, there are F δτi−
measurable random variables x, y : Ω 7→ [0, ∞] such that τ ∧ σi ∧ T(n−k)−(2i−3) =
(τi + x) ∧ (τi + y) ∧ T(n−k)−(2i−3) P0− a.s. on {τ ≥ τi}.
Proof. To prove Vn(α, φ) ≤ vn(α, φ), n ∈ N we first establish (6.5). The inequal-
ity we are looking for follows from there since U n ≤ ρn P0−a.s.. We first prove
for the case when α = 1. The case when α = 0 should follow similar arguments.
When n = 1,
E(1, φ)0

∫ U1
0
e−λsg(αδs, Φ
δ
s)ds+
∫ U1
0
e−λsh(Φδs)dα
δ
on(s)︸ ︷︷ ︸
=0 since αδs jumps at τi’s

= E(1, φ)0
[∫ t0(1,Φδ0)∧s0(1,Φδ0)∧T1
0
e−λsg(αδs, Φ
δ
s)ds
]
= (Jv0)(t

0(1, Φ
δ
0), s

0(1, Φ
δ
0), 1, φ)
58
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≤ (J0v0)(1, φ) + 
= v1(1, φ) + 
Assuming it holds for n = k, we need to prove for n = k + 1. We have U k+1 ∧
s
/3
k (1, Φ
δ
0) ∧ T1 = t/3k (1, Φδ0) ∧ s/3k (1, Φδ0) ∧ T1 a.s. .
E(1, φ)0
[∫ Uk+1
0
e−λsg(αδs, Φ
δ
s)ds+
∫ Uk+1
0
e−λsh(Φδs)dα
δ
on(s)
]
= E(1, φ)0
[∫ Uk+1∧s/3k ∧T1
0
e−λsg(αδs, Φ
δ
s)ds+ 1{s/3k <Uk+1∧T1}
∫ Uk+1
s
/3
k
e−λsg(αδs, Φ
δ
s)ds
+ 1{T1<Uk+1∧s
/3
k }
∫ Uk+1
T1
e−λsg(αδs, Φ
δ
s)ds+
∫ Uk+1∧s/3k ∧T1
0
e−λsh( Φδs)dα
δ
on(s)
+ 1{s/3k <Uk+1∧T1}
∫ Uk+1
s
/3
k
e−λsh(Φδs)dα
δ
on(s)
+ 1{T1<Uk+1∧s
/3
k }
∫ Uk+1
T1
e−λsh(Φδs)dα
δ
on(s)
]
= E(1, φ)0
[∫ t/3k ∧s/3k ∧T1
0
e−λsg(αδs, Φ
δ
s)ds
+ 1{s/3k <t
/3
k ∧T1}
∫ s/3k +U/3k ◦θs/3
k
s
/3
k
e−λsg(αδs, Φ
δ
s)ds︸ ︷︷ ︸
(a)
+ 1{T1<t/3k ∧s
/3
k }
∫ T1+U/3k ◦θT1
T1
e−λsg(αδs, Φ
δ
s)ds︸ ︷︷ ︸
(b)
+
∫ t/3k ∧s/3k ∧T1
0
e−λsh( Φδs)dα
δ
on(s)
+ 1{s/3k <t
/3
k ∧T1}
∫ s/3k +U/3k ◦θs/3
k
s
/3
k
e−λsh(Φδs)dα
δ
on(s)︸ ︷︷ ︸
(c)
+ 1{T1<t/3k ∧s
/3
k }
∫ T1+U/3k ◦θT1
T1
e−λsh(Φδs)dα
δ
on(s)︸ ︷︷ ︸
(d)
]
(B.1)
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Using the strong Markov property of Xδs we can simplify (a) as follows,
E(1, φ)0
[
1{s/3k <t
/3
k ∧T1}
∫ s/3k +U/3k ◦θs/3
k
s
/3
k
e−λsg(αδs, Φ
δ
s)ds
]
= E(1, φ)0
[
E(1, φ)0
{
1{s/3k <t
/3
k ∧T1}
∫ s/3k +U/3k ◦θs/3
k
s
/3
k
e−λsg(αδs, Φ
δ
s)ds
∣∣∣∣F δs/3k
}]
= E(1, φ)0
[
1{s/3k <t
/3
k ∧T1}
E(1, φ)0
{∫ U/3k ◦θs/3
k
0
e−λ(s+s
/3
k )g(αδ
s+s
/3
k
, Φδ
s+s
/3
k
)·
ds
∣∣∣∣F δs/3k
}]
= E(1, φ)0
[
1{s/3k <t
/3
k ∧T1}
e−λs
/3
k E(1, φ)0
{(∫ U/3k
0
e−λsg(αδs, Φ
δ
s)
)
◦ θ
s
/3
k
ds
∣∣∣∣F δs/3k
}]
= E(1, φ)0
[
1{s/3k <t
/3
k ∧T1}
e−λs
/3
k E
(0,Φδ
s
/3
k
)
0
{∫ U/3k
0
e−λsg(αδs, Φ
δ
s)ds
}]
Using the above approach we could also simplify (b), (c), (d). (B.1) becomes,
= E(1, φ)0
[∫ t/3k ∧s/3k ∧T1
0
e−λsg(αδs, Φ
δ
s)ds+ 1{s/3k <t
/3
k ∧T1}
e−λs
/3
k ·
E
(0,Φδ
s
/3
k
)
0
{∫ U/3k
0
e−λsg(αδs, Φ
δ
s)ds
}
+ 1{T1<t/3k ∧s
/3
k }
e−λT1E
(1,ΦδT1
)
0
{∫ U/3k
0
e−λsg(αδs, Φ
δ
s)ds
}
+
∫ t/3k ∧s/3k ∧T1
0
e−λsh( Φδs)dα
δ
on(s)
+ 1{s/3k <t
/3
k ∧T1}
e−λs
/3
k E
(0,Φδ
s
/3
k
)
0
{∫ U/3k
0
e−λsh(Φδs)dα
δ
on(s)
}
+ 1{T1<t/3k ∧s
/3
k }
e−λT1E
(1,ΦδT1
)
0
{∫ U/3k
0
e−λsh(Φδs)dα
δ
on(s)
}]
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Combining (a), (c) and (b), (d) we get,
= E(1, φ)0
[∫ t/3k ∧s/3k ∧T1
0
e−λsg(αδs, Φ
δ
s)ds+
∫ t/3k ∧s/3k ∧T1
0
e−λsh( Φδs)dα
δ
on(s)
+ 1{s/3k <t
/3
k ∧T1}
e−λs
/3
k E
(0,Φδ
s
/3
k
)
0
{∫ U/3k
0
e−λsg(αδs, Φ
δ
s)ds+
∫ U/3k
0
e−λsh(Φδs)·
dαδon(s)
}
+ 1{T1<t/3k ∧s
/3
k }
e−λT1E
(1,ΦδT1
)
0
{∫ U/3k
0
e−λsg(αδs, Φ
δ
s)ds
+
∫ U/3k
0
e−λsh(Φδs)dα
δ
on(s)
}]
≤ E(1, φ)0

∫ t/3k ∧s/3k ∧T1
0
e−λsg(αδs, Φ
δ
s)ds+
=0︷ ︸︸ ︷∫ t/3k ∧s/3k ∧T1
0
e−λsh( Φδs)dα
δ
on(s)
+1{s/3k <t
/3
k ∧T1}
e−λs
/3
k vk(0, Φ
δ
s
/3
k
) + 1{T1<t/3k ∧s
/3
k }
e−λT1vk(1, ΦδT1)
]
+
2
3
= E(1, φ)0
[∫ t/3k ∧s/3k ∧T1
0
e−λsg(αδs, Φ
δ
s)ds
+1{s/3k <t
/3
k ∧T1}
e−λs
/3
k vk(0, Φ
δ
s
/3
k
) + 1{T1<t/3k ∧s
/3
k }
e−λT1vk(1, ΦδT1)
]
+
2
3
= (Jvk)(t
/3
k , s
/3
k , 1, φ) +
2
3
≤ (J0vk)(1, φ) + 
3
+
2
3
= vk+1(1, φ) + 
We now prove for the case α = 0. When n = 1,
E(0, φ)0
[∫ U1
0
e−λsg(αδs, Φ
δ
s)ds+
∫ U1
0
e−λsh(Φδs)dα
δ
on(s)
]
= E(0, φ)0
[∫ t0(0,Φδ0)∧q0(0,Φδ0)
0
e−λsg(αδs, Φ
δ
s)ds+ 1{q0(0,Φδ0)<t0(0,Φδ0)}e
−λq0(0,Φδ0)·
h(Φδq0(0,Φδ0)
)
]
= (Jv0)(t

0(0, Φ
δ
0), q

0(0, Φ
δ
0), 0, φ)
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≤ (J0v0)(0, φ) + 
= v1(0, φ) + 
Assuming it holds for n = k, we need to prove for n = k + 1. We have U k+1 ∧
q
/2
k (0, Φ
δ
0) = t
/2
k (0, Φ
δ
0) ∧ q/2k (0, Φδ0) a.s. .
E(0, φ)0
[∫ Uk+1
0
e−λsg(αδs, Φ
δ
s)ds+
∫ Uk+1
0
e−λsh(Φδs)dα
δ
on(s)
]
= E(0, φ)0
[∫ Uk+1∧q/2k
0
e−λsg(αδs, Φ
δ
s)ds+ 1{q/2k <Uk+1}
∫ Uk+1
q
/2
k
e−λsg(αδs, Φ
δ
s)ds
+
∫ Uk+1∧q/2k
0
e−λsh(Φδs)dα
δ
on(s) + 1{q/2k <Uk+1}
∫ Uk+1
q
/2
k
e−λsh(Φδs)dα
δ
on(s)
]
= E(0, φ)0
[∫ t/2k ∧q/2k
0
e−λsg(αδs, Φ
δ
s)ds+ 1{q/2k <t
/2
k }
∫ q/2k +U/2k ◦θq/2
k
q
/2
k
e−λsg(αδs, Φ
δ
s)ds
+
∫ t/2k ∧q/2k
0
e−λsh( Φδs)dα
δ
on(s) + 1{q/2k <t
/2
k }
∫ q/2k +U/2k ◦θq/2
k
q
/2
k
e−λsh(Φδs)dα
δ
on(s)
]
= E(0, φ)0

∫ t/2k ∧q/2k
0
e−λsg(αδs, Φ
δ
s)ds+ 1{q/2k <t
/2
k }
∫ q/2k +U/2k ◦θq/2
k
q
/2
k
e−λsg(αδs, Φ
δ
s)ds︸ ︷︷ ︸
(a)
+1{t/2k >q
/2
k }
e−λq
/2
k h(Φδ
q
/2
k
) + 1{q/2k <t
/2
k }
∫ q/2k +U/2k ◦θq/2
k
q
/2
k
e−λsh(Φδs)dα
δ
on(s)︸ ︷︷ ︸
(b)

(B.2)
Owing to the strong Markov property of Xδs we can simplify (a) as follows,
E(0, φ)0
[
1{q/2k <t
/2
k }
∫ q/2k +U/2k ◦θq/2
k
q
/2
k
e−λsg(αδs, Φ
δ
s)ds
]
= E(0, φ)0
[
E(0, φ)0
{
1{q/2k <t
/2
k }
∫ q/2k +U/2k ◦θq/2
k
q
/2
k
e−λsg(αδs, Φ
δ
s)ds
∣∣∣∣F δq/2k
}]
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= E(0, φ)0
[
1{q/2k <t
/2
k }
E(0, φ)0
{∫ U/2k ◦θq/2
k
0
e−λ(s+q
/2
k )g(αδ
s+q
/2
k
, Φδ
s+q
/2
k
)ds
∣∣∣∣F δq/2k
}]
= E(0, φ)0
[
1{q/2k <t
/2
k }
e−λq
/2
k E(0, φ)0
{(∫ U/2k
0
e−λsg(αδs, Φ
δ
s)
)
◦ θ
q
/2
k
ds
∣∣∣∣F δq/2k
}]
= E(0, φ)0
[
1{q/2k <t
/2
k }
e−λq
/2
k E
(1,Φδ
q
/2
k
)
0
{∫ U/2k
0
e−λsg(αδs, Φ
δ
s)ds
}]
Using the above approach we could also simplify (b). (B.2) becomes,
= E(0, φ)0
[∫ t/2k ∧q/2k
0
e−λsg(αδs, Φ
δ
s)ds+ 1{q/2k <t
/2
k }
e−λq
/2
k E
(1,Φδ
q
/2
k
)
0
{∫ U/2k
0
e−λs·
g(αδs, Φ
δ
s)ds
}
+ 1{t/2k >q
/2
k }
e−λq
/2
k h(Φδ
q
/2
k
) + 1{q/2k <t
/2
k }
e−λq
/2
k E
(1,Φδ
q
/2
k
)
0
{∫ U/2k
0
e−λs·
h(Φδs)dα
δ
on(s)
}]
= E(0, φ)0
[∫ t/2k ∧q/2k
0
e−λsg(αδs, Φ
δ
s)ds+ 1{q/2k <t
/2
k }
e−λq
/2
k
{
E
(1,Φδ
q
/2
k
)
0
{∫ U/2k
0
e−λs·
g(αδs, Φ
δ
s)ds
}
+ h(Φδ
q
/2
k
) + E
(1,Φδ
q
/2
k
)
0
{∫ U/2k
0
e−λsh(Φδs)dα
δ
on(s)
}}]
≤ E(0, φ)0
[∫ t/2k ∧q/2k
0
e−λsg(αδs, Φ
δ
s)ds+ 1{q/2k <t
/2
k }
e−λq
/2
k
{
h(Φδ
q
/2
k
)
+ vk(1, Φ
δ
q
/2
k
)
}]
+ /2
= (Jvk)(t
/2
k , q
/2
k , 0, φ) + /2
≤ (J0vk)(0, φ) + /2 + /2
= vk+1(0, φ) + 
In order to prove the opposite inequality i.e., Vn(α, φ) ≥ vn(α, φ), n ∈ N
we proceed by defining some notations and use induction arguments to establish
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the inequality. Yn(τ, δ) = total risk of (τ, δ) if the problem is automatically
terminated at the nth non terminating event.
Yn(τ, δ) =
∫ τ∧ρn
0
e−λsg(αδs, Φ
δ
s)ds+
∫ τ∧ρn
0
e−λsh(Φδs)dα
δ
on(s)
We would like to show,
E(1, φ)0 [Yn(τ, δ)] ≥ vn(1, φ), (τ, δ) ∈M. (B.3)
Alternatively we could prove the following inequality for k = 1, · · · , n+ 1,
E(1, φ)0 [Yn(τ, δ)] ≥ E(1, φ)0 [Yn−k+1(τ, δ) +NTk−1] =: RHSk−1 (B.4)
where,
NTk−1 := 1{τ≥ρn−k+1}e
−λρn−k+1vk−1(αδρn−k+1 , Φ
δ
ρn−k+1) (B.5)
βn−k+1=2m := {σ1, τ2, σ2, · · · , τm, σm, T2, T4, · · · , T2m} .
As defined earlier ρn−k+1 is the last non-terminating event that occurs in a par-
ticular realization of the problem when we are allowed to wait until atmost the
(n − k + 1)st non-terminating event. Let βn−k+1 be the set of all possible non-
terminating events that could occur at the (n−k+1)st stage if we are to wait until
the (n− k + 1)st non-terminating event. We consider the cases when (n− k + 1)
is odd and even separately. Let us also define the following function,
Λn−k(ρn−k) =

τi+1, if ρn−k = σi, i = 1, · · · , m
σi ∧ T(n−k)−(2i−3), if ρn−k = τi, i = 2, · · · , m
Ti+1 ∧ σn−k−i
2
, if ρn−k = Ti, i = 1, 3, · · · , 2m− 1

(B.6){
Note in the above equation: n− k = 2m− 1.
}
The function Λx(·) maps the current non-terminating event to the immediate
next one when our problem runs at most until the xth non-terminating event.
Thus we could also see that Λn−k(ρn−k) = ρn−k+1. In (B.4), the base case when
k = 1 holds as an equality. We assume (B.4) holds for k − 1 and would now like
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to show it also holds for k. We achieve our objective (B.3) when k = n+1. Using
the above definitions we could rewrite RHSk−1 as follows,
RHSk−1
= E(1, φ)0 [Yn−k+1(τ, δ) +NTk−1]
= E(1, φ)0
[
Yn−k(τ, δ) +
( m∑
i=1
1{ρn−k=τi} +
2m−1∑
i=1
1{ρn−k=Ti} +
m∑
i=1
1{ρn−k=σi}
)
·
1{τ≥ρn−k}
{∫ τ∧ρn−k+1
ρn−k
e−λs · g(αδs, Φδs)ds+
∫ τ∧ρn−k+1
ρn−k
e−λsh(Φδs)dα
δ
on(s)
}
+
( m∑
i=1
1{ρn−k=τi}
+
2m−1∑
i=1
1{ρn−k=Ti} +
m∑
i=1
1{ρn−k=σi}
)
NTk−1
]
= E(1, φ)0
[
Yn−k(τ, δ)
+
m∑
i=1
1{ρn−k=τi}
(
1{τ≥ρn−k}
{∫ τ∧ρn−k+1
ρn−k
e−λsg(αδs, Φ
δ
s)ds+
∫ τ∧ρn−k+1
ρn−k
e−λs·
h(Φδs)dα
δ
on(s)
}
+NTk−1
)
+
2m−1∑
i=1
1{ρn−k=Ti}
(
1{τ≥ρn−k}
{∫ τ∧ρn−k+1
ρn−k
e−λsg(αδs, Φ
δ
s)ds+
∫ τ∧ρn−k+1
ρn−k
e−λs·
h(Φδs)dα
δ
on(s)
}
+NTk−1
)
+
m∑
i=1
1{ρn−k=σi}
(
1{τ≥ρn−k}
{∫ τ∧ρn−k+1
ρn−k
e−λsg(αδs, Φ
δ
s)ds+
∫ τ∧ρn−k+1
ρn−k
e−λs·
h(Φδs)dα
δ
on(s)
}
+NTk−1
)]
 In the last equation we denote the first, second and the thirdsummation by r.v.’s A, B and C, respectively.

We would show that E(1, φ)0 [A+B+C] ≥ E(1, φ)0
[
1{τ≥ρn−k}e
−λρn−kvk(αδρn−k , Φ
δ
ρn−k)
]
.
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Case (i). On the event {ρn−k = τi}.
E(1, φ)0 [A]
= E(1, φ)0
[
m∑
i=1
1{ρn−k=τi}
(
1{τ≥ρn−k}
{∫ τ∧ρn−k+1
ρn−k
e−λsg(αδs, Φ
δ
s)ds
+
∫ τ∧ρn−k+1
ρn−k
e−λsh(Φδs)dα
δ
on(s)
}
+NTk−1
)]
=
m∑
i=1
E(1, φ)0
[
1{τi<σi∧Tn−k−(2i−3)}
(
1{τ≥τi}
{∫ τ∧Λn−k(τi)
τi
e−λsg(αδs, Φ
δ
s)ds
}
+NTk−1
)]
=
m∑
i=1
E(1, φ)0
[
1{τi<σi∧Tn−k−(2i−3)}
(
1{τ≥τi}
{∫ τ∧σi∧T(n−k)−(2i−3)
τi
e−λsg(αδs, Φ
δ
s)ds
}
+NTk−1
)]
(B.7)
The reason we do not have a 1{τi<τ}e
−λτih(Φδτi) term is because the definition of
Yn−k(τ, δ) includes all but the cost to go. Using (B.5) and ρn−k+1 = Λn−k(ρn−k) =
Λn−k(τi) = σi ∧ T(n−k)−(2i−3) we can write out NTk−1 as,
NTk−1
= 1{τ≥ρn−k+1}e
−λρn−k+1vk−1(αδρn−k+1 , Φ
δ
ρn−k+1)
= 1{σi≤τ∧T(n−k)−(2i−3)}e
−λσivk−1(0, Φδσi) + 1{T(n−k)−(2i−3)≤τ∧σi}e
−λT(n−k)−(2i−3)·
vk−1(1, ΦδT(n−k)−(2i−3))
Putting it back in (B.7) we get,
=
m∑
i=1
E(1, φ)0
[
1{τi<σi∧Tn−k−(2i−3)}
(
1{τ≥τi}
{∫ τ∧σi∧T(n−k)−(2i−3)
τi
e−λsg(αδs, Φ
δ
s)ds
}
+ 1{σi≤τ∧T(n−k)−(2i−3)}e
−λσivk−1(0, Φδσi) + 1{T(n−k)−(2i−3)≤τ∧σi}e
−λT(n−k)−(2i−3)·
vk−1
(
1, ΦδT(n−k)−(2i−3)
))]
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Also, 1{σi≤τ∧T(n−k)−(2i−3)} = 1{τ≥τi} · 1{σi≤τ∧T(n−k)−(2i−3)} and 1{T(n−k)−(2i−3)≤τ∧σi} =
1{τ≥τi} · 1{T(n−k)−(2i−3)≤τ∧σi} since τi < T(n−k)−(2i−3) ∧ σi which follows from (B.6).
Therefore we can factor out 1{τi≤τ} from last three terms as follows,
=
m∑
i=1
E(1, φ)0
[
1{τi<σi∧Tn−k−(2i−3)} · 1{τ≥τi}
{∫ τ∧σi∧T(n−k)−(2i−3)
τi
e−λsg(αδs, Φ
δ
s)ds
+ 1{σi≤τ∧T(n−k)−(2i−3)}e
−λσivk−1(0, Φδσi) + 1{T(n−k)−(2i−3)≤τ∧σi}e
−λT(n−k)−(2i−3)
vk−1(1, ΦδT(n−k)−(2i−3))
}]
(B.8)
By Lemma B.1.1, there are F δτi -measurable random variables x, y such that
τ ∧ σi ∧ T(n−k)−(2i−3) = (τi + x) ∧ (τi + y) ∧ T(n−k)−(2i−3) P0− a.s. on the event
{τ ≥ τi}. Also note that T(n−k)−(2i−3) − τi d= T1. Making these substitutions into
(B.8) gives us,
=
m∑
i=1
E(1, φ)0
[
E(1, φ)0
{
1{τi<σi∧Tn−k−(2i−3)} · 1{τ≥τi}
(∫ (τi+x)∧(τi+y)∧T(n−k)−(2i−3)
τi
e−λs·
g(αδs, Φ
δ
s)ds+ 1{(τi+y)≤(τi+x)∧T(n−k)−(2i−3)}e
−λ(τi+y)vk−1(0, Φδσi)
+ 1{T(n−k)−(2i−3)≤(τi+x)∧(τi+y)}e
−λT(n−k)−(2i−3)vk−1(1, ΦδT(n−k)−(2i−3))
)∣∣∣∣F δτi
}]
=
m∑
i=1
E(1, φ)0
[
1{τi<σi∧Tn−k−(2i−3)} · 1{τ≥τi}E(1, φ)0
{∫ (τi+x)∧(τi+y)∧T(n−k)−(2i−3)
τi
e−λs·
g(αδs, Φ
δ
s)ds+ 1{y≤x∧(T(n−k)−(2i−3)−τi)}e
−λ(τi+y)vk−1(0, Φδσi)
+ 1{(T(n−k)−(2i−3)−τi)≤x∧y}e
−λT(n−k)−(2i−3)vk−1(1, ΦδT(n−k)−(2i−3))
∣∣∣∣F δτi}
]
=
m∑
i=1
E(1, φ)0
[
1{τi<σi∧Tn−k−(2i−3)} · 1{τ≥τi}e−λτiE
(1,Φδτi )
0
{∫ x∧y∧(T(n−k)−(2i−3)−τi)
0
e−λs·
g(αδs, Φ
δ
s)ds+ 1{y≤x∧(T(n−k)−(2i−3)−τi)}e
−λyvk−1(0, Φδy)
+ 1{(T(n−k)−(2i−3)−τi)≤x∧y}e
−λ(T(n−k)−(2i−3)−τi)vk−1(1, Φδ(T(n−k)−(2i−3)−τi))
}]
=
m∑
i=1
E(1, φ)0
[
1{τi<σi∧Tn−k−(2i−3)} · 1{τ≥τi}e−λτiE
(1,Φδτi )
0
{∫ x∧y∧T1
0
e−λsg(αδs, Φ
δ
s)ds
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+ 1{y≤x∧T1}e
−λyvk−1(0, Φδy) + 1{T1≤x∧y}e
−λT1vk−1(1, ΦδT1)
}]
=
m∑
i=1
E(1, φ)0
[
1{τi<σi∧Tn−k−(2i−3)} · 1{τ≥τi}e−λτi(Jvk−1)(x, y, 1, Φδτi)
]
≥
m∑
i=1
E(1, φ)0
[
1{τi<σi∧Tn−k−(2i−3)} · 1{τ≥τi}e−λτivk(1, Φδτi)
]
= E(1, φ)0
[
m∑
i=1
1{ρn−k=τi} · 1{τ≥ρn−k}e−λρn−kvk(αδρn−k , Φδρn−k)
]
.
 since we are working on the event{ρn−k = τi} in this part.

Case (ii) & (iii). Case (ii) on the event {ρn−k = Ti}, calculations are very
identical to case (i) since next possible non-terminating event is Ti+1∧σn−k−i
2
i.e.,
a new arrival or we stop the observation control. The case (iii) when ρn−k = σi
looks a little different and we present the proof for that here. Using the above
notations we have,
E(1, φ)0 [B]
= E(1, φ)0
[
m∑
i=1
1{ρn−k=σi}
(
1{τ≥σi}
{∫ τ∧ρn−k+1
σi
e−λsg(αδs, Φ
δ
s)ds+
∫ τ∧ρn−k+1
σi
e−λs·
h(Φδs)dα
δ
on(s)
}
+NTk−1
)]
=
m∑
i=1
E(1, φ)0
[
1{ρn−k=σi}
(
1{τ≥σi}
{∫ τ∧τi+1
σi
e−λsg(αδs, Φ
δ
s)ds+ 1{τi+1<τ}e
−λτi+1·
h(Φδτi+1)
}
+NTk−1
)]
(B.9)
Using (B.5) and ρn−k+1 = Λn−k(ρn−k) = Λn−k(σi) = τi+1 we can write out NTk−1
as,
NTk−1 = 1{τ≥ρn−k+1}e
−λρn−k+1vk−1(αδρn−k+1 , Φ
δ
ρn−k+1) = 1{τ≥τi+1}e
−λτi+1·
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vk−1(αδτi+1 , Φ
δ
τi+1
)
Putting it back in (B.9) we get,
=
m∑
i=1
E(1, φ)0
[
1{σi<τi+1∧Tn−k−2(i−1)}
(
1{τ≥σi}
{∫ τ∧τi+1
σi
e−λsg(αδs, Φ
δ
s)ds
+ 1{τi+1<τ}e
−λτi+1h(Φδτi+1)
}
+ 1{τ≥τi+1}e
−λτi+1vk−1(αδτi+1 , Φ
δ
τi+1
)
)]
=
m∑
i=1
E(1, φ)0
[
1{σi<τi+1∧Tn−k−2(i−1)} · 1{τ≥σi}
{∫ τ∧τi+1
σi
e−λsg(αδs, Φ
δ
s)ds
+ 1{τi+1<τ}e
−λτi+1h(Φδτi+1) + 1{τ≥τi+1}e
−λτi+1vk−1(αδτi+1 , Φ
δ
τi+1
)
}]
=
m∑
i=1
E(1, φ)0
[
1{σi<τi+1∧Tn−k−2(i−1)} · 1{τ≥σi}
{∫ τ∧τi+1
σi
e−λsg(αδs, Φ
δ
s)ds
+ 1{τi+1<τ}e
−λτi+1
(
h(Φδτi+1) + vk−1(α
δ
τi+1
, Φδτi+1)
)}]
(B.10)
By Lemma B.1.1, there are F δσi -measurable random variables x, y such that
τ ∧ τi+1 = (σi + x) ∧ (σi + y) P0− a.s. on the event {τ ≥ σi}. Making these
substitutions into (B.10) gives us,
=
m∑
i=1
E(1, φ)0
[
E(1, φ)0
{
1{σi<τi+1∧Tn−k−2(i−1)} · 1{τ≥σi}
(∫ (σi+x)∧(σi+y)
σi
e−λs·
g(αδs, Φ
δ
s)ds+ 1{y<x}e
−λ(σi+y) (h(Φδ(σi+y)) + vk−1(1, Φδ(σi+y)))
)∣∣∣∣∣F δσi
}]
=
m∑
i=1
E(1, φ)0
[
1{σi<τi+1∧Tn−k−2(i−1)} · 1{τ≥σi}e−λσiE
(0,Φδσi )
0
{∫ x∧y
0
e−λsg(αδs, Φ
δ
s)ds
+ 1{y<x}e−λy
(
h(Φδy) + vk−1(1, Φ
δ
y)
) ∣∣∣F δσi}
]
=
m∑
i=1
E(1, φ)0
[
1{σi<τi+1∧Tn−k−2(i−1)} · 1{τ≥σi}e−λσi(Jvk−1)(x, y, 0, Φδσi)
]
≥ E(1, φ)0
[
m∑
i=1
1{ρn−k=σi} · 1{τ≥ρn−k}e−λρn−kvk(αδρn−k , Φδρn−k)
]
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Upon combining the inequalities obtained in cases (i), (ii) and (iii), we get
RHSk−1 ≥ RHSk. This ends our proof for the case when (n− k+ 1) is even and
τ1 = 0. The proof for the case when (n− k+ 1) is odd and τ1 = 0 follows similar
arguments. However, βn−k+1 and Λn−k(ρn−k) have a different definition which we
present here. βn−k+1=2m−1 := {σ1, τ2, σ2, · · · , τm, σm, T1, T3, · · · , T2m−1}.
Λn−k(ρn−k) =

τi+1, if ρn−k = σi, i = 1, · · · , m− 1
σi ∧ T(n−k)−(2i−2), if ρn−k = τi, i = 2, · · · , m
Ti+1 ∧ σn−k−i+2
2
, if ρn−k = Ti, i = 2, 4, · · · , 2(m− 1)

{
Note in the above equation: n− k = 2(m− 1).
}
B.2 Proof of Lemma 6.1.10
Proof. Let us first check the second part of the lemma as follows,
(J0w1)(α, φ)
=

inf(τ, σ1)∈M E0
[∫ τ∧σ1∧T1
0
e−λsg(αδs,Φ
δ
s)ds+ 1{σ1<τ∧T1}e
−λσ1w1(0,Φδσ1)
+1{T1<σ1∧τ}e
−λT1w1(1,ΦδT1)
]
, when α = 1
inf(τ, τ1)∈M E0
[ ∫ τ∧τ1
0
e−λsg(αδs,Φ
δ
s)ds+ 1{τ1<τ}e
−λτ1
(
h(Φδτ1)
+w1(1,Φ
δ
τ1
)
)]
, when α = 0
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≤

inf(τ, σ1)∈M E0
[∫ τ∧σ1∧T1
0
e−λsg(αδs,Φ
δ
s)ds+ 1{σ1<τ∧T1}e
−λσ1w2(0,Φδσ1)
+1{T1<σ1∧τ}e
−λT1w2(1,ΦδT1)
]
, when α = 1
inf(τ, τ1)∈M E0
[ ∫ τ∧τ1
0
e−λsg(αδs,Φ
δ
s)ds+ 1{τ1<τ}e
−λτ1
(
h(Φδτ1)
+w2(1,Φ
δ
τ1
)
)]
, when α = 0
= (J0w2)(α, φ)
where we used (5.13), (5.14) and the domination principle of expectation. Moving
to the first part of (i), we have from (5.13), (7.3), (7.5) and (7.6) the following,
E0
[ ∫ t0∧s0∧T1
0
e−λsg(αδs,Φ
δ
s)ds+ 1{s0<τ∧T1}e
−λs0w(0,Φδs0) + 1{T1<s0∧t0}e
−λT1·
w(1,ΦδT1)
]
=
∫ t0∧s0
0
e−(λ+λ0)sg(1, x(s, φ))ds
+ 1{s0<t0}e
−(λ+λ0)s0w(0, x(s0, φ)) +
∫ s0∧t0
0
e−(λ0+λ)uw
(
1,
λ1
λ0
x(u, φ)
)
λ0du
≥
∫ t0∧s0
0
e−(λ+λ0)s
(−λ
c
− λ0 ‖w‖
)
ds− 1{s0<t0}e−(λ+λ0)s0 ‖w‖
=
(−λ
c
− λ0 ‖w‖
)(
1
λ+ λ0
)(
1− e−(λ+λ0)(t0∧s0))− 1{s0<t0}e−(λ+λ0)s0 ‖w‖ ,
(B.11)
where the first inequality follows since g(1, φ) ≥ b−λ
c
≥ −λ
c
from (5.11) and
‖w‖ := sup
α∈{0,1},
φ∈R+
|w(α, φ)| < ∞ therefore, −‖w‖ ≤ w(·, ·) ≤ ‖w‖. Taking the
infimum over t0, s0 ∈ R+ on both sides of the inequality (B.11), the inequality is
still preserved and the L.H.S. is nothing but (J0w) (1, φ) (from 7.1).
(J0w) (1, φ) ≥ inf
t0, s0∈R+
−
(
λ
c
+ λ0 ‖w‖
)(
1
λ+ λ0
)(
1− e−(λ+λ0)(t0∧s0))
− 1{s0<t0}e−(λ+λ0)s0 ‖w‖
= min {HS1 , HS2} .
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The infimum on the R.H.S. of the above inequality can be regarded as the
minimum of the infimums of the same objective function over two disjoint sets
S1 =
{
(t0, s0) ∈ R+ × R+ : t0 ≤ s0
}
and S2 =
{
(t0, s0) ∈ R+ × R+ : t0 > s0}.
HS1 and HS2 can be found as follows,
HS1
= inf
(t0, s0)∈S1
{
−
(
λ
c
+ λ0 ‖w‖
)(
1
λ+ λ0
)(
1− e−(λ+λ0)t0)}
= −
(
λ
c
+ λ0 ‖w‖
)(
1
λ+ λ0
)
+ inf
t0∈R+
{(
λ
c
+ λ0 ‖w‖
)(
1
λ+ λ0
)
e−(λ+λ0)t0
}
= −
(
λ
c
+ λ0 ‖w‖
)(
1
λ+ λ0
)
(B.12)
HS2
= inf
(t0, s0)∈S2
{
−
(
λ
c
+ λ0 ‖w‖
)(
1
λ+ λ0
)(
1− e−(λ+λ0)s0)− e−(λ+λ0)s0 ‖w‖}
= −
(
λ
c
+ λ0 ‖w‖
)(
1
λ+ λ0
)
+ inf
s0∈R+
{
e−(λ+λ0)s0
[(
λ
c
+ λ0 ‖w‖
)(
1
λ+ λ0
)
− ‖w‖
]}
= −
(
λ
c
+ λ0 ‖w‖
)(
1
λ+ λ0
)
+ inf
s0∈R+
{
e−(λ+λ0)s0
[(
1
c
− ‖w‖
)(
λ
λ+ λ0
)]}
=
−
(
λ
c
+ λ0 ‖w‖
) (
1
λ+λ0
)
, if 1
c
≥ ‖w‖
− (λ
c
+ λ0 ‖w‖
) (
1
λ+λ0
)
+
(
1
c
− ‖w‖) ( λ
λ+λ0
)
, if 1
c
< ‖w‖
=
−
(
λ
c
+ λ0 ‖w‖
) (
1
λ+λ0
)
, if 1
c
≥ ‖w‖
−‖w‖ , if 1
c
< ‖w‖ .
(B.13)
From (B.12) and (B.13), we can note that min {HS1 , HS2} = HS2 . Hence,
(J0w)(1, φ) ≥ HS2 , (using (B.13))
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Similarly in order to compute the lower bound on (J0w)(0, φ) we start with,∫ t0∧r0
0
e−λsg(αδs,Φ
δ
s)ds+ 1{r0<t0}e
−λr0 (h(Φδr0) + w(1,Φδr0))
≥
∫ t0∧r0
0
e−λs
(−λ
c
)
ds+ 1{r0<t0}e
−λr0
(a
c
− ‖w‖
)
where the inequality follows since g(0, φ) ≥ −λ
c
from (5.11) and h(φ) ≥ a
c
from
(5.12). Taking the infimum over t0, r0 ∈ R+ on both sides of the inequality, the
inequality is still preserved and the L.H.S. is nothing but (J0w) (0, φ) (from 7.8).
(J0w) (0, φ)
≥ inf
t0, r0∈R+
{∫ t0∧r0
0
e−λs
(−λ
c
)
ds+ 1{r0<t0}e
−λr0
(a
c
− ‖w‖
)}
= inf
t0, r0∈R+
{(−λ
c
)(
1
λ
)(
1− e−λ(t0∧r0))+ 1{r0<t0}e−λr0 (ac − ‖w‖)
}
= inf
t0, r0∈R+
{(−1
c
)(
1− e−λ(t0∧r0))+ 1{r0<t0}e−λr0 (ac − ‖w‖)
}
= min {GR1 , GR2} .
where R1 =
{
(t0, r0) ∈ R+ × R+ : t0 ≤ r0
}
and R2 = {(t0, r0) ∈ R+ × R+ : t0
> r0}. GR1 and GR2 can be found as follows,
GR1 = inf
(t0, r0)∈R1
{(−1
c
)(
1− e−λt0)} = inf
t0∈R+
{(−1
c
)(
1− e−λt0)} = −1
c
.
(B.14)
GR2 = inf
(t0, r0)∈R2
{(−1
c
)(
1− e−λr0)+ e−λr0 (a
c
− ‖w‖
)}
= inf
r0∈R+
{(−1
c
)(
1− e−λr0)+ e−λr0 (a
c
− ‖w‖
)}
=
−1
c
+ inf
r0∈R+
{
e−λr0
(
1 + a
c
− ‖w‖
)}
=
−1c , if 1+ac ≥ ‖w‖−1
c
+
(
1+a
c
− ‖w‖) , if 1+a
c
< ‖w‖
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=
−1c , if 1+ac ≥ ‖w‖a
c
− ‖w‖ , if 1+a
c
< ‖w‖ .
(B.15)
From (B.14) and (B.15), we can note that min {GR1 , GR2} = GR2 . Hence,
(J0w)(0, φ) ≥ GR2 , (using (B.15)) .
We can finally conclude that (from (B.2), (B.2))
(J0w) (·, ·) ≥ min {HS2 , GR2} = K > −∞
B.3 Proof of Proposition 8.2.1
Proof. We first consider the case when τ1 = 0. Let u1, u2 ≥ t > 0. We have from
earlier definitions that,
(Jw)(u1, u2, 1, φ) = E(1, φ)0
[∫ u1∧u2∧T1
0
e−λsg(αδs, Φ
δ
s) ds+ 1{u2<u1∧T1}e
−λu2
w(0, Φδu2) + 1{T1<u1∧u2}e
−λT1w(1, ΦδT1)
]
Let us consider two cases: one in which we have u1 ∧ u2 = u1 and the other
u1 ∧ u2 = u2. It turns out that the result does not change with the two cases. So
the display becomes,
E(1, φ)0
[∫ u1∧T1
0
e−λsg(αδs, Φ
δ
s) ds+ 1{T1<u1}e
−λT1w(1, ΦδT1)
]
= E(1, φ)0
[(∫ t∧T1
0
+1{T1>t}
∫ u1∧T1
t
)
e−λsg(αδs, Φ
δ
s) ds+ 1{T1<u1}e
−λT1w(1, ΦδT1)
]
= E(1, φ)0
[∫ t∧T1
0
e−λsg(αδs, Φ
δ
s) ds+ 1{T1<u1}e
−λT1w(1, ΦδT1)
]
+ E(1, φ)0
[
1{T1>t}
∫ u1∧T1
t
e−λsg(αδs, Φ
δ
s) ds
]
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On the event {T1 > t} we have u1 ∧ T1 = (t + (u1 − t)) ∧ (t + T1 ◦ θt) =
t+ ((u1 − t) ∧ T1 ◦ θt). Therefore we have
= · · ·+ E(1, φ)0
[
1{T1>t}
∫ t+((u1−t)∧T1◦θt)
t
e−λsg(αδs, Φ
δ
s) ds
]
= · · ·+ E(1, φ)0
[
E(1, φ)0
{
1{T1>t}
∫ t+((u1−t)∧T1◦θt)
t
e−λsg(αδs, Φ
δ
s) ds
∣∣∣F δt
}]
= · · ·+ E(1, φ)0
[
1{T1>t}E
(1, φ)
0
{(∫ t+((u1−t)∧T1)
t
e−λsg(αδs−t, Φ
δ
s−t) ds
)
◦ θt
∣∣∣F δt
}]
= · · ·+ E(1, φ)0
[
1{T1>t}E
(1,Φδt )
0
{∫ t+((u1−t)∧T1)
t
e−λsg(αδs−t, Φ
δ
s−t) ds
}]
= · · ·+ E(1, φ)0
[
1{T1>t}e
−λtE(1,Φ
δ
t )
0
{∫ ((u1−t)∧T1)
0
e−λsg(αδs, Φ
δ
s) ds
}]
= · · ·+ E(1, φ)0
[
1{T1>t}e
−λt
(
E(1,Φ
δ
t )
0
{∫ ((u1−t)∧T1)
0
e−λsg(αδs, Φ
δ
s) ds
+ 1{T1<u1−t}e
−λT1w(1, ΦδT1)
}
− E(1,Φδt )0
{
1{T1<u1−t}e
−λT1w(1, ΦδT1)
})]
= · · ·+ E(1, φ)0
[
1{T1>t}e
−λt
(
(Jw)(u1 − t, u2 − t, 1, Φδt )
− E(1,Φδt )0
{
1{T1<u1−t}e
−λT1w(1, ΦδT1)
})]
= · · ·+ E(1, φ)0
[
1{T1>t} e
−λt(Jw)(u1 − t, u2 − t, 1, x(t, φ))︸ ︷︷ ︸
is deterministic
]
− E(1, φ)0
[
1{T1>t}e
−λtE(1, x(t, φ))0
{
1{T1<u1−t}e
−λT1w(1, ΦδT1)
}]
= · · ·+ e−(λ+λ0)t(Jw)(u1 − t, u2 − t, 1, x(t, φ))
− E(1, φ)0
[
1{T1>t}e
−λtE(1,Φ
δ
t )
0
{
1{T1<u1−t}e
−λT1w(1, ΦδT1)
}]
(B.16)
We could simplify the expectation inside the last term as follows
1{T1>t}e
−λtE(1,Φ
δ
t )
0
{
1{T1<u1−t}e
−λT1w(1, ΦδT1)
}
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= 1{T1>t}E
(1,Φδt )
0
{
1{T1+t<u1}e
−λ(T1+t)w(1, ΦδT1)
}
= 1{T1>t}E
(1, φ)
0
{(
1{T1+t<u1}e
−λ(T1+t)w(1, ΦδT1)
) ◦ θt∣∣∣∣F δt}
= 1{T1>t}E
(1, φ)
0
{
1{T1◦θt+t<u1}e
−λ(T1◦θt+t)w(1, ΦδT1 ◦ θt)
∣∣∣∣F δt}
= 1{T1>t}E
(1, φ)
0
{
1{T1<u1}e
−λT1w(1, ΦδT1)
∣∣∣∣F δt}
because we have T1 = t+ T1 ◦ θt and ΦδT1 ◦ θt = ΦδT1 on {T1 > t}. Putting it back
into (B.16) we have,
= · · ·+ e−(λ+λ0)t(Jw)(u1 − t, u2 − t, 1, x(t, φ))
− E(1, φ)0
[
1{T1>t}e
−λtE(1, φ)0
{
1{T1<u1}e
−λT1w(1, ΦδT1)
∣∣∣∣F δt}
]
= · · ·+ e−(λ+λ0)t(Jw)(u1 − t, u2 − t, 1, x(t, φ))
− E(1, φ)0
[
1{T1>t}1{T1<u1}e
−λT1w(1, ΦδT1)
]
= E(1, φ)0
[∫ t∧T1
0
e−λsg(αδs, Φ
δ
s) ds+ 1{T1<u1}e
−λT1w(1, ΦδT1)
]
+ e−(λ+λ0)t(Jw)(u1 − t, u2 − t, 1, x(t, φ))− E(1, φ)0
[
1{T1>t}1{T1<u1}e
−λT1·
w(1, ΦδT1)
]
= E(1, φ)0
[∫ t∧T1
0
e−λsg(αδs, Φ
δ
s) ds+ 1{T1≤t}e
−λT1w(1, ΦδT1)
]
+ e−(λ+λ0)t(Jw)(u1 − t, u2 − t, 1, x(t, φ))
= (Jw)(t, t+ s, 1, φ) + e−(λ+λ0)t(Jw)(u1 − t, u2 − t, 1, x(t, φ)).
Taking infimum on both sides over u1, u2 such that u1 ∧ u2 > t gives us the
required result and s is any positive constant.
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B.4 Proof of Proposition 8.2.6
Proof. Let u1, u2 ≥ t > 0. We have,
(Jw)(u1, u2, 0, φ) = E(0, φ)0
[∫ u1∧u2
0
e−λsg(αδs, Φ
δ
s) ds+ 1{u2<u1}e
−λu2
(
h(Φδu2)
+w(1, Φδu2)
)]
Let us consider the case u1 ∧ u2 = u2 ≥ t > 0. The proof for the other case is
identical.
= E(0, φ)0
[∫ u2
0
e−λsg(αδs, Φ
δ
s) ds+ e
−λu2
(
h(Φδu2) + w(1, Φ
δ
u2
)
)]
= E(0, φ)0
[(∫ t
0
+
∫ u2
t
)
e−λsg(αδs, Φ
δ
s) ds+ e
−λu2
(
h(Φδu2) + w(1, Φ
δ
u2
)
)]
= E(0, φ)0
[∫ t
0
e−λsg(αδs, Φ
δ
s) ds
]
+ E(0, φ)0
[∫ u2
t
e−λsg(αδs, Φ
δ
s) ds+ e
−λu2
(
h(Φδu2) + w(1, Φ
δ
u2
)
)]
= · · ·+ E(0, φ)0
[
E(0, φ)0
{∫ u2−t
0
e−λ(s+t)g(αδs+t, Φ
δ
s+t) ds+ e
−λu2
(
h(Φδu2−t ◦ θt)
+ w(1, Φδu2−t ◦ θt)
)∣∣∣∣F δt}
]
= · · ·+ E(0, φ)0
[
E(0, φ)0
{(∫ u2−t
0
e−λ(s+t)g(αδs, Φ
δ
s) ds+ e
−λu2
(
h(Φδu2−t)
+ w(1, Φδu2−t)
))
◦ θt
∣∣∣∣F δt}
]
= · · ·+ E(0, φ)0
[
e−λtE(0, φ)0
{(∫ u2−t
0
e−λsg(αδs, Φ
δ
s) ds+ e
−λ(u2−t)
(
h(Φδu2−t)
+ w(1, Φδu2−t)
))
◦ θt
∣∣∣∣F δt}
]
= · · ·+ E(0, φ)0
[
e−λtE(0,Φ
δ
t )
0
{∫ u2−t
0
e−λsg(αδs, Φ
δ
s) ds+ e
−λ(u2−t)
(
h(Φδu2−t)
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+ w(1, Φδu2−t)
)}]
= E(0, φ)0
[∫ t
0
e−λsg(αδs, Φ
δ
s) ds
]
+ E(0, φ)0
[
e−λt(Jw)(u1 − t, u2 − t, 0, y(t, φ))
]
= (Jw)(t, t+ q, 0, φ) + e−λt(Jw)(u1 − t, u2 − t, 0, y(t, φ))
and (8.1) follows by taking infimum on both sides of the last equation over u1 ∧
u2 ≥ t and q is any positive constant.
Appendix C
Code
We present here the codes (written in Matlab) for the case when â < 0. The
case when a equal to or less than zero have similar routines. Following is a brief
description of the routines used:
constant_1.m: File to which we supply the constant values λ, λ0, λ1, a, b, c.
of().m: Contains the operator J0(·, ·)(5.13 - 5.14), and calls the routines J11.m
and J12.m in order to solve the deterministic optimization problem in (7.6);
and calls the routine J01.m to solve the deterministic optimization problem
in (7.13).
J11.m: This routine computes the function w(0, x(s0, φ)), needed for J0(1, ·),
using linear interpolation.
J12.m: Computes
∫ s0∧t0
0
e−(λ0+λ)u · w
(
1, λ1
λ0
x(u, φ)
)
λ0du, needed for J0(1, ·),
using linear interpolation and computes the integral using quadrature tech-
niques (provided as quad.m in Matlab).
J01.m: Computes w
(
1, (1 + φ)eλr0 − 1) needed for J0(0, ·), using linear inter-
polation.
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Note: the symbol ∆ in the following code can be replaced with any variable name.
1 function [∆ lambda lambda 0 c lambda 1 a b ahat phi d ...
2 a 1 xi UL] = constant 1()
3 ∆ = 0.5;
4
5 lambda = 1;
6 lambda 0 = 3;
7 c = 0.1;
8 lambda 1 = 2*lambda 0;
9 a = 0;
10 b = 0.01;
11
12 ahat = lambda − (lambda 1−lambda 0);
13 phi d = −lambda/ahat;
14 a 1 = 1/(lambda+lambda 0)*(phi d + b/c*(1+phi d) − lambda/c);
15 if (lambda +lambda 0)/c > ((lambda +lambda 0)/c ...
−phi d)*(lambda 1/(lambda+lambda 0)) +phi d
16 xi = (lambda +lambda 0)/c;
17 else
18 xi = ((lambda +lambda 0)/c ...
−phi d)*(lambda 1/(lambda+lambda 0)) +phi d;
19 end
20 UL = round(xi)+1;
21 end
1 function [fval fval 0 k] = of()
2 [∆ lambda lambda 0 c lambda 1 a b ahat phi d a 1 xi UL] = ...
constant 1();
3 k = 1;
4 error =100;
5
6 options = optimset('LargeScale','off');
7
8 % ,'Algorithm','sqp'// ,'Algorithm','active−set' //
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9 %,'Algorithm','trust−region−reflective'(default)// ...
,'Algorithm','interior−point'
10
11 % % computing v1 0 and v1 1.
12
13 problem1 = ...
createOptimProblem('fmincon','objective',@objfun,'x0',0,...
14 'lb',0,'ub',3,'options',options);
15 ms1 = MultiStart;
16
17 problem2 = ...
createOptimProblem('fmincon','objective',@objfun 0,'x0',0,...
18 'lb',0,'ub',3,'options',options);
19 ms2 = MultiStart;
20
21 problem3 = ...
createOptimProblem('fmincon','objective',@objfun 1,'x0',0,...
22 'lb',0,'ub',3,'options',options);
23 ms3 = MultiStart;
24
25
26 for jj =0:0.5:UL
27 [x,fval(fix(jj/∆ +1),k)] = run(ms1,problem1,3);
28 [x,fval 0(fix(jj/∆ +1),k)] = run(ms2,problem2,3);
29 end
30
31 % % computing v2 0, v2 1 and the others.
32 k = 2;
33 while error >0.01
34 fun phi = fval(:,k−1);
35 fun phi 0 = fval 0(:,k−1);
36 for jj =0:0.5:UL
37 [x,fval(fix(jj/∆ +1),k)] = run(ms1,problem1,3);
38 [x,uu] = run(ms2,problem2,3);
39 if a > 1/(1+jj)
40 fval 0(fix(jj/∆ +1),k) = uu;
41 else
42 [x,uu 0] = run(ms3,problem3,3);
43 val 0 = [uu uu 0];
44 fval 0(fix(jj/∆ +1),k) = min(val 0);
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45 end
46 end
47 for pp = 0:0.5:UL
48 Diff(fix(pp/∆ +1)) = abs(fval(fix(pp/∆ +1),k) − ...
fval(fix(pp/∆ +1),k−1));
49 Diff 0(fix(pp/∆ +1)) = abs(fval 0(fix(pp/∆ +1),k) − ...
fval 0(fix(pp/∆ +1),k−1));
50 end
51 error 1 = max(Diff);
52 error 0 = max(Diff 0);
53 error = max([error 0 error 1])
54 k = k+1;
55 end
56 save v1.dat fval −ascii;
57 save v2.dat fval 0 −ascii;
58 %−−−−−−−−−−−−−−−−−−−−−−−−−−
59 function f = objfun(x)
60 phi = jj;
61 if k>1
62 f = a 1 *(1−exp(−(lambda +lambda 0)*x)) ...
+(phi−phi d)/lambda 1*(1+b/c)*(1− ...
exp(−lambda 1*x))+ ...
exp(−(lambda 0+lambda).*x)*J11(x,phi,...
63 fun phi 0) + lambda 0*J12(x,phi,fun phi);
64 return;
65 else
66 f = a 1 *(1−exp(−(lambda +lambda 0)*x)) + ...
(phi−phi d)/lambda 1 *(1+b/c) * (1− ...
exp(−lambda 1*x));
67 return;
68 end
69 end
70 %−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
71 function f = objfun 0(x)
72 phi0 = jj;
73 f = (1+phi0)*x − (1/lambda+1/c)*(1−exp(−lambda*x));
74 end
75 function f = objfun 1(x)
76 phi0 = jj;
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77 f = (1+phi0)*x − (1/lambda+1/c)*(1−exp(−lambda*x)) + ...
a/c*(1+ phi0)+ exp(−lambda*x)*J01(x,phi0,fun phi);
78 end
79 end
1 function [f] = J12(x,y,fun phi)
2 % note in our current scheme, we have that ahat <0. Note: ...
if it
3 % becomes greater or equal to 0, we need to change the ...
whole thing.
4 [∆ lambda lambda 0 c lambda 1 a b ahat phi d a 1 xi UL] = ...
constant 1();
5 phi 0 = y;
6 f = 0;
7 if x == 0
8 return;
9 end
10 % case where phi 0 > phi d
11 if phi 0>phi d % then the integral goes from 0 −>
12 % first determine where lower boundary point falls.
13 f =0;
14 low bound = UL;
15 upp bound = UL;
16 for ii = 0:∆:UL
17 if lambda 1/lambda 0*phi 0 < ii
18 low bound = ii−∆;
19 break;
20 end
21 end
22 % then determine where upper boundary point falls.
23 for ii = 0:∆:UL
24 if lambda 1/lambda 0*(phi d + (phi 0 − ...
phi d)*exp(ahat*x)) < ii
25 upp bound = ii;
26 break;
27 end
28 end
29 if lambda 1/lambda 0*(phi d + (phi 0 − ...
phi d)*exp(ahat*x)) ≥ UL
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30 return
31 end
32 if low bound < upp bound
33 f = f + quad(@fun2, 0, x);
34 return;
35 end
36
37 net = 0;
38
39 for i 1 = low bound:−∆:upp bound+∆
40 if (lambda 0/lambda 1*(i 1−∆) −phi d) 6= 0
41 net = net + quad(@fun1, ...
1/ahat*log((lambda 0/lambda 1*i 1 −phi d ...
)/(phi 0−phi d)),1/ahat*log((lambda 0/...
42 lambda 1*(i 1−∆) −phi d )/(phi 0−phi d)));
43 else
44 % disp('BAD CASE1');
45 net = net + quad(@fun1, ...
1/ahat*log((lambda 0/lambda 1*i 1 −phi d ...
)/(phi 0−phi d)),x);
46 end
47 end
48
49 if low bound == upp bound && ...
(lambda 0/lambda 1*(upp bound−∆) −phi d) == 0
50 f = quad(@fun2, 0, x);
51 return;
52 else
53 % disp('BAD CASE');
54 if (lambda 0/lambda 1*low bound −phi d ...
)/(phi 0−phi d) == 1
55 vam 2 = 0;
56 else
57 if low bound == UL
58 low bound = low bound − ∆;
59 vam 2 = quad(@fun2, 0, ...
1/ahat*log((lambda 0/lambda 1*...
60 low bound −phi d )/(phi 0−phi d)));
61 else
APPENDIX C. CODE 85
62 vam 2 = quad(@fun2, 0, ...
1/ahat*log((lambda 0/lambda 1*...
63 low bound −phi d )/(phi 0−phi d)));
64 end
65 end
66 end
67
68 if lambda 0/lambda 1*upp bound −phi d == 0
69 vam 1 = 0;
70 else
71 vam 1 = quad(@fun3,1/ahat*log((lambda 0/lambda 1...
72 *upp bound −phi d )/(phi 0−phi d)), x);
73 end
74
75 f = net + vam 2 + vam 1;
76 return;
77 end
78
79 if phi 0 < phi d
80 upp bound 1 = UL;
81 low bound 1 = UL;
82 f =0;
83 % first determine where lower boundary point falls.
84 for ii = 0:∆:UL
85 if lambda 1/lambda 0*phi 0 < ii
86 low bound 1 = ii;
87 break;
88 end
89 end
90 if lambda 1/lambda 0*phi 0 ≥ UL
91 return;
92 end
93 % then determine where upper boundary point falls.
94 for ii = 0:∆:UL
95 if lambda 1/lambda 0*(phi d + (phi 0 − ...
phi d)*exp(ahat*x)) < ii
96 upp bound 1 = ii−∆;
97 break;
98 end
99 end
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100 net = 0;
101 if low bound 1 > upp bound 1
102 f = net + quad(@fun5, 0, x);
103 return;
104 end
105
106 for i 2 = low bound 1:∆:upp bound 1−∆
107 if lambda 0/lambda 1*(i 2+∆) −phi d 6= 0
108 net = net + quad(@fun4, ...
1/ahat*log((lambda 0/lambda 1*i 2 −phi d ...
)/(phi 0−phi d)),1/ahat*log((lambda 0/...
109 lambda 1*(i 2+∆) −phi d )/(phi 0−phi d)));
110 else
111 net = net + quad(@fun4, ...
1/ahat*log((lambda 0/lambda 1*i 2 −phi d ...
)/(phi 0−phi d)),x);
112 end
113 end
114
115 if low bound 1 == upp bound 1 && ...
(lambda 0/lambda 1*low bound 1 −phi d ) == 0
116 f = quad(@fun5, 0, x);
117 return;
118 else
119 vam 2 = quad(@fun5, 0, ...
1/ahat*log((lambda 0/lambda 1*low bound 1 ...
−phi d )/(phi 0−phi d)));
120 end
121
122 if upp bound 1 == UL | | ...
(lambda 0/lambda 1*upp bound 1 −phi d) == 0
123 vam 1 = 0;
124 else
125 vam 1 = quad(@fun6,1/ahat*log((lambda 0/lambda 1*...
126 upp bound 1 −phi d )/(phi 0−phi d)), x);
127 end
128 f = net + vam 2 + vam 1;
129 return;
130 end
131 % −−−−−−−−−−−−−−−−−−−−−−−>>>>>>>>>>>
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132
133 if phi 0 == phi d %case when phi = phi d, Careful.
134 f = 0;
135 for ii = 0:∆:UL
136 if lambda 1/lambda 0*phi d < ii
137 constant = fun phi(1/∆*ii + 1) + ...
(lambda 1/lambda 0*phi d − ...
ii)*(fun phi(1/∆*ii+1)−fun phi(1/∆*ii))*1/∆;
138 f = constant*1/(lambda + ...
lambda 0)*(1−exp(−(lambda +lambda 0)*x));
139 break;
140 end
141 end
142 return;
143 end
144
145
146 function g = fun1(t)
147 g = exp(−(lambda 0+ lambda).*t).*(fun phi(1/∆.*i 1 +1) + ...
(lambda 1/lambda 0.*(phi d + (phi 0 − ...
phi d).*exp(ahat.*t))− ...
i 1).*(fun phi(1/∆.*i 1+1)−fun phi(1/∆.*i 1))/∆);
148 end
149
150 function g = fun2(t)
151 g = exp(−(lambda 0+ lambda).*t).*(fun phi(1/∆.*low bound ...
+1) + (lambda 1/lambda 0.*(phi d + (phi 0 − ...
phi d).*exp(ahat.*t))− ...
low bound).*(fun phi(1/∆.*low bound+2)−fun phi(1/∆....
152 *low bound+1))*1/∆);
153 end
154 function g = fun3(t)
155 g = exp(−(lambda 0+ lambda).*t).*(fun phi(1/∆.*upp bound ...
+1) + (lambda 1/lambda 0.*(phi d + (phi 0 − ...
phi d).*exp(ahat.*t))− ...
upp bound).*(fun phi(1/∆.*upp bound+1)−fun phi(1/∆....
156 *upp bound))*1/∆);
157 end
158 function g = fun4(t)
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159 g = exp(−(lambda 0+ lambda).*t).*(fun phi(1/∆.*i 2 +1) + ...
(lambda 1/lambda 0.*(phi d + (phi 0 − ...
phi d).*exp(ahat.*t))− ...
i 2).*(fun phi(1/∆.*i 2+2)−fun phi(1/∆.*i 2+1))*1/∆);
160 end
161 function g = fun5(t)
162 var2 = fun phi(1/∆*low bound 1);
163 var3 = fun phi(1/∆*low bound 1+1);
164 g = exp(−(lambda 0+ ...
lambda).*t).*(fun phi(1/∆.*low bound 1 +1) + ...
(lambda 1/lambda 0.*(phi d + (phi 0 − ...
phi d).*exp(ahat.*t))− low bound 1).*(var3−var2)/∆);
165 end
166 function g = fun6(t)
167 g = exp(−(lambda 0+ ...
lambda).*t).*(fun phi(1/∆*upp bound 1 +1) + ...
(lambda 1/lambda 0.*(phi d + (phi 0 − ...
phi d).*exp(ahat.*t))− ...
upp bound 1).*(fun phi(1/∆.*upp bound 1+2)−fun phi...
168 (1/∆.*upp bound 1+1))*1/∆);
169 end
170 end
1 function f = J11(x,y,fun phi 0)
2 [∆ lambda lambda 0 c lambda 1 a b ahat phi d a 1 xi UL] = ...
constant 1();
3 phi 0 = y;
4 f = 0;
5 for ii = 0:∆:UL
6 if (phi d + (phi 0−phi d )*exp(ahat*x)) < ii
7 f = f + fun phi 0(1/∆*ii) + ((phi d + ...
(phi 0−phi d )*exp(ahat*x)) − ...
ii+∆)*(fun phi 0(1/∆*ii+1) − fun phi 0(1/∆*ii))/∆;
8 break;
9 end
10 end
11 end
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1 function f = J01(x,y,fun phi 00)
2 [∆ lambda lambda 0 c lambda 1 a b ahat phi d a 1 xi UL] = ...
constant 1();
3
4 phi 00 = y;
5 f = 0;
6 for ii = 0:∆:UL
7 if (1+phi 00)*exp(lambda*x)−1 < ii
8 if ii == 0
9 f = f + fun phi 00(1);
10 return;
11 else
12 f = f + fun phi 00(1/∆*ii) + ...
((1+phi 00)*exp(lambda*x)−1− ...
ii+∆)*(fun phi 00(1/∆*ii+1) − ...
fun phi 00(1/∆*ii))/∆;
13 return;
14 end
15 end
16 end
17 end
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