Abstract. We attempt to relate two recent developments: cluster algebras associated to triangulations of surfaces by Fomin-Shapiro-Thurston, and quivers with potentials and their mutations introduced by Derksen-Weyman-Zelevinsky. To each ideal triangulation of a bordered surface with marked points we associate a quiver with potential, in such a way that whenever two ideal triangulations are related by a flip of an arc, the respective quivers with potentials are related by a mutation with respect to the flipped arc. We prove that if the surface has non-empty boundary, then the quivers with potentials associated to its triangulations are rigid and hence non-degenerate.
Introduction
This work is inspired by two beautiful papers: On the one hand, in [6] , S. Fomin, M. Shapiro and D. Thurston associate to each bordered surface with marked points a cluster algebra, each of whose exchange matrices is defined in terms of the (signed) adjacencies between the arcs of a triangulation of the surface. They prove that the seeds of this cluster algebra are related by a mutation if and only if the triangulations to which the seeds are associated are related by a flip. In particular, if two triangulations are related by a flip, then the (skew-symmetric) matrices associated to them are related by a mutation.
On the other hand, in [4] , H. Derksen, J. Weyman and A. Zelevinsky introduce the notion of quivers with potentials (QPs for short), that is, pairs consisting of a quiver and a special element of its (complete) path algebra, and define the mutations of such objects, ultimately leading to the notion of mutation of representations, thus providing a new representation-theoretic interpretation for quiver mutations originated in the theory of cluster algebras, interpretation that generalizes the classical Bernstein-Gelfand-Ponomarev reflection functors.
Here we make a first attempt to relate the two above mentioned papers. We associate to each triangulation τ of a bordered surface with marked points a potential S(τ ) on the quiver Q(τ ) defined by its signed adjacency matrix B(τ ). The idea is quite simple: each interior triangle of τ gives rise to an oriented triangle in Q(τ ), and each puncture has an oriented cycle of Q(τ ) around it; what we do is to add such oriented triangles and cycles to get the potential S(τ ). We then extend a result from [6] : not only the quivers Q(τ ) and Q(σ) are related by a mutation if the ideal triangulations τ and σ are related by a flip, but also the QPs (Q(τ ), S(τ )) and (Q(σ), S(σ)).
There is a delicate point in the process of QP-mutation: The underlying quiver of the mutated QP depends on the potential of the original QP. This implies that the underlying quiver of the mutated QP may not coincide with the quiver obtained under "ordinary" quiver mutation from the underlying quiver of the original QP. The difficulty relies on the fact that it is the potential that allows us (or not) to delete the 2-cycles from the quiver. A QP is non-degenerate if, after any sequence of QP-mutations, the potential always allows us to delete all the 2-cycles of the corresponding quiver.
A family of QPs for which non-degeneracy is guaranteed without the necessity of checking all possible sequences of QP-mutations is the family of rigid QPs. A QP is rigid if every cycle on the underlying quiver is cyclically equivalent to an element of the ideal generated by the cyclic derivatives of the underlying potential. But even to decide whether a given QP is rigid or not may be a difficult task, as it is to give an algorithm to decide it. Here we explicitly define a family of rigid QPs associated to surfaces with non-empty boundary.
We now describe the contents of the paper in more detail. Section 2 is divided into three parts. In the first part we recall the definition and involutive properties of mutations of quivers. In the second part we describe the combinatorial setup for this paper, namely, the notions of surface with marked points, arcs, ideal triangulations and their flips. We also introduce the quivers associated to ideal triangulations, and mention the compatibility between the mutation of such quivers and the flips of the triangulations. For technical reasons, we define also the unreduced version of these quivers as the result of adding certain 2-cycles to them.
In the third part of Section 2 we summarize the basics of the theory of QP-mutations: we define the notions of complete path algebra, potential, cyclical and right equivalence, reduced and trivial parts of a QP, mutation of a QP with respect to a vertex, and restriction of a QP to a subset of the vertex set. We also prove a result that takes place in the general theory of QP-mutations (and not only in the surface-related setup), namely, that the operation of restriction commutes with the operation of QP-mutation (a similar result was established in [4] for rigid QPs).
In Section 3 we associate a QP (Q(τ ), S(τ )) to each ideal triangulation τ of a surface Σ with marked points M . This QP is defined as the reduced part of a QP on the arrow span of the unreduced signed adjacency quiver Q(τ ). The quiver Q(τ ) turns out to be the quiver associated to (the signed adjacency matrix B(τ ) of) τ in [6] . After defining (Q(τ ), S(τ )), we prove that ideal triangulations related by a flip give raise to QPs related by QP-mutation. Unfortunately, the proof of this fact is done with an analysis case-by-case, the reason being that slight changes in the configuration of the arcs surrounding the arc to be flipped can dramatically affect the associated QP.
In Section 4 we prove that the QPs associated to surfaces with non-empty boundary are rigid and hence non-degenerate. Therefore, since the class of quivers associated to ideal triangulations is closed under mutation, we will have given an explicit construction of a non-degenerate QP for each of the quivers in this class, and moreover, since ideal triangulations related by a flip give rise to QPs related by a mutation, these QPs will represent a well defined QP-mutation class for the surface. We conjecture that the QPs we associate to surfaces with empty boundary are non-degenerate as well, but non-rigid. We close Section 4 showing that if the surface has non-empty boundary, then the Jacobian algebras of the QPs we assign to its triangulations are finite-dimensional.
Thanks to talks of T. Brüstle and R. Schiffler ([2] and [14] ) at the International Conference on Representations of Algebras (ICRA XII) held in Toruń, Poland, in August 2007, the author became aware of some independent works ( [1] , [3] , [12] , [13] ) about cluster-tilted algebras and gentle algebras that arise as quivers with relations associated to surface triangulations. Those works deal with bordered surfaces with marked points in a more restricted set up than ours ( [3] and [13] deal mainly with unpunctured and once-punctured disks, while [1] and [12] considers only unpunctured surfaces), and it turns out that the Jacobian algebras of our QPs specialize to their constructions. Namely, the relations they get are precisely the result of applying the cyclic derivatives to the potentials we give here. However, they focus on other interesting and important properties of the corresponding algebras that we had not considered initially. In the forthcoming continuation [11] of this paper we will study the QP-mutation behavior of a class of representations whose beautiful construction was presented by T. Brüstle in [2] for surfaces without punctures; we will study also some generalizations of this construction to the case of punctured surfaces and relate them to the cluster algebras associated to the surfaces.
2. Background on triangulations of surfaces and quivers with potentials 2.1. Quiver mutations. Recall that a quiver is a finite directed graph, that is, a quadruple Q = (Q 0 , Q 1 , h, t), where Q 0 is the (finite) set of vertices of Q, Q 1 is the (finite) set of arrows, and h : Q 1 → Q 0 and t : Q 1 → Q 0 are the head and tail functions. Recall also the common notation a : i → j to indicate that a is an arrow of Q with t(a) = i, h(a) = j. We will always deal only with loop-free quivers, that is, with quivers that have no arrow a with t(a) = h(a).
A path of length 
−→ •
For i ∈ Q 0 , an i-hook in Q is any path ab of length 2 such that a, b ∈ Q 1 are arrows with t(a) = i = h(b). Definition 1. Given a quiver Q and a vertex i ∈ Q 0 such that Q has no 2-cycles incident at i, we define the mutation of Q in direction i as the quiver µ i (Q) with vertex set Q 0 that results after applying the following three-step procedure: We call the quiver obtained after the 1 st and 2 nd steps the premutation µ i (Q).
(1) Note that the mutation µ i is defined for non-necessarily 2-acyclic quivers, but in order to be able to perform mutation at any vertex of a quiver, we need it to be 2-acyclic. ( 2) The choice of the maximal collection in the 3 rd step is not given by a canonical procedure. However, up to this choice, µ i is an involution on the class of 2-acyclic quivers, that is, µ 2 i (Q) ∼ = Q for every 2-acyclic quiver Q.
2.2.
Triangulations of surfaces and their flips. In this subsection we briefly review the material on triangulations of surfaces and their signed adjacency matrices and flips. The reader will find much deeper discussions on the subject in [6] .
Definition 2 ([6], Definition 2.1). A bordered surface with marked points is a pair (Σ, M ), where Σ is a compact connected oriented Riemann surface with (possibly empty) boundary, and M is a finite set of points on Σ, called marked points, such that M is non-empty and has at least one point from each connected component of the boundary of Σ. The marked points that lie in the interior of Σ will be called punctures, and the set of punctures of (Σ, M ) will be denoted P . We will always assume that (Σ, M ) is none of the following:
• a sphere with less than five punctures;
• an unpunctured monogon, digon or triangle;
• a once-punctured monogon.
Here, by a monogon (resp. digon, triangle) we mean a disk with exactly one (resp. two, three) marked point(s) on the boundary.
Remark 2. The reason for excluding the surfaces in the second and third items of the above definition is the fact that their triangulations (in the sense of Definition 5 below) are empty or there is only one such. The reason for excluding the spheres with less than five punctures is a bit more subtle (self-folded triangles present some "unpleasant" properties in these surfaces).
Definition 3 ([6], Definition 2.2). Let (Σ, M ) be a bordered surface with marked points. An (ordinary) arc in (Σ, M ) is a curve i in Σ such that:
• the endpoints of i are marked points in M ;
• i does not intersect itself, except that its endpoints may coincide;
• the relative interior of i is disjoint from M and from the boundary of Σ;
• i does not cut out an unpunctured monogon or an unpunctured digon.
We consider two arcs i 1 and i 2 to be the same whenever they are isotopic in Σ rel M , that is whenever there exists an isotopy H : I × Σ → Σ such that H(0, x) = x for all x ∈ Σ, H(1, i 1 ) = i 2 , and H(t, m) = m for all t ∈ I and all m ∈ M . An arc whose endpoints coincide will be called a loop. (Do not confuse the notion of loop in (Σ, M ) with a loop in a quiver). We denote the set of (isotopy classes of) arcs in (Σ, M ) by
Two arcs are compatible if there are arcs in their respective isotopy classes whose relative interiors do not intersect (cf. [6] , Definition 2.4).
Proposition 4. Given any collection of pairwise compatible arcs, it is always possible to find representatives in their isotopy classes whose relative interiors do not intersect each other.
Definition 5. An ideal triangulation of (Σ, M ) is any maximal collection of pairwise compatible arcs whose relative interiors do not intersect each other (cf. [6] , Definition 2.6).
If τ is an ideal triangulation of (Σ, M ) and we take a connected component of the complement in Σ of the union of the arcs in τ , the closure △ of this component will be called an ideal triangle of τ . An ideal triangle △ is called interior if its intersection with the boundary of Σ consists only of (possibly none) marked points. Otherwise it will be called non-interior. An interior ideal triangle △ is self-folded if it contains exactly two arcs of τ (note that every interior ideal triangle contains at least two and at most three arcs of τ , while each non-interior ideal triangle contains at least one and at most two arcs). The number n of arcs in an ideal triangulation of (Σ, M ) is determined by the genus g of Σ, the number b of boundary components of Σ, the number p of punctures and the number c of marked points on the boundary of Σ, according to the formula n = 6g + 3b + 3p + c − 6, which can be proved using the definition and basic properties of the Euler characteristic. Hence n is an invariant of (Σ, M ), called the rank of (Σ, M ) (because it coincides with the rank of the cluster algebra associated to (Σ, M ), see [6] ).
Let τ be an ideal triangulation of (Σ, M ) and let i ∈ τ be an arc. If i is not the folded side of a self-folded triangle, then there exists exactly one arc i ′ , different from i, such that σ = (τ \{i})∪{i ′ } is an ideal triangulation of (Σ, M ). We say that σ is obtained by applying a flip to τ , or by flipping the arc i (cf. [6] , Definition 3.5), and write σ = f i (τ ). In order to be able to flip the folded sides of self-folded triangles, one has to enlarge the set of arcs with which triangulations are formed. This is done by introducing the notion of tagged arc. Since we will deal only with ordinary arcs in this paper, we refer the reader to [6] and [7] for the definition and properties of tagged arcs and tagged triangulations. To each ideal triangulation τ we associate a skew-symmetric n × n integer matrix B(τ ) whose rows and columns correspond to the arcs of τ (cf. [6] , Definition 4.1). Let π τ : τ → τ be the function that is the identity on the set of arcs that are not folded sides of self-folded triangles of τ , and sends the folded side of a self-folded triangle to the unique loop of τ enclosing it. For each non-self-folded ideal triangle △ of τ , let B △ = b △ ij be the n × n integer matrix defined by
, with π τ (j) following π τ (i) in the clockwise order defined by the orientation of Σ; −1 if the same holds, but in the counter-clockwise order; 0 otherwise.
The signed adjacency matrix B(τ ) is then defined as
where the sum runs over all non-self-folded triangles of τ . Note that B(τ ) is skew-symmetric, and all its entries have absolute value less than 3. The matrix B(τ ) gives rise to the signed adjacency quiver Q(τ ), whose vertices are the arcs in τ , with b ij arrows from i to j whenever b ij > 0. Since B(τ ) is skew-symmetric, Q(τ ) is a 2-acyclic quiver. Remark 3.
(1) This Theorem holds in the more general situation where τ and σ are tagged triangulations related by a flip, see [6] , Lemma 9.7.
and defines a bijection between skew-symmetric n× n integer matrices and 2-acyclic quivers on n vertices. See [9] for far-reaching discussions on this matter. (3) Signed adjacency matrices for triangulations had already appeared in [5] and [10] , though in a more restricted setup.
Definition 8. If a puncture is incident to exactly two arcs i 1 and i 2 of the ideal triangulation τ , then Q(τ ) has no arrows between i 1 and i 2 (see Figure 3) . For each such pair of arcs we add to Q(τ ) an arrow from i 1 to i 2 and an arrow from i 2 to i 1 , and call the resulting quiver the unreduced signed adjacency quiver Q(τ ). It is clear that Q(τ ) can be obtained from Q(τ ) by deleting all 2-cycles.
Example 9. In Figure 4 we can see some ideal triangulations of the once-punctured square and their signed adjacency quivers drawn on them. In Figure 5 we have the same triangulations, but their unreduced signed adjacency quivers instead. Notice that among these four triangulations, 2.3. Quivers with potentials and their mutations. In this subsection we give the background on quivers with potentials and their mutations we shall use in the remaining sections. For a more detailed and elegant treatment of the subject, we refer the reader to [4] , all of whose notation we will adopt here. In particular, K will always denote a field. A survey of the topics treated in [4] can be found in [15] . Given a quiver Q, we denote by R the K-vector space with basis {e i | i ∈ Q 0 }. If we define e i e j = δ ij e i , then R becomes naturally a commutative semisimple K-algebra, which we call the vertex span of Q; each e i is called the path of length zero at i. We define the arrow span of Q as the K-vector space A with basis the set of arrows Q 1 . Note that A is an R-bimodule if we define e i a = δ i,h(a) a and ae j = aδ t(a),j for i ∈ Q 0 and a ∈ Q 1 . For d ≥ 0 we denote by A d the K-vector space with basis all the paths of length d in Q; this space has a natural R-bimodule structure as well. Notice that A 0 = R and A 1 = A. The complete path algebra of Q is the K-vector space consisting of all possibly infinite linear combinations of paths in Q, that is,
with multiplication induced by concatenation of paths (cf. [4] , Definition 2.2). Note that R A is a K-algebra and an R-bimodule, and has the usual path algebra . Therefore we will say that R A (and R A ) are R-algebras. Accordingly, any K-algebra homomorphism ϕ between (complete) path algebras will be called an R-algebra homomorphism if the underlying quivers have the same set of vertices and ϕ(r) = r for every r ∈ R. It is easy to see that every R-algebra homomorphism between complete path algebras is continuous. The following is an extremely useful criterion to decide if a given linear map ϕ : R A → R A ′ between complete path algebras (on the same set of vertices) is an R-algebra homomorphism or an R-algebra isomorphism: (6) Every pair (ϕ
extends uniquely to a continuous R-algebra homomorphism ϕ : A quiver with potential is a pair (A, S) (or (Q, S)), where S is a potential on A such that no two different cyclic paths appearing in the expression of S are cyclically equivalent (cf. [4] , Definition 4.1). (For instance, the pair (A, xa 1 
is not a quiver with potential for any choice of different non-zero scalars x, y ∈ K). We will use the shorthand QP to abbreviate "quiver with potential". The direct sum of two QPs (A, S) and (A ′ , S ′ ) on the same set of vertices is the QP (A, S)
are QPs on the same set of vertices, we say that (A, S) is right-equivalent to (A ′ , S ′ ) if there exists a right-equivalence between them, that is, an R-algebra isomorphism ϕ : R A → R A ′ such that ϕ(S) is cyclically equivalent to S ′ (cf. [4] , Definition 4.2). For each arrow a ∈ Q 1 and each cyclic path a 1 . . . a d in Q we define the cyclic derivative
(where δ a,ai is the Kronecker delta) and extend ∂ a by linearity and continuity to obtain a map ∂ a : R A cyc → R A (cf. [4] , Definition 3.1). Note that we have ∂ a (S) = ∂ a (S ′ ) whenever the potentials S and S ′ are cyclically equivalent. The Jacobian ideal J(S) is the closure of the two-sided ideal of R A generated by {∂ a (S) | a ∈ Q 1 }, and the Jacobian algebra P(A, S) is the quotient algebra R A /J(S) (cf. [4] , Definition 3.1). Jacobian ideals and Jacobian algebras are invariant under right-equivalences, in the sense that if
, Definition 4.3, see also Proposition 4.4 therein). We say that a QP (A, S) is reduced if the degree-2 component of S is 0, that is, if the expression of S involves no 2-cycles. Note that the underlying quiver of a reduced QP may have 2-cycles. We say that a quiver Q (or its arrow span, or any QP on it) is 2-acyclic if it has no 2-cycles.
Theorem 10 (Splitting Theorem, [4] , Theorem 4.6). For every QP (A, S) there exist a trivial QP (A triv , S triv ) and a reduced QP (A red , S red ) such that (A, S) is right-equivalent to the direct sum (A triv , S triv ) ⊕ (A red , S red ). Furthermore, the right-equivalence class of each of the QPs (A triv , S triv ) and (A red , S red ) is determined by the right-equivalence class of (A, S).
In the situation of Theorem 10, the QP (A red , S red ) (resp. (A triv , S triv )) is called the reduced part (resp. trivial part ) of (A, S) (cf. [4] , Definition 4.13); this terminology is well defined up to right-equivalence.
We now turn to the definition of mutation of a QP. Let (A, S) be a QP on the vertex set Q 0 and let i ∈ Q 0 . Assume that Q has no 2-cycles incident to i. Thus, if necessary, we replace S with a cyclically equivalent potential so that we can assume that every cyclic path appearing in the expression of S does not begin at i. This allows us to define [S] as the potential on A obtained from S by replacing each i-hook ab with the arrow [ab] (see Definition 1). Also, we define
, where the sum runs over all i-hooks ab of Q. 
Theorem 13 ([4], Theorem 5.7). Mutations are involutive up to right-equivalence. More specifically, if (A, S) is a QP such that A is the arrow span of a quiver that has no 2-cycles incident to the vertex
"Unfortunately", as the following easy example shows, 2-acyclicity is not a QP-mutation invariant (in contrast to the ordinary quiver mutation, where 2-acyclicity is ensured by definition). Example 14. Consider the potentials S 1 = 0 and S 2 = abc on the quiver
If we perform the premutation µ 2 on (A, S 1 ) and (A, S 2 ), we get ( A, S 1 ) and ( A, S 2 ), where A is the arrow span of the quiver 2
. Note that ( A, S 1 ) is already reduced (hence equals µ 2 (A, S 1 )), while the reduced part of ( A, S 2 ) is (A, 0) (hence µ 2 (A, S 2 ) = (A, 0)), where A is the arrow span of the quiver 2
In particular, we cannot apply the mutations in direction 1 or 3 to ( A, S 1 ), but we can apply them to (A, 0).
Definition 15 ([4], Definition 7.2). A QP (A, S)
is non-degenerate if it is 2-acyclic and the quiver of the QP obtained after any possible sequence of QP-mutations is 2-acyclic.
Theorem 16 ([4], Proposition 7.3 and Corollary 7.4). If the base field K is uncountable, then every 2-acyclic quiver admits a non-degenerate QP.
A QP (A, S) is rigid if every cycle in Q is cyclically equivalent to an element of the Jacobian ideal J(S) (cf. [4] , Definition 6.10 and equation 8.1). Rigidity is invariant under QP-mutation.
Theorem 17 ([4], Corollary 6.11, Proposition 8.1 and Corollary 8.2). Every reduced rigid QP is 2-acyclic. The class of reduced rigid QPs is closed under QP-mutation. Consequently, every rigid reduced QP is non-degenerate.

Proposition 18 ([4], Corollary 6.6). Let (A, S) be a non-degenerate QP and i ∈ Q 0 any vertex, then the Jacobian algebra P(A, S) is finite-dimensional if and only if so is P(µ i (A, S)). In other words, finite-dimensionality of Jacobian algebras is invariant under QP-mutations.
We finish this section describing the operation of restriction of a QP to a subset of the set of vertices. In Proposition 8.9 of [4], Derksen-Weyman-Zelevinsky prove that restriction preserves rigidity and finite-dimensionality of Jacobian algebras. Here we prove that it preserves non-degeneracy as well. As a preparation for the proof we recall the construction, given in [4] to prove the Splitting Theorem, of a reduced part and a trivial part of a QP. Let (A, S) be any QP and denote by S (2) the degree-2 component of S. Assume S (2) = 0 (otherwise (A, S) is already reduced and there is no construction to be done). Up to a right-equivalence that acts as the identity on the arrows of Q not appearing in S (2) , we can assume that
where each a j b j is a 2-cycle, the 2N distinct arrows a 1 , b 1 , . . . , a N , b N form a basis of A triv = ∂S (2) , each of u j and v j belongs to m 2 , and S ′ ∈ m 3 is a potential neither of whose terms involves any of the arrows a j or b j . If u j = v j = 0 for all j, then we already have the decomposition of Theorem 10. Otherwise, one defines a unitriangular automorphism ϕ 1 : R A → R A by setting
This automorphism of R A is a right-equivalence between (A, S) and (A, S 1 ), where S 1 is a potential with S (2) 1 = S (2) and such that, when written in the form (8), all the u j -factors and v j -factors belong to m 3 . If all these factors are 0, we already have reached the decomposition of Theorem 10. Otherwise, we define a unitriangular automorphism ϕ 2 of R A by the rules (9) defined in terms of the u j -factors and v j -factors of S 1 . Then ϕ 2 ϕ 1 is a right-equivalence between (A, S) and (A, S 2 ), where S 2 is a potential with S 2) and such that, when written in the form (8) , the u j -factors and v j -factors belong to m 5 . If we keep repeating the above procedure ad infinitum, we get a sequence (S n ) n≥1 , with the corresponding u j -factors and v j -factors belonging to higher and higher powers of m. In the limit, ϕ = lim n→∞ ϕ n . . . ϕ 1 will be a right-equivalence between (A, S) and (A, lim n→∞ S n ), where lim n→∞ S n is a potential whose degree-2 component is S (2) and such that, when written in the form (8), all its u j -factors and v j -factors are 0. This provides the required right-equivalence of Theorem 10.
Remark 5. In many concrete examples (like the ones given in the present work), there is no need of considering the above limit process.
Lemma 20. Let (A, S) be a QP, and let I be any subset of the vertex set Q 0 . There exist a reduced and a trivial QP, (A red , S red ) and (A triv , S triv ), respectively, such that (A, S) is right-equivalent to (A red , S red ) ⊕ (A triv , S triv ), and with the property that the restriction
Proof. The vector subspace of A generated by the cyclic derivatives of the degree-2 component of S is A triv , and we clearly have (A| I ) triv = A triv | I (see [4] , equations 4.3 and 4.4). Therefore we will also have (A| I ) red = A red | I . Denote these spaces by B triv = A triv | I and B red = A red | I , respectively, and let T red ∈ R B red and T triv ∈ R B triv be potentials such that (B red , T red ) is a reduced QP, (B triv , T triv ) is a trivial QP, and there exists an R-algebra isomorphism ϕ : R A| I → R B red ⊕ B triv such that ϕ(S| I ) is cyclically equivalent to T red + T triv . Also, let us write S = S| I + S ′ , where S ′ ∈ R A is a potential each of whose terms involves at least one arrow that does not belong to A| I .
We can extend ϕ to an R-algebra isomorphism ϕ :
Note that every term of the potential ϕ(S ′ ) involves at least one arrow that does not belong to A| I ; in particular, every arrow appearing in T ′ triv is incident to a vertex outside I. Note also that the arrows that appear in T triv can appear in ϕ(S ′ ), but do not appear in T red . These remarks make it clear that if we decompose the QP (A red ⊕ A triv , T red + T triv + ϕ(S ′ )) as the direct sum of a reduced and a trivial QP according to the procedure described before this lemma, we will have S n | I = T red + T triv for all n ≥ 1. Therefore, the restriction of the reduced part of (A, S) to I is (right-equivalent to) the reduced part of the restriction of (A, S) to I.
Proposition 21. Let (A, S) be a QP and I a subset of Q 0 . For i ∈ I, the mutation µ i (A| I , S| I ) is right-equivalent to the restriction of µ i (A, S) to I.
Proof. An easy check shows that
. Therefore, the premutation µ i (A| I , S| I ) is equal to the restriction of µ i (A, S) to I. The proposition then follows from Lemma 20. 
The QP of a triangulation
Let (Σ, M ) be a bordered surface with marked points, with P ⊆ M the set of punctures of (Σ, M ). For each p ∈ P choose a non-zero scalar x p ∈ K; this choice is going to kept fixed for every triangulation of (Σ, M ).
Definition 23. Let τ be an ideal triangulation of (Σ, M ). Based on our choice (x p ) p∈P we associate to τ a potential S(τ ) ∈ R A(τ ) as follows. Let A(τ ) denote the arrow span of Q(τ ).
• For each interior non-self-folded ideal triangle △ of τ that gives rise to an oriented triangle of Q(τ ), let S △ be such oriented triangle up to cyclical equivalence.
• If the interior non-self-folded ideal triangle △ with sides j, k and l, is adjacent to two self-folded triangles like in the configuration of Figure 6 ,
xpxq (up to cyclical equivalence), where p and q are the punctures enclosed in the self-folded triangles adjacent to △. Otherwise, if it is adjacent to less than two self-folded triangles, define T △ = 0.
• If a puncture p is adjacent to exactly one arc i of τ , then i is the folded side of a self-folded triangle of τ and around i we have the configuration shown in Figure 7 .
In case both k and l are indeed arcs of τ (and not part of the boundary of Σ), then we define
xp (up to cyclical equivalence). • If a puncture p is adjacent to more than one arc, delete all the loops adjacent to p that enclose a self-folded triangle. The arrows between the remaining arcs adjacent to p form a unique cycle a
that exhausts all such remaining arcs and gives a complete round around p in the counter-clockwise orientation defined by the orientation of Σ. We define
where the first sum runs over all interior non-self-folded triangles. Finally, we define (A(τ ), S(τ )) to be the (right-equivalence class of the) reduced part of ( A(τ ), S(τ )).
Remark 6. Note that, since (Σ, M ) is not a sphere with less than five punctures, each non-self-folded ideal triangle is adjacent to at most two self-folded triangles.
To illustrate Definition 23, we give some examples.
Example 24. If (Σ, M ) has no punctures (so that the boundary of Σ is non-empty and all marked points lie on the boundary), then for every triangulation τ of (Σ, M ) we have (A(τ ), S(τ )) = ( A(τ ), S(τ )) and all the terms of S(τ ) are oriented triangles of Q(τ ) arising from interior triangles of τ .
Example 25. If the ideal triangulation τ of (Σ, M ) does not have self-folded triangles and is such that each puncture p is incident to at least three arcs of τ , then ( A(τ ), S(τ )) = (A(τ ), S(τ )) and
is the sum of the oriented triangles of Q(τ ) arising from interior ideal triangles of τ and non-zero scalar multiples of cycles around the punctures.
Example 26. Consider the ideal triangulation τ of the twice-punctured hexagon shown in Figure  8 . Its (unreduced) signed adjacency quiver is shown on the right. We have S(τ ) = αβγ + δηε
Example 27. The ideal triangulation σ shown in Figure 9 can be obtained from the triangulation τ of the previous example by a flip. Its unreduced signed adjacency quiver Q(σ) is shown on the right, and S(σ) = αβγ + δ * ρb + aλη * − aων * xp + x q ab. In this example ( Q(σ), S(σ)) is not reduced. The R-algebra isomorphism ϕ : R A(σ) → R A(σ) whose action on the arrows is given by
xpxq , and the identity on the rest of the arrows, is a right-equivalence Figure  10 . The unreduced signed adjacency quiver Q(τ ) has been drawn on the triangulation. We have S(τ ) = aαβ + γδb + xab, where x ∈ K is the non-zero scalar attached to the puncture. The Ralgebra isomorphism ϕ : R A(τ ) → R A(τ ) whose action on the arrows is given by a → a− The last two examples have something in common, namely, in both of them there is a puncture that is incident to exactly two arcs of the corresponding ideal triangulation. The reduction procedure applied in these examples is general, as we will see in a moment. Now, of course there could be many 2-cycles in Q(τ ), but there are only finitely many of them and each of them has a non-zero scalar multiple appearing as a term of S(τ ), which means that the underlying quiver of the reduced part of ( Q(τ ), S(τ )) coincides with the signed adjacency quiver Q(τ ). Moreover, the reduction process leading to S(τ ) can be split into steps, so that one takes care of the 2-cycles one by one. Take an ideal triangulation τ of (Σ, M ), and assume that the puncture p is incident to exactly two arcs of τ as in Figure 11 , assume also that j and k are indeed arcs of τ (and not part of the Figure 11 .
boundary of Σ). First, consider the case where none of j or k encloses a self-folded triangle. Then the unreduced potential of τ is S(τ ) = γδb + aαβ
where S ′ (τ ) ∈ R A(τ ) is a potential involving none of the arrows a, b, α, β, γ, δ. Just as in Example 28, the R-algebra isomorphism ϕ : R A(τ ) → R A(τ ) whose action on the arrows is given by a → a − γδ xp , b → b − αβ xp , and the identity on the rest of the arrows, is a right-equivalence between ( A(τ ), S(τ )) and ( A(τ ),
does not involve any of the arrows a, b, α, β, γ, δ, this implies that the term − αβγδ xp will appear, up to right-equivalence, as a term of S(τ ). In other words, x p ab + aαβ + γδb is replaced by − αβγδ xp in the reduction process. Now, assume that the puncture p is incident to exactly two arcs of τ and that k encloses a self-folded triangle, see Figure 12 . Here the unreduced potential is S(τ ) = aλη + δρb − aων xq + x p ab + x m ρωνδc 1 . . . c t + S ′ (τ ), where S ′ (τ ) ∈ R A(τ ) is a potential that does not involve any of the arrows a, b, δ, η, λ, ρ, ν, ω. Similarly to Example 27, the R-algebra isomorphism ϕ : R A(τ ) → R A(τ ) whose action on the arrows is given by a → a − The following lemma says that, using the operation of restriction of QPs, all the QPs we have associated to triangulations can be obtained from QPs associated to triangulations of surfaces without boundary. It will relatively simplify the proof of our first main result. We are ready to state and prove our first main result. Recall from Section 2.2 that we write σ = f i (τ ) to indicate that the ideal triangulation σ can be obtained from the ideal triangulation τ by flipping the arc i. Proof. By Proposition 21 and Lemma 29, we can assume, without loss of generality, that the boundary of Σ is empty. We are going to consider several cases, taking on account the configurations that τ and σ can present around the arc i to be flipped. Before proceeding to the case-by-case check, we describe these cases, and to do this, we recall (a slight modification of) the "puzzle-piece decomposition" mentioned in Remark 4.2 of [6] .
Any ideal triangulation of (Σ, M ) can be obtained by means of the following procedure: Consider the four "puzzle pieces" shown in Figure 13 (a triangle, a once-punctured digon enclosing a selffolded triangle, a twice-punctured monogon enclosing two self-folded triangles, and a once-punctured digon with arcs connecting the puncture to both vertices of the digon). Take several copies of these Figure 13 . Puzzle pieces pieces, assign an orientation to each of the outer sides of these copies and fix a partial matching of these outer sides, never matching two sides of the same copy. (In order to obtain a connected surface, any two puzzle pieces in the collection must be connected via matched pairs). Furthermore, if two sides of a triangle are oriented and matched with two oriented sides of another triangle as shown in Figure 14 , then replace the pair of triangles with a digon as indicated in Figure 14 (thus obtaining a new partial matching). Then glue the puzzle pieces along the matched sides, making sure the orientations match. Though some partial matchings may not lead to an (ideal triangulation of an) oriented surface, any ideal triangulation τ of an oriented surface can be obtained from a suitable partial matching. Any partial matching giving raise to τ is called a puzzle-piece decomposition of τ . Now, if we have such a puzzle-piece decomposition of τ , then each flip occurs either inside a puzzle piece, or involves an arc shared by two puzzle pieces. So the proof of the theorem is done by analyzing how these flips affect the corresponding QPs. Figure 15 shows a non-oriented list of possible matchings. Therefore, the proof of the theorem should be carried on by checking the flips that can occur inside a puzzle piece on the one hand, and on the other hand those indicated in Figure 15 , where the sides of the puzzle pieces have to be given an orientation and glued along the bold arc, which represents the arc i to be flipped. Remark 7.
(1) Note that, since QP-mutations are involutive up to right-equivalence, there can be some redundancies when doing this checking: for instance, if this theorem is true in case we flip the loop inside the second puzzle piece of Figure 13 , then it automatically holds also for the flips inside the fourth puzzle piece. Another instance of this redundance is exemplified by the matchings 3 and 5 of Figure 15 . and the ideal triangulation τ decomposed into puzzle pieces, after gluing the corresponding pair of puzzle pieces one needs to further consider how the vertices on the boundary of the resulting small surface are matched (some of these vertices may represent the same marked point of τ ) because different identifications of these vertices may lead to potentials that require slight variations of the right-equivalences we show in the cases analyzed below. The cases we analyze here will have the implicit assumption that different vertices on the boundary of the small surface obtained after gluing the pair of puzzle pieces represent different marked points of τ . We leave to the reader the verification of the cases where different vertices represent the same marked point.
Cases 1, 3 and 5 below correspond to the matchings 1, 4 and 6 of Figure 15 , while Case 3 corresponds to a flip inside the fourth puzzle piece of Figure 13 . Each of the cases below is divided into three stages: in the first stage, we sketch in a Figure the local configuration of τ around the arc i to be flipped. This configuration will be located at the left of the respective Figure. On the right side of the Figure, the reader will find the corresponding local configuration of the signed adjacency quiver Q(τ ) (this is done also in order to fix some notation for the several arrows we will have to keep track of). In the second stage, we apply to (Q(τ ), S(τ )) the QP-mutation with respect to the arc i. In the third stage we flip the arc i to obtain σ and compare the corresponding QP with the QP obtained in the second stage. The local configuration that σ presents around the flip of i is also sketched at the left of the respective Figure, Having said all this, let us proceed to the case-by-case verification. For the rest of the proof, we shall label each puncture p with the scalar x p ; we will also make use, without mentioning it, of the reduction process described after Example 28. 
with S ′ (τ ) ∈ R A(τ ) involving none of the arrows α, β, γ, δ, ε, η. If we perform the premutation µ i on (A(τ ), S(τ )), we get ( A(τ ), S(τ )), where A(τ ) is the arrow span of the quiver shown in Figure  17 and
The R-algebra automorphism ϕ of R A(τ ) whose action on the arrows is given by
and the identity in the rest of the arrows, sends S(τ ) to
Therefore, the reduced part µ i (A(τ ), S(τ )) of ( A(τ ), ϕ( S(τ ))) is (up to right-equivalence) the QP on the arrow span A(τ ) obtained from 
. Thus the R-algebra isomorphism ψ : R (A(τ )) → R A(σ) whose action on the arrows is given by
and the identity in the rest of the arrows, is a right-equivalence between µ i (A(τ ), S(τ )) and (A(σ), S(σ)). Figure 15 , with exactly two sides of each triangle matched) Assume that, around the arc i, τ looks like the configuration shown in Figure 19 . Then
Case 2. (First matching of
with S ′ (τ ) ∈ R A involving none of the arrows α, β, γ, δ, ε, η. If we perform the premutation µ i on (A(τ ), S(τ )), we get ( A(τ ), S(τ )), where A(τ ) is the arrow span of the quiver shown in Figure  20 , and
and the identity in the rest of the arrows, sends S(τ ) to 
and the identity in the rest of the arrows, is a right-equivalence between µ i (A(τ ), S(τ )) and (A(σ), S(σ)). 
with S ′ (τ ) ∈ R A(τ ) involving none of the arrows α, β, γ, δ, ε, η, ν, ξ. If we perform the premutation µ i on (A(τ ), S(τ )), we get ( A(τ ), S(τ )), where A(τ ) is the arrow span of the quiver shown in Figure 23 and
with S ′ (τ ) ∈ R A(τ ) involving none of the arrows α, β, γ, δ, ε, η, ν, ψ, ξ, a, b. If we perform the premutation µ i on (A(τ ), S(τ )), we get ( A(τ ), S(τ )), where A(τ ) is the arrow span of the quiver shown in Figure 26 and
Therefore, the reduced part 
with S ′ (τ ) ∈ R A(τ ) involving none of the arrows α, β, γ, δ, ε, η, ξ. If we perform the premutation µ i on (A(τ ), S(τ )), we get ( A(τ ), S(τ )), where A(τ ) is the arrow span of the quiver shown in Figure  29 , and
Therefore, the reduced part µ i (A(τ ), S(τ )) of ( A(τ ) 
. Thus, the R-algebra isomorphism ψ : R (A(τ )) → R A(σ) whose action on the arrows is given by
and the identity in the rest of the arrows, is a right-equivalence between µ i (A(τ ), S(τ )) and (A(σ), S(σ)). Figure 15 ) Assume that, around the arc i, τ looks like the configuration in Figure 31 , with the arc k not enclosing a self-folded triangle. Let us abbreviate c = c 1 . . . c n . Then
Case 6. (Fifth and eighth matchings of
with S ′ (τ ) ∈ R A(τ ) involving none of the arrows α, β, γ, δ, ε, η, ν, ρ, ψ, ξ, a, b. If we perform the premutation µ i on (A(τ ), S(τ )), we get ( A(τ ), S(τ )), where A(τ ) is the arrow span of the quiver shown in Figure 38 and
The R-algebra automorphism ϕ of R A(τ ) whose action on the arrows is given by 
Thus the R-algebra isomorphism ψ : R (A(τ )) → R A(σ) whose action on the arrows is given by
with S ′ (τ ) ∈ R A(τ ) involving none of the arrows α, β, γ, δ, ε, η, ν, ϕ, ψ, ω, ξ, c and d.
If we perform the premutation µ i on (A(τ ), S(τ )) we get ( A(τ ), S(τ )), where A(τ ) is the arrow span of the quiver shown in Figure 35 , and
. The R-algebra automorphism ϕ 1 of R A(τ ) whose action on the arrows is given by
which is cyclically equivalent to
which in turn is sent to
by the R-algebra automorphism ϕ 2 of R A(τ ) whose action on the arrows is given by
z and the identity in the rest of the arrows, is a right-equivalence between µ i (A(τ ), S(τ )) and (A(σ), S(σ)). Figure 15 ) Assume that, around the arc i, τ looks like the configuration in Figure 37 , with none of the arcs j and k enclosing a self-folded triangle. Let us abbreviate a = a 1 . . . a l , c = c 1 . . . c n . Then
Case 8. (Seventh matching of
with S ′ (τ ) ∈ R A(τ ) involving none of the arrows α, β, γ, δ, ε, η, ν, ψ, ξ. If we perform the premutation µ i on (A(τ ), S(τ )), we get ( A(τ ), S(τ )), where A(τ ) is the arrow span of the quiver shown in Figure 38 and
the R-algebra isomorphism ψ : R (A(τ )) → R A(σ) whose action on the arrows is given by
with S ′ (τ ) ∈ R A(τ ) involving none of the arrows α, β, γ, δ, ε, η, ν, ψ, ξ. If we perform the premutation µ i on (A(τ ), S(τ )), we get ( A(τ ), S(τ )), where A(τ ) is the arrow span of the quiver shown in Figure 41 and
On the other hand, σ = f i (τ ) and its quiver Q(σ) look as Figure 42 , and
. Thus the R-algebra isomorphism ψ : R (A(τ )) → R A(σ) whose action on the arrows is given by 
and the identity in the rest of the arrows, is a right-equivalence between µ i (A(τ ), S(τ )) and (A(σ), S(σ)).
Case 10. (Flip inside the fourth puzzle piece of Figure 13 ) Assume that, around the arc i, τ looks like the configuration shown in Figure 43 , with l > 1, and none of j and k enclosing a self-folded triangle. Then
with S ′ (τ ) involving none of the arrows α, β, γ, δ. If we perform the premutation µ i on (A(τ ), S(τ )),
we get ( A(τ ), S(τ )), where A(τ ) is the arrow span of the quiver shown in Figure 44 , and S(τ ) = −
[αβ]γδ y
. Since ( A(τ ), S(τ )) is already reduced, it coincides with µ i (A(τ ), S(τ )).
On the other hand, σ = f i (τ ) and its quiver Q(σ) look as Figure 45 , and Figure 44 . Case 10, QP-mutation process 
with S ′ (τ ) ∈ R A(τ ) involving none of the arrows α, β, γ, δ, c 1 , c l , d. If we perform the premutation µ i on (A(τ ), S(τ )), we get ( A(τ ), S(τ )), where A(τ ) is the arrow span of the quiver shown in Figure 47 and 
automorphism ϕ of R A(τ ) whose action on the arrows is given by
Thus the identity is a right-equivalence between µ i (A(τ ), S(τ )) and (A(σ), S(σ)). R-algebra automorphism ϕ of R A(τ ) whose action on the arrows is given by
A similar analysis in the rest of the cases (see Remark 7) finishes the proof of Theorem 30.
Non-empty boundary: Rigidity and finite dimension
Our second main result ensures non-degeneracy for the QPs constructed in Definition 23 provided the boundary of the underlying surface is non-empty. Proof. Changing the notation a little bit, throughout the proof we will assume that (Σ, M ) has no punctures, in other words, all the marked points in M belong to the boundary. We begin by inductively constructing a sequence of triangulations σ 1 , σ 2 , . . ., such that each σ n is an ideal triangulation of (Σ, M ∪ P n ) for some set P n = {p 1 , . . . , p n } of n distinct punctures on Σ and
Let τ be any ideal triangulation of (Σ, M ) (which we assume to have no punctures). To construct σ 1 we need to choose a puncture in Σ. We put p 1 inside any non-interior triangle △ 0 of τ . Then we draw the three arcs emanating from p 1 and going to the three vertices of △ 0 . The result is an ideal triangulation σ 1 of (Σ, M ∪ P 1 ). For n > 1, once σ n−1 has been constructed, we put p n inside a non-interior triangle △ n−1 of σ n−1 having p n−1 as a vertex, then we draw the three arcs emanating from p n and going to the three vertices of △ n−1 . The result is an ideal triangulation of (Σ, M ∪ P n ). Now, for n > 0, let τ n = f j n 1 (σ n ) be the triangulation obtained by the flip of the arc j n 1 of the triangulation σ n , see Figure 52 . Note that σ n−1 ⊆ τ n and Q(σ n−1 ) ⊆ Q(τ n ) for n ≥ 0 if we denote σ 0 = τ 0 = τ . Proof. For n = 1 we actually have J(S(τ )) ⊆ J(S(τ 1 )). So let us treat the case n > 1. With the notation of Figure 53 , we have S(τ n ) = S(σ n−1 ) + αδε, and hence, for a ∈ Q 1 (σ n−1 ), a = α (note that δ, ε / ∈ Q 1 (σ n−1 )), we have ∂ a (S(τ n )) = ∂ a (S(σ n−1 )), whereas ∂ α (S(τ n )) = ∂ a (S(σ n−1 )) + δε = x pn−1 βγ + δε, ∂ δ (S(τ n )) = εα and ∂ ε (S(τ n )) = αδ.
Let c be a cycle of Q(σ n−1 ) that has βγ as factor. Then one of the following three cases holds:
• c is cyclically equivalent to a cycle in Q(σ n−1 ) that has βγα as factor.
• c is cyclically equivalent to a cycle in Q(σ n−1 ) that has αβγ as factor.
• The segment labeled j n 2 in Figure 53 is an arc of σ n−1 (hence the dotted arrows are indeed arrows of σ n−1 ) and c is cyclically equivalent to a cycle that has β 2 βγγ 1 as factor.
, in the first two cases we see that c is cyclically equivalent to an element of J(S(τ n )).
In the third case, we have two possibilities: The marked point m either lies on the boundary of Σ or is a puncture of (Σ, M ∪ P n−1 ). If it lies on the boundary, then β 2 βγγ 1 = β 2 β∂ γ2 (S(σ n−1 )) = β 2 β∂ γ2 (S(τ n )) ∈ J(S(τ n )). Otherwise, if m is a puncture, then
for a unique path b in Q(σ n−1 ) from the arc t(γ 1 ) to the arc t(β 1 ).
This and the fact that ∂ a (S(τ n )) = ∂ a (S(σ n−1 )) for a ∈ Q 1 (σ n−1 ) imply Lemma 32.
We now return to the proof of Theorem 31. Since rigidity is preserved by QP-mutation, by Proposition 6 and Theorem 30 it suffices to show that (Q(τ n ), S(τ n )) is rigid. We prove this by induction on n ≥ 0.
For n = 0 we have τ 0 = τ . Each arrow of Q(τ ) appears in at most one term of S(τ ), and all the terms of S(τ ) are oriented triangles coming from interior triangles of τ . Also, since there are no punctures, every cycle in Q(τ ) is cyclically equivalent to a cycle that has ab = ∂ c (S) as factor For the inductive step, let n > 0 and assume that the QP (Q(τ n−1 ), S(τ n−1 )) associated to the triangulation τ n−1 of (Σ, M ∪ P n−1 ) is rigid; then the QP (Q(σ n−1 ), S(σ n−1 )) is rigid as well. Take any cycle c in Q(τ n ). If c is contained in Q(σ n−1 ), then c is cyclically equivalent to an element of J(S(σ n−1 )), which in turn is cyclically equivalent to an element of J(S(τ n )) by Lemma 32. If c is not contained in Q(σ n−1 ), then c is cyclically equivalent to a cycle c ′ that has δε as factor, say c ′ = dδε, with d a path in Q(τ n ) from h(δ) to t(ε). Then c ′ = d∂ α (S(τ n )) − x pn−1 dβγ, and we can keep substituting each factor δε of d by ∂ α (S(τ n )) − x pn−1 βγ. After doing this, we see that c ′ is the sum of an element of J(S(τ n )) with a scalar multiple of a cycle c ′′ in Q(σ n−1 ). This cycle c ′′ is cyclically equivalent to an element of J(S(τ n )) as we have seen above. We conclude that (Q(τ n ), S(τ n )) is rigid. This finishes the proof of Theorem 31.
Remark 8.
(1) In terms of trace spaces (see [4] , Definition 3.4), Lemma 32 says that the inclusion of quivers Q(σ n−1 ) ֒→ Q(τ n ) induces a well defined map between the trace spaces Tr(P(Q(σ n−1 ), S(σ n−1 ))) → Tr(P(Q(τ n ), S(τ n ))). (2) Since every quiver mutation equivalent to a quiver of the form Q(τ ), with τ an ideal triangulation of (Σ, M ), is of the same form, Theorem 31 says in particular that in Definition 23 we have given an explicit construction of a non-degenerate potential for each of the members of the mutation equivalence class of the quivers that arise as signed adjacency quivers of triangulations of surfaces with non-empty boundary. example shows in particular that Theorem 30 holds for the once-punctured torus and that Definition 23 gives an explicit non-degenerate potential for the "double cyclic triangle" Q(τ ). However, it is known (see [4] , example 8.6) that the double cyclic triangle does not admit a rigid potential. In short words, Conjectures 33 and 34 hold for the once-punctured torus.
To finish this section and close this paper, we show that non-empty boundary implies also finite dimension of the Jacobian algebra.
Theorem 36. If the surface (Σ, M ) has non-empty boundary, then for any triangulation τ of (Σ, M ) the Jacobian algebra P(Q(τ ), S(τ )) is finite dimensional, the ideal I(τ ) of the path algebra R Q(τ ) generated by {∂ a (S(τ )) | a ∈ Q 1 (τ )} is admissible (that is, it is contained in the square of the ideal generated by the arrows and contains all paths of sufficiently large length), and P(Q(τ ), S(τ )) is isomorphic to the quotient R Q(τ ) /I(τ ).
Proof. Assume that (Σ, M ) has non-empty boundary and no punctures, and let τ be any triangulation of (Σ, M ). For each marked point m we have the following configuration in a sufficiently small neighborhood of m: where the arrows a any path in Q(τ ) having length greater than N must have ab = ∂ c (S(τ )) as a factor for some oriented triangle abc appearing as a term of S(τ ). Now let τ 1 be the triangulation of (Σ, M ∪ P 1 ) constructed in the proof of Theorem 31 (see Figure 57 ). Then we have J(τ ) ⊆ J(τ 1 ) and αδ, δε, εα ∈ J(τ 1 ). Therefore any path in Q(τ 1 ) of length greater than N + 2 belongs to J(τ 1 ). Since finite-dimensionality of the Jacobian algebra is preserved under QP-mutation, we have proved the Theorem for non-empty boundary and at most one puncture.
The proof for the case of more than one puncture is similar to the proof of Lemma 32. So let n > 1 and, with the notation of Theorem 31, assume inductively that the Jacobian algebra P(Q(τ n−1 ), S(τ n−1 )) is finite-dimensional. Then P(Q(σ n−1 ), S(σ n−1 )) is finite-dimensional as well.
With the notation of Figure 53 , let P denote the set of all paths in Q(σ n−1 ) that do not start at t(γ) and do not end at h(β). If u ∈ P has βγ as a factor, that is, if u = u 1 βγu 2 for some paths u 1 , u 2 in Q(σ n−1 ), then one of the following three conditions holds:
• u has βγα as factor.
• u has αβγ as factor.
• The segment labeled j n 2 in Figure 53 is an arc of σ n−1 (hence the dotted arrows are indeed arrows of Q(σ n−1 )) and u has β 2 βγγ 1 as factor.
In any of these three cases, we have u ∈ J(S(τ n )) just as in the proof of Lemma 32.
Since P(Q(σ n−1 ), S(σ n−1 )) is finite-dimensional, there exists a positive integer N ′ such that every element of P whose length is greater than N ′ belongs to the Jacobian ideal J(S(σ n−1 )). Let P >N ′ be the subset of P consisting of paths of length greater than N ′ . By the previous paragraph and because ∂ a (S(τ n )) = ∂ a (S(σ n−1 )) for a ∈ Q 1 (σ n−1 ), a = α (note that δ, ε / ∈ Q 1 (σ n−1 )), we have P >N ′ ⊆ J(S(τ n )). Now take any path u in Q(σ n−1 ) of length greater than N ′ + 2. If u does not start at t(γ) and does not end at h(β), then u ∈ J(S(τ n )). Otherwise, we can write u = βu ′ γ for some path u ′ in Q(σ n−1 ) (remember that δ, ε / ∈ Q(σ n−1 )). This path u ′ has length greater than N ′ , does not start at t(γ) and does not end at h(β), and hence belongs to J(S(τ n )).
Finally, let v be any path in Q(τ n ) of length greater than N ′ + 6, we claim that v ∈ J(S(τ n )). Since ∂ α (S(τ n )) = x pn−1 βγ + δε, we can assume, without loss of generality, that v does not have δε as a factor. Then one of the following cases holds:
• v is contained in Q(σ n−1 );
• ε is a factor of v; • δ is a factor of v. In the first case, we have v ∈ J(S(τ n )). In the second case, we must have v = εv ′ or v = ωεv ′ for some path v ′ in Q(τ n ) because we are assuming that v does not contain δε as factor. In any of these two situations, the path v ′ is either contained in Q(σ n−1 ) (and has length greater than N ′ + 4) or can be written as v ′ = v ′′ δ or v ′ = v ′′ δν for some path v ′′ (of length greater than N ′ + 2) contained in Q(σ n−1 ). This yields v ∈ J(τ n ).
Similarly, in the third case, we must have v = v ′ δ or v = v ′ δν for some path v ′ in Q(τ n ), and in any of these situations, the path is either contained in Q(σ n−1 ) (and has length greater than N ′ + 4) or can be written as v ′ = εv ′′ or v ′ = ωεv ′′ for some path v ′′ (of length greater than N ′ + 2) contained in Q(σ n−1 ). This yields v ∈ J(S(τ n )).
Therefore, the Jacobian algebra P(Q(τ n ), S(τ n )) has finite dimension. The theorem follows from Proposition 6, Theorem 30 and Proposition 18.
