Abstract -Resilience and high availability are being considered as essential requirements in 5G networks. To fullfil these requirements, the integration of a satellite component within mobile backhaul networks is regarded as a compelling proposition to provide backup connectivity to critical cell sites and divert traffic from congested areas so that a limited capacity in their terrestrial links could be supplemented during peak-time or even replaced in case of total/partial failure or maintenance. Sustained in an architectural framework that enables the integration and management of the satellite capacity as a constituent part of a SDN-based traffic engineered mobile backhaul network, this paper develops and assesses a traffic distribution strategy that exploits the dynamically steerable satellite capacity provisioned for resilience purposes to maximize a network utility function under both failure and non-failure conditions in the terrestrial links.
INTRODUCTION
In recent years, wireless communications have taken great relevance, due to the extent of their use and the increase of critical services that are suported across multiple applications by the mobile communication networks. As pointed out in several industry papers [1] [2], 5G networks are envisioned to increasingly be used as the primary means for delivering applications with high availability needs in many sectors such as critical infrastructures, manufacturing, emergency communications, automotive, health, etc. Indeed, according to [1] , 5G technologies and solutions should facilitate to achieve network availability levels in the range of five nines (i.e. 99.999% of availability).
In this context, the high dependability feature attributed to satellite communications is regarded as a compelling proposition to be exploited to increase the availability and resiliency of mobile backhaul networks, complementing the terrestrial links that are commonly more susceptible to failures due to natural or man-made disasters [3] . Certainly, satellite links could provide additional bandwidth to backup connectivity to critical cell sites as well as to divert traffic from congested areas so that the capacity in the terrestrial links could be supplemented during peak-times or even replaced in case of total/partial failure or maintenance.
While the potential value of using a satellite component for resilience purposes in mobile networks is generally recognized [4] [5] , there is a lack of published studies aimed at assessing the benefits in terms of improved network performance that a satellite capacity deployed for resilience purposes can bring into a hybrid terrestrial-satellite backhauling network scenario. To the best of authors' knowledge, only a few related works coping with network design and traffic engineering in hybrid satellite-terrestrial backhaul networks are available in the open scientific literature, though the applicability area is not specifically that of resilience. In particular, the works in [6] - [8] are aimed at exploiting the wide coverage capability of the satellite component for broadcast/multicast applications, showing that satellite links can relieve a Long Term Evolution (LTE) mobile network of a significant part of the multimedia broadcast multicast services traffic. Under this application, traffic distribution schemes are mainly intended to establish the best routes for multicast connections (i.e. multicast routing problem) so that the multicast performance is enhanced by seeking e.g. the minimal routing end-to-end tree delay, the minimum tree cost or other minimum failure ratio [9] [10] of multicasting connections, or the combination of them [11] . Some examples of heuristic algorithms proposed in this context are given in [9] [12] [13] . Another addressed application area is that of emergency communications. In this context, a limited satellite capacity is typically deployed to replace terrestrial backhaul links where these are not available (e.g. terrestrial links disrupted by natural calamities) and prioritization mechanisms are applied to manage the satellite connectivity. For example, authors in [14] propose a scheme for service prioritization under traffic congestion based on the communication needs of first responders under different emergency scenarios. In a related work, [15] studies a service classification and management scheme with two traffic classes: streaming and background. The streaming traffic class gets higher priority and ensures that the constant data rate is available to the user and the rest of the satellite channel capacity is assigned to the background class and the available bit rate may vary. More recently, the issue of resilience and congestion in hybrid satellite-terrestrial wireless backhaul networks is also being researched in [16] through the implementation of smart antennas for dynamic network topology reconfiguration according to traffic demands.
Building in the utility framework model for the analysis of traffic distribution strategies and the capacity dimensioning results presented in our previous work [17] , this paper develops and assesses the performance of a traffic management strategy designed to cope with a satellite capacity provisioned to improve the resilience of a hybrid satelliteterrestrial mobile backhaul network. Unlike more basic strategies that might be devised for simply replacing a failed terrestrial link with satellite capacity or just activating traffic overflowing through satellite in high demanding peak-times, the proposed scheme pursues an optimal allocation of the available satellite and terrestrial capacity so that a network utility is maximized under both failure and non-failure terrestrial links conditions. It's worth noting that a practical implementation of such traffic distribution strategy could be achieved through the realization of the architectural framework described in [18] , which enables the integration and management of the satellite capacity as a constituent part of a Software Defined Networking (SDN)-based traffic engineered mobile backhaul network in a way that end-to-end paths across the satellite and terrestrial components can be centrally computed and re-arranged dynamically at flow-level granularity in front of link congestion and failure events.
The rest of the paper is organized as follows. Section II provides the description of the system model and formulates the problem for optimal traffic distribution. Given the NP-hard nature of the resulting optimization problem, Section III describes the heuristic we've relied on for the assessment. Performance results and conclusions are then presented in Section IV and V, respectively.
II. SYSTEM MODEL AND PROBLEM FORMULATION

A. Network model
Let's consider a cellular network with M Base Stations (BS) deployed across a large geographical area. The transport connectivity between the BS and the mobile core network is assumed to be delivered through a hybrid satellite-terrestrial backhaul network. In particular, we assume that each BS site is connected to the transport infrastructure through a terrestrial link (e.g., microwave or wired link) and that there is also a Satellite Terminal (ST) co-located at each site to provide satellite connectivity. Therefore, the maximum terrestrial and satellite capacity available at BS level is represented, respectively, by the capacity vectors Fig 1. 
B. Traffic model and utility framework
A common classification of network traffic consists of distinguishing between stream or elastic traffic. Stream traffic is generated by time-sensitive applications like Voice over IP (VoIP), Videostreaming on Demand (VSOD), etc., and typically has strict bandwidth and/or delay requirements. Elastic traffic on the other hand is generated by applications such as web browsing and file-transfers where the delivered bit rate and/or the download time are more important than inter-packet or end-to-end delays. The stream/elastic traffic classification is indeed captured in the QoS model for LTE systems by considering two types of bearer services that can be enforced in the network: Guaranteed Bit Rate (GBR) bearers and Non-GBR bearers. Thus, the traffic flows served through GBR bearers (hereafter called GBR services/flows) are given a minimum guaranteed bit rate to operate satisfactorily; otherwise, the quality might be severely affected. On the other hand, the traffic flows served through Non-GBR bearers (hereafter called Non-GBR services/flows) do not get such a minimum bit rate reservation but can see a wide variability of the achieved bit rate, being more exposed to congestion related packet losses and/or delay variability (without necessarily having a noticeable impact on QoS). On this basis, the traffic demand for this study is characterised at each BS m in terms of the number of GBR flows (ψ m G ) and Non-GBR flows (ψ m NG ). Accordingly, the total GBR and Non-GBR traffic demand across the M BS is represented as
Utility functions are then defined for GBR and Non-GBR traffic to describe the satisfaction level that is achieved when a particular flow is served with a certain bit rate. Further, the considered utility functions are defined to account for the impact on service quality due to the use of terrestrial or satellite backhaul capacity (i.e. the higher delay incurred when using a satellite link can result in some level of service degradation that is reflected with a lower utility). The utility functions under consideration are graphically depicted in Fig.  2 and explained in the following.
Step functions are the ones commonly used to characterise the utility of GBR services [19] . In our case, we consider a two-level step function that reflects two possible bit rates/quality levels that could be on offer (e.g. standard and high definition VSODs). Therefore, given the delivered bit rate r and depending whether satellite (x=0) or terrestrial backhaul (x=1) is used, the utility of a GBR flow is:
In the previous expressions, R 1 GBR and R 2 GBR are the bit rates to be delivered for the standard and high quality offerings, respectively; the parameter 0<p GBR ≤1 is a utility reduction factor to account for the potential quality/satisfaction degradation when using satellite links instead of terrestrial; and the parameter α GBR is a utility reduction factor to account for the impact of rate selection between R 1 GBR and R 2 GBR .
With regard to Non-GBR services, the utility functions can be more diverse [20] depending on which specific aspects/service characteristics one wants to stress. On this basis, we've adopted a logarithmic utility function [21] , that is one of the most commonly used and already serves our needs. Therefore, given the delivered bit rate r and depending whether satellite (x=0) or terrestrial backhaul (x=1) is used, the utility function for a Non-GBR flow is defined as:
where 0 ( )
In the previous expressions, R 1 Non-GBR is used to establish the bit rate for which is considered that the service is already provided with a good quality (so no utility gain is envisioned by serving Non-GBR flows with higher bit rates) and the parameter 0<p
Non-GBR ≤1 is the utility reduction factor for Non-GBR services. 
C. Resilience design and problem formulation for optimal traffic distribution
Different resilience schemes can be defined based on a satellite capacity allocated to cope with the failure of terrestrial links and how this capacity is intended to be used. In particular, in our case a resilience scheme is characterized by a ratio N:M that indicates that the satellite capacity has been dimensioned to cope with the failure of N terrestrial links in a group of M BSs. On this basis, given the maximum transport capacity deployed at BS sites (C BS and C ST ), the adopted resilience scheme N:M (from which the maximum aggregate satellite capacity C S is derived), the terrestrial link availability (A), and the traffic demand T GBR and T Non-GBR , the following optimization problem can be formulated for finding the best traffic distribution in terms of achievable bit rates and use of the terrestrial or satellite capacity per connection, represented respectively by vectors R and X:
Find (R, X) that maximizes: 
subject to:
where eq. (7) is the objective function defined as the sum of service flows utilities, eq. (8)- (10) set out, respectively, the capacity constraints of terrestrial links per BS, satellite links per BS and maximum aggregated satellite capacity and eq. (11) restricts the the possible values of the decision variables. The resulting problem is a non-linear optimization problem that falls within the category of non-convex mixed-integer nonlinear programming, which is known to be NP-hard [22] .
III. TRAFFIC DISTRIBUTION STRATEGY ALGORITHM
Given the NP-hard nature of the optimization problem formulated in section II.C, we've developed an heuristic algorithm that can handle, with low complexity, large scenarios in terms of number of BSs and traffic flows. The proposed algorithm seeks to find a feasible solution to the optimization problem by splitting it into two separate subproblems:
• First, the bit rate allocation and path selection through either terrestrial or satellite backhaul is computed for the GBR connections. This is done on a connection-basis trying to allocate, per BS and sequentially, the link and bit rate that provides the highest utility per connection. When capacity contraints are reached, the algorithm attempts to allocate pending connections by gradually reducing the utility of the new as well as of the pre-established connections as long as the global utility (i.e. term U GBR (R;X) in Eq. 7) can be still increased. The procedure is detailed Table I , algorithm 1.
• Second, the remaining satellite capacity is distributed seeking a max-min rate allocation for Non-GBR connections irrespective of using satellite or terrestrial capacity. It's worth noting that a max-min rate allocation is equivalent to the maximization of the global utility of Non-GBR traffic (i.e. term U Non-GBR (R;X) in Eq. 7) when there is no distinction between using satellite or terrestrial capacity [23] , which in our case is strictly valid for factor p Non-GBR =1. This is carried out by first distributing the satellite capacity among the BSs in proportion to the number of GBR connections handled per BS so that overall capacity left for GBR services is balanced across BSs. Then, in each BS, the satellite capacity is equally shared among the served connections. The detailed procedure is given as algorithm 2 in Table I.   TABLE I. TRAFFIC DISTRIBUTION ALGORITHMS
Algorithm 1: Resource allocation for GBR connections
Procedure "Find (R,X) for GBR connections" 
IV. NUMERICAL ASSESSMENT
A. Simulation method and scenario Settings
The numerical assessment is based on a Monte Carlo simulation method that solves the traffic distribution problem in a set of 1000 realizations. In each realization, a random number of GBR and Non-GBR connections is generated per BS according to a uniform distribution. Table II provides the range of values considered for the different model parameters in the numerical assessment. With regard to the capacity of the terrestrial links, the considered setting (131 Mb/s) is based on the dimensioning analysis presented in [17] to cope with the 90-th percentile of the traffic demand when considering a realistic traffic model that exhibits a log-normal distribution with an average load of 100 Mb/s per BS. This value is then considered to establish the range of values for the maximum aggregate satellite capacity (C S ) according to the adopted resilience scheme. On the other hand, the maximum satellite link capacity per BS (C 
B. Assessment under no Link Failure Conditions
This first assessment is intended to show the performance of the traffic distribution strategy when all terrestrial links are operational (i.e. LD=0). Unlike a more classical approach where the satellite capacity is only used as failover/back-up, the idea here is to see how the proposed strategy can get the most utility out of all the installed capacity.
Focusing first on the GBR traffic performance, the achieved average utility per GBR connection when no satellite capacity for resilience is deployed (NR case) is given in Fig. 3 , along with the utility gain achieved when considering the different resilience schemes (RS1:16, RS1:8 and RS1:4) under different GBR traffic loads. It is observed that, under NR, up to around 15 GBR connections can be served on average per BS while achieving the maximum utility. From that point, utility starts to decrease and it's when the satellite capacity gets into play to deliver the amount of utility gain depicted on the figures on the right-hand axis. In particular, achieved utility gains for RS=1:4 sit between 8% (considering a factor p GBR =0.6) and 18% (considering a factor p GBR =1) when the number of connections goes between 25-30, therefore raising the utility achieved from 80% under NR to levels between 88% and 98% under RS=1:4. Similar trends are obtained for Non-GBR traffic, as illustrated in Fig. 4 , noting however that in this case the utility increase can even reach higher values.
The impact on the allocated bit rates is depicted in Fig. 5 . For GBR connections, the availability of satellite capacity makes that average number of GBR connections per BS that can be served at full rate increases from 15 to 26 connections (70% increase) for RS1:4. For Non-GBR connections, Fig.  5(b) depicts the CDF of the bit rates allocated to Non-GBR traffic under different Non-GBR loads (5,15 and 25) and considering 5 GBR connections per BS and p Non-GBR =0.8. It can be seen as the use of a resilience scheme with higher satellite capacity does not only achieves the highest rates but also allows for a more equitable bit rate distribution among the network connections, reducing the gap of rates assigned among the Non-GBR connections. For example, if we get the Non-GBR rates within the percentiles 10% -90%, for 15 Non-GBR connections, we get a gap of only 2 Mbps for RS1:4, while we get the gap of 3.7 Mbps and 4.5 Mbps for RS1:16 and NR respectively, this is, a reduction of almost 50% of the gap of rates when is used the resilience scheme with greatest capacity. This is due to the satellite capacity is distributed dynamically in proportion to the load on each BS, thus maintaining equitably the data rates allocated among all connections. Fig. 6 (a) provides the average utility decrease per GBR connection achieved in the BSs that are affected by terrestrial link failures (LD=2) in comparison with the case without link failures. Under low load conditions, it can be observed that the minimum utility decrease is lower bounded by the value of p GBR , meaning that all the traffic served by the impaired BSs can be successfuly diverted through the satellite capacity. This utility decrease can be kept at this minimum value up to an average of 10 connections per BS when considering the resilience scheme with smaller satellite capacity (RS=1:16) and up to 24 connections for the resilience scheme with higher capacity (RS=1:4). Therefore, while the utility decrease would be of 100% for the NR case (i.e. no traffic can be served through the affected BS), the use of the satellite capacity can keep the utility reduction to values below 30% (i.e. overall utility for GBR traffic above 70%) for a traffic load ranging from 20 to 30 GBR connections per BS. For Non-GBR traffic, Fig. 6 (b) shows that the impact in utility reduction is higher than that experienced by GBR connections due to preferential treatment given by the traffic distribution algorithm. Moreover, additional results not included in the presented figures, show that there is also some utility reduction in the BS not directly affected by the terrestrial link failures, even though this reduction is below 4% for GBR and Non-GBR connections compared to the case that all links were up.
C. Assessment under Link Failure Conditions
Finally, Fig. 7 presents the impact of the link failures in terms of the allocated bit rate distribution. For GBR traffic, the average number of GBR connections that can be still served at full rate increases from 7 to 23 (200% increase) when comparing RS1:4 and RS1:16, as depicted in Fig. 7 (a) Likewise, the average number of GBR connections per BS, suported with at least the minimum rate R1, is above 100% higher for RS1:4 than for RS1:16 (from 10 to 22 connections on average per BS). With regard to Non-GBR bit rates, Fig. 8 (b) provides the CDF of the allocated bit rates for LD=2 and RS1:16, 1:8 and 1:4, showing the relative performance of these schemes against the a worst performing case (LD=2 and NR) and a best performing case (LD=0 and RS1:4). 
V. CONCLUSIONS
The integration of a satellite component within mobile backhaul networks is regarded as a compelling proposition to increase its availability and resiliency. This paper has developed and numerically assessed by means of simulation a traffic distribution strategy that exploits a dynamically steerable satellite capacity provisioned for resilience purposes to maximize a network utility function. The analysis has considered different resilience schemes, characterized by the ratio N:M of satellite capacity needed to cope with the failure of N terrestrial links in a group of M BSs. Obtained results show how, under failure conditions, the proposed traffic distribution strategy is able to redistribute the satellite resources so that the utility decrease in the BSs affected by terrestrial link failures is minimized. And remarkably, when all the terrestrial links are fully operational, it's been shown that the proposed strategy does not leave the satellite capacity unused but exploits it in order to improve the overall network utility.
The presented results give us some fundamental guidelines for deriving design and dimensioning principles to consider resilience as a built-in feature in 5G systems. Future work considers a deeper analysis of the optimality conditions and algorithms to cope with the presented optimization problem as well as its extension to jointly consider other uses of the 5G backhaul integrated satellite capacity such as fast deployments/special events and the delivery of multicast traffic.
