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Summary
We derive computationally simple expressions for score tests of misspecification
in parametric dynamic factor models using frequency domain techniques. We
interpret those diagnostics as time domain moment tests which assess whether
certain autocovariances of the smoothed latent variables match their theoret-
ical values under the null of correct model specification. We also reinterpret
reduced-form residual tests as checking specific restrictions on structural param-
eters. Our Gaussian tests are robust to nonnormal, independent innovations.
Monte Carlo exercises confirm the finite-sample reliability and power of our
proposals. Finally, we illustrate their empirical usefulness in an application that
constructs a US coincident indicator.
1 INTRODUCTION
Dynamic factor models have been extensively used in macroeconomics and finance since their introduction by Geweke
(1977) and Sargent and Sims (1977) as a way of capturing the cross-sectional and dynamic correlations between multiple
series in a parsimonious way. A far from comprehensive list of early and more recent applications includes not only
traditional topics such as business cycle analysis (see; Aruoba, Diebold, & Scotti, 2009; Ban´bura & Rünstler, 2011; Diebold
& Rudebusch, 1996; Gregory, Head, & Raynauld, 1997; Litterman & Sargent, 1979; Mariano & Murasawa, 2003; Stock
and Watson, 1989, 1991, 1993) and bond yields (Diebold, Rudebusch, & Aruoba, 2006; Dungey, Martin, & Pagan, 2000;
Jegadeesh & Pennacchi, 1996; Singleton, 1981), but also investment (Sargent, 1989), wages (Engle & Watson, 1981),
employment (Quah & Sargent, 1993), commodity prices (Peña & Box, 1987) house prices (Del Negro & Otrok, 2007),
financial contagion (Mody & Taylor, 2007) or mortality rates (French & O'Hare, 2013).
Like its static counterpart, dynamic factor analysis can be either exploratory or confirmatory in nature. The goal of
exploratory analysis is to maximize the fraction of covariance explained by the model without using any guidance on
the economic interpretation of the common factors. In confirmatory analysis, in contrast, researchers often rely on eco-
nomic and finance theory or previous studies to specify a priori the number of factors, their correlation structure, and the
dynamic impact they have on the observable variables. For that reason, Geweke and Singleton (1981) forcefully argued
that in dynamic confirmatory factor models for economic time series “hypotheses about the relations between the observ-
able time series and the latent factors and about the properties of the latent factors themselvesmay be tested.” The purpose
of our paper is precisely to derive such specification tests. In particular, we provide diagnostics for neglected serial correla-
tion in common and specific factors, as well as formisspecification of the dynamic impact the former have on the observed
variables. We focus on Lagrange multiplier (LM) tests, which only require estimation of the model under the null. As is
well known, likelihood ratio (LR), Wald and LM tests are asymptotically equivalent under the null and sequences of local
alternatives, and therefore they share their optimality properties. In addition to computational considerations, which are
particularly relevant when one is concerned about several alternatives, an important advantage of LM tests is that they
are often easy to interpret as moment tests, so that rejections provide a clear indication of the directions along which
modeling efforts should focus. We emphasize this moment test interpretation for all our proposals.
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Earlier work on specification testing in models with a finite number of series include Engle and Watson (1980), who
explained how to apply the LM testing principle in the time domain for dynamic factor models with static factor loadings,
Geweke and Singleton (1981), who studied LR and Wald tests in the frequency domain, and Fernández (1990), who
applied the LM principle in the frequency domain to a multivariate “structural time series model”; see Harvey (1989) for
a comparison of time domain and frequency domain testing methods in that context.
Aside from considering a more general class of models, our main contribution is that our proposed tests are very sim-
ple to implement with a few lines of code, and even simpler to interpret. Once the parameters of a dynamic factor model
have been estimated, its correct specification becomes the hypothesis of interest. Individual or joint score tests focusing
on several departures from this null can then be computed from the auto- or cross-covariances of the smoothed values of
the innovations in the state variables regardless of the complexity of the model estimated under the null. In this regard,
our model validation proposal is entirely analogous to the battery of LM-based regression diagnostics that accompany the
usual ordinary least squares (OLS) output in most econometric packages. And even though our theoretical derivations
make extensive use of spectral methods for time series, we provide both time domain and frequency domain interpre-
tations of the relevant scores, so researchers who strongly prefer one method over the other could apply them without
abandoning their favorite estimation techniques.
We also explicitly relate our proposals to alternative tests based on one-period-ahead prediction errors, which should
be white noise under correct dynamic specification. In particular, we express those reduced-form tests in terms of homo-
geneous restrictions on the dynamic factor loadings and idiosyncratic components, which allows us to make them robust
to parameter uncertainty and study their relative power.
To keep the notation to a minimum, we focus on single-factor models throughout, which suffice to illustrate our main
results, although extensions to multiple factors could be easily entertained, as in Fiorentini and Sentana (2009). And
even though we initially focus on Gaussian factor models with a diagonal idiosyncratic dynamic covariance structure for
pedagogical reasons, we relax both these assumptions later on.
The rest of the paper is organized as follows. In Section 2, we review the properties of dynamic factor models and their
filters. Then, we derive our testing procedures in Section 3 under an increasingly weaker set of assumptions, and present a
Monte Carlo evaluation of their finite-sample behavior in Section 4. This is followed in Section 5 by an empirical illustra-
tion that assesses the dynamic factor model used by Camacho, Pérez-Quirós, and Poncela (2015) to construct a coincident
indicator for the USA. Finally, our conclusions, together with several interesting extensions, can be found in Section
6. Proofs of propositions are given in Appendix A while auxiliary results are gathered in the Supporting Information
appendices.
2 THEORETICAL BACKGROUND
2.1 Dynamic factor models
A dynamic, exact, single-factor model for a finite dimensional vector of N observed series, yt, can be defined in the time
domain by the system of stochastic difference equations
yt = 𝝁 + c(L)xt + ut, 𝛼x(L)xt = 𝛽x(L)𝑓t, A(L)ut = B(L)vt,
A(L) = diag[𝛼u1(L), … , 𝛼uN (L)], B(L) = diag[𝛽u1 (L), … , 𝛽uN (L)],
(𝑓t, v1,t, … , vN,t)|It−1;𝝁,𝝓 ∼ N[0, diag(𝛾𝑓 , 𝛾v1 , … , 𝛾vN )],
⎫⎪⎬⎪⎭ (1)
where xt is the common factor, ut the N specific factors, c(L) = 𝚺nk=−m ckLk a vector of N possibly two-sided polynomials
in the lag operator ci(L) (withm or n potentially unbounded), 𝛼x(L) and 𝛼ui(L) are one-sided polynomials of finite orders
px and pui , respectively, while 𝛽x(L) and 𝛽ui (L) are one-sided polynomials of finite orders qx and qui coprime with 𝛼x(L)
and 𝛼ui (L), respectively, It− 1 is an information set that contains the values of vt and ft up to and including time t − 1, 𝝁 is
the unconditional mean vector and 𝝓 refers to all the d remaining static and dynamic secondmoment parameters, which
we assume variation free.
The dynamic nature of the model in Equation 1 is the result of three different characteristics:
1. the serial correlation of the common factor xt;
2. the serial correlation of the idiosyncratic factors ut;
3. the heterogeneous dynamic impact of the common factor on each of the observed variables through the
series-specific distributed lag polynomials ci(L).
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To some extent, characteristics 1 and 3 overlap, as one could always write any dynamic factor model in terms of white
noise common factors as follows:
yt = 𝝁 + 𝛼−1x (L)𝛽x(L)c(L)𝑓t + A−1(L)B(L)vt = 𝝁 + Δ(L)𝛏t, (2)
Δ(L) =
⎡⎢⎢⎢⎣
c1(L)𝛽x(L)𝛼−1x (L) 𝛽u1 (L)𝛼−1u1 (L) 0 … 0
c2(L)𝛽x(L)𝛼−1x (L) 0 𝛽u2 (L)𝛼−1u2 (L) … 0
⋮ ⋮ ⋮ ⋱ ⋮
cN(L)𝛽x(L)𝛼−1x (L) 0 0 … 𝛽uN (L)𝛼−1uN (L)
⎤⎥⎥⎥⎦ , (3)
𝛏t|It−1;𝝁,𝝓 ∼ N(0,𝚪𝜉), 𝛏′t = (𝑓t, v1,t, … , vN,t), 𝚪𝛏 = diag(𝛾𝑓 , 𝛾v1 , … , 𝛾vN ).
Thus the assumption of ARMA(px, qx) dynamics for the common factor can be regarded as a parsimonious way of
modeling an infinite distributed lag for the dynamic factor loadings (see Sections 3.1 and 3.6 for further details). In any
case, we would need to shut down all three sources to go back to a traditional static factor model (see; Lawley &Maxwell,
1971). Canceling only one or two of those channels still results in a dynamic factormodel. For example, Engle andWatson
(1981) considered models with static factor loadings, while Peña and Box (1987) further assumed that the specific factors
were white noise.
Nevertheless, when bothm and n are finite, the dynamic factor model in Equation 1 can be written as a “static” factor
model withm + n + 1 common factors (xt+m, … , xt−n), a representation that has been exploited in the recent literature
to justify the use of inefficient estimation methods for static factor models (see; Bai & Ng, 2008; Stock & Watson, 2011).
As we shall see in Section 3.6, though, our proposed testing procedures can also deal with models with no static factor
representation because the dynamic loadings ci(L) are rational functions.
The main difference between the exact model in Equation 1 and the generalized dynamic factor models considered by
Forni, Hallin, Lippi, and Reichlin (2000), Forni and Lippi (2001, 2011), and Forni, Hallin, Lippi, and Zaffaroni (2015) is
that it rules out any contemporaneous or dynamic cross-correlation between the idiosyncratic terms. We revisit this issue
in Section 3.10 and our concluding remarks.
2.2 Reduced-form representation
To obtain the reduced form of a dynamic factor model, we can premultiply both sides of the first line in Equation 1 by
𝛼x(L)A(L), which yields
𝛼x(L)A(L)(yt − 𝝁) = A(L)c(L)𝛽x(L)𝑓t + 𝛼x(L)B(L)vt = mt. (4)
The left-hand side corresponds to a diagonal vector autoregression (VAR) and the right-hand side to a restricted vector
moving average (VMA) with the following dynamic factor structure: an MA common factor 𝛽x(L)ft, dynamic loadings
A(L)c(L), and MA specific factors 𝛼x(L)B(L)vt.1 Finding the Wold representation ofmt, that is
mt = (IN +D1L + … +DsLs)wt = D(L)wt, (5)
withwt|yt− 1, yt− 2, … ∼ N(0,𝚺) and the roots of |D(L)| = 1 on or outside the unit circle, is by nomeans an easy task. The
following multivariate version of the AR(p) signal plus white noise (WN) studied by Dunsmuir (1979) and Dzhaparidze
(1986), among others:
yt = 𝝁 + cxt + ut, (1 − 𝛼1L − … − 𝛼pLp)xt = 𝑓t, ut = vt, (6)
is a notable exception. Equation 4 implies that the Wold decomposition of yt corresponds to a restricted VARMA (p, p)
process with scalar autoregressive polynomial and a dynamic single factor model for the VMA(p) part. More importantly,
we show in Supporting Information Appendix B that both the reduced-form innovation matrix 𝚺 and all the Wold coef-
ficient matrices Dj (j = 1, … , p) are overidentified, with a common exact single factor structure whose factor loadings
and idiosyncratic variances are proportional to c and 𝚪v, respectively. Therefore, the reduced form will be dynamically
misspecified when any of three dynamic characteristics of Model 1 is misspecified.
1As usual, cancellation between the VAR and VMA polynomials can occur for some parameter configurations—for example, when the AR polynomials
of the common factor and all the specific ones share some common roots.
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2.3 Spectral density matrix andWiener–Kolmogorov filter
Under the assumption that yt in Equation 1 is a covariance stationary process, possibly after suitable differencing or
cointegration transformations, as in Section 5, its spectral decomposition will be
yt − 𝝁 = ∫
𝜋
−𝜋
ei𝜆tdZy(𝜆), V[dZy(𝜆)] = Gyy(𝜆)d𝜆,
with a spectral density matrix given by
Gyy(𝜆) = c(e−i𝜆)Gxx(𝜆)c′(ei𝜆) + Guu(𝜆), (7)
Gxx(𝜆) =
𝛽x(e−i𝜆)𝛽x(ei𝜆)
𝛼x(e−i𝜆)𝛼x(ei𝜆)
𝛾𝑓 ,
Guu(𝜆) = A−1(e−i𝜆)B(e−i𝜆)𝚪−1v B′(ei𝜆)A−1
′ (ei𝜆) = diag[Gu1u1 (𝜆), … ,GuNuN (𝜆)],
Guiui (𝜆) =
𝛽ui (e−i𝜆)𝛽ui (ei𝜆)
𝛼ui(e−i𝜆)𝛼ui(ei𝜆)
𝛾vi .
Thus Gyy(𝜆) is the sum of the rank 1 matrix c(e−i𝜆)Gxx(𝜆)c′(ei𝜆) and the diagonal matrix Guu(𝜆), thereby inheriting the
exact single factor structure of the unconditional covariancematrix of a static factor model. The fact that the idiosyncratic
impact of the common factor on each of the observed variables is in principle dynamic implies that the spectral density
matrix of yt will generally be complex but Hermitian, even though the spectral densities of xt and uit are all real because
they correspond to univariate processes.
Assuming that Gyy(𝜆) is not singular at any frequency, the Wiener–Kolmogorov two-sided filter for the common factor
xt at each frequency is given by
dZxK (𝜆) = Gxx(𝜆)c′(ei𝜆)G−1yy (𝜆)dZy(𝜆), (8)
where Gxx(𝜆)c′(ei𝜆)G−1yy (𝜆) is known as the transfer function of the common factor smoother. As a result, the spectral
density of the smoothed values of the common factors, xKt|∞, will be
GxKxK (𝜆) = G2xx(𝜆)c′(ei𝜆)G−1yy (𝜆)c(e−i𝜆), (9)
while the spectral density of the final estimation error xt − xKt|∞ will be given by
Gxx(𝜆) − GxKxK (𝜆) = Gxx(𝜆) − G2xx(𝜆)c′(ei𝜆)G−1yy (𝜆)c(e−i𝜆) = 𝜔(𝜆).
Similarly, the Wiener–Kolmogorov smoother for the N specific factors will be
dZuK (𝜆) = Guu(𝜆)G−1yy (𝜆)dZy(𝜆) =
[
IN − c(e−i𝜆)Gxx(𝜆)c′(ei𝜆)G−1yy (𝜆)
]
dZy(𝜆)
= dZy(𝜆) − c(e−i𝜆)dZxK (𝜆).
Hence the spectral density matrix of the smoothed values of the specific factors is given by
GuKuK (𝜆) = Guu(𝜆)G−1yy (𝜆)Guu(𝜆),
while the spectral density of their final estimation errors ut − uKt|∞ is
Guu(𝜆) − GuKuK (𝜆) = Guu(𝜆) − Guu(𝜆)G−1yy (𝜆)Guu(𝜆) = 𝜔(𝜆)c(e−i𝜆)c′(ei𝜆) = 𝚵(𝜆).
Further, the co-spectrum between xKt|∞ and uKt|∞ will be
GxKuK (𝜆) = Gxx(𝜆)c′(ei𝜆)G−1yy (𝜆)Guu(𝜆).
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Having obtained these, we can easily obtain the smoother for the innovations in common and specific factors, 𝑓Kt|∞, and
vKit|∞ , respectively, by applying to xKt|∞ and uKit|∞ the one-sided filters 𝛼x(e−i𝜆)∕𝛽x(e−i𝜆) and 𝛼ui(e−i𝜆)∕𝛽ui(e−i𝜆). Thus we can
derive their joint spectral density, which plays an important role in our tests, as well as the joint spectral density of their
final estimation errors 𝑓t − 𝑓Kt|∞ and vit − vKit|∞.
Finally, we can obtain the autocovariances of xKt|∞, 𝑓Kt|∞, uKt|∞, vKt|∞ and their final estimation errors by applying the usual
inverse Fourier transformation cov(zat, zbt−k) = ∫ 𝜋−𝜋 ei𝜆kGzazb (𝜆)d𝜆.
Computations can be considerably speeded up by exploiting the Woodbury formula under the assumption that neither
Gxx(𝜆) nor Guu(𝜆) is singular at any frequency:
|Gyy(𝜆)| = |Guu(𝜆)|Gxx(𝜆)𝜔(𝜆),
G−1yy (𝜆) = G−1uu(𝜆) − 𝜔(𝜆)G−1uu(𝜆)c(e−i𝜆)c′(ei𝜆)G−1uu(𝜆), (10)
𝜔(𝜆) = [G−1xx (𝜆) + c′(ei𝜆)G−1uu(𝜆)c(e−i𝜆)]−1,
see Sentana (2000) for a generalization.
The computational gains arise because Guu(𝜆) is a diagonal matrix and 𝜔(𝜆) a scalar; see appendix A of Fiorentini,
Galesi, and Sentana (2018) for further details.
If both N is very large and Equation 1 admits a finite static factor representation, one can accurately estimate the latent
factors using simpler procedures; see Bai and Ng (2008), Stock and Watson (2011), and references therein. But when the
cross-sectional dimension is small, the filtered estimates of the state variables are likely to be heavily influenced by the
dynamic specification of the model, which thus becomes a first-order issue. The objective of our paper is precisely to
provide diagnostics for misspecification in Gxx(𝜆), Guu(𝜆) and c(e−i𝜆) in those small Nmodels.
3 INFERENCE PROCEDURES
3.1 Identification
The identification bymeans of homogeneous restrictions of linear dynamicmodels with latent variables such as the one in
Equation 1was discussed byGeweke (1977) andGeweke and Singleton (1981), andmore recently by Scherrer andDeistler
(1998) and Heaton and Solo (2004); see also Forni and Lippi (2001, 2011) and Bai and Wang (2014) for related results.
These authors extend well-known results from static factor models and simultaneous equation systems to the spectral
density matrix in Equation 7 on a frequency-by-frequency basis. Thus two models will be observationally equivalent for
a Gaussian log-likelihood function if and only if they generate exactly the same spectral density matrix for the observed
variables at all frequencies. As in the traditional case, there are two different identification issues:
1. the nonparametric identification of common and specific components;
2. the parametric identification of dynamic loadings and factor dynamics within the common components.
The answer to the first question is easy when Guu(𝜆) is a diagonal, full rank matrix, as in Equation 1.2 We can show
that for the dynamic single factor model in Equation 1 nonparametric identification of common and idiosyncratic terms
is guaranteed when N ≥ 3, provided that at least three series load on the common factor. The intuition is as follows. We
know that the condition above coincides with the so-called Ledermann bound for single factor models; see, for example,
Bekker and ten Berge (1997) or Scherrer and Deistler (1998), as well as footnote 19. Since it is not possible to transfer
variance from the common to the idiosyncratic components (or vice versa) in those circumstances, and any model with
more than one factor will lead to some singular idiosyncratic variance, we can uniquely decompose Gyy(𝜆) into the rank
one matrix c(e−i𝜆)Gxx(𝜆)c′(ei𝜆) and the full rank matrix Guu(𝜆) in this way.
The separate identification of c(e−i𝜆) and Gxx(𝜆) is trickier, as we can always write any dynamic factor model (up to
time shifts) in terms of white noise common factors, as in Equation 2. But it can be guaranteed (up to scaling and sign
changes) if, in addition, the dynamic loading polynomials ci(L) are one-sided of finite order and jointly coprime, so they
2Scherrer and Deistler (1998) refer to this situation as the Frisch case.
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do not share a common root across all N series; see theorem 3 in Heaton and Solo (2004) for a more formal argument
along these lines.3 The only remaining issue is the unconditional scaling of the common factor, which we can achieve by
normalizing the variance of ft to 1.4
In this paper we mostly focus on hypothesis tests of px = dx vs px = dx + 1 or pui = dui versus pui = dui + 1, or the
analogous hypotheses for qx and qui , although we can easily handle higher-order alternatives, as we explain at the end
of Section 3.4. In addition, we are interested in testing the null hypothesis that the maximum lag order of the dynamic
loadings is n instead of n + 1. For that reason, we henceforth maintain the assumption that the model is identified both
under the null and under the AR andMA versions of all those different alternatives; see Fiorentini and Sentana (2016) for
the effects of lack of identification under some analogous alternatives in UCARIMAmodels. This will indeed be the case
for the models we consider in the Monte Carlo experiment and empirical application in Sections 4 and 5, respectively, for
which the conditions in this section guarantee identification both under the null and under all those alternatives.
3.2 Maximum likelihood estimation (MLE) in the frequency domain
Let
Iyy(𝜆;𝝁) = 12𝜋T
T
𝚺
t=1
T
𝚺
s=1
(yt − 𝝁)(ys − 𝝁)′e−i(t−s)𝜆 (11)
denote the Hermitian positive semidefinite periodogrammatrix of yt and 𝜆j = 2𝜋j∕T (j = 0, …T − 1) the usual Fourier
frequencies. If we assume that Gyy(𝜆;𝝓) is positive definite at all frequencies,5 the so-called Whittle (1962) discrete,6
spectral approximation to the log-likelihood function is LT(𝝁,𝝓) = 𝚺T−1𝑗=0 𝓁(𝜆𝑗 ;𝝁,𝝓), where
𝓁(𝜆;𝝁,𝝓) = −N2 ln(2𝜋) −
1
2 ln
||Gyy(𝜆;𝝓)|| − 12tr[G−1yy (𝜆;𝝓)2𝜋Iyy(𝜆;𝝁)]. (12)
Expression 11, though, is far from ideal from a computational point of view, and for that reason we make use of the fast
Fourier transform (FFT). Specifically, given the T × N original real data matrix Y = (y1, … , yt, … , yT)
′ , the FFT creates
the centered and orthogonalized T × N complex data matrix Zy = (zy0, … , z
y
𝑗
, … , zyT−1)′ by effectively premultiplying
Y−𝜾T𝝁′ by the T × T FouriermatrixW. On this basis, we can easily compute Iyy(𝜆j) as 2𝜋zy𝑗z
y∗
𝑗
, where the asterisk denotes
complex conjugate transpose. Hence LT(𝝁,𝝓) becomes
−NT2 ln(2𝜋) −
1
2
T−1
𝚺
𝑗=0
ln ||Gyy(𝜆𝑗 ;𝝓)|| − 2𝜋2 T−1𝚺𝑗=0zy∗𝑗 G−1yy (𝜆𝑗 ;𝝓)zy𝑗 ,
which can be regarded as the log-likelihood function of T independent but heteroskedastic complex Gaussian observa-
tions.
But since zy
𝑗
does not depend on 𝝁 for j = 1, … ,T − 1 because 𝜾T is proportional to the first column of the orthogonal
Fourier matrix and zy0 = (yT − 𝝁), where yT is the sample mean of yt, it immediately follows that the MLE of 𝝁 will
be yT , so from now on we focus on demeaned variables, maximizing the criterion function LT(yT ,𝝓) with respect to
all the remaining static and dynamic second moment parameters in 𝝓 over the admissible parameter space Φ ⊆ Rd. It
immediately follows that the score with respect to those parameters is
s𝝓T(𝝓) =
T−1
𝚺
𝑗=0
s𝝓𝑗(𝝓),
s𝝓𝑗(𝝓) =
1
2{𝜕vec
′ [Gyy(𝜆𝑗 ;𝝓)] ∕𝜕φ}M(𝜆𝑗 ;𝝓)m(𝜆𝑗 ;𝝓), (13)
3The one-sided restriction is without loss of generality in models withm and n finite because any shift in the dating of the common factor can be exactly
matched by an opposite shift in the timing of the dynamic loadings.
4Other symmetric scaling assumptions would normalize V(xt), or some norm of the loadings vector c0 or their long-run counterparts c(1). Alternatively,
we could asymmetrically fix one element of c0 or c(1) to 1.
5Otherwise, a linear combination of the components of the y′t s at frequency 𝜆 would be identically 0.6There is also a continuous version which replaces sums by integrals (see Dunsmuir & Hannan, 1976).
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m(𝜆𝑗 ;𝝓) = vec[2𝜋zyc𝑗 z
y′
𝑗
− G′yy(𝜆𝑗 ;𝝓)], (14)
M(𝜆𝑗 ;𝝓) = G−1yy (𝜆𝑗 ;𝝓)⊗ G′−1yy (𝜆𝑗 ;𝝓), (15)
where zyc
𝑗
= zy∗′
𝑗
is the complex conjugate of zy
𝑗
.
The information matrix is block diagonal between 𝝁 and the elements of 𝝓, with the (1, 1)-element being G−1yy (0) and
the (2, 2)-block being
(𝝓) = 14𝜋 ∫
𝜋
−𝜋
{𝜕vec′
[
Gyy(𝜆𝑗 ;𝝓)
]
∕𝜕φ}M(𝜆;𝝓){𝜕vec′
[
Gyy(𝜆𝑗 ;𝝓)
]
∕𝜕𝝓}∗d𝜆, (16)
a consistent estimator of which will be provided either by the outer product of s𝝓j(𝝓) or by
Φ(𝝓) = 12T
T−1
𝚺
𝑗=0
{𝜕vec′
[
Gyy(𝜆𝑗 ;𝝓)
]
∕𝜕φ}M(𝜆𝑗 ;𝝓){𝜕vec′
[
Gyy(𝜆𝑗 ;𝝓)
]
∕𝜕𝝓}∗. (17)
In fact, by selecting an artificially large value for T in Equation 17, one can approximate Equation 16 to any desired
degree of accuracy.
Formal results showing the consistency and asymptotic normality of the resulting ML estimators in identified dynamic
latent variable models under suitable regularity conditions were provided by Dunsmuir (1979) and Dzhaparidze (1986),
among others, who generalized earlier results for VARMAmodels by Hannan (1970) and Dunsmuir and Hannan (1976).
Those authors also showed the asymptotic equivalence between time and frequency domainML estimators and the valid-
ity of the trinity of classical hypothesis tests in this context. In addition, they explicitly acknowledged the possibility that
the normality assumption does not hold, in which case the criterion function (Equation 12) must be understood as a
pseudo log-likelihood. Supporting Information Appendix D provides a precise statement of Dunsmuir's (1979) regular-
ity conditions for the dynamic factor model in Equation 1 and derives the asymptotic covariance matrix of the Gaussian
estimators. Importantly, the models we consider in the Monte Carlo experiments in Section 4 satisfy stronger versions of
those conditions.
To increase the speed and accuracy of the estimators and their standard errors, we can make use of the numerically
reliable and fast-to-compute expressions for the Jacobian of vec
[
Gyy(𝜆)
]
and the spectral scores s𝝓j(𝝓) in appendix C of
Fiorentini et al. (2018), whose appendix E includes analogous formulae for the information matrix in Equation 16. Those
expressions make extensive use of the complex version of the Woodbury formula in Equation 10.
3.3 The minimal sufficient statistics for {xt}
In any given realization of the vector process {yt}, the values of {xt} could be regarded as a set of T parameters. With
this interpretation in mind, we can define xGt|∞ as the spectral generalized least squares (GLS) estimator of xt through the
transformation
dZxG (𝜆) = [c′(ei𝜆)G−1uu(𝜆)c(e−i𝜆)]−1c′(ei𝜆)G−1uu(𝜆)dZy(𝜆).
Similarly, we can define uGt|∞ though
dZuG (𝜆) = {IN − c(e−i𝜆)[c′(ei𝜆)G−1uu(𝜆)c(e−i𝜆)]−1c′(ei𝜆)G−1uu(𝜆)}dZy(𝜆).
It is then easy to see that the joint spectral density of xGt|∞ and uGt|∞ will be[
Gxx(𝜆) + [c′(ei𝜆)G−1uu(𝜆)c(e−i𝜆)]−1 𝟎′
0 Gyy(𝜆) − c(e−i𝜆)[c′(ei𝜆)G−1uu(𝜆)c(e−i𝜆)]−1c′(ei𝜆)
]
, (18)
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with the second block being of rankN − 1. Since the Jacobian of this orthogonalization is 1, we can factorize the spectral
log-likelihood function of yt as the sum of the log-likelihood function of xGt|∞, which is univariate, and the log-likelihood
function of uGt|∞. Importantly, the parameters characterizing Gxx(𝜆) only enter through the first component. In contrast,
the remaining parameters affect both components. Moreover, we can easily show that
1. xGt|∞ = xt + 𝜁Gt|∞, with xt and 𝜁Gt|∞ orthogonal at all leads and lags;
2. the smoothed estimator of xt obtained by applying the Wiener–Kolmogorov filter to xGt|∞ coincides with xKt|∞.
This confirms that xGt|∞ constitute minimal sufficient statistics for xt, thereby generalizing earlier results by Jungbacker
andKoopman (2015), who consideredmodels in which c(e−i𝜆) = c for all 𝜆, and Fiorentini, Sentana, and Shephard (2004),
who looked at the related class of factor models with time-varying volatility (see also; Gouriéroux, Monfort, & Renault,
1991). In addition, the degree of unobservability of xt depends exclusively on the size of [c′(ei𝜆)G−1uu(𝜆)c(e−i𝜆)]−1 relative to
Gxx(𝜆); see Sentana (2004) for a closely related discussion.
3.4 Neglected serial correlation in the common factor
We would like to test the null hypothesis H0 ∶ 𝜓x1 = 0 in the alternative model
yt = 𝝁 + c(L)xt + ut, (1 − 𝜓x1L)𝛼x(L)xt = 𝛽x(L)𝑓t, A(L)ut = B(L)vt.
Given the spectral density of the dynamic GLS estimator of the common factor in Equation 18:
𝜕GxGxG(𝜆)∕𝜕𝜓x1 = 𝜕Gxx(𝜆)∕𝜕𝜓x1.
Since 𝜓x1 only enters through the marginal log-likelihood of xGt|∞, its score will be
1
2
T−1
𝚺
𝑗=0
[𝜕Gxx(𝜆)∕𝜕𝜓x1]G−1xGxG(𝜆𝑗)[2𝜋IxGxG (𝜆𝑗) − GxGxG(𝜆𝑗)].
But 𝜕Gxx(𝜆)∕𝜕𝜓x1 = 2 cos 𝜆Gxx(𝜆) when 𝜓x1 = 0, so after some straightforward algebraic manipulations we can show
that this score can be written under the null as
T−1
𝚺
𝑗=0
cos 𝜆𝑗G−1xx (𝜆𝑗)[2𝜋IxKxK (𝜆𝑗) − GxKxK (𝜆𝑗)] =
T−1
𝚺
𝑗=0
cos 𝜆𝑗[2𝜋I𝑓K𝑓K (𝜆𝑗) − G𝑓K𝑓K (𝜆𝑗)].
Hence the time domain counterpart to the spectral score with respect to 𝜓x1 is (asymptotically) proportional to the
difference between the first sample (circulant) autocovariance of 𝑓Kt|∞ and its theoretical counterpart under H0. Thus the
only difference with a situation in which xt is observable is that the autocovariance of 𝑓Kt|∞ is no longer 0 when 𝜓x1 = 0,
although it approaches 0 as the signal-to-noise ratio increases, in which case our proposed test would converge to the
usual Breusch (1978)–Godfrey (1978) LM test for neglected serial correlation.
Let us illustrate our procedure in a simple example. Imagine that the model under the alternative is a second-order ver-
sion of Equation 6. The results in section 2.6 of Fiorentini and Sentana (2013) imply that xKt|∞ will have the autocorrelation
structure of anAR(2) when𝜓x1 = 0, while 𝑓Kt|∞ will follow anAR(1) with first-order autocovariance (c′𝚪−1v c)𝛼x1∕(1−𝛼2𝑓K ),
where
𝛼𝑓K =
{
1 + 𝛼2x1 + (c′𝚪−1v c) −
√
[(1 + 𝛼x1)2 + (c′𝚪−1v c)][(1 − 𝛼x1)2 + (c′𝚪−1v c)]
}
∕(2𝛼x1).
Therefore, the larger (c′𝚪−1v c) is, the closer 𝑓Kt|∞ will be to white noise. In general, the LM test ofH0 ∶ 𝜓x1 = 0 will simply
compare the first sample autocovariance of 𝑓Kt|∞ to its theoretical value above. This interpretation is in line withMaravall's
(1987) suggestion that large discrepancies between the theoretical and empirical autocovariance functions of the estima-
tors of the unobserved components provide an indication of model misspecification in UCARIMAmodels. However, our
proposed LM statistics carry out this comparison as formal statistical tests. In addition, an important advantage of our
frequency domain approach is that we implicitly compute the required autocovariances without explicitly obtaining the
time series processes for the smoothed estimates of the unobserved components through the Riccati equation.
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Unfortunately, the approach that we have used to obtain the score for neglected autocorrelation in the common fac-
tor cannot be generally applied to the specific factors because the parameters in Guu(𝜆) affect both components of the
orthogonalized spectral log-likelihood function. Nevertheless, we can start from first principles by exploiting the fact that
𝜕vec[Gyy(𝜆)]∕𝜕𝜓x1 = [c(ei𝜆)⊗ c(e−i𝜆)]𝜕Gxx(𝜆)∕𝜕𝜓x1.
Not surprisingly, if we introduce these derivatives in the formula for the spectral score with respect to 𝜓x1, we end up with
exactly the same frequency-domain and time-domain expressions.
Empirical researchers often assume that the common factors are white noise for identification purposes, so that
Gxx(𝜆) = 1 under the null. Since we make no assumptions on px and qx, our tests trivially apply in that situation too.
Similarly, generalizations to test ARMA(p, q) versus ARMA(p + k, q) in the common factor are straightforward, as they
only involve higher-order autocovariances of 𝑓Kt|∞. Moreover, it is easy to show that ARMA(p + k, q) and ARMA(p, q + k)
multiplicative alternatives are locally asymptotically equivalent, as in the case of univariate tests for serial correlation in
observable time series (see, e.g., Godfrey, 1988). Finally, we could also consider (multiplicative) seasonal alternatives.
3.5 Neglected serial correlation in specific factors
Next, we focus on the null hypothesis H0 ∶ 𝝍u1 = 0 in the alternative model
yt = 𝝁 + c(L)xt + ut, 𝛼x(L)xt = 𝛽x(L)𝑓t, [I − diag(𝝍u1)L]A(L)ut = B(L)vt,
where 𝝍 ′u1 = (𝜓u11, … , 𝜓uN1). In this case, we have that
𝜕vec[Gyy(𝜆)]∕𝜕𝝍 ′u1 = EN · 𝜕vecd[Guu(𝜆)]∕𝜕𝝍
′
u1 ,
whereE′N = (e1e′1|… |eNe′N), with (e1|… |eN) = IN, is the uniqueN2 × N “diagonalization”matrix that transforms vec(A)
into vecd(A) as vecd(A)=E′Nvec(A) (see Magnus, 1988). Straightforward algebra implies that the score with respect to
𝜓ui1 under the null will be
T−1
𝚺
𝑗=0
cos 𝜆𝑗G−1uiui (𝜆𝑗)[2𝜋IuKi uKi (𝜆𝑗) − GuKi uKi (𝜆𝑗)] =
T−1
𝚺
𝑗=0
cos 𝜆𝑗[2𝜋IvKi vKi (𝜆𝑗) − GvKi vKi (𝜆𝑗)].
Thus the time domain counterpart to the spectral score with respect to 𝜓ui1 will be proportional to the difference between
the first sample autocovariance of vKit and its theoretical value underH0. Joint tests that look at several idiosyncratic terms
together, as well as the common factor, can be easily obtained by combining the different scores involved. As we shall see
in Sections 4.2 and 5, though, the individual tests are rather good at identifying the source of the rejection.
3.6 Additional lags in the dynamic factor loadings
As wementioned in Section 2.1, the dynamic nature of Model 1 is due to three characteristics: (1) the serial correlation of
the common factor xt; (2) the serial correlation of the idiosyncratic factors ut; and (3) the heterogeneous dynamic impact
of the common factor on each of the observed variables through the cross-sectionally heterogeneous dynamic loadings
ci(L).
We have already discussed dynamic specification tests for the first two characteristics in Sections 3.4 and 3.5, respec-
tively, so in this section we concentrate in the last one. For the sake of brevity, we focus on multiplicative alternatives
involving a single additional lag, although it is straightforward to consider additive alternatives, multiple lags or indeed
combinations of leads and lags. Specifically, we look at the null hypothesis H0 ∶ 𝝍 c = 0 in the alternative model
yt = 𝝁 + [(𝜾N − 𝝍 cL)⊙ c(L)]xt + ut, 𝛼x(L)xt = 𝛽x(L)𝑓t, A(L)ut = B(L)vt, (19)
with ⊙ denoting Hadamard products and
(𝜾N − 𝝍 cL) = (1 − 𝜓c1L, … , 1 − 𝜓cN L)
′.
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Given that the dynamic loadings become
(𝜾N − 𝝍 cL)⊙ c(L) =
n
𝚺
k=−m
ckLk −
n+1
𝚺
k=−m+1
(ck−1 ⊙ 𝝍 c)Lk
under the alternative, we will have that the score corresponding to𝝍 c will be given by the sum across frequencies of terms
of the form
−
n+1
𝚺
k=−m+1
G−1uu(𝜆)ck−1{e−ik𝜆[2𝜋I′xKuK (𝜆) − G
′
xKuK (𝜆)] + e
−ik𝜆[2𝜋IuKxK (𝜆) − GuKxK (𝜆)]}.
The time domain analogue to this expression is easiest to understandwith white noise idiosyncratic components. Then,
the score with respect to 𝜓ci evaluated under H0 would be exactly proportional to the difference between the sample
and population (circulant) covariance of uit with the distributed lag 𝚺n+1k=−m+1ci,k−1x
K
t−k. More generally, it will contain the
difference between the sample and population covariance of vit with the distributed lag 𝚺n+1k=−m+1ci,k−1x
∗K
i,t−k, where x
∗K
i,t−n−1
is the smoothed value of the (n + 1)th lag of the GLS-transformed regressor
x∗i,t = 𝛼ui (L)𝛽
−1
ui (L)xt.
Importantly, we obtain the same score (with an opposite sign) if we consider the alternative
(1 − 𝜓ciL)
−1ci(L) = ci(L)
∞
𝚺
s=0
𝜓 sciL
s, (20)
for which there is no longer a static factor model representation with fewer than N factors.
An interesting special case arises if we consider the following restricted version of Equation 20:
yt = 𝝁 + [(1 − 𝜓cL)−1c(L)]xt + ut,
so that the null hypothesis is H0 ∶ 𝜓 c = 0. Given that we can write this alternative model as
yt = 𝝁 + c(L)x∗t + ut, (1 − 𝜓cL)𝛼x(L)x∗t = 𝛽x(L)𝑓t,
the spectral score with respect to a common value of 𝜓 c is numerically identical to the score of an additional autoregres-
sive term 𝜓x in the process for x∗t . This result confirms the partial substitutability of dynamics in the common factor by
dynamics in the factor loadings that we mentioned in Section 2.1. It also implies that we cannot simultaneously test the
null hypotheses H0 ∶ 𝝍 c = 0 and H0 ∶ 𝜓x = 0 because the latter is implied by the former.7
3.7 Parameter uncertainty
So far we have implicitly assumed that the true values of the parameters of Model 1 are known. In practice, those param-
eters will have to be estimated under the null. Maximum likelihood estimation of the dynamic factor model parameters
can be done either in the time domain using the Kalman filter or in the frequency domain, as explained in Section 3.2. The
sampling uncertainty surrounding the sample mean 𝝁 is asymptotically inconsequential because the information matrix
is block diagonal. The sampling uncertainty surrounding the other parameters is not necessarily so. Let us partition the d
vector of model parameters 𝝓 as (𝜽′,𝝍 ′)′, where 𝜽 contains the d1 parameters of the model under the null and 𝝍 and the
d2 parameters that are tested under the alternative. A block diagonal information matrix for 𝜽 and 𝝍 is only obtained in
some special cases. One example arises when c(e−i𝜆) = c and both common and idiosyncratic factors follow AR(1) pro-
cesses with a common autoregressive coefficient. Another important example are the static factor models considered by
Fiorentini and Sentana (2015). In that situation, all final prediction errors are white noise under the null, and one can
safely ignore the estimation error in 𝜽.
7This problemwould not arise if xt were observed because𝜓 c enters through the conditionalmodel of yt given xt whereas𝜓x enters through themarginal
model for xt. In that case, the score with respect to 𝜓 c would simply be the sum across the N series of the scores for the different 𝜓 ′ci s.
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More generally, we need to take into account the asymptotic dependence between 𝜽 and𝝍 . The solution is the standard
one: replace −1𝝍𝝍 (𝜽0, 0) with
𝝍𝝍 (𝜽0, 0)=[𝝍𝝍 (𝜽0, 0)−−1𝝍𝜽(𝜽0, 0)−1𝜽𝜽 (𝜽0, 0)−1′𝝍𝜽 (𝜽0, 0)]−1, (21)
which is the (𝝍 ,𝝍) block of the inverse information matrix, so that the test statistic becomes
LMT = T · s′𝝍T(?̃?T , 0)𝝍𝝍 (𝜽0, 0)s′𝝍T(?̃?T , 0) , (22)
where ?̃?T is the MLE obtained under the null. The analytical expressions for the information matrix in appendix E of
Fiorentini et al. (2018) provide a computationally efficient method for Equation 21. Importantly, the dual nature of our
proposed tests implies that they can be applied regardless of the model having been estimated in the time or frequency
domains.
3.8 Reinterpreting reduced form tests for neglected serial correlation
In the context of univariate time series models written in state space form, Harvey (1989), Harvey and Koopman (1992),
and Durbin and Koopman (2012) suggest the calculation of neglected serial correlation tests for the reduced-form residu-
als, which should bewhite noise under the null of correct dynamic specification. The analogue procedure in the context of
the dynamic factor model (Equation 1) involves testing for neglected serial correlation in the multivariate vector of Wold
innovationswt in Equation 5. In the first-order case, in particular, one would test the null hypothesisH0 ∶ 𝜳w = 0 in the
VAR(1) modelwt = 𝜳wwt− 1 + 𝜼t, as in Hendry (1971), Guilkey (1974), and Harvey (1982) (see also Hosking, 1981).
Such a test may seem to offer a substantial computational edge over ours because apparently it only requires the OLS
regression of the Kalman filter one-period-ahead prediction errors on their first lag. However, we know from Durbin
(1970) that the asymptotic size of serial correlation tests for observed variables applied to estimated residuals in dynamic
models is wrong. In fact, their correct computation requires purging the scores corresponding to the elements of 𝜳w of
the sampling variability in all the model parameters estimated under the null.
In turns out that one can express the parametric restrictions assessed by reduced-form tests in terms of the structural
parameters of a dynamic factor model. For pedagogical reasons, in this section we do so for the simpler null hypothesis
H0 ∶ 𝝍w = vecd(𝜳w) = 0, postponing the discussion of the general case to Supporting Information Appendix C.8 In
particular:
Proposition 1. After correcting for parameter uncertainty, the LM test of H0 ∶ 𝝍w = 0 in themodel [I−diag(𝝍w)L]wt =
𝜼t for the reduced-form residuals coincides with the LM test of the same null hypothesis in the dynamic factor model:
yt = 𝝁 + [(𝜾N − 𝝍wL)⊙ c(L)]xt + ut, 𝛼x(L)xt = 𝛽x(L)𝑓t, A(L)ut = [I − diag(𝝍w)L]B(L)vt. (23)
In other words, testing for univariate serial correlation in the reduced form of one of the observed series, say yit, is
equivalent to simultaneously testing against an alternative whose factor loading is ci(L)(1 − 𝜓ciL), as in Section 3.6, and
the MA part of the process for the idiosyncratic component uit contains the neglected multiplicative term (1−𝜓uiL), as in
Section 3.5, under themaintained assumption that𝜓ci = 𝜓ui = 𝜓wi . In contrast, a test for neglected serial correlation in the
loadings only focuses on 𝜓ci , while a test for neglected serial correlation in the idiosyncratic component concentrates on
𝜓ui . As a result, the relative power of those three tests will depend on the nature of the truemodel under the alternative. In
particular, if we represent𝜓ci on the horizontal axis and𝜓ui on the vertical axis, the reduced-form test will havemaximum
power for alternatives along the 45◦ line 𝜓ci = 𝜓ui , while the structural form tests of the null hypotheses H0 ∶ 𝜓ci = 0
and H0 ∶ 𝜓ui = 0 will have maximum power along their respective axis. Finally, it is also possible to compare the power
of those three tests to the power of the joint test of H0 ∶ 𝜓ci = 𝜓ui = 0, which has twice as many degrees of freedom; see
Demos and Sentana (1998) for a related discussion in the context of ARCH tests.
8Nevertheless, we take into account that the elements of wt will be contemporaneously correlated even when they are serially uncorrelated. Thus our
test differs from test 2 in Harvey (1982), which looks at the null hypothesis H0 ∶ 𝝍w = 0 when wt is observed under the maintained assumption that
V(𝜼t) is diagonal.
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None of those procedures, though, is likely to have much power against neglected serial correlation in the common
factor, as thismisspecificationwillmanifest itselfmostly in the dynamic cross-correlations, especially if the signal-to-noise
ratio is low. For that reason, we explicitly compare the power of all the different tests in the Monte Carlo experiments.
Importantly, given that the reduced form will be dynamically misspecified when any of three dynamic characteristics
of Model 1 is misspecified, the validity of the null distribution of all the tests that we consider, including those based on
the reduced form, requires the correct specification of the structural model (Equation 1) under H0.
3.9 Robustness of the Gaussian tests
We have so far treated the Gaussian assumptionmade for estimation as an integral part of themodel. But for the purposes
of testing the validity of the dynamic specification, it should be regarded as a maintained assumption instead. A valid
concern, therefore, is whether our tests will be affected if the latent variables are non-Gaussian but we still use 𝝍𝝍 (𝜽0, 0)
in Equation 22.
Given that under the regularity conditions stated in Supporting Information Appendix D, which are satisfied by the
models considered in Section 4, the asymptotic distribution of the Gaussian pseudo maximum likelihood estimator of 𝝓
(appropriately centered and scaled) will be normal, with zero mean and covariance matrix given by the usual sandwich
formula C0 = A−10 B0A−10 , where A is the plim of the (minus) expected Hessian and B the asymptotic variance of the
Gaussian pseudo log-likelihood score s𝝓T(𝝓), we could always resort to the robust Gaussian pseudo score test
T · s′𝝍T(?̃?T , 0)A𝝍𝝍 (𝜽0, 0)C−1𝝍𝝍 (𝜽0, 0)A𝝍𝝍 (𝜽0, 0) s𝝍T(?̃?T , 0), (24)
whereC𝝍𝝍 andA𝝍𝝍 are the relevant blocks ofC and the inverse ofA, respectively (see, e.g., Engle, 1984). Under normality,
of course, the information matrix equality B = A =  holds, so that Equations 24 and 22 coincide, but in general B will
differ from under nonnormality. Consistently estimatingA is straightforward becauseA =  irrespective of theGaussian
log-likelihood being the true one formanymodels, including the dynamic factormodel in Equation 1. In the time domain,
it is also easy to consistently estimateBbymeans of the outer product of the score. In the frequency domain, in contrast, the
sample variance of the spectral scores converges in probability to  instead regardless of the assumption of normality. In
principle, we could try to estimate B by using the analytical expressions we develop in Supporting Information Appendix
D. Nevertheless, it turns out that those calculations are unnecessary. To argue our claim, we proceed in two steps. First,
Proposition 2 below provides a necessary and sufficient condition for C𝝍𝝍 to coincide with 𝝍𝝍 (𝜽0, 0). Second, we verify
that it is satisfied under certain assumptions by the alternatives that we have considered in Sections 3.4, 3.5, and 3.6 when
the null hypothesis H0 ∶ 𝝍 = 0 holds.
Proposition 2. Let s𝝍|𝜽T(𝝓) = s𝝍T(𝝓) − A𝝍𝜽A−1𝜽𝜽s𝜽T(𝝓). Under the maintained assumption that A =  holds:
C𝝍𝝍 = 𝝍𝝍 if and only if limT→∞V[
√
Ts𝝍|𝜽T(𝝓0)] = − limT→∞E[𝜕s𝝍|𝜽T(𝝓0)∕𝜕𝝍 ′]. (25)
Importantly, this proposition remains valid regardless of the true value of𝝍 being 0 and applies tomany other situations
beyond dynamic factor models. To interpret it in contexts other than A𝝍𝜽 = 0 and B𝝍𝝍 = A𝝍𝝍 , it is convenient to recall
that the generalized information matrix equality (see Newey & McFadden, 1994) implies that
− lim
T→∞
E[𝜕s𝝍|𝜽T(𝝓0)∕𝜕𝜽] = limT→∞ cov[
√
Ts𝝍|𝜽T(𝝓0),√Tr𝜽T(𝝓0)] = A𝝍𝜽 − A𝝍𝜽A−1𝜽𝜽A𝜽𝜽 = 0,
where r𝝍T(𝝓0) is the true but unknown log-likelihood (average) score. Therefore, we can understand s𝝍|𝜽T(𝝓) as the
Gaussian pseudo log-likelihood average score of 𝝍 purged of the sampling variability in estimating 𝜽, so that the asymp-
totic distribution of the estimator of 𝝍 based on it is the same regardless of 𝜽0 being known or estimated. In this context,
the necessary and sufficient condition in Equation 25 coincides with the efficiency condition for sequential estimators in
Newey and Powell (1998), who showed that this condition guarantees that there is no efficiency loss in sequentially esti-
mating 𝝍 keeping 𝜽 fixed at some initial consistent estimator; see also Amengual, Fiorentini, and Sentana (2013), who
applied Condition 25 to find the optimal sequential generalized method of moments estimator of the shape parameters
in multivariate dynamic location scale models.
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For practical purposes, it is convenient to express Condition 25 as
(−A𝝍𝜽A−1𝜽𝜽 Id2 )(B − A) = 0,
which is very easy to check.
Fiorentini and Sentana (2016) state that one could use Dunsmuir's (1979) results for a univariate AR(p) process cloaked
in white noise in which the innovations to the signal component are independent of the noise to show that Gaussian tests
for neglected serial correlation in the signal or the noise continue to have asymptotically valid sizes under nonnormality.
It turns out that a similar result holds far more generally. Specifically, we can make use of the analytical expressions
for the expected Hessian and the variance of the score in Supporting Information Appendix D under the maintained
assumption that the innovations (ft, v1,t, … , vN,t) are stochastically independent to verify that Condition 25 is satisfied by
the alternative models that we have considered in Sections 3.4, 3.5, and 3.6 when the null hypothesis H0 ∶ 𝝍 = 0 holds.
3.10 Block-diagonal idiosyncratic autocovariance matrices
It is straightforward to extend the testing procedures we have developed in previous sections to models with multiple
common factors. Although this would be intensive in notation, the only additional question would be dealing with iden-
tification issues before estimating the model. But sometimes researchers feel compelled to add more common factors to
adequately capture the off-diagonal elements of the autocovariance matrices even though there seems to be a single per-
vasive source of variation. When the cross-sectional dimension, N, is commensurate with the time series dimension, T,
one possibility is to rely on the approximate factor structures originally introduced by Chamberlain and Rothschild (1983)
in the static case, which allow for some mild contemporaneous and dynamic correlation between idiosyncratic terms.
An expanding, influential body of literature has shown that one may accurately recover the unobserved series by using
the frequency domain version of principal components put forward by Brillinger (1981, chapter 9) and further extended
by Forni et al. (2000), which is based on a nonparametric estimate of the spectral density matrix of the observed series;
see Forni et al. (2015) for more recent developments. In fact, it might even be possible to use static principal components
if the model has a static representation; see, for example, Bai and Ng (2008) and references therein. Unfortunately, the
cross-sectional asymptotic boundedness conditions on the eigenvalues of the autocovariancematrices of the idiosyncratic
terms underlying those approximate factor models are largely meaningless in empirical situations such as that discussed
in Section 5, in which N is very small relative to T.
In those situations in which it is natural to group the N series in yt into R homogeneous blocks, y1t, … , yrt, … , yRt of
dimension N1, … ,Nr, …NR, with N1 + … + Nr + … + NR = N, an attractive solution is dynamic bifactor models
with two types of factors:
1. pervasive common factors that affect all N series;
2. block factors that only affect those series from the same block.
Specifically, a model with a single global factor and a single factor per block is defined in the time domain by the system
of dynamic stochastic difference equations
yrt = 𝝁r + crg(L)xgt + crr(L)xrt + urt, r = 1, … ,R,
𝛼xg (L)xgt = 𝛽xg (L)𝑓gt,
𝛼xr (L)xrt = 𝛽xr (L)𝑓rt, r = 1, … ,R,
𝛼ui(L)ui,t = 𝛽ui (L)vi,t, i = 1, … ,N,
(𝑓gt, 𝑓1t, … , 𝑓Rt, v1t, … , vNt)|It−1;𝝁,𝝓 ∼ N[0, diag(1, 1, … , 1, 𝛾v1 , … , 𝛾vN )],
⎫⎪⎪⎬⎪⎪⎭
(26)
where xgt is the global factor, xrt the rth block factor,ut = (u′1t, … ,u′rt, … ,u′Rt)′ theN specific factors, crg(L) = 𝚺
ng
k=−mg
crgkLk
and crr(L) = 𝚺nrl=−mrcrrlL
k areNR × 1 vectors of possibly two-sided polynomials in the lag operator, 𝛼xg (L), 𝛼xr (L) and 𝛼ui(L)
are one-sided polynomials of orders pxg , pxr and pui , respectively, while 𝛽xg (L), 𝛽xr (L), and 𝛽ui(L) are one-sided polynomials
of orders qxg , qxr , and qui , coprime with 𝛼xg (L), 𝛼xr (L), and 𝛼ui(L), respectively, It− 1 is an information set that contains the
values of yt and ft = (fgt, f1t, … , fRt)
′ up to, and including time t − 1,𝝁 is themean vector, and𝝓 refers to all the remaining
parameters. It is easy to see that the spectral density matrix of yt corresponds to a dynamic single-factor model with a
block-diagonal idiosyncratic autocovariance structure.
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Fiorentini, Galesi, and Sentana (2016) explain how to efficiently exploit the sparsity of the factor loadingmatrix of mod-
els such as Equation 26 to successfully estimate them by maximizing the spectral Gaussian log-likelihood function with
a large number of series from multiple blocks. More importantly for our purposes, the spectral scores for pervasive fac-
tors, block factors and idiosyncratic factors, as well as for the corresponding dynamic loadings that they provide in their
appendix A, are entirely analogous to those we derive in Sections 3.4, 3.5, and 3.6, respectively. As a result, it is straight-
forward to compute LM tests for dynamic misspecification in any of those components in models with block-diagonal
idiosyncratic autocovariance matrices. As expected, those tests have exactly the same time domain interpretation as
moment tests that compare the sample autocovariances and cross-covariances of the different latent variables with their
theoretical values under the null of correct specification.
The first step in the specification of bifactor models is the assignment of the N series to the R blocks. Inspecting the
off-diagonal elements of a preliminary, consistent estimator of the “idiosyncratic” spectral density matrix of theN-variate
process yt, such as the difference between nonparametric estimators of Gyy(𝜆) and the spectral density matrix of the
common components suggested by Forni et al. (2000), may provide a very good starting point for a clustering algorithm
that assigns individual series to blocks in large Nmodels.9
4 MONTE CARLO SIMULATION
4.1 Size experiment
We assess the finite-sample size of the different tests that we have discussed by generating 10,000 samples of length 500
(roughly four decades of monthly data), plus 50 for initialization, of a trivariate dynamic factor model. The main reason
for looking at such a small cross-sectional dimension is to handicap our proposed tests relative to the general first-order
version of the reduced-form test, which involves N2 moment conditions. The first model that we simulate and estimate
under the null is[
𝑦1,t
𝑦2,t
𝑦3,t
]
=
[ 0.7
0.5
0.4
]
xt +
[ u1,t
u2,t
u3,t
]
,
(1 − 0.4L − 0.2L2)xt = 𝑓t, (1 + 0.4L)u1,t = v1,t, (1 − 0.6L)u2,t = v2,t, (1 − 0.2L)u3,t = v3,t,
V(𝑓t) = 1, vecd ′[V(vt)] = (0.4, 0.3, 0.8),
with (ft, v1t, v2t, v3t) being contemporaneously independentGaussianwhite noises. Thus, under the null the common factor
follows anAR(2), its loadings are static, and the idiosyncratic terms followAR(1) processes. Sinceweworkwith demeaned
variables, the true value of 𝝁 is numerically inconsequential, so we fix it to 0.
We compute LM tests against first-order versions of
1. neglected residual autocorrelation in the common factor (𝜒21 );
2. neglected residual autocorrelation in all the specific factors (𝜒23 );
3. neglected multiplicative polynomials in the dynamic loadings (𝜒23 );
4. a combination of items 1 and 2 (𝜒24 );
5. a combination of items 2 and 3 (𝜒26 );
6. neglected serial correlation in the reduced-form residuals (𝜒29 );
7. diagonal version of the reduced-form test in item 6 (𝜒23 ).
Importantly, all our tests are numerically invariant to whether in estimating themodel we normalize the variance of the
common factor xt or its innovation ft to 1 because of the way we compute the informationmatrix (see Dufour & Dagenais,
1991). Further, additive and multiplicative versions of the dynamic loadings tests are also numerically identical once we
correct for sampling uncertainty under the null.
9We are grateful to a referee for this suggestion.
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TABLE 1 Size of dynamic misspecification tests
Empirical rejection rates (%)
Gaussian Student's t
Nominal size 10% 5% 1% 10% 5% 1%
Common factor 9.64 4.86 0.86 9.87 4.86 0.97
Specific factors 10.46 5.16 1.07 10.24 5.01 1.03
Loadings 9.85 4.8 0.97 9.88 5.10 0.99
All factors 10.08 5.04 0.88 10.08 4.75 0.85
Loadings + specific 10.07 5.18 0.99 10.04 4.78 1.88
Reduced form 10.53 5.41 1.02 10.09 5.04 1.06
Diagonal reduced form 10.86 5.19 0.99 9.71 4.89 0.98
The left-hand panel of Table 1 shows that all tests have remarkably small size distortions.
Then, we conduct a second experiment with a virtually identical design, except that the Gaussian white noises are
replaced by Student's ts with 10 degrees of freedom but the same variances. The results reported in the right-hand panel
of Table 1 confirm the robustness of the Gaussian test we explained in Section 3.9.
4.2 Power experiments
Next, we carry out four additional simulation experiments to assess the relative power of our proposed tests and the
reduced-form tests. In the first experiment, we simulate and estimate another 10,000 samples of length 500 in which the
DGP for the common factors has 𝜓x(L) = (1 − 0.5L)−1 but the same first- and second-order autocorrelation as under the
null, so that
xt = 0.874xt−1 − 0.037xt−2 + 𝑓t − 0.5𝑓t−1. (27)
We also rescale the loadings so as to maintain the same unconditional covariance matrix as in Section 4.1 in order
to achieve the same average signal-to-noise ratio (see the discussion at the end of Section 3.3). Anything else is left
unchanged. The raw empirical rejection rates at the 5% nominal level are reported in the first column of Table 2 under
the heading “Alternative 1.” As can be seen, the test that focuses on the common factor has the largest power by far, fol-
lowed by the dynamic loadings test. In contrast, the reduced-form tests have much less power, as we had anticipated in
Section 3.8 for alternatives such as Equation 27; see Fiorentini and Sentana (2015) for a related discussion for static factor
models. Not surprisingly, the least powerful test looks at the specific factors, which nevertheless retain some small power
because their estimators are affected by the neglected serial correlation in the common factor.
We also simulate and estimate 10,000 samples of the same length as above in which the DGP for the specific factors has
𝜓ui (L) = (1 + 0.2L), for i = 1, 2, 3, but the same first-order autocorrelation as under the null, so that
u1,t = −0.418u1,t−1 − 0.044u1,t−2 + v1,t,
u2,t = 0.514u2,t−1 + 0.143u2,t−2 + v2,t,
u3,t = 0.185u3,t−1 + 0.077u3,t−2 + v3,t.
⎫⎪⎬⎪⎭ (28)
Again, we rescaleV(vt) in order to exactlymatch the unconditional covariancematrix under the null, leaving everything
else unchanged. The results, reported in the second column of Table 2 under the heading “Alternative 2,” clearly show that
the test that focuses on the idiosyncratic factors has the largest power, followed by the joint test. In this case, though, the
reduced-form tests have reasonable power, as we anticipated in Section 3.8 for alternatives such as Equation 28. Finally,
the test that focuses on the common factor has power essentially equal to nominal size.
We consider a third design in which the common factor follows the same AR(2) process as under the null, but the static
factor loadings are multiplied by heterogeneousMA(1) polynomials (1−𝜓ciL). Since the unconditional covariancematrix
of the resulting model has a two-factor structure, it is impossible to adjust the remaining model parameters to achieve the
single-factor structure of the null model in Section 4.1. For that reason, after setting𝜓c1 = 0.42,𝜓c2 = 0.5 and𝜓c3 = 0.58 so
that their cross-sectional mean coincides with Alternative 1, we scale the loadings as in that alternative to minimize the
difference between the two unconditional covariance matrices. The third column of Table 2 displays the results, which
indicate that the dynamic loading test is noticeably more powerful than the rest, whereas the specific factor test is the
least powerful.
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TABLE 2 Power of dynamic misspecification tests
Empirical rejection rates (%) at 5%
significance level
Alternative 1 2 3 4
Common factor 47.67 4.78 38.26 6.00
Specific factors 5.7 48.23 10.07 51.06
Loadings 32.67 10.02 64.68 36.60
All factors 28.90 44.07 29.42 48.27
Loadings + specific 24.86 38.1 53.14 60.17
Reduced form 9.51 27.89 38.47 51.10
Diagonal reduced form 8.56 38.08 43.48 67.36
Finally, we look at a fourth design, which combines features of the previous two. Specifically, we multiply both the
static loading and the idiosyncratic term for each series by the heterogeneous AR(1) polynomial (1 − 𝜓 iL)−1, with 𝜓1 =
0.1, 𝜓2 = 0.2, and 𝜓3 = 0.3, but keep the common factor as under the null. As we mentioned in Section 3.6, this
model no longer has a static factor representation with fewer than three factors, so it is not possible to replicate the
unconditional covariance structure of the null design either. The results in the fourth column of Table 2 show that the
diagonal reduced-form test is the most powerful, as expected. Nevertheless, the joint test that simultaneously looks at
factor loadings and idiosyncratic factors but without imposing that 𝜓ci = 𝜓ui ∀i also does very well. In contrast, the
dynamic specification test for the common factor has very little power.
In summary, ourMonte Carlo results clearly indicate that themain advantage of our proposed LM tests is that rejections
provide a very strong indication of the directions along which the efforts to improve the specification of the model should
focus.
5 EMPIRICAL ILLUSTRATION
We initially replicate the results in Camacho et al. (2015), who construct a monthly US coincident index by combining
the indicators of economic activity previously analyzed by Stock and Watson (1991), Chauvet (1998), and Chauvet and
Piger (2008). Specifically, they use the industrial production index (IPI), nonfarm payroll employment (EMP), personal
income less transfer payments (INC), and realmanufacturing and trade sales (SAL). The sample covers the period January
1967 to November 2010 for a total effective sample length of 526 observations. As usual, the seasonally adjusted series
are log-transformed and differenced to achieve stationarity. Their basic specification, which naturally contains a single
factor, is ⎡⎢⎢⎢⎣
IPIt
EMPt
INCt
SALt
⎤⎥⎥⎥⎦ =
⎡⎢⎢⎢⎣
c1
c2
c3
c4
⎤⎥⎥⎥⎦ xt +
⎡⎢⎢⎢⎣
u1,t
u2,t
u3,t
u4,t
⎤⎥⎥⎥⎦ ,
xt= 𝜙x,1xt−1+𝜙x,2xt−2 + 𝑓t, ui,t= 𝜙i,1ui,t−1+𝜙i,2ui,t−2 + vi,t, i = 1, … , 4.
Each variable is individually standardized; the first two observations are discarded and the scale indeterminacy is elim-
inated by setting var(ft) = 1. We report the spectral maximum likelihood estimates of the parameters in Table 3, which
are very close to the estimates obtained on the basis of the usual time domain log-likelihood.
Camacho et al. (2015) argue thatmany features of the business cycle are better represented by aMarkov switchingmodel
than by a linear model. In this regard, we proved in appendix C of Fiorentini and Sentana (2013) that a simple two-regime
Markov model for the mean of the common factor would generate the autocorrelation structure of an ARMA(1, 1) pro-
cess for xt, which suggests that their AR(2) specification should be rejected. And indeed it is. Our spectral LM test against
first-order neglected residual serial correlation in the common factor takes the value of 4.28, with a p-value of 3.9%. The
same specification test for all four idiosyncratic factors is 34.01, a large fraction of which comes from the nonfarm pay-
roll employment and personal income series. In turn, a joint test for a first-order lag in the factor loadings yields a highly
significant 29.78, mostly due to the real manufacturing and trade sales series. Not surprisingly, the test for first-order mul-
tivariate serial correlation in the reduced form rejects themodel massively. In contrast, the only rejection of the individual
first-order univariate reduced-form test corresponds to the fourth residual.
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TABLE 3 Spectral maximum likelihood estimates
x IPI EMP INC SAL
ci — 0.68 0.50 0.28 0.45
𝜙1 0.43 −0.25 0.24 −0.20 −0.36
𝜙2 0.22 −0.21 0.52 −0.05 −0.16
𝛾vi 1 0.27 0.25 0.85 0.59
We then decided to estimate a model with an ARMA(2, 1) process for the common factor and MA(1)-type dynamic
factor loadings for all series, which led to a very substantial improvement in fit of 62 log-likelihood units with only five
additional parameters. Although the common factor test no longer rejects, the test for additional lags in the dynamic factor
loadings still does (again, mostly due to the sales series) and the same is true for the idiosyncratic factors test. On this
basis, we ended up adding two further lags to the dynamic loadings of real manufacturing and trade sales, oneMA root to
the employment idiosyncratic factor, and another AR root to the income one. The resulting model achieved a further 19
points increase in the log-likelihood and, more importantly, it successfully passed all the different dynamic specification
tests.
Therefore, our results suggest that Camacho et al. (2015) should probably consider a more general Markov switching
model, allowing for more flexible dynamics not only in common and idiosyncratic factors but also in the dynamic impact
of the common factor on the observed series.
6 CONCLUSIONS AND EXTENSIONS
We derive computationally simple expressions for score tests of neglected serial correlation in common and idiosyn-
cratic factors, as well as dynamic misspecification of the factor loadings in dynamic confirmatory factor models using
frequency domain methods. Our tests can assess those dynamic characteristics either individually or jointly. Importantly,
we interpret the specification tests that we propose in terms of simple-to-understand moment tests which assess whether
certain covariances involving the smoothed values of the latent variables are in line with their theoretical values under
the null. We show that the implicit orthogonality conditions are analogous to the conditions obtained by treating the
Wiener–Kolmogorov–Kalman smoothed estimators of the innovations in commonand idiosyncratic factors as if theywere
observed, but they account for their final estimation errors. And although we initially focus on Gaussian factor models
with a diagonal idiosyncratic dynamic covariance structure for pedagogical reasons, we relax both these assumptions later
on. In particular, we exploit the results in Dunsmuir (1979) to show that our Gaussian tests are robust to nonnormality
when the innovations are independent.
We also explicitly relate our proposals to alternative tests based on one-period-ahead prediction errors, which should
be white noise under correct dynamic specification. In particular, we express those reduced-form tests in terms of homo-
geneous restrictions on the dynamic factor loadings and idiosyncratic components, explain how to make them robust to
parameter uncertainty, and study their relative power.
Our simulation results suggest that all the tests we consider have rather accurate sizes in finite samples, both when the
innovations in the latent variables are Gaussian and when they follow Student's ts, thereby confirming our theoretical
results. They also indicate that our proposed model validation tools have power to detect dynamic misspecification and
that they are systematically able to correctly identify the source of the rejection.
Finally, we evaluate the empirical usefulness of our tests by assessing the dynamic factor model used by Camacho et al.
(2015) to construct a coincident indicator for the USA. Once again, our proposals prove very informative for improving
the original specification. In particular, our results suggest that adding additional lags to common and specific factors is
not enough, being necessary to allow the common factor to dynamically impact the observed series.
Our paper is a reminder that spectral methods for time series are very powerful, and can still be successfully applied to
tackle important issues of practical interest. For example, we could exploit the asymptotic orthogonality of the frequency
components of theWhittle likelihood to devise suitable bootstrap procedures (see;Dahlhaus& Janas, 1996;Kirch&Politis,
2011). A more thorough analysis of the power of our tests using both local power calculations and a more extensive set of
Monte Carlo exercises would also be worthwhile.
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The extension of our methods to models in which N∕T is nonnegligible would also constitute a very valuable addition
with potentially interesting empirical applications. Doz, Giannone, and Reichlin (2012) proved the consistency of the
common factor estimators for their true underlying values, while Bai and Li (2016) have also obtained rates of convergence
and asymptotic variances under some restrictions.
The relationship between small-Nmodels and large-Nmodels that nest them is also worth studying. Take, for example,
the model in Section 5 and a much larger model that augments it with the so-called Stock and Watson dataset (see, e.g.,
Stock &Watson, 2006). The spectral density matrix of the quadrivariate model and the 4 × 4 block of the spectral density
matrix of the large-Nmodel should be identical if the two models are consistent. Therefore, their differences with respect
to the periodogram of those four series should have zero mean under correct specification, the reason being that the
periodogram is a rather inefficient but unbiased nonparametric estimator of the true spectral density. As a result, both
models can be subject to the spectral moment tests that we have put forward in our paper.
However, their comparison presents nontrivial challenges too. Specifically, although the number of dynamic factors in
the high-dimensional model can be consistently estimated using, for example, the procedure in Amengual and Watson
(2007), it cannot necessarily be used in the small-Nmodel. The problem is one of identification. The so-called Ledermann
bound10 for static factor models applied on a frequency-by-frequency basis implies that, even if we assume a diagonal
idiosyncratic spectral density matrix at all frequencies, we can nonparametrically identify a model with a single common
factor at most in a model with four series.
Another challenge is the following. The objective of the Camacho et al. (2015) paper was to come up with a real activity
indicator using four carefully selected series observed at a monthly frequency. Assuming one could estimate a model for
four series with the number of dynamic factors determined in the large-Nmodel by making rather restrictive parametric
assumptions on the dynamics of those common factors and their loadings, as well as the dynamics of the idiosyncratic
terms, a sensible way of combining those factors into a single index of real activity would be necessary, possibly along the
lines of Forni et al. (2000) or Altissimo, Cristadoro, Forni, Lippi, and Veronese (2010).
Finally, it is worthmentioning that, although we have exploited some specificities of dynamic factor models, our proce-
dures can be easily extended to most unobserved-component time series processes in which a finite-dimensional vector
of N observed series, yt, can be recursively defined in the time domain by the system of equations
yt = 𝝁 + C(𝝓)xt, xt = A(𝝓)xt−1 + B(𝝓)ut, ut|It−1;𝝁,𝝓 ∼ N[0 ,Ω(𝝓)].
Such models are the subject of the monographs by Harvey (1989) and Durbin and Koopman (2012), among others, and
the list of empirical studies that make use of them is vast. We are currently pursuing some of these research avenues.
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APPENDIX A: PROOFS
Proposition 1
Given that the reduced form of the diagonal VMA augmented structural model in Equation 23 will be
𝛼x(L)A(L)(yt − 𝝁) = [I − diag(𝝍w)L][A(L)c(L)𝛽x(L)𝑓t + 𝛼x(L)B(L)vt],
the spectral scores with respect to𝝍w will be given by the sum of the spectral scores with respect to𝝍u and and𝝍 c derived
in Sections 3.5 and 3.6, respectively, evaluated at𝝍u = 𝝍 c = 𝝍w. But those scores are numerically identical to the scores
of the alternative diagonal VAR augmented structural model
yt = 𝝁 + [I − diag(𝝍w)L]−1c(L)xt + ut, 𝛼x(L)xt = 𝛽x(L)𝑓t, [I − diag(𝝍w)L]A(L)ut = B(L)vt,
whose reduced form will be precisely
[I − diag(𝝍w)L]𝛼x(L)A(L)(yt − 𝝁) = A(L)c(L)𝛽x(L)𝑓t + 𝛼x(L)B(L)vt.
Given that the null model is also the same, the tests that correct for parameter uncertainty will coincide.
Proposition 2
First, it is easy to see that
lim
T→∞
V[
√
Ts𝝍|𝜽T(𝝓0)] = limT→∞V[
√
Ts𝝍T(𝝓0) − A𝝍𝜽A−1𝜽𝜽
√
Ts𝜽T(𝝓0)]
= B𝝍𝝍 + A𝝍𝜽A−1𝜽𝜽B𝜽𝜽A
−1
𝜽𝜽
A′
𝝍𝜽
− B𝝍𝜽A−1𝜽𝜽A
′
𝝍𝜽
− A𝝍𝜽A−1𝜽𝜽B
′
𝝍𝜽
.
In turn, the generalized information matrix equality implies that
− lim
T→∞
E[𝜕s𝝍|𝜽T(𝝓0)∕𝜕𝝍] = limT→∞ cov[
√
Ts𝝍|𝜽T(𝝓0),√Tr𝝍T(𝝓0)] = A𝝍𝝍 − A𝝍𝜽A−1𝜽𝜽A′𝝍𝜽,
where r𝝍T(𝝓0) is the true log-likelihood (average) score. Given that the partitioned inverse formula
A−1 =
(
A−1
𝜽𝜽
+ A−1
𝜽𝜽
A′
𝝍𝜽
A𝝍𝝍A𝝍𝜽A−1𝜽𝜽 −A
−1
𝜽𝜽
A′
𝝍𝜽
A𝝍𝝍
−A𝝍𝝍A𝝍𝜽A−1𝜽𝜽 A
𝝍𝝍
)
,
A𝝍𝝍 = (A𝝍𝝍 − A𝝍𝜽A−1𝜽𝜽A
′
𝝍𝜽
)−1,
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implies that
C𝝍𝝍 = A𝝍𝝍B𝝍𝝍A𝝍𝝍 + A𝝍𝝍A𝝍𝜽A−1𝜽𝜽B𝜽𝜽A
−1
𝜽𝜽
A′
𝝍𝜽
A𝝍𝝍
− A𝝍𝝍B𝝍𝜽A−1𝜽𝜽A
′
𝝍𝜽
A𝝍𝝍 − A𝝍𝝍A𝝍𝜽A−1𝜽𝜽B
′
𝝍𝜽
A𝝍𝝍 = A𝝍𝝍 lim
T→∞
V[
√
Ts𝝍|𝜽T(𝝓0)]A𝝍𝝍 ,
the result immediately follows from the maintained assumption that A = .
