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ABSTRACT
Is Less More? Examining the Effects of Predictor Method Factors on Mobile SJT Scores and
Test-Taker Reactions
by
Anne Elizabeth Kato
Advisor: Dr. Charles A. Scherbaum, Ph.D.
In recent years, job applicants have increasingly taken internet-based pre-employment tests on
mobile devices (e.g., smartphones) in addition to nonmobile devices (e.g., computers). This
mobile assessment phenomenon introduces new issues into the test design process, such as
ensuring consistent assessment outcomes across different device types. Mobile assessment
research has focused on device attributes and predictor constructs as explanations for potential
differences across device types but has given little attention to predictor methods. Examining the
role of predictor methods is important for understanding how to design assessments that perform
comparably across device types, particularly for highly modular methods like situational
judgment tests (SJTs). Thus, the present study examined how two predictor method factors,
contextualization and stimulus format, affect SJT scores and test-taker reactions across device
types. Group score differences across device types were also explored. A quasi-experimental,
2x3x2, between-subjects design was used to examine these relationships. Two hundred
participants, recruited from an undergraduate student research pool and through snowball
sampling, took an SJT in one of twelve conditions which differed in terms of the level of
contextualization (none vs. medium vs. high), stimulus format (text-only vs. pictures), and type
of device used to complete the test (mobile vs. nonmobile). Contrary to expectations, neither SJT
scores nor test-taker reactions differed across device types in any of the experimental conditions,
which suggests that the experience of taking the assessment was comparable on a smartphone
iv

and a computer regardless of predictor method factors. The key findings were that both predictor
method factors had a positive effect on SJT performance, such that adding context and pictures
to the assessment was associated with higher scores. The two predictor method factors also had
small and inconsistent positive effects on test-taker reactions. No significant group score
differences were found for either device type, although limited sample sizes prevented extensive
analysis. Overall, the study findings provide little support for mobile assessment frameworks but
suggest that contextualization and stimulus format can meaningfully impact SJT outcomes. Thus,
the current study offers insights into the boundary conditions of device-based differences in
assessment outcomes as well as the role of predictor method factors on SJTs.
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The internet has affected nearly every aspect of human life, including how people apply
to and get selected for jobs. Over the past several decades, organizations have increasingly
utilized internet-enabled methods for their recruitment and selection processes (Lievens &
Harris, 2003; Naglieri et al., 2004; Potosky & Bobko, 2004; Tippins, 2015; Woods et al., 2020).
One example of this trend is the shift away from proctored, on-site pre-employment assessments
to unproctored assessments conducted over the internet (Lievens & Burke, 2011; Tippins et al.,
2006; Tippins, 2009). Research has dispelled initial concerns about the reliability and validity of
unproctored internet assessments due to issues such as faking, cheating, or unstandardized testtaking environments, showing that unproctored assessments perform similarly to proctored
versions (Beaty et al., 2011; Templer & Lange, 2008). Accordingly, organizations have
increasingly reaped the benefits of incorporating unproctored internet assessments into their
selection practices, including expanded access to diverse and geographically remote applicant
pools, increased efficiency in the selection process, and administrative cost savings (Adler et al.,
2018; Tippins, 2015). These benefits continue to grow with the advent of new and improved
technological devices and methodologies (Woods et al., 2020).
One of the latest developments in unproctored internet testing is the emergence of mobile
assessment (Arthur et al., 2014). Over the past decade, the use of mobile devices—particularly
smartphones—for accessing the internet has skyrocketed. A recent Pew Research Center (2019)
study found that 81% of adults in the U.S. own a smartphone and 37% of use their smartphone as
their primary means of accessing the internet. Between 2013 and 2019, the proportion of adults
who depend upon a smartphone for accessing the internet (i.e., “smartphone only” internet users)
more than doubled, increasing from 8% to 17%. Smartphone only internet usage is particularly
high among Blacks (23%) and Hispanics (25%) and is also higher in rural and urban areas than

1

in suburban settings, which suggests that there is now a diverse talent pool which can be reached
best (or only) via the mobile internet. As smartphone usage has become more prevalent,
organizations have increasingly offered job applicants the option to take internet-based
assessments on their personal mobile devices (Arthur et al., 2018; O’Callaghan et al., 2020). A
2018 survey of global assessment practices found that 15% of organizations utilize mobile
assessments, up from 4% in 2014 (Kantrowitz, 2014; Kantrowitz, Tuzinski, & Raines, 2018).
Within the Americas, nearly one in five organizations reported using mobile assessments. The
pace of technological change and ubiquity of mobile devices suggests that the mobile assessment
trend will continue to increase into the decades to come.
Mobile assessment enhances some of the benefits of unproctored internet testing,
particularly access to diverse applicant pools (McClure Johnson & Boyce, 2016). There is some
evidence that offering a mobile testing option may improve an organization’s image and
employment brand with applicants as well (Smeltzer, 2013). However, the practice also
introduces new issues into the assessment design process, such as ensuring measurement
equivalence across different device types, preventing score differences, minimizing the potential
for adverse impact, and promoting a favorable assessment experience for mobile device users
(Brown & Grossenbacher, 2017; Illingworth et al., 2015; King et al., 2015; Woods et al., 2020).
Differential outcomes across device types may have significant implications for the
effectiveness, fairness, and legal defensibility of pre-employment assessments. According to
professional guidelines such as the Principles for the Validation and Use of Personnel Selection
Procedures (Society for Industrial and Organizational Psychology [SIOP], 2018), practitioners
are expected to take steps to ensure equitable treatment of applicants across various testing
conditions, including the mode of administration. Thus, researchers have begun to investigate
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many of these issues to better understand the impact of mobile device usage on assessment
outcomes. Specific outcomes of interest include measurement equivalence and score differences
across devices, test-taker reactions, and group score differences and adverse impact.
Whenever a new assessment method is implemented, it poses the risk of introducing
method-related constructs to the measurement process and changing the assessment (Schroeders
& Wilhelm, 2010). Thus, the evolution of assessment media from pencil-and-paper formats to
computerized formats to mobile formats has necessitated research on the psychometric
equivalence of various methods. Considerable evidence suggests that mobile assessments are
equivalent to nonmobile (i.e., computer-based) assessments in terms of psychometric properties
such as factor structure, reliability, and differential item functioning (Arthur et al., 2018).
However, beyond measurement equivalence, device-based score differences are also an
important consideration for mobile assessment. Because mobile testing is often implemented in
conjunction with more traditional computer-based testing, applicants for a given job may
complete the same assessment on different device types. Thus, even if an assessment is
psychometrically equivalent across device types, it would still be problematic if one group of
applicants performed better than another based on the type of device they used for completing
the assessment. In this case, selection decisions based on these scores may inappropriately
advantage one group of device-type applicants over the other, and there would be reasons to
question the fairness of the assessment (Morelli et al., 2014).
Another assessment outcome that may be influenced by mobile device usage is test-taker
reactions, which reflect the user’s experience of taking an assessment. Broadly defined, test-taker
reactions include a variety of perceptions, feelings, and attitudes toward an assessment, such as
perceived job-relatedness, perceived fairness, user-friendliness, and enjoyment (McCarthy et al.,
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2017; Truxillo & Bauer, 2011). Although the development of selection systems has traditionally
been an employer-centric activity, interest in the applicant’s viewpoint has grown as research has
demonstrated that test-taker reactions to selection procedures relate to a variety of criteria that
are important to organizations (McCarthy et al., 2017). For example, test-taker reactions may
influence organizational attractiveness, intentions to accept a job offer, intentions to recommend
the organization to others, actual job offer acceptance, and performance during the first 18
months of employment (Hausknecht et al., 2004, Konradt et al., 2017). Because the structural
characteristics of mobile devices are very different from those of nonmobile devices, there are
reasons to believe that the user experience may differ significantly between device types (Arthur
et al., 2018; Potosky, 2008). Although several studies have examined test-taker reactions to
mobile assessments (e.g., King et al., 2015; Smeltzer, 2013; cf. Arthur et al., 2018 for a review),
more research is needed to determine the specific conditions under which more positive or more
negative reactions occur.
In addition to device-based score differences, another potential fairness concern
associated with mobile assessment is the potential for group score differences and adverse
impact. Currently, the percentage of individuals from historically underrepresented groups who
access the internet only through a mobile device is substantially larger than other groups (Pew
Research Center, 2019). This presents the possibility that device-based score differences may
translate into group score differences as well. However, little research has examined group score
differences or the potential for adverse impact on mobile assessments. Thus, any systematic
attempt to investigate group score differences on mobile assessments represents an important
contribution to science and practice.
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Differential assessment outcomes across mobile and nonmobile device types, such as
those just described, may be examined in terms of at least three types of variables and their
interactions: (1) device attributes, (2) predictor constructs, and (3) predictor methods. Device
attributes refer to the structural and conceptual characteristics of different types of devices.
Predictor constructs and methods represent the two basic building blocks of personnel
assessments (Arthur & Villado, 2008). Predictor constructs refer to the behavioral domain being
sampled, or what is being measured (e.g., cognitive ability, personality, interpersonal skills, job
knowledge); predictor methods refer to the specific techniques by which that information is
collected, or how it is measured (e.g., interview, situational judgment test, simulation). Most
research has focused on understanding differential outcomes across device types in terms of
interactions between device attributes and predictor constructs. For example, one prominent
framework for explaining device-based score differences proposes that they result from the
interactions between certain device characteristics and the constructs measured by the
assessment (i.e., cognitive vs. noncognitive; Arthur et al., 2018). In contrast, the role of predictor
methods has received very little attention.
Research on predictor methods in mobile assessment has been limited to examining the
generalizability of device-based measurement equivalence across different methods (e.g., textbased situational judgment tests, biodata inventories, multimedia simulations; Morelli et al.,
2014). This approach provides very little insight into how predictor methods may influence
differential assessment outcomes across device types. Although predictor methods can be
classified into broad categories or types, each predictor method actually represents a
constellation of various method factors (Lievens & Sackett, 2017). These method factors are
specific features of an assessment’s design that are under the developer’s control, ranging from

5

the stimulus format (e.g., text, pictures, audio, video) to the scoring approach (e.g., unconstrained
judgment, calibrated judgment, or automated scoring). Because predictor method factors may
exhibit independent effects on assessment outcomes, a thorough understanding of the role of
predictor methods on mobile assessments requires a modular approach involving the
consideration and manipulation of specific method factors.
Systematically examining the role of predictor method factors is particularly important
for highly modular methods like situational judgment tests (SJTs), which permit considerable
discretion in how their component method factors are assembled. Among other factors, SJTs can
vary in terms of their stimulus format (e.g., text vs. video), the degree of contextualization of the
items, test instructions (i.e., “should do” vs. “would do”), and response format (e.g., close-ended,
textual constructed, or audiovisual constructed). Therefore, SJTs are at the high end of the
modularity continuum compared to other types of assessments, such as cognitive ability tests,
which involve a smaller range of design choices (Lievens & Sackett, 2017). The high modularity
of SJTs implies that SJTs can be very different from one another and, consequently, that findings
from one SJT may only generalize to other SJTs to the extent that they share similar method
factor characteristics.
The SJT literature reflects this complexity; researchers have examined the effects of a
number of different method factors on SJT outcomes (e.g., Arthur et al., 2014; Chan & Schmitt,
1997; Krumm et al., 2015; Lievens & Sackett, 2006; Oostrom et al., 2011; Smith-Jentsch, 2007).
However, this modular approach to SJT research has yet to be extended to the realm of mobile
assessment. Put another way, the implications of administering SJTs on mobile devices are not
well understood. Therefore, the present study focuses on examining the characteristics and
outcomes of mobile SJTs. Specifically, I examined the impact of two predictor method factors

6

(i.e., contextualization and stimulus format) on SJT scores and test-taker reactions across device
types. I also explored whether these method factors affect group score differences and the
potential for adverse impact. The aim of this research was to inform the development of SJTs
that are effective and fair across different types of devices, and, more broadly, improve our
understanding of how predictor method factors contribute to differential assessment outcomes
across mobile and nonmobile device types.
In the remaining sections of this dissertation, I describe Lievens and Sackett’s (2017)
modular approach to predictor methods, which serves as an organizing framework for
conceptualizing and examining SJTs in terms of their specific method factors. I then review the
research literature pertaining to the multidimensionality and modularity of SJTs, as these
characteristics of SJTs are important for establishing the theoretical rationale for this study’s
hypotheses. Within this selected SJT literature review, I focus on the two method factors that
were examined in the present study (i.e., contextualization and stimulus format). Next, I review
the literature on mobile assessments, including empirical findings and theoretical frameworks for
explaining device-type effects on assessment outcomes. Finally, I provide an overview of the
present study by developing hypotheses based on the literature reviewed, outlining the methods
by which these hypotheses were tested, and describing the results of the study and the
implications of these findings for research and practice.
A Modular Framework of Predictor Method Factors
A helpful starting point for the examination of personnel selection tests (i.e., predictors)
is the distinction between predictor constructs and predictor methods, as this distinction permits
researchers to make appropriate conclusions regarding which aspects of selection tests account
for the variance observed in criteria of interest (Arthur & Villado, 2008). For example, to
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understand why an interview (i.e., a predictor method) predicts job performance, one must
identify and examine both the focal constructs the interview aims to measure (e.g., personality,
communication skills, decision-making ability) as well as the interview’s specific method factors
(e.g., structured or unstructured; face-to-face, videoconference, or telephone). There is a
substantial body of research examining predictor method factors across a variety of predictors,
including cognitive ability tests (e.g., Edwards & Arthur, 2007), employment interviews (e.g.,
Huffcutt & Arthur, 1994; Taylor & Small, 2002), and SJTs (e.g., Christian et al., 2010; Chan &
Schmitt, 1997; McDaniel et al., 2001); however, this research has accumulated in an ad hoc
manner, with a proliferation of terms and labels used to describe the various method factors.
Accordingly, Lievens and Sackett (2017) have presented a modular framework that can be used
to organize current and future research on predictor methods, improving researchers’ ability to
describe, explain, and predict the effects of predictor methods on assessment outcomes. The
benefits of such a framework are especially pronounced for highly modular predictors, such as
SJTs, which can vary widely in terms of their specific method factors.
Lievens and Sackett’s (2017) framework identifies seven predictor method factors that
represent the key underlying dimensions of predictor methods: (1) stimulus format, (2)
contextualization, (3) stimulus presentation consistency, (4) response format, (5) response
evaluation consistency, (6) information source, and (7) instructions. Definitions and categories
for each of these method factors are presented in Appendix A. Predictor method factors are
controllable aspects of the assessment design, so they are not inherent to a given method but
reflect the choices made by the assessment developer. This set of method factors is also
theoretically applicable to any given predictor, though some predictors allow a greater range of
sensible method factor choices than others. For example, cognitive ability tests are rarely
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designed to be scored at the low end of response evaluation consistency (i.e., unconstrained
judgment) because they typically involve preestablished evaluative standards or correct answers.
In contrast, nearly all the available predictor method factor choices may be utilized for SJTs.
While there is at least some research examining each of the seven method factors for SJTs, not
all the levels or categories within each factor have been manipulated. In this study, I focus on
contextualization and stimulus format, two method factors that have been found to have
significant effects on SJT outcomes but that also present opportunities for additional research. To
provide context for the subsequent literature review, I will provide definitions of these two
predictor method factors and describe why they were chosen for the present study.
According to Lievens and Sackett’s (2017) framework, contextualization is defined as the
extent to which a detailed context is provided to test-takers, ranging from decontextualized to
high contextualization. Traditional personality items (e.g., “Make friends easily;” “Often forget
to put things back in their proper place”) represent the decontextualized category because they
contain zero contextualizing information. Adding a situational keyword or tag to such items
(e.g., “Makes friends easily at work”) shifts them into the low contextualization category.
Medium contextualization involves general descriptions of the situation or context such as those
typical in situational interviews and SJTs (e.g., “What would you do if an angry and dissatisfied
customer confronted you? How would you resolve their concern?”). With high contextualization,
test-takers are provided with specific details regarding the “who,” “where,” “when,” and “why”
of the situation, such as fictionalized characters, company information, and work scenarios. High
contextualization is most common in behaviorally based predictors such as assessment centers,
role play exercises, and behavior description interviews, but can be applied to other types of
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assessments as well. For example, a highly contextualized scenario for a work simulation or
leaderless group discussion exercise is shown in Appendix B.
Stimulus format is defined as “the modality by which test stimuli (e.g., information,
questions, prompts) are presented to test-takers” (Lievens & Sackett, 2017, p. 45-46) and is
represented by six different categories. The six stimulus format categories include textual stimuli
(e.g., written test items), pictorial stimuli (e.g., facial pictures, charts, graphs), auditory stimuli
(e.g., telephone interview questions), dynamic audiovisual stimuli (e.g., video clips),
videoconference/remote interactive stimuli (e.g., videoconference interview questions), and faceto-face interactive stimuli (e.g., live interview questions, live role play stimuli). While the
examples just provided seem to imply a one-to-one match between test item and stimulus format,
it is possible for a given test item to employ multiple stimulus formats, such as textual and
pictorial stimuli used in conjunction with one another in an in-basket exercise or a mix of textual
and face-to-face stimuli in an assessment center.
There are several reasons why contextualization and stimulus format were chosen for
examination in this study out of the seven predictor method factors presented in the Lievens and
Sackett (2017) framework. First, there is evidence that these two method factors may affect SJT
measurement and outcomes. For example, research on the stimulus format of SJTs has found that
video-based SJTs have higher validity, lower group score differences, and more positive testtaker reactions in comparison to written SJT formats (Bauer & Truxillo, 2006; Chan & Schmitt,
1997; Christian et al., 2010; Lievens & Sackett, 2006; Richman-Hirsch et al., 2000). Research
also suggests that the degree of contextualization used within SJT items may affect the construct
saturation of SJTs and the processes used for SJT responding (Harris et al., 2016; McDaniel et
al., 2001). In conjunction with such findings, another reason to examine these two method
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factors is that there are several outstanding questions regarding their impact on SJT outcomes.
Recent work has challenged the importance of the situational aspects of SJTs (e.g., Krumm et al.,
2015; Lievens & Motowidlo, 2016), such as the contextualized situation descriptions commonly
used for SJT items, and more research is needed to determine how varying levels of item
contextualization affect SJT performance and other outcomes. Additionally, whereas the
literature on video and written SJT formats is well established (e.g., Chan & Schmitt, 1997;
Lievens & Sackett, 2006), little research has examined other stimulus formats, such as pictorial
stimuli, which are commonly used for organizational SJTs. Finally, contextualization and
stimulus format are particularly important considerations for SJT design in an age of mobile
assessment because these method factors may significantly impact how items will be displayed
on a small screen; however, the effects of these two method factors on mobile (vs. nonmobile)
assessment outcomes have not yet been examined.
Situational Judgment Tests
Situational judgment tests (SJTs) are a common method used for personnel selection
(Ployhart & MacKenzie, 2011). While the development and use of SJTs can be traced back to as
early as the 1920s, SJTs gained popularity in 1990s, and their use has become much more
widespread since that time (McDaniel et al., 2001; Moss, 1926). Accordingly, most research on
SJTs has been conducted during the past thirty years (Sackett & Lievens, 2008). SJTs have been
broadly defined as “any… test designed to measure judgment in work settings” (McDaniel et al.,
2001, p. 730). In the context of personnel selection, a typical SJT presents test-takers with a
series of job-relevant situations and asks them to indicate how they would or should respond.
Test-takers’ responses are commonly scored against a key developed based on subject matter
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expert judgments of the effectiveness of various behavioral response options, either in an
absolute sense or relative to one another (Ployhart & MacKenzie, 2011).
Research has provided strong empirical support for the criterion-related validity of SJTs,
both from primary studies (e.g., Chan & Schmitt, 2002; Motowidlo et al., 1990) and from metaanalyses (Christian et al., 2010; McDaniel et al., 2001; 2007). While SJTs are clearly good
predictors of job performance, there has been considerable debate around why SJTs predict
performance and what knowledge, skills, abilities, or other characteristics (KSAOs) they
measure. The theoretical underpinnings and construct-related validity of SJTs have been murky;
there has even been confusion over the basic question of whether SJTs are a construct or method
(Arthur & Villado, 2008; Schmitt & Chan, 2006). However, the predominant view is that SJTs
are a predictor method that can be used to measure a variety of constructs, comparable to other
job-centered methods like interviews or assessment centers (Christian et al., 2010; McDaniel et
al., 2001; Ployhart & MacKenzie, 2011; Schmitt & Chan, 2006).
Conceptualized as a predictor method, two distinguishing features of SJTs are their
multidimensionality and their modularity. The multidimensionality of SJTs encompasses both
the constructs they assess as well as the response processes they entail, while the modularity of
SJTs concerns specific features of their design. Because these two characteristics of SJTs each
provide an important theoretical foundation for the hypotheses I will present, I review the SJT
literature accordingly. In the next section, I argue that the multidimensional nature of SJTs
establishes a basis for hypothesizing device-type effects on SJT outcomes in the present study,
even though: (a) the focal SJT is designed to assess constructs that are primarily noncognitive in
nature and (b) predicted device-type effects are based in part upon a framework that emphasizes
cognitive test content. Following this, I argue that SJT research should be conducted and
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interpreted in light of the modularity of the SJT method, focusing on specific method factors that
can vary widely from one SJT to the next. I then elaborate on how contextualization and stimulus
format are two method factors that warrant further investigation, for SJTs in general and
particularly for mobile SJTs.
Multidimensionality of SJTs
SJTs are commonly understood to be a multidimensional predictor method, that is, a
method that measures multiple constructs simultaneously (Christian et al., 2010; McDaniel et al.,
2001; Ployhart & MacKenzie, 2011). However, there is an ongoing debate about what the
multidimensionality of SJTs entails. Traditionally, SJTs have been developed not to assess
certain constructs but to sample behavioral intentions related to critical incidents of performance
for the job(s) for which they are being used as a predictor (Motowidlo et al., 1990). Because of
this behavioral, job-centered approach to SJT development, there has not been a strong emphasis
on constructs within the SJT literature. One of the most comprehensive attempts to identify and
examine the construct domain of SJTs came in the form of a meta-analysis conducted by
Christian et al. (2010). Utilizing Huffcutt et al.’s (2001) typology of constructs measured in
employment interviews, Christian and colleagues coded SJTs from 161 published and
unpublished research sources and categorized them according to their content. Their results
indicated that SJTs most often assess constructs related to the domains of leadership (38%),
interpersonal skills (13%), and personality (10%). However, nearly one third of the SJTs
examined in their study could not be classified, either because no construct information was
reported or because the SJT was a heterogenous composite that could not be decomposed into
specific constructs. This finding is indicative of the lack of construct focus in SJT development
and research. Even if some SJTs are developed to assess certain construct domains, SJT scores

13

have frequently been found to correlate with a wide variety of constructs, including cognitive
ability, personality, knowledge, and experience (Christian et al., 2010, Clevenger et al., 2001;
McDaniel et al., 2001; McDaniel et al., 2007; McDaniel & Nguyen, 2001; Weekley & Jones,
1999). These relationships appear to vary widely across individual SJTs based on several
different factors related to their design (Lievens et al., 2008). Thus, it has proven difficult to
neatly categorize SJTs according to their content.
Several different theoretical explanations have been proposed to explain the apparent
multidimensionality of SJTs. Some have suggested that, as samples of complex behavioral
incidents, SJT items are fundamentally construct heterogenous and assess a variety of individual
difference variables simultaneously (Chan & Schmitt, 1997, 2002; McDaniel & Nguyen, 2001;
McDaniel & Whetzel, 2005; McDaniel et al., 2016). According to this view, it is most useful to
examine SJT content in terms of its level of saturation with various construct domains (Christian
et al., 2010; McDaniel et al., 2001, 2007). Others have argued that SJTs are measures of
procedural knowledge for which other individual difference variables such as personality and
cognitive ability are antecedents; therefore, while SJT items can be expected to correlate with
personality and cognitive ability measures it does not mean that they are the focal constructs
(Lievens & Motowidlo, 2016; Motowidlo et al., 2006; Motowidlo & Beier, 2010). More
recently, some have contended that it is possible to develop SJT items that assess specific
constructs (e.g., integrity) and that demonstrate discriminant validity with other individual
difference measures (de Meijer et al., 2010). The question of what SJTs measure continues to be
a “black box” with many unanswered questions (Lievens et al., 2008). Nevertheless, it appears
that SJTs generally tap a variety of constructs at both the test and item levels.
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Another aspect of the multidimensionality of SJTs is the response process involved with
SJT performance. Given that construct-based approaches have failed to provide an adequate
explanation for the multidimensionality of SJTs, some researchers have recently proposed that
the key to understanding SJTs is to examine the cognitive processes underlying SJT responding
(Grand, 2019; Martin-Raugh & Kell, 2019). For example, Grand’s (2019) theory of situated
reasoning and judgment (SiRJ) suggests that SJT responding comprises a combination of
judgment, conditional reasoning, and information processing activities that are carried out within
three phases: (1) reading and interpreting the SJT item stem (i.e., appraising the situation), (2)
reading and interpreting response options, and (3) selecting a response. This set of processes is
presumed to be iterative such that test-takers may reappraise the demands and consequences of
the situation and response options multiple times before making a final response selection.
According to SiRJ, test-takers’ experience-based knowledge is one of the key factors underlying
these judgment and reasoning processes and thus one of the primary determinants of SJT
performance. As test-takers respond to SJT items, they are thought to generate a series of
hypotheses regarding their likely responses to the situation and the likely outcomes and
consequences of each response based on the interaction between their episodic memory (i.e.,
stored experiences) and semantic memory (i.e., knowledge structures). Thus, SiRJ
conceptualizes SJT performance as a highly cognitive activity involving a cascading sequence of
judgment and decision-making processes.
An alternative to SiRJ is Martin-Raugh and Kell’s (2019) process model of situational
judgment test responding. Rooted in interactionist theories that describe the joint influences of
the person and the situation on human behavior (e.g., Messick, 1995; Tett & Burnett, 2003;
Motowidlo et al., 2006), Martin-Raugh and Kell’s process model proposes that individuals
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engage in a three-stage psychological process when responding to SJT items, including: (1)
situation perception, (2) goal formulation, and (3) response evaluation. More specifically, testtakers encode and construe the information provided them in the SJT item stem (i.e., situation
description), formulate an implicit goal that represents what they perceive to be a desirable
outcome to the situation, and then evaluate response options against the goal to judge their
effectiveness. While there are many similarities between this process model and SiRJ (Grand,
2019), Martin-Raugh and Kell identify personality as an antecedent that may contribute to
differential situation perception, differential goals, and/or differential response evaluation
between individual test-takers via general domain knowledge or implicit trait policies (ITPs;
Motowidlo et al., 2006). This model also highlights the distinctive role of goal formulation in the
process of SJT responding. Overall, Martin-Raugh and Kell’s process model asserts that SJT
performance reflects a complex cognitive process in which test-takers draw on their general
domain knowledge and specific job knowledge to appraise situational demands, formulate
appropriate goals, and judge the likelihood that various response options will achieve those
goals.
In sum, the multidimensionality of SJTs refers to how SJTs are complex measurement
methods that may capture a variety of psychological constructs and processes. The traditional
approach to SJT development yields items that assess multiple constructs or KSAOs. Even when
SJTs are designed to assess a particular construct domain (e.g., interpersonal skills or teamwork),
they will not provide a pure measure of the construct because of the many method-related
demands on the test-taker. While all predictor methods affect construct measurement to some
degree, SJT response models highlight a wide variety of cognitive and noncognitive
requirements associated with responding to SJTs. The multidimensional nature of SJTs has
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important implications for the present study given the theoretical frameworks in which the
device-type hypotheses are based. Certain mobile assessment frameworks (e.g., SCIP; Arthur et
al., 2018) suggest that device-type effects may be limited to assessments that measure cognitive
constructs, while the SJT used for the present study assesses leadership competencies that are
primarily noncognitive in nature (e.g., communicating with influence, engaging coach,
performance manager, talent champion). Due to the multidimensionality of the SJT method,
however, both in general and for this particular SJT, I do not classify the assessment into a
binary noncognitive (vs. cognitive) category. Based in part on this interpretation of SJT content,
I assume that device-type frameworks will apply to SJTs regardless of the targeted construct
domain and formulate hypotheses accordingly.1
Modularity of SJTs
Another feature of SJTs is that they represent a highly modular predictor method—that is,
they can vary considerably in terms of the specific features of their design (Lievens & Sackett,
2017). For example, SJTs may utilize written or video-based situation descriptions, “should do”
or “would do” response instructions, and at least three different types of response formats (i.e.,
rating, ranking, and constructed response). The high modularity of SJTs suggests that SJT
outcomes should be evaluated in terms of these different design features (i.e., predictor method
factors; Lievens & Sackett, 2017). A modular approach that systematically examines various
predictor method factor choices involved with SJTs is necessary to reach appropriate conclusions
about what makes SJTs more (or less) effective as an employee selection tool. Researchers have
examined how several specific method factors affect SJT outcomes, such as validity, score
differences, and test-taker reactions. Within this research stream, two method factors that appear
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There are other reasons for questioning the cognitive vs. noncognitive distinction of device-type frameworks as
well, which I describe in a later section of this paper.

17

to have considerable implications for SJT design are contextualization and stimulus format,
which represent the level of contextual detail provided in the SJT situation descriptions and the
modality by which situations are presented to test-takers (i.e., text or video). Both are considered
in the present study.
SJT Contextualization. Contextualized items have long been a defining feature of SJTs;
in a typical SJT item stem, a job-relevant situation is presented to test-takers with some amount
of detail specifying the “who,” “where,” “when,” and “why” of the situation (Lievens & Sackett,
2017). The use of contextualized situation descriptions is rooted in the original conceptualization
of SJTs as measures of context-dependent situational judgment. Until recently, the assumption
that SJT performance hinges on test-takers’ construal of contextual information has gone largely
unquestioned. However, a recent scholarly debate has led to an alternative paradigm of SJTs,
which characterizes them as measures of context-independent general domain knowledge
(Motowidlo et al., 2016). These two conceptualizations of SJTs are based on distinct
assumptions and lead to very different conclusions regarding the role that contextualization
should play in SJTs (Corstjens et al., 2017). In this study, I examine the effects that varying
levels of item contextualization have on SJT outcomes. To set up my predictions regarding these
effects, I will briefly describe the opposing views of SJTs as measures of situational judgment
versus general domain knowledge and the implications of each view for contextualization. I will
then describe empirical findings regarding the influence of contextualization on SJT outcomes
and argue that, while the preponderance of evidence supports the situational view, more work is
needed in this area. The research reviewed in this section informs the predictions that will be
made in the present study regarding the effects of item contextualization on SJT performance and
test-taker reactions.
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SJTs as Measures of Situational Judgment. Traditionally, SJTs have been
conceptualized and developed according to a behavioral consistency model (Schmitt & Ostroff,
1986; Wernimont & Campbell, 1968). The consistency model suggests that the best predictors of
behavioral criteria (e.g., job performance) are samples of the same behaviors and thus prioritizes
point-to-point correspondence between a predictor and criterion. Typical applications of the
model include work-sample tests or simulation exercises in which job applicants demonstrate
job-relevant behaviors identified through a job analysis. SJTs may also be considered an
application of this model when conceptualized as low-fidelity simulations (Motowidlo et al.,
1990; Weekley et al., 2015). Simulation exercises vary in their fidelity, or how authentically their
content and procedures represent the actual task situation of the targeted job. High-fidelity
simulations present test-takers with a job-relevant task and give them an opportunity to respond
in a way that mimics how they would perform the task on the job. One of the major downsides of
such simulations is that they can be very resource-intensive to administer, as they require taking
behavioral samples from individual job applicants (Boyce et al., 2013). Thus, practitioners often
seek more cost-effective, lower-fidelity alternatives such as SJTs, which approximate job content
through written or multimedia situation descriptions combined with written or spoken responses
indicating behavioral intent.
When SJT development is guided by the behavioral consistency model, the primary
objective is to maximize fidelity. SJT developers can approach this by constructing situation
descriptions and behavioral response options that represent the target job as realistically as
possible. One of the key opportunities for increasing SJT fidelity lies with the descriptions of the
situations for each item. The more detail that is provided regarding the specific features of the
situation, and the more closely the situation reflects a critical incident of job performance, the
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higher the fidelity—and, presumably, the better test-takers will be able to formulate responses
that represent how they should or would behave on the job (Campion & Ployhart, 2013;
McDaniel et al., 2001; Weekley et al., 2006). Thus, contextualized situation descriptions are seen
as a defining feature of SJTs according to the traditional view. As the term “situational judgment
test” implies, the situation or context is seen as key to what is being measured. According to this
view, SJTs should include sufficient contextual information to enable the test-taker to formulate
both an accurate construal of the situation and an appropriate response to it. A lack of sufficient
context will hinder these processes of situational judgment and negatively affect performance, as
test-takers will have less concrete information on which to base their responses and must make
more assumptions. In short, the traditional view of SJTs supports the expectation that higher
levels of item contextualization will generally lead to better outcomes.
SJTs as Measures of General Domain Knowledge. An alternative conceptualization of
SJTs holds that they are measures of general domain knowledge that is not dependent on context
(Motowidlo & Beier, 2010; Motowidlo et al., 2006). General domain knowledge refers to
general rules about the utility of demonstrating certain behaviors across a range of situations
within a given domain. This type of knowledge is represented by implicit trait policies (ITPs), or
an individual’s implicit beliefs about the effectiveness of expressing certain traits in job
situations, to the extent that these beliefs are accurate. Unlike job-specific knowledge, which is
acquired through job experience, general domain knowledge is presumed to reflect individual
differences (e.g., personality and ability) along with general experience and socialization (e.g.,
parenting and schooling). In the context of SJTs, general domain knowledge is presumed to
facilitate test performance by contributing to the procedural knowledge that is required to
respond. Although proponents of a general domain knowledge view of SJTs acknowledge that
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SJT items may tap some amount of job-specific knowledge in addition to general domain
knowledge, job-specific knowledge is presumed to play a minor role in SJT performance. Thus,
this view emphasizes test-takers’ ability to judge the general utility of various behavioral
response options over their ability to appraise situational demands.
One of the primary implications of the general domain knowledge conceptualization of
SJTs is that the use of contextualized situation descriptions is thought to offer little value for SJT
performance. Because the situation is thought to play a negligible role in shaping how test-takers
respond to SJT items, SJT developers are encouraged to streamline or even eliminate the
situation descriptions from SJTs. Rather than trying to maximize the fidelity of the item stems,
one can instead utilize short, generic situation descriptions (e.g., “One of your team members
makes a mistake; what is the best response?” or “You are preparing to meet with a new client;
what would you do?”). In sum, the general domain knowledge perspective suggests that more
contextualization is not necessarily better on SJTs, and that low contextualization may even be
preferable. From a practical standpoint, this approach is appealing since the development of
contextualized situation descriptions is typically one of the more resource-intensive aspects of
SJT development and administration.
Empirical Evidence for the Role of the Situation. These two competing paradigms
complicate the task of predicting how item contextualization will affect outcomes on mobile
SJTs. Fortunately, empirical research aimed at clarifying the role of the situation in SJTs has
increased in recent years. A series of three studies conducted by Krumm et al. (2015) provided
some of the first empirical evidence supporting the general domain knowledge view of SJTs. In
their studies, the authors compared performance on SJT items with and without contextualized
situation descriptions. Results indicated that eliminating the situation descriptions did not have a
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significant impact on responses for between 43% and 71% of the items, which led these
researchers to conclude that SJTs are far less situational or context-dependent than previously
assumed. A subsequent study by Schäpers, Lievens, and colleagues (2019) found similar effects
across both written and video SJT formats. Although the authors hypothesized that situation
descriptions and context-based judgment would play a more significant role for video SJTs, they
found that omitting situation descriptions led to a comparable performance decrease across
stimulus formats (video: d = 0.535 vs. text: d = 0.531). The medium-sized score decrease
observed when situation descriptions were removed was interpreted to suggest that context plays
a role in SJT responding but may not be so consequential as to make it worth investing in highly
detailed situation descriptions or video clips. Additional work by Schäpers and colleagues found
that omitting situation descriptions had little effect on the construct validity of SJTs or applicant
perceptions, and only decreased criterion-related validity for specific criteria (e.g., self-efficacy
for teamwork), not global job performance criteria (Schäpers, Freudenstein, et al., 2020;
Schäpers, Mussel, et al., 2020). Other work suggests that SJT scores largely reflect a general
judgment factor rather than situations or construct domains (Jackson et al., 2017).
Despite accumulating evidence supporting the view that SJTs are less context-dependent
than was once assumed, other research has affirmed the importance of the situation in SJT
responding. For example, Westring et al. (2009) used structural equation modeling to estimate
the proportion of SJT item variance attributable to situations versus participant traits. Their
findings indicated that situational factors accounted for between 27% to 53% of the item
variance (43% on average), whereas trait-based factors accounted for between 1% to 23% of the
item variance (14% on average), indicating that situation descriptions played a larger role in
influencing participants’ SJT responses. Research by Golubovich and colleagues (2017, 2020)
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demonstrates the importance of contextualization and situation construal for making appropriate
judgments on interpersonal SJTs. Other evidence for the situational judgment view of SJTs
comes from Rockstuhl et al. (2015), who used a “think out loud” verbal protocol analysis to
capture participants’ situational construal while taking an SJT (i.e., the inferences they made
regarding the characters’ intentions, emotions, and thoughts based on the situation description).
They found that participants’ judgments of the situation incrementally predicted job performance
criteria over and above their test responses, suggesting that situation construal plays an important
role in SJT performance and validity.
Conflicting evidence has led some to adopt an intermediate position between the
traditional context-dependent and the newer context-independent conceptualizations of SJTs. For
example, Harris and colleagues (2016) have argued for an interactionist perspective that
acknowledges that SJTs may tap general domain knowledge but that the expression of such
knowledge is partially dependent upon situational cues. Drawing on trait activation theory (Tett
& Burnett, 2003; Tett & Guterman, 2000), they adapt Lievens and Motowidlo’s (2016) general
domain knowledge model by including situational cues as a moderator between the application
of implicit trait policies and SJT performance. The implication of this change is that the more
contextual information is presented to test-takers, the more their performance will reflect
situational factors as opposed to more general trait-based factors. In accordance with this view,
Harris and colleagues (2016) also propose an alternative explanation for Krumm et al.’s (2015)
findings that excluding situation descriptions did not affect SJT performance for a large
proportion of items. Rather than concluding the situation is unimportant, Harris and colleagues
suggest that the possibility that participants were able to construe the situation based on
information included in the response options themselves and that this process of situation
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construal contributed to their test performance. Martin-Raugh and Kell (2019) demonstrate the
plausibility of this interpretation by highlighting two response options from Krumm and
colleagues’ (2015) study: “Take home the scarf and keep your mouth shut” and “Take home the
scarf, but later return it to the shelf without letting other employees see you” (Krumm et al.,
2015, p. 8). Martin-Raugh and Kell argue that there are enough cues in these response options to
infer a situation in which an employee is considering an opportunity to take home a piece of
company merchandise (i.e., a scarf). This perspective has been further supported by recent
empirical research showing that situation construal contributed to SJT performance even for
decontextualized items for which only response options were available (Freudenstein et al.,
2020). Thus, situation construal seems to play an important role in SJT responding.
Even if one acknowledges the importance of the situation to SJTs, there are still
unanswered questions regarding how much contextualization is ideal. Traditional SJT items
utilize a medium level of contextualization as defined by Lievens and Sackett’s (2017)
framework, with situations broadly described in terms of “who,” “where,” “when,” and “why.”
SJT items with the situation descriptions omitted (e.g., Krumm et al., 2015) represent the lowest
level of contextualization (i.e., the decontextualized category). Therefore, most research has
presumably examined these two levels of contextualization on SJTs. However, because
researchers have rarely specified the level of contextualization of the SJT items in their studies, it
is difficult to draw definitive conclusions from prior findings. Additionally, little is known about
other levels of contextualization on the continuum (Lievens & Sackett, 2017). For example,
some organizations may try to enhance the fidelity of their SJTs by utilizing a high level of
contextualization, adding specific details to the items such as detailed descriptions of the
characters, the organization/work group, relationships between characters, and the events

24

involved with the situation. This seems likely to benefit situation construal and performance but
has not been empirically tested. Beyond its influence on SJT performance, contextualization may
have implications for other SJT outcomes as well. For example, some researchers have pointed
out the need for research examining to what extent applicant reactions toward SJTs hinge upon
their level of contextualization (Krumm et al., 2015). All this suggests there is an opportunity to
better understand the role of the situation in SJTs by examining the effects of various levels of
contextualization on SJT outcomes, especially in the context of mobile assessments.
SJT Stimulus Format. Of the six stimulus format categories included in Lievens and
Sackett’s (2017) modular framework, most SJT research has focused on dynamic audiovisual
(i.e., video) stimuli and written stimuli (e.g., Chan & Schmitt, 1997; Lievens & Sackett, 2006).
The main rationale for using video-based SJTs is that presenting situations in a video clip
increases the fidelity of the items compared to written situation descriptions, by increasing the
number and type of situational cues available. According to the behavioral consistency view of
SJTs, increasing fidelity is presumed to have positive effects on test-taker performance and
criterion-related validity (Campion & Ployhart, 2013; McDaniel et al., 2006; Motowidlo et al.,
1990). The use of video clips is also thought to enhance the face validity (i.e., perceived jobrelatedness) of the SJT and promote more favorable test-taker reactions (Chan & Schmitt, 1997;
Olson-Buchanan & Drasgow, 2006; Weekley & Jones, 1997). A number of studies, including a
meta-analysis, have provided evidence that video-based SJTs tend to have higher criterionrelated validity than written formats, particularly when the SJTs measure interpersonally oriented
KSAOs (Christian et al., 2010; Lievens & Sackett, 2006). Although score differences between
stimulus formats have not been extensively examined, the available evidence in the literature
generally supports the view that video-based formats facilitate SJT performance. Chan and
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Schmitt (1997) and Schäpers et al. (2019) both found that participants scored significantly higher
on a video-based version of an SJT compared to the written version of the same test. Livens and
Sackett (2006) also reported a slightly higher mean score for a video-based SJT version, but this
difference was not statistically significant.
The presumed benefits of video SJTs in terms of enhanced face validity and test-taker
reactions have received empirical support. For example, Chan and Schmitt (1997) found face
validity perceptions were higher for an SJT when it was administered in a video-based format
than when it was administered in paper-and-pencil format. In a study comparing video-based,
computerized text-based, and paper-and-pencil versions of an SJT, Richman-Hirsch et al. (2000)
found that participants perceived the video-based SJT to be more face valid and more enjoyable
than the two text-based formats, and generally reported more positive attitudes toward the videobased version. Similarly, Kanning et al. (2006) examined test-taker reactions to a variety of SJT
formats and found that video-based formats generally received higher ratings than text-based
formats for criteria such as emotional reaction, acceptance, and fairness, particularly when the
SJT also used an interactive item presentation format. In contrast, a study using a sample taken
from an actual selection context (i.e., medical school admissions) found no significant
differences in face validity between video- and text-based SJT formats (Lievens & Sackett,
2006). Taken together, the evidence suggests that SJTs generally have high levels of face validity
regardless of the format, but that test-takers do tend to prefer video SJTs and react more
favorably to them, likely because of their enhanced realism and similarity to what one would
experience on the job (Bauer & Truxillo, 2006; Drasgow et al., 1993).
In addition to measurement and test-taker reactions, SJT stimulus format may also have
implications for group score differences. Whetzel, McDaniel, and Nguyen’s (2008) meta-
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analysis of race and sex differences in SJT performance found mean score differences favoring
White test-takers over other groups, including Black test-takers (d = .38), Hispanic test-takers (d
= .24), and Asian test-takers (d = .29). Their sample consisted mainly of studies using text-based
SJTs. Although video SJTs were included, the number of studies was so small as to prevent
reporting credible comparisons across the two formats. Given these findings, some researchers
have argued that video-based SJTs may mitigate SJT score differences by reducing the readingrelated requirements of the test. Empirical evidence largely supports this view; research shows
that SJT scores correlate more highly with cognitive variables in a written format than in a video
format (Chan & Schmitt, 1997; Lievens & Sackett, 2006) and that group score differences are
lower on video SJTs (Chan & Schmitt, 1997).
To summarize, SJT research indicates that stimulus format matters. Video-based formats
offer many benefits over written SJT formats, including higher validity, improved test
performance, more positive test-taker perceptions and reactions, and small group score
differences. Nevertheless, this research is limited by the fact video and text represent only two
out of a variety of possible stimulus formats for SJTs. Examining other types of stimuli would
not only contribute to our understanding of how stimulus format influences SJT outcomes but
would also offer practical insights for SJT development. For example, because video SJTs are
expensive and time-consuming to produce (Olson-Buchanan & Drasgow, 2006), organizations
may be interested in pursuing intermediate options such as pictorial or audio stimuli, assuming
they enhance fidelity over textual stimuli at a lower cost than video. While anecdotal evidence
suggests these alternative stimulus formats are used in practice, they have not yet received
empirical attention in SJT research. Moreover, it is not clear whether these stimulus format
findings generalize to SJTs when taken on a mobile device.
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Summary of SJT Literature
Over the past thirty years, research has increasingly showcased the complexity of SJTs.
Although there is now consensus that SJTs represent a predictor method, there is continued
scholarly debate over what SJTs measure. Recent empirical and theoretical work suggests that
SJTs are multidimensional methods, such that one can expect SJT scores to reflect a variety of
construct domains. SJTs defy simple categorizations according to test constructs or content (e.g.,
cognitive vs. noncognitive). SJTs are also highly modular in terms of their design features (i.e.,
predictor method factors), and these factors can have considerable implications for SJT
outcomes. While research has shown that contextualization and stimulus format are important
considerations for SJT performance, test-taker reactions, and group score differences, more
research is needed to determine how various levels of contextualization and alternative stimulus
formats (beyond video and text) affect these outcomes. Further, very little research has examined
the implications of administering SJTs on mobile devices, including how device type may
interact with predictor method factors such as contextualization and stimulus format to produce
different test-taking experiences and outcomes.
Mobile Assessment
The mobile assessment literature represents a relatively new line of research, with the
earliest published work less than a decade old (e.g., Arthur et al., 2014; Morelli et al., 2014).
Mobile assessment exemplifies the “science-practice gap” in applied psychology, where new
practices are implemented in applied organizational settings before formal research is available
to support or direct their use (Church, 2011). Although many factors influence the sciencepractice gap, mobile assessment seems to be a case in which emerging technologies have
precipitated a rapid and widespread change in practice. Now that the train has left the station, so
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to speak, mobile assessment has become a hot topic for applied organizational research. As a
nascent research stream focused on a current practice issue, the research on mobile assessment
has involved considerable input from practitioners and has primarily been disseminated via
conference presentations rather than peer-reviewed articles (Arthur et al., 2018). Most of this
research has focused on issues of measurement equivalence and score differences between
mobile and nonmobile device types (e.g., Arthur et al., 2014; Arthur, Keiser, Hagen, & Traylor,
2018; Brown & Grossenbacher, 2017; Grelle & Gutierrez, 2019; Illingworth et al., 2015; King et
al., 2015; Morelli et al., 2014). Another focus has been the examination of test-taker reactions
across device types (e.g., Gutierrez & Meyer, 2013; King et al., 2015; Smeltzer, 2013). In this
section, I review these empirical findings and highlight gaps in the literature that warrant further
research.
Measurement Equivalence and Score Differences
Establishing the equivalency of scores between alternate formats of a test is considered a
prerequisite for valid, fair, and legally defensible hiring practices (SIOP, 2018). Thus, a key
question for the practice of mobile assessment is whether test scores on mobile devices are
psychometrically equivalent to scores on nonmobile devices. Studies have examined
measurement equivalence across device types for a variety of assessments, including cognitive
ability tests, personality assessments, biodata, SJTs, and simulations (Arthur et al., 2014; Brown
& Grossenbacher, 2017; Illingworth et al., 2015; King et al., 2015; Morelli et al., 2014). The
conclusion arising from this research is that mobile test scores generally display psychometric
equivalence to nonmobile test scores, as indicated by measures of reliability, factor structure, and
differential item functioning. However, there have been some exceptions that have been difficult
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to explain. For example, King and colleagues (2015) found that mobile and nonmobile formats
were not equivalent for a measure of general cognitive ability.
Another key finding from the equivalency research is that score differences between
device types have been observed even in cases when the psychometric properties of the scores
appeared to be equivalent. For example, Arthur et al. (2014) found substantially lower scores for
mobile (vs. nonmobile) test-takers on a cognitive ability test, including on measures of general
mental ability (d = .90), verbal ability (d = .87), and numerical ability (d = .75). Wood et al.
(2015) also reported lower cognitive ability test scores for mobile test-takers. Smaller score
differences have been observed for a handful of noncognitive measures as well (LaPort, 2016;
McClure Johnson & Boyce, 2015). Only a few studies have explicitly examined score
differences on SJTs, with conflicting findings. Morelli and colleagues (2014) found that mobile
test-takers scored significantly lower than nonmobile test-takers on a customer service SJT (d =
.40), whereas King et al. (2015) found no mean score difference between device types on a
supervisory SJT.
The overall pattern of findings has led some to conclude that device-based score
differences vary based on whether an assessment’s focal constructs are cognitive or noncognitive
in nature, with substantial score differences between device types expected for cognitive
assessments and negligible score differences between device types expected for noncognitive
assessments (Arthur et al., 2018). There have been exceptions to this pattern, such as Brown and
Grossenbacher’s (2017) study, which found no relationship between screen size (i.e., a specific
operationalization of device type) and performance on a traditional general cognitive ability test,
and some studies that have found small score differences on noncognitive tests (e.g., LaPort,
2016; McClure Johnson & Boyce, 2015). Nevertheless, those who espouse the view that device-
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based score differences hinge on assessment content have focused their theoretical work around
this interpretation, aiming to elucidate the processes through which mobile device usage hinders
performance on cognitive assessments, specifically (Arthur et al., 2018; Arthur, Keiser, Hagen,
& Traylor, 2018; Traylor et al., 2020).
While helpful up to a point, there are at least two reasons why the distinction between
cognitive and noncognitive constructs is an overly simplistic heuristic for examining devicebased score differences. First, not all types of assessments fit neatly within one of these binary
content categories. Several common predictors used for personnel selection are multidimensional
in terms of the constructs they assess and may encompass both cognitive and noncognitive
measures (e.g., SJTs, work samples, and assessment centers). At the very least, item-level
analysis is required to categorize the content of such assessments by item, and in some cases,
even that approach may be insufficient as individual items may tap multiple constructs. Second,
even if all assessments could be appropriately categorized as either cognitive or noncognitive,
predictor constructs represent only one possible variable that may lead to device-based
measurement differences. Other factors, such as method factors encompassed by the assessment
design, structural features of the device, or environmental factors, may also contribute to devicebased differences independent from or in conjunction with assessment content. For example,
Brown and Grossenbacher (2017) suggest that one reason that they did not find device-based
score differences on a GMA measure like previous research may have been that their assessment
utilized a design feature that optimized item presentation on mobile devices. All this suggests
that score differences across device types should be examined in terms of a more comprehensive
set of conditions than assessment content alone (Brown & Grossenbacher, 2017; Lievens &
Harris, 2003; Tippins, 2015). Rather than prematurely concluding that device-based score
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differences are limited to cognitive assessments, researchers should systematically manipulate
different method factors (e.g., stimulus format, response format, contextualization, instructions)
to determine the specific conditions under which score differences are reduced or increased. A
more comprehensive line of research on mobile assessments encompassing predictor method
factors offers both theoretical and practical utility for understanding how to develop effective
mobile assessments amid an array of available design choices.
Test-Taker Reactions
Another question of interest to researchers has been whether test-takers react differently
to assessments depending on the device type on which the assessment is taken. In the context of
pre-employment testing, test-taker reactions are an important consideration as they may affect
outcomes such as organizational attractiveness or job applicants’ intentions to accept a job offer
or recommend the organization to others (McCarthy et al., 2017; Smither et al., 1993). Several
studies have examined test-taker reactions to mobile assessments under a variety of conditions
and research designs (e.g., field and lab settings, proctored and unproctored conditions, withinperson and between-person designs). Despite the perception that mobile assessment is growing
due to demand from job applicants (e.g., McClure Johnson & Boyce, 2016), studies have found
that test-takers tend to react more negatively to mobile assessments than to nonmobile versions.
Specific reactions to mobile assessments include higher perceived test difficulty (Gutierrez &
Meyer, 2013; King et al., 2015), lower fairness perceptions (Fursman & Tuzinski, 2015;
Gutierrez & Meyer, 2013; King et al., 2015; Smeltzer, 2013), lower levels of satisfaction (Chang
et al., 2016; Gutierrez et al., 2015), and lower device-type preferences (Fursman & Tuzinski,
2015; Gutierrez & Meyer; Smeltzer, 2013). Thus, even if job applicants respond positively to
being given the option of taking a pre-employment assessment on a mobile phone, they tend to
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report a more negative experience when they complete an assessment on a mobile device. Some
research even indicates that, in unproctored settings, a significant proportion of test-takers who
begin an assessment on a smartphone will opt to switch to a computer partway through (Dages &
Jones, 2015). Negative reactions to the experience of mobile testing present an interesting
challenge for organizations as they seek to remain current in their use of technology and respond
to perceived applicant demand. Recent work has begun to consider whether certain design
choices (e.g., mobile-first design) may improve test-taker reactions to mobile assessments but
more research is needed in this area (Grelle & Gutierrez, 2019). Additional research is also
needed to provide explanations for why device-based differences in test-taker reactions occur
and what steps can be taken to minimize these differences.
Group Score Differences
Another assessment outcome that has received comparatively less attention in the context
of mobile assessments is group score differences. Mean score differences between race- and
gender-based groups have been studied extensively in the personnel literature as these score
differences can contribute to adverse impact against protected minority groups (Bobko & Roth,
2013; Ployhart & Holtz, 2008). Researchers have examined the magnitude of group score
differences across various predictor constructs and methods, but very little research has explicitly
examined group score differences across device types. There are several reasons why more
research is needed to further our understanding of whether and how device type impacts group
score differences. Studies have shown that mobile internet usage varies among demographic
groups, with higher smartphone usage and dependency rates among Blacks and Hispanics
compared to Whites (Pew Research Center, 2019). A similar pattern has been observed in mobile
assessment rates among operational research samples (Arthur et al., 2014; McClure-Johnson &
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Boyce, 2015; Morelli et al., 2014). These data suggest that Blacks and Hispanics are more likely
than Whites to complete internet-based pre-employment assessments on a mobile device, either
by choice or because a mobile device is their only means of accessing the internet. In fact, one
argument for why organizations should offer a mobile assessment option has been to expand and
diversify applicant pools by reaching groups who are more highly smartphone-dependent
(Lawrence & Kinney, 2017).
The benefits of increasing minority group representation in organizational applicant
pools, however, would be diminished if the usage of mobile devices were found to contribute to
group score differences. If device-based score differences (such as those that have been observed
in previous research) covary with demographic variables such as race, then this creates the
possibility of mobile testing yielding greater group score differences and the potential for higher
levels of adverse impact. This interaction is plausible considering the largest device-based score
differences have been observed on traditional cognitive ability tests, which are known to yield
large group score differences (e.g., Black-White d = 1.0). Such outcomes could have
considerable implications for the fairness and legality of a selection process. Arthur and
colleagues (2018) took an initial step toward offering some insight on device-based group score
differences by reanalyzing data from Arthur et al.’s (2014) prior study. The results were
encouraging, in that group score differences on a traditional cognitive ability test were smaller
when taken on a mobile device than when taken on a nonmobile device (d = 0.68 vs. d = 0.84).
Another study reported no group score differences on a proprietary assessment comprising
personality and biodata items (Illingworth et al., 2015). However, more research is needed to
determine the generalizability of these findings and explain why the magnitude of group score
differences may vary across device types, with consideration to both predictor constructs and
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predictor methods. Several authors have called out these questions as a priority for future
research (e.g., Arthur et al., 2018; Tippins, 2015; Woods et al., 2020).
Summary of Empirical Research on Mobile Assessment
To summarize, empirical research provides evidence of device-based differences in preemployment assessment outcomes. Studies have found mean score differences across device
types, particularly on assessments of cognitive constructs, though other factors besides
assessment content may be involved as well. Test-taker reactions are generally less favorable
when assessments are taken on mobile devices; mobile assessments are seen as less fair, more
difficult, and less preferred than nonmobile assessments. Group score differences, however, and
the potential implications for adverse impact, have not received much empirical examination. A
common theme across these three assessment outcomes is that the research has been largely ad
hoc and, until recently, unguided by any overarching theoretical frameworks. To improve our
understanding of the role device type plays in assessment outcomes and provide organizations
with guidelines for assessment development (i.e., for both theoretical and practical utility), future
research should take a more systematic approach rooted in conceptual frameworks for explaining
device-based differences.
Theoretical Frameworks
Given the increasing interest in mobile assessment and, more generally, the impact of
technology on assessments, researchers have recently proposed theoretical frameworks for
explaining the effects of technological devices on assessment outcomes. Two prominent
examples are the structural characteristics/information processing (SCIP) framework developed
by Arthur and colleagues (2018) and Potosky’s (2008) framework for the role of the
administration medium in the personnel selection process. These frameworks explain how
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device-specific attributes affect test-takers’ performance through their effects on cognitive and
communication processes, respectively.
SCIP Framework. The SCIP framework (Arthur et al., 2018) conceptualizes the effects
of technological devices on assessment outcomes. More specifically, the framework suggests
that certain structural characteristics of the device types commonly used for unproctored internet
testing (UIT) may affect test outcomes by producing construct-irrelevant requirements for four
types of specific abilities2 including: (a) working memory, (b) perceptual speed and visual
acuity, (c) psychomotor ability, and (d) selective attention. The four structural device
characteristics that are presumed to produce these specific ability requirements, respectively, are:
(a) screen size, (b) screen clutter, (c) response interface, and (d) permissibility. According to the
framework, each device characteristic corresponds to changes in one of the four specific abilities.
These relationships are theorized to play out as follows:
(a) Screen size and working memory: Screen size affects the working memory
requirements of an assessment by affecting how much information is visible to the
test-taker at a given time. Working memory is defined as “a brain system that
provides temporary storage and manipulation of the information necessary for…
complex cognitive tasks” (Baddeley, 1992, p. 556). In an assessment context, this
cognitive capacity is required whenever a test-taker must temporarily store and
manipulate information in order to formulate a response to a test item. For example,
solving the equation (2 + 4) x 6 = ? on a mobile device requires an individual to

2

In the SCIP framework, Arthur and colleagues (2018) use the label of information processing for these four
variables. However, I would argue that none of the four are classified as information processing in theories of
cognitive ability (e.g., CHC; Carroll, 1993). In these theoretical models, information processing is used to describe
fluid intelligence factors (i.e., Gf in CHC). Perceptual speed, visual acuity, working memory, attention, and
psychomotor abilities are specific or broad abilities that belong to other factors in the CHC model (e.g., Schneider &
McGrew, 2012). Arthur and colleagues themselves identify the four variables as specific abilities in Carroll’s (1993)
model, so it is unclear why they choose to refer to them as information processing variables.
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temporarily store the answer to the first half of the equation (i.e., 2 + 4 = 6) and use
that stored information in conjunction with the second half of the equation in order to
produce the correct answer (i.e., 6 x 6 = 36). Additionally, the working memory
requirements of a test item will vary according to how much of the item is visible to a
test-taker at one time. On smaller screens, test-takers will have to store and retrieve
more information using their working memory in order to produce an eventual
response.
(b) Screen clutter and perceptual speed / visual acuity: Screen clutter refers to the
density of information displayed within the limits of a screen. In the assessment
context, screen clutter is jointly influenced by screen size and test design (e.g., item
length). According to SCIP, differences in screen clutter are presumed to affect the
perceptual demands of an assessment, including both visual acuity (i.e., the ability to
recognize small details with precision) and perceptual speed (i.e., “the ability to
quickly and accurately compare similarities and differences among sets of letters,
numbers, objects, pictures, or patterns;” O*NET, n.d.). When test-takers’ screens are
cluttered with text, symbols, images, and/or action buttons, greater visual acuity and
perceptual speed will be required to complete the assessment.
(c) Response interface and psychomotor ability: Response interface refers to the way in
which users interact with a device in order to use it. For example, the response
interface for a desktop computer typically includes a full-sized keyboard and a
mouse, the response interface for a laptop computer typically includes a smaller
keyboard and a touchpad, and the response interface for a smartphone typically
involves a touch screen and finger swiping. Under SCIP, mobile devices are
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conceptualized as having a more challenging response interface than nonmobile
devices because of the increased psychomotor demands they place upon the user,
such as arm-hand steadiness, control precision, finger dexterity, and manual dexterity.
Test-takers will likely have more difficulty manipulating the device and assessment
content on smaller, touch-screen devices, and may commit more errors during the
response process.
(d) Permissibility and selective attention: Permissibility, or the degrees of freedom a testtaker has in the choice of an assessment setting, may influence the selective attention
demands of the assessment by affecting the prevalence of environmental distractions.
With high permissibility device types, such as smartphones, test-takers may choose to
take an assessment in a variety of settings, including outdoor locations, public or
shared spaces, or even while walking or commuting. In locations such as these, the
potential for environmental distractions is much higher than in the type of setting in
which someone typically operates a low permissibility device (e.g., desktop
computer), such as in an office space, at home, or at a library. Thus, the extent to
which the device permits a test-taker to complete the assessment in a distracting
environment is presumed to relate to the need for selective attention, or the ability to
focus on assessment content in the presence of distractions.
In sum, the four structural characteristics of UIT devices produce four types of constructirrelevant demands. When measurement or score differences are observed between mobile and
nonmobile device types, then, these differences are attributable to psychological effects of the
structural characteristics of the devices. For example, a typical mobile device (i.e., smartphone)
can be classified as having relatively (a) high working memory demands due to small screen
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size, (b) high visual acuity and perceptual speed requirements due to high screen clutter, (c) high
psychomotor demands due to a challenging response interface, and (d) high selective attention
demands due to high permissibility in the assessment setting. In contrast, typical nonmobile
devices, such as laptop or desktop computers, fall at the opposite end of the continuum on all
four of these variables.
A further claim of the SCIP framework is that the construct-irrelevant requirements
produced by device characteristics will differentially impact test performance depending on
assessment content. According to Arthur and colleagues, assessment content can be classified as
either cognitive or noncognitive, and cognitive tests are more susceptible to SCIP-related device
effects than noncognitive tests. The authors argue that this is because device-generated demands
make a test more difficult by adding to the existing demands of cognitive tasks and problems, but
not for non-cognitive tasks. In other words, the increased specific ability requirements consume
resources that could have otherwise been used toward applying the knowledge-related abilities
that are needed to solve the problem.3 Therefore, Arthur and colleagues propose that one may
expect score differences between mobile and nonmobile test-takers on cognitive assessments, but
slight to no score differences between device types on noncognitive assessments.
The SCIP framework also includes propositions concerning test-taker reactions to
assessments across various device types. Increases in device-related specific ability requirements
are presumed to make the task of completing an assessment more effortful and cumbersome,

3

Although Arthur and colleagues (2018) lean heavily on this cognitive vs. noncognitive distinction in the SCIP
framework, I argue that the four specific ability requirements produced by mobile devices would likely have at least
some effects that apply to any type of test. For example, because these device demands increase the difficulty of
taking a test, test-takers may lose motivation and decrease effort, resulting in lower performance. Further, while
increased working memory requirements may disproportionately affect cognitive tests, it is less clear why increases
in the other three specific abilities would differentially affect cognitive vs. noncognitive tests. For example, the
increased psychomotor demands of using a mobile device would presumably increase errors regardless of test
content, as has been observed on a personality inventory (Huff, 2015).
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increasing the perceived difficulty of the assessment from the test-taker’s point of view. Thus,
Arthur and colleagues suggest that test-takers will react more negatively to assessments when
they are taken on a device that produces more of the four types of SCIP-related demands and will
prefer taking assessments on a device that involves fewer of these demands. For these reasons,
the authors propose that test-taker reactions will be more positive or favorable for nonmobile
devices compared to mobile devices. These effects are proposed to occur regardless of test
content but are presumed to be stronger for cognitive assessments than for noncognitive
assessments due to the stronger impact of device demands on test difficulty with cognitive tasks
and problems.
In sum, the SCIP framework (Arthur et al., 2018) explains device-based differences in
assessment outcomes according to increases in the requirements for four construct-irrelevant
specific abilities. Four structural characteristics of UIT devices (i.e., screen size, screen clutter,
response interface, and permissibility) produce four types of construct-irrelevant demands (i.e.,
working memory, perceptual speed and visual acuity, psychomotor ability, and selective
attention), which in turn differentially affect test performance and test-taker reactions across
various device types, particularly on assessments of cognitive constructs.
Potosky’s Framework. Potosky (2008) conceptualizes an assessment as a two-way
communication exchange between a test-taker (i.e., respondent) and the assessment
administrator(s) and considers how the assessment medium affects this communication
exchange. Potosky’s framework identifies and describes four attributes along which different
assessment media (e.g., mobile device, pencil-and-paper, face-to-face) can vary: (a)
transparency, (b) social bandwidth, (c) interactivity, and (d) surveillance. According to Potosky,
these attributes of an assessment medium influence the quality of the communication exchange
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process, and thus the construct measurement and outcomes of an assessment. The role of each
attribute is described below.
(a) Transparency: refers to the degree to which the medium facilitates an unobstructed
communication exchange. An assessment medium with high transparency is one that is
not noticeable to administrators or respondents as they engage in the assessment process;
a medium with low transparency is one that distracts or interferes with the
communication exchange between administrators and respondents in some way. For
example, transparency for an electronic assessment medium decreases with the amount of
clicking, scrolling, finger-swiping, or other manipulation that is required to complete the
assessment. According to Potosky, low transparency interferes with participants’ focus on
assessment content and adds unintentional measures related to the medium.
(b) Social bandwidth: refers to how much relevant social information the medium can
transmit within a communication exchange. This can be measured as the number or kinds
of social cues included in the assessment process. Although social bandwidth is
influenced by assessment design, it is fundamentally a property of the assessment
medium. For example, although it is possible to increase the social bandwidth of a paperand-pencil test by enhancing it with images, a paper-and-pencil test is still expected to
have lower social bandwidth than, for example, a face-to-face interview. In other words,
assessment media vary in terms of their range of social bandwidth.
(c) Interactivity: refers to the pace of reciprocal information exchange facilitated by the
medium. The key feature of interactivity is how quickly feedback can be exchanged
between the communicating parties, not how much feedback can be exchanged. Thus,
electronic media are typically more interactive than print media, even if they convey the

41

same information. Similarly, media that permit synchronous communication (e.g., faceto-face, videoconference, or telephone interviews) are higher in interactivity than media
that facilitate asynchronous exchanges (e.g., pencil-and-paper tests, and most internetbased tests).
(d) Surveillance: refers to the degree to which the medium allows an outside party to monitor
or intercept the message being transmitted. Surveillance is understood as encompassing
both actual and perceived surveillance, that is, the actual security inherent to the medium
as well as the perceived security or privacy of the medium by the communicating parties.
For example, an internet-based assessment completed on a mobile phone at the testtaker’s home may have low perceived surveillance, even if the medium itself is not very
secure and thus has high actual surveillance.
As alluded to above, the four attributes of an assessment medium have both structural and
dynamic characteristics. The structural characteristics define the range along which the attribute
can vary (a relatively stable property of the medium), whereas the dynamic characteristics refer
to the fluctuations in each attribute that can occur within the assessment process. For example, a
face-to-face interview medium is structurally high in transparency and social bandwidth due the
unobstructed nature of the communication exchange and the number of social cues that a face-toface medium can provide. However, fluctuations in transparency and social bandwidth can occur
within the interview administration. Distracting nonverbal behaviors (e.g., fidgeting, tapping, pen
clicking) could lower the transparency of the communication exchange whenever they are
demonstrated. Similarly, an interviewer taking typed notes during the interview could reduce the
social bandwidth of the exchange at certain points during the interview (i.e., when their visual
attention is directed to their screen and/or keyboard) by reducing the number of nonverbal cues
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available to them at those points. Thus, the overall level of a given attribute for an assessment is
best represented by the average achieved throughout the assessment.
A further claim of Potosky’s (2008) framework is that the structural and dynamic
characteristics of an assessment medium have both systematic and unsystematic effects on the
validity and reliability of the assessment. These effects include systematically adding constructs
related to the medium and increasing unsystematic error by reducing situational control. The key
is that it the framework provides a mechanism for explaining why differences in measurement
and/or assessment outcomes may occur across different device types. Rather than attributing
such differences to the devices themselves, Potosky suggests that measurement invariance is
produced by differences in the assessment’s transparency, social bandwidth, interactivity, and/or
surveillance between device types. Specific predictions can be made regarding the effects of the
four attributes on assessment outcomes. For example, Potosky proposes that low transparency
may cause test-takers to become frustrated with an assessment and thus may lead to negative
reactions. Potosky also suggests that social bandwidth may influence group score differences,
though the direction of the relationship is unclear. High social bandwidth may reduce group
score differences by providing more ways in which test-takers from diverse backgrounds can
engage with and interpret the assessment content. Conversely, high social bandwidth may
increase group score differences by increasing the cognitive load of the assessment due to the
additional nonverbal information that must be attended to and processed. Further empirical
research is needed to provide support for the propositions arising from the framework.
Potosky’s (2008) framework has implications for both the development and
administration of selection assessments. First, the framework suggests that the design choices
made by assessment developers influence the structural characteristics of an assessment by

43

establishing the targeted level of each attribute of the medium. In other words, the design of the
assessment determines the structural level of transparency, social bandwidth, interactivity, and
surveillance within the range of what is possible for the medium. This means that one cannot
adequately understand device effects on assessment outcomes without considering factors
contributed by the assessment itself, such as assessment content or method factors. For example,
the suggestion that mobile devices will add unintended constructs to an assessment may only
apply when the assessment causes a mobile device to exhibit low transparency (e.g., due to
clicking or finger-swiping requirements). If items are easily viewable on a small screen, then
taking the assessment on a mobile device may not result in low transparency or produce devicerelated measures. Thus, Potosky suggests that the medium (i.e., device) used for taking an
assessment should be considered in conjunction with assessment content and other design
features to make predictions about device-specific outcomes. Additionally, the Potosky
framework suggests that assessment administrators should give thought to the conditions under
which an assessment is taken due to the potential fluctuations in device characteristics that can
occur during the assessment process.
In sum, Potosky’s (2008) framework for the role of the administration medium in the
assessment process explains device-based differences in assessment outcomes in terms of four
structural and dynamic characteristics of the medium: transparency, social bandwidth,
interactivity, and surveillance. These characteristics, partially inherent to the medium but also
subject to fluctuations during an assessment, produce differing effects on the communication
exchange that an assessment represents. This in turn can produce differential outcomes across
device types, including construct-irrelevant variance, test-taker reactions, and potentially group
score differences.
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Summary of Mobile Assessment Literature
The mobile assessment literature yields several conclusions regarding our current
understanding of mobile assessments and opportunities for further research. First, mobile
assessments generally display measurement equivalence to nonmobile assessments; however,
score differences across device types have been observed across a number of different studies
and predictors. Second, while some have concluded that device-based score differences are
limited to cognitive assessments (e.g., Arthur et al., 2018), there are good reasons to believe this
conclusion is premature. Some empirical findings contradict this view, and alternative
explanations for device-based differences (e.g., predictor method factors) have not been ruled
out. Third, a decade of unsystematic empirical research on mobile assessments has laid the
groundwork for the development of theoretical frameworks that can guide and organize future
research. We have reached a point at which a more comprehensive and systematic research
agenda is needed to address a number of unresolved questions regarding mobile assessment.
From a theoretical standpoint, this would serve to expand our understanding of the measurement
properties and expected outcomes of mobile assessments. From a practical standpoint, this
research agenda could benefit practitioners who are faced with the task of developing
assessments that will be deployed on mobile devices by informing the specific choices they make
regarding assessment design.
Additional research would be especially helpful for complex assessment types that
encompass multiple constructs and/or are highly modular in format, such as SJTs. Thus far,
research on mobile assessment has been more concerned with establishing generalizable findings
than understanding the nuances of device type effects on specific predictor methods. For
example, Morelli et al. (2014) studied the measurement equivalence of a variety of assessments
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(e.g., cognitive ability test, biodata, simulation, and SJT) to formulate general conclusions
regarding the impact of device type on measurement models and scores. This approach may be a
good starting point, but it overlooks the potential for specific method factors to influence
measurement and outcomes across different types of devices. Therefore, the generalizability of
most of the mobile assessment research is limited for predictor methods that involve a variety of
modular design choices, such as SJTs.
Hypotheses
Research on SJTs has evolved considerably over the past few decades to encompass a
wide variety of design features, yet there is still room to better understand how various method
factors affect SJT performance and other outcomes. Moreover, the implications of administering
SJTs on mobile devices are not well understood. While a handful of published studies on mobile
assessment have incorporated SJTs (e.g., King et al., 2015; Morelli et al., 2014), none of this
research has examined interactions between SJT method factors and device type. Due to SJT
modularity the findings are specific to the design choices made for the SJTs included in these
studies, and those choices are not clearly identified or examined. The present study addresses
some of these research gaps by taking an initial step toward systematically investigating the role
of predictor method factors on mobile SJT outcomes. Specifically, I manipulate two predictor
method factors, contextualization and stimulus format, along with device type, and examine their
individual and joint effects on SJT scores and test-taker reactions.
In this section, I hypothesize several main effects and interactions. First, I develop
hypotheses regarding the main effects of device type on SJT scores (H1) and test-taker reactions
(H2). I then consider the effects of contextualization on the two dependent variables, including
main effects and interactions with device type (H3-H5). Next, I present research questions
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regarding the main effects of stimulus format on the two dependent variables (RQ1 & RQ2) and
hypothesize interactions between stimulus format and device type (H6 & H7). I then describe the
three-way interaction effects I predict between device type, contextualization and stimulus
format on the two dependent variables (H8 & H9). Finally, I offer several research questions
regarding device type and method factor effects on group score differences (RQ3-RQ6).
Device Type Effects
Main Effect of Device Type on SJT Scores
The SCIP framework (Arthur et al., 2018) provides a basis for anticipating differential
device effects on SJT performance. According to SCIP, taking an assessment on a mobile device
increases method-related demands in comparison to taking it on a nonmobile device.
Specifically, the small screen size and high screen clutter on mobile devices increase the working
memory and perceptual ability requirements of an assessment; test-takers must hold information
that does not fit on the screen in memory and rely on their perceptual abilities to identify and
interpret material crowded onto a small screen. The more challenging response interface of a
mobile device also increases psychomotor demands (e.g., finger dexterity for finger-swiping and
zooming, arm-hand steadiness for holding and controlling the device, and control precision for
manipulating device features to exact positions). These device-specific ability and skill
requirements increase the difficulty of the test, as evidenced by the longer completion times that
have been observed for assessments taken on a mobile device (Arthur, Keiser, Hagen, & Traylor,
2018; Dages & Jones, 2015; Illingworth et al., 2015). Therefore, test-takers who complete an
assessment on a mobile device are expected to score lower on average than test-takers who
complete the same assessment on a nonmobile device (Arthur et al., 2018).
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For the above reasons, I expect that mobile device usage will exert effects on SJT
performance consistent with the SCIP framework. That is, I predict that the construct-irrelevant
demands produced by using a mobile device will increase the difficulty of the SJT, resulting in
lower scores for test-takers who complete the assessment on a mobile device than for those who
complete it on a nonmobile device. Other factors that may contribute to the predicted devicebased score differences are the increased probability of making errors on a mobile device due to
the increase in perceptual and psychomotor demands (Arthur et al., 2018), as well as potential
decreases in motivation and effort due to the increased difficulty of the test when taken on a
mobile device.
Hypothesis 1: Mean scores on a supervisory SJT will be lower when the test is
completed on a mobile device than when the test is completed on a non-mobile device.
Main Effect of Device Type on Test-Taker Reactions
The structural features of devices outlined by both the SCIP framework (Arthur et al.,
2018) and Potosky’s (2008) framework are relevant for understanding test-taker reactions to an
assessment across device types. In comparison to using a laptop or PC, taking an assessment on a
mobile device makes the test-taking experience more effortful; test-takers must utilize working
memory and perceptual abilities to a greater degree while responding to the items due to the
smaller screen size and increased screen clutter, which will likely make the assessment feel more
taxing (Arthur et al., 2018). Taking a test on a mobile device also increases the amount and type
of psychomotor abilities required (e.g., arm-hand steadiness, finger dexterity, and control
precision) because of the more challenging response interface. Taken together, these increased
device-related demands may lead to less favorable reactions among test-takers who complete an
assessment on a mobile device compared to those who use a nonmobile device. For example,
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mobile test-takers may perceive the SJT to be more difficult and feel the assessment does not
provide them the opportunity to demonstrate their abilities fully and accurately.
Similarly, the low transparency (i.e., high obtrusiveness) of a mobile device as an
assessment medium may contribute to negative reactions as test-takers are likely to be constantly
aware of, and perhaps distracted by, their mobile device while taking the test (Potosky, 2008).
This may cause frustration or other negative affective reactions while completing the assessment,
yielding lower perceptions of fairness and lower levels of satisfaction with the experience of
taking the assessment. Empirical research supports these predictions, as prior studies have found
that test-takers report a variety of comparatively negative reactions to mobile (vs. nonmobile)
versions of assessments, including lower perceived ease of test completion, lower perceptions of
fairness, lower preference for mobile devices, and lower satisfaction (Chang et al., 2016;
Fursman & Tuzinski, 2015; Gutierrez & Meyer, 2013; King et al., 2015; Smeltzer, 2013). Thus, I
expect that test-taker reactions will be less favorable for participants who complete the SJT on a
mobile device compared to those who complete it on a nonmobile device. Based on previous
research, I make the following predictions regarding the relationship between device type and
specific test-taker reactions:
Hypothesis 2: Mobile test-takers will report more negative reactions toward the SJT than
nonmobile test-takers, including (a) lower test ease4, (b) lower opportunity to perform,
and (c) lower satisfaction with the testing experience.
Contextualization Effects
Contextualization Effects on SJT Scores

4

For the sake of consistency across test-taker reaction variables, perceived test difficulty will be expressed and
measured in this study as perceived test ease, such that higher scores indicate a more positive reaction.
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The original conceptualization of SJTs as a type of low-fidelity simulation (Motowidlo et
al., 1990) emphasizes the role of the contextualization method factor described by Lievens and
Sackett’s (2017) modular framework. Based on the assumption of behavioral consistency, SJTs
should be designed in such a way that the simulated assessment content closely resembles the
tasks and context of the job (Lievens & De Soete, 2012). The item stems of an SJT, which
present test-takers with job-relevant situations, present situation descriptions that are detailed and
realistic enough that test-takers can base their judgments of how they would or should behave on
the demands of the situation. Without sufficient contextualization, test-takers will lack the
situational cues they need to make appropriate judgments and their performance will suffer as a
result. Although recent studies suggest that SJTs may be less context-dependent than originally
assumed, these findings still show that removing situation descriptions negatively affects
performance on many SJT items, resulting in lower overall test scores (Krumm et al., 2015;
Schäpers et al., 2019). Other research also supports the importance of situation construal to STJ
performance (e.g., Freudenstein et al., 2020; Rockstuhl et al., 2015; Westring et al., 2009).
While research suggests that contextualization plays a key role in SJT responding, what is
less clear is how varying levels of contextualization may affect test performance. Between the
two extremes of providing highly detailed situation descriptions and excluding situation
descriptions altogether lies the middle option of utilizing short, generic situation descriptions on
SJTs. Thus, three different levels of contextualization, as defined by Lievens and Sackett’s
(2017) framework, will be examined in the present study: none (i.e., decontextualization),
medium, and high.
No research has specifically compared the effects of medium vs. high contextualization
on SJTs; however, research across other selection procedures (e.g., personality inventories and
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interviews) indicates that increasing item contextualization generally reduces error and increases
validity (Lievens & Sackett, 2017). An interactionist explanation for these findings is that
increasing contextualization allows test-takers to respond based on a more accurate construal of
the relevant situation (e.g., how am I likely to behave at work versus in general). Extending this
logic to SJTs, it seems that higher levels of item contextualization will generally be beneficial for
performance. Additionally, SJT response process models (e.g., Grand, 2019) suggest that any
factors that increase the ambiguity of SJT items—including situation descriptions that lack
precise detail about the who, what, where, when, and why involved—will increase the item
difficulty. Although these items may still be solvable in some cases, systematically manipulating
item difficulty by presenting all items at a specific level of contextualization is likely to have
test-level effects on performance (cf. Krumm et al., 2015). Accordingly, one might expect to find
a positive relationship between the level of item contextualization and SJT scores.
I do not hypothesize this main effect, however, because I expect that the relationship
between contextualization and SJT scores will take distinctly different forms across device types.
Specifically, I posit that high contextualization will be less beneficial on mobile devices due to
the unique demands that high levels of contextualization place upon the test-taker.
Contextualizing text-based SJT items involves providing specific details regarding the “who,”
“where,” “when,” and “why” of the situation, which typically increases item length (Lievens &
Sackett, 2017). Lengthening SJT items in this way should have minimal effect on how individual
items are presented on a nonmobile device screen, as it is likely that even a highly contextualized
written item will fit within the parameters of a typical desktop or laptop screen. Thus, SCIP
suggests that nonmobile test-takers will experience the benefits of high contextualization (e.g.,
improved situation construal) without the drawback of device-specific demands (Arthur et al.,
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2018). On mobile devices, however, it is likely that a highly contextualized SJT item will exceed
the parameters of the screen, increasing screen clutter and finger-swiping requirements (among
other things). These changes would correspond to an increase in the perceptual ability and
working memory demands of the test per SCIP. Presenting highly contextualized items on a
mobile device screen would also decrease the transparency of the medium, interfering with testtakers’ ability to focus on the assessment content and perhaps decreasing their motivation due to
annoyance or frustration (Potosky, 2008). Additionally, increased psychomotor demands may
increase the likelihood that test-takers make errors when responding to highly contextualized SJT
items on mobile devices. For these reasons, I expect that nonmobile test-takers will outperform
mobile test-takers when the level of contextualization is high.
At the opposite end of the continuum, when SJT items are decontextualized to omit
situation descriptions entirely, the display of the items on the screen should be comparable across
device types. With such short items, screen clutter and finger-swiping will be minimal even on a
mobile device, increasing transparency and minimizing device-related requirements. Therefore,
test-takers should experience the negative effects of decontextualization (i.e., increased
ambiguity, difficulty, and confusion) regardless of the device on which they take the test. The
effects of a medium level of contextualization are more difficult to predict due to a lack of
empirical evidence. However, it seems plausible that the medium level of contextualization
would represent a “sweet spot” for mobile test-takers wherein enough context is provided to aid
situation construal but extraneous details that interfere with an item’s presentation on a small
screen are avoided.
In sum, I expect that the relationship between contextualization and SJT scores will vary
depending on the type of device on which the test is taken, and that the moderating effect of
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device type will wipe out any main effect of contextualization on SJT scores. Accordingly, no
main effect hypothesis is presented. As for the hypothesized interaction effect, I predict that there
will be a positive relationship between contextualization and SJT scores when the test is taken a
nonmobile device, whereas there will be an inverted-U relationship between contextualization
and SJT scores when the test is taken on a mobile device, such that mobile device scores peak at
a medium level of contextualization (see Figure 1).
Hypothesis 3: The relationship between contextualization and SJT scores will be
moderated by device type, such that there will be a positive relationship between
contextualization and SJT scores on nonmobile devices whereas there will be an invertedU relationship between contextualization and SJT scores on mobile devices.
Contextualization Effects on Test-Taker Reactions
Research on applicant reactions to selection procedures indicates that SJTs are generally
viewed favorably by job applicants (e.g., Chan & Schmitt, 1997; Kanning et al., 2006; Whetzel
& McDaniel, 2009). However, there are reasons to expect that test-taker reactions to SJTs may
vary based on the level of contextualization of the items. One of the reasons test-takers respond
positively to SJTs appears to be because of their clear relationship to the job at hand (RichmanHirsch et al., 2000; Truxillo & Bauer, 2011; Whetzel & McDaniel, 2009). Reducing or removing
situation descriptions is expected to lower the perceived job relatedness of an SJT, as providing
less explicit contextual information will make the connection between the test content and the
job less obvious to test-takers (Crook, 2016; Schäpers et al., 2019). Decontextualizing SJTs will
likely increase the perceived difficulty of the assessment as well, by increasing item ambiguity,
heightening test-takers’ feelings of uncertainty, and necessitating greater effort for situation
construal (Grand, 2019; McDaniel et al., 2016). Contextualization may also have implications for
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perceived opportunity to perform, which is a key dimension of procedural fairness (Bauer et al.,
2001; Gilliland, 1993). In light of the factors just described, I expect test-takers will be more
likely to feel that they have been given an adequate chance to demonstrate their job-relevant
knowledge, skills, and abilities via the SJT when more contextual information is provided upon
which they can formulate their responses. I also expect that test-takers will experience higher
levels of satisfaction with the testing experience when contextualization is high.
Despite these reasons to anticipate that contextualization will have a positive effect on
test-taker reactions, I also expect that device type will moderate the relationship between
contextualization and test-taker reactions. On nonmobile devices, test-takers will experience all
the benefits of contextualization just described and are thus expected to report higher perceived
job relatedness, lower perceived difficulty, higher perceived fairness, and greater satisfaction as
the level of item contextualization increases. However, the expected benefits of increasing
contextualization are likely to be countered with specific drawbacks when SJT items are
presented on a mobile device. Because adding contextual details increases the length of an item,
increasing the level of contextualization will affect how an item displays on a small screen.
While SJT items in the decontextualized or medium-level contextualization conditions are
expected to fit within the parameters of a typical mobile device screen, highly contextualized
items will exceed these screen parameters. Thus, the screen will appear more cluttered, and testtakers will only be able to view a portion of each item at once. These effects will place greater
working memory and visual acuity demands upon the test-taker, making the test more
burdensome to complete (Arthur et al., 2018). Transparency will also be low for highly
contextualized items presented on mobile devices, as test-takers will need to manipulate their
screens (e.g., finger swiping, zooming in and out) in order to view the entire item. This increases
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the chances that test-takers will be aware of and distracted by their device throughout the
assessment process, which may lead to frustration or negative affective reactions (Potosky,
2008). These device-related characteristics and effects have implications for the perceived
difficulty (ease) of the assessment, opportunity to perform, and satisfaction with the testing
process. Thus, I predict an inverted-U relationship between contextualization and these three
test-taker reactions on mobile devices. Because perceptions of job relatedness are based
primarily upon test content (Bauer et al., 2001) and thus unlikely to be influenced by device
effects, I do not hypothesize an interaction effect for perceived job relatedness.
In sum, contextualization should have a positive main effect upon the perceived job
relatedness of the SJT because increasing contextualization enhances the realism of the content.
In contrast, the effects of contextualization on perceived difficulty (ease), opportunity to
perform, and satisfaction with the testing experience are expected to vary depending on the type
of device on which the test is taken. Accordingly, I do not offer main effect hypotheses for these
three test-taker reactions but instead make predictions regarding the interactions between
contextualization and device type (see Figure 2).
Hypothesis 4: Test-takers will report higher job relatedness at higher levels of SJT
contextualization.
Hypothesis 5: The relationship between contextualization and (a) perceived test ease, (b)
opportunity to perform, and (c) satisfaction with the testing experience will be moderated
by device type, such that there will be a positive relationship between contextualization
and these test-taker reactions on nonmobile devices, whereas there will be an inverted-U
relationship between contextualization and test-taker reactions on mobile devices.
Stimulus Format Effects
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Main Effects of Stimulus Format
Research on the various stimulus formats used for personnel assessments is lacking in
comparison to other method factors and pictorial stimuli, in particular, have received very little
attention. The literature on video SJTs provides some insight into the effects of stimulus format
on SJT outcomes (e.g., Chan & Schmitt, 1997; Christian et al., 2010; Lievens & Sackett, 2006;
Olson-Buchanan & Drasgow, 2006). Consistent with social bandwidth theories (e.g., Potosky,
2008), findings suggest that video (i.e., audiovisual) stimuli provide social and contextual cues
that are missing in written formats, which facilitates the measurement of applied social skills
(Christian et al., 2010). Thus, one might expect to observe higher mean scores on a video SJT
than on a written SJT consistent with prior findings (Chan & Schmitt, 1997; Schäpers et al.,
2019). Replacing written situation descriptions with video clips is also thought to reduce group
score differences by decreasing the construct-irrelevant reading demands of the test (Chan &
Schmitt, 1997; Olson-Buchanan & Drasgow, 2006). Finally, the richness of the contextual
information provided in a video clip (as compared to a written situation description) is thought to
contribute to higher face validity perceptions and more positive applicant reactions (Chan &
Schmitt, 1997; Richman-Hirsch et al., 2000), though evidence on this subject is mixed (Lievens
& Sackett, 2006).
Because pictorial stimuli share some of the characteristics of video stimuli, it is possible
that the two stimulus formats may have comparable effects on SJT outcomes. However, there are
important differences between pictorial and video stimuli that suggest one should be cautious
about assuming the effects of one generalize to the other. First, video is a dynamic stimulus
format that involves both auditory and visual modalities, whereas pictorial stimuli are static and
limited to the visual modality. Thus, the amount of contextual information that can be conveyed
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through a video stimulus (even a short video clip) is likely to be significantly higher than for a
pictorial stimulus. Additionally, there may be important differences in how test-takers process
exclusively visual stimuli compared to audiovisual stimuli, as research suggests that auditory
processing and visual processing utilize distinct working memory systems (i.e., phonological
loop vs. visuo-spatial sketchpad) and may rely on different regions of the brain (Baddeley &
Hitch, 1974; Baddeley, 2012).
Another important difference pertains to the way these two types of stimuli are used
within the context of SJTs. Whereas video clips are typically used in place of written situation
descriptions, static images are more likely to be used in conjunction with text to add realism and
social cues to test items. The additional contextual information provided through pictorial stimuli
may be beneficial for SJT responding but may also have unintended negative consequences. For
example, unlike video SJTs, which reduce construct-irrelevant demands in comparison to textbased versions (e.g., Chan & Schmitt, 1997; Lievens & Sackett, 2006; Oostrom et al., 2015),
inserting pictorial stimuli into written SJT items may actually increase the demands of the
assessment because test-takers will have to process more information when responding. On the
other hand, adding pictorial stimuli may be less demanding than adding text if visuo-spatial
processing draws on different aspects of working memory than reading (Baddeley, 2012). For
these reasons, uncritically generalizing the video SJT findings to pictorial stimuli is ill-advised
without additional research examining the generalizability.
In the present study, I take an initial step to address this gap by examining the effects of
pictorial stimuli upon SJT scores and test-taker reactions. As outlined above, the use of pictorial
stimuli seems to involve inherent tradeoffs. On the one hand, pictures offer more social cues than
text and may enhance the realism and interpretability of the test, contributing to performance and
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positive reactions. On the other hand, adding pictures to written SJT items increases the length
and may also increase the overall demands of the test, which may have detrimental effects on
performance and reactions (particularly fairness reactions such as perceived difficulty/ease and
opportunity to perform). Because there is insufficient evidence upon which to base predictions
about how these effects will play out, I present the following research questions regarding the
effects of pictorial stimuli on SJT outcomes.
Research Question 1: What is the effect of using pictorial stimuli compared to only
textual stimuli on SJT scores?
Research Question 2: What is the effect of using pictorial stimuli compared to only
textual stimuli on test-taker reactions, including (a) perceived job relatedness, (b)
perceived test ease, (c) opportunity to perform, and (d) satisfaction with the testing
experience)?
Stimulus Format x Device Type Effect on SJT Scores
While there is insufficient research to formulate a hypothesis regarding the overall effect
of pictorial stimuli on SJT scores, there are good reasons to expect differences in the relationship
between pictorial stimuli and SJT scores across device types. One effect of adding pictorial
stimuli to a written SJT item is that it increases the amount of space required to present the item
on a screen. Similar to increasing contextualization, this is unlikely to be problematic on a
typical laptop- or desktop-sized screen but would contribute to screen clutter and finger-swiping
requirements on a mobile device. Thus, the SCIP framework suggests that adding pictorial
stimuli would disproportionately increase the demands of the test on a mobile device compared
to a nonmobile device (Arthur et al., 2018). The increased psychomotor demands of navigating
the assessment on a mobile device may also make it more likely that test-takers will make errors
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when responding. Because of these effects, I anticipate that the effect of pictorial stimuli on test
scores will be moderated by device type, such that pictorial stimuli will be associated with lower
scores on mobile devices compared to nonmobile devices.
Hypothesis 6: The relationship between stimulus format and SJT scores will be
moderated by device type, such that the inclusion of pictorial stimuli will be related to
lower scores on mobile devices compared to nonmobile devices.
Stimulus Format x Device Type Effects on Test-Taker Reactions
Device type is also expected to moderate the relationship between stimulus format and
test-taker reactions. As discussed previously, the use of pictorial (vs. text-only) stimuli is
expected to significantly reduce the transparency of the medium for mobile devices but not for
nonmobile devices due to differences in screen size. According to Potosky’s (2008) framework,
low transparency has implications for test-taker reactions. When test-takers are constantly aware
of and distracted by the device on which they are completing an assessment, they may perceive
the test to be more difficult and less fair and be less satisfied with their experience taking the test.
Therefore, even if the use of pictorial stimuli has a positive effect on test-taker reactions overall
(e.g., due to enhanced realism), the effect should be relatively less positive when the test is taken
on a mobile device. It is possible this effect may be further influenced by test-takers’ level of
experience and familiarity with using mobile devices; however, even if test-takers are
accustomed to viewing both images and text on mobile devices, I posit that they will still be
more likely to perceive the test as poorly designed and react more negatively to their experience
if it proves challenging to navigate the assessment on the mobile device interface. Accordingly, I
make the following predictions regarding the device-moderated effects of stimulus format on
test-taker reactions.
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Hypothesis 7: The relationship between stimulus format and (a) perceived test ease, (b)
opportunity to perform, and (c) satisfaction with the testing experience will be moderated
by device type, such that the inclusion of pictorial stimuli will be related to lower scores
on mobile devices compared to nonmobile devices.
Three-Way Interaction Effects
The three-way interaction effects between contextualization, stimulus format, and device
type are of particular interest as they represent a broad spectrum of test-taking experiences with
assessment content held constant. Building off the hypotheses outlined above, interactions
between the two predictor method factors examined in this study are hypothesized to have
differential effects on SJT outcomes dependent on device type.
Three-Way Interaction Effect on SJT Scores
On nonmobile devices, enriching the SJT through contextualization and the use of
pictorial stimuli is expected to have beneficial effects. Presenting a greater level of contextual
detail and relevant images increases the fidelity of the SJT, which should facilitate situational
construal and thus improve performance. Thus, I expect the distribution of scores on nonmobile
devices to increase as a function of the level of contextualization and use of pictorial stimuli,
with the lowest scores on the decontextualized, text-only version of the assessment, and the
highest scores on the highly contextualized, pictorially enhanced version of the assessment. On
mobile devices, however, the addition of contextual detail and pictorial stimuli is expected to
increase screen clutter and finger-swiping requirements, producing construct-irrelevant demands
that outweigh the benefits of the situational cues. Test-takers may be more likely to make errors
when responding due to these device-specific factors. Additionally, the low device transparency
may make it a more frustrating or annoying task to complete the test on a mobile device, which
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may negatively impact performance. Thus, I expect that the distribution of scores on mobile
devices will generally decrease as a function of the level of contextualization and use of pictorial
stimuli. However, as hypothesized earlier, the medium level of contextualization is thought to
represent a “sweet spot” where the benefits of increasing contextualization may be realized
without excessive screen clutter. Accordingly, I expect the highest scores on mobile devices will
be in the medium-context (vs. decontextualized), text-only condition. The anticipated three-way
interaction effect is displayed in Figure 3.
Hypothesis 8: There will be a three-way interaction effect between contextualization,
stimulus format, and device type on SJT scores.
Three-Way Interaction Effect on Test-Taker Reactions
The beneficial effects of contextualization and pictorial stimuli should promote more
positive test-taker reactions, provided that the SJT is taken on a nonmobile device. Enriching test
content by adding context and images should make the assessment more engaging and realistic
and should also facilitate situational construal by making more cues available to test-takers. As a
result, test-takers are expected to have higher fairness perceptions and satisfaction with the
testing experience on SJT versions that include higher levels of contextualization and pictorial
stimuli when the test is taken on a nonmobile device. However, the effects of taking a highly
detailed, pictorially enhanced assessment will be much less positive on a mobile device. Because
of the demands and distractions generated by the small screen size, high screen clutter, and low
transparency (Arthur et al., 2018; Potosky, 2008), test-takers are much more likely to get
frustrated, perceive the test to be difficult, feel that they were not given adequate opportunity to
showcase their abilities, and be dissatisfied with their experience taking the assessment. Thus, I
expect that mobile test-taker reactions will generally decrease as a function of the level of
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contextualization and use of pictorial stimuli. The one exception is the medium level of
contextualization, where the benefits of increasing contextualization may be realized without
excessive screen clutter. Thus, while I expect the most negative reactions among mobile testtakers will be in the highly contextualized, pictorial stimulus condition, I expect the most
positive reactions will be in the medium-context (vs. decontextualized), text-only condition. The
anticipated three-way interaction effect is displayed in Figure 4.
Hypothesis 9: There will be a three-way interaction effect between contextualization,
stimulus format, and device type on the following test-taker reactions: (a) perceived test
ease, (b) opportunity to perform, and (c) satisfaction with the testing experience.
Additional Research Questions: Group Score Differences
As previously discussed, group score differences are a critical concern for selection
assessments as they introduce the potential for adverse impact and may inhibit organizations
from hiring a diverse workforce (Bobko & Roth, 2013; Ployhart & Holtz, 2008). However, very
little research has directly examined group score differences on mobile assessments or across
different device types. Even indirect evidence for how the variables manipulated in this study
may influence group score differences is lacking, as much of the research examining specific
SJT method factors has been conducted in Europe using predominantly White samples (and, in
some cases, the racial demographics of the samples are not even reported; e.g., Krumm et al.,
2015; Schäpers et al., 2019).
More broadly, group score differences have been studied in relation to a variety of other
predictor constructs and methods. Research has found that traditional cognitive ability tests
exhibit some of the largest group score differences favoring Whites, but the magnitude of the
difference varies considerably across different ability measures (Hough et al., 2001; Ployhart &
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Holtz, 2008; Roth et al., 2001). For example, traditional, general cognitive ability are reported to
have a Black-White mean score difference of d = 1.0, while specific ability measures, including
working memory (d = 0.48) and perceptual speed (ds ranging from 0.15 to 0.35), show
considerably smaller score differences (Hough et al., 2001). Some score differences favor Black
test-takers over White test-takers, as has been found for psychomotor ability (d = -0.72; Ployhart
& Holtz, 2008). While some have interpreted these findings to mean there are underlying group
differences in cognitive ability (e.g., Jensen, 1998), I find that assumption problematic and adopt
the perspective that group differences observed on measures of cognitive ability are due
primarily to how cognitive ability is operationalized and the methods by which it is assessed
(Fagan, 2000; Goldstein, et al., 2010). This view is supported by research indicating that group
score differences vary widely across various measures and settings (Naglieri, 2005; Wee et al.,
2014), and that altering certain method factors on tests that assess cognitive abilities and
processes can substantially reduce the group score differences observed (Agnello et al., 2015;
Scherbaum et al., 2012).
Overall group score differences on SJTs fall in the middle of the spectrum at d = .38
(Whetzel et al., 2008), but the magnitude of the difference varies based on certain method
factors, such as text vs. video stimulus formats (e.g., Chan & Schmitt, 1997). Of interest to the
present study are the questions of whether device type influences the magnitude of observed
group score differences (a) overall, and (b) in relation to other method factors. The primary
framework upon which one could develop hypotheses regarding these differences is SCIP
(Arthur et al., 2018). This framework proposes that differential outcomes across device types are
attributable to the construct-irrelevant requirements engendered by the device. Although Arthur
and colleagues at times use the term “cognitive load” to describe these device-specific demands,
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they also make it clear that they are not referring to g-loading (the traditional understanding of
cognitive load) but to a set of specific abilities (i.e., working memory, perceptual speed and
visual acuity, psychomotor ability, and selective attention). Research indicates that group score
differences on such measures are considerably smaller than on measures of g (Bosco et al., 2015;
Hough et al., 2001; Martin et al., 2020; Wee et al., 2014). Accordingly, there is little reason to
expect significant interactions between race and device type according to SCIP.
If group score differences do emerge, it is also possible that they may favor non-White
groups. As reviewed earlier, Arthur and colleagues (2018) reported some evidence of such an
effect in their reanalysis of the results from an earlier study (Arthur et al., 2014). Specifically,
they found that the Black-White d on a traditional cognitive ability test was 0.68 for mobile
devices and 0.84 for nonmobile devices. There are several potential explanations for this pattern
of results. For example, given the research indicating that underrepresented groups utilize mobile
devices for internet access to a greater degree than Whites do (Pew Research Center, 2019),
these groups may be more experienced with using mobile devices and therefore less affected by
the demands of using such devices for assessments, especially as it relates to the abilities that are
hypothesized to make mobile more demanding (e.g., psychomotor, perceptual speed, and
attention). The greater use of these devices may lead to greater skill in these domains and make
assessment on mobile devices less demanding. However, more research is needed to determine if
the finding generalizes.
For the above reasons, I do not present hypotheses regarding device type or method
factor effects on group score differences for the present study. Nevertheless, I believe that
investigating group score differences would make an important contribution to the mobile
assessment literature, particularly considering the practical implications for understanding and
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minimizing sources of adverse impact on selection procedures. Therefore, I offer the following
research questions as an initial step toward investigating the important issue of group score
differences on mobile assessments. Because research in organizational psychology has largely
focused on Black-White score differences, I also focus on Black-White score differences in the
present study; however, differences between other groups will be considered and explored as the
data permit.
Research Question 3: Does the magnitude of group score differences vary across mobile
and nonmobile device types?
Research Question 4: Does the level of item contextualization affect group score
differences in the same way on a mobile device as on a nonmobile device?
Research Question 5: Does the stimulus format affect group score differences in the
same way on a mobile device as on a nonmobile device?
Research Question 6: Is there a three-way interaction between contextualization,
stimulus format, and device type on group score differences?
Method
A managerial SJT was chosen for the present study because it represents two construct
domains commonly assessed by SJTs, leadership and interpersonal skills (Christian et al., 2010).
The study employed a 2 (device type: mobile vs. nonmobile) x 3 (contextualization: none vs.
medium vs. high) x 2 (stimulus format: textual vs. pictorial), between-subjects, quasiexperimental design in which participants were exposed to one of twelve assessment conditions.
With this approach, the present study aimed to determine whether device type influences
assessment outcomes, particularly in relation to the two predictor method factors.
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Participants
Participants were recruited from two samples: (1) undergraduate students enrolled in
psychology and business courses at a university in the northeastern region of the United States,
and (2) adults recruited through snowball sampling techniques. The rationale for using the two
samples was to increase the age diversity of the total sample, and thus the generalizability of the
study findings, since mobile internet usage varies by age group (Pew Research Center, 2019).
Student participants completed the study voluntarily in exchange for course credit. Participants
in the snowball sample completed the study voluntarily in exchange for the opportunity to enter a
raffle for a $20 Amazon gift card. To be eligible for the study, participants had to be at least 18
years old, have access to an internet-enabled computer (i.e., laptop or PC) or smartphone, and
agree to respond thoughtfully (nonrandomly) to the questions in the study. In addition, snowball
sample participants were restricted to those who live in the United States.
Data were collected from 380 voluntary participants (student: n = 195; snowball: n =
185). Of the total participants who enrolled in the study, 109 participants did not complete the
study and 9 participants were screened out for failing to meet the eligibility criteria. A
breakdown of study attrition by device group, sample, withdrawal stage, and condition is shown
in Appendix C. Of the 262 participants who completed the study, 4 participants were removed
for using a tablet device, 15 were removed for careless responding, and 43 participants were
removed for completing the study in less time than deemed necessary for effortful responding.5
Therefore, 200 participants (student: n = 123; snowball: n = 77) provided usable data. A
summary of the sample demographics is shown in Table 1. Participants were predominantly
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Of the 62 the participants screened out for poor data quality, 59 (95%) were from the student sample. These
participants were evenly distributed across the method factor conditions, with the exception of the no-context
pictorial condition, which had nearly twice as many poor-quality responses as any other condition (n=18).
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female (58.0%) and ethnic minorities (56.8%). The mean age of the total sample was 27.48 (SD
= 11.94, min = 18, max = 65). Most participants reported having weekly access to both a
smartphone and laptop/PC rather than solely one device type. Device access varied significantly
across the two device type conditions, indicating that smartphone-only participants were
concentrated in the mobile condition, whereas computer-only participants were concentrated in
the nonmobile condition. In other words, most participants completed the study on a device type
to which they reported having weekly access (97.9% of mobile participants; 91.3% of nonmobile
participants). No other significant demographic differences were observed across device type
conditions.
Procedure
Participants completed the study on the Qualtrics survey platform using an internetenabled device in an unproctored setting. Student participants were recruited via SONA systems,
an online human subject pool at their university. Snowball sample participants were recruited
through ads that were posted on LinkedIn and distributed to the author’s network via broadcast
email. Recruitment posts included a direct link to access the study on Qualtrics.
During the recruitment process, participants self-selected into one of the two device type
conditions to complete the study. Two versions of the study materials were created, which were
identical except for references and measures pertaining to device type. For one version, the
recruitment materials, study description, and screening questions specified that the study should
be completed a smartphone; for the other, the materials specified that the study should be
completed on a laptop or desktop computer. The rationale for this quasi-experimental approach
was that, outside of a laboratory setting, there was no way to randomly assign individuals to a
device type condition prior to accessing the study link, and, without prior instruction, participants
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would use a device of their choice to access the study and would likely be unwilling to switch to
a different type of device if instructed to do so after they began. Self-selecting into a device type
condition also ensured that participants were not assigned to use a device to which they did not
have access. Because the study was administered in an unproctored environment, two
manipulation checks were used to ensure the device type manipulation was successful: (1) a
prescreen item asking participants to verify their use of the required device type6, and (2)
Qualtrics meta data capturing information on each respondent’s device.7 Information regarding
participants’ device access, attitudes, and preferences were also collected to assess for potential
self-selection effects.
Upon accessing the survey, individuals were screened to determine their eligibility for
participation in the study, and those who passed the screening went on to view an informed
consent document. After providing informed consent, participants were presented with more
detailed instructions about the managerial simulation. In the instructions, participants were told
that they would be asked to respond to a series of questions designed to assess their leadership
capabilities. They were instructed to respond to these items as if they were applying for a job as a
first level manager and their scores on the assessment would affect their chances of being hired.
The instructions also described further expectations of participation (e.g., complete the
assessment in a quiet location free from interruptions, no asking for or accepting help from other
people, no looking up information from other sources, encouragement to take their time).
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Although the original intent of the device type prescreen was to prevent participants from continuing the study on
the incorrect device type for the condition in which they enrolled, pilot testing revealed that this resulted in
unnecessary data loss. Therefore, in the final version of the study, participants who responded that they were not
using the instructed device type were permitted to continue the study and presented with an alternate, generic set of
device type measures to capture information about their devices.
7
Qualtrics meta data were used as the final determinant of participants’ device type for the study analyses. For 18
participants, self-reported device type did not match the Qualtrics meta data. Separate analyses were conducted
categorizing these participants each way, and the results did not substantially differ. Thus, results are only reported
for device type categorizations based upon the Qualtrics meta data.
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Participants completed the SJT items, followed by measures of test-taker reactions, devicerelated attitudes and preferences, and demographics. After completing the study, participants
read a short debrief statement and were given either: (a) course credit in accordance with
university and departmental policies (student sample) or (b) the option to access the link to a
separate survey in which they could submit their email address to enter a drawing for a $20
Amazon gift card (snowball sample).
Measures
Situational Judgment Test
The focal assessment includes items adapted from a supervisory SJT that was developed
by an international consulting firm. The SJT is used to assess readiness for first-level
management roles and encompasses the measurement of seven leadership competencies: (1)
Analyzing for Improvement; (2) Communicating with Influence; (3) Deciding for Impact; (4)
Engaging Coach; (5) Performance Manager; (6) Results Leader; and (7) Talent Champion. The
adapted version of the assessment used in this study included 9 scenarios that each had 5-6
response options, for a total of 50 items. Each item was designed to assess two of the targeted
competencies. The number of items assessing each competency is shown in Table 2. The SJT
used behavioral tendency (i.e., “would do”) instructions combined with a rating response format.
Specifically, participants were asked to read the situation description and rate the likelihood that
they would engage in each of the behavioral response options presented. Participants responded
to each item using a 5-point Likert scale (1 = very unlikely; 5 = very likely).
To adapt the SJT for the present study, items were manipulated for contextualization and
stimulus format consistent with Lievens and Sackett’s (2017) definitions of each of these method
factors, as described in detail below. The reading level of the items was controlled to an 8th grade
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reading level across all conditions to ensure that any differences observed were not attributable
to differences in reading level. The word count of the situation descriptions was also controlled
within each level of contextualization. An example item in all experimental conditions as
displayed on each device type screen can be found in Appendix D.
The contextualization manipulation included three levels: none, medium, and high. The
original SJT items from the test developer included a high level of contextual information, such
as a fictionalized company name, character names and background information, date and time
information, and quoted dialog between characters. Thus, the high contextualization condition
used the original SJT items, with slight modifications to control for reading level and word
count. For the medium contextualization condition, situation descriptions were stripped of
contextual details down to a more generic format in which the situation was broadly depicted in
terms of “who,” “where,” “when,” and “why.” In some cases, response options were also
modified slightly to accommodate the change to the item stem. For example, if a response option
included a character’s name that was not specified in the medium-context version of the situation
description, then that response option was modified to be more generic (e.g., “your employee” or
“this team member”). For the decontextualized condition, the situation descriptions were
removed entirely and only the response options were presented. As with the medium level of
contextualization, this also required modification of some response options. The mean word
count of the situation descriptions for each contextualization condition was high: M = 103,
medium: M = 36, and none: M = 0.
The stimulus format manipulation had two levels: textual and pictorial. For the textual
stimulus conditions, the SJT items consisted entirely of text, with written situation descriptions
and response options. For the pictorial stimulus conditions, pictorial stimuli were added to the
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item stems to accompany the written situation descriptions. Consistent with the original design of
the SJT, pictorial stimuli were selected to represent the main character(s) in the situation
descriptions. To minimize the possibility of adding systematic variance due to demographic cues
(Golubovich & Ryan, 2020), pictorial stimuli were selected to represent diverse physical
characteristics (e.g., hair and skin). The presenting gender of each character in the pictorial
stimuli matched the gendered pronouns used in the situation descriptions, which varied across
items. Thus, the pictorial stimuli used in the study displayed diversity in race and gender across
items.
SJT items were empirically scored using a scoring key created by the test developer.
According to this approach, each response is worth between 1 to 5 points depending on how
closely the response matches with subject matter expert (SME) ratings of that response option’s
effectiveness. For example, a response of 5 (i.e., very likely) is worth 5 points when SMEs have
judged that response option to be highly effective given the situation, while a response of 1 (i.e.,
very unlikely) is worth 5 points when SMEs have judged that response option to be highly
ineffective given the situation. While the response options presented for each situation
description are varied in their effectiveness, most are keyed as either highly effective or highly
ineffective. Therefore, a 5-point score is most common for a response of 5 (44%) or 1 (20%),
while a 1-point score is most common for a response of 1 (68%) or 5 (44%). It is less common
for responses in the middle of the scale (i.e., 2-4) to yield a 5-point score, and they never result in
a 1-point score. The minimum overall test score is 50 and the maximum score is 250.
Test-Taker Reactions
This study assessed four types of test-taker reactions commonly examined within the
personnel selection literature. In prior mobile assessment research (e.g., King et al., 2015), some
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of these items have been adapted to include device-specific tags (i.e., “It was easy to complete
this test on a mobile device/PC”). The present study did not take this approach as it would have
limited the findings to device-type effects, while I was also interested in examining the effects of
item contextualization and stimulus format on test-taker reactions across the two device types.
Participants responded to each test-taker reaction item on a 5-point Likert scale (1 = strongly
disagree to 5 = strongly agree). To better understand differences in test-taker reactions across
conditions, participants were also asked to comment on what factor(s) contributed to their ratings
using an open-ended survey item.
Perceived Job Relatedness. Perceived job relatedness (PJR) was measured with a 4-item
scale adapted from Bauer et al. (2001), which encompasses two 2-item subscales representing
each job-relatedness dimension (content and predictive). This scale aims to measure the extent to
which a test either: (a) appears to measure content relevant to a given job (content), or (b)
appears to be valid for predicting performance in the job (predictive). Participants responded to
these items based on the information that the SJT they had completed would be used to select
applicants for a job as a first level manager. An example item is “A person who scored well on
the assessment will be a good first level manager.” Ratings on each 2-item subscale were
averaged to create PJR-content and PJR-predictive subscale scores8. The measure is listed in
Appendix E.
Perceived Test Ease. Perceived test ease was measured using four items adapted from
existing measures of perceived difficulty and test ease (Arvey et al., 1990; Harris, McMillan, &
Carter, 2020). An example item is “Completing the assessment was an easy task.” Ratings on the

8

Although the intent was to create an overall perceived job relatedness score from the four items, the internal scale
reliability of the combined measure was low (Cronbach’s alpha = .62) and a principal components factor analysis
yielded a two-factor solution. Thus, the two PJR subscales were treated separately in the study’s analyses.
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four items were averaged to create a perceived test ease score. The measure is listed in Appendix
F.
Opportunity to Perform. Opportunity to perform was measured using four items
adapted from Bauer et al. (2001). This scale aims to measure whether test-takers feel that a test
gives them adequate opportunity to demonstrate their knowledge, skills, and abilities within a
selection context. Participants responded to these items based on the information that the SJT
they had completed would be used to select applicants for a job as a first level manager. An
example item is “I felt that I could show my skills and abilities through the assessment.” Ratings
on the four items were averaged to create an opportunity to perform score. The measure is listed
in Appendix G.
Satisfaction with Testing Experience. Satisfaction with testing experience was
measured using five items that adapted and extended Harris et al.’s (2020) measure of general
affect toward an assessment. An example item is “I enjoyed completing the assessment.” Ratings
on the five items were averaged to create a satisfaction with testing experience score. The
measure is listed in Appendix H.
Device-Related Measures
Device Access. Device access was measured with one item asking participants to indicate
the device type(s) they use for accessing the internet during a typical week: smartphone,
laptop/desktop computer, or both.
Device Type Preferences. Participants were asked to indicate their preferred device type
(smartphone or laptop/desktop) for completing a variety of activities representative of Lee et al.’s
(2005) classification of internet services. This classification scheme categorizes common internet
services according to a 2 (goal: hedonic vs. utilitarian) x 2 (action: passive vs. active) matrix.
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Example items for each category include: reading a horoscope (hedonic–passive), reading email
(utilitarian–passive), text messaging (hedonic–active), and banking (utilitarian–active). Response
frequencies were used to create indices of device type preference and strength. Responses were
also coded into a binary device type preference variable reflecting each participant’s more
frequently preferred device type across the various tasks.
Mobile Testing Attitudes. Mobile testing attitudes were assessed using five items
adapted from King et al. (2015). Participants responded to each item on a 5-point Likert scale (1
= strongly disagree to 5 = strongly agree). An example item is “I would be more likely to apply
for a job at a company that allowed me to complete a pre-employment test on my smartphone
versus a company that allowed taking the same test only on a computer.” Ratings on the five
items were averaged to create an overall score. The measure is listed in Appendix I.
Device Information. Three self-report items were used to collect information about the
device each participant used to complete the study, including the make, model, and estimated age
of the device.
Demographics
Self-reported demographic information collected included participant gender, age, race,
country of birth, English fluency/literacy, and whether they had taken a similar assessment
before as part of a hiring process.
Results
Sample Combination
Prior to testing my hypotheses, I conducted a variety of statistical tests to determine if the
two samples (i.e., student and snowball) could be combined. First, I compared descriptive
statistics and correlations between study variables across samples and conditions. Next, I
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conducted one-way ANOVAs and chi-squares to compare measures across samples. Lastly, I
conducted factorial ANOVAs to compare measures across samples and conditions. Below I
describe the key findings of these analyses.
There were several demographic differences across the two samples. As expected,
student participants were significantly younger (M = 21.4) than snowball participants (M = 37.3),
t(82.20) = -9.76, p < .001. There were also differences in race; the student sample was less
White/Caucasian, more Hispanic/Latino, and more Asian/Pacific Islander compared to the
snowball sample, χ2(4) = 44.08, p < .001. The student sample also had lower English fluency
than the snowball sample, χ2(2) = 19.96, p < .001. The two samples were comparable in terms of
gender, mobile testing attitudes, and prior experience with assessments like the one used in this
study.
The mean SJT score for the snowball sample (M = 190.65) was significantly higher than
for the student sample (M = 186.03), t(198) = 3.48, p < .001. This score difference primarily
reflects differences in age and English fluency between the two groups as the effect size
decreased and became non-significant when the analysis controlled for these two individual
difference variables. Opportunity to perform was significantly higher for the student sample (M =
3.27) than for the snowball sample (M = 2.86), t(198) = 3.00, p = .003, d = .44. Student
participants also rated the assessment higher on the predictive facet of perceived job relatedness
(M = 3.45) than the snowball sample did (M = 3.01), t(198) = 3.51, p < .001, d = .51. The sample
main effects on these three test-taker reactions remained significant when controlling for
individual difference variables, likely reflecting differences in relevant work experience between
the two samples that were not measured or captured by the proxy of age. Overall, these main
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effects are not surprising or problematic as they contribute to the diversity and generalizability of
the total sample.
A chi-square analysis revealed a significant difference in the device type condition across
the two samples, χ2(1) = 4.19, p < .05. The student sample had a greater percentage of nonmobile
participants (57.7%), whereas the snowball sample had a greater percentage of mobile
participants (57.1%). This difference was primarily due to difficulties with getting student
participants to enroll in the mobile version of the study and/or follow the device type
instructions. Of the 123 student participants who provided usable data, 43 enrolled in the mobile
condition but took the study on a nonmobile device. Given these differences, it was important to
rule out any interactions between sample and device type on the study’s outcome variables. No
significant interactions were found, indicating that device type effects were comparable across
the two samples.
The results of the factorial ANOVAs found only one significant two-way interaction
between sample and one of the study manipulations on an outcome variable. The relationship
between contextualization and test satisfaction differed between the two samples, F(2,
194)=3.07, p = .05, 𝜂𝑝2 = 0.03. This difference was primarily driven by a gap between samples in
the no context condition, where student participants were most satisfied (M = 4.02) and snowball
participants were least satisfied (M = 3.52). Further analysis revealed that completion time was
positively related to test satisfaction for snowball participants and negatively related to test
satisfaction for student participants, though neither effect was statistically significant. The
relationship between opportunity to perform and test satisfaction was also stronger for snowball
participants (r = .38, p < .001) than for student participants (r = .27, p = .004). Taken together,
these findings suggest that satisfaction for student participants may have been driven more by the
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desire to minimize time and effort expenditure than the chance to showcase their skills.
However, because this effect is small and at the cusp of statistical significance, it does not
represent a major difference. There were no significant three-way interactions between sample,
device type, and context or stimulus format on any of the dependent variables.
In sum, while the student and snowball samples differed in several ways, there was little
reason to believe that these differences would negatively impact the results of the study. In fact,
some of these differences, such as demographic differences in age and race, may increase the
generalizability of the findings. Therefore, the two samples were combined for testing the
study’s hypotheses. Analyses were run with and without controlling for sample to compare
results and strengthen the conclusions drawn from the findings.
Hypothesis Tests
Factorial ANOVAs were used to examine the main effects of and interactions between
device type, contextualization, and stimulus format on SJT scores and test-taker reactions.
Additionally, ANCOVAs were conducted to examine these relationships when controlling for
sample, age, and English fluency. Partialeta squared 𝜂𝑝2 ) was used as the effect size for the
factorial ANOVAs. This statistic represents the proportion of total variance in a dependent
variable that is explained by a given independent variable or interaction, after accounting for
variance explained by other variables in the model. Cohen’s d statistic was used as the effect size
estimate for device-based and group score differences. This statistic is computed by computing
the mean score for each group in the comparison, subtracting one group mean from the other,
and dividing the difference by the pooled standard deviation.
Table 3 presents the descriptive statistics and intercorrelations among the study variables
for the total sample; Table 4 presents the same information broken down by device type.
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Hypothesis 1
The first hypothesis proposed that mean scores on a supervisory SJT would be lower
when completed on a mobile device than when completed on a nonmobile device. Table 5
presents the results of the full factorial ANOVA examining the main effects of device type,
contextualization, stimulus format, and their interactions on SJT scores. The results of the
ANCOVA examining the same effects while controlling for sample, age, and English fluency are
shown in Table 6. The results of the factorial ANOVA showed no statistically significant mean
difference between the administration of the test on a smartphone (M = 188.07, SE = 0.95) versus
on a computer (M = 187.84, SE = 0.92). Controlling for sample and individual differences did
not substantially alter the result. Therefore, Hypothesis 1 was not supported.
Hypothesis 2
The second hypothesis proposed that test-taker reactions toward the SJT would vary by
device type, with mobile test-takers reporting more negative reactions. Specifically, I predicted
that mobile test-takers would report (a) lower perceived test ease, (b) lower opportunity to
perform, and (c) lower satisfaction with the testing experience than nonmobile test-takers.
Table 7 presents the results of the full factorial ANOVA examining the main effects of
device type, contextualization, stimulus format, and their interactions on perceived test ease.
The results of the ANCOVA examining the same effects while controlling for sample, age, and
English fluency are shown in Table 8. The main effect of device type on perceived test ease was
near zero and not statistically significant, F(1, 188) = 0.33, p = 0.57, 𝜂𝑝2 = 0.00, indicating that
mobile (M = 3.59; SE = 0.08) and nonmobile (M = 3.65; SE = 0.07) test-takers had similar
perceptions of test ease. This finding held when controlling for sample and individual
differences. Therefore, Hypothesis 2a was not supported.
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Table 9 presents the results of the full factorial ANOVA examining the main effects of
device type, contextualization, stimulus format, and their interactions on opportunity to perform.
The results of the ANCOVA examining the same effects while controlling for sample, age, and
English fluency are shown in Table 10. There was no significant mean difference in opportunity
to perform between mobile (M = 3.15, SE = 0.10) and nonmobile (M = 3.09, SE = 0.10) testtakers, F(1, 188) = 0.14, p = 0.71, 𝜂𝑝2 = 0.00., indicating that participants felt a similar
opportunity to show their job relevant skills through the SJT regardless of the device type on
which they completed the assessment. The result was consistent when controlling for sample and
individual differences. Therefore, Hypothesis 2b was not supported.
Table 11 presents the results of the full factorial ANOVA examining the main effects of
device type, contextualization, stimulus format, and their interactions on satisfaction with the
testing experience. The results of the ANCOVA examining the same effects while controlling for
sample, age, and English fluency are shown in Table 12. There was no significant mean
difference in test satisfaction between mobile (M = 3.84, SE = 0.07) and nonmobile (M =3.92, SE
= 0.07) test-takers, F(1, 188) = 0.66, p = 0.42, 𝜂𝑝2 = 0.00, which indicates that test satisfaction did
not vary based upon the type of device on which the SJT was completed. Once again, a
comparable result was found when controlling for sample and individual differences. Therefore,
Hypothesis 2c was not supported.
In sum, there were no significant main effects of device type on any of the test-taker
reactions examined in this study. Rather, mobile and nonmobile test-takers reported comparable
levels of perceived test ease, opportunity to perform, and satisfaction with the testing experience.
Therefore, no support was found for Hypothesis 2.
Hypothesis 3

79

The third hypothesis proposed that the relationship between the level of contextualization
of the SJT items and scores on the SJT would vary by device type. Specifically, I predicted that
there would be a positive relationship between contextualization and SJT scores for nonmobile
test-takers whereas there would be an inverted-U relationship between contextualization and SJT
scores for mobile test-takers, reflecting the unique cognitive and psychomotor demands of
increasing item length on a mobile device (Arthur et al., 2018). Table 5 presents the results of the
full factorial ANOVA examining the main effects of device type, contextualization, stimulus
format, and their interactions on SJT scores. The results of the ANCOVA examining the same
effects while controlling for sample, age, and English fluency are shown in Table 6.
The interaction between contextualization and device type was not statistically
significant, F(2, 188) = 1.90, p = 0.15, 𝜂𝑝2 = 0.02. Additionally, the group means showed the
opposite pattern of findings in comparison to what was predicted; that is, contextualization had a
positive relationship with SJT scores on mobile devices (no context: M = 184.90, SE = 1.63,
medium context: M = 186.84, SE = 1.65, high context: M = 192.47, SE = 1.65), and an invertedU relationship with SJT scores on nonmobile devices, albeit with a very slight taper from
medium to high context (no context: M = 185.76, SE = 1.74, medium context: M = 189.02, SE =
1.54, high context: M = 188.74, SE = 1.51; see Figure 5). The results when controlling for
sample and individual differences were also not statistically significant, F(2, 183) = 1.24, p =
0.29, 𝜂𝑝2 = 0.01. However, when the control variables were added to the model, the shape of the
curves changed such that contextualization had a positive relationship with SJT scores in both
the mobile condition (no context: M = 184.79, SE = 1.59, medium context: M = 186.00, SE =
1.60, high context: M = 191.50, SE = 1.61) and the nonmobile condition (no context: M =
186.46, SE = 1.70, medium context: M = 189.00, SE = 1.48, high context: M = 189.81, SE =
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1.47; see Figure 6). Overall, these results indicate that contextualization had a positive effect on
SJT scores regardless of device type (see the supplemental analyses section for a further
discussion of this finding). Thus, Hypothesis 3 was not supported.
Hypotheses 4 and 5
The fourth and fifth hypotheses made predictions concerning the relationships between
contextualization and test-taker reactions. I predicted that contextualization of the SJT would
have a positive main effect on perceived job relatedness (H4). However, I did not predict a main
effect of contextualization on the other three test-taker reactions. Instead, the fifth hypothesis
proposed that the relationship between contextualization and (a) perceived test ease, (b)
opportunity to perform, and (c) satisfaction with the testing experience would be moderated by
device type, with positive relationships on nonmobile devices versus inverted-U relationships on
mobile devices.
The main effects of contextualization on perceived job relatedness (content and
predictive) were examined using factorial ANOVAs and ANCOVAs controlling for sample and
individual differences. These results of these analyses are presented in Tables 13-16. There was
no significant main effect of contextualization on either of the perceived job relatedness
measures. When the control variables were included in the model, the group means indicated that
contextualization had a positive effect on the perceived job relatedness of the assessment content
(no context: M = 3.40, SE = 0.10, medium context: M = 3.63, SE = 0.10, high context: M = 3.66,
SE = 0.09), but this effect was not statistically significant, F(2, 192) = 2.12, p = 0.12 𝜂𝑝2 = 0.02.
Because the group means of the medium and high contextualization conditions were
approximately equal, I recoded contextualization into a binary variable (no context vs. med/high
context) and re-ran the analyses. This result was statistically significant and indicated that some
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item contextualization (M = 3.65, SE = 0.07) had a positive effect on PJR-content in comparison
to none (M = 3.40, SE = 0.10), F(1, 187) = 4.18, p = 0.04, 𝜂𝑝2 = 0.02 (see Table 17). However,
contextualization had no effect on perceptions of the predictive validity of the assessment (i.e.,
PJR-predictive). Taken together, these results provide very limited support for Hypothesis 4.
The results for Hypothesis 5a are presented in Tables 7 and 8 (excluding and including
control variables, respectively). There was no significant interaction between device type and
contextualization on perceived test ease in either scenario, although the effect was slightly larger
when the control variables were included in the model, F(2, 183) = 1.60, p = 0.20, 𝜂𝑝2 = 0.02.
Examination of the group means further showed that the pattern of results did not match what
was predicted. In the nonmobile condition, perceived test ease was highest in the high context
condition as expected but was nearly equal between the other two levels of contextualization (no
context: M = 3.55, SE = 0.14, medium context: M = 3.54, SE = 0.12, high context: M = 3.85, SE
= 0.12). In the mobile condition, perceived test ease was unexpectedly highest in the no context
condition and decreased as contextualization increased (no context: M = 3.63, SE = 0.13,
medium context: M = 3.60, SE = 0.13, high context: M = 3.53, SE = 0.13). Therefore, Hypothesis
5a was not supported.
The results for Hypothesis 5b are presented in Tables 9 and 10 (excluding and including
control variables, respectively). There was no significant interaction between device type and
contextualization on opportunity to perform, even with control variables included in the model
F(2, 183) = 0.22, p = 0.80, 𝜂𝑝2 = 0.00. Moreover, the group means did not follow the expected
pattern, as opportunity to perform was highest for mobile participants in the high context
condition (no context: M = 2.97, SE = 0.17, medium context: M = 3.22, SE = 0.17, high context:
M = 3.28, SE = 0.17), whereas opportunity to perform peaked at the medium level of
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contextualization for nonmobile participants (no context: M = 2.90, SE = 0.18, medium context:
M = 3.22, SE = 0.16, high context: M = 3.06, SE = 0.16). Therefore, Hypothesis 5b was not
supported.
Finally, the results for Hypothesis 5c are presented in Tables 11 and 12 (excluding and
including control variables, respectively). There was no significant interaction between device
type and contextualization on test satisfaction, even with control variables included in the model,
F(2, 183) = 1.02, p = 0.36, 𝜂𝑝2 = 0.01. In this case, the pattern of results more closely resembled
expectations, with a positive relationship between contextualization and test satisfaction for
nonmobile test-takers (no context: M = 3.86, SE = 0.12, medium context: M = 3.89, SE = 0.11,
high context: M = 3.98, SE = 0.11) and an inverted-U relationship for mobile test-takers (no
context: M = 3.81, SE = 0.11, medium context: M = 3.95, SE = 0.12, high context: M = 3.73, SE
= 0.12). However, given that these differences were not statistically significant, Hypothesis 5c
was not supported.
Research Questions 1 and 2
The first two research questions explored the main effects of stimulus format on SJT
scores and test-taker reactions. I was specifically interested in examining the effects of including
pictorial stimuli in the SJT as opposed to solely textual stimuli. The results for Research
Question 1 are presented in Tables 5 and 6 (excluding and including control variables,
respectively). These results show a statistically significant main effect of stimulus format on SJT
scores when the control variables were included in the model, F(1, 183) = 4.11, p = 0.04, 𝜂𝑝2 =
0.02, indicating that participants who completed picture-enhanced versions of the assessment
performed better on average than participants who completed text-only versions of the
assessment (pictorial: M = 189.22, SE = 0.94; textual: M = 186.63; SE = 0.86).

83

The results for Research Question 2a are presented in Tables 13-16. No main effect of
stimulus format was found for either of the perceived job relatedness measures (content,
predictive), with or without controlling for sample and individual differences. Although in each
case perceived job relatedness was higher for the pictorial condition (PJR-content: M = 3.62, SE
= 0.08; PJR-predictive: M = 3.31, SE = 0.09) than for the textual condition (PJR-content: M =
3.51, SE = 0.08; PJR-predictive: M = 3.22, SE = 0.09), these differences were slight and not
statistically significant.
The results for Research Question 2b are presented in Tables 7 and 8 (excluding and
including control variables, respectively). Stimulus format did not have a statistically significant
main effect on perceived test ease. Even when control variables were included in the model,
participants reported similar levels of test ease whether they completed the SJT with pictures (M
= 3.65, SE = .08) or with text only (M = 3.58, SE = .07).
The results for Research Question 2c are presented in Tables 9 and 10 (excluding and
including control variables, respectively). Stimulus format had a small but statistically significant
main effect on opportunity to perform in both cases, an effect that was slightly stronger when the
control variables were included in the model, F(1, 183) = 6.25, p = 0.18, 𝜂𝑝2 = 0.03. These results
indicate that participants who completed picture-enhanced versions of the SJT reported higher
levels of opportunity to perform (M = 3.28, SE = .10) than participants who completed text-only
versions of the assessment (M = 2.94, SE = 0.09).
The results for Research Question 2d are presented in Tables 11 and 12 (excluding and
including control variables, respectively). Stimulus format did not have a statistically significant
main effect on satisfaction with the testing experience, even when control variables were
included in the model, F(1, 183) = 1.32, p = 0.25, 𝜂𝑝2 = 0.01. Participants reported similar levels
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of test satisfaction whether they completed the SJT with pictures (M = 3.92, SE = .07) or with
text only (M = 3.82, SE = .06).
Hypothesis 6
The sixth hypothesis proposed that the relationship between stimulus format and SJT
scores would vary by device type, such that including pictorial stimuli would relate to lower
scores on mobile devices compared to nonmobile devices. Results are presented in Tables 5 and
6. There was no significant interaction between device type and stimulus format on SJT scores,
even when control variables were included in the model, F(1, 183) = 0.41, p = 0.52, 𝜂𝑝2 = 0.00.
Rather, pictorial stimuli had similarly positive effects on SJT scores regardless of whether the
assessment was taken on a mobile device (text only: M = 185.73, SE = 1.21, pictures: M =
189.13, SE = 1.39) or on a nonmobile device (text only: M = 187.54, SE = 1.24, pictures: M =
189.31, SE = 1.30). Therefore, Hypothesis 6 was not supported.
Hypothesis 7
The seventh hypothesis proposed that the relationship between stimulus format and testtaker reactions would vary by device type. Specifically, I predicted that the inclusion of pictorial
stimuli would relate to lower (a) perceived test ease, (b) opportunity to perform, and (c)
satisfaction with the testing experience on mobile devices than on nonmobile devices. The results
for Hypothesis 7a are presented in Tables 7 and 8. There was no statistically significant
interaction between device type and stimulus format on perceived test ease, F(1, 183) = 1.62, p =
0.21, 𝜂𝑝2 = 0.01 (including control variables), although the pattern of the group means was in line
with my predictions. Mobile participants reported lower test ease when pictures were included
(text only: M = 3.62, SE = 0.10, pictures: M = 3.55, SE = 0.11), whereas nonmobile participants
reported higher test ease when pictures were included (text only: M = 3.54, SE = 0.10, pictures:
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M = 3.75, SE = 0.11). However, because these results were not statistically significant,
Hypothesis 7a was not supported.
The results for Hypothesis 7b are presented in Tables 9 and 10. There was no statistically
significant interaction between device type and stimulus format on opportunity to perform, F(1,
183) = 0.55, p = 0.46, 𝜂𝑝2 = 0.00 (including control variables). Rather, pictorial stimuli had a
similarly positive effect on opportunity to perform regardless of whether the assessment was
taken on a mobile device (text only: M = 3.04, SE = 0.13, pictures: M = 3.27, SE = 0.15) or on a
nonmobile device (text only: M = 2.84, SE = 0.13, pictures: M = 3.28, SE = 0.14). Therefore,
Hypothesis 7b was not supported.
The results for Hypothesis 7c are presented in Tables 11 and 12. There was no
statistically significant interaction between device type and stimulus format on satisfaction with
the testing experience, F(1, 183) = 0.74, p = 0.39, 𝜂𝑝2 = 0.00 (including control variables).
Rather, test satisfaction was similar regardless of stimulus format or device type (mobile, text
only: M = 3.74, SE = 0.09; mobile, pictures: M = 3.92, SE = 0.10; nonmobile, text only: M =
3.90, SE = 0.09; nonmobile, pictures: M = 3.92, SE = 0.09). Therefore, Hypothesis 7c was not
supported.
Hypothesis 8
The eighth hypothesis proposed that there would be a three-way interaction effect
between device type, contextualization, stimulus format on SJT scores. The results of the full
factorial ANOVA and ANCOVA used for testing Hypothesis 8 are presented in Tables 5 and 6.
The three-way interaction was not statistically significant, F(2, 183) = 1.35, p = 0.26, 𝜂𝑝2 = 0.02
(including control variables). Additionally, the group means indicated a lack of support for my
predictions (see Figure 7). For example, the mobile, high-context, pictorial condition was the
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highest scoring group (M = 193.6, SE = 2.46), not the lowest scoring group as I had predicted.
The most enriched versions of the assessment (i.e., high context, with pictures) were associated
with the highest scores, regardless of device type. Therefore, Hypothesis 8 was not supported.
Hypothesis 9
The ninth hypothesis proposed that there would be a three-way interaction effect between
device type, contextualization, stimulus format on test-taker reactions, including (a) perceived
test ease, (b) opportunity to perform, and (c) satisfaction with the testing experience. The results
of the full factorial ANOVA and ANCOVA used for testing Hypothesis 9a are presented in
Tables 7 and 8. The three-way interaction effect on perceived test ease was not statistically
significant, F(2, 183) = 1.93, p = 0.15, 𝜂𝑝2 = 0.02 (including control variables). Moreover, the
group means indicated a lack of support for my predictions (see Figure 8). For mobile test-takers,
there was a negative relationship between contextualization and perceived test ease in both
stimulus format conditions, not the inverted-U relationship that was predicted. For nonmobile
test-takers, increasing context and adding pictures did not consistently have the predicted
positive effects. Therefore, Hypothesis 9a was not supported.
The results of the full factorial ANOVA and ANCOVA used for testing Hypothesis 9b
are presented in Tables 9 and 10. The three-way interaction effect on opportunity to perform was
not statistically significant, F(2, 183) = 0.00, p = 0.99, 𝜂𝑝2 = 0.00 (including control variables).
Moreover, the group means indicated a lack of support for my predictions (see Figure 9). For
example, opportunity to perform was highest in the mobile, high-context, pictorial condition (M
= 3.38, SE = 0.26), whereas I had predicted it would be lowest in this condition. Additionally,
consistent with the main effect of stimulus format described earlier, opportunity to perform was
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higher in the pictorial condition than the text-only condition at every level of contextualization,
regardless of device type. Therefore, Hypothesis 9b was not supported.
The results of the full factorial ANOVA and ANCOVA used for testing Hypothesis 9c
are presented in Tables 11 and 12. The three-way interaction effect on test satisfaction was not
statistically significant, F(2, 183) = 0.68, p = 0.51, 𝜂𝑝2 = 0.01 (including control variables).
Moreover, the group means indicated a lack of support for my predictions (see Figure 10). For
mobile participants, test satisfaction appeared to be influenced more by stimulus format, as the
three highest scores were in the three pictorial stimulus conditions (medium context: M = 4.08,
SD = 0.18, no context: M = 3.85, SD = 0.16, high context: M = 3.83, SD = 0.18). For nonmobile
participants, test satisfaction was highest in the two high context conditions (text only: M = 3.99,
SD = 0.15, pictures: M = 3.97, SD = 0.15), with mixed results in the lower-contextualization
conditions. Therefore, Hypothesis 9c was not supported.
Research Questions 3-6
The final set of research questions aimed at examining the effects of device type,
contextualization, and stimulus format, as well as interactions between these variables, on BlackWhite group score differences. Due to insufficient sample sizes, only Research Question 3 could
be examined. A comparison of group score differences using independent samples t-tests found
that there was no statistically significant Black-White score difference on either device type. The
magnitude of the score difference in the nonmobile condition was estimated at d = 0.33 (p = .49),
while the magnitude of the score difference in the mobile condition was estimated at d = 0.84 (p
= .06). Although the magnitude of the group score difference was larger in the mobile condition,
these findings should be interpreted with caution for at least two reasons. First, because the
majority of Black participants recruited for this study were undergraduate college students, there
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was a significant difference in age (and, presumably, experience) between the Black sample (M =
25.6, SD = 5.20) and the White sample (M = 34.6, SD = 14.95), t(40.14) = 3.91, p < .001. The
age gap was more pronounced in the mobile condition (Black: M = 28.3, SD = 4.27; White: M =
38.6, SD = 15.59) than in the nonmobile condition (Black: M = 22.2, SD = 4.38; White: M =
29.8, SD = 12.78). This suggests the group score differences observed in this study may be
overestimated, particularly within the mobile condition. Second, the Black sample sizes were
very small (nonmobile n = 5, mobile n = 6), increasing the probability that the current findings
are attributable to chance. Thus, these analyses should be repeated on a larger, more age diverse
sample before drawing any firm conclusions regarding the device type effects on group score
differences.
Supplemental Analyses
In addition to the analyses used to test this study’s hypotheses, a variety of supplemental
analyses were conducted, including: (1) examination of the main effects of contextualization on
SJT scores and test-taker reactions, (2) item-level analyses for SJT scores, and (3) a variety of
moderator analyses. In the following sections, I describe the results of these supplemental
analyses.
Contextualization Effects
I did not hypothesize any main effects for contextualization because I expected the
effects of contextualization on assessment outcomes to depend upon device type. In the absence
of any significant interactions between contextualization and device type, however, I examined
the main effects. Tables 5 and 6 present the results of the full factorial ANOVA and ANCOVA
for SJT scores.
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Contextualization had a statistically significant main effect on SJT scores, F(2, 188) =
5.23, p < .01, 𝜂𝑝2 = 0.05 (excluding control variables). Looking at the group means, each increase
in the level of contextualization was associated with approximately a 2.6-point mean score
improvement (no context: M = 185.33, SE = 1.19, medium context: M = 187.93, SE = 1.13, high
context: M = 190.60, SE = 1.12). Results were nearly identical with and without the control
variables in the model, suggesting that context was similarly beneficial regardless of individual
differences. Given the potential for contextualization to differentially affect performance
depending on English fluency, I conducted an ANCOVA to explore this relationship, while
controlling for sample and age. As presented in Table 18, there was no statistically significant
interaction between contextualization and English fluency on SJT scores, F(4, 187) = 0.31, p =
.87, 𝜂𝑝2 = 0.01. However, the group means also indicated that group score differences between
different levels of fluency were minimized in the medium contextualization condition, whereas
first-language participants had a relative advantage in the high-context condition (see Figure 11).
Although these score differences were not statistically significant, it may be worth exploring
whether these findings would be replicated with other samples as even small score differences
can have practical significance in the context of selection decisions. In addition to effects on
performance, the main effects of contextualization on test-taker reactions were also examined.
Contextualization did not have a statistically significant main effect on perceived test ease,
opportunity to perform, or satisfaction with the testing experience.
Item-Level Analyses
A variety of item-level analyses were conducted to better understand the differences in
SJT scores (or lack thereof) observed at the test level. Device-based score differences were
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computed at the item level using independent sample t-tests.9 The results are shown in Table 19.
Overall, nonmobile participants scored more highly than mobile participants on 30 (60%) of the
50 SJT items, but the majority of these differences were small and not statistically significant.
There was a statistically significant score difference between mobile and nonmobile participants
for 7 (14%) of the 50 SJT items, of which 3 favored mobile test-takers and 4 favored nonmobile
test-takers. After controlling for sample and individual differences, only 5 (10%) of the items had
statistically significant score differences between device types (2 favoring mobile, 3 favoring
nonmobile). Although four of the five items with significant score differences assessed the
“Communicating with Influence” competency, there is no obvious reason why one device type
would have an advantage over the other based on item content, particularly considering that the
score advantages were split across device type. Thus, the overall pattern of results suggests that
device type had little bearing on SJT performance at the item level.
Prior SJT research (e.g., Krumm et al., 2015; Schäpers et al., 2019) has studied the
impact of contextualization on SJT performance by examining score differences between
contextualized and decontextualized SJT formats at the item level as well as at the test level.
Therefore, I conducted a similar set of item-level analyses. Specifically, one-way ANOVAs were
conducted to examine the effects contextualization on SJT scores at the item level. The results
are presented in Table 20. The findings indicated that contextualization had a statistically
significant effect on SJT scores for 16 (32%) of the 50 items, of which 11 indicated that
contextualization had an overall positive effect and 5 indicated that contextualization had a
negative effect on scores. The highest mean score was in the high context condition for 18 (36%)
of the items, in the medium context condition for 12 (24%) of the items, and in the no context
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All item-level analyses were also run using ANCOVAs to control for sample and individual differences. Because
the results were consistent across the two sets of analyses, only the t-test and ANOVA results are reported.
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condition for 20 (40%) of the items. Thus, contextualization had an inconsistent relationship with
scores at the item level.
Finally, I used independent sample t-tests to examine the effects of stimulus format at the
item level. The results are presented in Table 21. Participants in the pictorial stimulus condition
scored more highly than participants in the textual stimulus condition on 32 (64%) of the 50 SJT
items. However, only three of these score differences were statistically significant. The effect
sizes ranged from d = -0.26 to d = 0.35 and the average item-level effect size was d = 0.05,
where positive values indicate higher scores for the pictorial stimulus group. These results
indicate that stimulus format had inconsistent effects at the item level, but the overall pattern
advantaged the pictorial stimulus condition.
Moderator Analyses
A final set of additional analyses were conducted to explore potential moderators of the
effects predicted in the present study, including device access, device type preference, mobile
testing attitudes, and device characteristics.
Device Access. As reported in Table 1, eleven participants indicated that they completed
the study on a device type which they do not use for accessing the internet during a typical week.
When these participants were removed from the analyses, the main effects of contextualization
and stimulus format on SJT scores increased slightly in magnitude (see Table 22). This appears
to suggest that the performance benefits of adding context and pictures are tempered somewhat
by taking the assessment on an unfamiliar device type; however, this finding should be
interpreted with caution as it is possible that individuals who chose to complete the study on an
unfamiliar device type varied from the rest of the sample in other ways that may have affected
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their performance (e.g., lower ability or motivation). There were no substantive changes to the
results for test-taker reactions when the low-access participants were removed.
Device Type Preferences. The effects of device type preferences were examined overall
and for the utilitarian–active (U-A) category of internet services, which reflects activities such as
applying to jobs (Lee et al., 2005). I was particularly interested in examining whether device type
preferences interacted with the device type used to affect the study outcomes. The results
indicated that device type preferences had no significant effects on SJT scores, nor did the match
(or mismatch) between participants’ preferred device type and the device type on which they
completed the assessment affect their scores. While stronger mobile preferences related
positively to performance for mobile test-takers (r = .08, p = .47) and negatively to performance
for nonmobile test-takers (r = –.09, p = .34), these effects were small and not statistically
significant. Likewise, device type preferences and the device type used for the study had no
significant interaction effects on test-taker reactions. When interpreting these findings, it is
important to bear in mind that participants self-selected their device type condition; however, the
two device type groups had similar mean scores and variability in their device type preferences,
so the nonsignificant findings are not merely attributable to restriction of range within each
group. Overall, the findings suggest there was little to no advantage to having a stronger
preference for the device type on which one completed the assessment.
Mobile Testing Attitudes. The effects of mobile testing attitudes on the study outcomes
were also examined. Mobile testing attitudes had no significant effects upon the results of the
primary analyses, either for the full sample or across device type conditions. Although mobile
testing attitudes related positively to perceived test ease and test satisfaction for mobile testtakers, these relationships were not statistically significant (r = .14, p = .17 for each). It is worth
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noting that participants in the mobile device group had significantly more positive mobile testing
attitudes (M = 3.02, SD = 0.72) than participants in the nonmobile device group (M = 2.78, SD =
0.73), t(198) = 2.30, p = .02, as might be expected with self-selection into a device type
condition. This introduces the possibility that mobile testing attitudes contributed to more
positive outcomes among mobile test-takers but the effect could not be detected due to restriction
of range. However, most of the significant device-type effects found in prior research where
mobile testing outcomes were more negative have been with operational samples where device
type was self-selected. Thus, it seems unlikely that self-selection would obscure a real effect if it
existed. Overall, the findings suggest that participants’ performance and reactions to taking the
SJT on a mobile device did not vary based on their general attitudes toward mobile testing.
Device Characteristics. Because participants selected and used their own devices for the
present study, the make and model of the devices used within each device type category were
neither standardized nor controlled. This may have introduced extraneous variability within each
device type condition, as smartphones and computers both vary in terms of their specific features
and characteristics across different models. Therefore, supplemental analyses were conducted to
examine the impact of certain device characteristics (i.e., make, model, and age of device) on the
study outcomes. A breakdown of these device characteristics by condition is shown in Table 23.
Overall, reanalysis including device type characteristics did not substantively alter the results.
While there was a statistically significant interaction between contextualization and device age
on SJT scores, the pattern of results was not interpretable. There were no differences across
device make/model; however, as most participants took the study on an Apple device (82.3%
mobile; 65.4% nonmobile) this does not rule out the possibility that such differences could occur
in other samples with a more diverse range of devices represented.
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Discussion
As unproctored internet testing has gained popularity over the past two decades, and
particularly since assessment has gone “mobile” with the advent of smartphones, researchers
have sought to understand how different types of technological devices affect assessment
outcomes. While mobile assessment research has focused on explaining device-based differences
in terms of device attributes and predictor constructs, little research has examined the effects of
predictor methods on assessment outcomes across device types. The objective of the present
study was to address this gap by examining how two predictor method factors—
contextualization and stimulus format—affect scores and reactions to an SJT taken on mobile
versus nonmobile devices. A secondary goal was to explore the effects of these variables on
group score differences.
Overall, the present study found no evidence that contextualization and stimulus format
contribute to device-based differences in SJT scores or test-taker reactions. In fact, no significant
device-based differences in assessment outcomes were observed, either in relation to or
independent of the two predictor method factors. Additionally, the research questions regarding
group score differences could not be adequately examined due to sample size limitations.
Nevertheless, this study offers new insights for mobile assessment and SJTs, particularly
regarding the role of predictor method factors on assessment outcomes (Lievens & Sackett,
2017). In the following sections, I describe the findings for each hypothesis and interpret these
findings in relation to prior research.
Hypothesis 1
The first hypothesis predicted that SJT scores would vary by device type, with mobile
test-takers scoring lower than nonmobile test-takers. This hypothesis was not supported, as mean
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scores across device types were nearly identical. The current findings contrast prior research
which has found device-based score differences on a variety of assessments, including on SJTs
(e.g., Arthur et al., 2014; Morelli et al., 2014; Wood et al., 2015). There are a few potential
explanations for these results. One possibility is that the focal assessment in this study, a
supervisory SJT measuring leadership competencies, was not “cognitive” enough to produce
device type effects consistent with the SCIP framework (Arthur et al., 2018). However, as I have
previously argued, SJTs are multidimensional and inherently involve cognitive response
processes (e.g., Grand, 2019; Martin-Raugh & Kell, 2020). Moreover, theory and research do not
lend much support to the notion that the effects of device-related demands would be limited to
cognitive tests. If using a mobile device indeed produces increased perceptual speed, visual
acuity, and psychomotor demands compared to using a computer, such demands would
presumably affect one’s test-taking experience and performance regardless of test content.
Additionally, at least one study has found device-based score differences on a similarly
“noncognitive” SJT assessing customer service competency (Morelli et al., 2014). Therefore, the
content of the focal assessment does not seem to be the most likely explanation for the lack of
significant device-type effects in this study.
Another potential explanation for the lack of a significant device-based score difference
is that the sample used in the present study was primarily composed of university students and
was relatively young as a result. There are many reasons why younger people may be less
susceptible to detrimental device type effects on their test performance, including higher
familiarity and usage of mobile devices (Pew Research Center, 2019) and greater levels of
perceptual speed and psychomotor ability (Hough et al., 2001). However, age-based group
differences have received very little attention within the mobile assessment literature. While
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some researchers have pointed out that significant device-based differences have been more
commonly observed with operational versus laboratory samples, they have not considered age as
a potential explanation for this finding (Trayor et al., 2020). Further examination of device-based
score differences for participants aged 40 and older in the present study revealed a nearly 6-point
score decrement on smartphones compared to computers for this subgroup (d = .51). This effect
was not statistically significant due to the small sample size; however, this finding tentatively
suggests that age cohorts may deserve greater attention within mobile assessment research.
A third possibility for the lack of a main effect of device type on SJT scores is the recent
suggestion that device-based score differences occur primarily within operational samples
consisting of real job applicants (Arthur et al., 2018; Traylor et al., 2020). Traylor and colleagues
(2020) conducted a meta-analysis to investigate the inconsistent pattern of device-type effects
found in the literature and determined that operational studies have typically found device-based
score differences, whereas lab studies have not. Accordingly, they proposed three possible
explanations for the discrepant findings between operational and nonoperational settings: (1)
differences in testing stakes (i.e., high- vs. low-stakes), (2) differences in assignment to device
type conditions (i.e., self-selection vs. random assignment), or (3) differences in permissibility to
self-select a distracting test environment. Because the present study utilized a nonoperational
sample, one or more of these factors may have influenced the findings. However, of the three,
testing stakes is the most relevant to the present study. Permissibility differences are likely
inconsequential, as Traylor and colleagues (2020) previously tested the
permissibility/distractions hypothesis and did not find any evidence that the presence of
environmental distractions significantly impacted test scores. As for device type assignment,
although the present study did not use completely unbounded self-selection of device type, the
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conditions approximated an operational setting in that participants could willingly enroll in the
device type condition of their choice and use a device that was familiar to them. Thus, the
current findings do not support the idea that score differences are associated with self-selection
of device type. However, it is possible that the low-stakes testing environment of the present
study may have contributed to the nonsignificant findings (see the study limitations section for a
further discussion of this point).
A final possibility is that the device-type frameworks in which this study’s hypotheses
were based include inaccurate or outdated assumptions about the nature of different device types
and/or how humans interact with them. For example, according to SCIP (Arthur et al., 2018),
screen size and its associated characteristic of screen clutter produce higher working memory
demands, visual acuity, and perceptual speed demands on mobile devices compared to
nonmobile devices, and a more challenging response interface produces increased psychomotor
demands. These propositions assume that screen size and response interface are somewhat static
within each device type category, which is questionable when one considers how technology has
evolved in recent years. While mobile devices certainly still have smaller screens than nonmobile
devices on average, smartphones screens have trended larger over the past decade. In 2011, the
most popular smartphones had screen sizes ranging from 3.5 inches to a “monster” 4.5 inches
(Kovach, 2011); in 2020, the most popular smartphones had screen sizes ranging from 5.8-6.9
inches (O’Dea, 2021). Many of these newer smartphone models have been labeled “phablets,”
which acknowledges how their expansive screens blur the lines between phones and tablets. For
example, the Samsung Galaxy Z Fold uses a screen that can be unfolded to double in size,
providing a 7.6” edge-to-edge display. Not only has screen size increased, but smartphone user
interfaces have also evolved over time and become easier to navigate. Clunky keypads with
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individual buttons for each letter/symbol have been replaced with sophisticated touch screens
equipped with pattern recognition and autocorrect capabilities. Along with these changes, the
increase in smartphone ownership from 35% in 2011 to 81% in 2019 suggests the population has
gained more experience with smartphones and has become more skilled at using them. Taken
together, these data present the possibility that structural device characteristics no longer
meaningfully differentiate the experience of taking an assessment on a smartphone versus a
computer for most test-takers. Reviewing the mobile assessment literature, many of the
significant device-based score differences were published in studies with data collected between
2010 and 2015 (e.g., Arthur et al. 2014; Morelli et al., 2014). Consequently, it is possible that
these findings are already outdated due to the rapid pace of technological advancement over the
past decade and that the frameworks based on these results need to be revisited.
Hypothesis 2
The second hypothesis proposed that mobile test-takers would have more negative
reactions to the assessment than nonmobile test-takers, reporting lower perceived test ease, lower
opportunity to perform, and lower satisfaction with the testing experience. This hypothesis was
not supported, as there were no significant device type effects on any of these test-taker
reactions. These findings contrast prior research, which has found that test-takers react less
favorably to assessments on mobile devices and exhibit preferences for nonmobile devices (e.g.,
Fursman & Tuzinski, 2015; Gutierrez & Meyer, 2013; King et al., 2015; Smeltzer, 2013). Unlike
with score differences, prior research has found significant differences in test-taker reactions
across device type on both cognitive and noncognitive tests, with age-restricted student samples,
and in lab settings. Therefore, those features of the present study’s method are unlikely to
explain the lack of significant effects in this case.
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One potential explanation for the discrepancy between the findings of the present study
and prior research could be the salience of device type. In prior research examining the effects of
device type on test-taker reactions, items were often framed in such a way as to make device type
salient to respondents. For example, in King and colleagues’ (2015) study, which found
significant device type effects, items included: “It was easy to complete this test on a mobile
device/PC” (test ease) and “Taking this test on a computer/mobile device did not interfere with
my opportunity to show what I am capable of” (opportunity to perform). In the present study,
references to device type were omitted from all test-taker reaction items to permit the
examination of contextualization and stimulus format effects in conjunction with device type,
and no device type effects were observed. Additionally, in their open-ended responses describing
which factors were influential to their ratings on the test-taker reaction items, participants more
frequently mentioned assessment context/detail (n = 43) than device type (n = 10). This suggests
that test-taker reactions to mobile assessment may depend, in part, upon the salience of the
device type at the time individuals are appraising their experience. In effect, asking about the
experience of taking an assessment on a mobile device could serve to decrease the transparency
of the device and precipitate more negative reactions, consistent with Potosky’s (2008)
framework. Perhaps, when mobile test-takers are asked to react more generally to their testtaking experience inclusive of all attributes of the assignment design and delivery, device type is
a less important factor than prior research has suggested.
Another possibility is that test-takers have become more acclimated to using smartphones
and are less inclined to react negatively to the experience of taking an assessment on a mobile
device. As discussed regarding the results of the first hypothesis, mobile device usage has
increased exponentially over the past decade (Pew Research Center, 2019). The average adult is
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likely to be much more experienced with using a smartphone today compared to six or eight
years ago, and this difference may be especially pronounced for younger adults given the
proportion of this timeframe to their overall life experience. It is quite likely that many
undergraduate students today can barely remember a world in which smartphones were not part
of everyday life. For such individuals, taking an assessment on a mobile device may range from
a preferred option to a minor inconvenience. There is some evidence to support this explanation.
For example, King and colleagues (2015) found that mobile testing attitudes and mobile anxiety
accounted for a significant proportion of the variance in test-taker reactions, whereas the present
study found no significant relationship between mobile testing attitudes and test-taker reactions
and that participants’ overall device preferences leaned toward mobile. Attitudes toward mobile
testing were also considerably more positive in the present study than in the prior study.
Participants in the King et al. (2015) study were randomly assigned to a mobile condition rather
than being given the choice of which device type to use, so one might expect their attitudes to be
more negative; however, even the nonmobile participants in the present study, who self-selected
the use of a computer, had notably more positive mobile testing attitudes than those in the prior
study. Taken together, these findings suggest that a shift may be underway wherein people
increasingly prefer using their smartphones for a variety of everyday tasks, view mobile testing
more positively, and, as a result, are less likely to have negative perceptions of the mobile testtaking experience, particularly when given the choice of which device type to use.
Hypothesis 3
The third hypothesis was that the effect of contextualization on SJT scores would be
moderated by device type, with a positive relationship for nonmobile devices and an inverted-U
relationship for mobile devices. This hypothesis was not supported. Instead, the present study
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found evidence of a positive main effect of contextualization on assessment scores. Adding
context to SJT items improved performance whether the assessment was taken on a computer or
a smartphone, regardless of individual differences such as age or English fluency. Importantly,
high contextualization did not have the negative impacts that were expected on mobile devices;
in fact, the mobile, high-context group had the highest mean score of any context x device type
group. These results are striking given the recent debate in the SJT literature over the utility of
the situation descriptions used in SJT item stems (Corstjens et al., 2017)). While recent work has
proposed reconceptualizing SJTs as measures of general domain knowledge (e.g., Krumm et al.,
2015; Lievens & Motowidlo, 2016, the findings of the present study seem to support the
dominant perspective that situational construal is central to the SJT response process and that
providing contextual information in the items supports this process (Grand, 2010; McDaniel et
al., 2016; Motowidlo et al., 1990; Rockstuhl et al., 2015). In particular, the finding that scores
increased from the medium to high level of contextualization provides unique evidence for the
importance of the situation as it suggests that not only is some context better than no context, but
a lot of context is better than some context.
At the same time, the above interpretation is tempered by the results of the item-level
analyses, which were mixed. Contextualization had a statistically significant effect on SJT scores
for 15 of the 50 test items, but 5 of these significant score differences favored participants in the
no-context condition. Thus, for only 10 (20%) of the SJT items was there a statistically
significant, positive effect of contextualization. This proportion is even lower than the
percentages reported by Krumm and colleagues (2015) on which basis they argued for the
context-independence of SJTs. Accordingly, some would argue that the results of the present
study provide further support for their claim. However, comparing the results between the two
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studies highlights a key difference between examining the question of context-dependence at the
item level versus the test level. The finding that a minority of SJT items require a situation
description to be answered successfully is of theoretical importance, as it raises questions about
what item characteristics make an item more (or less) context-dependent. However, the test-level
findings have greater practical significance as they represent both the aggregate effect of context
within the SJT and the result upon which employment decisions are made. The results of the
present study show that, even if the item-level effects of contextualization are relatively small
and inconsistent, they can compound into meaningful score differences at the test level and
influence the probability that one would achieve a satisfactory level of performance. These
findings are consistent with prior research, as Krumm and colleagues (2015) found a 10%
average performance improvement on an SJT that included situation descriptions compared to a
version of the same test that did not. Rather than concluding that situation descriptions are an
“incidental” feature of SJTs, then, a more appropriate conclusion would be that more research on
contextualization is needed to discern both when and how contextualized situation descriptions
impact SJT performance.
Hypotheses 4 and 5
The fourth and fifth hypotheses predicted that contextualization would have a positive
main effect on perceived job relatedness, and that its effects would vary by device type for
perceived test ease, opportunity to perform, and test satisfaction. There was very little support for
these hypotheses. Contextualization was not associated with differing test-taker reactions across
device types, nor did it have a significant main effect on any of the test-taker reactions when
assessed across the three levels of none, medium, and high (see supplemental analyses). The one
exception was the significant effect on PJR-content when contextualization was recoded into a
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binary variable (none vs. some). This finding indicated that including a situation description
improved the perceived job relatedness of the assessment over using entirely decontextualized
items; however, this benefit was limited to the perceived job relevance of the content and did not
extend to perceptions of the test’s predictive validity (i.e., PJR-predictive). Overall, the results
for the fourth and fifth hypotheses suggest that contextualization had very little bearing on
participants’ reactions to the assessment. This is a bit puzzling, as several researchers have
assumed that the positive reactions to SJTs are driven by their realism and similarity to what one
would experience on the job (Bauer & Truxillo, 2006; Drasgow et al., 1993). However, as this
assumption has not been empirically tested in prior research, the present study represents an
important contribution to our knowledge.
Perhaps one explanation for the pattern of results observed in this study is that the factors
contributing to positive reactions may vary depending on the level of contextualization. For
example, perceived test ease and test satisfaction in a no-context condition could be driven by
factors such as the lower reading requirements, shorter assessment length, and lack of
scrolling/swiping, whereas the same reactions in a high-context condition could be driven by
factors such as the enhanced clarity and realism of the content and increased confidence in one’s
ability to interpret the situations and answer the questions. Thus, test-taker reactions could be
similarly positive in both conditions, but for different reasons. Additionally, the current results
indicated that the study variables collectively accounted for a relatively small proportion of the
overall variance in test-taker reactions, indicating that factors outside of those examined in this
study were influential to participants’ reactions to the assessment. Thus, while the general testtaker reaction measures used in the present study are useful for consistency and the ability to
make comparisons with prior research, it may be worth exploring more specific reactions to
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better understand the effects of predictor method factors such as contextualization. Additionally,
while some researchers have suggested that SJT purpose and type of job may serve as
moderators for the effects of contextualization on test-taker reactions (Krumm et al., 2015), more
research is needed to understand the extent to which test-taker reactions to SJTs depend on
contextualization.
Research Questions 1 and 2
The first and second research questions examined the effects of stimulus format on SJT
scores and test-taker reactions, respectively. Overall, there was clear evidence that stimulus
format impacts SJT performance, and minimal evidence that stimulus format impacts test-taker
reactions. Specifically, the present study found that the inclusion of pictorial stimuli was
associated with higher scores on the SJT. While this finding is in line with research on video
SJTs (e.g., Chan & Schmitt, 1997; Lievens & Sackett, 2006; Schäpers et al.; 2019), these studies
compared SJTs in which situations were presented either in a text format or a video format, not a
combination of the two. Accordingly, some of the benefits of using video vignettes in prior
research were attributed to reducing the reading requirements of the assessments. A key
difference in the present study was that pictorial stimuli were added to the written items and did
not replace any text; moreover, this main effect was significant across all levels of item
contextualization. Thus, it appears that pictures have a positive effect independent of text-based
reading requirements. This finding is consistent with media richness theories (e.g., Daft &
Lengel, 1986) and Potosky’s (2008) concept of social bandwidth, which suggest that audio/visual
stimuli provide social and contextual cues that are missing in written formats and facilitate the
measurement of applied social skills. Interestingly, there were only three statistically significant
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stimulus format effects at the item level. Once again, this points to the practical significance that
compounding small effects can have at the test level.
Because video SJTs have been shown to be useful for reducing adverse impact against
minority groups, I also explored whether stimulus format differentially impacted scores across
different levels of English fluency. There was indeed a statistically significant interaction
between stimulus format and fluency on SJT scores, which indicated that the use of pictorial
stimuli primarily benefited participants whose first language was not English. While the scores
for first language participants were similar across textual and pictorial formats, the scores for
non-first language participants were significantly higher in the pictorial condition. This finding
would be worth exploring further as a promising avenue for reducing adverse impact on SJTs. In
addition, these stimulus format results are particularly striking given that the pictorial stimuli
used in the present study were relatively simplistic headshots of the main character(s) described
within each item scenario. This suggests that the current findings may be a conservative estimate
of the effects of pictorial stimuli and that it would be worth examining more complex pictures
that display more social cues relevant to the situation, such as emotions and interpersonal
dynamics.
While there was far less evidence that stimulus format influences test-taker reactions, the
results for opportunity to perform indicate that participants in the pictorial stimulus conditions
perceived that the test provided them with a better opportunity to demonstrate their job-relevant
skills. Since there is no obvious reason why pictorial stimuli would differentially affect
opportunity to perform in comparison to other test-taker reactions, this would be worth exploring
in future research to see if these results would be replicated in other samples. Despite the
inconsistent findings for test-taker reactions, it is worth noting that there were no cases in which
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test-taker reactions to the assessment were more negative when pictorial stimuli were included.
Taken together, then, the findings of this study suggest that the use of pictorial stimuli in SJT
items has beneficial (or, at worst, neutral) effects on performance and test-taker reactions, despite
the fact that adding pictures increases the total amount of visual information that must be
processed in comparison to text-only versions of the assessment.
Hypotheses 6 and 7
The sixth and seventh hypotheses proposed interactions between stimulus format and
device type on SJT scores and test-taker reactions. More specifically, I predicted that the
inclusion of pictorial stimuli would relate to lower scores and more negative reactions on mobile
devices compared to nonmobile devices. The findings did not support these hypotheses. Stimulus
format had positive effects on test performance regardless of device type, positive effects on
opportunity to perform regardless of device type, and little bearing on other test-taker reactions
regardless of device type. Contrary to the expectation that adding images to a mobile assessment
would interfere with performance and cause frustration due to increased scrolling/swiping and
other navigational requirements, participants in the mobile, pictorial conditions had among the
most positive outcomes of the twelve groups and generally scored above the sample mean. This
pattern of findings points to a potential limitation of the existing theoretical frameworks for
explaining the effects of device type on assessment outcomes, such as SCIP (Arthur et al., 2018)
and Potosky’s (2008) framework. For the most part, such frameworks assume that the structural
features of mobile devices pose limitations that must be managed; they do not consider how
these features may be exploited to enhance the assessment process, nor do they consider how
users typically interact with their mobile devices. This is relevant to the stimulus format findings
because participants in this study indicated they prefer to use a smartphone over a computer for a
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variety of activities involving visual stimuli, such as looking at photos (88.0%), looking at the
weather forecast (96.0%) and using social media (89.5%). Given these findings, it is possible that
including images in an assessment makes it appear to be more optimized for mobile by
conforming to people’s expectations of how they typically use their smartphones. While adding
pictures to a text-based assessment may place unique demands upon mobile test-takers in
comparison to nonmobile test-takers, as SCIP suggests, it is also possible that such a design
leverages skills that smartphone users have already developed and thus provides advantages that
counteract any device-specific limitations. However, because the present study used only one
type of pictorial stimulus that was relatively small and unobtrusive, it would also be worth
examining whether any device-based differences emerge with larger and more complex images
that do not display as neatly on a smartphone screen.
Hypotheses 8 and 9
The eighth and ninth hypotheses proposed there would be three-way interactions between
device type, contextualization, and stimulus format on SJT scores and test-taker reactions. No
support was found for either of these hypotheses. Mobile and nonmobile test-takers performed
comparably across various levels of contextualization and stimulus format, indicating these two
method factors had similar effects on performance regardless of device type. While there were
more variations in the joint effects of contextualization and stimulus format on test-taker
reactions across device types, none of these interactions was statistically significant. Further, the
shape of the curves indicated that these relationships were more complex than device-type
theories might suggest (Arthur et al., 2018; Potosky, 2008). Specifically, increasing the reading
and visual processing requirements of the assessment by adding context and pictures did not
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uniformly produce more negative reactions on smartphones as was expected based on these
frameworks.
In summary, while the present study found that contextualization and stimulus format
each had a significant main effect on SJT scores, and in a few cases on test-taker reactions as
well, no support was found for any of the hypothesized device-type main effects or interactions
with the two predictor method factors. In other words, mobile did not matter for any of the
research questions or hypotheses examined in this study. These results diverge from prior mobile
assessment research in several ways and raise new questions for mobile assessment theory and
research, including the possibility that certain assumptions of device-type frameworks may need
to be revisited due to the rapidly changing nature of technology. The implications of the study
findings will be discussed in the following section.
Theoretical and Practical Implications
There are two key takeaways from this study that have implications for both research and
practice. First, the lack of any statistically significant differences between SJT scores or testtaker reactions across mobile and nonmobile device types raises questions regarding the
relevance of device type and suggests that further research and theorizing in this area may be
warranted. Second, this study provides evidence for the benefits of contextualization and
pictorial stimulus formats in assessments, regardless of other variables such as device type or
individual differences. These results have implications for theoretical debates within the SJT
research literature as well as for practical considerations of test design.
Overall, the present study provides little to no support for the premises of existing mobile
assessment frameworks, as no significant device type effects were found. Even when assessment
content was manipulated in ways that were expected to be disproportionately more cumbersome
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and demanding on mobile devices, mobile test-takers performed comparably with nonmobile
test-takers and did not have significantly less favorable reactions to the assessment. While it is
possible that limitations related to the study method may have contributed to the lack of
significant results (see study limitations section), contextualizing these results within the broader
mobile assessment literature suggests they may not be unusual, particularly for test scores.
Consequently, one implication of the present study is that “going mobile” may not matter as
much as researchers have supposed, or at least not in the precise ways they have theorized.
Several authors have pointed out that device type effects have not been consistently
found in empirical studies (e.g., Arthur et al., 2018; Traylor et al., 2020). The SCIP framework
was developed in part as an attempt to explain these inconsistencies and elucidate the conditions
under which one might expect to observe differences between mobile and nonmobile devices.
Whether the explanation offered by SCIP is correct, however, remains an open question. This is
partially because SCIP is a new framework and few studies have been published that directly
tested its propositions. However, there are also some recent empirical findings that are
inconsistent with the claims of SCIP. For example, one study found support for the proposition
that working memory correlates more strongly with cognitive ability test scores on smartphones
than on computers but did not find a statistically significant score difference between mobile and
nonmobile test-takers (Arthur, Keiser, Hagen, & Traylor, 2018). Another study examining the
permissibility facet of SCIP found that environmental distractions did not affect mobile testtakers’ scores on a cognitive ability test or selection attention demands (Traylor et al., 2020).
These findings suggest that (1) mobile devices may not always produce the specific ability
demands proposed by SCIP, and (2) when they do, test-takers may engage in compensatory
strategies to perform successfully despite the extra demands associated with taking a test on a
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smartphone. Thus, a better understanding of the specific conditions under which device-based
score differences occur is important.
The present study contributes to our understanding of the boundary conditions of devicetype effects in two ways. First, this study explicitly investigated two predictor method factors
and found that these did not produce or contribute to differential outcomes across device types.
Thus, future research should investigate other factors that may be more consequential for
understanding and predicting device-based differences. Second, this study also provided
evidence pertinent to the claim that the pattern of device-based score differences observed in
prior research is attributable to differences between operational and laboratory studies (Traylor et
al., 2020). While this study did not use an operational sample, it more closely approximated an
operational setting than prior lab studies in that participants completed the study on a device of
their choosing. The non-significant findings, then, provide evidence refuting the proposition that
self-selection of device type explains why device-based score differences have been more
frequently observed in operational studies versus lab studies. This suggests that other features
that differentiate operational and lab studies, such as differences in testing stakes, should be
examined further as potential explanations of these discrepant findings. Of course, there are other
plausible explanations for the discrepancies in device-type effects outside of the options offered
by Traylor and colleagues (2020) that may be pertinent to the present study. I proposed and
described several possibilities in my discussion of the results of the hypotheses tests, including
the use of age-restricted samples, technological advancements that blur the lines between mobile
and nonmobile device characteristics, the population’s growing familiarity and skill with mobile
device usage, and the salience of device type to test-takers during the assessment period.
Additionally, it is possible that the psychological processes involved with responding to test
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items on different device types are more complex than the explanation afforded by existing
frameworks. SCIP emphasizes the cognitive and psychomotor challenges of using mobile
devices without acknowledging the possibility of compensatory mechanisms or alternative
pathways for success. Potosky’s (2008) framework emphasizes the negative effects of lowtransparency media, and, while Potosky does not directly propose that mobile devices are low in
transparency, mobile assessment researchers have typically applied that interpretation because of
the additional scrolling, finger-swiping, and other manipulation required with using smartphones
(e.g., King et al., 2015). However, as no studies have directly examined device transparency, it is
possible that mobile devices are more transparent than researchers have previously assumed or
that low transparency has less of an impact on assessment outcomes than Potosky’s (2008)
framework suggests
The bottom line is that there are many unanswered questions regarding when and why the
use of a mobile device can be expected to yield more negative assessment outcomes than the use
of a computer. While the present study does not provide any definitive answers, it contributes to
a growing body of evidence suggesting that device-based differences in assessment outcomes
may be more of an exception than the norm. One important question raised by these findings is
whether the differences observed in prior research are already a thing of the past due to
technological change. Interestingly, SCIP has been recognized by some researchers as one of the
best technology-centric theories in applied psychology precisely because of its presumed
generalizability and longevity (Landers, 2021). Unlike other theories that treat technologies as
static constructs, SCIP conceptualizes devices as combinations of features that affect
measurement across various makes/models of devices. Thus, SCIP “does not only describe the
mobile measurement of today, but the mobile measurement of yesterday and tomorrow”
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(Landers, 2021, p. 6). While this makes SCIP a good theory, it would be more accurate to say
that SCIP presumes to describe the mobile measurement of yesterday, today, and tomorrow. If
the basic tenets of the theory are unsupported by empirical research, the theory loses its utility
and must be replaced with a better one. More research is needed to thoroughly test all the
propositions of existing device-type frameworks such as SCIP and Potosky’s (2008) framework.
However, we should also be ready to reexamine our assumptions and modify existing
frameworks to better account for the complexities of the mobile assessment experience,
particularly in a world in which technology is rapidly changing. From a practical standpoint,
clarifying the precise conditions under which mobile device usage can be expected to have
detrimental effects on assessment outcomes (if at all) is important, as it would help organizations
make informed decisions about how and when to utilize mobile assessments. If assessment
outcomes are generally equivalent across mobile and nonmobile devices, as found in this study,
then organizations would do well to embrace the mobile trend and advertise the mobile
compatibility of their pre-employment assessments in order to reach a wider, more diverse pool
of job candidates (McClure Johnson & Boyce, 2016).
The second major takeaway from the present study is that it suggests a “more is better”
approach when it comes to two content-related predictor method factors, contextualization and
stimulus format. This study offers evidence that adding context to SJT items has a small yet
significant positive effect on test performance, as does adding pictorial stimuli to the text-based
items. While the item-level results were not consistently positive, the overall pattern of results
suggests that enhancing assessment content by adding context and pictures can accumulate into
score advantages at the test level. The benefits of contextualization and pictorial stimuli did not
uniformly extend to test-taker reactions; however, the results for test-taker reactions ranged from
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neutral to positive, which means the performance improvement did not come at the expense of
positive reactions.
From a theoretical standpoint, the above findings contribute to the ongoing debate about
how to conceptualize SJTs in terms of their construct validity and context dependency—that is,
the question of how “situational” SJTs really are (e.g., Krumm et al., 2015; Lievens &
Motowidlo, 2016; McDaniel, 2016; Rockstuhl et al., 2015; Schapers et al., 2019). While the
item-level findings of the present study align with prior research that has been used to support
the general domain knowledge perspective, the overall pattern of results suggests the situation is
an important feature of SJTs. According to response process theories, the process of responding
to SJT items involves situation perception/interpretation based upon whatever amount of
information is provided, whether highly detailed situation descriptions presented in text or video,
or simply decontextualized response options (Grand, 2019; Martin-Raugh & Kell, 2020). While
test-takers may be able to “fill in the blanks” and infer aspects of the situation that are not
explicitly presented to them, their situational construal is likely to be more consistently accurate
when more information is provided to them (Campion & Ployhart, 2013; McDaniel et al., 2001;
Weekley et al., 2014). In the present study, the test level score differences indicated that this was
the case even though the only differences between the medium and high context conditions were
details that some would consider extraneous to comprehending the essence of the situation (e.g.,
names, dates, times, and background information). Thus, it appears that it can be helpful to
understand, not just what type of situation, but what actual situation, one is dealing with when
responding to SJTs. This is not to suggest that the item-level findings are of no importance.
Understanding the specific item characteristics that support or inhibit accurate situation construal
is worth exploring further, not only for improving our understanding of the situational nature of
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SJTs, but also for informing the development of valid and fair SJTs in practice. For example,
practitioners could leverage this knowledge to develop SJT items that achieve a desired level
and/or range of difficulty. However, the test-level results provide a better indicator of the
importance of the situation to SJTs.
In addition to contextualization, the present study was among the first to examine the
effects of pictorial stimuli on SJT outcomes. Thus, the positive effect of pictorial stimuli on SJT
performance represents a key finding and contribution to the literature. This finding opens new
research questions regarding what types and features of images may be particularly beneficial for
SJT performance. For example, it seems likely that the effect of pictorial stimuli on performance
would increase with the number and complexity of social cues present in the images, as well as
with the relevance of these cues to the scenario described in the SJT item. Additionally, the
finding that pictorial stimuli disproportionately benefited participants whose first language was
not English suggests that stimulus format may have implications for group score differences and
adverse impact as well. Although the effects of stimulus format on group score differences could
not be adequately examined in the present study due to small sample sizes, there was some
evidence that Black-White score differences were smaller in the pictorial stimulus condition than
in the textual stimulus condition. Future research should explore the use of pictorial stimuli as an
avenue for reducing adverse impact on SJTs, particularly given the practical implications. At
present, video SJT formats are considered one of the best ways of minimizing adverse impact on
SJTs, but developing video-based SJTs is very resource-intensive (Chan & Schmitt, 1997;
Olson-Buchanan & Drasgow, 2006). If pictorial SJTs were found to have comparable effects to
video SJTs, they would present an advantage as they could be implemented at a much lower cost
to organizations, particularly if the organization already utilizes text-based SJTs.
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The current findings related to the two predictor method factors have other practical
implications as well. In their predictor method factor framework, Lievens and Sackett (2017)
point out the importance of examining interactions between method factors to identify potential
synergies or tradeoffs between various combinations. The lack of any significant interactions
between contextualization and stimulus format in the present study suggests that, while these two
method factors may not have a synergistic relationship, they do not have opposing effects either.
Furthermore, their effects are consistent across mobile and nonmobile device types. From a
practical standpoint, this is a positive scenario as it simplifies test design choices to have fewer
tradeoffs to consider. At the same time, the optimal choices for how to utilize these method
factors will depend upon the goals and conditions of the assessment situation. For example,
while adding context and pictures may have positive effects on SJT scores, improving mean
scores may not be a desirable outcome in practice, as the objective of most selection assessments
is to differentiate top performers from those less qualified. Therefore, organizations may prefer
more minimalistic versions of SJTs that results in greater differentiation. However, removing
pictures may come with the tradeoff of more negative applicant perceptions regarding the
opportunity to showcase their job-relevant skills via the test. As another example, the present
study found that stimulus format disproportionately benefited test-takers for whom English was
not their first language, whereas contextualization disproportionately benefited first language
test-takers (though the latter effect was not statistically significant). This suggests the need to be
mindful of what demographics are in an applicant pool and who is likely to benefit from or be
disadvantaged by various choices regarding contextualization and stimulus format. To
appropriately apply the present findings, organizations would need to assess the practical
significance of these assessment design choices in terms of the outcomes they want to prioritize.
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Study Limitations
This study has several limitations that should be noted. First, the study utilized a quasiexperimental design rather than randomly assigning participants to device type conditions, which
made it impossible to establish equivalent samples for each device type. Due to the unproctored
setting in which participants completed the study, it was not feasible to use random assignment;
doing so would have required some participants to restart the study on a different device type
after they began, which they would likely be unwilling to do. Even if participants were willing to
switch devices and start over, the extra work and hassle could be expected to have undue
influence on participants’ overall experience completing the study, which would potentially
contaminate the test-taker reactions measures. One benefit to this quasi-experimental approach is
that it more closely approximates how job candidates self-select the device on which to take preemployment assessments. Thus, this approach potentially increases the generalizability of the
findings while still allowing for some degree of experimental control. As discussed previously,
this approach also permitted examination of self-selection of device type as a potential
explanation for the inconsistent device-type effects reported in the literature.
A related limitation is that the unproctored format in which this study was administered
did not permit control for contextual variables that could contribute to different assessment
outcomes across device types. For example, according to SCIP, permissibility differences
between mobile and nonmobile devices could result in participants choosing different settings in
which to complete the study based on device type, which could affect their performance
accordingly (Arthur et al., 2018). However, research has found that differences in the level of
distractions in the testing environment do not affect test performance or negatively impact
mobile test-takers in comparison to nonmobile test-takers (Traylor et al., 2020). Additionally, the
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study materials encouraged participants to complete the assessment in a quiet location without
interruptions. Thus, permissibility in self-selecting a distracting environment was not a major
concern for the outcomes of this study.
Additionally, because the study participants were not job applicants, their anxiety level
and motivation to perform well on the assessment were likely lower than what would be reported
in an actual selection context. Thus, the study design aimed to simulate the high-stakes situation
of applying for a job. Specific steps that were taken included: (a) framing the assessment in
terms of a high-stakes, evaluative purpose (i.e., being selected for a managerial job), (b)
providing clear expectations regarding the setting in which the assessment should be completed
(i.e., in a quiet location free from interruptions), and (c) requiring participants to express
agreement with an honesty commitment before initiating the assessment. However, no tangible
rewards were offered as an incentive for good performance, which would have better
approximated an actual job application setting (Mueller-Hanson, Heggestad, & Thornton, 2003).
Additionally, only 7.5% of the study participants agreed or strongly agreed that completing the
assessment was stressful, which indicates it was not widely perceived as a high-stakes situation.
As most device type effects on assessment outcomes have been observed in operational (i.e., job
applicant) samples, it is possible that such effects would have been observed if the testing stakes
had been raised in this study. This warrants attention in future research.
Finally, there were limitations associated with conducting this research during the covid19 pandemic. During the initial phase of data collection, students had been participating in a
mandatory remote learning environment for more than one year. Several indicators suggest that
student motivation in the present study was low in comparison to pre-pandemic conditions,
including slow enrollment rates for participation in the study, failure to adhere to study
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instructions regarding device type, completion times indicative of low effort responding (i.e., less
than five minutes), and response patterns indicative of careless responding. Although the data
were examined closely and steps were taken to improve data quality (e.g., removing participants
with low completion times and/or with no variation in responses), it is not possible to know the
extent to which pandemic-related motivational issues may have affected the integrity of the data.
The inclusion of the snowball sample may temper these concerns to some extent as these issues
were far less prevalent among those participants. Nevertheless, additional research under more
typical conditions would be advisable to strengthen the conclusions presented in this study.
Future Research
There are many opportunities for future research highlighted by the present study, both
for mobile assessment and for SJTs. For mobile assessment, future research could further explore
the boundary conditions of device-based differences in assessment outcomes in at least three
different directions suggested by the results of this study. The first is to examine Traylor and
colleagues’ (2020) proposition that device type effects are attributable to the unique conditions
of testing with operational samples. Specifically, differences in testing stakes warrant further
attention as this is one potential explanation for the discrepant findings between operational and
lab studies that has not yet been empirically examined. Perhaps under the stress of a high-stakes
employment testing situation, the demands of using a mobile device present in ways that would
affect assessment outcomes. This could be directly examined by manipulating testing stakes in a
lab setting, and more current research using operational samples would also help. The second
direction one could take is to explore the possibility of age group differences in mobile
assessment outcomes. Because participants in age-restricted undergraduate samples are expected
to have greater familiarity and skill with using mobile devices (Pew Research Center, 2019), it is
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possible that age serves as a boundary condition to the device-type effects proposed by mobile
assessment frameworks. Thus, it would be worth exploring whether the current findings would
be replicated with a more age-diverse sample, as well as whether these results would vary across
different age cohorts. A third direction is to examine whether device type salience accounts for
the more negative test-taker reactions that have been previously observed among mobile testtakers. The present study differed from prior research in that device type was not made salient to
test-takers when measuring their reactions; however, because no study has directly examined
device type salience, we do not know whether or how it influences test-taker reactions.
Therefore, future research is needed to examine the impact of device type salience on test-taker
reactions.
Another avenue for future research in mobile assessment is to expand the types of devices
examined and device-type comparisons made. Most research has compared smartphones with
laptop and/or desktop computers, excluding intermediate device types such as tablets or phablets.
While some studies have included tablets (e.g., Brown & Grossenbacher, 2017; Chang et al.,
2016; Gutierrez et al., 2015), tablets and smartphones were typically collapsed into a broader
mobile device condition rather than making explicit comparisons between more specific device
types. Some studies also fail to identify what types of devices are in included in their mobile and
nonmobile categories. These design choices obscure potential differences that may be expected
based on device features. In the SCIP framework, Arthur and colleagues (2018) posit that tablets
are similar enough to laptops and desktops in terms of their structural characteristics to have
comparable effects on assessment outcomes, whereas phablets are more akin to smartphones and
should yield similar outcomes. These propositions deviate from what one might predict based on
broadly defined “mobile” versus “nonmobile” categories and would be interesting to examine,
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particularly as the evolution of technology increasingly blurs the lines between these broad
device type categories.
For SJTs, future research should continue to examine the effects of contextualization and
stimulus format on scores and other outcomes. While contextualization has received considerable
attention from SJT researchers in recent years, there are still many unanswered questions
regarding the effects of contextualization on SJT outcomes. For example, more research is
needed to understand the specific characteristics that make SJT items less or more dependent
upon context to be answered successfully. While the present study examined score differences at
the item level, more sophisticated statistical techniques, such as item response theory models,
could be applied to examine item-level equivalence. Additionally, because the present study was
among the first to examine the effects of contextualization on test-taker reactions, replication is
needed. The use of pictorial stimuli in SJTs also presents a promising area for future research,
both in terms of understanding how different types and features of images impact performance
and in terms of exploring the potential for reducing adverse impact. This research could also be
expanded to other types of assessments in addition to SJTs. Another area of opportunity is to
study other predictor method factors in Lievens and Sackett’s (2017) modular framework in
conjunction with those examined in this study. For example, several studies within the SJT
literature have compared knowledge-based (“should do”) instructions with behavioral-tendency
(“would do”) instructions (e.g., Lievens et al., 2009; McDaniel et al., 2007), but little research
has examined how instructions may interact with other method factors to affect SJT outcomes.
As Lievens and Sackett (2017) point out, knowledge about the interactive effects of predictor
method factors is scarce, which limits the ability of assessment developers to make informed
choices about the synergistic or antagonistic effects of various method factor combinations.

121

Further research into the joint effects of different method actors would be useful for discovering
new synergies that can be exploited in assessment development.
Another important area for future research, both for mobile assessments and for predictor
method factors, is the examination of criterion-related validity. In their review of the mobile
assessment literature, Arthur and colleagues (2018) point out that they were unable to locate any
studies that examined and compared criterion-related validity across device types. While they
posit that criterion-related validity will be higher for mobile devices than for nonmobile devices
when used to predict performance in jobs with heavy information-processing requirements, this
proposition has yet to be empirically tested. The lack of research on the comparative criterionrelated validity of tests taken on different device types represents a critical gap in the mobile
assessment literature, as criterion-related validity is among the most important outcomes for
selection procedures. Similarly, there are still several gaps in our knowledge of how various
predictor method factor choices, including the method factors examined in this study, affect
criterion-related validity (Lievens & Sackett, 2017).
A final area for future research is the examination of group score differences across
mobile and nonmobile device types. While the present study aimed to take an initial step in this
direction, the interpretability of the findings was limited due to sample sizes and distributions.
Given the important implications of group score differences for practice, including the potential
to contribute to adverse impact against job applicants from historically underrepresented groups,
future research should endeavor to obtain samples in which a thorough examination of group
score differences is possible.
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Conclusion
As mobile internet technology has exploded over the past decade and smartphones have
become a ubiquitous feature of everyday life, the use of mobile devices for taking preemployment tests has become increasingly common (Arthur et al., 2018; O’Callaghan et al.,
2020). Given the mobile assessment trend, it is important to understand what factors may
contribute to differences in assessment outcomes across mobile and nonmobile device types.
Whereas previous research has focused on device attributes and predictor constructs as potential
explanations for device-based differences, this study sought to examine the role of predictor
method factors (Lievens & Sackett, 2017). The two predictor method factors examined in this
study, contextualization and stimulus format, both had effects on SJT scores and on certain testtaker reactions; however, there were no statistically significant differences in assessment
outcomes across device types, either overall or in relation to the two predictor method factors.
Thus, this study raises more questions than it answers regarding mobile assessment. At a
practical level, the overall conclusion from the findings seems to be that, while predictor method
factors matter, mobile may not—or, mobile devices may only produce more negative outcomes
under specific conditions which have yet to be identified. Future research should continue
examining the boundary conditions of device-based differences in assessment outcomes, build
upon the existing research agenda on contextualization, and explore new territory by establishing
a new line of research on pictorial stimulus formats.
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Appendix A
Predictor Method Factor Definitions and Categories
(Lievens & Sackett, 2017)
Predictor method factor

Definition

Category/choice

Stimulus format

Modality by which test stimuli (information,
questions, prompts) are presented to test-takers

-

Textual stimuli
Pictorial stimuli
Auditory stimuli
Dynamic audiovisual stimuli
Videoconference/remote interactive stimuli
Face-to-face interactive stimuli

Contextualization

The extent to which a detailed context is
provided to test-takers

-

Decontextualized
Low contextualization
Medium contextualization
High contextualization

Stimulus presentation
consistency

Level of standardization adopted in presenting
test stimuli to test-takers

- Free stimuli
- Adaptive stimuli
- Fixed stimuli

Response format

Modality by which test-takers are required to
respond to test stimuli

-

Response evaluation
consistency

Level of standardization adopted in terms of
evaluating test-takers’ responses

- Unconstrained judgment
- Calibrated judgment
- Automated scoring

Information source

Individual responding to the test stimuli

- Behavior exhibited (or choices made) by
the candidate in the assessment context
- Self-reports by the candidate about events
beyond the assessment context
- Reports by others about events outside the
assessment context

Instructions

The extent to which directions are made explicit
to test-takers about which perspective they
should take to respond to the test stimuli

- General instructions
- Specific instructions

Close-ended
Textual constructed
Pictorial constructed
Audio constructed
Audiovisual constructed
Videoconference/remote interaction
Face-to-face interaction
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Appendix B
Example of a High-Context Test Stimulus
Burger Haven’s top management team (which includes you) wants to better understand the firm’s voluntary
turnover problem. After making sense of the problem, Burger Haven’s CEO wants you and the team to come up
with some good recommendations for Burger Haven’s 183 corporate-owned restaurants.
Voluntary turnover is the rate at which workers voluntarily leave the organization. The current turnover rate of
hourly employees across the 183 stores is 138% annually. The average number of hourly employees per store has
remained at 50 over the past 5 years. The current average voluntary turnover rate of the Burger Haven restaurant
management team is 47% annually. The average number of managers per store is 4. Both the 138% and the 47%
figures are up significantly from previous years. Burger Haven’s restaurant hours typically run from 6 a.m. to 10
p.m., 7 days a week.
Besides the voluntary turnover issue, Burger Haven’s top managers will be looking at some alarming statistics
across their 183 stores. Two years ago, the average wait time, which is the period of time from when a customer
orders to the delivery of food, increased from 3 minutes and 3 seconds to 3 minutes and 53 seconds. This year’s
wait time is just about 4 minutes. Another concern for top management is the 5% rise in the value of food waste.
Eight years ago, Burger Haven instituted a semi-annual employee satisfaction survey. The results of the last four
surveys indicate that the job satisfaction and morale of hourly employees has remained constant, whereas the
level of job satisfaction and morale of managers has dropped significantly during this time period. This drop
seems to be consistent across most items, with biggest decrease appearing in the pay and benefits areas.
In the past 2 years, Burger Haven’s gross annual revenues and profits at its 183 restaurants have fallen short of
the CEO’s expectations. Revenues and profits are strong in some Burger Haven restaurants but weak in others.
Though it is expected that the restaurant’s location will affect the store’s profitability, the CEO can’t help but
think that there may be other explanations for the performance variations between restaurants.

Appendix B. Example item from a leaderless group discussion exercise that represents high
contextualization according to Lievens & Sackett’s (2017) framework. Source: Costigan &
Donahue (2009).
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Appendix C
Attrition by Device Group, Sample, Withdrawal Stage, and Method Factor Condition
Total (n=109)
n
%

Nonmobile (n=42)
n
%

Mobile (n=67)
n
%

Sample
SONA
Snowball

7
102

6.4
93.6

4
38

3.7
34.9

3
64

2.8
58.7

Withdrawal stage
Screening page
Informed consent
Mid-assessment

76
18
12

69.7
16.5
11.0

31
7
1

28.4
6.4
0.9

45
11
11

41.3
10.1
10.1

Condition
High context, text
High context, pictures
Med context, text
Med context, pictures
No context, text
No context, picture

3
3
1
3
1
1

2.8
2.8
0.9
2.8
0.9
0.9

1
-

0.9
-

2
3
1
3
1
1

1.8
2.8
0.9
2.8
0.9
0.9

Note. Percentages shown reflect % of total attrition (n=109). Attrition by condition is only shown
for participants who progressed past the informed consent stage when the random assignment to
condition took place.

126

Appendix D
Example Item in all Experimental Conditions as Displayed on Each Device Type Screen

Figure D1. Example item in nonmobile, high context, picture condition

Figure D2. Example item in nonmobile, high context, text condition
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Figure D3. Example item in nonmobile, medium context, picture condition

Figure D4. Example item in nonmobile, medium context, text condition
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Figure D5. Example item in nonmobile, no context, picture condition

Figure D6. Example item in nonmobile, no context, text condition
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Figure D7. Example item in mobile, high context, picture condition

Figure D8. Example item in mobile, high context, text condition
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Figure D9. Example item in mobile, medium context, picture condition

Figure D10. Example item in mobile, medium context, text condition
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Figure D11. Example item in mobile, no context, picture condition

Figure D12. Example item in mobile, no context, text condition
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Appendix E
Survey Items for Perceived Job Relatedness
Strongly disagree = 1, Disagree = 2, Neither agree nor disagree = 3,
Agree = 4, Strongly agree = 5
Job relatedness—Content
1. The content of the assessment was clearly related to a first level manager job.
2. It would be obvious to anyone that the assessment is related to a first level manager
job.
Job relatedness—Predictive
3. I am confident that the assessment can predict how well an applicant will perform in a
first level manager job.
4. A person who scored well on this test will be a good first level manager.
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Appendix F
Survey Items for Perceived Test Ease
Strongly disagree = 1, Disagree = 2, Neither agree nor disagree = 3,
Agree = 4, Strongly agree = 5
1. The assessment was easy for me.
2. I found the assessment challenging. (R)
3. Completing the assessment was an easy task.
4. I was unsure how to answer many or all of the questions. (R)
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Appendix G
Survey Items for Opportunity to Perform
Strongly disagree = 1, Disagree = 2, Neither agree nor disagree = 3,
Agree = 4, Strongly agree = 5
1. I felt that I could show my skills and abilities through the assessment.
2. The assessment allowed me to show what my job skills are.
3. The assessment gives job applicants the opportunity to show what they can really do.
4. I was able to show what I can do on the assessment.
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Appendix H
Survey Items for Satisfaction with Testing Experience
Strongly disagree = 1, Disagree = 2, Neither agree nor disagree = 3,
Agree = 4, Strongly agree = 5
1. I enjoyed completing the assessment
2. Completing the assessment was stressful. (R)
3. I would not mind completing similar assessments in the future.
4. I found the assessment to be frustrating. (R)
5. I feel satisfied with my experience taking the assessment.
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Appendix I
Survey Items for Mobile Testing Attitudes
Strongly disagree = 1, Disagree = 2, Neither agree nor disagree = 3,
Agree = 4, Strongly agree = 5
1. I would prefer to complete tests on a smartphone versus completing them on a
computer.
2. I would be more likely to apply for a job at a company that allowed me to complete a
pre-employment test on my smartphone versus a company that allowed taking the
same test only on a computer.
3. It is equally fair to use a test given on a smartphone as it is to use the same one given
on a computer to make a hiring decision for a job.
4. I believe a company that allows me to take its test on my smartphone would be a
better place to work compared to a company that only allows its test to be taken on a
computer.
5. Having the option to complete a pre-employment test on a smartphone positively
represents a company’s brand image.
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Table 1
Sample Demographics by Device Group
Total (n=200)

Nonmobile (n=104)

Mobile (n=96)

n

n

n

%

%

%

Gender
Female
Male
Nonbinary

116
78
3

58.0
39.0
1.5

55
46
3

52.9
44.2
2.9

61
32
-

63.5
33.3
-

Race
Asian/Pacific Islander
Black/African-American
Hispanic/Latino
White/Caucasian
Other/Multiple

70
11
32
77
9

35.2
5.5
16.1
38.7
4.5

38
5
19
35
7

36.5
4.8
18.3
33.7
6.7

32
6
13
42
2

33.7
6.3
13.7
44.2
2.1

English Fluency
First language and fluent
Not first language but fluent
Not first language; not fluent

129
53
17

64.9
26.6
8.5

66
24
13

64.1
23.3
12.6

63
29
4

65.6
30.2
4.2

Prior Assessment Experience
Yes
No
Device Access
Smartphone
Computer
Both

55
145
36
34
130

27.5
72.5
18.0
17.0
65.0

30
74
9
32
66

28.8
71.2
8.7
30.8
60.6

25
71
27
2
67

χ2

df

p

5.23

2

.07

4.75

4

.31

5.07

2

.08

.20

1

.66

35.33

2

<.001

26.0
74.0
28.1
2.1
69.8
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Table 2
Number of SJT Items Assessing Each Competency
Competency

Number of items

Analyzing for Improvement

16

Communicating with Influence

15

Deciding for Impact

19

Engaging Coach

16

Performance Manager

10

Results Leader

11

Talent Champion

13
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Table 3
Descriptive Statistics and Intercorrelations Among Study Variables – Total Sample
1. SJT score
2. PJR content
3. PJR predictive
4. Test ease
5. OTP
6. Test satisfaction
7. Completion time (min)
8. Age
9. Device preference
10. Mobile attitudes

M
187.81
3.58
3.28
3.64
3.11
3.87
21.28
27.48
1.69
2.90

SD
9.39
0.78
0.87
0.73
0.96
0.64
14.35
11.94
0.16
0.73

1
—
.10
–.02
.09
–.14*
.16*
.02
.24**
–.02
.03

2

3

4

5

6

7

8

9

10

(0.71)
.74**
.17*
.26**
.27**
.02
–.12
–.02
.00

(0.76)
.10
.59**
.37**
.02
–.18**
–.05
.03

(0.83)
–.05
.50**
–.10
–.05
.02
.06

(0.90)
.34**
.05
–.09
–.10
.05

(0.82)
–.05
–.08
–.02
.00

—
.10
–.19**
–.06

—
–.10
.05

—
–.27**

(0.72)

Note. n=200 except age (n = 199) and completion time (n = 190; excludes outliers). PJR = perceived job relatedness. OTP =
opportunity to perform. Dummy codes for device preference are 1 = nonmobile, 2 = mobile. Reliabilities (coefficient alphas) appear in
parentheses on the diagonal.
*p < .05. **p < .01.
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Table 4
Descriptive Statistics and Intercorrelations Among Study Variables by Device Type

1. SJT score
2. PJR content
3. PJR predictive
4. Test ease
5. OTP
6. Test satisfaction
7. Completion time (min)
8. Age
9. Device preferences
10. Mobile attitudes

M
Mobile
187.74
3.51
3.19
3.60
3.13
3.82
21.10
30.39
1.67
3.02

SD
Mobile
8.93
0.66
0.89
0.72
0.87
0.67
11.10
13.97
0.15
0.72

1

2

3

4

5

6

7

8

9

10

—
.25*
.06
.09
.00
.16
.01
.24*
.07
.05

.05
—
.64**
.14
.21*
.31**
-.11
-.12
-.07
.11

-.03
.78**
—
.16
.57**
.45**
-.06
-.21
-.18
.12

.12
.18
.03
—
.05
.59**
-.24*
-.05
-.04
.14

-.22*
.21*
.55**
-.18
—
.50**
-.14
-.08
-.14
.12

.22*
.26**
.30**
.36**
.16
—
-.11
-.07
-.08
.13

.02
.08
.06
-.02
.15
-.02
—
.23*
-.10
-.02

.27*
-.06
-.15
.05
-.11
.03
.01
—
.02
.09

-.10
-.02
.02
.04
-.07
.03
-.25*
-.20*
—
.27*

.04
-.03
.05
-.03
.04
-.11
-.09
-.04
.29**
—

M
Nonmobile
187.88
3.64
3.37
3.69
3.10
3.91
21.45
24.82
1.71
2.78

SD
Nonmobile
9.85
0.88
0.86
0.75
1.05
0.61
16.80
9.00
0.17
0.73

Note. Mobile n = 96 except age (n=95) and completion time (n = 90; excludes outliers). Nonmobile n=104 except completion time (n=100; excludes outliers).
PJR = perceived job relatedness. OTP = opportunity to perform. Dummy codes for device preferences are 1 = nonmobile, 2 = mobile. Mobile correlations are
below the diagonal and nonmobile correlations are above the diagonal.
*p < .05. **p < .01.
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Table 5
Full Factorial ANOVA Results for SJT Scores
𝜂𝑝2

Predictor

df

F

p

Device Type

1

0.03

0.86

0.00

Contextualization

2

5.23

0.01**

0.05

Stimulus Format

1

3.21

0.08

0.02

Device Type * Contextualization

2

1.90

0.15

0.02

Device Type * Stimulus Format

1

0.64

0.42

0.00

Contextualization * Stimulus Format

2

0.21

0.81

0.00

Device Type * Contextualization * Stimulus Format

2

1.13

0.33

0.01

Error

188

Note. N =200; “F” = F-ratio; “𝜂𝑝2 ” = partial eta-square effect size.
*
p ≤ .05. ** p ≤ .01.
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Table 6
ANCOVA Results for SJT Scores Controlling for Sample and Individual Differences
𝜂𝑝2

Predictor

df

F

p

Age

1

2.32

0.13

0.01

English Fluency

1

5.22

0.02*

0.03

Sample

1

1.42

0.23

0.01

Device Type

1

0.57

0.45

0.00

Contextualization

2

5.23

0.01**

0.05

Stimulus Format

1

4.11

0.04*

0.02

Device Type * Contextualization

2

1.24

0.29

0.01

Device Type * Stimulus Format

1

0.41

0.52

0.00

Contextualization * Stimulus Format

2

0.16

0.86

0.00

Device Type * Contextualization * Stimulus Format

2

1.35

0.26

0.02

Error

183

Note. N =200; “F” = F-ratio; “𝜂𝑝2 ” = partial eta-square effect size.
*
p ≤ .05. ** p ≤ .01.
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Table 7
Full Factorial ANOVA Results for Perceived Test Ease
𝜂𝑝2

Predictor

df

F

p

Device Type

1

0.33

0.57

0.00

Contextualization

2

0.26

0.77

0.00

Stimulus Format

1

0.32

0.57

0.00

Device Type * Contextualization

2

1.48

0.23

0.02

Device Type * Stimulus Format

1

1.53

0.22

0.01

Contextualization * Stimulus Format

2

1.48

0.23

0.02

Device Type * Contextualization * Stimulus Format

2

1.66

0.19

0.02

Error

188

Note. N =200; “F” = F-ratio; “𝜂𝑝2 ” = partial eta-square effect size
*
p ≤ .05. ** p ≤ .01.
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Table 8
ANCOVA Results for Perceived Test Ease, Controlling for Sample and Individual Differences
𝜂𝑝2

Predictor

df

F

p

Age

1

1.14

0.29

0.01

English Fluency

1

4.60

0.03*

0.03

Sample

1

0.18

0.67

0.00

Device Type

1

0.29

0.59

0.00

Contextualization

2

0.52

0.60

0.00

Stimulus Format

1

0.44

0.51

0.00

Device Type * Contextualization

2

1.60

0.20

0.02

Device Type * Stimulus Format

1

1.62

0.21

0.01

Contextualization * Stimulus Format

2

1.38

0.25

0.02

Device Type * Contextualization * Stimulus Format

2

1.93

0.15

0.02

Error

183

Note. N =200; “F” = F-ratio; “𝜂𝑝2 ” = partial eta-square effect size.
*
p ≤ .05. ** p ≤ .01.

145

Table 9
Full Factorial ANOVA Results for Opportunity to Perform
𝜂𝑝2

Predictor

df

F

p

Device Type

1

0.14

0.71

0.00

Contextualization

2

0.94

0.40

0.01

Stimulus Format

1

5.60

0.02*

0.03

Device Type * Contextualization

2

0.11

0.89

0.00

Device Type * Stimulus Format

1

0.66

0.42

0.00

Contextualization * Stimulus Format

2

0.15

0.87

0.00

Device Type * Contextualization * Stimulus Format

2

0.01

0.99

0.00

Error

188

Note. N =200; “F” = F-ratio; “𝜂𝑝2 ” = partial eta-square effect size.
*
p ≤ .05. ** p ≤ .01.
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Table 10
ANCOVA Results for Opportunity to Perform, Controlling for Sample and Individual Differences
𝜂𝑝2

Predictor

df

F

p

Age

1

0.56

0.46

0.00

English Fluency

1

1.28

0.26

0.01

Sample

1

6.07

0.02*

0.03

Device Type

1

0.49

0.49

0.00

Contextualization

2

1.55

0.21

0.02

Stimulus Format

1

6.25

0.01*

0.03

Device Type * Contextualization

2

0.22

0.80

0.00

Device Type * Stimulus Format

1

0.55

0.46

0.00

Contextualization * Stimulus Format

2

0.29

0.75

0.00

Device Type * Contextualization * Stimulus Format
Error

2
183

0.00

0.99

0.00

Note. N =200; “F” = F-ratio; “𝜂𝑝2 ” = partial eta-square effect size.
*
p ≤ .05. ** p ≤ .01.

147

Table 11
Full Factorial ANOVA Results for Satisfaction with Testing Experience
𝜂𝑝2

Predictor

df

F

p

Device Type

1

0.66

0.42

0.00

Contextualization

2

0.33

0.72

0.00

Stimulus Format

1

1.19

0.28

0.01

Device Type * Contextualization

2

0.81

0.45

0.01

Device Type * Stimulus Format

1

0.76

0.38

0.00

Contextualization * Stimulus Format

2

0.00

0.99

0.00

Device Type * Contextualization * Stimulus Format

2

0.70

0.50

0.01

Error

188

Note. N =200; “F” = F-ratio; “𝜂𝑝2 ” = partial eta-square effect size.
*
p ≤ .05. ** p ≤ .01.
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Table 12
ANCOVA Results for Satisfaction with Testing Experience, Controlling for Sample and Individual Differences
𝜂𝑝2

Predictor

df

F

p

Age

1

0.14

0.71

0.00

English Fluency

1

7.04

0.01*

0.04

Sample

1

4.18

0.04*

0.02

Device Type

1

0.73

0.40

0.00

Contextualization

2

0.31

0.74

0.00

Stimulus Format

1

1.32

0.25

0.01

Device Type * Contextualization

2

1.02

0.36

0.01

Device Type * Stimulus Format

1

0.74

0.39

0.00

Contextualization * Stimulus Format

2

0.07

0.94

0.00

Device Type * Contextualization * Stimulus Format

2

0.68

0.51

0.01

Error

183

Note. N =200; “F” = F-ratio; “𝜂𝑝2 ” = partial eta-square effect size.
*
p ≤ .05. ** p ≤ .01.
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Table 13
Full Factorial ANOVA Results for Perceived Job Relatedness—Content
𝜂𝑝2

Predictor

df

F

p

Device Type

1

1.46

0.23

0.01

Contextualization

2

1.46

0.24

0.02

Stimulus Format

1

0.91

0.34

0.01

Device Type * Contextualization

2

0.72

0.49

0.01

Device Type * Stimulus Format

1

1.71

0.19

0.01

Contextualization * Stimulus Format

2

0.42

0.66

0.00

Device Type * Contextualization * Stimulus Format

2

1.46

0.23

0.02

Error

188

Note. N =200; “F” = F-ratio; “𝜂𝑝2 ” = partial eta-square effect size.
*
p ≤ .05. ** p ≤ .01.
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Table 14
ANCOVA Results for Perceived Job Relatedness—Content, Controlling for Sample and Individual Differences
𝜂𝑝2

Predictor

df

F

p

Age

1

5.49

0.02*

0.03

English Fluency

1

0.00

0.95

0.00

Sample

1

2.50

0.12

0.01

Device Type

1

0.51

0.48

0.00

Contextualization

2

2.12

0.12

0.02

Stimulus Format

1

1.03

0.31

0.01

Device Type * Contextualization

2

0.90

0.41

0.01

Device Type * Stimulus Format

1

1.56

0.21

0.01

Contextualization * Stimulus Format

2

0.36

0.70

0.00

Device Type * Contextualization * Stimulus Format

2

1.59

0.21

0.02

Error

183

Note. N =200; “F” = F-ratio; “𝜂𝑝2 ” = partial eta-square effect size.
*
p ≤ .05. ** p ≤ .01.
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Table 15
Full Factorial ANOVA Results for Perceived Job Relatedness—Predictive
𝜂𝑝2

Predictor

df

F

p

Device Type

1

1.57

0.21

0.01

Contextualization

2

0.21

0.81

0.00

Stimulus Format

1

0.43

0.52

0.00

Device Type * Contextualization

2

0.49

0.62

0.01

Device Type * Stimulus Format

1

0.17

0.68

0.00

Contextualization * Stimulus Format

2

0.01

0.99

0.00

Device Type * Contextualization * Stimulus Format

2

0.53

0.59

0.01

Error

188

Note. N =200; “F” = F-ratio; “𝜂𝑝2 ” = partial eta-square effect size.
*
p ≤ .05. ** p ≤ .01.
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Table 16
ANCOVA Results for Perceived Job Relatedness—Predictive, Controlling for Sample and Individual Differences
𝜂𝑝2

Predictor

df

F

p

Age

1

0.07

0.10

0.76

English Fluency

1

0.21

0.65

0.00

Sample

1

6.30

0.01*

0.03

Device Type

1

0.71

0.40

0.00

Contextualization

2

0.49

0.62

0.00

Stimulus Format

1

0.48

0.49

0.00

Device Type * Contextualization

2

0.38

0.69

0.00

Device Type * Stimulus Format

1

0.26

0.61

0.00

Contextualization * Stimulus Format

2

0.03

0.97

0.00

Device Type * Contextualization * Stimulus Format

2

0.48

0.62

0.01

Error

183

Note. N =200; “F” = F-ratio; “𝜂𝑝2 ” = partial eta-square effect size.
*
p ≤ .05. ** p ≤ .01.
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Table 17
ANCOVA Results for PJR-Content with Contextualization Recoded into a Binary Variable
𝜂𝑝2

Predictor

df

F

p

Age

1

4.97

0.03*

0.03

English Fluency

1

0.00

0.99

0.00

Sample

1

2.41

0.12

0.01

Device Type

1

0.66

0.42

0.00

Contextualization (Some vs. None)

1

4.18

0.04*

0.02

Stimulus Format

1

1.42

0.24

0.01

Device Type * Contextualization

1

0.05

0.82

0.00

Device Type * Stimulus Format

1

1.72

0.19

0.01

Contextualization * Stimulus Format

1

0.45

0.51

0.00

Device Type * Contextualization * Stimulus Format

1

0.15

0.70

0.00

Error

187

Note. N =200; “F” = F-ratio; “𝜂𝑝2 ” = partial eta-square effect size.
*
p ≤ .05. ** p ≤ .01.
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Table 18
ANCOVA Results for Contextualization and English Fluency Effects on SJT Scores, Controlling for Sample and Age
𝜂𝑝2

Predictor

df

F

p

Age

1

1.91

0.17

0.01

Sample

1

2.41

0.12

0.01

Contextualization

2

2.20

0.11

0.02

English Fluency

2

2.83

0.06

0.03

Contextualization * English Fluency

4

0.31

0.87

0.01

Error

187

Note. N =200; “F” = F-ratio; “𝜂𝑝2 ” = partial eta-square effect size.
*
p ≤ .05. ** p ≤ .01.
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Table 19. Itemwise Comparison of SJT Scores by Device Type
Item
1
2
3
4
5
6
7
8
9
10
11
12
13
14
15
16
17
18
19
20
21
22
23
24
25
26
27
28
29
30
31
32
33
34
35
36
37
38
39
40
41
42
43
44
45
46
47
48
49
50

d

t

–0.16
0.02
0.40
0.12
0.01
0.12
0.00
0.28
0.06
–0.07
–0.27
0.29
0.26
0.11
–0.15
0.13
0.03
0.02
–0.21
–0.29
–0.07
0.08
0.17
0.11
0.15
0.07
–0.01
–0.01
0.34
0.08
0.10
–0.10
–0.36
–0.15
0.04
–0.08
–0.22
0.04
0.07
–0.01
0.01
0.12
–0.16
–0.35
–0.06
0.15
0.05
0.16
–0.06
0.11

–1.10
0.13
2.85
0.83
0.10
0.84
–0.03
2.00
0.45
–0.46
–1.93
2.05
1.83
0.76
–1.04
0.91
0.24
0.14
–1.49
–2.02
–0.51
0.59
1.20
0.79
1.05
0.48
–0.03
–0.05
2.42
0.54
0.67
–0.72
–2.52
–1.02
0.25
–0.57
–1.55
0.25
0.48
–0.04
0.04
0.85
–1.14
–2.47
–0.45
1.06
0.34
1.13
–0.44
0.78

df
198
198
198
198
198
198
198
198
198
198
193.14
185.62
198
198
198
198
198
198
198
198
198
198
198
198
182.51
198
198
198
197
198
198
198
198
198
198
198
198
198
198
198
198
198
198
198
198
198
198
179.0
198
198

p
.271
.895
.005**
.411
.923
.399
.976
.047*
.651
.648
.055
.042*
.068
.451
.301
.363
.814
.886
.139
.045*
.612
.555
.231
.432
.289
.631
.974
.957
.016*
.589
.504
.476
.012*
.308
.803
.570
.123
.800
.633
.968
.970
.396
.255
.015*
.655
.289
.737
.261
.663
.437

Note. Degrees of freedom vary due to the use of t-tests for homogenous and heterogenous variances. Higher effect sizes
reflect higher scores on nonmobile devices compared to mobile devices.
*p < .05; **p < .01.
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Table 20. Itemwise Comparison of SJT Scores by Contextualization
Item
1
2
3
4
5
6
7
8
9
10
11
12
13
14
15
16
17
18
19
20
21
22
23
24
25
26
27
28
29
30
31
32
33
34
35
36
37
38
39
40
41
42
43
44
45
46
47
48
49
50

High score
condition
Med
Med
None
None
High
High
Med
None
None
None
None
None
Med
High
High
None
High
Med
High
High
None
Med
None
Med
Med
High
High
None
None
Med
Med
High
None
High
High
None
High
None
High
Med
None
High
None
Med
None
High
High
None
None
High

η2

F

df

p

0.01
0.02
0.01
0.02
0.01
0.03
0.07
0.00
0.01
0.01
0.00
0.01
0.00
0.03
0.03
0.07
0.02
0.36
0.05
0.02
0.03
0.04
0.02
0.02
0.01
0.00
0.10
0.00
0.03
0.01
0.01
0.02
0.01
0.05
0.01
0.02
0.10
0.05
0.10
0.00
0.04
0.02
0.10
0.00
0.02
0.01
0.00
0.01
0.01
0.05

1.05
2.03
0.68
1.72
0.60
3.08
7.21
0.06
0.77
0.54
0.29
0.52
0.05
2.80
3.46
7.59
1.61
56.49
5.07
2.41
2.62
4.00
2.16
1.74
1.08
0.07
10.62
0.41
3.14
1.15
1.27
1.91
1.17
4.77
0.66
1.90
10.40
4.89
10.88
0.38
3.96
2.26
11.07
0.11
1.74
0.93
0.04
1.26
0.69
5.66

2
2
2
2
2
2
2
2
2
2
2
2
2
2
2
2
2
2
2
2
2
2
2
2
2
2
2
2
2
2
2
2
2
2
2
2
2
2
2
2
2
2
2
2
2
2
2
2
2
2

.352
.134
.508
.182
.548
.048*
.001***
.938
.463
.584
.746
.593
.949
.063
.033*
.001***
.202
.000***
.007**
.092
.075
.020*
.118
.178
.340
.931
.000***
.667
.046*
.318
.283
.150
.313
.010*
.520
.152
.000***
.008**
.000***
.683
.021*
.107
.000***
.893
.178
.395
.964
.285
.503
.004**

*p < .05; **p < .01; *** p < .001.
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Table 21. Itemwise Comparison of SJT Scores by Stimulus Format
Item
1
2
3
4
5
6
7
8
9
10
11
12
13
14
15
16
17
18
19
20
21
22
23
24
25
26
27
28
29
30
31
32
33
34
35
36
37
38
39
40
41
42
43
44
45
46
47
48
49
50

d

t

df

–0.06
0.19
0.07
0.05
–0.05
–0.12
–0.26
0.15
0.35
–0.23
–0.01
0.07
–0.04
–0.02
0.16
–0.05
0.03
0.17
–0.14
0.08
–0.06
0.14
0.30
0.16
0.34
0.21
0.13
0.21
–0.10
0.11
0.09
0.09
–0.11
0.17
0.28
–0.15
0.04
–0.03
0.10
0.09
0.09
–0.05
0.02
0.05
0.09
–0.14
0.08
0.08
0.03
–0.11

–0.41
1.33
0.49
0.38
–0.32
–0.88
–1.82
1.05
2.44
–1.61
–0.05
0.51
–0.31
–0.12
1.10
–0.33
0.19
1.21
–0.98
0.55
–0.43
0.95
2.10
1.13
2.42
1.45
0.93
1.45
–0.71
0.77
0.65
0.67
–0.74
1.17
1.96
–1.06
0.26
–0.19
0.69
0.65
0.64
–0.38
0.17
0.36
0.62
–1.01
0.60
0.59
0.23
–0.76

198.0
198
198
198
198
198
197.8
198
198
198
198
198
198
198
198
198
198
197.9
198
198
198
198
198
196.4
192.7
198
198.0
179.8
197
198
198
198
198
198
198
198
198
198
198
198.0
198
198
198
198
198
198
198
198
198
198

p
.680
.186
.628
.708
.749
.382
.070
.293
.016*
.108
.961
.613
.758
.901
.271
.746
.853
.228
.329
.581
.665
.344
.037*
.260
.017(
.148
.352
.150
.477
.443
.514
.507
.460
.244
.052
.292
.799
.852
.494
.515
.522
.705
.868
.721
.539
.313
.553
.554
.818
.451

Note. Degrees of freedom vary due to the use of t-tests for homogenous and heterogenous variances. Higher effect sizes
reflect higher scores on items with pictorial stimuli compared to items with only textual stimuli.
*p < .05.
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Table 22
Full Factorial ANOVA Results for SJT Scores, Excluding Participants with Mismatched Device Access
𝜂𝑝2

Predictor

df

F

p

Device Type

1

0.03

0.86

0.00

Contextualization

2

5.11

0.01**

0.06

Stimulus Format

1

4.36

0.04*

0.02

Device Type * Contextualization

2

1.66

0.19

0.02

Device Type * Stimulus Format

1

0.14

0.71

0.00

Contextualization * Stimulus Format

2

0.52

0.59

0.01

Device Type * Contextualization * Stimulus Format

2

0.48

0.62

0.01

Error

177

Note. N =189; “F” = F-ratio; “𝜂𝑝2 ” = partial eta-square effect size.
*
p ≤ .05. ** p ≤ .01.
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Table 23
Participant Device Characteristics by Condition
Mobile (n = 96)
High Context
Make
Apple
Dell
Google
HP
Lenovo
LG
Samsung
Other

Med. Context

Nonmobile (n = 104)
No Context

High Context

Med. Context

No Context

Text

Pictures

Text

Pictures

Text

Pictures

Text

Picture

Text

Pictures

Text

Pictures

12
1

15
2

9
1

13
2

11
3

8
–

2
–
1
–
2

1
–
–
1
–

3
1
–
–
1

3
1
–
1
2

–
2
–
–
3

1
1
–
–
1

16
–
1
–
–
–
2
–

10
–
–
–
–
1
1
1

17
–
–
–
–
–
1
1

12
–
–
–
–
–
1
–

11
–
1
–
–
1
4
–

13
–
–
–
–
–
2
–

3
4
5
6

5
5
5
4

3
2
7
3

6
7
6
3

3
7
6
3

2
4
4
1

6
8
4
1

3
7
3
–

3
12
1
3

2
10
1
–

5
6
3
3

3
9
3
–

Age
Less than 1 year old
1-2 years old
3-4 years old
5 years old or more
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Figure 1. Predicted contextualization x device type interaction effect on SJT scores.
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Figure 2. Predicted contextualization x device type interaction effect on test-taker reactions.
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Figure 3. Predicted three-way interaction effect on SJT scores.
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Figure 4. Predicted three-way interaction effect on test-taker reactions.
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Figure 5. Contextualization x device type effect on SJT scores.

165

Figure 6. Contextualization x device type effect on SJT scores, controlling for sample and
individual differences.

166

Figure 7. Three-way interaction between device type, contextualization, and stimulus format on SJT scores, controlling for sample
and individual differences.

167

Figure 8. Three-way interaction between device type, contextualization, and stimulus format on test ease, controlling for sample and
individual differences.

168

Figure 9. Three-way interaction between device type, contextualization, and stimulus format on opportunity to perform, controlling
for sample and individual differences.

169

Figure 10. Three-way interaction between device type, contextualization, and stimulus format on test satisfaction, controlling for
sample and individual differences.

170

Figure 11. Interaction between contextualization and English fluency on SJT scores, controlling for sample and age.
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