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Abstract 
The main purpose of this paper is to take apart the reducibility method in order to 
understand how its pieces fit together, and in particular, to recast he conditions on candidates 
of reducibility as sheaf conditions. There has been a feeling among experts on this subject hat it 
should be possible to present he reducibility method using more semantic means, and that 
a deeper understanding would then be gained. This paper gives mathematical substance to this 
feeling, by presenting a generalization f the reducibility method based on a semantic notion of 
realizability which uses the notion of a cover algebra (as in abstract sheaf theory). A key 
technical ingredient is the introduction of a new class of semantic structures equipped with 
preorders, called pre-applicative structures. These structures need not be extensional. In this 
framework, a general realizability theorem can be shown. Kleene's recursive realizability and 
a variant of Kreisel's modified realizability both fit into this framework. We are then able to 
prove a metatheorem which shows that if a property of realizers atisfies ome simple condi- 
tions, then it holds for the semantic interpretations of all terms. Applying this theorem to the 
special case of the term model, yields a general theorem for proving properties of typed 2-terms, 
in particular, strong normalization and confluence. This approach clarifies the reducibility 
method by showing that the closure conditions on candidates of reducibility can be viewed as 
sheaf conditions. The above approach is applied to the simply-typed 2-calculus (with types --*, 
x,  + ,  and 1), and to the second-order (polymorphic) 2-calculus (with types ~ and V2), for 
which it yields a new theorem. 
I. Introduction 
Kleene, Kreisel, and others [13, 16,26], introduced realizability, a certain kind of 
semantics for intuitionistic logic. Realizabil ity can be used to show that certain axioms 
are consistent with certain intuit ionistic theories of arithmetic, or to show that certain 
axioms are not derivable in these theories [1,14,26,27,1. Tait [24-1, introduced 
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reducibility (or computability), as a technique for proving strong normalization for the 
simply-typed 2-calculus. Girard [7] introduced the method of the candidates of 
reducibility, a technique for proving strong normalization for the second-order typed 
2-calculus (and F~,). Statman [23] and Mitchell [20] observed that reducibility can be 
used to prove other properties besides trong normalization, for example, confluence. 
The above lead to some natural observations: 
• There are some similarities between reducibility and realizability, but they remain 
somewhat implicit. 
• Proofs by reducibility use an interpretation of the types, but such interpretations 
are very syntactical. 
• Proofs by reducibility seem to involve the construction of certain kinds of models. 
• Proofs by reducibility use various inductive invariants (due to Girard [6, 7], Tait 
[24,25] and Krivine [17]), but it is hard to see what they have in common. 
These observations suggest he following two questions which are the primary 
concerns of this paper: 
1. What is the connection between realizability and reducibility? 
2. Is it possible to give more "semantic" versions of proofs using reducibility? 
This paper provides ome answers to the above questions. But before explaining 
our results, we would like to explain our motivations and our point of view a little 
more. Reducibility proofs are seductive and thrilling, but also elusive. Following these 
proofs step-by-step, we see that they "work" (when they are not wrong!), but I claim 
that most of us would still admit that they are not sure why these proofs work? The 
situation is somewhat comparable to driving a Ferrari (I suppose): the feeling of power 
is tremendous, but what exactly is under the hood? What kind of carburator, what 
kind of valve mechanism, gives such power and flexibility? 
For a number of years, I have tried to take apart the wonderful engine of the 
reducibility method, look inside its carburator, etc. Mathematically, in order to make 
some progress, it is often necessary to understand the various axioms that are used in 
a complex proof. It is often necessary to understand which ingredients of a proof are 
incidental, and which are really crucial to the proof. For example, in reducibility 
proofs, since the objective is usually to prove strong normalization, conditions pecific 
to strong normalization are usually intimately mixed with other conditions on 
candidates. However, this is placing somewhat of a straight-jacket on the method of 
reducibility, and this is also somewhat confusing. Indeed, we know that other proper- 
ties besides trong normalization can be shown, even some that cannot follow from 
strong normalization, for instance, head-normalization, i  the case of the pure 
2-calculus (for several examples, see [17]). 
Similarly, properties of substitutions are usually needed in middle of reducibil- 
ity proofs, and I often wondered why. Another instance of a confusing overlap 
is that in approaches where reducibility is generalized to apply to a general property 
~, it is assumed that ~ satisfies the candidate conditions. As we shall see, this is 
unnecessary. 
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This paper consists of the observations that we find worth reporting, resulting from 
our many attempts to take the reducibility engine apart. 
First, we found that it was necessary to step away from the syntax to have a clear 
view. Thus, we define an abstract notion of semantic realizability which uses the 
notion of a cover algebra (covering families used in abstract sheaf theory). For this, we 
introduce a new class of structures equipped with preorders, called pre-applicative 
structures. These structures need not be extensional. Kleene's recursive realizability 
and a variant of Kreisel's modified realizability both fit into this framework. In this 
setting, it turns out that the family (r ~«~)«~~ of sets of realizers associated with the 
types, is a sheaf. Secondly, we consider abstract properties ~ of these sets of realizers. 
The main theorem is the foliowing: provided that the abstract property ~ satisfies 
some fairly simple conditions (P1)-(P5), if a type « is provable and M is a proof for «, 
then the meaning d~M~p of M is a realizer of a that satisfies the property ~. As 
a corollary, considering the term model for the simply-typed 2-calculus (with types 
, x,  + ,  and _1_), we obtain simple proofs for strong normalization and confluence. 
We also extend our method to system F. 
We had previously discovered that it was possible to prove a general metatheorem 
for the simply-typed 2-calculus [5]. However, this previous work is still purely 
syntactical, and in our opinion, the present work goes much further in clarifying the 
nature of the candidate conditions, and separating the semantic from the syntactic 
components of reducibility proofs. 
In our opinion, the new light on the reducibility method is that the conditions on 
the candidates of reducibility are not just a lucky strike (nevertheless, we still admire 
Girard, Tait, and other creators of the reducibility method for their remarkable 
intuition). In fact, these conditions can be viewed as sheaf conditions. I remember 
vividly when this idea occurred to me on 8 December 1992, while Jim Lipton was 
lecturing on cover conditions for sheaf models of intuitionistic logic. For several 
weeks, Jim had been lecturing on realizability methods, and when he explained how 
cover conditions unified all these approaches, I realized that the same idea could be 
applied to the conditions on candidates of reducibility. From that point on, it was very 
natural to attempt to define semantic realizability models of the reduction relation, and 
not of the convertibility relation (which is probably what held people back). Indeed, 
these models are not models of 2-calculi n the traditional sense, since they are not 
models of the convertibility relation, but instead models of the reduction relation. This 
idea is actually not new, and has been explored by Girard [8], Jacobs et al. [12], and 
Plotkin [22]. However, our class ofmodels is new, and the way we use them certainly 
appears to be new, although the next paragraph may attenuate our claim. In any case, 
our method has the advantage of dissociating the more semantic omponents of 
proofs of reducibility from the purely syntactic omponents, which have to do with the 
2-calculus under consideration. 
In a recent paper, Hyland and Ong [11] show how strong normalization proofs can 
be obtained from the construction of a modified realizability topos. Very roughly, they 
show how a suitable quotient of the strongly normalizing untyped terms can be made 
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into a categorical (modified realizability) interpretation fsystem F. There is no doubt 
that Hyland and Ong's approach and our approach are somewhat related, but the 
technical details are very different, and we are unable to make a precise comparison at 
this point. What we can say is that our aim is not to provide a new class of categorical 
models, but rather to provide a better axiomatization of the conditions that make the 
proof go through. For this purpose, we believe that the notion of a cover algebra is 
particularly well suited. Clearly, further work is needed to clarify the connection 
between Hyland and Ong's approach and ours. 
In order to motivate our approach and to help the reader's intuition, we first sketch 
our approach for the simply-typed 2-calculus 2 ~. 
Recall that the types and the terms of 2 « are given by the following grammar: 
« ::= b I (a~(r )  
M ::= c l x [ (MM)  I (Ax:«.M).  
The type-checking rules are as usual (see Section 2), and we let A« denote the set of 
).-terms of type tr. 
It is important o observe that there are two classes of terms" 
1. Those created by introduction rules, or I-terms, 2x:«. M; 
2. Those created by elimination rules, MN. 
I-terms play a special role, because the only way to create a redex is to combine an 
I-term with some other term. Terms that are not I-terms, are called simple, or neutral: 
x, c, MN. 
Girard realized the importance of simple terms (see his conditions (CR1)-(CR3) in 
[7]). However, Koletsos [15] realized the following crucial fact: 
Fact. MN ~~ Q, where Q is an I-term, only if M itself reduces to an I-term. 
Let ~ = (P«)«~« be a family of properties of the simply-typed 2-terms (that 
type-check). For example, MeP« holds iff M is strongly normalizing (SN), or M~P« 
holds iffconfluence holds from M. In Gallier [5], we obtained the following theorem. 
Theorem A. Let ~ be a family satisfying the conditions: 
(P1) x~P«, c~P«,for every variable x and constant c of type «. 
(P2) I f  M~P« and M --+ßN, then N~P«. 
+ i (P3) I f  M is simple, M~P . . . .  N~P«, and (~x:tr. M')N~P~ whenever M -+ß,a.x:«. M, 
then MN~P~. 
(P4) I f  MEP~, then ~.x:tr.MeP««~. 
(P5) I f  N~P« and M[N/x]eP~, then (2x:tr. M)N~P~. 
Then, Pc holds for all terms of type a, i.e. Pc = At, for every tre~q-. 
In particular, SN and confluence are easily shown to satisfy conditions (P1)-(P5), and 
as a corollary, we obtain that SN and confluence hold for ~.«. 
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The proof of Theorem Auses a version of reducibility in which the types are 
interpreted as follows: 
[[a~ = Pc, a a base type, 
I a~ z~= {M[M~P . . . .  and for al lN, i fNe~a~ thenMNe~z~}. 
The other crucial concept used in the proof is the notion of a ~-candidate, inspired 
by the werk of Girard et al. 
A family ~ = (S«)«~~- of nonempty sets of terms is a ~-candidate iff it satisfies the 
following conditions: 
(S1) Sc _ Pc. 
(S2) I fMeSc and M ~BN, then NeSt. 
+ 
($3) If M is simple, Me Pc, and 2x:7. M'e Sc whenever M ~~ 2x: 7 . M', then Me Sc. 
Condition (S3) can be rewritten as follows: 
($4) If M is simple, MePc, and QeSc whenever M ~~ Q and Q is an I-term, then 
MeSc. 
The advantage of the above formulation is that it applies to more general calculi, as 
long as the notion of an I-term is well-defined. 
We new take the (somewhat wild) step of relating the previous concepts to covers 
(in the sense of Grothendieck) and sheaves [18]. We can think of the set 
{N[M ~~Q ~N, Q an I-term} 
as a cover of M. 2 Then, writing Covc(C, M) for "the set C covers M',  condition ($3) 
can be formulated as: 
($3) If •ort(C, M), and C ~ Sc, then MeSc. 
We can view S ~ = (S«)«~9- as a functor 
S~ :£#~-op ~ Sets, 
by letting 5a(M) = {a]MeSc}, where £P9-- is basically the term model, with preorder 
N~M iff M *BN. Indeed, ($2) says that Se(M) _ Se(N) ifN<_M. Then, ($3) can be 
formulated as: 
($3) If Covc(C, M), and aeSe(N) for every NeC, then aeg(M) .  
For those familar with sheaves, this looks like a "sheaf condition". Indeed, the 
covers arising in reducibility proofs satisfy some conditions defined by Grothendieck 
in the sixties! These are the conditions for Grothendieck topologies on sites [-18]. 
In order to make all this clear, first, we need to define some appropriate semantic 
structures that will be out sites. Normally, sites are categories. Thus, we will consider 
semantic structures where the carriers are equipped with preorders. These preorders 
area  semantic version of reduction (*p) .  
In order to understand what motivated the definition of the semantic structures 
used in this paper, it is useful to review the usual definition of an applicative structure 
2When M is a simple term that is not stubborn, see Section 12 for details. 
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for the simply-typed 2-calculus (for example, as presented in [10]). For simplicity, we 
are restricting our attention to arrow types. Let ~- be the set of simple types built up 
from some base types using the constructor ~.  Given a signature Z of function 
symbols, where each symbol in 2; is assigned some type in ~d', an applicative structure 
d is defined as a triple 
< (A«)« ~~-, (app ««) ~-, Const >, 
where 
(A«),«9 - is a family of nonempty sets called carriers, 
(app ««) .... ~- is a family of application operators, where each app  ",~ is a total 
function app ' "  : A «-'' x A ~ ~ At; 
Const is a function assigning a member of A" to every symbol in 27 of type a. 
The meaning of simply-typed 2-terms is usually defined using the notion of an 
environment, or valuation. A valuation is a function P:Z ~ U(A«)«~«, where Z is the 
set of term variables. Although when nonempty carriers are considered (which is the 
case right now), it is not really necessary to consider judgements for interpreting 
2-terms, since we are going to consider more general applicative structures, we define 
the semantics of terms using judgements. Recall that a judgement is an expression of 
the form F~, M:a, where F, called a context, is a set of variable declarations of the form 
X 1:0" 1 . . . .  , xù:0"ù, where the xi are pairwise distinct and the 0"i are types, M is a simply- 
typed 2-term, and 0" is a type. There is a standard proof system that allows to 
type-eheck terms. A term M type-checks with type 0" in the context F (where F con- 
tains an assignment of types to all the variables in M) iff the judgement F~,M:0" is 
derivable in this proof system. Given a context F, we say that a valuation p satisfies 
F iff p(x)~A « for every x:0"~F (in other words, p respeets the typing of the variables 
declared in F). Then given a context F and a valuation p satisfying F, the meaning 
~F~,M:0"~p of a judgement F~,M:0" is defined by induction on the derivation of 
F~ M:0", according, to the following clauses: 
~F~,x:0"~p = p(x) if x is a variable; 
~Ft~c:0"~ p = Const(c) if c is a constant; 
[f l~,MN:r~p = app«'~([F~M:(0" ~ r)~p,~Ft, N:0"~p), 
~Ft>2x:0". M:(0" --* z)~ p =f ,  where f i s  the unique element of A «'* such that 
app«'*(f, a) = ~F,x:0"t>M:z~p[x:= a], for every asA ~. 
Note that in order for the element f~A «~~ to be uniquely defined in the last clause, 
we need to make certain additional assumptions. First, we assume that we are 
considering extensional applicative structures, which means that for all f, g~A «~~, if 
app( f  a) = app(g, a) for all aEA «, then f= g. This condition guarantees the unique- 
ness of f if it exists. The second condition is more technical, and asserts that each 
A" contains enough elements so that there is an element fEA  «~~ such that 
app««( f  a) = [~F,x:0.~,M:z~p[x:= a], for every aEA «. 
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Note that each operator app  «,~:A °È*xA ~ ~ A ~ induces a function 
fun«t:  A «'~ -~ [A « ~ W],  where [A « ~ A t] denotes the set of functions from A « to 
A t, defined such that 
fun«, t ( f ) (a)  = app««(f ,a),  
for a l l f6 ,C  "t, and all aöA °. Then, extensionality is equivalent to the fact that each 
fun «'~ is injective. Note that fun«'t:A " ' t  ~ [A « ~ A t] is the "curried" version of 
app  ' 't:  A « ' t  × A « -~ A t, and it exists because the category of sets is Cartesian-closed. 
The clause defining [ [F~,2x:a.M:(a ~ ~)~p suggests that a partial map 
abst«t :  [A « ~ A t] ~ A «'t ,  "abstracting" a function ~0~[A « =~ W] into an element 
abst«'~(tp)eA ~~~, can be defined. For example, the function ¢p defined such that 
q~(a) = ~F ,x :a~M:~~p[x := a] would be mapped to ~Ft~2x:a.M:(a ~ z)~p. In 
order for the resulting structure to be a model of fl-reduction, we just have to require 
that furt "'t and abst  °'' satisfy the axiom 
fun«'t(abst~«(~o)) = ~o, 
whenever ~oe [A ~ ~ W] is in the domain of abst  ~'t. But now, observe that if pairs of 
operators furt ~'t, abst  ~'t satisfying the above axiom are defined, the injectivity of 
fun «« is superfluous for defining [[F~,2x:a. M: (a  ~ z)~ p. 
Thus, by defining a more general kind of applicative structure using the operators 
fun «« and abst  "'t, we can still give meanings to 2-terms, even when these structures 
are nonextensional. In particular, our approach is an alternative to the method where 
one considers applicative structures with meaning functions, as for example in [20]. In 
particular, the term structure together with the meaning function defined using 
substitution can be seen to be an applicative structure according to out definition. In 
fact, this approach allows us to go further. We can assume that each carrier A ° is 
equipped with a preorder ___~, and rather than considering the equality 
fun«'t(abst««(~o)) = ~o, 
we can consider inequalities 
fi.m«.t (abst«,t (~o)) ~ ~o. 
This way, we can deal with intentional (nonapplicative) structures that model reduc- 
tion rather than conversion. We learned from Gordon Plotkin that models of 
B-reduction (or flr/-reduction) have been considered before, in particular by Girard 
[8], Jacobs et al. [12], and Plotkin [22]. However, except for Girard who studies 
qualitative domains for system F, the other authors consider models of the untyped 
2-calculus. A brief presentation of these models can be founded at the end of Section 3. 
Let us now briefly discuss how to generalize the above approach to the second- 
order (polymorphic) 2-calculus (with types ~ and rE). For this, we generalize 
pre-applicative structures. We now have a type algebra T, that we use to interpret he 
(syntactic) types. Then, the set of realizers r [[a~ p associated with a type tr depends on 
a valuation # that assigns a pair (s, S)  to every type variable, where s is an element of 
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the type algebra T, and S is the s-component ofsome sheaf 5+' = (Ss)s~ r. In this setting, 
it turns out that the family (r[[a]] #)«~: of sets of realizers associated with the types, is 
itself a sheaf. Actually, we consider abstract properties ~ of these sets of realizers. The 
main theorem is the following: provided that the abstract property ~ satisfies ome 
fairly simple conditions (PI)-(P5), if F~,M:a and p(y)~r~3~ I  for every y:6~F, then 
the meaning ~I~F~,M:a]] p of F~,M:a is a realizer of a that satisfies the property ~. 
As an application, considering a suitable term model for the second-order 2-calculus, 
we obtain a new theorem for proving properties of terms in 2 « ,v2. As a corollary, we 
obtain simple proofs for strong normalization and confluence. This approach sheds 
some new light on the reducibility method and the conditions on the candidates of 
reducibility. These conditions can be viewed as sheaf conditions. 
In order to understand what motivated our definition of second-order pre- 
applicative structures, it is useful to review the definition of an applicative structure 
for the second-order (polymorphic) 2-calculus. In order to deal with second-order 
types, we need to provide an interpretation of the type variables. Thus, as in 
Breazu-Tannen and Coquand [2], we assume that we have an algebra oftypes, which 
consists of a quadruple 
<T,~, [T  ~ Tl,V>, 
where T is a nonempty set of types, --* : T x T ~ T is a binary operation on T, 
[T  ~ T] is a nonempty set of functions from T to T, and V is a function 
V: [ T ~ T] ~ T. We hope that readers will forgive us for denoting an algebra of 
types < T, ~ ,  [ T ~ T], V > with the same symbol 7". 
Intuitively, given a valuation 0: ~ ~ T(where ~ is the set of type variables), a type 
a~~-  will be interpreted as an element ~a~ 0 of T. Then, a second-order applicative 
structure is defined as a tuple 
( T, (A s),~ r, (app s'')s,,+ r, ( tapp + ), « t r + r] ), 
where 
T is an algebra of types; 
(AS)s~r is a family of nonempty sets called carriers, 
(appS't)s,t« r is a family of application operators, where each app  s't is a total function 
appS't : ATM x A s ~ At; 
(tapp*)+,<T+r] is a family of type-application perators, where each tapp* is a total 
function tapp*: A v<*) x T ~ H(A*lS))s~r, such that mpp*(f ,  t)~A *~t~, for every 
f~A v~*), and every t~ T. 
In order to define second-order applicative structures using operators like fun and 
abst,  we need to define the curried version t~ln+ of tapp*:AV<+) x T ~ LI (A+~S))s+ r. 
For this, we define a kind of dependent product H+(AS)s+r (see Definition 14.2). 
Then, we have families of operators tfun*: A v~*) ~ I-l,(A~)s« r, and 
tabst*:H+(AS)s+r ~ A v~+), for every ~~[T  ~ T]. 
This paper is organized as follows. The syntax of the simply-typed 2-calculus 
2 . . . .  + "~ is reviewed in Section 2. Pre-applicative structures for 2 - are defined in 
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Section 3, and some examples are given. The crucial notions of ~-cover algebras and 
of~-sheaves are defined for 2 ~ in section 4. The notion of ~-realizability is defined for 
2 ~ in Section 5. In Section 6, it is shown how to interpret erms in 2 ~ in pre- 
applicative structures. The realizability theorem for the typed 2-calculus 2~ is shown 
in Section 7. Pre-applicative structures for the typed 2-calculus 2" '  ×' ÷ '± are defined in 
Section 8. The notions of ~-cover algebras and ~-realizability are extended to 
2 «'×'+'± in Section 9. In Section 10, it is shown how to interpret erms in 2 ~'×'+' l  in 
pre-applicative structures. The realizability theorem for the typed 2-calculus 2~' ×' + '± 
is shown in Section 11. Section 12 contains an application of the main theorem of 
Section 11 to prove a general theorem about terms of the system 2«' ×' +'±. The syntax 
of the second-order 2-calculus 2 ''v~ is reviewed in Section 13. Pre-applicative struc- 
tures for 2 ''v~ are defined in Section 14. The notions of ~-cover algebras and of 
B-sheaves are defined for 2 ~'v~ in Section 15. The notion of ~-realizability for ,2 «'v~ is 
defined in Section 16. In Section 17, it is shown how to interpret erms in 2 «'v~ in 
pre-applicative structures, and some examples are given. The realizability theorem for 
the second-order typed 2-calculus 2«'v~ is shown in Section 18. Section 19 contains an 
application of the main theorem of Section 18 to prove a new general theorem for 
2 «'v~ (Theorem 19.6). Section 20 contains the conclusion and some suggestions 
for further research. Extensional and /~q pre-applicative structures are defined in 
Section 21. 
2. Syntax of the typed 2-ealeulus 2 «' ×' + '± 
Let 3- denote the set of(simple) types, consisting of base types, including the special 
base type _L, and compound types, (a ~ r), (a x z), and (a + z). The presentation will 
be simplified if we adopt the definition of simply-typed 2-terms where all the variables 
are explicitly assigned types once and for all. More precisely, we have a family 
X = (X«),~~, of variables, where each X« is a countably infinite set of variables of type 
tr, and X« ~ X~ = 0 whenever a ¢ ~. Using this definition, there is no need to drag 
contexts along, and the most important feature of the proof, namely the reducibility 
method, is easier to grasp. 
Instead of using the construct case P of inl(x : a) ~ M [ inr(y:z) ~ N, it will be 
more convenient and simpler to use a slightly more general construct [M, N-I, where 
M is of type a ~ õ and N is of type z ~ ~, even when M and N are not 2-abstractions. 
This will be especially advantageous for the semantic treatment to follow. Then, we 
can define the conditional construct case P of i rd (x :a )~ M [ in r (y :z )~ N, 
where P is of type a + r, as [2x :a .  M, 2y:z.  N]P .  The type-checking rules of the 
system are summarized in the following definition. 
Definition 2.1. The terms of the typed 2-calculus 2«' ×' + "± are defined by the following 
rules. 
x:cr when x~X«,  
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with a ~ _1_, 
M:z  
(abstraction) 
(2x :a .M) :a  -o 
where x~X«; 
M:a  --* z N :a  
(application) 
(MN):z 
M:a  N:z  
(pairing) 
(M,N) :  axz  
M:axz  M:axz  
(projection) (projection) 
nl(M): o" ~2(M): z 
M:a  M:z  
(injection) (injection) 
ird(M): a + z i_vlr(M):a + z 
M:(a  --* 3) N:(z --* 3) 
(co-pairing) 
[M,N] : (a  + z) -.o 
The standard elimination rule for + is: 
P:a  + z M:b N:b  
(by-cases) 
(case P of inl(x: a) ~ M ] inr (y :z)  ~ N): b 
where xeX« and yeX, .  
We can design reduction rules so that the construct [2x : a. M, 2y: z. N] P behaves 
just like case P o f in l (x :a )  ~ M I inr (y :z)  » N. For this, we design more atomic 
reduction rules for [M,N] .  These rules do not incorporate the fl-reduction step 
implicit in the traditional reduction rules. 
Definition 2.2. The reduction rules of the system 2 -~' ×' +'1 are listed below: 
(2x :a .M)N ~ M[N/x] ,  
n l ( (M,N) )  ~ M, 
n2( (M,N) ) - - *  N, 
[M,N] in l (P )  --, MP, 
[M,N]in.r(P)  ~ NP, 
V«~dM)N ---* VdM), 
nl(V«×,(M)) ---* V«(M), 
n2(V«×,(M)) --* V,(M), 
[M,N]  V«+dP) ~ Vö(P). 
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The traditional rules for the oase construct are 
case in l (P )  o f in l (x :« )  ~ M [ i_~(y:z) ~ N ~ M[P/x] ,  
casei.n.v(P) ofi_nl(x:a) ~ M I Lrw(y:z) ~ N ~ N[P/y].  
The above reduction rules can be simulated by the [- , - ] -rules of Defnition 2.2 and 
fl-reduction as follows: 
[2x :« .M,  2y:z.N]i_n_.l(P) ~ (2x :a .M)P  ~aM[P /x ] ,  
[2x 'a .M,  2y'z.N]in_v(P) ~ (2y :z .N)P  ~aN[P /y ] .  
The reduction relation defined by the rules of Definition 2.2 is denoted as --*a (even 
though there are reductions other than fl-reduction). From now on, when we refer to 
a 2-term, we mean a 2-term that type-checks. We let A, denote the set of 2-terms of 
type a. 
Given two preordered sets <A «, __«> and <W, <__~>, we let [A « ~ A t ] be the set of 
monotonic functions w.r.t. <__~ and __S, under the pointwise preorder induced by ___t 
defined such that, f _  g iff f (a )~~g(a)  for all aeA «. 
3. Pre-applicative structures for 2" 
In this section, some new semantic structures called pre-applicative structures are 
defined. In order to simplify the presentation, we restrict our attention to the type 
constructor ~,  and we do not discuss extensional or flq pre-applicative structures. 
We also show that the term model can be viewed as a pre-applicative fl-structures. 
Definition 3.1. A pre-applicative fl-structure is a structure 
~¢ = <A, _ , fun ,  abst ) ,  
where 
A -- (A«)««j - is a family of (nonempty) sets called carriers; 
(-----«)««9- is a family of preorders, each __" on A'; 
abst«'~: [A" ~ W] --, A «~t, a family of partial operators; 
fun .... A «~~ ~ [-A « =~ W], a family of (total) operators. 
It is assumed that ~ and abst  are monotonic. Furthermore, the following 
condition is satisfied 
(1) ~m««(abst«,t(~o))~-~0, whenever abst«'~(~o) is defined for ~0e[A ~ ~ W]; 
The operators ~ induce (total) operators app  ~«: A «'~ x A" ~ A t, such that, for 
every f eA «~~ and every aeA ~, 
app«'t(f, a) = fun°'~(f)(a). 
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Then, condition (1) can be written as 
(1') app«'*(abst«'*(~o),a)~~0(a), for all a~A «, for q~~[A«~A*],  whenever 
abst«'*(~o) is defined. 
We say that a pre-applicative Ô-structure is an applicative B-structure iff in condi- 
tion (1), _~ is replaced by the identity relation =.  
Intuitively, ~t is a set of realizers. We will omit superscripts whenever possible. 
When ~¢ is an applicative/%structure, th n, in Definition 3.1, condition (1) amounts to 
(1) furt ~'~ oabst «~ = id on the domain of definition of abst. 
In this case, abst  is injective and furt is surjective on the domain of definition of 
abst  (and left inverse to abst) 
When we use a pre-applicative fl-structure to interpret 2-terms, we assume that the 
domain of abst  is sufficiently large, but we have not elucidated this last condition yet. 
Given MeA "~~ and NeA ~, app(M, N) is also denoted as MN. 
We can also define extensional pre-applicative structures and pre-applicative flq- 
structures, but this will done later. 
Let us give an (important) example of a pre-applicative ~-structure. 
Definition 3.2. Let A ~ = A« be the set of all typed 2-terms of type a. We let app be the 
obvious construct (app(M, N) = MN). Define N___ M iff M *~ N. Finally, we need to 
define abst. For every (type-preserving) substitution ~0, for every term M: ~ and for every 
variable x of type a, consider the function q~ [x : a~,M: ~] from A ~ to W, defined such that, 
q9[x:at, M:T](N) = M[~o[x:= N]] ,  
for every N :a. Given any such function ~o[x: o~,M:r] ,  we get 
abst(~o[x:at~M:~]) = (2x:a.  M)[~o]. 
The structure just defined is denoted as &v~j-. 
Clearly, app(abst(q~ [x:at>M:T]), N)~ q~ [x:at, M : z] (N), since 
app(abst(q9[x:a~,M:~]),N) = ((2x:a.M)[q9])N --,p M[~o[x:= NJ ] .  
Indeed, (2x:a.M)[~o] is «-equivalent to (2y:a.M[y/x])[~o] for any variable y 
such that y Cdom(~o) and y Cq9(z) for every z~dom(~o), and for such a y, 
(2y: a. M[y/x]) [~0] = (2y: a. M[y/x] [q~]). Then, for this choice of y, 
(2y:a.M[y/x][~o])N --.aM[y/x] [q~] [N/y] = M[q~[x:= N]] .  
We learned from Gordon Plotkin that models of Ô-reduction (or/~r/-reduction) have 
been considered before, in particular by Girard [8], Jacobs et al. [12], and Plotkin 
[22]. In [8, Definition 1.12] Girard defines a 2-structure as a triple D = (X ,H ,K)  
consisting of 
(i) a qualitative domain X, 
(ii) a stable function H from X to X ~ X, and 
(iii) a stable function K from X =~ X to X, 
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where X ~ X is the set of all traces of stable functions from X to X. Girard then 
shows that a 2-structure D models fl-reduction if H o K c ldx=x,  and that D models 
r/-reduction if K o H « ldx (note that the partial order c corresponds to the opposite 
of our ordering -<). Girard also states that such structures have nice features, in 
particular because they can be approximated by finite 2-structures. 
The major difference with our approach is that the above models are intended for 
the untyped 2-calculus, and that we do not have a construct such as X ~ X. 
In [22, Section 3], Plotkin introduces a notion of model offl-reduction that he calls 
an ordered k-interpretation. After Mitchell [20], Plotkin defines such a structure as 
a triple ~ = (P, - ,  [ .  ~ (-)) ,  where P is a partial order, • is a monotonic application 
operation • :P x P ~ P, and [-]] (.) is a meaning function, that maps terms and 
environments o P, and such that some obvious conditions on [[.~ (-) hold. If the 
condition 
[2x .M~(p) .a  ~ [M~(p[x := a]), 
holds, we say that ~ is a model of/~-reduction. Plotkin then proceeds to show that 
such models are sound and complete with respect to Curry-style type inference 
systems (also known as systems for F-deducibility), for various type disciplines. The 
main difference with our approach is that Plotkin's structures are models of the 
untyped 2-calculus, and that meaning functions are an intrinsic part of their definition. 
In our definition, the meaning function is not part of the definition, but it is uniquely 
defined. For our purposes, this is a much more suitable approach. 
Jacobs et al. [12] define models of/~-reduction, /~-expansion and fl-conversion, 
quite similar to Girard, but using cpo's, with D ~ D the set of all Scott-continuous 
functions from D to D. They proceed to show how to construct models of filters with 
polymorphic and intersection types. 
Other references to models of reduction can be found in Plotkin [22]. 
4. ~-cover algebras and ~-sheaves 
In this section, we introduce the bare minimum ofconcepts needed for understand- 
ing the notion of a sheaf on a site. Usually, sites are defined as categories with a notion 
of a cover, also called a Grothendieck topology [18]. However, we are only dealing 
with very special categories, namely preorders, and in such a case, the definition of 
a Grothendieck topology can be simplified. For example, a sieve, rather than being 
a set of arrows, is just an ideal, Thus, we will define all the necessary concepts in terms 
of preorders, referring the interested reader to MacLane and Moerdijk [18] for 
a general treatment. Originally, the concept of a Grothendieck topology was intro- 
duced in order to generalize the notion of an open cover, so that sheaves could be 
defined on domains that are not necessarily topological spaces. Thus, the terminology 
"topology" is not the most appropriate, since what is really been generalized is the 
notion of a cover, and not the notion of a topology, and following Grayson [9], we 
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prefer to use the term cover algebra. First, we need some preliminary definitions 
before defining the crucial notion of a cover. From now on, unless specified otherwise, 
it is assumed that we are dealing with pre-applicative fl-structures (and thus, we will 
omit the prefix fl). 
Definition 4.1. Given a pre-applicative structure ~¢, for any M~A «, a sieve on M is any 
subset C _ A c such that, N<__M for every N~C, and whenever N~C and Q<__N, then 
Q~C. In other words, a sieve on M is downwards closed and below M (it is an ideal 
below M). The sieve {NIN~(M} is called the maximal (or principal) sieve on M. 
A covering family on a pre-applicative structure d is a family Cov of binary relations 
Cov« on 2 a° × A c, relating subsets of A « called covers, to elements of A ". Equivalently, 
Gor  can be defined as a family of functions 
Cov« : A" ~ 22A. 
assigning to every element MeA « a set Cov(M) of subsets of A c (the covers of M). 
Given any M~A «, the empty cover 0 and the principal sieve { N I N~M } are the trivial 
covers. We let t r iv (M)  denote the set consisting of the two trivial covers of M. A cover 
which is not trivial is called nontrivial. 
In the rest of this paper, we will consider binary relations ~ ~ ~t x J-, such that 
B(M,«)  implies M~A «, and for every aeg ,  there is some MeA « s.t. ~(M,a) .  
Equivalently, ~ can be viewed as a family ~ = (Pc)c«~r, where each Pc is a nonempty 
subset of AL The intuition behind ~ is that is is a property of realizers. In this section, 
we will only consider cover conditions for the arrow type. 
Definition 4.2. Let d be a pre-applicative structure and let ~ be a family 
B = (Pc)tes, where each Pc is a nonempty subset of AL A ~-cover algebra (or 
~-Grothendieck topology) on ~t is a family Cov of binary relations Cov« on 2 A" x A ~ 
satisfying the following properties: 
(0) Cov«(C, M) implies MEP~ (equivalently, ~(M,  t~)). 
(1) If Cov(C, M), then C is a sieve on M (an ideal below M). 
(2) If M ePc, then Cov({ N IN.KM }, M) (M~P« is covered by the principle sieve 
on M). 
(5) If Cov(M)= tr iv(M),  then Cov(MN)= tr iv(MN),  and if Cov(C,M) and 
Cov(D, MN) with C and D nontrivial, then for every QeD, there is some M'~C such 
that QNM'N. 
A triple < ~,  ~, Cov ), where ~ is pre-applicative structure, ~ is a property on ~,  
and Cov is a ~-Grothendieck topology, is called a ~-site. 
Condition (0) is needed to restrict attention to elements having the Property ~. 
Co vers only matter for these elements. Conditions (1) and (2) are two of the conditions 
for a set of sieves to be a Grothendieck topology, in the case where the base category is
a preorder < d ,  _ >. Conditions (3) and (4) are missing, because they are only needed 
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for the sum type, + (or the existential type). They are also conditions on a Grothen- 
dieck topology. 3 Condition (5) is needed to take care of the extra structure. Note that 
it is not necessarily to assume that covers are ideals (downwards closed), but this is not 
harmful. 
We need to come up with a semantic haracterization f the simple terms, and also 
of the notion of a stubborn element. This can be done as follows in terms of covers. 
Definition 4.3. We say that MeA ~ is simple iff Cov(C, M) for at least two distinct 
covers C. We say that MeA ~ is stubborn iff Cov(M) = t r iv (M)  (thus every stubborn 
element is simple). We say that a ~-site < d ,  ~,  Cov > is scenic iff all elements of the 
form app(M,  N) (or MN) are simple. 
An an example, let us consider the pre-applicative structure Lé'~--¢ of Definition 3.2. 
Recall that an I-term is a term of the form 2x : a. M. A simple term (or neutral term) is 
a term that is not an I-term. Thus, a simple terms is either a variable x, a constant c, or 
an application MN. A term M is stubborn iff it is simple and, either M is irreducible, or 
M' is a simple term whenever M ~a M' (equivalently, M' is not an I-term). 
Let ~ be a (unary) property of typed 2-terms. We define a cover algebra Cov on the 
structure .L~a~'- a as follows. 
(1) If MePo and M is an I-term, then 
Cov(M) = {{NIM *aN}}. 
(2) If MePo and M is a (simple and) stubborn term, then 
Cov(M) = {O,{NIM *aN}}.  
(3) If MeP« and M is a simple and nonstubborn term, then 
Cov(M) = {{N[M *aN},  {N[M ~~Q *aN, for some I-term Q}}. 
The conditions of Definition 4.2 are easily verified. The above notion of a cover will 
be used in Section 12 to prove a general theorem about the simply-typed bcalculus. 
From now on, we only consider scenic ~'-sites. In order for our realizability 
theorem to hold, realizers will have to satisfy properties analogous to the properties 
(P1)-(P5) mentioned in the introduction. 
Definition 4.4. Let <~¢,~,Cov> be a ~-site. Properties (P1)-(P3) are defined as 
follows: 
(P1) ~(M,  a), for some stubborn element MeA «. 
(P2) If ~(M,a)  and M~N,  then ~(N,a). 
(P3) If CovoodC, M), ~(N,  a) and ~(M'N,Q whenever M'eC, then ~(MN,  r). 
From now on, we only consider relations (families) ~ satisfying conditions 
(P1)-(P3) of Definition 4.4. Condition (P1) says that each Pc contains ome stubborn 
3Readers who are anxious to see the full set of conditions should take a look at Definition 9.1. 
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element. Finally, we are ready for the crucial notion of a sheaf property. This property 
is a crucial inductive invariant with respect o the notion of realizability defined in 
Section 5. Recall that ~- denotes the set of simple types built up using the type 
constructor ---, 
Definition 4.5. Let (d ,~,Cov)  be a ~-site. A function 6a :d  ~ 2 ~ has the sheaf 
property (or is a ~-sheaf) iff it satisfies the following conditions: 
(S1) If a~6:(M), then MeP«. 
($2) If aE6:(M) and M>-N, then Œe6~(N). 
($3) If Cov«(C,M) and ~reS:(N) for every NeC, then ~re6:(M). 
A function :T :d  ~ 2 :r as in Definition 4.5 can also be viewed as a family 
S# = (S«)«~«, where Sc = {MedlaeS#(M)}. Then, the sets Sc are called ~-candi- 
dates. The conditions of Definition 4.5 are then stated as follows: 
(S1) Sc -- Pc. 
($2) If MeS« and M~N, then NeSt. 
($3) If Gov«(C,M), and C ~ Sc, then M~S«. 
This second set of conditions is slightly more convenient for proving our results. 
Note that according to the first definition, 6: can also be viewed as a mapping 
: d ~ Sets. 
Then ($2) means that M>-N implies ~(M)  ~ 6:(N). Thus, 6 ê is in fact a functor 
: d °p ~ Sets, 
viewing d °p equipped with the preorder >-, the opposite of the preorder _ ,  as 
a category. It turns out that the conditions of Definition 4.5 mean that this functor is 
a sheaf or the Grothendieck topology of Definition 4.2. 
Note that condition ($3) is trivial when C is the principal cover on M, since in this 
case, M belongs to C. Thus, condition ($3) is only interesting when M is simple, and 
from now on, this is what we will assume when using condition ($3). Also, since 
Cov«(C,M) implies that ~(M,a), any ~ satisfying conditions (P1)-(P3) trivially 
satisfies the sheaf property. Finally, note that ($3) and (P1) imply that Sc is nonempty 
and contains all stubborn elements in Pc (because stubborn elements have the empty 
cover). 
By (P3), if M~P««~ is stubborn and NeP« is any element, then MNeP~. Further- 
more, MN is also stubborn. This follows from property (5) of a cover. Thus, if Me P««~ 
is stubborn and N~Pù is any element, then MN~P~ is stubborn. 
We conclude this section by showing explicitly that Definition 4.5 is indeed a sheaf 
condition (for a general and complete treatment, see [ 18]). A pre-applicative structure 
d can be viewed as a category whose objects are the elements of d ,  and whose arrows 
are defined such that there is a single arrow denoted a ~ b from a to b iffa~b. Then, 
~¢°P is the category with the same objects as ~¢ but with the reverse arrows (i.e. there is 
an arrow from a to b in d °p iff a>-b). 
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Let F : d °v ~ Sets be a functor. Thus, F assigns a set F(a) to every element aed ,  
and a function F(b ~ a):F(b) ~ F(a) to every pair a, bed  such that a<b (with 
the usual functorial conditions). For the sake of brevity, let us denote 
F(b ~ a):F(b) ~ F(a) as Fä:F(b) ~ F(a). Given any ae~ ¢, for any xeF(a) and 
any be~¢ such that b<__a, F~(x) is a member of the set F(b) that we will also denote as 
x lb. We can think of xlb as the restriction of xeF(a) to F(b). 
Definition 4.6. Given a site (d ,~,Cov)  and a functor F :d  °v ~ Sets, for any aez,¢ 
and any cover C of a (a set C such that Cov(C,a)), a family {x«[x«eF(c), ceC} is 
a matchingfamily for C iff for every ceC, 
x«ld = xa for every dNc. 
An amalgamation of a matching family { x« I x«eF(c), ceC} is an element xeF(a) such 
that 
xlc = x« for every ceC. 
The functor F is a sheaf iff for every aed ,  every cover C of a (a set C such that 
Cov(C, a)), and every family {xt [ x«eF(c), ceC}, if {xt [x«eF(c), ceC} is a matching 
family for C, then it has a unique amalgamation xeF(a). The functor F is a ~-sheafiff 
it is a sheaf, and for every aez¢, F(a) ~_ J- and «eF(a) implies that aeP,. 
Since a cover is a sieve, d<c for ceC implies that deC, and so xa is a weil defined 
element (of F(d)). If in d ,  any two elements have a greatest lower bound, it can easily 
be shown that {x«lx«eF(c), ceC} is a matching family for C ifffor all c, deC, then 
x«lcAd = XdlcAd. 
I fthe functor F is a sheaf and has the property that the maps Fb:F(b) ~ F(a) (with 
a<b) are inclusion maps, then for any matching family {xt I x«eF(c), ceC}, if x is its 
amalgamation, xlc = x« implies that x = x« for all ceC. Thus, in this case, a matching 
family consists of a single element x such that xeF(c) for all ceC. Then, the property 
of being a sheaf is equivalent to the following condition: For every aed ,  for every 
cover C of a, 
if xeF(c) for every ceC, then xeF(a). 
Now, the functor 6a:~¢°v~ Sets defined earlier is such that M~N implies 
6ê(M) _ 6e(N). Thus, it is indeed technically true that Definition 4.5 means that the 
functor 6~ is a ~-sheaf with respect o the Grothendieck topology defined by Cov. 
5. ~-realizability for the arrow type 
In this section, we define a semantic notion of realizability. This notion is such that 
realizers are elements of some pre-applicative structure. In the special case when only 
316 J. Gallier / Theoretical Computer Science 142 (1995) 299-368 
the arrow type is considered, the definition of realizability does not refer to covers. 
However, cover conditions are needed for proving Lemma 5.2, which basically shows 
that the notion of a ~-sheaf is an invariant w.r.t, realizability. The notion of ~-  
realizability is defined as follows. 
Definition 5J.  Let (d ,  ~, Oov) be a ~-site. The sets r ~ a]) of realizers ofa are defined 
as follows: 
r~tr~ = Pc, tr a base type, 
r~tr ~ z~ = {MIM~P . . . .  and for all N, if Ner~a~ then MNEr~z~}. 
Note that instead of defining the family of sets r ~ a~, we could have defined a binary 
relation r such that Mra iff Mer~a~. This is the more standard way of defining 
realizability. Another important point worth noting is that in the definition of 
r~a ~ z~, we are considering only those M such that MeP««~. One might be 
concerned that this will cause difficulties in proving Lemma 5.2, but conditions 
(P1)-(P3) have been designed to overcome this problem. 
Lemma $.2. Given a scenic ~-site (d ,  ~, Oov) , / f~  satisfies conditions (P1)-(P3), then 
(r[[a~)«~« has the sheaf property, and each rEa~ contains all stubborn elements in Pc. 
Proof. We proceed by induction of types. If tr is a base type, rltz]] = Pc, and 
obviously, every stubborn element in Pc is in r[[a~. Since r~tr~ = Pc, (S1) is trivial, 
($2) follows from (P2), and ($3) is also trivial. 4 
We now consider the induction step. 
(S1) By the definition of rE« ~ ~~, (S1) is trivial. 
($2) Let M~r~tr ~ ~~, and assume that M~M'.  Since MeP««~ by (S1), we have 
M'~P««~ by (P2). For any N~r[~a~, since M~r~tr ~ z'~, we have MN~r[[z~, and 
since M~M',  by monotonicity of app, we have MN~M'N.  Then, applying the 
induction hypothesis at type, z, ($2) holds for r[[~~, and thus M'Ner~z-~. Thus, we 
have shown that M'EP«~, and that if Ner~a~, then M'NEr~T~. By the definition of 
r~a ~ z~, this shows that M'~r~a ~ z~, and ($2) holds at type a ~ z. 
($3) Assume that Oov««,(C,M), and that M'Er~a ~ z~ for every M'eC, where 
M is simple. Recall that by condition (0) of Definition 4.2, Oov««,(C, M) implies that 
M ~ Pc «~. We prove that for every N, if N ~ r ~ tr ~, then MN ~ r 1[ z'~. First, we prove that 
MN~P,, and for this we use (P3). 
First, assume that M~P««, is stubborn, and let N be in ren ~. By (S1), N~P«. By the 
induction hypothesis, all stubborn elements in P~ are in r~z]~. Since we have shown 
that MN~P, is stubborn whenever MöP««, is stubborn and NöP~, we have 
M~r~a ~ z~. 
4In fact, if r~a~ = P, ($3) holds trivially even at nonbase types. This remark is useful if we allow type 
variables. 
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Now, consider M~P«_~~ nonstubborn. If M'6C, then by assumption, M'~r~tr ~ z~, 
and for any N~r[[o~, we have M'Ner~5~. Since by (S1), N~P,, and M'N~P, by (P3), 
we have MNEP~. Now, there are two cases. 
If z is a base type, then rI[3~ = P~ and MN~r[[3~. 
If z is not a base type, then MN is simple (since the site is scenic). Thus, we prove 
that MN~r~_3~ using ($3) (which by induction, holds at type z). Assume that 
Oov,(D, MN) for any cover D of MN. If MN is stubborn, they by the induction 
hypothesis, we have MN~r[[3~. Otherwise, since Cov««dC, M) and C and D are 
nontrivial, for every Q~D, by condition (5) of Definition 4.2, there is some M'~C such 
that Q~M'N. Since by assumption, M'~r[[a --* 3~ whenever M'~C, and NEr[[o~, we 
conclude that M'Ner~3~. By the induction hypothesis applied at type 3, by ($2), we 
have Qer~z~, and by ($3), we have MN~r[[3~. 
Since M~P««~ and MN~r~3~ whenever Ner[[a~, we conclude that 
M~r~a ~ z~. [] 
We now need to relate 2-terms and realizers. 
6. lnterpreting terms in 2 ~ in pre-applicative struetures 
We show how terms in 2 -~ are interpreted in pre-applicative structures. For this, we 
define a meaning function. 
Definition 6.1. Given a pre-applicative structure d ,  a valuation, or environment, is any 
function P:Z ~ d ,  such that p(x)eA ~ if x:a. A meaning function for A is a partial 
function d [[-~ (-) from pairs of (ct-equivalence lasses of) terms and valuations to d ,  
such that d[~M~ p is defined whenever M:a, in which case d~M~ peA ~. In addition, 
a meaning function satisfies the following conditions: 
~~MN~p = &pp(~~M~p, ~~N~p), 
~~).x:a. M~ p = abst( f ) ,  
where f i s  the function defined such that, f(a) = d~M~ p [x := a], for every aeA ~. 
It is routine to show that the following property holds: 
~[~M~ Pl = d~M~ P2, whenever pl(x) = p2(x) for every x~FV(M) 
(independence). 
If we consider the pre-applicative structure d = ~~--a defined just after Definition 
3.1, then a valuation p is a substitution with an infinite domain. Using an induction on 
the structure of terms, it is easily verified that ~~-~~M~p = M[~0], where ~0 is the 
substitution defined by the restriction of p to FV(M). 
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7. The realizability theorem for 2 ~ 
In this section, we prove the realizability lemma (Lemma 7.6) for 2 ~, and its main 
corollary, Theorem 7.7. First, we need some conditions relating the behavior of 
a meaning function and covering conditions. We will also need semantic onditions 
analogous to the conditions (P4) and (P5) of the introduction. 
Definition 7.1. We say that a site (~¢,~,Cov)  is well-behaved iff the following 
condition holds: 
(1) For any aeA ~, any tp~[A « ~ A~], if abst(tp) exists, Cov~(C, app(abst(~o), 
a)), and C is a nontrivial cover, then c<~o(a) for every c~C. 
In view of Definition 6.1, Definition 7.1 implies the following condition. 
Definition 7.2. Given a meaning function d [[-7 (-) on the pre-applicative structure d ,  
condition (1) is defined as follows: 
(1) For any a~A «, if Cord(C, app(~¢~ 2x:a. M~ p, a)) and C is a nontrivial cover, 
then c-<d~M~p[x:= a] for every ceC. 
For the proof of the next lemma, we need to add two new conditions (P4) and (P5) 
to (P1)-(P3). 
Definition 7.3. Given a well-behaved site (~1,~, Cov), properties (P4) and (P5) are 
defined as follows: 
(P4) For every aEA ~, if ~o(a)~P~, where tp~[A « ~ A ~] and abst(~o) exists, then 
abst(~o)eP««~. 
(P5) If aeP« and tp(a)~P~, where tpe[A«~ A ~] and abst(~p) exists, then 
app(abst(~o), a)~P~. 
In view of Definition 6.1, Definition 7.3 implies the following conditions. 
Definition 7.4. Given a meaning function d ~-~ (-) on the pre-applicative structure ~¢, 
conditions (P4) and (P5) are: 
(P4) If ~[M~ p~P~, then ~~2x:a. M~ p~P««~. 
(P5) If aeP« and ~EM~p[x:= a]eP, then app(d~2x:a.M~p,a)~P~. 
Lemma 7.5. Given a well-behaved scenic site (d ,  ~, Cov) and a family ~ satisfying 
conditions (P1)-(P5), for every p such that p(y)~r~~~ for every :~eFF(M), il for 
every a, (aer~tr~ implies ~~M~ p[x := a]~r~z~), then ~~-2x:a. M~ p~r~a ~ z~. 
Proof. We prove that dE2x:a .  M~peP«_~~ and that for every a, if aer[[a~, then 
app(~¢~2x:a.M~p,a)er~z~. We will need the fact that the sets of the form r~tr~ 
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have the properties (S1)-($3), but this follows from Lemma 5.2, since (P1)-(P3) hold. 
First, we prove that d~2x:a. M~ peP,,«~. 
Since p(x)er[[?~ for every x:yeFV(M), letting a = p(x), by the assumption of 
Lemma 7.5, dl[M~per[z~. Then, by (S1), and by (P4), we have 
d~2x:a.M~peP««~. 
Next, we prove that for every a, if a~r~a~, then a, pp(~l[2x:a.M~p,a)er~z'~. 
Let us assume that aer~a~. Then, by the assumption of Lemma 7.5, 
d~M~p[x:= a]~r~z~. Thus, by (S1), we have aeP« and ~t[M~p[x:= a]6P~. By 
(P5), we have app(~' [2x :a .  M~ p,a)eP,. Now, there are two cases. 
If z is a base type, then r [~ z~ = P~. Since we just showed that a.pp (d  ~ 2x : a. M ~ p, 
a)~P,, we have app(d~2x :a. M~ p, a)er [z~. 
Ifz is not a base type, then app(d[[2x:  o. M~ p, a) is simple (since the site is scenic). 
Thus, we prove that app(d~2x:a.M~p,a)~r[z~ using ($3). The case where 
app(~¢~-2x : a. M~ p, a) is stubborn is trivial. 
Otherwise, assume that Cov,(C, app (d  ~ 2x : a. M ~ p, a)), where C is a nontrivial 
cover. By condition (1) of Definition 7.2, c~d [M~ p [x := a] for every c~C, and since 
by assumption, d[M~p[x:= a]er[[z~, by (S2), we have c~r~z~. Since cer~z~ 
whenever ceC, by ($3), we have &pp(d~2x:a.M~p,a)er[r~. [] 
We now prove the main realizability lemma for 2~. 
Lemma 7.6. Given a well-behaved scenic site ( d ,  ~, Co,c ) , / f~  is a family satisfyin 9 
conditions (P1)-(P5), then for every term M of type a, for every valuation p such that 
p(y)er~?~ for every :?~FV(M), we have d[[M]]psr[a~. 
Proof. We proceed by induction on the structure of M. 
If M is a variable, then ~~x~p = p(x)~r~a~ by the assumption on p. 
If M = MIN1, where M1 has type a --, z and N~ has type a, by the induction 
hypothesis, 
~~M,~p~r~a~ z  and d[N,~p~r[a-]. 
By the definition of r~t r~ r~, we ger app(d~M~~p, sl~Nx~p)er~z~, i.e. 
d~ MIN1 ~ p~r~z~, by Definition 6.1. 
If M = 2x:a. M1, consider any aer~a~ and any valuation p such that p(y)~r[[?~ 
for every y : ? e F II(M1 ) - { x }. Note that by ($3) and (P 1), r ~ a ~ is indeed nonempty. 
Thus, the valuation p[x:=a] has the property that p(y)er[[?~ for every 
y:?eFV(Ma). By the induction hypothesis applied to Ma and p[x:= a], we have 
d~Ma~p[x:= a]~r[z~. Consequently, by Lemma 7.5, d[,~x:a.M~p~r[a ~ z~. 
[] 
If M is a closed term of type a, the independence ondition of Definition 6.1 implies 
that d[[M~p is independent of p, and thus we denote it as d~M~. We get the 
following important theorem for 2 -. 
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Theorem 7.7. Given a well-behaved scenic site ( d ,  ~, Cov } / f~ is a family satisfyin9 
conditions (P1)-(P5), then for every closed term M of type fr, we have ~ ~ M~ ~ Po. (in 
other words, the realizer d [M~ satisfies the unary predicate defined by ~, i.e. every 
provable type is realizable). 
Proof. Apply Lemma 7.6 to the closed term M of type « and to any arbitrary 
valuation p. [] 
8. Pre-applicative structures for 2 «" ×" + '± 
In this section, the pre-applicative structures of Section 3 are generalized to the 
types ~,  x ,  + ,  3_. There are various kinds of pre-applicative structures: pre- 
applicative fl-structures, pre-applicative flq-structures, extensional pre-applicative fl- 
structures, and the corresponding so-called applicative versions. For simplicity, in this 
section, we only present pre-applicative structures. The definition of the other struc- 
tures is given in the Appendix. We also show that the term model can be viewed as 
a pre-applicative fl-structures, and that the HRO models of Kreisel and Troelstra 
[16, 26] can be viewed as an applicative fl-structure. 
Definition 8.1. A pre-applicative fl-structure is a structure 
= (A,  f im, abst , / / ,  ( - , - ) , in l ,  inr,  [ - , - ] ,  I7) 
where 
A = (A«)o~~ - is a family of (nonempty) sets called carriers; 
(___«)«~« is a family of preorders, each ___o on A% 
abst°'~: [A ° » A t] ~ A °-~~, a family of partial operators; 
fun°" :A°~'  ~ [A ° ~ A'],  a family of (total) operators; 
( - , - ) ° ' t :  A° x A t ~ A °×~, a family of partial pairing operators; 
H °c  : A « × ~ ~ A ° x A ~, a family of (total) projection operators; 
[-,-]°'~'O: A°«O x A ~«~ ~ A (°+')«o, a family of partial copairing operators; 
inl°'~:A° ~ A °+~, a family of (total) operators; 
in.v°'t :A ~ ~ A ° +~, a family of (total) operators; 
Vo" A ± ~ A °, is a family of (total) functions. 
We define c in l :A  («+°-~~  [A « ~ Aä], c i r~:A  (0+°~~ ~ [A t » A~], 
cLuf: A ~0+~)«~ ~ [A ± ~ A a] as  fol lows: For every heA ~«+~)«~, 
oinl(h)(a)=~m(h)(Lrfl(a)), 
and 
for every a~A°; 
otnr(h)(b) =~m(h)(tn_v(b)) ,  
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for every b~A'; and 
oin.f(h)(c) = furt(h) (K+t(c ) ) ,  
for every c~A ±. 
It is assumed that furt, abst ,  H, ( - , - ) ,  inl, J.n.v, [ - , - ] ,  and V, are monotonic. 
Furthermore, the following conditions are satisfied: 
(1) ~m«'*(abst««(~0))>-~0, whenever abst«,t(~0) is defined, for ~0~[A ~ ~ At], and 
fun«'t( V«~d c))>-2a~A «. ~(c), for c~A±; 
(2) I-l«'*((a,b))~(a,b), for all a~A ~, b~A t, whenever (a ,b)  is defined, and 
~Te.t( V«×t(c))~( V«(c), ~(c)), for every c~A±; 
(3) c in l ( [ fg ] )~fun( f ) ,  c in.v([fg])~fun(9),  and c in f ( [ fg ] )~ V,, whenever 
[ f ,g ]  is defined, 
The operators furt induce (total) operators Rm ~« :A «~t ~ [A « ~ At], such that, 
for every f~A ~~~ and every a~A «, 
app««(f ,  a) = lunte( f  )(a). 
Then, condition (1) can be written as 
(1') app««(abst«'t(~o),a)~q~(a),  for all a~A ~, and app««(V««dc),a)>-~(c), for 
every a~A ~ and every c~A ±, 
and condition (3) can be rewritten as 
(3') eirl l([f ,g])(a)~app(f,a), for all aeA ~, ein.v([f,g])(b)~app(g,b), for all 
beA t, and eirff([-f, g])  (c)>- V~(c), for all ceA ±, whenever [ f ,g ]  is defined, for feA  ««~ 
and g~A t~~. 
Finally, N~in l (M1)  implies that N = i_ql(N~) for some NImMt ,  N~in.v(M~) 
implies that N=in_v(N~)  for some N~~M~, and N~(V,(M~) implies that 
N = V«(N1) for some NI<_M1. 
We say that a pre-applicative fl-structure is an applicative fl-structure iff in condi- 
tions (1)-(3), ~ is replaced by the identity relation =.  
We will omit superscripts whenever possible. We can think of the elements of A z as 
error elements, and copies of these error elements exist at all types (given by the 
functions V«). 
The projection operators /7 induce projections 7t~.t:A ~×t ~ A , and 
n~'t: ATM ~ A t, such that for every aeA «×~, i f /7" t (a)  = (a~, a2)  , then 
n~«(a) = al and ~c~'*(a) = a2. 
When ~ '  is an applicative fl-structure, then, in Definition 8.1, conditions (1)-(3) 
amounts to 
(1) ~a_q «'~ o abst  ~'t = id on the domain of abst ,  and fu_q «« o V««t = 2a~A «. ~; 
(2) H "«o ( _ , _ ) , t  = id on the domain of ( - , - ) ,  and H ««o V«×~ = ( V«, ~) ;  
(3) (ci_n_l, ein.v) o [ - , - ]  = furt «'» × furt ~'» on the domain of definition of [ - , - ] ,  and 
c in . fo [ - , - ]  = 2feA««O.2geA ~«~. V~, where 2feA««~.2göA t«~. Võ denotes the 
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constant function from A ~-*~ x A ~«~ to [A ± ~ A~], whose value is Vo for all feA  ~«~ 
and 9cA ~~~. 
In view of (1), from (3), we get 
(oinl, o in r )  o ( [ - , - ]  o (abst  «'~ x abst  ''~)) = icl on the domain of definition of 
[ - , - ]  o (abst  «,~ x absff,~). 
However, we have no left inverse to V~, and we do not have an analogous identity 
for cinf. 
When we use a pre-applicative fl-structure to interpret 2-terms, we assume that 
( - , - )  and [ - , - ]  are total, and that the domain of abst  is sufficiently large, but we 
have not elucidated this last condition yet. Given M~A «~~ and N~A «, app(M,  N) is 
also denoted as MN. 
Let us give an (important) example of a pre-applicative fl-structure. 
Definition 8.2. Let A" = A« be the set of all typed 2-terms of type tr. We let app, rq, 
zc2, ( - , - ) ,  in.l, 1.up, [ - , - ] ,  E be the obvious constructs (for example, 
app(M,  N) = MN). Define N~M iff M *~ N. The operator abst  is defined as in 
Definition 3.2. The structure just defined is denoted as ~¢oß- .
Another interesting example is provided by an adaptation of the so-called HRO- 
models (hereditarily recursive operations), due to Kreisel and Troelstra [16, 26]. These 
models are based on the Kleene partial applicative structure provided by acceptable 
Gödel numberings of the partial recursive functions. Assume that we have such 
a Gödel numbering, and denote the partial recursive function of index e as tp«. Recall 
that such a numbering induces a partial operation. : ~ × t~ ~ N (where [~ denotes 
the set of natural numbers) defined as follows: m. n = ~0m(n), whenever it is defined. 
A partial recursive function q~« is recursive iff tp«(n) is defined for all neN. We also 
assume that we have a given pairing function p : [~ × [~ ~ [~, with projection func- 
tions j l :~-~ [~ and j2"[~--* [~, such that p(jl(m),j2(m))=m for all meN, 
ja(p(m,n)) = m, and j2(p(m,n)) = n, for all m, ne~. In the rest of this section, we 
ignore the type ±. 
Definition 8.3. We define an applicative structure as follows. Each A « is a set of pairs 
of the form (n ,a ) ,  where neN, and we denote the subset {nj (n ,a )eA  «} of [~ as 
dom(At). 
Ler A ~ -= {(n ,a ) [ne~},  for every base type a, 
and 
A«o~= {(e,«  ~ z)  [~0« is total on dom(At)}, 
A"×~= {(n ,«xT) [  (jl(n),t~)eA « and (j2(n),z)eA'}, 
A «+' = {(p(0, n),« + z ) [ (n , t~)eA «} w {(p(1,n),t~ + z) [ (n ,z )eA~}.  
The preorder on each A « is the identity relation. 
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We let app( (m,a  ~ z) ,  <n, tr)) = (tpm(n), z ), which is well-defined, by definition 
of A «-*t. /7 and ( - , - )  have an obvious definition in terms of p, j t ,  and J2- We let 
i rd ( (n ,a ) )  = (p(0, n), a + z) ,  Lr~((n,z) )  = (p(1 ,n) ,a  + z ) ,  and [ (m,a  --* 3) ,  
<n,z ~ 6) ]  is defined as follows. Let # be the function defined such that 
~,(p(0, s)) = (p,ù (s) for all se N, and ¢(p( 1, t)) = ~pù(t) for all te N. Since ~p,ù and ipù are 
partial recursive functions, ~ is a partial recursive function, and we let 
[<m,a ~ g) ,<n,z  ~ 6) ]  = <e,(a + z) ~ 6),  
where e is some designated index for ~ (some index e such that ~p« = ~,). 
Note that fun :A  «~~-~ [A « ~ W] is the function defined such that 
fun(<e,a  -~ z) ) (<n,a>)  = <•«(n),z). We still need to define abst. 
For every meN,  for every eeN, index of a total recursive function of m + 1 
arguments, for every finite sequence p = <Pl ..... Pro) of natural numbers, let e[p]  
denote the function in [A « ~ A']  defined such that 
e[p] ( (n ,a ) )  = (¢P«(Pl ..... pm, n) ,z) ,  
provided that ¢P«(Pl ..... pù,n)edom(W),  for all nedom(AŒ). Then, by the s-m-n- 
theorem, 
¢p«(pl,...,p~,n) = (Ps( . . . .  p ...... om)(n), 
for all neN, and we let abst (e [p] )  = ( s (e ,m,  pl .... ,pm),a ~ z ) .  The above ap- 
plicative structure is denoted as ~f~~O. 
By an easy induction on types, we can show that A" is nonempty for every type a. 
Indeed, each A «~t is nonempty, since constant functions are total recursive, and the 
other cases are trivial. In the definition of [ ( m, tr --. ~ ), < n, z ~ ~ ) ], since ¢pm is total 
on dom(A «-*~) and (pù is total on dom(At-'~), the function ~ is total on dom(A(«+°«~), 
and thus, [ (m, a --* 6 ),  < n, z ~ ~ ) ]  is well defined. We still need to check that 
f lm(abst (e [p] ) )  = e[p]  for every e[p]~[A  « ~ At]. For such a function e[p] ,  
~m(abst (~0) ) ( (n ,a ) )  = (~o«( .... o,. ..,p,)(n), z ) = ( q)«(p~ ..... pm, n), r ),  
by the s-m-n-theorem, and thus, fun(abst (e [p] ) )  = e[p].  The other conditions of 
Definition 8.1 are easily verified. These structures are not extensional. 
9. ~-realizability for the arrow, product, sum, and Z types 
In this section, we extend the semantic notion of realizability defined in Section 5 to 
the calculus 2 «' ×' + '~. This time, the definition of realizability for the sum type requires 
the notion of a cover. First, it is necessary to extend Definition 4.2 to take care of 
product and sum types. 
Definition 9.1. Let ~ be a pre-applicative structure and let ~ be a family 
= (P«)«~er, where each Pc is a nonempty subset of A ~. A ~-cover algebra (or 
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B-Grothendieck topology) on ~1 is a family Cov of binary relations Cov« on 2 a° x A" 
satisfying the following properties: 
(0) Cov«(C, M) implies M~P« (equivalently, ~(M, a)). 
(1) If Cov(C,M), then C is a sieve on M (an ideal below M). 
(2) If MePŒ, then Cov({ N IN~M}, M) (M~P« is covered by the principal sieve 
on M). 
(3) Stability. If Cov(C,M) and N~M, then Cov({Q[QeC, Q~N},N). 
(4) Transitivity. If Cov(C,M), D is a sieve on M, and Cov({QIQ~D, Q~N},N) 
for every N~C, then Cov(D,M). 
(5) If Cov(M)= triv(M), then Cov(MN)= triv(MN), and if Cov(C,M) and 
Cov(D, MN) with C and D nontrivial, then for every Q~D, there is some M'eC, such 
that Q~M'N. 
(6) If Cov(M)=tr iv(M) ,  then Cov(nl(M))=triv(nl(M)), Cov(n2(M))= 
triv(rc2(M)), and if Cov(C, M) and Cov(D, nl(M)) (resp. Cov(D, n2(M))) with C and 
D nontrivial, then for every QeD, there is some M'~C such that Q~rq(M') (resp. 
Q~n2(M')). 
A triple (~¢, ~, Cov), where ~1 is pre-applicative structure, ~ is a property on M, 
and Cov is a ~-Grothendieck topology, is called a ~-site. 
It is also necessary to extend Definition 4.3 to take care of product ypes. 
Definition 9.2. We say that M~A ° is simple iff Cov(C, M) for at least two distinct 
covers C. We say that M~A « is stubborn iffCov(M) = triv(M) (thus every stubborn 
element is simple). We say that a ~-site (d ,  ~, Cov) is scenic iff all elements of the 
form app(M, N) (or MN), nl(M), and n2(M) are simple. 
Definition 4.4 is extended as follows. 
Definition 9.3. Let <~¢,~,Cov> be a 9a-site. Properties (P1)-(P3) are defined as 
follows: 
(P1) ~(M, a), for some stubborn element MeA ~. 
(P2) If ~(M, a) and M>-N, then ~(N, «). 
(P3) (1)If Cov««dC, M), ~(N,a), and ~(M'N,z) whenever M'~C, then 
B(MN, z). 
(2) If Cov~×,(C,M), and ~(nl(M'),a) and ~(~z2(M'),z) whenever M'~C, 
then ~(~l(M),a) and .~(~2(M),z). 
From now on, we only consider elations (families) ~ satisfying the conditions of 
Definition 9.3. 
Note that (P3) still implies that if MePo«~ is stubborn and NeP« is any element, 
then MN~P~ is stubborn. It also implies that if M~P«×~ is stubborn, then nl(M)ePo 
is stubborn and r~2(M)~P, is stubborn. This is a consequence of property (6) of 
Definition 9.1. 
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Definition 4.5 remains unchanged. However, for the reader's convenience, it is 
repeated. Recall that J denotes the set of simple types built up from the type 
constructors - ,  x,  and +.  
Definition 9.4. Let (~¢,~,Cov)  be a ~-site. A function 6e :d  ~ 2 « has the sheaf 
property (or is a ~-sheaf) iff it satisfies the following conditions: 
(S1) If a~~9°(M), then M~P«. 
($2) If a~SP(M) and M~N,  then a~6¢(N). 
($3) If Cov«(C, M) and Œ~~T(N) for every NEC, then a~6¢(M). 
A function 6e :~ ~ 2 ~ as in Definition 9.4 can also be viewed as a family 
Sc = (S«)«~«, where Sc = {M~dl  aESe(M)}. Then, the sets Sc are called ~-candi- 
dates. The conditions of Definition 9.4 are then stated as follows: 
(S1) S= __q G.  
($2) If M~Sc and M>-N, then N~Sc. 
(S3) If Oovc(C, M), and C _ Sc, then M~Sc. 
We now generalize the definition of realizers to take into accounts the types x, + ,  
and _1_. We define ~-realizability as follows. 
Definition 9.5. Let (d ,  ~, Oov)  be a ~-site. The sets r [[ a~ of realizers ofa are defined 
as follows: 
r[Fa~] = Pc, a a base type, 
r[[a ~ r~ = {MIM~P . . . .  and for all N, if Ner[[a~ then MN~r[Iz~ }, 
r~a×z]] = { MI M~P .. . .  nl(M)~r~6~, and n2(M)~r~z~ }, 
r~a + z~ = {MI Oov«+,({inl(M,)l Ml~r~[cr ~and M~i_rlI(M,)) 
u {inr(M2)lM2Er~z]] and M~i_rw(M2)} 
u { 17«+,(M3)JM3~P± and M~ V«+,(M3)},M)}. 
We now prove a generalization of Lemma 5.2. 
Lemma 9.6. Given a scenic ~-site (~¢,~,Cov) ,  / f~  satisfies conditions (P1)-(P3), 
then the family (r~a~)«~~- has the sheaf property, and each r~a~ contains all stubborn 
elements in Pc. 
Proof. We proceed by induction on types. The base case is as in Lemma 5.2. The 
induction step has more cases since we also need to deal with x, + ,  and _1_. 
(S1) This is trivial by the definitions of r~a ~ z~, r~a x z~, and rEa + z~, 
($2) There are three cases depending on the type. 
1. Arrow type a ~ z. The proof is as in Lemma 5.2. 
2. Product type a x z. Assume that M~M'  for M~r~a x Œ~. We need to prove that 
M'EP .... ni(M')~r~a~, and n2(M')er~r~. Since Mer~a x r]~, by (S1), M~P ... .  and 
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by (P2) M'eP~×~. Since Mer[~tr x z~, we have rtl(M)er~[tr~ and r~2(M)cr~z ~.But by 
monotonicity, 7h(M)~rq(M') and rc2(M)___rc2(M'), and by the induction hypothesis, 
by ($2), we get rq(M')cr[[tr~ and n2(M')cr[[z~. 
3. Sum type tr + z. Assume that M~M'  for Mcr~tr + z~. Since Mcr~tr + z]], we 
have 
Cov«+~({inl(M1)[ M1 cr~a~ and M~in2(M~)} 
U { iIl2(M2)[M2cr~z ~ and M~-~-I'(M2)} 
{ V«+~(M3)I M3cPl and M~-V«+~(M3)},M)}. 
Consider the cover D of M: 
D = {in.l(M~)[ M~er~a~ and M~Lrd(M~)} 
u { Ln.v(M2)IM2cr~z~ and M~ix~.v(M2)} 
w { V«+~(M3)I MacP.L and M~-V«+,(M3)}. 
By property (3) of Definition 9.1, for any M'cD, the set { Q I Q cD, Q ~ M'} is a cover of 
M'. Now, if M'~M,  by property (1) of Definition 9.1, M'cD, and it is clear that 
{Q[QcD, Q~M'} = {Lra-l(M~)[ MlCr~a~ and M'>-Lral(M~)} 
u { Jaa.v(M2)[M2cr~z~ and M'~Lr~(M2)} 
u { V«+~(M3)IM3cP± and M'~_ 17«÷~(M3)}. 
Then, we have 
Cov«÷~({inl(M~)lM~cr~«~ and M'~-Lra.I(M~)} 
u {~-v(M2)lM2cr~z~ and M'~_Lrar(M2)} 
w { tT«+~(M»)IM»cP± and M'~-V«+~(M3)},M')}. 
showing that M'cr~'tr + z~. 
($3) Let M be simple. There are three cases depending on the type of M. 
1. Arrow type tr ~ z. The proof is as in Lemma 5.2. 
2. Product type a x z. Assume that Cov,~~(C,M) and that M'cr[[tr x z~ whenever 
M'cC, where M is simple. By property (0) of Definition 9.1, we have McP«×~. We 
need to show that n~(M)cr~-«~ and 7z2(M)cr~z ~. 
If McP«×~ is stubborn, we have shown that nl(M)cP« is stubborn and that 
~2(M)cP~ is stubborn. By the induction hypothesis, all stubborn elements in Pc are in 
r~tr~ and all stubborn elements in P~ are in r[[z~. Thus, when M is stubborn, 
nl(M)cr~~r]l and n2(M)cr~z~. 
Next, assume that M is not stubborn. Since M'cr~tr x z~ whenever M'cC, we have 
n~(M')cr[[tr~ and n2(M')cr~z]]. By (S1), we have nI(M')cP«, ~z2(M')cP~, and by 
(P3)(2), we get nl(M)cP« and ~z2(M)cP~. If tr is a base type, then r[[tr~ = Pc and 
r~l(M)cr~tr~. Similarly, if z is a base type, then r~z~ = P~ and ~z2(M)cr~z]]. 
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Let us now consider the case where a is not a base type, the case where z is not 
a base type being similar. Then, 7rl(M)eP« and r~I(M ) is simple (since the site is 
scenic). We use ($3) to prove that rrl(M)er~a]]. Assume that Cov«(D, Th(M)) for any 
cover D of 7rx(M). The case where nx(M) is stubborn follows from the induction 
hypothesis. Otherwise, since Cov~ × ~(C, M) and C and D are nontrivial, by property (6) 
of Definition 9.1, for every QeD, there is some M'~C such that Q~nl(M'). By the 
assumption, M'~r~axz~. This implies that 7rl(M')~r~a]], and by the induction 
hypothesis and ($2), we have Qer~a~. By ($3), we conclude that 7rl(M)~r~-a~. 
3. Sum type a + z. Assume that Gov«+~(C,M) and that Ner~-~r + z~ for every 
NeC. Let 
D = {i.nl(M~)[Ml~r~a~ and M~-in/(MI)} 
w {i.n-v(M2)l M2er~z~ and M~inr(M2)} 
{ V«+~(M3)I M3ee± and M_~ V«+~(M3)}. 
Using the properties of ~(, it is clear that D is a sieve on M. We need to prove that 
Cov«+~(D, M), since this is equivalent to M~r~a + z~. Let NeC, and consider the set 
{Q[QeD, Q~N}.  We prove that Cov({Q[QeD, Q~N},  N). However, since NeC 
and by assumption, Ner~a + z~ for every NeC, we have 
COV«+~({Lrd(M1)[ Mler~a~ and N>-Lr~I(M1)} 
W {].D.2(M2)[M2er~z~ and N__inr(M2)} 
u { V«+,(M3)[M3eP± and N~-17«+~(M3)},N)}. 
Since N~M,  it is clear that 
{Q[QeD, Q~N} = {inl(M~)[Ml~r~a~ and N~-Ln/(M~)} 
w { i.v.r(M2)[M2er~z~ and N~-in.v(M2)} 
u { V«+~(M3)[M3~P± and N~- V«+,(M3)}. 
Then, by property (4) of Definition 9.1, we have Oov«+,(D,M), that is, 
Mer~a + z~. [] 
We also need to extend Definition 6.1 to give an interpretation to the new terms. 
10. Interpreting 2-terms in 2 ~' ×' + '± 
We extend Definition 6.1 to take care of ×, + ,  and 3_. 
Def in i t ion 10.1. Given a pre-applicative structure ~,  a valuation, or environment, is
any function P:Z ~ ~/, such that p(x)6A « ifx:a. A meaningfunctionfor ~/is a partial 
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function d[[-~ (-) from pairs of («-equivalence lasses of) terms and valuations to ~1, 
such that z~¢ [IM a p is defined whenever M:a, in which case d~M~ p~A ~. In addition, 
a meaning function satisfies the following conditions: 
d~x~ p = p(x), 
~F[[ MN~ p = app(d[ [M~ p,d~[ N~ O), 
d~2x:a.M~p = abst( f ) ,  where f i s  the function defined such that 
f(a) = ~~M~p[x:= a], for every a~A" 
~~rq(M)~p =n,(~~M~p), 
d~n2(M)~ p = n2(~/~M~ p), 
~¢J~(M,,M2)~p = (~~'~M,~p,~~M2~p) 
d~inl(M)~p = inl(d~M~p), 
s¢~inr(M)~p =ir~(sl~ M~p), 
d~[M,N]~p = [,~~M~p,~l~N~p], 
sl[17«(M)~p = 17o(sl~M~p). 
It is routine to show that the following property holds: 
~¢~M~pl = ~[~M~p2,  whenever px(x)= p2(x) for every x~FV(M) (indepen- 
dence) 
If we consider the pre-applicative structure d = ~3-a, then a valuation p is 
a substitution with an infinite domain. Using an induction on the structure of terms, it 
is easily verified that ~e~--a ~M~ p = M[q~], where q~ is the substitution defined by the 
restriction of p to FV(M). 
As rar as realizability is concerned, if M:a, then ~~o[M~p is a typed 2-term 
realizing a. Definition 9.5 is then a variant of Kreisel's modified realizability. 
It is also interesting to see what happens if we try to interpret erms in the 
applicative structure ~~¢g~(9 of Definition 8.3. A valuation is a function p such that 
p (x )= (k,a) for every x:a, where ke[~. Thus, given a term M such that 
F V(M) = { x 1 : al ..... xm: a,ù }, a valuation p defines a finite sequence (p 1 ..... p,ù ) of 
natural numbers, where Pi = p(xi). It is easily shown by induction on the structure of 
M:a that ~~iO~M~p = (~o«(pl,...,pm),a), where e is the index a total recursive 
function ~0, in the arguments (P l  ..... pù,). Thus, every typed 2-terms can be inter- 
preted in ~~(9 ,  and ~~(9  ~M]] p is given by a function recursive in the restriction of 
p to FV(M). As rar as realizability is concerned, if M:a, then a~~lO~M~per~a~ 
yields a realizer for a which is given by a recursive function of p. In this case, 
Definition 9.5 is equivalent to Kleene's recursive realizability (for ~ ,  x, and + ). 
11. The realizability theorem for 2~' ×'+'± 
In this section, we generalize the realizability lemma (Lemma 7.6) and its main 
coroUary (Theorem 7.7) to the calculus 2 «'×'÷'±. In order to do so, we need to add 
conditions to Definition 7.1 to take care of x, + ,  and _1_. 
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Definition 11.1. We say that a site ( s / ,~ ,Cov)  is well-behaved iff the following 
conditions hold: 
(1) For any aeA% any (pe[A ~ » W], if abst(~p) exists, Cov,(C, 
app(abst(~p),a)), and C is a nontrivial cover, then cN~p(a) for every ceC; For any 
aeA ±, any beA% if Cov~(C,a.pp(V««~(a),b)) and C is a nontrivial cover, then 
c_  ~(a) for every ceC; 
(2) If Cov«(C, nl( (a l ,  a2 ))) and C is a nontrivial cover, then c'<al for every cs C. If 
Cov~(C, l z2( (a l ,a2) ) )  and C is a nontrivial cover, then c~_a 2 for every c~C. If 
Cov~(C,n~(V«×~(a))) and C is a nontrivial cover, then c~ V«(a) for every ceC. If 
Cov~(C, n2(V«×~(a))) and C is a nontrivial cover, then c_  V,(a) for every c~C. 
(3) If Cov(p)= triv(p), then Cov(app([fg],p))= t r iv (app( [ f ,g ] ,p ) ) ,  and if 
Cov« +,(C, p), Cov~ (D, app ( [ f g ], p)), and C and D are nontrivial, then for every d ~ D, 
either there is some inl(p~)eC such that dNn.pp(fp~), or there is some ir~(p2)eC 
such that d~_app(g, p2), or there is some Vo+~(p3)eC such that d_  [7~(p3), where 
f eA «~~ and geA ~«~. 
In view of Definition 10.1, Definition 11.1 implies the following conditions. 
Definition 11.2. Given a meaning function ~[[-~ (-) on the pre-applicative structure 
~,  condition (1)-(3) are defined as follows: 
(1) For any a~A ~, if Cov~(C, app(d~2x:a.M~p,a)) and C is a nontrivial 
cover, then c~d~M~p[x:= a] for every c~C. For any b~A «, if 
Cov,(C, app(~[[  V««~(M)~ p,b)) and C is a nontrivial cover, then c.<sl E V~(M)~p 
for every c~C; 
(2) If Cov«(C, nl(d~(M1,M2)~p)) and C is a nontrivial cover, then 
c~d~Mx~p for every c~C. IfCovdC, n2(dE(M1,M2)~ p)) and C is a nontrivial 
cover, then c~st~M2~p for every «~C. If Cov~(C, n l (d [  Vù×~(M)~ p)) and C is 
a nontrivial cover, then c~~~ V«(M)~p for every c~C. If Cord(C, 
n2(d~ Vù×~(M)'~ p)) and C is a nontrivial cover, then c~d~ V~(M)~p for every cöC. 
(3) If Cov(p) = triv(p), then Cov(app(~[[ [M,N]~p,p) )  = tr iv(app(~/[[[M, 
N]]]p,p)), and if Cov«+~(C,p), Cov6(D, app(~~[M,N]~p,p)), and C and D are 
nontrivial, then for every deD, either there is some ird(px)~C such that 
d_app(~¢[[M~ p,p~), or there is some in.r(p2)~ C such that d~n.pp(~'~N]] P, P2), or 
there is some V«+~(p3)~C such that d~ V6(p3). 






11.3. Given a well-behaved site (d ,  ~, Cov),  properties (P4) and (P5) are 
follows: 
For every a~A «, if q~(a)eP~, where ~0~[A « ~ A ~] and abst(~p) exists, then 
abst(~)~PŒ«~. 
If alEP« and a2EP~, then ( al,a2)~P«×~. 
If aeP«, then Lnl(a)eP«+~, and if a~P~, then ixlr(a)6P«+~. 







If a~~P,,«~ and a26P .... then [a~,a2]ePt«+o-,a. 
If aeP» then V«(a)~P«. 
If aeP« and q~(a)eP, where q~e[A « ~ A'] and ~.bst(q0 exists, then 
app(abst(qO, a )~ P~. 
If a~ ~P« and a2~P~, then n~ (( al,a2 ) )eP« and r~2( ( a~,a2 ) )eP ~. 
If Cov«+dC, p), feP«-.~, #~P~«~, app(f,p~)~P» whenever inl(pOeC, 
app(9,p2)eP~ whenever inr(p2)eC, and p3eP± whenever V«+~(p3)~C, 
then app(I-f, 9], p)eP~. 
If aeP± and beP«, then app(V««da),b)eP~. If a~P» then 
rq( V,×da))eP« and n2( V~×~(a))eP~. 
It is easy to verify that app([f,g],p)EP~ is stubborn if peP«+, is stubborn, 
f~P««6, and geP,«6. This follows from condition (3) of Definition 11.1. 
In view of Definition 10.1, Definition 11.3 implies the following conditions. 
Definition 11.4. Given a meaning function d ~-~ (-) on the pre-applicative structure 
d ,  conditions (P4)-(P5) are defined as follows: 







If d~M~ p~P« and d~N~ p~P¢, then d[[(M, N)~ peP«×¢. 
If ~¢~M~peP«, then Lrd(d[[M~p)~P«+¢, and if ~[M~peP¢, then 
in_v( d [[ M-~ p )e P~ +~. 
If d~ M ~ peP,,~~ and d~ N~ p~P~«~, then ~¢[[M, N]~ p~P(«+~)«~. 
If .~t~M~ p~Pj_, then ~1~ V«(M)~ p~P,, 
If a~P« and d[[ M~ p[x := a]eP~, then app(d~ 2x: a. M~ p, a)eP~. 
If d~M~peP, and sl~N~p~P,, then ndd~(M,N)~p)eP« and 
g2(d~(M,N)~p)eP,. 
(3) If Cov«+dC, p), d~M]]peP««~, dI[N]]p~P~«~, app(~'~Mlp, l)eP~ 
whenever i.rll(pl)eC, and app(d~N~ p, p2)~P~ whenever Lr~(p2)~C , and 
paeP± whenever V«+dp3)~C, then app(dl[[M,N]~p,p)~P~. 
(4) If d~M~peP± and b~P«, then app(d~V««~(M)~p)~P~. If 
d~M~peP±, then rq(d[[ V]]~×~(M)~~P« and r~2(~¢~ V«×~(M)]]p)eP~. 
We have the following generalization of Lemma 7.5. 
Lemma 11.5. Given a well-behaved scenic site (d ,  t~, Cov), and a family ~ satisfyin# 
conditions (P1)-(P5), for every p, the followin9 properties hold: (1) If p(y)~r[[?~ for 
every y : ?eFV(M), and for every a, (aer~a~ implies dEM]] p [x := a]er~z~ ), «hen 
~[[2x:a.M~p~r~a~z~. (2) I f  ~¢~M~p~r~tr~ and ~~N~p~r~z~, then 
~~(M,N)~p~r~a×z~; (3) If ~~M~p~r~a ~ 6~, and d~N~p~r~z ~ 6~, then 
dl[[M,N]~p~rE(a +z) ~ 6~. (4) If aeP» then V«(a)er~a~ for every a. 
Proof. It is similar to the proof of Lemma 7.5, except hat we need to prove more 
clauses. By Lemma 9.6, we know that the sets of the form r~a~ have the properties 
(S1)-($3). 
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(1) This has already been proved in Lemma 7.5. 
(2) We need to show that d[<M,N>~peP .... 7q(d~<M,N>~p)er~a~, and 
~z2(d~<M,N>~p)er~z~. Since d~M~per~tr~ and d[N~per~~~, by (S1), 
d[M~peP« and d[N~peP~. By (P4)(2), we get d~<M,N>}pePù×, By (P5)(2), 
we also have rtl(d[<M,N>~p)eP« and rc2(d~<M,N>~p)eP~. If « is a base type 
then r[[a~ = Pc and rq(d~<M,N>~p)er~a~. Similarly, if z is a base type then 
r[[z]] = P~ and 7r2(d~<M,N>~p)er[[z]]. 
If both « and z are nonbase types, n l (d  ~- < M, N > ~ p)eP« and n2(d~-(M, N >~ p)eP~ 
are simple (since the site is scenic). We prove tbat ~l(d~<M,N>~p)er[a~ and
~2 (d ~ < M, N > ~ p ) e r [[ z-n using ($3). We consider the case of 7rl ( d [[ < M, N > ~ p ), the 
case of rc2(d~<M, N> 1 p) being similar. The case where rh(d[[<M, N>~ p)is stub- 
born is trivial. Otberwise, assume that Oov«(C, Th(d[<M,N>~p)), where C is 
a nontrivial cover. We need to prove that cern-a~ whenever ceC. By condition (2) of 
Definition 11.2, c~d[M~p for every ceC. Since d~M~per[a~ and c<d[M~p, 
by ($2), we have cer[[«~. 
(3) We need to prove that d[[M,N]]]peP~,+~),~, and that app(d[ [ [M,  
N]~p,p)er~õ~, for every per~cr + z~. Since d~M?per~cr--. Ô~ and dEN~pe 
r~z ~ 6~, by ($2), we have d~M~ peP««~ and d~N~ peP,«~, and by (P4)(4), we get 
z¢[ [M, N]~ oeP(«+o-a. 
Next, we prove that app(d  ~ [M, N] ~ p,p)ePo. Assume that the hypothesis of (3) 
holds. By assumption, perlt7 + z~, ,~¢[[M]per~-¢r --. 6~, and d[[N~per[[z --* 6~. 
By (S1), we have peP«+, d~M~peP«,o, and d[N~peP~«~. If p is stubborn, we 
have shown that app(d[[M,N]~p,p)ePõ is stubborn, and thus app(d[ [ [M,  
N]~p,p)er~6~ by ($3). 
Otherwise, since perF[tr + z~, the cover C given by 
C = {inl(pl)lp,er~tz} and p~i.nl(pl)} 
w {inr(p2)lp2~r[[z~ andp>-inr(p2)} 
w { E+~(P3)Ip3eP± and p>- V~+~(p3)} 
is a nontrivial cover, and 0ov«+~(C, p). Then, since by the assumptions of the lemma, 
d[[M]]per[[a ~ 6~ and d[[N~]per~z  6~, we have app(d[[M~p,pl)er~6~ 
whenever i . r l l (p l )~C , app(d[[N~p, 2)Er[6]] whenever i l l P (p2)~C , and p3ffP.t 
whenever 17«+~(p3)ffC , since plerEa ~, p2er~z~, and p3eP.t., by definition of C. 
Now (using S1), the conditions of (P5)(3) are met for C, and we have 
app(d[[[M,N]~p,p)eP~. If 6 is a base type, then r~6~=P~,  and 
app(d  [[[ M, N]~ p, p)er ~-6~. 
If 6 is not a base type, then app(d  ~ [ M, N] ~/9, p) is simple (since the site is scenic). 
We use ($3) to prove that app(d[[[M,N]]]p,p)~r~6~. The case where 
app( J  ~-[M, N]~ p,p) is stubborn is trivial. 
Otherwise, assume that 0ov~ (D, app (d  [[ [ M, N ] ~ p, p)), where D is a nontrivial 
cover. Since per~a + z~, the cover C given by 
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C = {i.tn-l(pl)]pl~r[~tr~ and p~ird(pl)} 
u {i.n.v(p2)]p2~r~z~ and p~-Lr~(p2) } 
u { V«+~(P3)IP3eP± and p~ V«+s(p3)} 
is a nontrivial cover, and Cov«+s(C,p). Since C and D are nontrivial, by condition (3) 
of Definition 11.2, for every deD, either there is some inl(pl)eC such that 
d_app(d[~M~ P,Pl ), or there is some in.v(p2)e C such that d app(~¢[[N]] P,P2), or 
there is some 17«+~(p3)EC such that d__ V~(pa). 
In the first two cases, since by definition of C, pler[[o-n and p2er[[z]], and 
by assumption, d~M~per~a~6~ and .rJ~N~per~z~ö~, we have 
app(d~M~ p, pl)er~6~ and app(~[[N~ p, p2)er ~6]], and by ($2), we get derart .  In 
the third case, by definition of C, we have p3eP±, and by (4) (of this lemma, to be 
proved next), we have V~(p3)er[[6]~. Then, by ($2), in all cases we get derart. Finally, 
by ($3), we have app(d  [[ IM, N] ]] p, p)er [[ 6]]. 
(4) We proceed by induction on tr. When tr is a base type, since V«(M)eP« by (P4) 
(5) and since r~a~ = Pc, we have V«(M)er[[tr~. 
1. Arrow type tr ~ z. We prove that app( V««~(a),b)er~z~ for every ber~o~. Since 
aEP± and by (S1) beP«, by (P5) (4), we have app(V««,(a), b)ePs. If z is a base type 
r~z~ = Ps and app(Vo«~(a), b)er[z~. Otherwise, app( V«-.s(a),b)eP~ is a simple term 
and we use ($3). The case where app(V««,(a),b) is stubborn is trivial. Otherwise, 
assume that Cov,(C, app(V««,(a), b)) for some nontrivial cover C. Then, by condition 
(1) of Definition 11.1, c~(V~(a) for every c~C; By the induction hypothesis, ~(a)er~-z~, 
and by ($2), we have cer[~z]]. Thus, by ($3), we have app( V«_~,(a),b)er[z~. 
2. Product type trxz. We prove that nl(V«×~(a))er~-a~ nd rr2(V«×~(a))er[~zl]. 
Since aeP» by (P5) (4), we have fr1( V~×~(a))eP« and n2( V~×~(a))eP,. If tr is a base 
type, then r[tr~ = Pc and rq(V«×s(a))er[«~. Similarly, if z is a base type, then 
r~z]~ = Ps and n( V«×s(a))erlVz]~. 
If tr is not a base type, then nl( V«×~(a))eP« is a simple term and we use ($3). The 
case where nl(Vù×~(a)) is stubborn is trivial. Otherwise, assume that Cov«(C, 
n l ( V« × s(a))) where C is a nontrivial cover. Then, by condition (2) of Definition 11.1, 
c~ V«(a) for every c~C. Since by the induction hypothesis, V«(a)er[Va]], by ($2), we 
have cer[[a~. By ($3), we have ni( V«×~(a))er~tr]]. A similar argument applies to 
rt2( V« × s(a)). 
3. Sum type « + z. By (P4) (5), since aeP» we have V«×~(a)eP«+~. Let D be the 
following set: 
D = (Lrd(pl)lpler~a~ and K+,(a)~-lrd(px)} 
u2 (Lra'(p2)lP2er~z~ and V«+~(a)~m_.v(p2)} 
{ V«+~(P3)IP3~P± and V«+~(a)>-V«+,(p3)). 
By the properties of ___, it is easy to verify that D is indeed a sieve. We need to prove 
that Cov«+~(D, V«+,(a)), since this is equivalent to V~×~(a)er~tr + z~. Now, since 
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q~ V«+~(a) implies that q = 17~+~(al) for some ax-<a, and since aePx, by (P2) we 
have a~~P» Thus, it is clear that D = {qlq<_ V«+ ~(a)}, which is a principal sieve. 
However, since V«+~(a)~P«+~, by property (2) of Definition 9.1, 17«×~(a)~P,+, is 
covered by the principal sieve D, and thus Gor« + ~(D, 17«+ ~(a)). Therefore, we have 
V«+ ~(a)~r~a + z~. [] 
Finally, we now prove the main realizability lemma for 2 ~' ×' +'±. 
Lemma 11.6. Given a well-behaved scenic site (~ ,  ~, Cov) , / f~  is a family satisfying 
conditions (P1)-(P5), then for every term M of type a, for every valuation p such that 
p(y)er~-~~ for every y: F V( M), we have ~~ M ]] per[[a~. 
Proof. We proceed by induction on the structure of M. Some of the cases have already 
been covered in the proof of Lemma 7.6, but we also need to handle the new terms. 
If M = (M1, N~ ), where Mi has type a and N1 has type z, then by the induction 
hypothesis, d~Ml~per[[tr~ and d~Nl~per~r]]. By Lemma 11.5, we have 
If M- -n l (M~) where M~ has type axt ,  then by the induction hypothesis, 
s/~Ml~p~r~«xr~. By the definition of r~axz~, this implies that 
n~(d~-M~~p)~r[[a~, that is, ~[[nl(M~)~ per~a~, by Definition 10.1. Similarly, we 
get ~¢~n2(Ml~ p~r~a~. 
If M = Lrfl(Mx) where M has type a + z, then by the induction hypothesis, 
d~Ml~per~a~. By (P4)(3), we have ird(s/~M~~p)~P«+~. Consider the cover D of 
D = {inl(pl)lpl~r~a~ and iDJ.(d~Ml~p)~~_i._rll(pl) } 
w {in.v(p2)[p2~r~-z~ and inl(s/~M~~p)~-in.v(p2)} 
u { V«+~(p3)[P3EPI and inl(s/~M~~p)~ ~«,~(P3)}. 
We need to show that Cov«+~(D, ird(~t[[M~~ p)). We claim that 
D = {p[Lrfl(~~M,~p)~p}. 
By the properties of _ ,  pNLrd(s/[[M~~p) implies that p=in l (p l )  and 
px~~/~Ml~p. Since d[M~]]pEr[[a~, and by ($2), pler[a~ whenever 
pI~_~~MI~p, we do have 
D = {p[Lrd(~¢~M~~p)~p}. 
However, by property (2) of Definition 9.1, since inl(~l~M~~p)eP«+, and D is 
a principal cover, Gov«+,(D, inl(~~M~~p)) holds. Since by Definition 10.1, 
~'~inl(M,)]p = ird(~[[Ml~ p), we have ~t~inl(M1)~ per[la + z~. The case where 
M = in.v(Mx) is similar. 
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If M = [MI ,N I ]  is of type (a + z) ~ 6, by the induction hypothesis applied to 
M1, N~, we have d~[M~[~p~r[[a ~ 6[~, and ~t¢[[N~~per[[z ~ 6-H. Thus, by Lemma 
11.5, we have d~[M1,N1]~p~r~(a + z) ~ ~~. 
If M = V«(M~), then by the induction hypothesis, d~M~[~per[Z[~ = P»  By 
Lemma 11.5 (4), we have V«(~¢~M~[~p)erl[a~. Since by Definition 10.1, 
d~ V«(M~)~p = Vo(~~Mx~p), we have s¢~ V«(M~)~per[[a~. [] 
Theorem 7.7 is generalized to the calculus 2 «' ×' +'± as follows. 
Theorem 11.7. Given a well-behaved scenic site (d ,  ~,  Oov 5 , / f~  is a family satisfying 
conditions (P1)-(P5), then for every closed term M of type a, we have s¢ 1[ M ll e P«. (in 
other words, the realizer dl[M~ satisfies the unary predicate defined by ~, i.e, every 
provable type is realizable). 
Proof. Apply Lemma 11.6 to the closed term M of type cr and to any arbitrary 
valuation p. [] 
12. Applications to the system ;C '×'+'± 
This section shows that Theorem 11.7 can be used to prove a general theorem about 
terms of the system 2"'  ×' +'±. As a corollary, it can be shown that all terms of 2 ' '  ×' + '± 
are strongly normalizing and confluent. 
In order to apply Theorem 11.7, we define a notion of cover for the site d whose 
underlying pre-applicative structure is the structure ~~~ of Definition 8.2. 
Definition 12.1. An l-term is a term of the form either 2x:a.M, (M,N) ,  ird(M), 
in.v(M), [M, NJ, or V«(M). A simple term (or neutral term) is a term that is not an 
I-term. Thus, a simple term is either a variable x, a constant c, an application MN, 
a projection l(M) or n2(M). A term M is stubborn iff it is simple and, either M is 
irreducible, or M' is a simple term whenever M ~~ M' (equivalently, M' is not an 
I-term). 
We define a cover algebra on the structure SaNg as follows. Let ~ be a (unary) 
property of typed/l-terms. 
Definition 12.2. The cover algebra 0ov  is defined as follows: 
(1) If MEPù and M is an I-term, then 
Cov(M) = {{NIM *aN}}.  
(2) If M~P,, and M is a (simple and) stubborn term, then 
Cov(M) = {O,{NIM *aN}}. 
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(3) If MePc and M is a simple and nonstubborn term, then 
0ov(M)  = {{NIM *aN},  {NIM +-LaQ *aN, for some l-term Q}}. 
Recall from Definition 9.2 that M is simple iff it has at least two distinct covers. 
Thus, Definition 12.2 implies that a term is simple in the sense of Definition 12.1 iffit is 
simple in the sense of definition 9.2. Similarly a term is stubborn in the sense of 
Definition 12.1 iff it is stubborn in the sense of Definition 9.2. Also, Definition 12.1 
implies that ~Y-a is scenic. 
Properties (P1)-(P3) are listed below. 
Definition 12.3. Properties (P1)-(P3) are defined as follows: 
(P1) xePc, ceP«, for every variable x and constant c of type a. 
(P2) If MePc and M ~aN,  then NeP«. 
(P3) If M is simple, then: 
+ 
(1) If MeP . . . .  NePc, (2x:a.M')NeP~ whenever M ~a2x'a.M',  and 
Vc«,(M')NeP~ whenever M +-L a V««~(M'), then MNeP,. 
(2) I fMeP . . . .  na((M',N'))ePc and n2((M',N'))ePc whenever M ~a (M',N'), 
and nl(Vc×c(M'))ePc and n2(Vo×~(M'))eP~ whenever M~aV,~×~(M'), then 
nl(M)ePc and n2(M)eP~. 
A careful reader will notice that conditions (P3) of Definition 12.3 are not simply 
a reformulation of condition (P3) of Definition 9.3. This is because according to 
Definition 12.2, a nonstubborn term M is covered by the nontrivial cover 
{N]M +~Q *~N}, where Q is some I-term, but the conditions of Definition 12.3 
only involve reductions to I-terms. However, due to condition (P2) and the fact that 
a nontrivial cover is determined by the I-terms in it, the two definitions are indeed 
equivalent. 
If MePù«~ is a stubborn term and NePc is any term, then MNePc by (P3). 
Furthermore, MN is also stubborn since it is a simple term and since it can only 
reduce to an I-term if M itself reduces to an l-term. Thus, if MePc«~ is a stubborn 
term and NePc is any term, then MN is stubborn term in P~. We can show in a similar 
fashion that (P3) implies that if Me Pc × ~ is a stubborn term, then n~ (M) is a stubborn 
term in Pc and n2(M) is a stubborn term in Pc. 
Properties (P4)-(P5) are listed below. 
Definition 12.4. Properties (P4) and (P5) are defined as follows: 
(P4) (1) If M~P~, then 2x:a.  MaP««~. 
(2) If MEP« and N~P~, then (M,N)EP«×~. 
(3) If M~P«, then in l (M)~P«+,  and if M~P,, then in_v(M)~P«+~. 
(4) If M~P««» and NöP~«~, then [M,N]6P~«+o_, ~. 
(5) If M~P±, then I7c(M)~P,, 
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(P5) (1) If N~P« and M[N/x]6P,, then (2x:a.  M)N~P,. 
(2) If M~P« and N~P,, then rrl(( M,N))EP « and nz(( M,N))~P,. 
(3) If P~P«+~, M~Po-,~, N~P:_,~, MP~~P~ whenever P *pLra_l(Pl), NP2EPa 
. 
whenever P~pm2(P2) ,  and P~eP± whenever P*¢V«+dPI), then 
[M,N]PeP~. 
(4) If MleP± and NePo, then V««dMt)NeP~. If MlePL, then 
rq( V«×~( Mt))eP« and fr2( V«~~(M~))eP,. 
Again, a careful reader will notice that conditions (P5) of Definition 12.4 are not 
simply a reformulation ofconditions (P5) of Definition 11.4. However, because of (P2) 
and the fact that a nontrivial cover is determined by the I-terms in it, the two sets of 
conditions are equivalent. 
It is easy to verify that [ M, N ] P~P~ is a stubborn term in P6, if P~ Pc + ~ is stubborn, 
M~P«_,~, and NeP,~õ. Indeed, [M, N] PeP~ can only reduce to an I-term if P does. 
We now show that the conditions of Definition 9.1 and the conditions of Definition 
11.2 hold. 
Lemma 12.5. Definition 12.2 defines a cover algebra, and the site (.oq'.Y-a,~, Cov)  is 
scenic and well-behaved. 
Proof. Conditions (0)-(4) of Definition 9.1 are easily verified. Let us verify conditions 
(5) and (6). 
(5) If Cov(M)= tr iv(M),  then Cov(MN)= tr iv(MN),  and if Cov(C,M) and 
Cov(D, MN) with C and D nontrivial, then for every QeD, there is some M'~C such 
that Q<_M'N. 
The first part says that if M is stubborn, then MN is stubborn, which has already 
been verified. Ifthe covers C and D are nontrivial, then by Definition 12.1, M and MN 
must be simple and nonstubborn terms. In this case, QeD means that 
MN +~P *lsQ, 
where P is an I-term. This can happen only if M + a M', where M' itself an l-term. In 
this case, there is some reduction 
+ 
MN --* ~ M'N *¢ P *~ Q, 
where M' is an I-term. Since M is simple and nonstubborn, Definition 12.1 implies 
that M' eC. 
(6) If Cov(M)=tr iv (M) ,  then Cov(n~(M))=tr iT (n l (M) ) ,  Cov(n / (M) )= 
triv(n2(M)), and if Cov(C, M) and Cov(D, nl (M)) (resp. Cov(D, rc2(M))) with C and 
D nontrivial, then for every QED, there is some M'~C such that Q-<rq(M') (resp. 
Q~nz(M')). 
The first part says that if M is stubborn, then na (M) and rt2(M) are stubborn, which 
has already been verified. If the covers C and D are nontrivial, then by Definition 12.1, 
M, 7t~(M), and rq(M), taust be simple and nonstubborn terms. In this case, QöD 
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means that 
~,(M) L#P *#Q, 
+ ' M' where P is an I-term. This can happen only if M ~~ M, where itself an I-term. In 
this case, there is some reduction 
nl(M) ~#zq(M')  *BP *#Q, 
where M' is an l-term. Since M is simple and non stubborn, Definition 12.1 implies 
that M'~C. The same argument applies to n2(M). 
Let us now verify the conditions of Definition 11.2. First, recall that for the structure 
ùL#~'-#, for every valuation p (an infinite substitution) .LP~J-#~M~ p = M[q~], where ~p is 
the substitution defined by the restriction of p to FV(M). Also app(M,N)= MN, 
and recall that A ~ is the set of terms of type a. 
(1) For any a~A «, if GovdC, app(~~q-#~2x:a.M~p,a)) and C is a nontrivial 
cover, then c-<£f.~'#~M~p[x:=a] for every c~C. For any b~A «, if 
OovdC, app(~J-#~ V««dM)~p,b)) and C is a nontrivial cover, then 
c ~.L~'oq-~ ~ Vd M ) ~ p for every cE C; 
We have app(&#3-#~2x:a.M~p,a) = ((2x:a.M)[~o])a, where ~0 is the substitu- 
tion defined by the restriction of p to FV(M) -  {x}. By Definition 12.1, since C is 
nontrivial, ceC means that 
((2x:a.M)[(p])a +#Q ~#c, 
for some l-term Q. This can only happen if there is a reduction 
((2x:a.M)[~p])a~ß(M[~p])[a/x] *ßc. 
However, we have (M[~p])[a/x] = M[q~[x := a]] (using a suitable renaming of x). 
By the definition of ~J-# ~ M~ p, we have ~'~J-# r M ~ p [ x := a ] = M [ ~p [x := a ]'], and 
this part of the proof is complete. The proof for V««dM) is completely analogous. 
(2) If Oov,,(C,~I(.£Pù~-#~(M1,M2)~p)) and C is a nontrivial cover, then 
c-<~~#~Ml~p for every ceC. IfCovdC, zt2(~J-a~(Mi, M2)~p)) and C is a non- 
trivial cover, then c'<L#J'#~M2~ p for every ceC. If Gov«(C, rq(~W#~ V~×~(M)~ p)) 
and C is a nontrivial cover, then c.<&P~"#~lT,,(M)~p for every c~C. If 
Oovd C, re2 (~a~-a [[ V«×~(M)~ p)) and C is a nontrivial cover, then c~~~#~[ (M)~ p 
for every c~C. 
We have ~~-#~(MI,M2)~p = (M~,Mz)[~o], where ~o is the substitution de- 
fined by the restriction of p to FV(M1) w FV(M2). By Definition 12.1, since C is 
nontrivial, c~C means that 
n~((M1,M2)[q~]) +~Q ---~~c, 
for some I-term Q. This can only happen if there is a reduction 
n,((MI,M2) [~o-])----~# Ml[-qg] *#c. 
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Since Le~--p[[ Ma ~ p = Ma [~p], this part of the proof is complete. The other cases are 
entirely analogous. 
(3) If Cov(P) = triv(P), then Cov(app(~J-~~[M,N]~p,P)) = 
triv(app(&PYp~[M,N]~p,P)), and if Cov«+~(C,P), Cov~(D, app(~3-a~[M, 
N]~p,P)), and C and D are nontrivial, then for every d~D, either there is some 
ird(Pa)~ C such that d<_app(.Ba3-a [[M~ p, Pa), or there is some illr(P2)~C such that 
d~app(~3-ß~N~p, P2),or there is some V«+~(P3)~C such that d 17a(P3). 
The first part says that [M[q~],N[q~]]P is stubborn if P is stubborn, which has 
already been shown (where ~o is the substitution defined by the restriction of p to 
FI,'(M) ~ FI/(N)). By Definition 12.1, since D is nontrivial, d~D means that 
EMEq~],N[tp]]P *aQ --+ad, 
where Q is an I-term. This can happen only if either 
P --*pinl(Pa), and 
EME~o],NEe]]ird(Pa)--,p ME~o]P, *~d, 
or P *ßinr(P2), and 
EM[qg],N[qg]]inr(P2)-~/~N[tp]P2 *-+a d, 
or P *~ V«+~(P3), and 
[M[~o],NE~o]] V«+~(P3) ~a V~(P3) *ad. 
In each case, since C is nontrivial, by Definition 12.1, we have inl(P~)~C, inl(P2)eC , 
and V,+~(P3)~C. [] 
Thus, the site (Zarta, ~, Cov), is scenic and well-behaved. Consequently, we can 
apply Theorem 11.7, and get a general theorem for proving properties of terms of the 
system 2«' ×' ÷'±. In fact, for the structure ~J-a, for a property ~ satisfying conditions 
(P1)-(P5), by (1) and (P3), every variable x of type a is stubborn (for every a). Thus, we 
can apply Lemma 11.6 with the valuation p such that p(x) = x for every variable x, 
since by Lemma 9.6, r[[a~ contains every stubborn term. Consequently, we have the 
following theorem (compare with Theorem A of the introduction). 
Theorem 12.6. I f  ~ is a family of 2-terms atisfying conditions (P1)-(P5), then Pc = A« 
for every type ~ (in other words, every term satisfies the unary predicate defined by ~). 
Proof. By Lemma 12.5, the site (&Pg"-a,~,Cov) is scenic and well-behaved. By the 
discussion just before stating Theorem 12.6, the identity valuation /9 such that 
p(x) = x for every variable x, is such that p(x)~r~a~ for every x:a. Thus, we can 
apply Lemma 11.6 to any term M of type tr and to p, and we have .£P~p~M~p~r~a~. 
However, in the present case, &PJ-a[[M~/9 = M. Thus, M~r~a~, and since r~a~ ~ Pc, 
we have M~P«, as claimed. [] 
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As a corollary, strong normalization and confluence can be shown, see Gallier [5] 
for such a treatment. 
We now consider the generalization of the previous treatment to the second-order 
typed 2-calculus 2 -+'v2. 
13. Syntax of the second-order typed 2-calculus 2 ~'v2 
In this section, we review quickly the syntax of the second-order typed 2-calculus 
2-+'v2. This includes a definition of the second-order types under consideration, of raw 
terms, or the type-checking rules for judgements, and of the reduction rules. For more 
details, the reader should consult Breazu-Tannen and Coquand [2]. For simplicity, 
we only consider the types ~ and V2, but the types x, + ,  and I ,  can also be 
handled, as in Section 2. 
Let 9-" denote the set of second-order types. This set comprises type variables X, type 
constants k, and compound types (fr ~ z), and VX. a. It is assumed that we have a set 
TC of type constants (also called base types of kind *). We have a countably infinite set 
of type variables (denoted as upper case letters X, Y, Z), and a countably infinite set 
Z of term variables (denoted as lower case letters x, y, z). We denote the set of free type 
variables occurring in a type a as FTV(a). We use the notation * for the kind of types. 
Since we are only considering second-order quantification over predicate symbols (of 
kind *) of arity 0, this is superfluous. However, it will occasionally be useful to consider 
contexts F in which type variables are explicitly present, since this makes the type- 
checking rules more uniform in the case of 2-abstraction and typed 2-abstraction. Thus, 
officially, a context F is a set { x ~ :~r 1 ..... xù : frù }, where xl ..... xù are term variables, and 
fr1 ..... frù are types. We let dom(F) = {xl ..... xù}. As usual, we assume that the variables 
x t are pairwise distinct. We also assume that x ¢ dom(F) in a context F, x : fr. Informally, 
we will also consider contexts {X~:* ..... X,ù :*, x~ :tr~ ..... xù :frù}, where X~ ..... X~ are 
type variables, and x~ ..... xù are term variables, with the two sets {X1 ..... Xm} and 
{x~,..,xù} disjoint, the variables Xi pairwise distinct, and the variables x t pairwise 
distinct. We assume that X ¢ dom(F) in a context F, X: *. For the sake of brevity, rather 
than writing typed 2-abstraction as 2X:*. M, it will be written as 2X. M. 
It is assumed that we have a set Const of constants, together with a function 
Type:Const ~ J-, such that every constant c is assigned a closed type Type(c) in ~-. 
The set TC of type constants, together with the set Const of constants, and the 
function Type, constitute a signature Z. Let us review the definition of raw terms. 
Definition 13.1. The set of raw terms is defined inductively as follows: every variable 
xe Z is a raw term, every constant c~Const is a raw term, and if M, N are raw terms 
and «, z are types, then (MN), (Mz), 2x:a .  M, and 2X. M, are raw terms. 
We let FV(M) denote the set of free term-variables in M. Raw terms may contain 
free variables and may not type-check (for example, (xx)). In order to define which raw 
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terms type-check, we consider expressions of the form F~,M:a, called judgements, 
where F is a context in which all the free term variables in M are declared. A term 
M type-checks with type a in the context F iff the judgement F~,M:a is provable 
using axioms and rules summarized in the following definition. 
Definition 13.2. The judgements of the polymorphic typed 2-calculus 2 «'v2 are de- 
fined by the following rules. 
F~,x:a whenx:aEF ,  
F~,c: Type(c) when c is a constant, 
F,x:a>M:~ 
(abstraction) 
F~,(2x:a.M):(a ~ z) 










The reason why we do not officially consider that a context contains type variables, 
is that in the rule (V-elim), the type ~ could contain type variables not declared in F, 
and it would be necessary to have a weakening rule to add new type variables to 
a context (of some other mechanism to add new type variables to a context). As long 
as we do not deal with dependent types, this technical annoyance is most simply 
circumvented by assuming that type variables are not included in contexts. 
Definition 13.3. The reduction rules of the system je,v2 are listed below: 
(2x:a.  M)N ~ MIN/x] ,  
(2X .M)r  ~ M[z/X] .  
The reduction relation defined by the rules of Definition 13.3 is denoted as --*p. 
From now on, when we refer to a 2-term, we mean a 2-term that type-checks. We let 
A<,r> denote the set of judgements of the form F>M:a. 
14. Pre-applicative structures for 2~,v~ 
In this section, the definition of a pre-applicative stru¢ture (given in Section 3) is 
generalized to 2~,v~. For simplicity, only pre-applicative fl-structures are defined. 
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Pre-applicative fl~/-structures and extensional pre-applicative fl-structures are defined 
in the Appendix. The types x, + ,  and _1_, can easily be handled as in Section 8, but for 
simplicity, we only deal with the types ~ and g2. Since we are dealing with type 
variables, in order to interpret he types, we first need to define the notion of an 
algebra of (polymorphic) types. We also need to define the notion of a dependent 
product (see Definition 14.2) in order to "curry" the map tapp*:AV~~lx T 
LI(A+I~))s~ r. 
Definition 14.1. An algebra of(polymorphic) types is a tuple 
(T ,~, [T  = T],V), 
where T is a nonempty set of types, --* : T × T 
[T  » T] is a nonempty set of functions from 
V: [T~ T] -~ T. 
T is a binary operation on T, 
T to T, and V is a function 
We hope that readers will forgive us for denoting an algebra of types (T, ~ ,  
[ T » T], V) with the same symbol T. Intuitively, given a valuation 0: "//" ~ T, a type 
tre~Y- will be interpreted as an element [[tr~ 0 of T. 
Given an indexed family of sets (Ai)i,» we let H(Ai)i~1 be the product of the family 
(Ai)i~» and H(Ai)i~l be the coproduct (or disjoint sum) of the family (A~)i~! be the 
(Ai)iel. The disjoint sum l_I(Ai)~~! is the set  ~{(a , i ) [aeA i} i« t .  If the sets A i are 
preorders, then l](Ai)~~t is a preorder under the product preorder, where 
(ai)i«:<(bi)i~! i f fai~i bi for all ieI, and LI(Ai)i~t is a preorder under the (disjoint) sum 
preorder, where (a, i )~(b , j )  i f f i= j  and a<_ib. 
Before defining a pre-applicative structure, we need to define the notion of a depen- 
dent product. 
Definition 14.2. Given an algebra of types T, and a T-indexed family of preorders 
(A s, ~s) ,  for every function ~e[T  =~ T], the dependent product H,(AS)s~r is the 
cartesian product I-I(A«t))t « r, which is also described explicitly as the set of functions 
in ([l(A*(S))s~r) r defined as follows: 
1-I(AS)s«r = {f: T ~ LI ( A«S))~~rlf(t)eA ~~'), for all teT}. 
The set I],(AS)s ~ r is given the preorder ___* defined such that, f ___ * g iff f(t)___*tt) g (t), 
for every teT. 
Given two preordered sets (A s, ___s) and (A t, __J), we let [A s » A t] be the set of 
monotonic functions w.r.t. ___s and <',  under the pointwise preorder induced by ___t 
defined such that, f~  g iff f (a )~tg(a)  for all aeA s. 
We are now ready to define the semantic structures used in this paper. 
Definition 14.3. Given an algebra of types T, a pre-applicative fl-structure is a structure 
= ( A, ~,  fun, abst, tfun, tabst ) ,  
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where 
A = (AS)seT is a family of sets (possibly empty) called carriers; 
(Ns)s~r is a family of preorders, each <s on W; 
abstS,t: [W ~ W] ~ A ~~t, a family of partial operators; 
furt s't" A s~t --* [W => At], a family of (total) operators; 
tabst*:lq.(W)s~ r --* A v~*l, a family of partial operators, for every ~e[  T ~ Tl; 
t fun s't' A v~*l --* l-[.(AS)s«T, a family of (total) operators, for every 4~e[T =~ 7"]. 
It is assumed that furt, abst, tfur4 and tabst,  are monotonic. Furthermore, the 
following conditions are satisfied 
(1) For all s, teT, if A s # 0 and A t # 0, then A set # 0, and funS"(abst"t(~0))~~o, 
whenever abstS't(~o) is defined for ~,0e[W =~ A']; 
(2) If A *"~ ~ 0 for every te T, then A vt*~ :# 0, and tfim*(tabst*(~o))~tp, whenever 
tabst*(tp) is defined for q)eFl,(W),«r. 
The operators fun induce (total) operators appS't:A»~t x A z ~ A t, such that, for 
every f eW ~' and every aeA s, 
app~"(f, a) = fim'" ( f )  (a). 
Then, condition (1) can be written as 
(1') appS"(abstS"(~o),a)~_~o(a), for every aeW, for ~,0e[AS =~ A'], whenever 
absV't(tp) is defined. 
The operators t fun induce (total) operators tapp*:A vl*) x T -.  L[(A«S~)s«T, such 
that, for every te T, 
tapp*(f ,  t) = t~m*( f ) (0 .  
Then, condition (2) can be written as 
(2) tapp*(tabst*(~o),s)~tp(s), for every seT, whenever tabst*(~o) is defined, for 
~eH,(AS)s~r. 
We say that a pre-applicative fl-structure is an applicative fl-structure iff in condi- 
tions (1) and (2), ~ is replaced by the identity relation =.  
We will omit superscripts whenever possible. Intuitively, d is a set of realizers. It is 
shown in Section 17 how the term model can be viewed as a pre-applicative fl-
structure (see Definition 17.5). 
When ~ is an applicative fl-structure, then, in Definition 14.3, conditions (1) and (2) 
amount o 
(1) fun s'to abst ''t = id  on the domain of definition of abst; 
(2) tfun* o tabst* = id on the domain of definition of tabst.  
In this case, abst  is injective and ~ is surjective on the domain of definition of 
abst  (and left inverse to abst), tabst  is injetive and t~m is surjective on the domain of 
definition of tabst  (and left inverse to tabst). 
When we use a pre-applicative Ô-structure to interpret 2-terms, we assume that the 
domains of abst and tabst  are sutticiently large, but we have not elucidated this last 
J. Gallier / Theoretical Computer Science 142 (1995) 299-368 343 
condition yet. Given M~A ~-'t and NeW, app(M,N)  is also denoted as MN, and 
tapp(M, t )  as Mt. 
15. ~-cover algebras and ~-sheaves for 2 ~'v2 
In this section, we basically repeat he definitions for covers and sheaves given in 
Section 9, except hat we are dealing with a more general notion of pre-applicative 
structure (since we also have an algebra of types T). As in Section 9, we define all the 
necessary concepts in terms of preorders, referring the interested reader to [18] for 
a general treatment. First, we need some preliminary definitions before defining the 
crucial notion of a cover. From now on, unless specified otherwise, it is assumed that 
we are dealing with pre-applicative fl-structures (and thus, we will omit the prefix fl). 
Definition 15.1. Given an algebra of types T and a pre-applicative structure ~/, for 
any M~A s, a sieve on M is any subset C _~ A ~ such that, N~M for every N~C, and 
whenever NeC and Q~N, then QöC. In other words, a sieve on M is downwards 
closed and below M (it is an ideal below M). The sieve {NI N~M} is called the 
maximal (or principal) sieve on M. A coveringfamily on a pre-applicative structure d is 
a family Cov of binary relations Covs on 2 A, x W, relating subsets of A ~ called covers, 
to elements of W. Equivalently, Cov can be defined as a family of functions 
COV~ :A ~ ~ 2 As 
assigning to every element M~W a set Cov(M) of subsets of A s (the covers of M). 
Given any MEW, the empty cover 0 and the principal sieve { N [ N~M} are the trivial 
covers. We let t r iv (M)  denote the set consisting of the two trivial covers of M. A cover 
which is not trivial is called nontrivial. 
In the rest of this paper, we will consider binary relations ~ ~ d x T, such that 
B(M,s)  implies MEA S, and for every seT, if A~4: 0, then there is some MEA s s.t. 
~(M,s). Equivalently, t~ can be viewed as a family ~ = (P~)~~T, where each Ps is 
a nonempty subset of A s (unless A s = 0). The intuition behind ~ is that it is a property 
of realizers. For simplicity, we define the covering conditions only for the types 
and ~,2 (but the types x, + and Z, can also be handled. This treatment can be 
readily adapted from Section 9-11). 
Definition 15.2. Given an algebra of types T, let ~ be a pre-applicafive structure and 
let N be a family ~ = (Ps)~~r, where each P~ is a nonempty subset of A ' (unless 
A ~= 0). A ~-cover algebra (or ~-Grothendieck topology) on ~ is a family Cov of 
binary relations Cov~ on 2A~x A s satisfying the following properties: 
(0) Cov~(C, M) implies MePs (equivalently, ~(M,s)). 
(1) If Cov(C, M), then C is a sieve on M (an ideal below M). 
(2) I fMeP»  then Cov({N[N~M} (MeP~ is covered by the principal sieve on M). 
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(5) If Cov(M)= triv(M), then Cov(MN)= triv(MN), and if Cov(C,M) and 
Cov(D, MN) with C and D nontrivial, then for every QeD, there is some M'eC, such 
that Q~M'N. 
(6) If Cov(M)=tr iv (M) ,  then Cov(Ms)=triv(Ms), where seT, and if 
Cov(C, M) and Cov(D, Ms) with C and D nontrivial, then for every QeD, there is 
some M'~C such that Q~M's. 
A triple (~,  ~, Cov), where M is pre-applicative structure, ~ is a property on d ,  
and Cov is a ~-Grothendieck topology, is called a ~-site. 
Condition (0) is needed to restrict attention to elements having the property ~. 
Covers only matter for these elements. Conditions (1) and (2) are the conditions for 
a set of sieves to be a Grothendieck topology, in the case where the base category is 
a preorder (~,  ~(). Conditions (5) and (6) are needed to take care of the extra 
structure. 
Conditions (3) and (4) have been omitted, since they are only needed for the 
treatment of the sum type + (or the existential type). Also, it is not necessary to 
assume that covers are ideals (downwards closed), but this is not harmful. 
Definition 15.3. We say that M~A ~ is simple iff Cov(C, M) for at least two distinct 
covers C. We say that MeA ~ is stubborn iff Cov(M) = {0, {QIQ~M}} (thus every 
stubborn element issimple). We say that a ~-site (d ,  ~, Cov) is scenic iffall elements 
of the form app(M, N) (or MN), or tapp(M, s) (or Ms), are simple. 
From now on, we only consider scenic ~-sites. In order for our realizability theorem 
to hold, realizers will have to satisfy properties analogous to the properties (P1)-(P3). 
Definition 15.4. Given an algebra of types T, let (d ,  ~, Cov) be a ~-site. Properties 
(P1)-(P3) are defined as follows: 
(P1) ~(M,  s), for some stubborn element MeA s. 
(P2) If ~(M,s) and M~N, then ~(N, s). 
(P3a) If Cov~~t(C, M), ~(N, s), and ~(M'N, t) whenever M'eC, then ~(MN, t). 
(P3b) If Covvt,)(C, M), se T, and ~(M's, ~(s)) whenever M'e C, then ~(Ms, ~(s)). 
From now on, we only consider relations (families) ~ satisfying conditions 
(P1)-(P3) of Definition 15.4. The sheaf property is defined as in Section 9, except hat 
a more general notion of pre-applicative structure is involved. 
Definition 15.5. Given an algebra of types T, let (~¢, ~ ,Cov)  be a ~-site. A function 
~:~ -* 2 r has the sheaf property (of is a ~-sheaf) iff it satisfies the following 
conditions: 
($1) If se~(M), then MeP~. 
($2) If seS~(M) and M>-N, then se«~(N). 
($3) If Covs(C,M) and seSf(N) for every NeC, then seS,°(M). 
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A function 5¢ :d  ~ 2 r as in Definition 15.5 can also be viewed as a family 
6 a = (S~)s~ r, where Ss = {Medlseöe(M)} .  Then, the sets Ss are called ~-candidates. 
The conditions of Definition 15.5 are then stated as follows: 
(S1) Ss -~ Ps. 
($2) If MeSs and M>-N, then NeSs. 
($3) If CovAC, M), and C _c Ss, then MeSs. 
This second set of conditions is slightly more convenient for proving our results. 
Note that conditions ($3) and (P1) imply that Ss is nonempty and contains all 
stubborn elements in Ps (unless A s = 0). By property (P3a), if MePs«t is stubborn and 
NePs is any element, then MNePù Furthermore, MN is also stubborn. This foilows 
from property (5) of a cover. Thus, if MeP~«t is stubborn and NeP~ is any element, 
then MNePt is stubborn. Similarly, by property (P3b) and property (6) of a cover, if 
MePvl,) is stubborn and se T, then MseP,t,) is stubborn. 
Definition 15.6. Given an algebra of types T and a ~-site (d ,~,Cov) ,  we let 
Sheaf (d ,  ~)  denote the sets of all ~-sheaves on (d ,  ~,  Gor ) ,  and 
sheaY(d ,~)s  = {Ss I S»eow, for some sheaf 5e = (Ss)s~re8heaf(d,3ä)}. 
Since ~ itself is a ~-sheaf, the set Sheaf (d ,~)  is nonempty. The fact that 
Definition 15.5 is indeed a sheaf condition is shown exactly as in Section 4 (except hat 
a functor F is a ~-sheaf i f it is a sheaf, and for every aed,  F(a) c_ T and seF(a) 
implies that aePs). 
16. ~-realizability for 2 4,v 2 
In this section, we define a semantic notion of realizability. This notion is such that 
realizers are elements of some pre-applicative structure. Since types can contain type 
variables, we first need to define an interpretation of the types. In order to define the 
set of realizers of a second-order type VX. a, we need to define sheaf-valuations (see 
Definition 16.4). 
Definition 16.1. Given an algebra of polymorphic types T, it is assumed that we have 
a function TI: TC -~ T assigning an element TI(k)eTto every type constant keTC. 
A type valuation is a function 0 : f ~ T. Given a type valuation 0, every type ae J -  is 
interpreted as an element ~a]] 0 of T as follows: 
~x~o = 
[k lO  = 
O(X), where X is a type variable, 
Tl(k), where k is a type constant, 
~~~0 -. E~~ 0, 
V(AteT.~a~O[X:= t]). 
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In the above definition, A t¢ T. ~a~ O[X := t] denotes the function q~ from T to 
Tsuch that ~(t) = [[a~ O[X := t] for every teT. We say that Tis a type interpretation 
iff ~e[T  ~ T] for every type a and every valuation 0. 
In other words, Tis a type interpretation iff [ra] 0 is well-defined for every valuation 
0. The following lemmas will be needed later. 
Lemma 16.2. For every type aeg' ,  and every pair of type valuations 01 and 02, /f 
01(X) = O2(X),for all XeFTV(a) ,  then ~«~ 01 = ~a~ 02. 
Proof. A straightforward induction on a. [] 
Lemma 16.3. Given a type interpretation T, for all a, ze~Y-,for every type valuation O, 
we have 
Proof. The proof is by induction on a. The case where a = X is trivial, since then 
X [ r/X ] = z, and 
~x] o[x := Et~ 03 = o[x := ~~~ 03 (x )  = I t ]  0. 
The induction steps are straightforward, and we only treat the case where a = VY. al.  
In this case, 
[(VY. «, )E t /X]  ] 0 = V(3teT. Ic, [t/X]] 0 [ r:= t]), 
(where the bound variable Y is renamed in a suitable fashion if necessary), and where 
AteT . [a l [ z /X ]~O[Y :=t ]  denotes the function @ from T to T such that 
@(t) = ~al[t /X]~ O[ Y:= t] for every teT. By the induction hypothesis, we have 
• (t) = ~al[t/x]]o[Y:= t] = ~[a,~ 0[X := ~z~O, Y:= t]. 
Then, since 
~VY.a l~O[X := ~t~O] = V(AteT.~tr l~O[X := [t~O, Y:= tl), 
we have 
[[(VY.al)[tlX]~O = [[VY.o'l]l 0 [X := [[r~ 03. [] 
The next definition can be viewed as a semantic version of Girard's "candidats de 
réductibilité" [4, 7]. 
Definition 16.4. Given a type interpretation T and a pre-applicative structure ~¢, 
a sheaf-valuation is a pair # = <0, tl), where 0: 3e" ~ T is a type valuation, and 
r/: 3e- ~ U 8heaf(~¢, t~) is a function called a candidate assignment, such that: 
q(X)=Sotx),  where So~x)eShea;f(~¢,~)otx» for some ~-sheaf 5a=(Ss)~«r~ 
Bhoaf(~¢,~), for every X~3w. 
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Given p = (0,r/)  for any seT and any SeSheaf (ea ' ,~) ,  for some s-component 
S=S,  of some ~-sheaf 6ê=(S«) ,~reSheaf(a¢,~),  we let #[X := (s ,S ) ]= 
(O[X := s], r/[X := S] ) be the sheaf-valuation, such that, O[X := s](y) = 0(Y) for 
every Y :~ X and 0[X:= s ] (X)= s, and r/[X:= S](Y) = q(Y) for all Y :~ X, and 
~[x:=s](x)=s. 
The notion of ~-realizability is defined as follows. 
Definition 16.5. Given an algebra of types T, let (d ,  ~, Cov ) be a ~-site. For every 
sheaf-valuation # = ( 0, r/), the family (r[~a~ p) ,~,  where for every aeg-,  rEcr ~ p is the 
set of realizers of a, is defined as follows: 
r[~k~ p = P~qo, k a constant ype, 
r[[X~# = q(X), X a type variable, 
r~a --+ z~# = {M[ MeP~~~~p~, and for all N, if Ner~a~# then MNer[[z~p}, 
r~VX. a~ p = { M IMePFx «~0, and for every se T, 
every SeSheaf(a¢, ~)~, Mser[Ia~ p[X := (s, S ) ]  }. 
The following lemmas will be needed later. 
Lemma 16.6. For every type ŒEJ', every pair of sheaf-valuations fix= (0x, tl1 ) and 
P2 = (02,q2),  /f 01(X)= 02(X) and q l (X)= r/2(X), for all XeFTV(a), then 
r [ [« ] lp ,  = r [ [«] ]p2.  
Proof. A straightforward induction on tr (and using Lemma 16.2). [] 
Lemma 16.7. Given a type interpretation T and a 9a-site ( at,~, Cov),for all a, zeg-, 
for every sheaf-valuation # = (0, r/), we have 
rI[«D/x]~ ~ = r[[«~~,[x:= <[[~~ O,r~~~u>]. 
Proofi The proof is by induction on a. We only consider the case where a = VY. al, 
the other cases being straightforward. By Definition 16.5, we have 
r~(VY.a,)[r/X]~p 
= {MIMeP~vr.«,)tx/,]~o, and for every se T, every SeSheaY(d ,~) ,  
Mser~al [r/X]~ p[ Y:= (s, S ) ]  }. 
By Lemma 16.3, we have 
~(VY.al)D/X]~O = ~VY.a, IO[X := [~~ 0], 
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and by the induction hypothesis, we have 
r~tr l [z/X]]]p[Y:= <s,S>] = r~th~p[Y:= <s,S>,X:= ([z~0,r~z~p>].  
However, by definition, 
= { M[MeP~vr~,]otx:= ~~]0], and for every se T, every SeSheaf (d ,  ~)~, 
Mser[[a,~p[X:= <~r~0,r~zllp>, Y:= <s,S>]}, 
and so, we have 
r~(VY.cr,)[z/X]~l~ = r~(VY .« , )~p[X:= <~z~ O,r[[z~p>]. [] 
The following lemma shows that the notion of a ~-sheaf is an inductive invariant. 
In Gallier [4], this is the lemma we call "Girard's trick". 5 
Lemma 16.8. Given a scenic ~-site (~¢,~,Cov>, for every sheaf valuation p, if 
B satisfies conditions (P1)-(P3), then the family (r[[tr~#)««9- is a ~-sheaf, and if 
A ~~~° 0, then each r~~r~ p contains all stubborn elements in P~~~o. 
Proof. We proceed by induction on types. If a is a base type, r~a~ p = Pi,,]o, and 
obviously, every stubborn element in P~~~o is in r~a~ #. Since r[[a~ ~t = P~~~o, (S1) is 
trivial, ($2) follows from (P2) and ($3) is also trivial. If a = X is a type variable, then 
r[[a~ p = r/(X), and since q(X) = So~x), where Socx)eSheaf(d,~)otx), (S1)-($3) hold. 
The fact that every stubborn element in Potx) is in Sotxl follows from (P1) and ($3), as 
we already noted earlier. 
We now consider the induction step. 
(S1) (1) Type a ~ z. By the definition of r~a ~ z~/~, (S1) is trivial. 
(2) Type VX. a. By the definition of r[[VX, tr])p, ($1) is trivial. 
($2) (1) Type « -~ z. 
Let Mer~tr ~ z]~ p, and assume that M>-M'. Since MeP~««~]o by ($1), we have 
M'eP~««~~o by (P2). For any Ner~-tr~ p, since Merk«  ~ z~p, we have MNör~z~p, 
and since M>M' ,  by monotonicity of app, we have MN>-M'N. Then, applying the 
induction hypothesis at type z, ($2) holds for r~r~ #, and thus M'Ner~r~ p. Thus, we 
have shown that M'eP~o« 3]0 and that if Ner~tr~ p, then M'Ner~z~ #. By the defini- 
tion of r[[tr ~ z~/~, this shows that M'er~« ~ z-~Iz, and ($2) holds at type tr --, z. 
(2) Type VX. fr. 
Let Mer~VX.«~p,  and assume that M>-M'. Since MeP~vx.o]o, by ($1), we have 
M'eP~vx.«~o. For every seT  and every SeSheaf(~¢,~)» since Mer~VX.¢r~ #, we 
have Ms~r~tr~ p[X  := <s, S>], and since M>-M', by monotonicity of tapp, we have 
Ms>M's.  Then, applying the induction hypothesis to tr and /~[X:= <s,S>], ($2) 
sOf course, this is unfair. Girard has many tricks! 
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holds for r[[a]]#[X:= (s ,S ) ] ,  and thus M'ser~a~la[X:= (s,S)]. By the definition 
of r[FVX, a~ la, this show that M'er~VX. a~ la. 
($3) (1) Type a ~ z. 
Assume that Oov~~«¢~o(C,M), and that M'er~a ~ z~la for every M'eC, where 
M is simple. Recall that by condition (0) of Definition 15.2, Oov~«« ¢~o(C, M) implies 
that MeP~«~¢~o. We prove that for every N, ifNer~a~la, then MNer~z~la. First, we 
prove that MNeP¢¢~o, and for this we use (P3). 
First, assume that MeP~o« ~~o is stubborn, and let N be in r~«~ la. By (S1), NeP~«~o. 
By the induction hypothesis, all stubborn elements in P~do are in r~z~ la. Since we 
showed that MNeP~~~o is stubborn whenever MeP~~, ~~o is stubborn and NePHo, we 
have Mer~a ~ ~~la. 
Now, consider MeP~««~]o nonstubborn. If M'eC, then by assumption, 
M'er~a ~ z~ la, and for any Ner~a~ la, we have M'Ner~r~ la. Since by (S1), NeP~«~o 
and M'NeP~~~o, by (P3a), we have MNeP[~]o. Now, there are two cases. 
If z is a base type, then r[[z]~ la = PNo and MNer~z~ la. 
If r is not a base type, then MN is simple (since the site is scenic). Thus, we prove 
that MNer~r~la using ($3) (which by induction, holds at type z). Assume that 
Oov~~]0(D, MN) for any cover D of MN. If MN is stubborn, then by the induction 
hypothesis, we have MNer~z~ la. Otherwise, since Oov~~.~~0(C, M) and C and D are 
nontrivial, for every QeD, by condition (5) of Definition 15.2, there is some M'eC such 
that Q~M'N. Since by assumption, M' er~a ~ z~ la whenever M' eC, and Ner~a~ la, 
we conclude that M'Ner~z~ la. By the induction hypothesis applied at type z, by ($2), 
we have Qer[Ir]]la, and (S3), we have MNer[z~#. 
Since MeP~~o~~o and MNer~z~la whenever Ner~a~la, we conclude that 
Mer~a --* z~la. 
(2)Type VX. a. 
Assume that OOV~vx.«~o( C, M), and that M'er~VX.a~la for every M'eC, where 
M is simple. Recall that by condition (0) of Definition 15.2, OOV~vx.~~ 0( C, M) implies 
that MeP~vx«~o. We prove that for every se T and every SeShe~.f(~¢, ~)~, we have 
Mser~«~la[X:= (s ,S) ] .  First, we prove that MseP~~~o[X:=sl, andfor this, we use 
(P3). 
First, assume that MeP~vx.«~o is stubborn, and let se T. By the induction hypothe- 
sis, all stubborn elements in P~~~ o[x := ,] are in r l-a ~la [X := (s, S)] .  Recall that we have 
shown that MseP««~ is stubborn whenever MePv~,~ is stubborn. Considering the 
function cb such that q~(s)= [a~O[X:=s] for every seT, since we know that 
~VX.a~O = VUP), then MseP~«~otx:=~~ is stubborn whenever MeP~vx«~o is stub- 
born, and we have Mer~\/X.a~la. 
Now consider MeP~vxo~o nonstubborn. If M'eC, then by assumption, 
M'er~VX.a~la, and for every seT and every SeShen.f(z¢,~)» we have 
M'ser~a~la[X:=(s,S)]. Since by (S1), M'seP~~~o[x:=,j, by (P3b), we have 
MseP~ù~otx:=~~, where (P3b) is applied to the function 4~ such that 
• (s) = ~a~ O[X := s] for every se T. For such a ~, we have [[VX. cr~ 0 = V(~). Now, 
there are two cases. 
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If a is a base type, then r[[a]]#[X:= (s,S>] = P~«~o[x:=,j, and 
Mser~a~p[X:= (s,S>]. 
If a is not a base type, then Ms is simple (since the site is scenic). Thus, we prove that 
Mser~a~p[X:= <s,S>] using ($3) (which by induction, holds for a). Assume that 
(3ov~«~0tx:= ~](D, Ms) for any cover D of Ms. If Ms is stubborn, then by the induction 
hypothesis, we have Ms~r[a~ p[X  := <s, S>]. Otherwise, since OoV~vx~~o(C, M) and 
C and D are nontrivial, for every Q~D, by condition (6) of Definition 15.2, there is 
some M'~C such that Q~M's.  Since by assumption, M'er~VX. tr~ p whenever M'eC, 
we conclude that M's~r~a]]p[X:= (s,S>]. By the induction hypothesis applied at 
type a, by ($2), we have Q~r~a~p[X:=(s ,S>] ,  and by ($3), we have 
Ms~r~a~p[X:= <s,S>]. [] 
We will now need to relate 2-terms and realizers. 
17. lnterpreting ,~-~,v= in pre-applicative structures 
We show how judgements F~,M: a are interpreted in pre-applicative structures. 
For this, we define valuations. 
Definition 17.1. Given a type interpretation T, given a pre-applicative structure d ,  
a valuation is a pair p = <0,e), where 0:~U ~ T is a type valuation, and 
e:Z ~ Y(A'),~r is a partial function called an environment. 
Given p = <0,~), for every s~Tand a~A ~ we let p [X := s, x:= a] = <0[X:= s], 
e[x:= a] )  be the valuation, such that, O[X := s] (Y )= 0(Y) for every Y 4: X and 
0[X:= s](X)  = s, and e[x:= a](y)  = e(y) for all y :/: x, and e[x:= a](x)  = a. 
Given a context F, we say that p satisfies F, written as p ~ F (where p = <0,e)) iff 
e(x)~A ~~~° for every x:a~F. 
Note that ifp satisfies a context F, this implies that A ~~~° • 0 for every x :a~F. Also, 
conditions (1) and (2) of Definition 14.3 imply that the following conditions hold: 
For all types a, z~3-, if A ~~~° ~0 and A ~~~° #0,  then A ~««~~° v~O, and if 
A ~~C~/xl~° v~0 for every ~~J ,  then A ~vx~~° v~ O. 
We are now ready to interpret 2-terms. 
Definition 17.2. Given a type interpretation T and a pre-applicative structure ag, let 
d J  : Const ~ d be a function assigning an element d J (c )  of A TItrypet«~~ to every 
constant c~Const. For every valuation p = < 0, e), and every context F, if p ~ F, we 
define the interpretation (or meaning) d ~ F ~, M : a ~ p of a judgement Et, M : a induc- 
tively as follows: 
aq r~ x : «~,r = ~( x) 
ag[[ r t~c : Type( c ) ~ p = .;d.t-(c) 
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dEF~,2x:a .M: (a  ~ r)]]p = abst~~~°,E~~°(qO, 
where ~o is the function defined such that, 
q~(a) = se~F,x:at>M:r~ [x:= a], for every aeA ~~~° 
~¢~F~,MT :a[r/X]]] p = tapp*(~¢~Ft~ M:VX.  a~ p, ~r~ 0), 
where ~/, is the function such that q~(s) = ~a~ 0 [X := s] for every seT 
d~Ft~2X.  M:VX.  a~ p = tabst*(~o), 
where q~ is the function defined such that, 
~o(s) = sg~F,X : ,  ~,M:a~p[X:= s], for every seT, and where q~ is the function 
such that 
• (s) = Ea]]O[X:= s] for every seT. 
We are assuming that the domains of absg and gabsg are sufficiently large for the 
above definitions to be weil-defined for all p, and F~M:a.  In this case, we say that 
~¢ is a pre-interpretation. 
The following lemma will be needed later. 
Lemma 17.3. For every pair of contexts F1 and F2, for every pair of valuations 
P 1 = ( 01, e 1 ) and p 2 = (02, e 2 ), for every pair ofjudgements F1t~ M : a and F2 ~, M : a, 
if Pl ~ F1 and P2 ~ F2, F l (x )= F2(x), for all xeFV(M),  OI(X)= 02(X), for all 
XeO(FTV(z) )  .... r w FTV(M), and el(x) = e2(x),for all xeFV(M),  then 
s¢EF,~,M:a~p, = dWF2~M:a~p2. 
Proofi A straightforward induction on typing derivations (and using Lemma 
16.2). [] 
Let us give an (important) example of a pre-applicative structure. First, we review 
the notion of a substitution. 
Definition 17.4. A substitution ~p is a function q9 : ~/" w Z ~ ~'- w Terms, such that 
q~(X)EJ is X~~//', qg(x)eTerms i fxex, and ~o(x) 4: x only for finitely many variables. 
We let dom(~o)= {xe~ewz l~p(x  ) 4:x}. We say that ~0 is a type-substitution if 
dom(qg) c ~/'. Given two contexts F, and A, we say that q~ satisfies F at A, denoted as 
A H-F[q~], iff A ~,~o(x): a[¢p], for every x: aeF. 
The following definition shows how the term model can be viewed as a pre- 
applicative fl-structure. 
Definition 17.5. The algebra of second-order types T is defined as follows: 
T= {<er ) I c , J - ,  r a context} u {error}. 
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The operation ~ is defined as follows: 
a --* b = (a  ~ z, F )  iff a = (a, F ) ,  b = (z, A ), and F = A, otherwise rror.  
We let A e'°~ = 0, and A <«'r> be the set of all provable typing judgements of the form 
F~,M :a. We denote A <«'r> as AT-. For [ T ~ T], we take the set of all functions cb such 
that <z,F) ~-~ <a[z/X] ,F) ,  where a, z~~- are any types, and X is any fixed variable 
that does not occur in F (and with e r ror  ~ error). Then, V(~) = <VX. a, F).6 
A type valuation is a function Õ:~ ~ T, such that 0 (X)= <«x,Fx) or 
O(X) = er ror  for every Xe,W, and such that the function X ~ ax defines an (infinite) 
type substitution that we denote as [0]. Then, for any type a~J ,  by the defnition of 
the operation - - ,  either ~a~ 0 = error,  or ~-cr~ 0 = (a [0] ,  A ) for some context A. 
A valuation p -- <0,e) consists of a type valuation 0 and of a partial function 
e:)~ -~ U(AS)~~r. As noted just after Definition 17.1, the conditions on 0 require that 
there is some single A such that, O(X)= <ax, A)  iff A] x :/:0, for every Xe~e, and 
O(c) = <at, A)  iff A~ « ~ 0, for every type constant c. v 
Indeed, if O(X1)= <al,A1), 0(X2)= <a2,A2>, AÄ, ¢ O, A]~ ,/= O, X1 "/: X2, and 
A 1 ~A2, since <o-l,Al>--~ <o-2,A2> = er ror  and Aerr°r =0,  the condition on 
0 would be violated. Thus, ~ is a partial function such that e(x) is of the form 
e(x) = A~,Mx: ax, when it is defined (where A is uniquely determined by 0). 
Given a context F, according to Definition 17.1, a valuation p = (0,e)  satisfies 
F (p ~ F) ifffor every x~: a~~F, we have e(x~)~A~ 't°], for the fixed context A determined 
by 0, as explained above. This means that e(xl) = A ~Mi:ai[O], for some Mi. A valu- 
ation p = <0,e) such that p~ F defines a substitution [e]:X ~ Terms, such that 
[e](x) = Mx, where e(x)= At:,Mx:a[O], for every x:ac=F. 
Thus, the restriction ofp to F defines a substitution tpas follows: q~(x) = [e] (x) for 
every x~.dom(F), and ip(X) = [0] (X) for every X~-~),~r FTV(tr). Also, p ~ F is just 
the condition A H- F [ q~] of Definition 17.4, where A is the context uniquely determined 
by 0. 
Define F~N:a .<F~M:a  iff M *aN.  Finally, we need to define fu.n, abst, tfun, 
and tabst.  
We define fun(F~,M:a --. z) as the function [F~,M:a ~ z] from AT- to A~, such 
that 
[F~,M'a --* z](F~,N:a) = Ft>MN:z, 
for every F~,N:aeA~r. 
We define tfuxl(F~,M:Vx, a) as the function [F~,M :VX. a] from T to H(A7-)Œ~ r, 
such that 
[Ft>M'VX. a](z) = F~,Mz: a[z /X] ,  
6The choice of X is irrelevant as long as X does not occur in F, since X is bound in VX. a. 
7 a A a = 0 when there is no provable judgement A e,M:tr for any M. 
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for every re  T. In this case, the 4~ in t fun*  is the function from T to T induced by a, 
such that ~(z)  = a[r/X] for every z~T. 
For every pair of contexts F, A, for every substitution q) such that A H- (F, x : a) [ q) ], 
for every judgement F, x :a~M:z,  consider the function q)[F,x:a~,M:z]~ from 
AÄ t~l to AÄ Eo], defined such that, 
q) [F, x :a~M: z]~(A ~,N : tr[q)]) = A ~,M [q) [x := N] ]  :r [q)], 
for every A ~, N : a [ q) ] s A~ t~~. Given any such function q) [ F, x : a ~, M : z ] 4, we let 
abst(q)[F,x:«~M:z]~) = A~(2x:a.M)[q)]:a[q)] -* r[q)]. 
For every pair of contexts F, A, for every substitution q) such that A H-(F, X : *) [q)], 
for every judgement F, X:*~M:a,  consider the function q)[F,X:*~M:a]~ from 
T to L[(A~)«~r, defined such that, 
q) [F, X:*~M:a]A(r)  = A ~,M [q) [X := z] ] :a[q) [X  := r ] ] ,  
for every r e T. 
Given any such function q) [F, X : *~,M : a]A, we let 
tabst  (q) [F, X :*~,M: a]~) = A~(2X. M) [q)] :VX. a[q)].  
The pre-applicative fl-structure just defined is denoted as &~ag-'p. 
It is clear that q)[F,x:a~M:z]~ is in [A cM ~ A~M]~. Let us verify that 
fun(abst (q)  [F, x :a~M : r ]~))___q) [F, x : «~,M : r ]~. 
Since 
fun(abst(q)[F,x:a~M:z]~)) = fun(A~(2x:a.M)[q)]:a[q)] -* z[q)]), 
fun(A~(2x:a.M)[q)]:a[q)] -, zEq)])= [Am(2x:a.M)[q)]:a[q)] -~ z[q)]],  
[A~(2x:a.M)[q)] :a[q)] --* z[q)]](A~N:a[q)]) = A~((2x:a.M)[q)])N:z[q)], 
q)[F,x:a~M:z]~(A~N:a[q)]) = A~M[q)[x:= N]] : t [q ) ] ,  
and 
((2x : a.  M) [q)])N ~a M[q)[x := N] ] ,  
the inequality holds. Indeed, (2x: a.  M) [ q)] is «-equivalent o (2y: a.  M [y /x ] )  [ q)] 
for any variable y such that y q~ dom(q)) and y ~ q)(z) for every z~dom(q)), and for such 
a y, (2y :a .  M[y/x])[q)] = (2y: a[q) ] .  M[y/x] [q)]). Then, for its choice of y, 
(2y: a [ (p] .  M[y/x] [q)])N --*B M[y/x] [q)] [N/y] = M[q)[x := N I l .  
Regarding the definition of tabst ,  letting • be the function from T to T induced by 
«, such that ~(r)  = « [ r /X ]  for every zeT, it is clear that q)[F,X:*~M:a]~ is in 
1-I.(A~),~r. Let us now verify that 
t fun( tabst (q)  [F,  X:  *~, M :a]~))>-q)[F,  X:  *~,M: a ] j .  
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Since 
tfun(tabst(~o [F, X: *~M : «]~)) = tfun(A ~ (2X «. M) [~o] :VX. a [(o]), 
ffu_n(A ~, (2X. M) [~o ] :VX. a [(o]) = [A ~,(,LX. M) [¢p] :VX. a [~o] , 
[A~(2X.M)[~o]:VX.a[q)] ] (z)  = A~,N((,LX.M)[q~])z:a[q~] [z/X], 
~o[ r ,X  : .~, M : cr]~(z) = A~, M[ (o[ X := z]]  :~r[(o[X:= ~33, 
aeg0] [ z /x ]  = «E~o[x:= z]], 
(by a suitable «-renaming on X), and 
((,LX. M) [~o])z ~p M [~o[X := z]], 
the inequality holds (the details of the verification using «-renaming are similar to the 
previous case). 
The other conditions of Definition 14.3 are easily verified. 
As we already observed, a valuation p = < 0, e > for the pre-applicative structure 
L~~'p, is characterized by a single context A such that, O(X) = <ax, A ) iffA~ « ~ 0, and 
O(c) = < a«, A ) iff A~ « ¢ 0, for every type constant, and e is a partial function such that 
e(x) is of the form e(x) = A~,M~ :trx, when it is defined. Also, given a context F, 
a valuation p = ( 0, e ) satisfies F (p I = F) iff A H- F [ (0]. Then, by a simple induction on 
the typing derivation for F~,M:a, we can show that for any valuation p = < 0, e ) such 
that p I= F, then 
LeY~[r~,M: a~ p = zl ~,M[~] :a[¢p], 
where A is uniquely determined by 0, and where ~o is the substitution defined by the 
restriction of p = < 0, e> to F, as explained at the beginning of Definition 17.5. 
18. The realizability theorem for 0 «'v2 
In this section, we prove the realizability lemma (Lemma 18.6) for 2 «'v2, and its main 
corollary, Theorem 18.7. First, we need some conditions relating the behavior of 
a meaning function and covering conditions. We will also need semantic onditions 
analogous to the conditions (P4) and (P5). 
Definition 18.1. We say that a site <d,~,Cov> is well-behaved iff the following 
conditions hold: 
(1) For any aeA s, any (oe[A ~ ~ A t] if abst(~0) exists, Cov,(C, app(abst((0),a)), 
and C is a nontrivial cover, then c<q~(a) for every cEC. 
(2) For any seT, any (o~l]~(A~)~~r, if tabst((0) exists, Cov«s)(C, 
t~pp(tabst((o),s)), and C is a nontrivial cover, then c<q~(s) for every ceC. 
In view of Definition 17.2, Definition 18.1 implies the following condition. 
J. Gallier / Theoretical Computer Science 142 (1995) 299-368 355 
Definition 18.2. (1) For any aeA M,, if Cov~~~o(C, app(sc~Ft, 2x : a .M :(a ~ z)~p,a)) 
and C is a nontrivial cover, then c.<sc~F,x:a~,M:z~p[x:= a~ for every eeC. 
(2) For any seT, if Cov~«~o~x:=~](C, tapp(SC~F~2X.M:VX.a~p,s))  and C is 
a nontrivial cover, then c~ SC [[ F, X:* ~, M:«]] p [ X := s ] for every c e C. 
For the proof of the next lemma, we need to add two new conditions (P4) and (P5) to 
(P1)-(P3). 
Definition 18.3. Given a well-behaved site (SC, ~, Cov>, properties (P4) and (P5) are 
defined as follows: 
(P4a) For every aeA ~, if (p(a)ePt, where (pe[A ~ ~ A t] and abst(~o) exists, then 
abst(~)eP~«t. 
(P4b) For every se T, if ~o(s)eP,(~), where ~oe[I~(A~)~~r and tabst(~o) exists, then 
tabst(~o)ePvl,r 
(P5a) If aeP~ and ~o(a)eP,, 
app(abst(~o), a)eP,. 
(P5b) If seT and ~o(s)eP,~~), 
tapp (tabst((p), s)e P~(,» 
where q3e[A '~ A t] and abst(tp) exists, then 
where q)eH,(A~)~~T and tabst(tp) exists, then 
In view of Definition 17.2, Definition 18.3 implies the following conditions. 
Definition 18.4. 
(P4a) If sc[F,x:a~,M:z~peP~~~o, then SC~F~,2x:a.M:(a -* z)~peP~o«~~o. 
(P4b) If SC~F, X:*~,M:a~ peP~ù~o, then SC~F~,2X. M:VX.  a~ PeP~vx «~o. 
(P5 a) If a e PM 0 and SC ~ F, x : a ~, M : z ~ p [ x := a ] e PM 0, then app (SC ~ F ~,).x: a. M : 
(a --* z)~p,a)eP~~~o. 
(P5b) If set  and SC~F,X:*~,M:a~p[X:= s]ePHotx:=~] , then tapp(sc~F~,2X. 
M: VX. tr~ p, s)eP~«~oEx:= ~]. 
Lemma 18.5. Given a well-behaved scenic site (sC, ~, Cov> and a family ~ satisfying 
conditions (P1)-(P5),for every sheaf valuation ~ = < O, q > and every valuation p = < O, e) 
sharing the same type valuation O, for every context F, if p [= F, then the following 
properties hold: 
(1) I f  p(y)er~b~/~ for every y:~er,  x:a, il for every a, (aer[[«]]~ implies 
sc~F,x:a~,M:z~p[x:= a]er[[z~#), then SC~F>2x:a.M:(a --~ z)~per~a ~ r~/~; 
(2) I f  SC~F,X:*~,M:a~p[X:= s]er~a~l~[X:= <s,S>], for every seT and every 
SeSheaf(sc, ~)s, then SC ~ F> 2X. M : VX. a~ per ~VX. a~/~. 
Proofi (1) We prove that d~[F~,2x:a. M(a ~ z)~ P~P~ù«qo, and that for every a, if 
aer [[a~ p, then app(sc ~F~2x: a. M :(a --~ z)~ p, a)er V[z~ ~. We will need the fact that 
the sets of the form r~a~# have the properties (S1)-($3), but this follows from 
Lemma 16.8, since (P1)-(P3) hold. First, we prove that SC~F~2x:a.M: 
(a ~ z)~ P~P~~«~~o. 
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Since p(y)er~6~l~ for every y:6eF, x:a, letting a = p(x), by the assumption of 
Lemma 18.5, d~F,x:a~M:r~per~z~ p. Then, by (S1), we have d~F,x:a~M:z~pe 
P~T~o, and by (P4a), we have d[F~2x:«.  M(a ~ ~)]~ pePp« ~~o. 
Next, we prove that for every a, if aer~tr~#, then app(d~F~,2x:a.M: 
(a ~ z)~ p, a)~rn-z~ p.Assume that aer[-«~/~. Then, by the assumption of Lemma 18.5, 
d~F, x:cr~,M:z~ p[x := a ]~r [[r]] p. Thus, by (S1), we have aeP~«]o and d~F, x:a~,M: 
z~p[x:=a]ePo~o. By (P5a), we have app(d~r~~x:«.M:(«-~ ~) p,a)eP~~]o. 
Now, there are two cases. 
If z is a base type, then r[~z~# = P~~~o. Since app(d~F~,2x:a.M:(a ~ z)~p, 
a)eP~~]o, we have app(d  ~F~,2x:a. M:(a ~ z)~ p, a)er ~r~ p. 
If ~ is not a base type, then app(d~F~2x:a. M:(tr ~ z)~ p, a) is simple (since the 
site is scenic). Thus, we prove that app(d  ~F~,2x:a. M:(a -~ z)~ p, a )er~z~/t using 
($3). By Lemma 16.8, the case where app(d  ~F~,2x: a. M: (¢ ~ z)~ p, a) is stubborn is 
trivial. 
Otherwise, assu me that Cov~T~ 0 ( C, app (d  ~- F ~, 2x: ~r. M : ( Œ ~ z) ~ p, a )), where C is 
a nontrivial cover. By condition (1) of Definition 18.2, c___ d [~ F, x: « ~, M : z } p [ x := a ] 
for every c e C, and since by assumption, d [[ F, x : tr ~ M: z ~ p [ x := a ] e r [[ z ~ p by ($2), we 
have cer~r~p. Since cer~z~p whenever ceC, by ($3), we have app(d~F~,2x:  
cr.M:(cr « Q~p,a)er[[z~p. 
(2) We prove that d~F~,2X.M:VX.«~peP~vx.«]o, and that for every seT and 
every SeSheaY(d,~)~, tapp(d~F~,2X.M:\/X.cr~p,s)er~a~#[X:=(s, S)]. By 
Lemma 16.8, since (P1)-(P3) hold, the sets of the form r~tr~/~[X:= (s,S)] have the 
properties (S1)-($3). First, we prove d ~ F ~, 2X. M : VX . a ~ pe P~vx.«~o. 
By the assumption of Lemma 18.5, d~F,x:*~,M:a~per~«~p[X:= (s,S)] for 
every seT and every SeSheaf(~,~)~.  In particular, this holds for s = O(X) and 
S=q(X), and we have d~F,X:*~,M:¢~per~a~#. Then, by (S1), we have 
~¢~F, X: *t~M: «~ peP~Œ~o, and by (P4b), we have ~¢ ~Ft~).X. M:VX. tr~ peP~vx.«~o. 
Next, we prove that t~.pp(d[[F~2X.M:VX.«~p,s)er[[«]]#[X:= (s,S)], for 
every seT and every SeShea$(d,~)~. By the assumption of Lemma 18.5, 
d[[F,X:*~,M:a~p[X:= s]er~-«~p[X:= (s,S)]. Thus, by (S1), we have d~F,X: 
*~,M:«~p[X:= s]~PMo~x:=s ]. By (P5b), we have tapp(d~F~,2X.M:VX. 
¢~p, s)eP~~~o~x:= ]. Now, there are two cases. 
If a is a base type, then r~tr~#[X:= (s,S)] = P~«~o~x:=~]. Since t~pp(d[[F~,2X. 
M:VX.a~p,s)eP~«~o~x:=~], we have t~pp(d~F~,2X.M:VX.«~p,s)er~«~#[X:= 
(s,S)]. 
If a is not a base type, then tapp (~/[[ F ~ 2X. M: VX. « ~ p, s) is simple (since the site 
is scenic). Thus, we prove that tapp(d~Ft>2X.M:VX.a~p,s)er~a~#[X:= 
(s, S) ] ,  using ($3). The oase where tapp(d~F~2X. M:VX. «~ p, s) is stubborn is 
trivial. 
Otherwise, assume that Gov~~~0~x:= ](C. tapp(~ ~ F~2X. M:VX. «~ p, s)), 
where C is a nontrivial cover. By condition (2) of Definition 18.2, 
c-~d~F,X:*~,M:«~p[X:=s] for every ceC, and since by assumption, 
d~F,X:*t~M:tr~p[X:= s]er[a~l~[X:= (s,S)], by ($2), we have 
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cer~a~ p[X := <s, S)]. Since cer ~a~ It[X := <s, S)]  whenever ceC, we deduce using 
($3) that we have t&pp(~~F~2X.M:VX.a~p,s)er~a~p[X:= <s,S)]. [] 
We now prove the main realizability lemma for 2 ~'v'. 
Lemma 18.6. Given a well-behaved scenic site <~,  ~, Cov) and a family ~ satisfying 
conditions (P1)-(PS), for every sheaf valuation it= <O,q) and every valuation 
p = (O,e) sharing the same type valuation O, for every context F, if p~ F and 
p(y)er ~~]l/~ for every  : 6e F, then for every F~M : «, we have ~ ~ F ~ M:«~ per~«~ #. 
Proof. We proceed by induction on the derivation of F~M:a. If M is a variable x, 
then d~F~x:«~p = e(x)er~[a~it, by the assumption on p. 
If M = M1NI, where F~M1 :(a ~ z) and F~N1 :a, by the induction hypothesis, 
d[r~M, :(o « ~)~per~a--* ~~it and Æ~F~.N,:a~perEo~l,. 
By the definition of r~a ~ z~it, we get &pp(d~F~Ml:(a ---* z)~p, 
~EF~N,  :a~p)er~~~it, i.e.d~F~(MiN,):'c~pErE'c~ It, by Definition 17.2. 
If M = 2x:a. M1, where F~2x:6.Mt:(a ~ ~c), consider any aer~a~it and any 
valuation p such that p(y)er~b~ It for every y:6~F. Note that by ($3) and (P1), r~a~ It 
is indeed nonempty. Thus, the valuation p[x:=a] has the property tbat 
p[x:= a](y)er~ä~it for every y:6eF, x:a. Applying the induction hypothesis to F, 
x:a~Ml :z and to the valuations p, and p[x:= a], we have 
,~~F,x:a~,M:z~p[x:= a]~r~z~fl. 
Since this holds for every aer~a~l.l, by Lemma 18.5 (1), ~¢~F~2x:a. Ml: 
If M = M~z, where F~,M~z:a[r/X] and F~,M~ :VX.«, by the induction hypo- 
thesis, 
~¢~F~M, :VX.a~per~VX.a~it. 
By the definition of r~VX.a~it, letting s = ~z~ 0 and S = r~z~p, we get 
tapp(~/~F~ M1 :VX. a~p, ~T~ O)~r~a~it[X:= <s,S)]. 
However, by Lemma 16.7, we have 
which is just 
r~a[z/X] ~it = r~a l i t [X := <s,S)], 
since s=~r~O and S=r~z~it ,  and thus, by Definition 17.2, we have 
~~r~(M, 0:  a[~/x]~ per~«[~/X] ~It. 
If M=2X.M~,  where F~2X.M~:VX.a, consider any arbitrary set  and 
any arbitrary SeShoaf(~,~)~. Since X~dom(F), by Lemma 16.6, we have 
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r ~ 6 ~ p = r 0- 6 ~ # [ X := < s, S ) ] for every y: 6 e( F, X : *). Thus, we can apply the induc- 
tion hypothesis to F, X : *~,M~ :a, and to the valuations #[X  := <s, S ) ]  and p, and we 
have 
d~ F ,X : *~,M, :a~p~r[[a~~[ X := <s,S>]. 
Since the above holds for every se T and every S~Shea£(d,  ~)~, by Lemma 18.5(2), 
we have s4[F~,2X.M~:VX.a~p~r~VX.a~#.  [] 
If M is a closed term of type a, Lemma 17.3 implies that ~1~ t,M:a~ p is indepen- 
dent of p, and thus we denote it as d~M:a]] .  We obtain the following important 
theorem for 2 «'v2. 
Theorem 18.7. Given a well-behaved scenic site < d ,  ~,  Oov)  and a family ~ satisfying 
conditions (P1)-(P5), for every judgement ~M:a  where M is closed, we have 
~[  M : a ~ e P~ù]o. (in other words, the realizer d~ M : a ~ satisfies the unary predicate 
defined by ~, i.e. every provable type is realizable). 
Proof. Apply Lemma 18.6 to the j udgement ~, M : a, to any sheaf valuation p = < 0, q ) 
such that r/(X) = Potx) for every Xe~/r, and to any valuation p. [] 
19. Applications to the system 2 «'v2 
This section shows that Theorem 18.7 can be used to prove a general theorem about 
terms of the system 2"'v2. As a corollary, it can be shown that all terms of 2 ~'v2 are 
strongly normalizing and confluent. 
In order to apply Theorem 18.7, we define a notion of cover for the site ~¢ whose 
underlying pre-applicative structure is the structure ~~aj- of Definition 17.5. 
Definition 19.1. An I-term is a term of the form either 2x : a. M or 2X. M. A simple 
term (or neutral term) is a term that is not an I-term. Thus, a simple term is either 
a variable x, a constant c, an application MN, or a type application Mz. A term M is 
stubborn iff it is simple and, either M is irreducible, or M' is a simple term whenever 
M ~p M' (equivalently, M' is not an I-term). 
We define a cover algebra on the structure L, eßa as follows. Let ~ be a (unary) 
property of typed second-order 2-terms. 
Definition 19.2. The cover algebra Gor  is defined as follows: 
(1) If F~M:aeP<«,r> and M is an I-term, then 
Cov(F>M:«)= {{F>N:« IM ~~N}}. 
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(2) If F~,M:a~P<«.r> and M is a (simple and) stubborn term, then 
Cov(r>M:«) = {O,{r>N:«lM *aN}}. 
(3) If Fr>M: a~P<«,r) and M is a simple and nonstubborn term, then 
Cov(Ft>M:a) = {Ft:,N'alM *~N}, {Ft>N:a Im ~~ Q ~pN, 
for some I-term Q } }. 
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Recall from Definition 15.3 that M is simple iff it has at least two distinct covers. 
Thus, Definition 19.2 implies that a term is simple in the sense of Definition 19.1 iff it is 
simple in the sense of Definition 15.3. Similarly a term is stubborn in the sense of 
Definition 19.1 iff it is stubborn in the sense of Definition 15.3. Also, Definition 19.1 
implies that ~)--a is scenic. 
Properties (P1)-(P3) are listed below. 
Definition 19.3. Properties (P1)-(P3) are defined as follows: 
(P1) F, x : a~,x :a~P<ù,r>, F~c : aeP<«r>, for every variable x and constant c (such 
that Type(c) = a). 
(P2) If F~,M:trEP<~,r) and M ~aN,  then F~,N:aeP<«,r>. 
If M is simple, then: 
(P3a) If F>M:(a ~ z)~P< .. . .  r>, F>N:a~P<~,r>, F>(2x:a. M')N: zeP<~,r> when- 
+ 
ever M ~~2x:a.M,  then F>MN:zeP<,r>. 
(P3b) If F~M:VX. aeP<vx.«,r>, re~Y-, F~ (2X. M')z: a[z/X]eP<~[~/x],r> whenever 
+ 
M ~p 2X. M', then F~Mz: a[~/X]eP<«[~/x].r>. 
A careful reader will notice that conditions (P3) of Definition 19.3 are not simply 
a reformulation of conditions (P3) of Definition 15.4. This is because according to 
Definition 19.2, F~M: a, where M is a nonstubborn term, is covered by the nontrivial 
cover {F~,N:a[M +pQ *aN}, where Q is some l-term, but the conditions of 
Definition 19.3 only involve reductions to l-terms. However, due to condition (P2) 
and the fact that a nontrivial cover is determined by the I-terms in it, the two 
definitions are indeed equivalent. 
If Ft>M:(tr ~ z)~P< . . . .  r> where M is a stubborn term and F~N:aeP<«,r> where 
N is any term, then F~,MN:zöP<~.r> by (P3a). Furthermore, MN is also stubborn 
since it is a simple term and since it can only reduce to an/ - term if M itself reduces to 
an I-term. Thus, if F~,M:(a ~ z)~P< . . . .  r> where M is a stubborn term and 
F~,N:a~P<~,r> where N is any term, then F~MN:r~P<,r> where MN is a stubborn 
term. We can show in a similar fashion that (P3b) implies that if 
F~M:VX. a~P<vx.«r> where M is a stubborn term, then F~Mz:a[z/X] eP<~[~/xl,r>, 
where Mz is a stubborn term, for any z~3r. 
Properties (P4)-(P5) are listed below. 
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Definition 19.4. Proposition (P4) and (P5) are defined as follows: 
(P4a) If F,x:a~,M:z~P<~.r>, then F~,2x:a.M:(a ~ z)eP< . . . .  r>. 
(P4b) If F, X : *a~M : zeP<,r>, then F~,2X :M :VX. aeP<vx,~,r>. 
(P5a) IfF~,N: aeP<«,r>, and F~,M[N/x]: zeP<, r>, then F~,(2x:a. M)N:zEP<~,r>. 
(P5b) If zeo ~7- and F~,M[z/X]:a[z/X]eP<ù[~/x].r>, then (F~,2X.M)z: 
a[z/X]eP<«[~/x].r>. 
Again, a careful reader will notice that conditions (P5) of Definition 19.4 are not 
simply a reformulation ofconditions (P5) of Definition 18.4, However, because of (P2) 
and the fact that a nontrivial cover is determined by the I-terms in it, the two sets of 
conditions are equivalent. 
We now show that the conditions of Definition 15.2 and the conditions of Defini- 
tion 18.2 hold. 
Lemma 19.5. Definition 19.2 defines a cover algebra, and the site (L~'~'#,~,Cov) is 
scenic and well-behaved. 
Proof. The verification is straightforward. As an illustration, let us verify the condi- 
tions of Definition 18.2. First, recall that for the structure £pojT-#, for every valuation 
p = (0, e) such that p I= F, there is some A uniquely determined by O, such that 
A H-F[~o], and 
.~,Y-t~[rt>M:a~ p = A t>M[~o] : a[(o], 
where ~0 is the substitution defined by the restriction of p = (0, e) to F. 
(1) For any a~A M~, if Cov~~~o(C, app(sl~F~,2x:a.M:(a ~ z)~p,a)) and C is 
a nontrivial cover, then c<_~¢r(F, x: a~,M :~~ p [x := a] for every ceC. 
We have app(d[Ft>2x:a.M:(a ~ z) '~p,a)= At>((J.x:a.M)[¢p])a:z[q~], 
where q~ is the substitution defined by the restriction of p to F. By Definition 19.1, 
since C is nontrivial, ceC means that 
((2x:a.M)[~p])a +BQ *pc, 
for some I-term Q. This can only happen if there is a reduction 
((2x : «.M)[  q~])a --* #( M[ q~])[ a/x] --*pC. 
However, we have (M [ (p ]) [ a/x ] = M [ ~p [x := a ] ] (using a suitable renaming of x). 
By the definition of .~<e°~q-#~F,x:at, M z~p, we have .LP~q-#[F,x:a~M:z~p[x:= 
a] = A~,M[tp[x:= a]]  :z[tp], and this part of the proof is complete. 
(2) For any seS-, if Cov~«~o[X:=s](C, tapp(d~F~,2X.M:VX.(r~p,s))  and C is 
a nontrivial cover, then c~d~F,  X: *~,M:a~p[X := s] for every c~C. 
We have tapp(d[[F>2X.M:VX.a]]p,s)= A~((2X.M)[q~])s:(«[s/X])[q~], 
where ~o is the substitution defined by the restriction of p to F. By Definition 19.1, 
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since C is nontrivial, ceC means that 
((2X.M)[<p])s ~pQ ~ßc, 
for some l-term Q. This can only happen if there is a reduction 
((2X. M) [tp])s ~~ (M[<p]) Is~X] ~a c. 
However, we have (MEq~3)[s/X3=M[~o[X:=s33, and («rs/x3)[~o3= 
o[~oEX:=s33, (using a suitable renaming of X). By the definition of 
&P~-ß~F,X:*~,M:tr~p, we have 
~eSr~~r,x:.~M:«~p[X:= s3 = ~~.M[~p[X:= s33 :~[~0[X:= s33, 
and the proof is complete. [] 
Thus, the site (£,¢~J-e, ~, Gor) ,  is scenic and well-behaved. Consequently, we can 
apply Theorem 18.7, and get a general new theorem for proving properties of terms of 
the system 2 «'v2. In fact, for the structure &°3-B, for a property ~ satisfying conditions 
(P1)-(P5), by (P1) and (P3), every variable x is stubborn. Thus, for every context F, we 
can apply Lemma 18.6 to the sheaf valuation/~ = (0,~/) such that O(X) = (X ,F )  
and t/(X) = Px for every type variable, and to the valuation p = (0 ,e )  such that 
e(x) = x for every variable x, since by Lemma 16.8, r~b~/~ contains every stubborn 
term, for every x:b~F. Consequently, we have the following new theorem. 
Theorem 19.6. I f  ~ is a family of 2-terms satisfying conditions (P1)-(P5), then 
P<ù,r~ = A<~,r~ for every type a (in other words, every term satisfies the unary predicate 
defined by ~). 
Proof. By Lemma 19.5, the site (~PY--e,9~,Cov) is scenic and well-behaved. By the 
discussion just before stating Theorem 19.6, for every context F, if we consider the 
sheaf valuation p = (0,r/)  such that O(X)= (X ,F )  and t/(X) = Px for every type 
variable, and the valuation p = (0, e) such that e(x) = x for every variable x, we have 
p(x)er~a]]kl for every x:beF. Thus, we can apply Lemma 18.6 to any judgement 
F~M : a and to p and p just defined, and we have 
However, in the present case, ~q~J-p~ F~M :a~ p = F~M :a. Thus, F~M : ~Er~a~ I , 
and since rEa~/~ _ P(~.r>, we have F~M:aeP<«.m, as claimed. [] 
As a corollary, we can prove strong normalization and confluence. We prove strong 
normalization below. For simplicity of notation, instead of using judgements F ~ M : a, 
we will use the terms M. Since we are concerned with reduction properties, this is not 
harmful at all. 
Theorem 19.7. The reduction relation *B of the system 2«'v2 is strongly normalizing. 
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Proof. Let ~ be the family defined such that Pc = SN« is the set of strongly 
normalizing terms of type a. By Theorem 19.6, we just have to check that ~ satisfies 
conditions (P1)-(P5). First, we make the following observation that will simplify the 
proof. Since there is only a finite number of redexes in any term, for any term M, the 
reduction tree 8 for M is finitely branching. Thus, if M is any strongly normalizing 
term (abbreviated as SN term from now on), every path in its reduction tree is finite, 
and since this tree is finite branching, by König's lemma, this reduction tree is finite. 
Thus, for any SN term N, the depth 9of its reduction tree is a natural number, and we 
will denote it as d(M). We now check the conditions (P1)-(P5). (P1) and (P2) are 
obvious. 
(P3a) Since M~SN««~ and NeSN«, d(M) and d(N) are finite. We prove by 
induction on d(M)+ d(N) that MN is SN. We consider all possible ways that 
MN ~~ P. Since M is simple, MN itself is not a redex, and so P = M1N~ where either 
N = N1 and M ~ßM1,  or M = M 1 and N ~ßNl .  
I fM1 is simple or M1 = M, d(M~) + d(N~) < d(M) + d(N), and by the induction 
hypothesis, P = M~N~ is SN. Otherwise, Mx = 2x:a. M', N~ = N, by assumption 
(2x :a.  M')N is SN, and so P is SN. Thus, P = M1N~ is SN in all cases, and MN is SN. 
(P3b) Since MeSNvx«, d(M) is finite. We prove by induction on d(M) that Mr is 
SN. We consider all possible ways that Mr ~aP .  Since M is simple, Mr itself is not 
a redex, and so P = M~z where M ~~ M~. 
If Mx is simple, d(M1) < d(M), and by the induction hypothesis, P = M~z is SN. 
Otherwise, M~ = 2X. M', by assumption (2X. M')z is SN, and so P is SN. Thus, 
P = Mi r  is SN in all cases, and Mz is SN. 
(P4) These cases are all similar, and hold because a reduction cannot apply at the 
outermost level. 
+ t (P4a) Any reduction from 2x : a. M taust be of the form 2x: a. M ~p 2x : a. M 
+ t where M --+aM. We use a simple induction on d(M). 
(P4b) Similar to (P4a). 
(P5b) Since NeSN« and M[N/x]eSN~, the term M itself is SN. Thus, d(M) and 
d(N) are finite. We prove by induction on d(M) + d(N) that (2x:a.  M)N is SN. We 
consider all possible ways that (2x:a .  M)N ~ß P. Either P = (2x :tr. MI)N where 
M ~aMl ,  or P = (2x:tr.M)N1 where N ~aN1,  or P = MIN/x]. In the first two 
cases, d(Ma) + d(N) < d(M) + d(N), d(M) + d(N~) < d(M) + d(N), and by the 
induction hypothesis, P is SN. In the third case, by assumption MIN/x] is SN. But 
then, P is SN in all cases, and so (2x:a .  M)N is SN. 
(P5b) This case is quite similar to (P5a). Since M[z/X]eSN«E~/x 1, the term M itself 
is SN. Thus, d(M) is finite. We prove by induction on d(M) that (2X. M)r  is SN. We 
consider all possible ways that (2X.M)z ~pP.  Either P=(2X.M~)T where 
M ~pM~,  or P = MIr/X]. In the first case, d(M~)< d(M), and by the induction 
SThe tree of reduction sequences from M. 
9The length of a longest path in the tree, counting the number of edges. 
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hypothesis, P is SN. In the second case, by assumption M[,r/X] is SN. But then, P is 
SN in all cases, and so (2X. M)r is SN. [] 
Confluence can be shown exactly as in [.5]. 
20. Conclusion and suggestions for further research 
A semantic notion of realizability using the notion of a cover algebra was defined 
and investigated. For this, we introduced a new class of semantic structures equipped 
with preorders, called pre-applicative structures. In this framework, we proved a gen- 
eral realizability theorem. Applying this theorem to the special cases of the term model 
for the simply-typed 2-calculus and for the second-order 2-calculus, we obtained some 
general theorems for proving properties of typed 2-terms, including a new theorem for 
proving properties of terms in 2 «'v2 (Theorem 19.6). As corollaries, we obtain alternate 
proofs of strong normalization and confluence. 
This approach clarifies the reducibility method by showing that the ¢losure condi- 
tions on candidates of reducibility can be viewed as sheaf conditions. Indeed, cover 
conditions provide a clear axiomatization ofthe conditions needed for the proof of the 
realizability theorem. Our approach yields a clearer separation of the semantic versus 
the syntactic ingredients of the proof. For example, the fact that the sheaf property is 
an invariant with respect o the notion of realizability is a semantic property which 
has little to do with 2-terms. In fact, this uses only part of the pre-applicative structure 
(app, tapp, nl, lz2, inl, inr). On the other hand, at some point, it is necessary to 
interpret 2-terms in order to show what amounts to the soundness of our realizability 
interpretation, and it is in this part that substitution and reduction properties of 
2-terms play a role. In traditional presentations of proofs using reducibility, the 
underlying pre-applicative structure of the term model is only implicit, and it is harder 
to see that substitutions are really valuations. It is also practically impossible to see 
that cover conditions are present. It should also be noted that our pre-applicative 
structures are modeis of the reduction relation, and not of the convertibility relation. 
This seems inevitable, since we are interested in proving properties of the reduction 
relation, but this seems to have been missed until now. We also managed to formulate 
conditions on the property ~ to be proved, independently of the conditions on the 
candidates. Strong normalization and confluence happen to satisfy these conditions, 
but more progress in this direction would be interesting. 
Extending the resuits of this paper to pre-applicative flq-structures and to typed 
2-calculi with q-like reductions hould pose no problems for the types ~,  ×, and V 2. 
However, in view of results of Dougherty [,3], there may be some difficulties in dealing 
with the sum type, since confluence fails (with the traditional orientation of q-like 
rules). 
As we mentioned in the introduction, Hyland on Ong [11] show how strong 
normalization proofs can be obtained from the construction ofa modified realizability 
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topos. Very roughly, they show how a suitable quotient of the strong normalizing 
untyped terms can be made into a categorical (modified realizability) interpretation f 
system F. There is no doubt that Hyland and Ong's approach and our approach are 
somewhat related, but the technical details are very different, and we are unable to 
make a precise comparison at this point. Clearly, further work is needed to clarify the 
connection between Hyland and Ong's approach and ours. 
We have checked that in all proofs of reducibility that we are aware of, except for 
a recent paper by McAllester et al. [19], and a recent paper by Michel Parigot [21], 
the conditions on sets of realizers are sheaf conditions. 1° One simply needs to change 
slightly the definition of Cov. However, the pre-applicative structures defined in this 
paper are not always general enough to carry out these proofs (for example, in the case 
of untyped 2-terms and typing systems with intersection types). McAllester et al. [19], 
prove various strong normalization results using another variation of the reducibility 
method, and we need to understand how this method relates to the method presented 
in this paper. It seems that their approach consists in modifying the definition of 
reducibility itself. However, only strong normalization is considered, and it seems that 
they squeezed some of the conditions from one place to another in the proof. Their 
presentation may be more attractive to the community at large, which is not a negligl- 
able point. 
We believe that nonextentional structures modelling reduction are interesting in 
their own right, and thus, we think that it would be interesting to investigate classes of 
nonextensional structures more general than pre-applicative structures (perhaps using 
category theory). When dependent types are considered, we run into the problem that 
interpreting types requires interpreting terms. We were able to define cover conditions 
that seem adequate for proving a general realizability theorem, but we ran into 
problems in defining the meaning of terms. The problem has to do with type- 
conversion rules: a term no longer has a unique type, and we run into a coherence 
problem in attempting to define the meaning of term by induction on typing-deriva- 
tions. Overcoming this difficulty seems to be the most pressing open problem. More 
generally, we believe that there is a deeper connection between realizability semantics 
and other kinds of semantics, and that the notion ofa cover algebra plays a significant 
role in that connection. We believe that understanding this connection would be 
worthwhile. Another challenging question is to figure out whether it is possible to 
adapt the framework of this paper to deal with other calculi, for example, the pure 
2-calculus, or calculi for various systems of linear logic. 
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Appendix. Extensional and fl~/pre-applicative structures 
We begin with extensional pre-applicative structures for 2-" ×'+. First, we define 
isotonicity. Given a monotonic function f :  I4/1 ~ I4/2, where W~ and WE are preor- 
ders, we say that f is isotone iff f(w~)<f(w2) implies that w~ ___ w2, for all w~, w2 ~ I4/1. 
Definition A.l. A pre-applicative fl-structure d is extensional iff fu_~, /7, and 
(cinl, cLur), are isotone, and the following conditions hoid: 
(1) ran(fim) ~_ dom(abst); 
(2) ran(/-/) ~_ dom((-,-)); 
(3) ran((cLrfl «'~'~, cLr~«'~'~)) ~ dom([-,-] o (abst 0'~ x abst~,~)). 
When ~¢ is an applicative fl-structure, conditions (1)-(3) hold, and the functions 
17, and (cLul, cLrJ_r), are injective, we say that we have an extensional pplicative 
B-structure. 
When d is an extensional pre-applicative fl-structure, in view of condition (1), 
abst ( f im( f ) )  is defined for any fEA «~~. Observe that by condition (1) of Definition 
8.1, we have furt(f)  fun(abst( f ) ) ) ,  and since flan is isotone, this implies that 
(1) abst(fun(f))~_~, for all feA  «~~. 
Similarly, we can prove that 
(2) (nl(a),n2(a))~_a, for all a~A~×~; and 
(3) [abst(cinl(h)),  abst(cLr~(h))]~h, for all heA ~«+~~«~. 
We will call the above inequalities the ~l-like rules. 
In many cases, a pre-applicative fl-structure that satisfies the q-like rules is not 
extensional. This motivates the next definition. 
Definition A.2. A pre-applicative fl-structure d is a flq-structure if the following 
conditions hold: 
(1) ran(flirt) _ dom(abst), and abst ( f l ln ( f ) )~f  for all feA«~~; 
(2) ran(/-/)~_ dom((-,-)),  and (nl(a) ,  n2(a))~a, for all aeA~×~; and 
(3) ran((cinV «'~, cin~~«'~)) _~dom([-,-] o (abst«'~ x abst~'~)), and 
[abst(cird(h)), abst(cLr~(h))]~h, for all heA ~«+~~«~. 
When d is an applicative fl-structure and in conditions (1)-(3), ~ is replaced by 
=,  we say that we have an applicative flq-structure. 
From the remark before Definition 21.2, an extensional pre-applicative fl-structure 
is a fl~/-structure. When d is an applicative flt/-structure, conditions (1)-(3) of Defini- 
tion 21.2 amount o: 
(1) abst ~« o fun ~« = id; 
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(2) ( - , - )  « '~ o//~, =id;  and 
(3) ( [ - , - ]  o (abst «'a x abst~'a)) o (cinl«,~'~, cinr«,~,a) =id .  
This implies that furt, //, and (cinl,  c inr ) ,  are injective. Thus, an applicative 
flq-structure is extensional. In this case, (together with conditions (1)-(3) of Definition 
8.1 in the case of an applicative fl-structure), we have dom(abst) = fun(A«-*~), furt is 
a bÜection between A «~~ and a subset of [A « ~ A t] (with inverse abst), /7 is 
a bÜection between ATM and a subset of A"xA ~ (with inverse ( - , - ) ) ,  and 
(cinl«"a, cinr"«'») is a bÜection between A t"+')«a and a subset of [A « ~ A a] x 
[A ~ ~ A ~] (with inverse [ - , - ]  o (abst«'a x abst"a)). 
Extensional pre-applicative structures and flq-structures for 2 ~' ×'+'± are defined 
just as in Definitions 21.1 and 21.2, and the same remarks apply. However, these 
remarks on]y apply for types different for ±. 
We now define extensionl pre-applicative structures for 2 «'v~. 
Definition A3. A pre-applicative fl-structure d is extensional iff fun and t fun are 
isotone, and the following conditions hol& 
(1) ran(fun) ~_ dom(abst); 
(2) ran(tfun) _~ dom(tabst). 
When ~/ i s  an applicative fl-structure, conditions (1) and (2) hold, and the func- 
tions f lm and t fun are injective, we say that we have an extensional applicative 
B-structure. 
When ~/ is an extensional pre-applicative fl-structure, in view of condition (1), 
abst ( fun( f ) )  is defined for any feA  ~~t. Observe that by condition (1) of Defini- 
tion 14.3 we have furt( f )  ~m(abst( fun( f ) ) ) ,  and since furt is isot, one, this implies 
that 
(1) abst ( fun( f ) )~f ,  for all f~A ~~'. 
Similarly, we can prove that 
(2) tabst ( t f l .m( f ) )~f  for all feA  v~¢). 
We will call the above inequalities the q-like rules. 
In many cases, a pre-applicative fl-structure that satisfies the t/-like rules is not 
extensional. This motivates the next definition. 
Definition A.4. A pre-applicative fl-structure d-structure d is a flq-structure if the 
following conditions hold: 
(1) ran(furt) ~_ dom(abst), and abst ( fun( f ) )~f ,  for all f~ASOt; 
(2) ran(tfun) ~_ dom(tabst), and tabst ( t fun( f ) )~f ,  or all feA  via). 
When ~ is an applicative fl-structure and in conditions (1) and (2), ~ is replaced by 
=,  we say that we have an applicative fl-structure. 
The term model can easily be made into a pre-applicative flq-structure (by 
adapting Definition 17.5). From the remark before Definition 21.4, an extensional 
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pre-applicative fl-structure is a flr/-structure. When d is an applicative flr/-structure, 
conditions (1) and (2) of definition 21.4 amount o: 
(1) abst ~''o fun ~'' =id;  
(2) tabst  ~ o t f im ~ =id .  
This implies that ~m and tfur~ are injective. Thus, an applicative fl~/-structure is 
extensional. In this case, (together with conditions (1)-(4) of Definition 14.3 in the case 
of an applicative fl-structure), we have dom(abst)= ~m.(AS~t), furt is a bijection 
between A set and a subset of [AS~ A t] (with inverse abst), dom(tabst)= 
tfun(AVl~)), and t fun is a bijection between A vl*l and a subset of I]~(AS)~~T (with 
inverse tabst). 
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