Inspired by the experience of training human experts in sonar, automatic classification of signals detected by sonar is used to recognize the platforms. Many techniques of feature extraction have been developed, such as Mel-frequency cepstrum coefficients, to simulate passive target signal. The paper proposes a method that integrates wavelet transform to the feature extraction method, and the resulting features are employed for the classification problem. The classifier identification rate is calculated, and the performance of the recognition model is evaluated for different range, speed, and direction for the maritime target. Moreover, the performance of the classifier in noisy conditions is investigated.
MFCC are widely used for speaker identification, and they provides a good performance in clean environments. However, those coefficients are noise sensitive and hence degrades the performance of the identification process [4] . Many techniques have been proposed to improve the performance of the recognition in presence of noise. Eliminating a number of coefficients within the MFCC feature vector reduces the noise effect [5] . Extraction of wavelet-based MFCC leads to noise reduction and improves the performance of speaker identification in reverberant environments [6] . This paper proposes the application of wavelet transform to the underwater acoustic signals, then feature vectors are extracted from the low-frequency component. Those feature vectors are employed by a Gaussian mixture model (GMM) for the modelling and the matching processes [7] . The paper aims to investigate the performance of the recognition model for the maritime targets at different range, speed, and direction in clean and in noisy environments. Moreover, the performance of the proposed technique is compared to that employing MFFC that are extracted directly from the underwater acoustic signals without the application of wavelet transform.
The paper is organized as follows. The next section describes the feature extraction methods. Section 3 presents the database. In section 4 the experiments are developed and the results are discussed. Finally, section 5 summarizes the concluding remarks.
Feature extraction methods

MFCC extraction method
MFCC extraction method is introduced by Davis and Mermelstein [8] . They are based on the known evidence that the information carried by low-frequency components of the audio signal is more important compared to that carried by the high frequency components [9] . Figure 1 shows the block diagram for the extraction of MFCC feature. First, short-term spectral estimation is computed for the input signal frame, followed by filtering using overlapping Mel triangular band pass filters [10] . For each sub-band, the total energy is calculated around the centre frequency. Then, only the log-energy is computed which is later subjected to Discrete Cosine Transform (DCT) to obtain a number of cepstrum coefficients. It is also an open question how many coefficients should be kept after the discrete cosine transform. The first five to fifteen are commonly used, whereas for music signals, it is common to use more coefficients, e.g. 20 coefficients [11] [12] [13] [14] . It is shown that the better performance obtained when using 22 coefficients, and that the higher-order MFCC does not further reduce the error rate in comparison with the lower-order MFCC [15] . The 0 th order cepstral coefficient which is related to the energy or gain of the frame of signal, noise and channel distortions can modify the gain in a signal significantly, while very little information about the target is conveyed by it. For that reason, the 0 th order cepstral coefficient is often discarded to improve signal processing system performance in adverse conditions [7] [16] [17] . Finally, it was established that 24 coefficients provide the best performance with sonar signal [18] so that in this paper 24 coefficients are extracted. 
Mel-filter bank
Wavelet-based MFCC extraction method
Wavelet-based MFCC extraction method is introduced in [3] to reduce noise and to achieve a good performance for the speaker identification process. Figure 2 describes the extraction method for the wavelet-based MFCC feature vector.
First, discrete wavelet transform (DWT) is applied to decompose the input signal into sub-signals corresponding to different frequency contents. The decomposition uses a set of orthonormal wavelet function that constitutes a wavelet basis. This paper employs daubechies wavelets, and the corresponding pair of scaling filters is used to decompose the signal into approximation coefficients (Low frequency component), and detail coefficients (high frequency component). For noise reduction, the approximate sequence at a certain level is only calculated. Then, MFFC feature vector is extracted using the approximate sequence.
Equation (1) is used to calculate the k th approximate coefficient at level j, ( ), in a recursive manner, where ℎ ( ) is the low-pass wavelet scaling filter [19] . 
Database
Sound signals for various platforms are simulated using predefined characteristics like number of shafts, blades per shaft, speed, direction and distance. The database consists of three-surface and three-subsurface ships with different numbers of blades and shafts. Every ship was recorded in course 000° with four different speeds, also was recorded with four different ranges and finally was recorded with four different directions degree. Every range and direction was measured in relation to own ship with course 000°. Now the data sets contain 6 x 3 x 4 = 72 audio files from six different types of simulated ships. Each file was recorded using mono-format with same microphone, same sound card, and has approximately durations of 9 seconds long. Each file was 
Experiments and results
MFCC and wavelet-based MFCC extraction methods are applied to the windowed signal frames and the two types of feature vectors are extracted. Each type of feature vectors is employed by the recognition engine, GMM, for the classification problem. The identification rate that is the number of correctly identified target to the total number of targets is calculated for each feature type.
The recognition engine employs a train signal, and a test signal each of 3 s duration. Two Gaussian components are used [20] . The number of MFCC extracted is set to 24 coefficients [18] . Figure 3 shows a recorded sound signal that may be used within either the train or the test phase. Three experiments are conducted to investigate the effect of employing either MFCC or waveletbased MFCC on the performance of the recognition model in clean and in noisy environments.
Effect of wavelet decomposition level on the identification rate
This experiment aims to evaluate the identification rate of the recognition system employing wavelet-based MFCC feature vectors, and using various wavelet decomposition level. Moreover, this identification rate is compared to that obtained while employing MFCC feature vectors for the classification problem. Table 1 compares the identification rate employing MFCC to that employing wavelet-based MFCC at various decomposition level, and 1024 samples per frame are used, whereas table 2 shows those identification rates using 512 samples per frame. 
Effect of frame length at a certain wavelet level on the identification rate
The aim of this experiment is to specify the frame length that leads to the best identification rate for various wavelet decomposition levels. Table 3 and table 4 show the identification rate versus the frame length at wavelet decomposition level 2 and 3 respectively. As shown from tables 1 and 2, the identification rate is affected by the frame length for a certain wavelet decomposition level. Also, it is shown that using MFCC extraction method maximum identification rate of 94.44% is obtained at frame length of 1024 samples.
For the 2 nd wavelet decomposition level, table 3 shows that decreasing the frame length to 512 samples maximizes the identification rate, thereafter decreasing the frame length to 256 samples leads to the reduction of the identification rate. For the 3 rd wavelet decomposition level, table 4 shows that maximum identification rate is reached when decreasing the frame length to 256 samples. It is concluded that maximum identification rate is reached at wavelet decomposition level j, when a frame length is divided by 2 j-1 .
Effect of feature extraction method on the identification rate for various signal-to-noise ratio
This experiment is conducted to investigate the performance of the recognition system in noisy environments employing wavelet-based MFCC feature vectors, and compare this performance to that using MFCC feature vectors. A frame length of 512 samples is used.
Wavelet-based MFCC feature vectors using decomposition level of 1 are extracted, and are employed for the classification problem. The process is repeated employing wavelet-based MFCC feature vectors and varying the decomposition level from 2 to 3, and finally the process is repeated employing MFCC feature vectors. Clean signals are used within the training phase, whereas additive white Gaussian noise is added to the test signals, and then they are employed for the classification problem. The identification rate is calculated for each extracted feature vectors at various SNR. The value of SNR varies from 5 dB to 50dB. Figure 4 plots the identification rate versus signal-to-noise ratio (SNR) for the different feature vectors, and the identification rate in clean environment is shown on the same figure. From figure 4 , it is concluded that the wavelet-based MFCC at decomposition level of 2 leads to the highest identification rate for SNR that is higher than 30 dB, whereas for lower SNR the highest identification rate is reached employing a wavelet decomposition level of 3 without varying the frame length.
Conclusions
The paper proposes the extraction of the wavelet-based MFCC feature vectors for the classification of underwater acoustic signals. The performance of the proposed recognition system is compared to that employing conventional MFCC feature vectors extracted directly from the signals.
In clean environments, the identification rate does not vary significantly employing either MFCC or wavelet-based MFCC at decomposition level 2. Also, the identification rate is affected by the frame length for a certain wavelet decomposition level.
For SNR that is higher than 30dB, the paper specifies wavelet-based MFCC feature vectors for the classification problem, using a frame length of 512 samples (11.61ms), and wavelet decomposition level of 2. For lower values of SNR, it is specified to employ wavelet-based MFCC feature vectors at wavelet decomposition level of 3, and 512 samples per frame to improve the performance of the recognition system in presence of additive white Gaussian noise..
