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ABSTRACT
With ten years of operation and an exceptional dataset, the Fermi-Large Area Telescope allows us to unveil
the detailed composition of the extragalactic γ-ray sky above 100 MeV. In this paper, we derive the intrin-
sic source-count distribution (logN-logS) of extragalactic sources (i.e., blazars) at |b| > 20° via the efficiency
correction method. With this approach, we are able to measure the distribution down to a photon flux of
∼ 10−10 ph cm−2 s−1 and to an energy flux of ∼ 10−12 erg cm−2 s−1. In both cases the logN-logS becomes
flatter at low fluxes. Moreover, we show that this logN-logS is representative of the blazar population (assum-
ing the majority of unassociated sources are blazars) and allows us to constrain its evolution quite effectively.
Among recently proposed evolutionary models, we find that the Pure Density Evolution (PDE) model best
describes the evolutionary properties of the blazar population and that their integrated emission accounts for
∼ 50+10−5 % of the total extragalactic γ-ray background.
1. INTRODUCTION
Understanding the composition of the Extragalactic γ-ray
Background (EGB) is key to untangle the origin of this non-
thermal radiation field. Since its first detection by the sec-
ond Small Astronomy Satellite (SAS-2, Fichtel et al. 1975),
scientists have been investigating the mystery of the Uni-
verse’s γ-ray glow. Most recently, using data collected by
the Large Area Telescope (LAT, Atwood et al. 2009) onboard
the Fermi Gamma-ray Space Telescope, Ackermann et al.
(2015a) have precisely measured the EGB between 100 MeV
and 820 GeV, for which they found an integrated intensity of
(1.13± 0.07)× 10−5 ph cm−2 s−1 sr−1.
The EGB is produced by three components: resolved
sources, unresolved sources, and truly diffuse processes. The
most numerous source class resolved by the LAT is that of
blazars (i.e., active galactic nuclei, AGNs, with relativis-
tic jets pointing toward the observer, at a viewing angle,
θv . 10°, see e.g., Ackermann et al. 2015b). Indeed, due
to relativistic beaming, the bulk of their radiation falls in
the γ-ray energy range, making them extremely bright at
these frequencies. Other LAT-detected populations include
misaligned AGNs (MAGNs, i.e., AGNs with jets pointing
at θv & 10°, see Abdo et al. 2010b), star-forming galax-
ies (SFGs, i.e., galaxies whose γ-ray emission is powered
by star-formation activity, see Ackermann et al. 2012), and
narrow-line Seyfert 1 galaxies (NLSy1s, see Paliya et al.
lmarcot@g.clemson.edu
2018). These sources (particularly MAGNs and SFGs) are
fainter than blazars in γ rays, although they are much more
numerous. Hence, although very few have been detected by
the LAT so far, they have been found to significantly con-
tribute to the unresolved part of the EGB, referred to as the
isotropic diffuse γ-ray background (IGRB, Ackermann et al.
2015a; see also Inoue 2011; Lacki et al. 2014; Di Mauro et al.
2014; Ajello et al. 2015). Additionally, the IGRB may also
contain the emission of truly diffuse processes (see Fornasa
& Sa´nchez-Conde 2015 for a review), such as dark matter
(DM) annihilation (e.g., Bergstro¨m et al. 2001; Ahn et al.
2007; Di Mauro & Donato 2015).
Most studies which aim at resolving the different contri-
bution to the EGB focus primarily on the contribution of the
point source populations. In the case of star-forming galax-
ies and misaligned AGNs, due to the paucity of data, these
studies rely either on empirical relations between luminosity
functions obtained in different wavelengths (see Fields et al.
2010; Inoue 2011; Chakraborty & Fields 2013; Di Mauro
et al. 2014) or on cross-correlation of LAT data with cata-
logs of known sources (see Ando & Pavlidou 2009; Cuoco
et al. 2017; Ammazzalorso et al. 2018). Instead, it is possi-
ble to directly determine the intrinsic source-count distribu-
tion of blazars (i.e., their distribution in flux, usually referred
to as logN-logS) from available data using different methods
(see e.g., Efron & Petrosian 1992; Abdo et al. 2010c; Sin-
gal et al. 2012; Ackermann et al. 2016; Zechlin et al. 2016;
Lisanti et al. 2016; Di Mauro et al. 2018). Previous results
have reported that blazars can only account for ∼ 50+12−11%
of the total EGB (see Ajello et al. 2015) and, importantly,
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are not able to explain the IGRB below 100 GeV. However,
by taking into account the integrated emission from MAGNs
and SFGs, it has been found that these three populations can
naturally resolve the total EGB intensity, leaving little or no
room for diffuse processes interpretations (Ajello et al. 2015;
Di Mauro & Donato 2015).
The upgraded Pass 8 dataset (Atwood et al. 2013) increases
the effective area, in particular with high impact below a few
hundred MeV, and improves the point-spread function (PSF)
and energy resolution of the LAT across all energy ranges.
Moreover, the LAT has been in orbit for more than 10 years,
scanning the entire γ-ray sky every 3 hours, providing an ex-
tremely large amount of data. In combination with the ex-
ceptional quality of the Pass 8 dataset, this enables the pre-
cise characterization of the intrinsic population of LAT re-
solved sources with unprecedented accuracy. In this paper,
we present an improved study to estimate the contribution
of resolved point sources (i.e., blazars1) to the EGB, from
100 MeV up to 1 TeV. We use eight years of Pass 8 data in
our analysis and we employ the efficiency correction method
in order to derive the intrinsic blazars logN-logS (Abdo et al.
2010c; Ackermann et al. 2016; Di Mauro et al. 2018). This
also allows us to constrain their evolution models.
The paper is organized as follows. In Section 2 we describe
the efficiency correction method, along with our data selec-
tion (Section 2.1) and detection pipeline (Section 2.2). We
report the results for the real and simulated sky in Sections 3
and 4, respectively. In Section 5 the detection efficiency and
logN-logS are derived. In Section 5.1 we lay out the maxi-
mum likelihood fit applied to the logN-logS, in Section 5.2
we detail the systematics of the analysis, and in Section 5.3
we demonstrate that the derived logN-logS is representative
of the blazar population. In Section 6 we derive the contri-
bution of blazars to the EGB and compare our results to the
predictions of blazars’ evolution models.
2. ANALYSIS METHOD
The aim of this work is to calculate the intrinsic source-
count distribution of point sources in the extragalactic γ-ray
sky. According to all the LAT catalogs, the majority of the
extragalactic sources are blazars, while SFGs and MAGNs
are observed in small numbers (∼10-30, see Abdo et al.
2010a; Nolan et al. 2012; Acero et al. 2015; Abdollahi et al.
2020). Due to the low statistics the intrinsic distribution of
the latter cannot rely on the γ-ray observations alone, but re-
quires information gained through other energy bands, lead-
1 Blazars constitute 95% of the LAT-detected sources above Galactic lat-
itudes (|b| > 20°). In Section 5.3, using a reasonable zeroth-order assump-
tion that this ratio holds true for the unresolved point sources, we construct
the logN-logS of blazars and show that the one derived in this work is rep-
resentative of the blazar population. Throughout the paper we will therefore
refer to the ‘blazar logN-logS’, anticipating this result.
ing to large uncertainties. On the contrary, it is possible to
derive the contribution of blazars to the EGB directly using
the available LAT data. A technique that has only a small de-
pendency on extrapolation, and therefore produces low un-
certainties, is the efficiency correction method (Abdo et al.
2010c; Ackermann et al. 2016; Di Mauro et al. 2018). By
means of exhaustive Monte Carlo simulations it is possible
to determine the biases of the survey and analysis and to de-
rive the blazars’ intrinsic source-count distribution.
The main steps of the efficiency correction method are the
following:
1. Analyze LAT data in order to detect point sources in
the real sky (we will refer to the obtained catalog as
the real catalog) and derive their flux distribution (see
Section 3)
2. Generate different realizations of the extragalactic sky
via Monte Carlo simulations, which include (among
other ingredients) an isotropically distributed source
population with the (spectral and flux) characteristics
of blazars.
3. Analyze each realization and detect point sources
adopting the same procedure as for the real sky (see
step 1).
4. Derive the detection efficiency (ω(S), Section 5), i.e.,
the probability of detecting a source within a given flux
and the surveyed solid angle as a function of its flux,
by comparing (for each simulation) the sources which
have been detected and the sources which were actu-
ally simulated.
5. Use the detection efficiency to correct the real catalog
derived in step 1 (above) to obtain the intrinsic source-
count distribution of extragalactic sources (logN-logS,
Section 5).
2.1. Data Selection
We consider 8 years of LAT data, starting from 2008
August 4 (U.T. 15:43:36.00) to 2016 August 2 (U.T.
05:44:11.99). We apply a cut on Galactic latitude, |b| > 20°,
to exclude Galactic sources and reduce contamination from
the diffuse Galactic emission2. For the analysis, we adopt the
most recent release of the Pass 8 data set (P8R3, Bruel et al.
2018), covering the energy range from 100 MeV up to 1 TeV.
As we are interested in point source detection, we use events
belonging to the SOURCE event class, with the correspond-
ing instrument response functions, P8R3 SOURCE V2.
2 The most recent release of the Galactic diffuse model tuned on Pass 8
(gll iem v07) was not available at the time of the analysis. Hence, the cut
on Galactic latitude was chosen to minimize the uncertainties related to the
bright Galactic diffuse emission and its modeling.
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For the event type selection, we adopt a component-wise
analysis, following the selections used for the preliminary
LAT 8-year Point Source List (FL8Y3,4). Depending on
the quality of the angular reconstruction of the events, the
Pass 8 dataset characterizes the photons in PSF event types,
from PSF0 to PSF3, where PSF0 has the worst and PSF3
the best direction reconstruction. To minimize the contribu-
tion of low-energy Earth limb emission, while maximizing
the statistics and the direction reconstruction quality of the
data sample, we use PSF2 and PSF3 for the energy range
100 MeV − 300 MeV; PSF1, PSF2 and PSF3 for the en-
ergy range 300 MeV − 1 GeV; and finally all PSF event
types above 1 GeV. The maximum zenith angles considered
for the three components are 90°, 100° and 105°, respec-
tively. In order to account for the diffuse emission, both
the Galactic interstellar emission model (IEM) and isotropic
diffuse background model are included in the analysis (see
Section 2.2 for the details on data analysis). For both, we
employ standard templates released with Pass 8: gll iem v06
(Acero et al. 2016) and iso P8R3 SOURCE V25. To assess
the systematic uncertainty due to imperfections of the IEM
(see Section 5.2), we also perform the analysis using an alter-
native template employed for the study of the Galactic center
(see Ackermann et al. 2017).
2.2. Detection pipeline
Throughout the analysis we adopt the fermipy6 package
(Wood et al. 2017), which is a wrapper around the Fermi-
ScienceTools that automates the LAT data analysis. The
detection pipeline for both real and simulated data is the
same. The extragalactic γ-ray sky (|b| > 20°) is divided
into regions of interest (ROIs) of 15°×15°, uniformly spaced
in longitude, for a total of 360 ROIs. An overlap of 3° is
kept between adjacent ROIs in order to accurately character-
ize sources at the edges. We binned our data with a pixel size
of 0.1°, considering 8 energy bins per decade7. The initial
3 https://fermi.gsfc.nasa.gov/ssc/data/access/lat/fl8y
4 Our analysis preceded the release of the fourth Fermi-LAT source
catalog (4FGL, Abdollahi et al. 2020) and therefore has been calibrated
with respect to the FL8Y. All comparisons have therefore been made with
the FL8Y throughout the text. We note that the 4FGL uses the same
PSF and zenith angle selection as the FL8Y, but includes improved tem-
plates for the Galactic diffuse emissions. The 4FGL is now available at
https://fermi.gsfc.nasa.gov/ssc/data/access/lat/8yr catalog/.
5 https://fermi.gsfc.nasa.gov/ssc/data/access/lat/BackgroundModels.html
6 http://fermipy.readthedocs.io/en/latest/
7 The energy bins considered are: 100-131 MeV, 131-173 MeV, 173-
227 MeV, 227-300 MeV, 300-405 MeV, 405-547 MeV, 547-740 MeV,
740-1000 MeV, 1-1.34 GeV, 1.34-1.79 GeV, 1.79-2.41 GeV, 2.41-3.23 GeV,
3.23-4.33 GeV, 4.33-5.81 GeV, 5.81-7.79 GeV, 7.79-10.4 GeV, 10.4-
14.0 GeV, 14.0-18.7 GeV, 18.7-25.1 GeV, 25.1-33.7 GeV, 33.7-45.2 GeV,
45.2-60.6 GeV, 60.6-81.3 GeV, 81.3-109 GeV, 109-146 GeV, 146-196 GeV,
196-262 GeV, 262-352 GeV, 352-472 GeV, 472-633 GeV, 633-850 GeV,
850-1000 GeV.
model for each ROI contains the isotropic template, whose
normalization is free to vary, and the Galactic IEM, whose
normalization and spectral index are free to vary. In each
ROI, sources are detected blindly; i.e., no input catalog has
been used in this work. We enable energy dispersion for the
sources.
The analysis is initialized using the standard Fermi-
ScienceTools (gtselect, gtmktime, gtmkcube,
gtexpcube, gtsrcmap). We subsequently employ a
maximum likelihood algorithm (find sources) that gen-
erates the Test Statistic8 (TS) map of the ROI, scans it to
identify the significant peaks, then adds sources to the model
centered at the peak positions. The algorithm is run iter-
atively in order to first detect and add the most significant
sources (TS > 64), requiring a minimum angular separation
of 0.4°. Afterwards the analysis is repeated for TS > 36 and
minimum angular separation 0.3°, and lastly for TS > 20
and minimum angular separation 0.2° (minimum angular
separation at which two point sources with TS=20 can be
distinguished). The sources are initially considered to have
power-law spectra. Then, since many blazars are known to
have curved spectra, we test the most significant ones for
curvature. At each step, any source with TS > 100 is fitted
with both a power-law and log-parabola spectral shape9, and
the Test Statistic of the curvature (TSCURV10) is computed.
If TSCURV is greater than 16 (∼ 4σ) then the source is kept
as LP; otherwise it is considered as PL. Once sources with
the highest significance are tested for curvature, we perform
a complete fit of the ROI for every iteration of TS and an-
gular separation, freeing all parameters for every source in
the field. Finally, we delete sources at the edges of the ROI
(with an offset to the edge < 1.5°) to minimize the effect
of PSF leaking at the ROI edges. Furthermore, to avoid
double-counting resulting from the overlap of the ROIs, we
choose to retain the source closer to the ROI center if the
same source is found in more than one ROI.
3. THE REAL γ-RAY SKY
Our final catalog, obtained by analyzing the actual LAT
data through the pipeline described in Section 2.2, contains
8 The TS is defined as twice the difference of the log-likelihood be-
tween the test (presence of the source) and the null hypothesis: TS =
2 × (logLTEST − logLNULL), which is also known as likelihood ratio
test (Neyman & Pearson 1933; Wilks 1938). The TS is connected to the
significance of source detection, σ =
√
TS (valid for one degree of free-
dom, Mattox et al. 1996).
9 https://fermi.gsfc.nasa.gov/ssc/data/analysis/scitools/source models.
html
10 TSCURV = 2 × (logLLP − logLPL), where logLLP and logLPL
are, respectively, the log-likelihood of a LP and PL spectrum. The two mod-
els are nested, i.e., the PL is a particular case of the LP when β = 0 (see
Equations 7-8). Therefore, the value of TSCURV can be used to evaluate
the significance of the improvement of the LP spectral model relative to PL.
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Figure 1. Left panel: Relative number of sources with power-law spectral models and sources with log-parabolic spectral models in our
catalog and the FL8Y as a function of energy flux. The distributions of both power laws and log-parabolas are in very good agreement between
the two catalogs, demonstrating consistence with the FL8Y results. Right panel: Ratio between the distribution of sources in detected energy
flux for our catalog (N(SREAL)) and the FL8Y (N(SFL8Y)) as a function of TS. The ratios are compatible with one at every TS for higher
fluxes. The largest discrepancy appears at the lowest flux values (log(S) < −11.3 erg cm−2 s−1), which is expected as fainter sources are
harder to detect and the two detection pipelines are different.
2680 sources with TS > 25 (which corresponds to∼ 4σ), at
|b| > 20°. To test the consistency of our results with those of
Table 1. Table of total, power-law and log-parabola number of
sources in our real detected catalog and the FL8Y with |b| > 20°
and TS > 25.
FL8Y This work
Total 2930 2680
Power-Law 2638 2410
Log-Parabola 248 270
FL8Y (which used a different procedure for source detection
and optimization), we compare the two catalogs. The FL8Y
contains 2930 sources at |b| > 20° detected from 100 MeV
to 1 TeV (see Table 1). We note that our analysis detects 10%
fewer sources with respect to the FL8Y. This discrepancy is
partially attributed to a thresholding effect, since half of the
non-detected FL8Y sources lie close to the detection signif-
icance limit (∼ 4σ). In fact, for increasing TS the number
of sources in the two catalogs become comparable (e.g., for
TS > 36 the FL8Y contains 2170 sources and our catalog
contains 2274). Moreover, we computed the distribution in
energy flux of sources in the two catalogs as a function of in-
creasing TS. This comparison can be found in Figure 1 (right
panel). As can be seen, these distributions are very compati-
ble at every TS, with the largest differences towards the low-
est fluxes (log(S) < −11.3 erg cm−2 s−1). This is expected
since faint sources lie at the detection threshold limit. The
difference in detection pipelines also plays a role in these dis-
crepancies. Nonetheless, the goal of our simplified analysis
is not to methodically reproduce the results of the FL8Y, but
to produce a stable and reliable detection pipeline that can
be consistently used for both real and simulated LAT data
sets, allowing us to derive the selection effects of our analy-
sis pipeline.
To further test our detection pipeline, in Figure 1 (left
panel) we plot the relative numbers of power-law spectra
(PL) and log-parabolic (LP) spectra as a function of energy
flux in our catalog and the FL8Y. As can be seen, the two
distributions are very similar, with a greater fraction of PL
spectra at lower fluxes and LPs at higher fluxes11. Then we
cross-match sources positionally in both lists. To do so, we
calculate their angular separations and propagate their 95%
positional errors (i.e., we add them quadratically), evaluated
in both our catalog and in the FL8Y (we use the semi-major
axis positional error). If the angular separation falls within
this 95% error, the sources are considered to be the same.
We find 2443 positional matches (85% of the FL8Y). Con-
sidering our choice of positional error and in light of the fact
that we detect 10% fewer sources with respect to the FL8Y,
we regard this match as satisfactory. We further check that
the number of matches increases for increasing TS. Indeed,
for TS > 36 we miss only 10% of the FL8Y sources and
for TS > 49 only the 5% induced by the choice of posi-
tional error. We then use the association listed in the FL8Y
to remove from our catalog all sources that are known to be
of Galactic origin (i.e., pulsars), since our analysis is not fine
11 In the FL8Y there are 44 sources which have a curved spectra modeled
by a more complicated shape (power law with exponential cut-off). In our
analysis we do not test this shape since the fit would require large computa-
tional time to converge, so we exclude these sources from the comparison.
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Figure 2. Left panels: Energy flux comparison between our detected catalog (SThis work) and the FL8Y (SFL8Y) sources with positions that
match within 95% error. The top panel is for sources whose best-fit is a power-law shape in both catalogs (2d-histogram), and the bottom one
is for the log-parabolas (the red line is the one-to-one correlation). As can be seen, for both catalogs the fluxes match reasonably well, within
errors. In fact, the ratios are all consistent with one. It can be seen that for power laws at lower flux values the spread with respect to the
one-to-one correlation line is larger, but still symmetric and consistent with one considering the statistical errors. Right panels: Comparison
between spectral indices of matching power laws (2d-histogram, top), and α300 and β for log-parabolas (bottom). The power-law indices are
in very good agreement as the ratios are all concentrated around the correlation line. For the log-parabolas, the parameters α300 and β are in
good agreement between the catalogs.
tuned for this type of object. Similarly, for the sources signif-
icantly spatially extended in the LAT data at |b| > 20° (Small
Magellanic Cloud, Fornax A and Large Magellanic Cloud),
we use their position and extension to remove all possible
sources that fall within their radius, as we do not perform any
test on source extension. In order to check the consistency of
our derived sources’ spectral properties with the FL8Y, since
the majority of the extragalactic sources detected by the LAT
are blazars, we select the matches that are associated with
blazars in the FL8Y12 and have the same spectral type in
both catalogs. To compare flux values we use the spectral
12 From the associations and identifications in the FL8Y, we select sources
listed as BL Lacertae objects (BL Lacs), Flat-Spectrum Radio Quasars (FS-
RQs) and blazar candidates of uncertain type (BCU).
parameters (i.e., pivot energy, flux density and indices) pro-
vided by both catalogs to integrate the energy flux between
100 MeV and 1 TeV. In Figure 2 we compare the fluxes in the
top-left panel for power laws13 and in the bottom left panel
for log-parabolas. The flux values are in good agreement in
both cases, within errors. Indeed, the power-law fluxes are
centered along the one-to-one correlation line. The larger
spread at lower fluxes is expected and is also associated with
larger uncertainties. Considering the statistical errors, all the
ratios are consistent with one. There are ∼ 10 outliers with
ratios deviating by more than 50% from the one-to-one corre-
13 Since power-law matches are> 1000, we chose to plot a 2-d histogram
for both flux and indices in order to better understand the distributions.
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Figure 3. Top Panel: Relative number of power laws and log-
parabolas in our real and simulated catalogs as a function of photon
flux. The distributions for both spectral types are in good agree-
ment, emphasizing that our simulations represent well the real sky.
The larger discrepancy in number of sources at high fluxes is at-
tributed to the low number of sources and large associated errors.
Bottom Panel: 2d-histogram comparing the photon fluxes (S) of
sources with positional match between detected simulated and in-
put simulated catalogs (for one simulation). As can be seen, above
log(S) > −8 ph cm−2 s−1 the flux values are in good agreement.
Below this flux, the spread from the one-to-one correlation is larger,
although consistent within errors. The apparent overestimate of
simulated detected flux below log(S) = −9 ph cm−2 s−1 is at-
tributed to the Eddington bias (see Section 4).
lation line, and those are attributed to non-convergent fits14,
and hence the extracted source parameters are not reliable.
Similarly, the log-parabolas’ flux ratio is compatible with the
correlation line, taking into account the statistical errors. In
the top-right panel of Figure 2 we compare power-law pho-
ton indices. In line with the flux comparison, the indices are
14 In our catalog, out of the 2680 sources only < 40 (< 1.5% of the
sample) did not converge properly.
in good agreement between the two catalog and their ratio is
centered along the correlation line. In the bottom right panel,
we show the comparison between photon indices α30015 and
β for the log-parabolas. As can be seen, the distributions
for α300 and β are consistent and occupy the same region
(α300 > 0.5 and β < 0.4) in the plot for both catalogs.
4. THE SIMULATED γ-RAY SKY
The LAT survey’s biases can be robustly constrained by
performing end-to-end Monte Carlo simulations, with the
aim of reproducing an extragalactic γ-ray sky that closely
resembles the real one (see e.g., Abdo et al. 2010c; Di Mauro
et al. 2018). We simulate a population of sources randomly
distributed in the sky, with spectral characteristics and statis-
tics mimicking the blazar population. The fluxes are ex-
tracted from the range [10−11, 10−6] ph cm−2 s−1, starting
an order of magnitude below the minimum detected flux from
our catalog. For the very first time, we consider the spec-
tral curvature of the blazars following the recipe detailed in
Ajello et al. (2015), in order to accurately describe the shape
of blazars’ γ-ray spectra between 100 MeV and 1 TeV. We
therefore use the following double power-law input shape:
dN
dE
= K
[(
E
Eb
)δ1
+
(
E
Eb
)δ2]−1
(1)
where Eb is the break energy calculated from the Eb − Γ
correlation found in Ajello et al. (2015), and Γ is the power-
law photon index of a blazar’s γ-ray spectrum. First, a Γ is
randomly drawn from a Gaussian distribution of mean 2.45
and standard deviation of 0.40. This is transformed into Eb
as logEb = 9.25−4.11Γ (following Ajello et al. 2015). The
indices of Equation 1 are set to be δ1 = 1.7 and δ2 = 2.8.
For the latter we use the value reported in Di Mauro et al.
2018 to reproduce the source-count distribution of the Third
Catalog of Hard LAT Sources (3FHL, Ajello et al. 2017),
which contains sources detected by the LAT above 10 GeV.
In order to produce Monte Carlo simulations that accu-
rately represent the true γ-ray sky, knowledge of the intrin-
sic logN-logS is needed. However, this is not known a pri-
ori, but results from this work. To cope with this, the input
photon flux logN-logS in the simulations was changed until
it matched the reconstructed one reasonably well. The in-
put shapes used in this analysis for the differential logN-logS
(dN/dS) are the following:
1. Broken power law (BPL):
dN
dS
= K
S−γ1 S > SbS−γ2S−γ1+γ2b S ≤ Sb (2)
15 Since the index of a log-parabola depends on the chosen pivot energy,
we scale FL8Y indices to our pivot energy, fixed at 300MeV.
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Table 2. Table of input parameters, number of sources and power-law photon indices (mean, < Γ >, and standard deviation, σΓ) detected in
the real and the simulated sky for |b| > 20° and TS > 25. The flux breaks (Sb) are listed by their logarithmic value in units of ph cm−2 s−1.
CATALOG N < Γ > σΓ
REAL 2680 2.20 0.31
Input Shape PARAMETERS
BPL γ1 γ2 Sb
2.02 1.20 −9.00 3258 2.21 0.28
DBPL γ1 γ2 γ3 Sb1 Sb2
1.90 2.20 1.20 −8.45 −9.07 2589 2.21 0.29
SIMULATED DBPL γ1 γ2 γ3 Sb1 Sb2
1.90 2.10 1.10 −8.40 −9.00 2678 2.21 0.29
TBPL γ1 γ2 γ3 γ4 Sb1 Sb2 Sb3
2.60 1.60 2.40 1.20 −7.22 −8.40 −9.07 3307 2.22 0.30
DBPL γ1 γ2 γ3 Sb1 Sb2
1.90 2.20 1.20 −8.45 −9.07 2837 2.21 0.28
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Figure 4. From left to right: Histogram of detected photon flux, detected energy flux and detected spectral indices for one simulation (DBPL),
and the real catalog. As can be seen, all simulated distributions are consistent with the real ones, implying that the simulations are a good
representation of the real sky. All other simulations have similar distributions.
where γ1 and γ2 are the slopes after and before the
break Sb, respectively.
2. Double broken power law (DBPL):
dN
dS = K

S−γ1 S > Sb1
S−γ2S−γ1+γ2b1 Sb2 < S ≤ Sb1
S−γ3S−γ1+γ2b1 S
−γ2+γ3
b2
S ≤ Sb2
(3)
where γ1 is the slope of the distribution before the first
break Sb1 , γ2 the slope between the first and second
break (Sb2 ), and γ3 is the slope after Sb2 .
3. Triple broken power law (TBPL):
dN
dS = K

S−γ1 S > Sb1
S−γ2S−γ1+γ2b1 Sb2 < S ≤ Sb1
S−γ3S−γ1+γ2b1 S
−γ2+γ3
b2
Sb3 < S ≤ Sb2
S−γ4S−γ1+γ2b1 S
−γ2+γ3
b2
S−γ3+γ4b3 S ≤ Sb3
(4)
where γ1 is the slope of the distribution before the first
break Sb1 , γ2 the slope between the first and second
break (Sb2 ), γ3 the slope between the second and third
break (Sb3 ) and γ4 the slope after Sb3 .
For all of the above, K is the appropriate normalization
constant. We generate a total of five simulations, where four
use the standard IEM (one BPL, two DBPL and one TBPL),
and one uses the alternative IEM (DBPL; this is needed to
evaluate the systematics of the analysis, see Section 5.2). The
values for the parameters employed in the various simulated
input catalogs can be found in Table 2. Each list of synthetic
sources is used to generate a simulation of the sky in each
ROI (using the tool simulate roi). Then the pipeline de-
scribed in Section 2.2 is applied to blindly detect sources in
the simulated sky. The normalization of the isotropic tem-
plate is set to 0.7 for all simulations. In Table 2, we report the
number of sources detected and the mean power-law photon
index for the simulated catalogs and the real sky. The pa-
rameters in all simulations are consistent with the real ones.
In the top panel of Figure 3, we show the ratios of power-
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Figure 5. Efficiency (ω) plotted as a function of measured photon flux (left panel) and energy flux (right panel) obtained with four simulations.
Both functions follow a similar trend: above log(S) = −7.7 ph cm−2 s−1(−10.6 erg cm−2 s−1) the efficiency is equal to one, corresponding
to a perfect detection capability of the LAT. In the range log(S) = [−8,−7.7] ph cm−2 s−1([−11.6,−10.6] erg cm−2 s−1), the efficiency is
greater than one, implying that the LAT detects more sources at these fluxes than actually present (Eddington bias). The efficiency as a function
of photon flux has a slower decrease than the efficiency as a function of energy flux; this is due to the strong dependence of the photon flux on
the spectral index. The error bars are computed in both cases using Poisson statistics.
law and log-parabola sources relative to the total, both for
the real sky and for one simulation. As can be seen, the two
distributions are in good agreement: the fraction of power-
law spectra is higher at lower fluxes and decreases towards
higher ones, while the log-parabolic spectra follow the op-
posite trend. Furthermore, for every simulation we checked
the distribution of sources as a function of detected photon
flux, energy flux and spectral index. In Figure 4 we show
these comparisons for one simulation. All simulations are in
agreement with the distributions found for our real catalog,
reflecting the close resemblance of the simulated sky to the
real one. The bottom panel of Figure 3 shows the flux ratio
of the simulated detected sources to the input ones. The com-
parison has been done for positionally matching sources, i.e.,
with angular distance within the 99 % positional error. As
can be seen, at bright fluxes (log(S) > −8 ph cm−2 s−1)
both populations follow the one-to-one correlation. At lower
fluxes the spread of these ratios is larger, though still lying on
the correlation line if considering the statistical errors. Below
log(S) ∼ −9 ph cm−2 s−1, it instead appears that detected
simulated sources have significantly brighter flux value with
respect to the simulated input ones. This effect is identified
as the Eddington bias (Eddington 1913). The flux (F ) from
astrophysical sources has a fluctuation of ±∆F . If a source
falls closely to the detection threshold of the instrument, it
would be more easily detected if F ′ = F + ∆F . Therefore,
such objects (∼ 3% of our sample) are found with a higher
flux than their intrinsic one. Input to the simulations do not
suffer this bias. Hence the flux ratio will reflect this overes-
timate of detected flux. We also check for the presence of
spurious sources in every simulation using the method em-
ployed by Di Mauro et al. (2018), and we find that they are
< 2% in all samples.
5. DETECTION EFFICIENCY AND INTRINSIC
SOURCE COUNT DISTRIBUTION
Once the simulated skies have been analyzed with the same
pipeline as the real one, one can calculate the detection effi-
ciency (ω) of the LAT high-latitude survey as:
ω(Si) =
Nsimdet(Si)
Nsiminput(Si)
(5)
where Si is the photon (or energy) flux in the ith bin,
Nsimdet(Si) is the number of (simulated) sources de-
tected with a (measured) flux Si in all simulations, and
Nsiminput(Si) is the number of sources simulated with the
same flux (in all simulations). Traditionally, the efficiency
of the LAT is presented as a function of photon flux. Due
to the fact that the photon flux highly depends on the spec-
tral index with which the sources are modeled and detected
(e.g., sources with harder spectral index will be detected
to lower flux values than the softer ones; see Abdo et al.
2010c), here we present the efficiency (and later the logN-
logS) obtained with both photon and energy flux. The latter
has a lower dependence on the sources’ spectral indices, and
therefore produces more reliable and stable outcomes. The
results are shown in Figure 5, where the left panel shows
the efficiency as a function of photon flux and the right
panel shows the efficiency, as a function of energy flux.
As expected, for flux values higher than log(S) > −7.7
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Figure 6. Differential (top) and cumulative (bottom) intrinsic source-count distribution (logN-logS, black data points) of point sources plotted
as a function of measured photon flux (left panel) and energy flux (right panel). The gray shaded region represents the systematic errors. The
cyan, red and orange shaded bands represent, respectively, the Pure Density Evolution (PDE), the Pure Luminosity Evolution (PLE) and the
Luminosity-Dependent Density Evolution (LDDE) model predictions from Ajello et al. (2015). The PDE model is the one that best represents
our logN-logS. We underline how our analysis, using 8 years of the Pass 8 data, has reached ∼ 10−10 ph cm−2 s−1(∼ 10−12 erg cm−2 s−1),
an order of magnitude lower than Abdo et al. (2010c). The energy flux logN-logS is relatively flatter than the photon flux one, due to the low
dependence of the energy flux on the source spectral shape.
ph cm−2 s−1(> −10.6 erg cm−2 s−1), ω(S) is 1, i.e.,
the probability of LAT detecting sources at high flux val-
ues is 100%. Around log(S) ∼ −8 ph cm−2 s−1(−11
erg cm−2 s−1) the function rises slightly above 1, as a con-
sequence of the Eddington bias. Afterwards the efficiency
slowly drops to zero. We note that this decrease is sharper
for the energy flux case, since this quantity is less sensitive
to the sources’ spectral shape and hence its flux variations.
The errors are evaluated using Poisson statistics.
Finally, we can correct our real catalog of point sources
with ω(S) in order to obtain their intrinsic flux distribution
and to understand their contribution to the EGB. The differ-
ential logN-logS is given by:
dN
dS
=
1
Ω∆Si
Ni
ω(Si)
(6)
where ∆Si is the width of the flux bin centered at Si, Ni
is the number of sources detected in that flux bin, and Ω
is the solid angle of the sky at |b| > 20°. In Figure 6,
the logN-logS is shown in its differential (top) and cumula-
tive (bottom) forms as a function of photon and energy flux.
For the first time, the logN-logS is characterized down to
∼10−10 ph cm−2 s−1(∼10−12 erg cm−2 s−1), an order of
magnitude lower than that achieved by Abdo et al. (2010c),
making this the deepest γ-ray logN-logS to date. As will
be demonstrated later in Section 5.3, the population of point
sources underlying this distribution are mainly blazars.
In order to determine the spectral shape that best represents
the intrinsic population of point sources, we perform statis-
tical fits using the summation in quadrature of statistical and
systematic (Section 5.2) errors for both photon flux and en-
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Figure 7. Best-fit shapes obtained for both the photon (top) and en-
ergy (bottom) flux logN-logS. The fit for both the photon and energy
flux logN-logS favors a PL shape. For comparison, we have inserted
in the top figure the logN-logS derived in Abdo et al. (2010c), which
falls within the 1σ error band derived from our best-fit, corroborat-
ing the analysis.
ergy flux cases. Along with a BPL, DBPL and TBPL, we test
the following shapes
1. Power law (PL):
dN
dS
= KS−γ (7)
where γ is the slope of the distribution.
2. Log-Parabola (LP):
dN
dS
= K
(
S
S0
)−α+β log( SS0 )
(8)
where α is the slope of the distribution and β its curva-
ture, or the slope of the distribution at S0 pivot energy.
For all the above spectral models, K is the appropriate nor-
malization constant. When the fit results in a reduced χ2
close to one, and the improvement on ∆χ2 > 3σ, we con-
sider the shape a good representation of our distribution.
We find that for the both the photon flux and energy flux
logN-logS, the PL is the best representation for the intrinsic
logN-logS, with a reduced χ2 of 1.28 and 0.70, respectively.
The best-fit indices are: for the photon flux logN-logS γ =
1.94± 0.02; for the energy flux logN-logS γ = 1.96± 0.04.
This also corroborates the fact that at low flux values the dis-
tribution remains flat. Figure 7 shows the best-fit shapes for
both photon and energy flux.
5.1. Maximum-Likelihood Fit
To check the soundness of our result, we further employ a
maximum likelihood (ML) fit which follows the methodol-
ogy detailed in Abdo et al. (2010c). In our case, we adopt the
normalization-free form of the likelihood function defined in
Narumoto & Totani (2006) which can be written as
L =
Nobs∏
i=0
1
Nexp
φ(Si) (9)
where Nobs is the total number of sources and Si is the pho-
ton (or energy) flux of the ith source; φ(S) is defined as
φ(S) =
dN
dS
ω(S) (10)
where dN/dS is one of the tested spectral forms (Equa-
tions 2-4 and 7-8); Nexp is the expected number of sources
and can be evaluated as:
Nexp =
∫ Smax
Smin
φ(S)dS (11)
where Smin = 10−11 ph cm−2 s−1 and Smax = 10−6 ph cm−2
s−1 for the photon flux case, and Smin = 10−13 erg cm−2 s−1
and Smax = 10−9 ph cm−2s−1 for the energy flux case.
The standard C = −2 ln(L) is then calculated as:
C = −2
[(
Nobs∑
i=0
lnφ(Si)
)
−Nobs ln (Nexp)
]
(12)
The best-fit parameters and their associated 1σ errors are
computed by varying the parameters of interest and mini-
mizing the value of C until an improvement of ∆C = 1
is achieved (under the assumption that L ∝ exp(−χ2/2),
see e.g. Loredo & Lamb 1989; Narumoto & Totani 2006).
For this purpose we use the pyROOT implementation of
Minuit16. Once the C values are extracted for all mod-
els, the Bayesian Information Criteria (BIC, Kass & Raftery
1995) is employed to determine which model provides the
16 https://root.cern.ch/doc/master/classTMinuit.html
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best-fit to the data, i.e. the model with the lowest BIC. The
different BIC values are listed in Table 3. In our results we
point out the following: 1) although the BIC values for the
curved models in the energy flux case are slightly lower than
that for the PL shape, within the 1σ errors the parameter val-
ues for both LP and BPL are consistent with the PL case,
and 2) for the photon flux logN-logS a difference of 2 in BIC
values between PL and TBPL models represents a negligi-
ble improvement of the fit and cannot be regarded as signifi-
cant. Therefore, in agreement with the reduced χ2 results,
the best-fit spectral shape for both the photon and energy
flux distributions is the power law. The best-fit indices are:
γ = 1.90 ± 0.01 for the photon flux and γ = 1.92 ± 0.02
for the energy flux, consistent with the results of the previous
section.
5.2. LogN-logS Systematics
With the goal of assessing the systematic uncertainties af-
fecting our derived source-count distribution, we consider the
systematics arising from different logN-logS shapes used as
input for the simulations and the effect of an alternative IEM
model. For the first point, we employ all four simulations
obtained with shapes described in Section 4. In the case of
the alternative IEM, we perform a fifth simulation (following
the guidelines described in Section 4) adding the IEM used
for the study of the Galactic center (Ackermann et al. 2017).
We derive the systematics of every simulation by correct-
ing the simulated detected catalog with an efficiency obtained
combining the other four. The ratio of the inferred (simu-
lated) logN-logS (dN/dSsimdet) to the input of the simulation
(dN/dSsiminput) gives us an understanding of the importance
of the choice of the precise shape of the logN-logS input into
the simulations. The results for both photon and energy flux
are shown in Figure 8. The total systematics are evaluated as
the lowest and highest ratio values for every flux bin. Finally,
we propagate these systematics to the logN-logS. These re-
sults are shown in Figure 6. The systematic uncertainties are
of the order ∼10 % for the majority of flux bins and they in-
crease up to 70% at the extreme of the flux distribution where
the number of sources is very small.
5.3. Blazars’ logN-logS
We can derive the blazars’ logN-logS using only the
sources associated with blazars and correcting for the in-
Table 3. BIC values derived from the ML fits (Section 5.1)
Photon Flux Energy Flux
PL -93539.1 -133091.1
BPL -93533.7 -133097.3
LP -93538.01 -133097.3
DBPL -93537.3 -
TBPL -93541.8 -
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Figure 8. Ratios of the five simulated corrected logN-logS
(dN/dSsimdet) to the input ones (dN/dSsiminput). The efficiency
used to correct every simulation is the one derived from the com-
bination of the other four, in order to assess the systematics of the
analysis. On the top we plot them for photon flux and on the bottom
for energy flux. The systematics are taken, for every flux bin, as the
lowest and highest ratio values.
completeness of the associations, i.e. accounting for the
number of blazars hiding among the unassociated sources.
Following the association listed in the FL8Y, our catalog
contains 1906 blazars out of the 2680 detected sources. The
incompleteness of the sample is defined as the sum of all
sources matching with an unassociated FL8Y source, and
sources without a positional counterpart. This results in 692
sources, which amounts to ∼ 25% of our sample. Following
a reasonable zeroth-order assumption, these objects are likely
to be distributed in source classes similar to the associated
portion of the sample. In the FL8Y, at |b| > 20°, ∼ 95.6%
of the associations are blazars, ∼ 2.2% pulsars and ∼ 2.2%
belong to other classes (e.g., AGN, globular clusters, etc.).
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Figure 9. Total logN-logS (black data points) and blazars logN-
logS (red data points). Within errors, the two distributions are in
very good agreement, showing that the logN-logS we derive in our
analysis is indeed the blazars’ one.
Assuming these ratios17 for the unassociated sources, we can
derive the likely number of blazars among the unassociated
sources as a function of flux. Next, we can add these counts
to the number per flux bin of classified blazars and derive the
total blazar source-count distribution. We show this result
in Figure 9, where we compare it to the logN-logS of the
extragalactic sky. It is evident how the two distributions are
perfectly compatible, within errors.
6. CONTRIBUTION TO THE EGB AND EVOLUTION
OF BLAZARS
Having derived an improved logN-logS above 100 MeV, as
well as the detection efficiency, we can derive the contribu-
tion of blazars to the whole EGB (SEGB). We first use the
method employed by Di Mauro et al. (2018):
SEGB = Σ
N
i=1
SPS,i
Ω
+
∫ Smax
Smin
(1− ω(S′))S′ dN
dS′
dS′ (13)
where SPS,i is the flux of the point source i detected in
our real catalog. The total flux of resolved point sources is
summed to the flux of unresolved ones, obtained by inte-
grating the best-fit logN-logS shape in the unresolved regime
and taking into account the efficiency. The chosen inte-
gral limits are 10−11 ph cm−2 s−1 and 10−6 ph cm−2 s−1,
the minimum and maximum source photon flux detected
in our real catalog. The result using the PL shape is
SEGB = 5.60
+0.95
−0.45 × 10−6 ph cm−2 s−1sr−1, which im-
plies that blazars contribute 50+10−5 % to the EGB. We note
that the contribution of the unresolved point source (second
17 These ratios for blazars are always within 95 % and 100 % in every flux
bin.
term of Equation 13) is 1.33+0.85−0.14× 10−6 ph cm−2 s−1sr−1,
which amounts to ∼27% of the total contribution of blazars
to the EGB.
The newly determined logN-logS also constrains the evo-
lution of blazars effectively. In Ajello et al. (2015), three
different models of blazar evolution were proposed and were
found to explain the properties of blazars well. However, it
was not possible to determine which model was the most rep-
resentative of the blazar population. For example, it was not
clear whether blazars were experiencing evolution primarily
in luminosity (PLE model), or in density (PDE model), or
in both density and luminosity (LDDE model). In this work
we find that the LDDE and PLE models do not reproduce the
faint end of the logN-logS, predicting less sources than ob-
served. On the other hand, the PDE model reproduces the
photon flux and energy flux logN-logS particularly well, now
becoming the model of choice for the blazar evolution. This
can be seen in see Figure 6, where the cyan, red and orange
shaded areas highlight the different model predictions. The
PDE model allows us to get a second (complementary) esti-
mate on the contribution of blazars to the EGB. This results
in SEGB = 6.90+2.27−0.6 × 10−6 ph cm−2 s−1sr−1, which cor-
responds to 61+20−6 % of the total EGB, a value perfectly com-
patible with the range obtained by the first method (above).
7. SUMMARY AND CONCLUSIONS
Blazars are the most abundant source class detected by the
LAT. However, their contribution to the entire EGB is still an
open issue. Previous studies have found that they can only
contribute up to 50+12−11% of the total EGB, and are not able
to explain the IGRB below 100 GeV (see e.g., Di Mauro &
Donato 2015; Ackermann et al. 2015a; Ajello et al. 2015;
Di Mauro et al. 2018). In this work we derive the deep-
est source-count distribution to date, exploiting Fermi data
above 100 MeV. Using 8 years of LAT data and the excellent
quality of the Pass 8 dataset, we are able to resolve this distri-
bution down to 10−10 ph cm−2 s−1(10−12 erg cm−2 s−1),
an order of magnitude below the previous measurement by
Abdo et al. (2010c). In our analysis we employ the efficiency
correction method, which allows us to account for the survey
and data analysis biases. These results enable us to quan-
tify the contribution of blazars to the total EGB, which is
∼ 50+10−5 %. Furthermore, comparing our derived distribu-
tion with models of blazar evolution, we are also able to dis-
cern a favorable evolution model for this population. We find
that, among the three models proposed in Ajello et al. (2015),
only the PDE model can reproduce our new logN-logS distri-
bution. This implies a blazar contribution to the total back-
ground of 60+20−6 %, compatible with the range obtained by
our analysis. Our prediction is consistent with previous ones,
confirming that the blazar population does not account for the
total EGB. The remainder of this emission is likely attributed
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to other γ-ray emitting source classes, such as MAGNs and
starburst galaxies (see e.g., Inoue 2011; Di Mauro et al. 2014;
Ajello et al. 2015).
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APPENDIX
A. EFFICIENCY AND LOGN-LOGS DATA
Tables 4-5 provide the efficiency (ω) and logN-logS derived from our analysis and used in Figure 5-6.
Table 4. Photon flux efficiency and logN-logS associated with the survey at |b| > 20°. The corresponding solid angle (Ω) is 27143.61 deg2.
Flux ( ph cm−2 s−1) ω dN/dS
+errstat+errsyst
−errstat−errsyst (ph
−1cm2s)
(9.05± 1.77)× 10−11 2.07+1.60−0.91 × 10−4 1.36+3.34+4.75−1.30−1.36 × 1014
(1.34± 0.26)× 10−10 5.03+2.30−1.64 × 10−4 1.13+1.22+3.57−0.71−0.27 × 1014
(2.00± 0.39)× 10−10 1.38+0.29−0.28 × 10−3 6.43+3.73+8.98−2.71−1.27 × 1013
(2.97± 5.83)× 10−10 4.55+0.55−0.54 × 10−3 4.14+1.03+6.10−1.01−2.16 × 1013
(4.43± 0.86)× 10−10 7.85±+0.74× 10−3 2.57+0.50+3.19−0.49−1.64 × 1013
(6.58± 1.29)× 10−10 2.33±+0.13× 10−2 1.29+0.16+1.58−0.16−1.02 × 1013
(9.80± 1.92)× 10−10 6.01±+0.25× 10−2 5.79+0.56+7.38−0.56−4.73 × 1012
(1.45± 0.28)× 10−9 1.56±+0.05× 10−1 2.30+0.18+3.28−0.18−1.91 × 1012
(2.16± 0.42)× 10−9 3.93±+0.12× 10−1 8.11+0.55+1.22−0.55−7.09 × 1011
(3.22± 0.63)× 10−9 7.51±+0.23× 10−1 3.40+0.22+5.40−0.22−3.09 × 1011
(4.79± 0.93)× 10−9 1.05±+0.03 1.77+0.11+2.24−0.11−1.73 × 1011
(7.13± 1.39)× 10−9 1.22±+0.04 9.33+0.06+1.16−0.06−9.85 × 1011
(1.06± 0.20)× 10−8 1.38±+0.06 5.23+0.39+6.59−0.39−4.91 × 1010
(1.57± 0.30)× 10−8 1.38±+0.07 2.15+0.20+2.51−0.20−1.99 × 1010
(2.34± 0.45)× 10−8 1.05±+0.06 1.21+0.14+1.76−0.14−1.19 × 1010
(3.49± 0.68)× 10−8 1.03±+0.08 6.63+0.88+8.07−0.88−6.08 × 109
(5.19± 1.01)× 10−8 1.00±+0.09 2.94+0.49+3.76−0.48−2.70 × 109
(7.72± 1.51)× 10−8 1.01±+0.11 9.13+2.12+1.51−2.09−7.89 × 108
(1.14± 0.22)× 10−7 1.07±+0.17 3.70+1.07+4.37−1.04−2.72 × 108
(1.70± 0.33)× 10−7 0.92±+0.18 1.29+0.69+1.79−0.51−9.45 × 108
(2.54± 0.49)× 10−7 1.00± 0.22 8.03+4.38+1.37−3.31−4.71 × 107
(3.77± 0.74)× 10−7 0.96± 0.26 3.51+2.57+4.53−1.79−2.69 × 107
(5.62± 1.10)× 10−7 1.00± 0.29 4.53+0.12+2.67−6.45−8.28 × 106
(8.36± 1.63)× 10−7 0.78± 0.41 3.88+9.26+1.03−3.57−3.88 × 106
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Table 5. Energy flux efficiency and logN-logS associated with the survey at |b| > 20°. The corresponding solid angle (Ω) is 27143.61 deg2.
Flux ( erg cm−2 s−1) ω dN/dS
+errstat+errsyst
−errstat−errsyst (erg
−1cm2s)
(1.38± 0.19)× 10−12 (4.68± 0.36)× 10−2 1.62+0.33+2.21−0.32−1.23 × 1015
(1.86± 0.25)× 10−12 (5.15± 0.17)× 10−1 7.93+0.61+11.4−0.61−6.59 × 1014
(2.51± 0.34)× 10−12 1.17± 0.0) 5.55+0.31+8.24−0.31−4.79 × 1014
(3.39± 0.47)× 10−12 1.37± 0.04 3.34+0.19+4.33−0.19−3.01 × 1014
(4.57± 0.63)× 10−12 1.41± 0.05 2.20+0.14+2.50−0.14−2.00 × 1014
(6.17± 0.85)× 10−12 1.30± 0.05 1.39+0.10+1.58−0.10−1.28 × 1014
(8.32± 1.15)× 10−12 1.29± 0.06 6.78+0.61+8.77−0.61−5.42 × 1013
(1.12± 0.15)× 10−11 1.22± 0.07 3.93+0.41+4.35−0.41−3.67 × 1013
(1.51± 0.21)× 10−11 1.17± 0.08 2.36+0.28+3.09−0.28−1.89 × 1013
(2.04± 0.28)× 10−11 1.16± 0.08 1.43+0.18+1.62−0.18−1.17 × 1013
(2.75± 0.38)× 10−11 1.12± 0.09 7.82+1.20+11.4−1.19−5.60 × 1012
(3.72± 0.51)× 10−11 1.07± 0.11 3.63+0.70+4.75−0.69−2.53 × 1012
(5.01± 0.69)× 10−11 1.05± 0.13 1.98+0.45+2.38−0.44−1.38 × 1012
(6.76± 0.93)× 10−11 (9.01± 1.25)× 10−1 1.18+0.31+1.30−0.30−0.98 × 1012
(9.12± 1.26)× 10−11 (9.40± 1.66)× 10−1 6.73+2.09+12.4−2.04−5.66 × 1011
(1.23± 0.17)× 10−10 1.02± 0.22 1.43+1.02+1.96−0.68−1.23 × 1011
(1.66± 0.23)× 10−10 (8.48± 1.86)× 10−1 1.54+0.98+1.92−0.69−1.07 × 1011
(2.24± 0.31)× 10−10 1.09± 0.31 1.04+6.38+1.32−0.48−0.89 × 1011
(3.02± 0.41)× 10−10 (8.82± 3.20)× 10−1 5.41+4.73+6.50−3.21−3.61 × 1010
(4.07± 0.56)× 10−10 1.06± 0.37 1.55× 1010 a
(5.50± 0.76)× 10−10 (8.33± 4.77)× 10−1 7.88+0.18+0.15−7.32−5.25 × 109
(7.41± 1.03)× 10−10 (8.57± 6.92)× 10−1 5.68+14.0+7.10−5.62−2.84 × 109
aThis is an upper limit at 1σ confidence level.
