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1. Introduction
N -Lie algebras are generalizations of Lie algebra. However the structure of n-Lie
algebras is very different from that of Lie algebras due to the n-ary multiplication. In
1985, Filippov [1] classified n-Lie algebras of dimension n+1 over an algebraically closed
field of characteristic zero. Ling [2] proved that for every n ≥ 3 all finite dimensional
simple n-Lie algebras over an algebraically closed field F of characteristic 0 are isomorphic
to the vector product on Fn+1. The infinite dimensional simple n-Lie algebras over fields
of characteristic p ≥ 0 known currently are only Jacobian algebras and their quotient
algebras [3, 4, 5]. Bai and collaborators [6] showed that there exist only [n2 ] + 1 classes
of (n+1)-dimensional simple n-Lie algebras over a complete field of characteristic 2 and
there does not exist simple (n + 2)-dimensional n-Lie algebras. In this paper we give a
complete classification of (n+ 2)-dimensional n-Lie algebras over an algebraically closed
field of characteristic 2.
The organization for the rest of this paper is as follows. Section 2 introduces some
basic notions, and refines the classification of (n+1)-dimensional n-Lie algebras given in
[6] since it is the foundation for Section 3. Section 3 describes the isomorphic criterion
theorem of (n + 2)-dimensional n-Lie algebras and gives a complete classification of
(n+ 2)-dimensional n-Lie algebras over an algebraically closed field of characteristic 2.
2. Fundamental notions
A vector space A over a field F is an n-Lie algebra if there is an n-ary multi-linear
operation [ , · · · , ] satisfying the following identities
[x1, · · · , xn] = (−1)τ(σ)[xσ(1), · · · , xσ(n)], (2.1)
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[[x1, · · · , xn], y2, · · · , yn] =
n∑
i=1
[x1, · · · , [xi, y2, · · · , yn], · · · , xn], (2.2)
where σ runs over the symmetric group Sn and the number τ(σ) is equal to 0 or 1
depending on the parity of the permutation σ.
If the character of F is 2, then the identity (2.1) is replaced by
[x1, · · · , xi, · · · , xj , · · · , xn] = 0 whenever xi = xj for some i 6= j. (2.1)′
Identity (2.2) is usually called the generalized Jacobi identity, or simply the Jacobi
identity.
A derivation of an n-Lie algebra A is a linear map D of A into itself satisfying
D([x1, · · · , xn]) =
n∑
i=1
[x1, · · · , D(xi), · · · , xn], for any x1, · · · xn ∈ A. (2.3)
Let Der(A) be the set of all derivations of A. Then Der(A) is a subalgebra of the general
algebra gl(A) and is called the derivation algebra of A.
The map ad(x1, · · · , xn−1): A→ A, given by
ad(x1, · · · , xn−1)(xn) = [x1, · · · , xn], for xn ∈ A,
is referred to as a left multiplication defined by elements x1, · · · , xn−1 ∈ A. It follows
from identity (2.2), that ad(x1, · · · , xn−1) is a derivation. The set of all finite linear
combinations of left multiplications is an ideal of Der(A), which we denote by ad(A).
Every derivation in ad(A) is by definition an inner derivation.
Let A1, A2, · · · , An be subalgebras of an n-Lie algebra A. Denote by [A1, A2, · · · ,
An] the subspace of A generated by all vectors [x1, x2, · · · , xn], where xi ∈ Ai, for
i = 1, 2, · · · , n. The subalgebra A1 = [A,A, · · · , A] is called the derived algebra of A. If
A1 = 0, then A is called an abelian n-Lie algebra.
An ideal I of an n-Lie algebra A is a subspace of A such that [I, A, · · · , A] ⊆ I. If
[I, I, A, · · · , A] = 0, then I is referred to as an abelian ideal. If A1 6= 0 and A has no
ideals except 0 and itself, then A is by definition a simple n-Lie algebra.
An n-Lie algebra A is said to be decomposable if there are nonzero ideals I1, I2 such
that
A = I1 ⊕ I2 (direct sum as vector spaces),
then [I1, I2, A, · · · , A] = 0. Otherwise, we say that A is indecomposable. Clearly if A is
a simple n-Lie algebra then A is indecomposable.
The subset Z(A) = {x ∈ A | [x, y1, · · · , yn−1] = 0, ∀yi ∈ A, i = 1, · · · , n−1} is called
the center of A, it is clear that Z(A) is an abelian ideal of A.
Suppose A is an n-Lie algebra and V is a linear space, (V, ρ) is called a representation





ρ(b1, · · · , ad(a)(bi), · · · , bn−1), (2.4)
2
ρ([a1, · · · , an], b2, · · · , bn−1) =
n∑
i=1
(−1)n−i+1ρ(a1, · · · , aˆi, · · · , an)ρ(ai, b2, · · · , bn−1),
(2.5)
where a, b ∈ An−1, a = (a1, · · · , an−1), b = (b1, . . . , bn−1). V is also referred to as an
A-module. Then every n-Lie algebra A is an A-module in the regular representation
ρ(a1, · · · , an−1) = ad(a1, · · · , an−1).
Let H be an abelian subalgebra of n-Lie algebra A, that is [H, · · · ,H] = 0. Then H




Aα (direct sum as vector spaces),
where
Aα = {x ∈ A | ad(h1, · · · , hn−1)(x) = α(h1, · · · , hn−1)(x), ∀(h1, h2, · · · , hn−1) ∈ Hn−1}.
A Toral subalgebra H is called a maximal Toral subalgebra if there are no Toral
subalgebras of A properly containing H.
An n-Lie algebra A is called nilpotent, if A satisfies Ar = 0 for some r ≥ 0, where
A0 = A and Ar is defined by induction, Ar+1 = [Ar, A, · · · , A] for r ≥ 0.
A Cartan subalgebra H of A is a nilpotent subalgebra and satisfies N(H) = H, where
N(H) = { x ∈ A | [x,H, · · · ,H] ⊆ H}.
In the following, unless stated otherwise, we suppose F is an algebraically closed field
of characteristic 2, and A is an n-Lie algebra over F with n ≥ 3. And we omit zero
brackets when listing the multiplication table in a basis of the n-Lie algebra.
Firstly we give the classification of (n+1)-dimensional n-Lie algebras over F . It is a
simple refining of the Theorem 2.1 in [6].
Lemma 2.1. Let A be an (n+1)-dimensional n-Lie algebra over F and e1, e2, · · · , en+1 be
a basis of A, then one and only one of the following possibilities holds up to isomorphism
(a) If dimA1 = 0, A is abelian.
(b) If dimA1 = 1, let A1 = Fe1. Then in the case of A
1 ⊆ Z(A),
(b1) [e2, · · · , en+1] = e1.
In the case that A1 is not contained in Z(A),
(b2) [e1, · · · , en] = e1.
(c) If dimA1 = 2, let A1 = Fe1 + Fe2. Then
(c1)
{
[e1, e3, · · · , en+1] = e2,
[e2, · · · , en+1] = e1; (c2)
{
[e1, e3, · · · , en+1] = e2,
[e2, · · · , en+1] = e1 + βe2;
where β ∈ F, and β 6= 0.





[eˆ1, e2, · · · , en+1] = e1,
· · · · · · · · · · · · · · · · · · · · ·
[e1, · · · , eˆp, · · · , en+1] = ep,
[e1, · · · , eˆp+1, · · · , en+1] = er,
[e1, · · · , eˆp+2, · · · , en+1] = er−1,
· · · · · · · · · · · · · · · · · · · · ·




[eˆ1, e2, · · · , en+1] = e1,
[e1, eˆ2, · · · , en+1] = e2,
· · · · · · · · · · · · · · · · · · · · ·
[e1, · · · , eˆr−1, · · · , en+1] = er−1,
[e1, · · · , eˆr, · · · , en+1] = er;
where q is even, p+ q = r and 0 < q ≤ r. And symbol eˆi means that ei is omitted in the
bracket.
Proof. We only need to prove the case (c) since the other cases are proved in [6].
By [Theorem 2.1, 6], when dimA1 = 2, the multiplication table of A in the basis




[e1, e3, · · · , en+1] = αe2,
[e2, · · · , en+1] = e1; α ∈ F, α 6= 0.






′ respectively, we get that (c1)′ is
isomorphic to (c1)
{
[e1, e3, · · · , en+1] = e2,
[e2, · · · , en+1] = e1.
Now we prove that n-Lie algebras corresponding to the case (c2) with nonzero coef-
ficients β and β′ are isomorphic if and only if β = β′.
We take a linear transformation of the basis e1, · · · , en+1 by replacing e1, e2 and en+1










[e1, e3, · · · , en+1] = e1,
[e2, · · · , en+1] = 1a2 e2;
where a ∈ F, a+ 1
a
= β.
And the structure of A is completely determined by the action of ad(e3, · · · , en+1) on A1.
From (c2)
′, the n-Lie algebras related to the case (c2) with nonzero coefficients β and
β′ are isomorphic if and only if there exist a nonzero element s ∈ F and a nonsingular















= β and a1 +
1
a1
= β′. This implies that the n-Lie algebras corresponding
to the case (c2) with nonzero coefficients β and β
′ are isomorphic if and only if a = a1,
that is β = β′ (it is clear that β = β′ if and only if a = a1). 
Lemma 2.2.[7] Let A be an (n+2)-dimensional n-Lie algebra over an algebraically closed
field. Then there exists a subalgebra of A with codimension 1.
Lemma 2.3.[6] Let A be an (n+2)-dimensional n-Lie algebra over F and 0 < dimA1 ≤ 2.
Then there exists a nonabelian (n+ 1)-dimensional subalgebra of A containing A1.
3. Classification of (n+ 2)-dimensional n-Lie algebras
First, we prove the isomorphic criterion theorem for (n+2)-dimensional n-Lie algebras
over F . We need some symbols for reducing our description. Suppose (A, [, · · · , ]1) and
(A, [, · · · , ]2) are n-Lie algebras with two n-ary Lie products [, · · · , ]1 and [, · · · , ]2 on
4
vector space A and e1, e2, · · · , en+2 be a basis of A. Set











1,3 · · · b11,n+2 b12,3 · · · b1n+1,n+2
b21,2 b
2














(e1,2, e1,3, · · · , e1,n+2, e2,3, · · · , e2,n+2, · · · , en+1,n+2) = (e1, e2, · · · , en+2)B. (3.1)′
The multiplication of (A, [, · · · , ]1) is determined by ((n+2)× (n+1)(n+2)2 ) matrix B. And
B is by definition the structure matrix of (A, [, · · · , ]1) with respect to a basis e1, e2, · · · ,
en+2.
Similarly denote B¯ is the structure matrix of (A, [, · · · , ]2) with respect to the basis
e1, e2, · · · , en+2, that is





i,j ∈ F, 1 ≤ i < j ≤ n+ 2, (3.2)
(e¯1,2, e¯1,3, · · · , e¯1,n+2, e¯2,3, · · · , e¯2,n+2, · · · , e¯n+1,n+2) = (e1, · · · , en+2)B¯. (3.2)′
By the above notations we have following criterion theorem.
Theorem 3.1. N -Lie algebras (A, [, · · · , ]1) and (A, [, · · · , ]2) with products (3.1) and
(3.2) on an (n+ 2)-dimensional linear space A are isomorphic if and only if there exists
a nonsingular ((n + 2)× (n+ 2)) matrix T = (ti,j) such that
B = T ′−1B¯T∗, (3.3)
where T ′ is the transpose matrix of T , T∗ = (T
i,j
k,l ) is an (
(n+1)(n+2)
2 × (n+1)(n+2)2 ) matrix,
and T i,jk,l ∈ F is the determinant defined by (3.5) below for 1 ≤ i, j, k, l ≤ n+ 2.
Proof. If n-Lie algebra (A, [, · · · , ]1) is isomorphic to (A, [, · · · , ]2) under an isomorphism
σ. Let e1, · · · , en+2 be a basis of A, and structure matrices are (3.1) and (3.2) with respect
to e1, · · · , en+2 respectively, that is
ei,j = [e1, · · · , eˆi, · · · , eˆj , · · · , en+2]1 =
n+2∑
k=1






e¯i,j = [e1, · · · , eˆi, · · · , eˆj , · · · , en+2]2 =
n+2∑
k=1






Denote e′i = σ(ei), 1 ≤ i ≤ n + 2 and the nonsingular ((n + 2) × (n + 2)) matrix
T = (tij) is the transition matrix of σ with respect to the basis e1, e2, · · · , en+2, that is




























= T 1,2k,l e¯1,2 + T
1,3







t1,1 · · · t1,k−1 t1,k+1 · · · t1,l−1 t1,l+1 · · · t1,n+2










ti−1,1 · · · ti−1,k−1 ti−1,k+1 · · · ti−1,l−1 ti−1,l+1 · · · ti−1,n+2










tj−1,1 · · · tj−1,k−1 tj−1,k+1 · · · tj−1,l−1 tj−1,l+1 · · · tj−1,n+2










tn+1,1 · · · tn+1,k−1 tn+1,k+1 · · · tn+1,l−1 tn+1,l+1 · · · tn+1,n+2






































then T∗ is a (
(n+1)(n+2)
2 × (n+1)(n+2)2 ) matrix, and
(e′1,2, e
′
1,3, · · · , e′1,n+2, e′2,3, · · · , e′n+1,n+2) = (e¯1,2, e¯1,3, · · · , e¯1,n+2, e¯2,3, · · · , e¯n+1,n+2)T∗.
(3.7)
From identities (3.1) and (3.2)
(e′1,2, e
′





1, · · · , eˆ′k, · · · , eˆ′l, · · · , e′n+2]2 = [σ(e1), · · · , ˆσ(ek), · · · , ˆσ(el), · · · , σ(en+2)]2













1,3, · · · , e′1,n+2, e′2,3, · · · , e′n+1,n+2) = (e1, e2, · · · , en+2)T ′B. (3.9)
It follows (3.8) and (3.9) that
T ′B = B¯T∗, that is B = T ′−1B¯T∗.
On the other hand, we take a linear transformation σ ofA, such that σ(e1, · · · , en+2) =
(σ(e1), · · · , σ(en+2)) = (e1, · · · , en+2)T. Similar discussion to above, we have σ is an n-Lie
isomorphism from (A, [, · · · , ]1) to (A, [, · · · , ]2). 
Now we give the classification theorem of (n+ 2)-dimensional n-Lie algebras over F .
Theorem 3.2. Let A be an (n + 2)-dimensional n-Lie algebra over an algebraically
closed field F of characteristic 2 with a basis e1, e2, · · · , en+2. Then one and only one of
the following possibilities holds up to isomorphism
(a) If dimA1 = 0, A is abelian.
(b) If dimA1 = 1, let A1 = Fe1,
(b1) [e2, · · · , en+1] = e1; (b2) [e1, · · · , en] = e1.
(c) When dimA1 = 2, let A1 = Fe1 + Fe2. Then we have
(c1)
{
[e2, · · · , en+1] = e1,




[e2, · · · , en+1] = e1,
[e1, e3, · · · , en+1] = e2,
[e1, e4, · · · , en+2] = e1,
[e2, e4, · · · , en+2] = e2;
(c3)
{
[e1, e3, · · · , en+1] = e2,




[e1, e3, · · · , en+1] = e2,
[e2, · · · , en+1] = e1 + αe2,
[e1, e4, · · · , en+2] = e1,
[e2, e4, · · · , en+2] = e2;
(c5)
{
[e2, · · · , en+1] = e1,




[e2, · · · , en+1] = e1,
[e1, e4, · · · , en+2] = e1,
[e2, e4, · · · , en+2] = e2;
α ∈ F, α 6= 0.




[e1, e2, eˆ3, · · · , en+1] = e3,
[e1, e3, · · · , en+1] = e2,




[e2, · · · , en+1] = e1,
[e1, e3, · · · , en+1] = e3,
[e1, e2, eˆ3, · · · , en+1] = e2,
[e2, e4, · · · , en+2] = e2,





[e2, · · · , en+1] = e1,
[e1, e3, · · · , en+1] = e3,




[e2, · · · , en+1] = e1,
[e2, e4, · · · , en+2] = e3,




[e2, · · · , en+1] = e1,
[e2, e4, · · · , en+2] = e2,




[e2, · · · , en+1] = e1,
[e1, e4, · · · , en+2] = e1,
[e2, e4, · · · , en+2] = e2 + γe3,




[e1, e4, · · · , en+2] = e1,
[e2, e4, · · · , en+2] = e3,




[e1, e4, · · · , en+2] = e1,
[e2, e4, · · · , en+2] = e2,




[e1, e4, · · · , en+2] = e2,
[e2, e4, · · · , en+2] = e3,
[e3, · · · , en+2] = se1 + te2 + ue3;
where β, γ, s, t, u ∈ F, and βγs 6= 0. And n-Lie algebras corresponding to (d9) with
coefficients s, t, u and s′, t′, u′ respectively are isomorphic if and only if there exists nonzero
element δ ∈ F such that s′ = δ3s, t′ = δ2t and u′ = δu.




[eˆ1, e2, · · · , en+1] = e1,
[e1, eˆ2, · · · , en+1] = e2,
· · · · · · · · · · · · · · · · · · · · ·
[e1, · · · , eˆp−1, · · · , en+1] = ep−1,
[e1, · · · , eˆp, · · · , en+1] = ep,
[e1, · · · , eˆp+1, · · · , en+1] = er,
[e1, · · · , eˆp+2, · · · , en+1] = er−1,
· · · · · · · · · · · · · · · · · · · · ·
[e1, · · · , eˆp+q, · · · , en+1] = ep+1;




[eˆ1, e2, · · · , en+1] = e1,
· · · · · · · · · · · · · · · · · · · · ·
[e1, · · · , eˆi, · · · , en+1] = ei,
· · · · · · · · · · · · · · · · · · · · ·
[e1, · · · , eˆr, · · · , en+1] = er;




[eˆ1, e2, · · · , en+1] = e1,
[eˆ2, e3, · · · , en+2] = e2,
· · · · · · · · · · · · · · · · · · · · ·
[e2, · · · , eˆi, · · · , en+2] = ei,
· · · · · · · · · · · · · · · · · · · · ·
[e2, · · · , eˆr, · · · , en+2] = er;
2 ≤ i ≤ r.





[eˆ1, e2, · · · , en+1] = e1,
[e1, eˆ2, · · · , en+1] = e2,
· · · · · · · · · · · · · · · · · · · · ·
[e1, · · · , eˆp, · · · , en+1] = ep,
[e1, · · · , eˆp+1, · · · , en+1] = er,
[e1, · · · , eˆp+2, · · · , en+1] = er−1,
· · · · · · · · · · · · · · · · · · · · ·
[e1, · · · , eˆp+q, · · · , en+1] = ep+1;




[eˆ1, e2, · · · , en+1] = e1,
· · · · · · · · · · · · · · · · · · · · ·
[e1, · · · , eˆi, · · · , en+1] = ei,
· · · · · · · · · · · · · · · · · · · · ·
[e1, · · · , eˆr, · · · , en+1] = er;




[eˆ1, e2, · · · , en+1] = e1,
[e1, eˆ2, · · · , en+1] = er,
· · · · · · · · · · · · · · · · · · · · ·
[e1, · · · , eˆi, · · · , en+1] = er−i+2,
· · · · · · · · · · · · · · · · · · · · ·
[e1, · · · , eˆr, · · · , en+1] = e2,
[e3, · · · , en+2] = e3,
[e2, e4, · · · , en+2] = e2 + e3;




[eˆ1, e2, · · · , en+1] = e1,
[e1, eˆ2, · · · , en+1] = er,
· · · · · · · · · · · · · · · · · · · · ·
[e1, · · · , eˆi, · · · , en+1] = er−i+2,
· · · · · · · · · · · · · · · · · · · · ·
[e1, · · · , eˆr, · · · , en+1] = e2,
[e3, · · · , en+2] = e2;




[e2, · · · , en+1] = e1,
[eˆ2, e3, · · · , en+2] = e2,
· · · · · · · · · · · · · · · · · · · · ·
[e2, · · · , eˆi, · · · , en+2] = ei,
· · · · · · · · · · · · · · · · · · · · ·
[e2, · · · , eˆr, · · · , en+2] = er;




[e2, · · · , en+1] = e1,
[eˆ2, e3, · · · , en+2] = e3,
[e2, eˆ3, · · · , en+2] = e2,
· · · · · · · · · · · · · · · · · · · · ·
[e2, · · · , eˆr−3, · · · , en+2] = er−2,
[e2, · · · , eˆr−2, · · · , en+2] = er−3,
[e2, · · · , eˆr−1, · · · , en+2] = er,
[e2, · · · , eˆr, · · · , en+2] = er−1.
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Proof. 1. The case (a) is trivial.
2. Case (b). Suppose A1 = Fe1. By Lemma 2.1, Lemma 2.2 and Lemma 2.3 the
multiplication of A in the basis e1, · · · , en+2 has the following possibilities
(1)
{
[e2, · · · , en+1] = e1,
[e1, · · · , eˆi, · · · , eˆj , · · · , en+2] = bi,je1, bi,j ∈ F, 1 ≤ i 6= j ≤ n+ 1.
(2)
{
[e1, · · · , en] = e1,
[e1, · · · , eˆi, · · · , eˆj , · · · , en+2] = bi,je1, bi,j ∈ F, 1 ≤ i 6= j ≤ n+ 1.
Substituting e1 = [e2, · · · , en+1] into the other equations of (1) and using the Jacobi
identities, we get
bi,je1 = [[eˆ1, e2, · · · , en+1], e2, · · · , eˆi, · · · , eˆj , · · · , en+2] = 0, 2 ≤ i 6= j ≤ n+ 1.




[e2, · · · , en+1] = e1,
[eˆ2, e3, · · · , en+2] = b1,2e1,
· · · · · · · · · · · · · · · · · · · · ·
[e2, · · · , eˆj , · · · , en+2] = b1,je1,
· · · · · · · · · · · · · · · · · · · · ·
[e2, · · · , eˆn+1, en+2] = b1,n+1e1;
2 ≤ j ≤ n+ 1.




′, we get (b1) [e2, · · · , en+1] = e1.




[e1, · · · , en] = e1,
[e1, eˆ2, eˆ3, · · · , en+2] = b2,3e1,
· · · · · · · · · · · · · · · · · · · · ·
[e1, · · · , eˆi, · · · , eˆj , · · · , en+2] = bi,je1,
· · · · · · · · · · · · · · · · · · · · ·
[e1, · · · , eˆn−1, eˆn, en+1, en+2] = bn−1,ne1;
2 ≤ i 6= j ≤ n,
after substituting en+2 +
n∑
k=1
bk,n+1ek for en+2 in the table (2). Substituting e1 = [e1,
e2, · · · , en] into the other equations of (2)′ and applying the Jacobi identities, we obtain
bi,j = 0, 2 ≤ i 6= j ≤ n. Therefore, the case (2) is isomorphic to (b2) [e1, e2, · · · , en] = e1.
It is clear that the case (b1) is not isomorphic to the case (b2) since the derived algebra
of the case (b1) is contained in the center of A.
3. If dimA1 = 2, suppose A1 = Fe1 + Fe2. By Lemma 2.1, Lemma 2.2 and Lemma




[e2, · · · , en+1] = e1,
[e1, e3, · · · , en+1] = e2,
[eˆ1, eˆ2, e3, · · · , en+2] = b11,2e1 + b21,2e2,
· · · · · · · · · · · · · · · · · · · · ·
[e1, · · · , eˆi, · · · , eˆj , · · · , en+2] = b1i,je1 + b2i,je2,
· · · · · · · · · · · · · · · · · · · · ·





[e2, · · · , en+1] = e1 + αe2,
[e1, e3, · · · , en+1] = e2,
[eˆ1, eˆ2, e3, · · · , en+2] = b11,2e1 + b21,2e2,
· · · · · · · · · · · · · · · · · · · · ·
[e1, · · · , eˆi, · · · , eˆj , · · · , en+2] = b1i,je1 + b2i,je2,
· · · · · · · · · · · · · · · · · · · · ·




[e2, · · · , en+1] = e1,
[eˆ1, eˆ2, e3, · · · , en+2] = b11,2e1 + b21,2e2,
· · · · · · · · · · · · · · · · · · · · ·
[e1, · · · , eˆi, · · · , eˆj , · · · , en+2] = b1i,je1 + b2i,je2,
· · · · · · · · · · · · · · · · · · · · ·




[e1, · · · , en] = e1,
[e3, · · · , en+2] = b11,2e1 + b21,2e2,
· · · · · · · · · · · · · · · · · · · · ·
[e1, · · · , eˆi, · · · , eˆj , · · · , en+2] = b1i,je1 + b2i,je2,
· · · · · · · · · · · · · · · · · · · · ·
[e1, · · · , eˆn, eˆn+1, en+2] = b1n,n+1e1 + b2n,n+1e2;
where 1 ≤ i 6= j ≤ n+ 1; α ∈ F, α 6= 0, bki,j ∈ F, k = 1, 2.
Firstly imposing the Jacobi identities on (1) for {e2, · · · , eˆj , · · · , en+2}, j = 3, · · · , n+
1; and for {e1, · · · , eˆi, · · · , eˆj , · · · , en+2}, 2 ≤ i 6= j ≤ n + 1, we obtain b11,j = b22,j ,
b21,j = b
1





[e2, · · · , en+1] = e1,
[e1, e3, · · · , en+1] = e2.
[e1, eˆ2, eˆ3, · · · , en+2] = b21,3e1 + b11,3e2,
· · · · · · · · · · · · · · · · · · · · ·
[e1, eˆ2, · · · , eˆk, · · · , en+2] = b21,ke1 + b11,ke2,
· · · · · · · · · · · · · · · · · · · · ·
[e1, eˆ2, · · · , eˆn+1, en+2] = b21,n+1e1 + b11,n+1e2,
[e3, · · · , en+2] = b11,2e1 + b21,2e2,
· · · · · · · · · · · · · · · · · · · · ·
[e2, · · · , eˆj , · · · , en+2] = b11,je1 + b21,je2,
· · · · · · · · · · · · · · · · · · · · ·
[e2, · · · , eˆn+1, en+2] = b11,n+1e1 + b21,n+1e2;
3 ≤ k ≤ n+ 1, 2 ≤ j ≤ n+ 1.











[e2, · · · , en+1] = e1,
[e1, e3, · · · , en+1] = e2,
[e1, eˆ2, eˆ3, · · · , en+2] = b21,3e1,
[e1, eˆ2, e3, eˆ4, · · · , en+2] = b21,4e1,
· · · · · · · · · · · · · · · · · · · · ·
[e1, eˆ2, · · · , eˆk, · · · , en+2] = b21,ke1,
· · · · · · · · · · · · · · · · · · · · ·
[e1, eˆ2, · · · , eˆn+1, en+2] = b21,n+1e1,
[e2, eˆ3, · · · , en+2] = b21,3e2,
· · · · · · · · · · · · · · · · · · · · ·
[e2, · · · , eˆj , · · · , en+2] = b21,je2,
· · · · · · · · · · · · · · · · · · · · ·
[e2, · · · , eˆn+1, en+2] = b21,n+1e2;
3 ≤ k, j ≤ n+ 1.
If b21,i = 0 for 3 ≤ i ≤ n+ 1, (1) is isomorphic to (c1)
{
[e2, · · · , en+1] = e1,
[e1, e3, · · · , en+1] = e2.
If there exists i such that b21,i 6= 0, 3 ≤ i ≤ n+ 1, we might as well suppose b21,3 6= 0.





em for e3 and
1
b21,3





[e2, · · · , en+1] = e1,
[e1, e3, · · · , en+1] = e2,
[e1, e4, · · · , en+2] = e1,
[e2, e4, · · · , en+2] = e2.
Secondly imposing the Jacobi identities on (2) for {e1, e2, · · · , eˆi, · · · , eˆj , · · · , en+2},
we obtain b1i,j = b
2
i,j = 0 if i, j satisfy 3 ≤ i, j ≤ n + 1 and i 6= j. Taking a linear










[e2, · · · , en+1] = e1 + αe2,
[e1, e3, · · · , en+1] = e2,
[e1, eˆ2, eˆ3, · · · , en+2] = b12,3e1,
· · · · · · · · · · · · · · · · · · · · ·
[e1, eˆ2, · · · , eˆk, · · · , en+2] = b12,ke1,
· · · · · · · · · · · · · · · · · · · · ·
[e1, eˆ2, · · · , eˆn+1, en+2] = b12,n+1e1,
[e2, eˆ3, e4, · · · , en+2] = b12,3e2,
· · · · · · · · · · · · · · · · · · · · ·
[e2, · · · , eˆj , · · · , en+2] = b12,je2,
· · · · · · · · · · · · · · · · · · · · ·
[e2, · · · , eˆn+1, en+2] = b12,n+1e2,
[e3, · · · , en+2] = b11,2e1;
3 ≤ k, j ≤ n+ 1.








[e1, e3, · · · , en+1] = e2,
[e2, · · · , en+1] = e1 + αe2, α ∈ F, α 6= 0.
If b11,2 6= 0, but b12,3 = b12,4 = · · · = b12,m = · · · = b12,n+1 = 0, substituting 1b11,2 en+2 for




[e1, e3, · · · , en+1] = e2,
[e2, · · · , en+1] = e1 + αe2,
[e3, · · · , en+2] = e1;
α ∈ F, α 6= 0.
Substituting en+2 + αe1 + e2 for en+2 in (c
3)′, we get (c3)′ is isomorphic to (c3).









e2 for e3 and
1
b12,3





[e1, e3, · · · , en+1] = e2,
[e2, · · · , en+1] = e1 + αe2,
[e1, e4, · · · , en+2] = e1,
[e2, e4, · · · , en+2] = e2;
α ∈ F, α 6= 0.
Thirdly, we study the case(3). Imposing the Jacobi identities on {e1, eˆ2, · · · , eˆj ,








[e2, · · · , en+1] = e1,
[e1, eˆ2, eˆ3, · · · , en+2] = b21,3e1,
· · · · · · · · · · · · · · · · · · · · ·
[e1, eˆ2, · · · , eˆk, · · · , en+2] = b21,ke1,
· · · · · · · · · · · · · · · · · · · · ·
[e1, eˆ2, · · · , eˆn+1, · · · , en+2] = b21,n+1e1,
[e3, · · · , en+2] = b21,2e2,
· · · · · · · · · · · · · · · · · · · · ·
[e2, · · · , eˆj , · · · , en+2] = b21,je2,
· · · · · · · · · · · · · · · · · · · · ·
[e2, · · · , eˆn+1, en+2] = b21,n+1e2;
3 ≤ k ≤ n+ 1, 2 ≤ j ≤ n+ 1.





[e2, · · · , en+1] = e1,
[e3, · · · , en+2] = e2.
If there is i for 3 ≤ i ≤ n + 1 such that b21,i 6= 0, we might as well suppose b21,3 6= 0.











[e2, · · · , en+1] = e1,
[e1, e4, · · · , en+2] = e1,
[e2, e4, · · · , en+2] = e2.
By the arguments similar to the above cases, we have dimA1 = 1 in the case of (4).
This is a contradiction. Therefore the case (4) is not realized.
Thanks to Lemma 2.1, n-Lie algebras corresponding to (c3) with coefficients α and
α′ are not isomorphic when α 6= α′. The proof of the case (c4) is also similar to that
of the case (c2), by replacing ad(e3, · · · , en+1) in the case of (c2) by ad(H), where H =
Fe3 + · · ·+ Fen+1 + Fen+2 is the maximal Toral subalgebra of (c4).
Now we prove that cases (c1), · · · , and (c6) represent non-isomorphic classes. It is
evident that n-Lie algebras of the cases (c1) and (c3) are not isomorphic to the other
cases since (c1) and (c3) are decomposable. And by Lemma 2.1 (c1) is not isomorphic to
(c3).
The case (c5) is not isomorphic to any of the cases of (c2), (c4), and (c6) since (c5)
has a non-trivial center.
For convenience, suppose λ is the maximum of the dimensions of the Toral subalge-
bras. It is not difficult to see that λ = n−1 in the case of (c2) and (c6); λ = n in the case
of (c4). And the dimension of the maximal abelian ideals of inner derivation algebra of
the case (c6) is n, while the maximal dimension of abelian ideals of the inner derivation
algebra of (c2) is n+ 1. It follows at once that (ci) is not isomorphic to (cj) when i 6= j
for i, j = 2, 4, 6.
Summarizing, we get that (ci) is not isomorphic to (cj) if i 6= j for 1 ≤ i, j ≤ 6.
4. If dimA1 = 3, suppose A1 = Fe1 + Fe2 + Fe3. Then the multiplication table of




[e2, · · · , en+1] = e1,
[e1, e3, · · · , en+1] = e2,
[e1, eˆ3, · · · , en+1] = e3,
[e1, · · · , eˆi, · · · , eˆj , · · · , en+2] = b1i,je1 + b2i,je2 + b3i,je3;




[e2, · · · , en+1] = e1,
[e1, e3, · · · , en+1] = e3,
[e1, e2, eˆ3, · · · , en+1] = e2,
[e1, · · · , eˆi, · · · , eˆj , · · · , en+2] = b1ije1 + b2i,je2 + b3i,je3;




[e2, · · · , en+1] = e1,
[e1, e3, · · · , en+1] = e2,
[e1, · · · , eˆi, · · · , eˆj , · · · , en+2] = b1i,je1 + b2i,je2 + b3i,je3;




[e2, · · · , en+1] = e1 + αe2,
[e1, e3, · · · , en+1] = e2,
[e1, · · · , eˆi, · · · , eˆj , · · · , en+2] = b1i,je1 + b2i,je2 + b3i,je3;
1 ≤ i 6= j ≤ n+ 1;
(5)
{
[e2, · · · , en+1] = e1,
[e1, · · · , eˆi, · · · , eˆj , · · · , en+2] = b1i,je1 + b2i,je2 + b3i,je3;




[e1, · · · , en] = e1,
[e1, · · · , eˆi, · · · , eˆj , · · · , en+2] = b1i,je1 + b2i,je2 + b3i,je3;




[e3, · · · , en+2] = b11,2e1 + b21,2e2 + b31,2e3,
[e2, e4, · · · , en+2] = b11,3e1 + b21,3e2 + b31,3e3,
[e1, e4, · · · , en+2] = b12,3e1 + b22,3e2 + b32,3e3.
Firstly we study the table (1). Substituting e1, e2, e3 into the other equations of (1)
and using the Jacobi identities for {e1, e4, · · · , en+2}, {e2, e4, · · · , en+2}, {e3, · · · , en+2},
{e1, e2, · · · , eˆi, · · · , eˆj , · · · , en+2}, 3 ≤ i 6= j ≤ n + 1, {e1, e3, · · · , eˆj , · · · , en+2},




[e2, · · · , en+1] = e1,
[e1, e3, · · · , en+1] = e2,
[e1, e2, eˆ3, · · · , en+1] = e3,
[e2, eˆ3, · · · , en+2] = b11,3e1 + b12,3e2 + b21,2e3,
[e2, e3, eˆ4, · · · , en+2] = b11,4e1,
· · · · · · · · · · · · · · · · · · · · ·
[e2, e3, · · · , eˆk, · · · , en+2] = b11,ke1,
· · · · · · · · · · · · · · · · · · · · ·
[e2, e3 · · · , eˆn+1, · · · , en+2] = b11,n+1e1,
[e1, eˆ2, eˆ3, · · · , en+2] = b12,3e1 + b11,3e2 + b11,2e3,
[e1, eˆ2, e3, eˆ4, · · · , en+2] = b11,4e2,
· · · · · · · · · · · · · · · · · · · · ·
[e1, eˆ2, · · · , eˆj , · · · , en+2] = b11,je2,
· · · · · · · · · · · · · · · · · · · · ·
[e1, eˆ2, · · · , eˆn+1, · · · , en+2] = b11,n+1e2,
[e3, · · · , en+2] = b11,2e1 + b21,2e2 + b12,3e3;










1,3e3 for en+2 in (1)





[e2, · · · , en+1] = e1,
[e1, e3, · · · , en+1] = e2,
[e1, e2, eˆ3, · · · , en+1] = e3,
[e1, e4, · · · , en+2] = b12,3e1,
[e2, e4, · · · , en+2] = b12,3e2,
[e3, e4, · · · , en+2] = b12,3e3.




[e2, · · · , en+1] = e1,
[e1, e3, · · · , en+1] = e2,
[e1, e2, eˆ3, · · · , en+1] = e3.
Secondly by similar discussions to (1), imposing the Jacobi identities on (2) for
{e1, e4, · · · , en+2}, {e2, e4, · · · , en+2}, {e3, · · · , en+2}, {e1, e2, · · · , eˆi, · · · , eˆj , · · · , en+2},






[e2, · · · , en+1] = e1,
[e1, e3, · · · , en+1] = e3,
[e1, e2, eˆ3, · · · , en+1] = e2,
[e2, eˆ3, · · · , en+2] = b11,3e1 + b21,3e2 + b31,3e3,
[e2, e3, eˆ4, · · · , en+2] = b11,4e1,
· · · · · · · · · · · · · · · · · · · · ·
[e2, · · · , eˆk, · · · , en+2] = b11,ke1,
· · · · · · · · · · · · · · · · · · · · ·
[e2, · · · , eˆn+1, · · · , en+2] = b11,n+1e1,
[e1, eˆ2, eˆ3, · · · , en+2] = b11,3e3 + b11,2e2,
[e1, eˆ2, e3, eˆ4, · · · , en+2] = b11,4e3,
· · · · · · · · · · · · · · · · · · · · ·
[e1, eˆ2, · · · , eˆj , · · · , en+2] = b11,je3,
· · · · · · · · · · · · · · · · · · · · ·
[e1, eˆ2, · · · , eˆn+1, · · · , en+2] = b11,n+1e3,
[e3, · · · , en+2] = b11,2e1 + b21,2e2 + b31,2e3;











[e2, · · · , en+1] = e1,
[e1, e3, · · · , en+1] = e3,
[e1, e2, eˆ3, · · · , en+1] = e2,
[e2, e4, · · · , en+2] = b21,3e2 + b31,3e3,
[e3, · · · , en+2] = b21,2e2.
If b21,2 6= 0 and b31,3 6= 0, we have b21,3 = 0 since
[b21,3e2 + b
3
1,3e3, e3, · · · , en+1] = b21,3e1 = [[e2, e4, · · · , en+2], e3, · · · , en+1] = 0.






















[e2, · · · , en+1] = e1,
[e1, e3, · · · , en+1] = e3,
[e1, e2, eˆ3, · · · , en+1] = e2,
[e2, e4, · · · , en+2] = e2,
[e3, · · · , en+2] = e3 + e2.
If b21,2 = b
3




[e2, · · · , en+1] = e1,
[e1, e3, · · · , en+1] = e3,
[e1, e2, eˆ3, · · · , en+1] = e2.
If b21,2 6= 0 and b31,3 = 0, from [b21,3 e2, e3, · · · , en+1] = b21,3e1 = [[e2, e4, · · · , en+2],
e3, · · · , en+1] = 0, we obtain b21,3 = 0. Replacing en+2 by 1b21,2 en+2 + e1 in (2)
′′, we get
that (2) is isomorphic to (d2).
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Thirdly by imposing the Jacobi identities on (3) for {e1, eˆ2, · · · , eˆi, · · · , en+2}, 3 ≤
i ≤ n + 1, {e1, e2, eˆ3, · · · , eˆk, · · · , en+2}, 4 ≤ k ≤ n + 1 and {e2, b31,2e3, · · · , en+1}, we
have

[e2, · · · , en+1] = e1,
[e1, e3, · · · , en+1] = e2,
[e1, eˆ2, eˆ3, · · · , en+2] = b21,3e1 + b11,3e2,
· · · · · · · · · · · · · · · · · · · · ·
[e1, eˆ2, · · · , eˆi, · · · , en+2] = b21,ie1 + b11,ie2, 3 ≤ i ≤ n+ 1,
· · · · · · · · · · · · · · · · · · · · ·
[e1, eˆ2, · · · , eˆn+1, · · · , en+2] = b21,n+1e1 + b11,n+1e2,
[e1, e2, eˆ3, eˆ4, · · · , en+2] = b31,4e1,
· · · · · · · · · · · · · · · · · · · · ·
[e1, e2, eˆ3, · · · , eˆk, · · · , en+2] = b31,ke1, 4 ≤ k ≤ n+ 1,
· · · · · · · · · · · · · · · · · · · · ·
[e1, e2, eˆ3, · · · , eˆn+1, en+2] = b31,n+1e1,
[eˆ2, e3, · · · , en+2] = b11,2e1 + b21,2e2,
· · · · · · · · · · · · · · · · · · · · ·
[e2, · · · , eˆj , · · · , en+2] = b11,je1 + b21,je2, 2 ≤ j ≤ n+ 1,
· · · · · · · · · · · · · · · · · · · · ·
[e2, · · · , eˆn+1, en+2] = b11,n+1e1 + b21,n+1e2.
This implies dimA1 = 2. This is a contradiction. Therefore, the case (3) is not
realized. By discussions similar to the case (3), the cases (4) and (6) are not realized.
Now substituting e1 = [e2, e3, · · · en+1] into the other equations of (5) and imposing




[e2, · · · , en+1] = e1,
[e1, eˆ2, eˆ3, · · · , en+2] = (b21,3 + b31,2)e1,
[e1, eˆ2, e3, eˆ4, · · · , en+2] = b21,4e1,
· · · · · · · · · · · · · · · · · · · · ·
[e1, eˆ2, e3, · · · , eˆi, · · · , en+2] = b21,ie1,
· · · · · · · · · · · · · · · · · · · · ·
[e1, eˆ2, e3, · · · , eˆn+1, en+2] = b21,n+1e1,
[e1, e2, eˆ3, eˆ4, · · · , en+2] = b31,4e1,
· · · · · · · · · · · · · · · · · · · · ·
[e1, e2, eˆ3, · · · , eˆj , · · · , en+2] = b31,je1,
· · · · · · · · · · · · · · · · · · · · ·
[e1, e2, eˆ3, · · · , eˆn+1, en+2] = b31,n+1e1,
[eˆ2, e3, · · · , en+2] = b21,2e2 + b31,2e3,
· · · · · · · · · · · · · · · · · · · · ·
[e2, · · · , eˆk, · · · , en+2] = b21,ke2 + b31,ke3,
· · · · · · · · · · · · · · · · · · · · ·
[e2, · · · , eˆn+1, en+2] = b21,n+1e2 + b31,n+1e3.
4 ≤ i, j ≤ n+ 1, 2 ≤ k ≤ n+ 1.
We claim b21,l = 0 for l > 3. If there exists l > 3 such that b
2







em for el in (5)
′ and using the Jacobi identities for { 1
b21,l
([e2, · · · , eˆl, · · · ,
en+2] + b
3
1,le3), e3, · · · , eˆt, · · · , en+2}, 4 ≤ t ≤ n+ 1, t 6= l, we get

[e2, · · · , en+1] = e1,
[e1, eˆ2, eˆ3, · · · , en+2] = (b21,3 + b31,2)e1,
[e1, eˆ2, e3, eˆ4, · · · , en+2] = b21,4e1,
· · · · · · · · · · · · · · · · · · · · ·
[e1, eˆ2, e3, · · · , eˆi, · · · , en+2] = b21,ie1,
· · · · · · · · · · · · · · · · · · · · ·
[e1, eˆ2, e3, · · · , eˆn+1, en+2] = b21,n+1e1,
[e1, e2, eˆ3, eˆ4, · · · , en+2] = b31,4e1,
· · · · · · · · · · · · · · · · · · · · ·
[e1, e2, eˆ3, · · · , eˆj , · · · , en+2] = b31,je1,
· · · · · · · · · · · · · · · · · · · · ·
[e1, e2, eˆ3, · · · , eˆn+1, en+2] = b31,n+1e1,




· · · · · · · · · · · · · · · · · · · · ·




· · · · · · · · · · · · · · · · · · · · ·




4 ≤ i, j ≤ n+ 1, 2 ≤ k ≤ n+ 1.
This implies dimA1 = 2. This is a contradiction. Therefore b21,l = 0 for l > 3. Similarly,
we have b31,l = 0 for l > 3. Therefore, (5)




[e2, · · · , en+1] = e1,
[e1, e4, · · · , en+2] = (b21,3 + b31,2)e1,
[e2, e4, · · · , en+2] = b21,3e2 + b31,3e3,
[e3, · · · , en+2] = b21,2e2 + b31,2e3.








[e2, · · · , en+1] = e1,
[e1, e4, · · · , en+2] = (b21,3 + b31,2)e1,
[e2, e4, · · · , en+2] = b21,3e3,
[e3, · · · , en+2] = b21,2e2 + (b31,2 + b21,3)e3.
When b31,2 = b
2
1,3, since dimA
1 = 3, b21,3 6= 0. Taking a linear transformation of the















respectively, we get that (5) is isomorphic to (d4)


[e2, · · · , en+1] = e1,
[e2, e4, · · · , en+2] = e3,
[e3, · · · , en+2] = e2.
When b31,2 6= b21,3, we also have b21,3 6= 0. Substituting 1b21,3 e1 for e1,
1
b21,3






en+2 for en+2 in (5)
′′′, we have (d6)


[e2, · · · , en+1] = e1,
[e1, e4, · · · , en+2] = e1,
[e2, e4, · · · , en+2] = e3,
[e3, · · · , en+2] = e2 + γe3,
γ ∈ F, γ 6= 0.
If b21,2 = 0, then b
2
1,3 6= 0. Taking a suitable linear transformation of the basis e1, · · · ,
en+2, we have (5)
′′ is isomorphic to (d5)


[e2, · · · , en+1] = e1,
[e2, e4, · · · , en+2] = e3,
[e3, · · · , en+2] = e2.
By Lemma 2.1 an n-Lie algebra of the case (d6) has a unique nonabelian ideal I =
Fe1 + · · · + Fen+1 (up to an isomorphism) of codimension 1 with I1 = Z(I). Suppose
A1 and A2 are isomorphic n-Lie algebras of the case (d
6) with nonzero coefficients γ and
γ′, and let I1 and I2 denote the nonabelian ideals of codimension 1 described above. Let
σ : A1 → A2 be an n-Lie isomorphism from A1 to A2, then σ(I1) = σ(I2). And the




λ1,1 λ1,2 λ1,3 0 · · · 0 λ1,n+2
0 λ2,2 λ2,3 0 · · · 0 λ2,n+2
0 λ3,2 λ3,3 0 · · · 0 λ3,n+2




... · · · ... ...
0 0 0 0 · · · 1 λn+1,n+2
0 0 0 0 · · · 0 λn+2,n+2


, det T 6= 0,
that is σ(e1, · · · , en+2) = (e11, · · · , e1n+2)T, where e1, · · · , en+2 and e11, · · · , e1n+2 are basis
of A1 and A2 respectively, and A1 and A2 has the multiplication table (d
6) in the basis
e1, · · · , en+2 and e11, · · · , e1n+2. By direct computation of
σ([e1, · · · , eˆi, · · · , eˆj , · · · , en+2]) = [σ(e1), · · · , σ(eˆi), · · · , σ(eˆj), · · · , σ(en+2))],
where 1 ≤ i, j ≤ n + 2, i 6= j, we get γ = γ′. Therefore n-Lie algebras of the case (d6)
with coefficients γ and γ′ are isomorphic if and only if γ = γ′.
Lastly we discuss the case (7). It follows by a simple computation that there does
not exist any nonabelian proper subalgebra of A containing A1. Then the the multipli-
cation of A is completely determined by the left multiplication ad(e4, · · · , en+2). And
ad(e4, · · · , en+2)|A1 is nonsingular since dimA1 = 3. So we can choose a basis e1, e2, e3





[e1, e4, · · · , en+2] = β1e1,
[e2, e4, · · · , en+2] = β2e2,
[e3, e4, · · · , en+2] = β3e3,




[e1, e4, · · · , en+2] = αe1 + e2,
[e2, e4, · · · , en+2] = αe2 + e3,
[e3, e4, · · · , en+2] = αe3,





[e1, e4, · · · , en+2] = γ1e1 + e2,
[e2, e4, · · · , en+2] = γ1e2,
[e3, e4, · · · , en+2] = γ2e3;
γj ∈ F, γj 6= 0, j = 1, 2.
If we fix e5, · · · , en+2 in the n-ary multiplication of A, we get a solvable Lie algebra
A1 = A ( as vector spaces) with the Lie product [, ]1 as follows
[x, y]1 = [x, y, e5, · · · , en+2], x, y ∈ A1.
Then the multiplication tables of A1 with respect to (d




[e1, e4]1 = β1e1,
[e2, e4]1 = β2e2,
[e3, e4]1 = β3e3,




[e1, e4]1 = αe1 + e2,
[e2, e4]1 = αe2 + e3,
[e3, e4]1 = αe3,




[e1, e4]1 = γ1e1 + e2,
[e2, e4]1 = γ1e2,
[e3, e4] = γ2e3;
γj ∈ F, γj 6= 0, j = 1, 2.
This implies that A1 can be decomposed into the direct sum of ideals Z(A1) and B,
where the center Z(A1) = Fe5 + · · ·+Fen+2 and the ideal B = Fe1 +Fe2 +Fe3 +Fe4.
By the classification of 4-dimensional solvable Lie algebras [8], we get that one and only




[e1, e4, · · · , en+2] = e1,
[e2, e4, · · · , en+2] = e3,




[e1, e4, · · · , en+2] = e1,
[e2, e4, · · · , en+2] = e2,




[e1, e4, · · · , en+2] = e2,
[e2, e4, · · · , en+2] = e3,
[e3, e4, · · · , en+2] = se1 + te2 + ue3, s, t, u ∈ F, s 6= 0.
And (di) is not isomorphic to (dj) when i 6= j for 7 ≤ i, j ≤ 9. And the n-Lie algebras
corresponding to the case (d7) with coefficients β and β′ are isomorphic if and only
if β = β′. We also have that the n-Lie algebras corresponding to the case (d9) with
coefficients s, t, u and s′, t′, u′ are isomorphic if and only if there exists a nonzero element
r ∈ F such that
s = r3s′, t = r2t′, u = ru′, s, s′, t, t′, u, u′ ∈ F.
It is evident that (d7), (d8), (d9) are not isomorphic to other cases since (d7), (d8), (d9)
have no nonabelian proper subalgebras containing A1. (d1) and (d3) are not isomorphic
to any cases of (d2), (d4), (d5) and (d6) since (d1) and (d3) are decomposable. And thanks
to Lemma 2.1 (d1) is not isomorphic to (d3). Since (d4) and (d5) have a non-trivial center,
(d4) and (d5) are not isomorphic to (d2) and (d6).
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That (d4) is not isomorphic to (d5) follows at once from the fact that the maximum
of dimensions of toral subalgebras of (d4) is n − 1 but the maximum of dimensions of
toral subalgebras of (d5) is n.
Now we study the cases (d2) and (d6). It is not difficult to see that two cases have
(n − 1)-dimensional Toral subalgebras. In the case of (d6), there exists an (n − 1)-
dimensional Toral subalgebra H = Fe4+ · · ·+Fen+2 such that the derived algebra A1 is
a completely reducible H-module with nontrivial action. But there does not exist such
(n−1)-dimensional Toral subalgebra in the case of (d2). Therefore, (d2) is not isomorphic
to (d6).
5. If dimA1 = r, r is even and r ≥ 4. Suppose A1 = Fe1 + Fe2 + · · · + Fer. Then




[eˆ1, e2, · · · , en+1] = e1,
[e1, eˆ2, · · · , en+1] = e2,
· · · · · · · · · · · · · · · · · · · · ·
[e1, · · · , eˆp, · · · , en+1] = ep,
[e1, · · · , eˆp+1, · · · , en+1] = er,
[e1, · · · , eˆp+2, · · · , en+1] = er−1,
· · · · · · · · · · · · · · · · · · · · ·
[e1, · · · , eˆp+q, · · · , en+1] = ep+1, 2 ≤ q ≤ r, p+ q = r, q is even,







[eˆ1, e2, · · · , en+1] = e1,
· · · · · · · · · · · · · · · · · · · · ·
[e1, · · · , eˆk, · · · , en+1] = ek, 1 ≤ k ≤ r,
· · · · · · · · · · · · · · · · · · · · ·
[e1, · · · , eˆr, · · · , en+1] = er,







[eˆ1, e2, · · · , en+1] = e1,
· · · · · · · · · · · · · · · · · · · · ·
[e1, · · · , eˆk, · · · , en+1] = ek, 1 ≤ k ≤ p,
· · · · · · · · · · · · · · · · · · · · ·
[e1, · · · , eˆp, · · · , en+1] = ep,
[e1, · · · , eˆp+1, · · · , en+1] = er−1,
· · · · · · · · · · · · · · · · · · · · ·
[e1, · · · , eˆp+l, · · · , en+1] = er−l, 1 ≤ l ≤ q,
· · · · · · · · · · · · · · · · · · · · ·
[e1, · · · , eˆp+q, · · · , en+1] = ep+1, 2 ≤ q < r, p+ q = r − 1, q is even,








[eˆ1, e2, · · · , en+1] = e1,
· · · · · · · · · · · · · · · · · · · · ·
[e1, · · · , eˆk, · · · , en+1] = ek, 1 ≤ k ≤ r − 1,
· · · · · · · · · · · · · · · · · · · · ·
[e1, · · · , eˆr−1, · · · , en+1] = er−1,








[e2, · · · , en+1] = e1,
[e1, e3, · · · , en+1] = e2,







[e2, · · · , en+1] = e1 + αe2,
[e1, e3, · · · , en+1] = e2,







[e1, · · · , en] = e1,







[e2, · · · , en+1] = e1,







[eˆ1, eˆ2, · · · , er+1, · · · , en+2] = b11,2e1 + b21,2e2 + · · ·+ br1,2er,
· · · · · · · · · · · · · · · · · · · · ·
[e1, · · · , eˆk, · · · , eˆl, · · · , er+1, · · · , en+2] = b1k,le1 + b2k,le2 + · · ·+ brk,ler,
· · · · · · · · · · · · · · · · · · · · ·
[e1, · · · , eˆr−1, eˆr, er+1, · · · , en+2] = b1r−1,re1 + b2r−1,re2 + · · ·+ brr−1,rer;
where 1 ≤ i 6= j ≤ n+ 1, 1 ≤ k 6= l ≤ r.
Firstly, we study the table (1) in the case of p = 0. Then (1) is of the form

[eˆ1, e2, · · · , en+1] = er,
· · · · · · · · · · · · · · · · · · · · ·
[e1, · · · , eˆm, · · · , en+1] = er−m+1, 1 ≤ m ≤ r,
· · · · · · · · · · · · · · · · · · · · ·
[e1, · · · , eˆr, · · · , en+1] = e1,
[e1, · · · , eˆi, · · · , eˆj , · · · , en+2] =
r∑
k=1
bki,jek, 1 ≤ i 6= j ≤ n+ 1.
It is similar to the cases r ≤ 3. By imposing the Jacobi identities on the above table for
{e1, e2, e3, · · · , eˆi, · · · , eˆj , · · · , en+2}, 3 < i 6= j ≤ r,
{e1, e3, · · · , eˆj , · · · , en+2}, 3 < j ≤ r,
{e1, e2, eˆ3, · · · , eˆj , · · · , en+2}, 3 < j ≤ r,
22
{e1, e4, · · · , en+2}, {e3, · · · , en+2}, {e2, e4, · · · , en+2},
{e2, e3, · · · , eˆj , · · · , en+2}, 3 < j ≤ r,
{e1, e2, · · · , eˆi, · · · , eˆj , · · · , en+2}, 3 ≤ i ≤ r < j ≤ n+ 1,
{e1, e3, · · · , eˆj , · · · , en+2}, r < j ≤ n+ 1, and




[eˆ1, e2, · · · , en+1] = er,
· · · · · · · · · · · · · · · · · · · · ·
[e1, · · · , eˆm, · · · , en+1] = er−m+1, 1 ≤ m ≤ r,
· · · · · · · · · · · · · · · · · · · · ·
[e1, · · · , eˆr, · · · , en+1] = e1,
[e3, · · · , en+2] = br−32,4 er + br−21,3 er−1,
[e2, eˆ3, · · · , en+2] = br−33,4 er + br−21,3 er−2,
· · · · · · · · · · · · · · · · · · · · ·
[e2, · · · , eˆj , · · · , en+2] = br−23,j er + br−21,3 er−j+1, 3 ≤ j ≤ r,
· · · · · · · · · · · · · · · · · · · · ·
[e2, · · · , eˆr, · · · , en+2] = br−23,r er + br−21,3 e1,
[e1, e4, · · · , en+2] = br−33,4 er−1 + br−32,4 er−2,
[e1, eˆ2, e3, eˆ4, · · · , en+2] = br−23,4 er−1 + br−32,4 er−3,
· · · · · · · · · · · · · · · · · · · · ·
[e1, eˆ2, e3, · · · , eˆi, · · · , en+2] = br−23,i er−1 + br−32,4 er−i+1, 4 ≤ i ≤ r,
· · · · · · · · · · · · · · · · · · · · ·
[e1, eˆ2, e3, · · · , eˆr, · · · , en+2] = br−23,r er−1 + br−32,4 e1,
[e1, e2, eˆ3, eˆ4, · · · , en+2] = br−23,4 er−2 + br−12,3 er−3,
· · · · · · · · · · · · · · · · · · · · ·
[e1, e2, · · · , eˆl, · · · , eˆl′ , · · · , en+2] = br−23,l′ er−l+1 + br−12,l er−l′+1, 3 ≤ l < l′ ≤ r,
· · · · · · · · · · · · · · · · · · · · ·
[e1, e2, · · · , eˆr−1, eˆr, · · · , en+2] = br−23,r e2 + br−12,r−1e1
[eˆ1, e2, · · · , er, eˆr+1, · · · , en+2] = br−12,r+1er,
· · · · · · · · · · · · · · · · · · · · ·
[e1, · · · , eˆk, · · · , eˆk′ , · · · , en+2] = br−12,k′ er−k+1, 1 ≤ k ≤ r, r < k′ ≤ n+ 1,
· · · · · · · · · · · · · · · · · · · · ·
[e1, · · · , eˆr, · · · , eˆn+1, en+2] = br−12,n+1e1.
Substituting en+2 + b
r−2
1,3 e1 + b
r−3








br−12,t et for en+2 in (1)
′,
we obtain (e1) in the case of q = r (p = 0):

[eˆ1, e2, · · · , en+1] = er,
· · · · · · · · · · · · · · · · · · · · ·
[e1, · · · , eˆi, · · · , en+1] = er−i+1,
· · · · · · · · · · · · · · · · · · · · ·
[e1, · · · , eˆr, · · · , en+1] = e1;
1 ≤ i ≤ r.
Similarly, when the even number q satisfying q < r or p > 0, the cases (1) and (2)
23
are isomorphic to (e1) and (e2) respectively.
Secondly, by the similar discussion to the case (1), we obtain that dimA1 ≤ r− 1 for
the cases (3), (4), · · · , (2r − 1) and (2r + 1). These are contradictions. Therefore the
cases (3), (4), · · · , (2r − 1) and (2r + 1) are not realized.
Now we study (2r). By substituting en+2+
n+1∑
j=2
b11,jej for en+2 in (2r), and by formula








1,i)e1, 2 ≤ i 6= j ≤ n+ 1,




[e2, · · · , en+1] = e1,
[e1, eˆ2, eˆ3, · · · , en+2] = (b21,3 + b31,2)e1,
· · · · · · · · · · · · · · · · · · · · ·
[e1, · · · , eˆi, · · · , eˆj , · · · , en+2] = (bi1,j + bj1,i)e1,
· · · · · · · · · · · · · · · · · · · · ·
[e1, · · · , eˆn, eˆn+1, en+2] = (bn1,n+1 + bn+11,n )e1,
[eˆ2, e3, · · · , en+2] = b21,2e2 + · · ·+ br1,2er,
· · · · · · · · · · · · · · · · · · · · ·
[e2, · · · , eˆk, · · · , en+2] = b21,ke2 + · · ·+ br1,ker,
· · · · · · · · · · · · · · · · · · · · ·
[e2, · · · , eˆn+1, en+2] = b21,n+1e2 + · · ·+ br1,n+1er;
where 2 ≤ i 6= j ≤ n+ 1, 2 ≤ k ≤ n+ 1.
We conclude parameters bi1,l = 0 for r < l ≤ n+ 1, i = 2, 3, · · · , r. In fact, we might
as well suppose that there exists b21,l 6= 0 for some l satisfying r < l ≤ n+ 1, and choose





em for el in (2r)
′, we




[e2, · · · , en+1] = e1,















· · · · · · · · · · · · · · · · · · · · ·















· · · · · · · · · · · · · · · · · · · · ·















[eˆ2, e3, · · · , en+2] = b21,2e2 + · · · + br1,2er,
· · · · · · · · · · · · · · · · · · · · ·
[e2, · · · , eˆk, · · · , en+2] = b21,ke2 + · · ·+ br1,ker, 2 ≤ k ≤ r,
· · · · · · · · · · · · · · · · · · · · ·
[e2, · · · , eˆr, · · · , en+2] = b21,re2 + · · ·+ br1,rer,
[e2, · · · , er, eˆr+1, · · · , en+2] = B31,r+1e3 + · · ·+Br1,r+1er,
· · · · · · · · · · · · · · · · · · · · ·
[e2, · · · , er, · · · , eˆl−1, · · · , en+2] = B31,l−1e3 + · · ·+Br1,l−1er,
[e2, · · · , er, · · · , eˆl, · · · , en+2] = b21,le2 + · · ·+ br1,ler,
[e2, · · · , er, · · · , eˆl+1, · · · , en+2] = B31,l+1e3 + · · ·+Br1,l+1er,
· · · · · · · · · · · · · · · · · · · · ·
[e2, · · · , er, · · · , eˆn+1, en+2] = B31,n+1e3 + · · ·+Br1,n+1er;
where 2 ≤ i 6= j ≤ n+ 1. From [ 1
b21,l
([e2, · · · , eˆl, · · · , en+2] + b31,le3 + · · ·+ br1,ler), e3, · · · ,






(b21,le2 + · · · + br1,ler) +
bm1,l
b21,l
(b21,2e2 + · · · + br1,2er) for 3 ≤ m ≤ r,
(2r)′ is reduced to

[e2, · · · , en+1] = e1,















· · · · · · · · · · · · · · · · · · · · ·















· · · · · · · · · · · · · · · · · · · · ·















[e3, · · · , en+2] = b21,2e2 + · · ·+ br1,2er,






(b21,le2 + · · · + br1,ler) +
b31,l
b21,l
(b21,2e2 + · · · + br1,2er),
· · · · · · · · · · · · · · · · · · · · ·






(b21,le2 + · · ·+ br1,ler) +
bk1,l
b21,l
(b21,2e2 + · · ·+ br1,2er),
· · · · · · · · · · · · · · · · · · · · ·






(b21,le2 + · · ·+ br1,ler) +
br1,l
b21,l
(b21,2e2 + · · ·+ br1,2er),
[e2, · · · , er, · · · , eˆl, · · · , en+2] = b21,le2 + · · ·+ br1,ler;
where 2 ≤ i 6= j ≤ n + 1, 3 ≤ k ≤ r. Then we have dimA1 ≤ 3. This is a contradiction.
Therefore, b21,l = 0 for r < l ≤ n + 1. Similarly, we have bi1,l = 0 for 3 ≤ i ≤ n + 1 (the
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proving process is omitted). Therefore (2r) is isomorphic to

[e2, · · · , en+1] = e1,
[e1, eˆ2, eˆ3, · · · , en+2] = (b21,3 + b31,2)e1,
· · · · · · · · · · · · · · · · · · · · ·
[e1, · · · , eˆi, · · · , eˆj , · · · , en+2] = (bi1,j + bj1,i)e1,
· · · · · · · · · · · · · · · · · · · · · ,
[e1, · · · , eˆr−1, eˆr, · · · , en+2] = (br−11,r + br1,r−1)e1,
[eˆ2, e3, · · · , en+2] = b21,2e2 + · · · + br1,2er,
· · · · · · · · · · · · · · · · · · · · ·
[e2, · · · , eˆk, · · · , en+2] = b21,ke2 + · · ·+ br1,ker,
· · · · · · · · · · · · · · · · · · · · ·
[e2, · · · , eˆr, · · · , en+2] = b21,re2 + · · ·+ br1,rer;
where 2 ≤ i 6= j ≤ r and 2 ≤ k ≤ r. Since dimA1 = r, for any i, j satisfying i 6= j,





















bk1,tek), e2, · · · , eˆj , · · · , eˆk, · · · , en+2],
for 2 ≤ i 6= j ≤ r, 2 ≤ s 6= t ≤ r, 2 ≤ k ≤ r, k 6= s and k 6= t, we obtain bs1,k = bk1,s and
bt1,k = b
k
1,t. Then the multiplication (2r)




[e2, · · · , en+1] = e1,
[eˆ2, e3, · · · , en+2] = b21,2e2 + · · ·+ br1,2er,
· · · · · · · · · · · · · · · · · · · · ·
[e2, · · · , eˆk, · · · , en+2] = b21,ke2 + · · ·+ br1,ker,
· · · · · · · · · · · · · · · · · · · · ·
[e2, · · · , eˆr, · · · , en+2] = b21,re2 + · · ·+ br1,rer;
bs1,k = b
k
1,s, 2 ≤ k ≤ r.
Since dimA1 = r, for any k satisfying 2 ≤ k ≤ r, there exists bk1,j 6= 0. We choose
b21,j2 6= 0 such that j2 = min{ j | 2 ≤ j ≤ r, b21,j 6= 0}. Taking a linear transformation of





em for ej2 , then (2r)





[e2, · · · , en+1] = e1,
[eˆ2, e3, · · · , en+2] = C31,2e3 + · · ·+ Cr1,2er,
· · · · · · · · · · · · · · · · · · · · ·
[e2, · · · , eˆj2−1, · · · , en+2] = C31,j2−1e3 + · · ·+ Cr1,j2−1er,
[e2, · · · , eˆj2 , · · · , en+2] = C21,j2e2 + · · ·+ Cr1,j2er,
[e2, · · · , eˆj2+1, · · · , en+2] = C31,j2+1e3 + · · ·+ Cr1,j2+1er,
· · · · · · · · · · · · · · · · · · · · ·
[e2, · · · , eˆr, · · · , en+2] = C31,re3 + · · ·+ Cr1,rer.
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jl−1 for 3 ≤ l ≤ r, where
C l1,jl 6= 0 and jl = min{ j | 2 ≤ j ≤ r, C l1,j 6= 0, j 6= j2, · · · , jl−1}, we get the reduced
form of (2r)′′ as follows

[e2, · · · , en+1] = e1,
[e2, · · · , eˆj2 , · · · , en+2] = D21,j2e2 + · · · +Dr1,j2er,
[e2, · · · , eˆj3 , · · · , en+2] = D31,j3e3 + · · · +Dr1,j3er,
· · · · · · · · · · · · · · · · · · · · ·
[e2, · · · , eˆjr−1 , · · · , en+2] = Dr−11,jr−1er−1 +Dr1,jr−1er,
[e2, · · · , eˆjr , · · · , en+2] = Dr1,jrer;
where {j2, j3, · · · , jr} = {2, 3, · · · , r} and Dk1,jk 6= 0 for 2 ≤ k ≤ r.
From the products [ 1
Dk1,jk
([e2, · · · , eˆjk , · · · , en+2]+Dk+11,jk ek+1+ · · ·+Dr1,jker), e2, · · · ,
eˆji , · · · , eˆk, · · · , en+2] for k ≤ r, we get Djk1,ji = D
ji
1,jk
= 0 when ji, jk satisfy conditions




[e2, · · · , en+1] = e1,
[eˆ2, e3, · · · , en+2] = D21,2e2,
· · · · · · · · · · · · · · · · · · · · ·
[e2, · · · , eˆi, · · · , en+2] = Di1,iei, Di1,i 6= 0, 2 ≤ i ≤ r,
· · · · · · · · · · · · · · · · · · · · ·
[e2, · · · , eˆr, · · · , en+2] = Dr1,rer.










[e2, · · · , en+1] = e1,
[eˆ2, e3, · · · , en+2] = α2e2,
· · · · · · · · · · · · · · · · · · · · ·
[e3, · · · , eˆi, · · · , en+2] = αiei,
· · · · · · · · · · · · · · · · · · · · ·
[e2, · · · , eˆr−2, · · · , en+2] = αr−2er−2,
[e2, · · · , eˆr−1, · · · , en+2] = er−1,
[e2, · · · , eˆr, · · · , en+2] = er;
αi ∈ F, αi 6= 0, 2 ≤ i ≤ r − 2.
Now let B = A as vector spaces. Defining an (r − 2)-ary multiplication [, · · · , ]1
on B by fixing er+1, · · · , en+2 in the multiplication of A, that is for x1, · · · , xr−2 ∈ B,
[x1, · · · , xr−2]1 = [x1, · · · , xr−1, er+1, · · · , en+2]. Then B is an (r−2)-Lie algebra and has
the decomposition B =W ⊕Z(B), whereW = Fe2+ · · ·+Fer is an (r−1)-dimensional
ideal of B withW =W 1 = Fe2+ · · ·+Fer = B1, and Z(B) = Fe1+Fer+1+ · · ·+Fen+2
is the center of B. Thanks to Lemma 2.1, there exists a basis e′2, · · · , e′r of W such that
the multiplication table of W is (d1) or (d2) of Lemma 2.1. Therefore, we can choose a





[e2, · · · , en+1] = e1,
[eˆ2, e3, · · · , en+2] = e2,
· · · · · · · · · · · · · · · · · · · · ·
[e2, · · · , eˆi, · · · , en+2] = ei,
· · · · · · · · · · · · · · · · · · · · ·
[e2, · · · , eˆr, · · · , en+2] = er;
2 ≤ i ≤ r.
It is not difficult to see that (e1) and (e2) are not isomorphic to (e3) since (e1) and
(e2) are decomposable. And by Lemma 2.1, (e1) is not isomorphic to (e2).
5¯ If dimA1 = r ≥ 5 and r is odd. Suppose A1 = Fe1 + Fe2 + · · · + Fer. Then the




[eˆ1, e2, · · · , en+1] = e1,
· · · · · · · · · · · · · · · · · · · · ·
[e1, · · · , eˆp, · · · , en+1] = ep,
[e1, · · · , eˆp+1, · · · , en+1] = er,
[e1, · · · , eˆp+2, · · · , en+1] = er−1,
· · · · · · · · · · · · · · · · · · · · ·
[e1, · · · , eˆp+q, · · · , en+1] = ep+1,








[eˆ1, e2, · · · , en+1] = e1,
· · · · · · · · · · · · · · · · · · · · ·
[e1, · · · , eˆk, · · · , en+1] = ek,
· · · · · · · · · · · · · · · · · · · · ·
[e1, · · · , eˆr, · · · , en+1] = er,








[eˆ1, e2, · · · , en+1] = e1,
· · · · · · · · · · · · · · · · · · · · ·
[e1, · · · , eˆp, · · · , en+1] = ep,
[e1, · · · , eˆp+1, · · · , en+1] = er−1,
[e1, · · · , eˆp+2, · · · , en+1] = er−2,
· · · · · · · · · · · · · · · · · · · · ·
[e1, · · · , eˆp+q, · · · , en+1] = ep+1,








[eˆ1, e2, · · · , en+1] = e1,
· · · · · · · · · · · · · · · · · · · · ·
[e1, · · · , eˆk, · · · , en+1] = ek,
· · · · · · · · · · · · · · · · · · · · ·
[e1, · · · , eˆr−1, · · · , en+1] = er−1,




1 ≤ k ≤ r − 1;





[e2, · · · , en+1] = e1,
[e1, e3, · · · , en+1] = e2,







[e2, · · · , en+1] = e1 + αe2,
[e1, e3, · · · , en+1] = e2,







[e1, · · · , en] = e1,







[e2, · · · , en+1] = e1,







[eˆ1, eˆ2, · · · , er+1, · · · , en+2] = b11,2e1 + b21,2e2 + · · ·+ br1,2er,
· · · · · · · · · · · · · · · · · · · · ·
[e1, · · · , eˆk, · · · , eˆl, · · · , er+1, · · · , en+2] = b1k,le1 + b2k,le2 + · · ·+ brk,ler,
· · · · · · · · · · · · · · · · · · · · ·
[e1, · · · , eˆr−1, eˆr, er+1, · · · , en+2] = b1r−1,re1 + b2r−1,re2 + · · ·+ brr−1,rer.
where q is even, i 6= j, 1 ≤ i, j ≤ n+ 1, k 6= l, 1 ≤ k, l ≤ r.
Similar to the case when r being even, the cases (3), · · · (2r − 1) and the case (2r+1)
are not realized. From the table (1) and (2) we obtain the non-isomorphic classes (e¯1),
(e¯2), (e¯3) and (e¯4). And from the table (2r) we obtain the non-isomorphic classes (e¯5)
and (e¯6). And (e¯i) is not isomorphic to (e¯j) for i = 1, 2, 3, 4, j = 5, 6. .
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