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El presente manual esta concebido como una apoyo a la docencia en una asigna-
tura de segundo ciclo que puede cursarse tanto en la Licenciatura de Matema´ticas
como en la de Ciencias y Te´cnicas Estad´ısticas. El objetivo es que pueda ser entendi-
do por alumnos con conocimientos ba´sicos de Matema´ticas en general y Estad´ıstica
en particular.
Los aspectos formales de la materia han sido desarrollados con cierto detalle. En
lo que respecta a las competencias cuya adquisicio´n debe posibilitar esta asignatu-
ra, no es estrictamente necesaria la compresio´n exhaustiva de los mismos, aunque
se antoje conveniente que el lector interesado tenga al menos un lugar donde acu-
dir si quiere llevar a cabo un estudio ma´s profundo de la materia, al margen de la
bibliograf´ıa especializada. Por contra, el alumno debe tener en cuenta que el conoci-
miento teo´rico de estos contenidos debe complementarse con su aplicacio´n mediante
un programa estad´ıstico. En la pa´gina web http://kolmogorov.unex.es/jmf∼/ se
encuentra material al respecto.
Tambie´n cabe resaltar que este manual se complementa con otro dedicado a los
Modelos Lineales. De hecho podr´ıa considerarse como una segunda parte o segundo
volumen de una serie de dos.
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El ana´lisis multivariante es una disciplina dif´ıcil de deﬁnir e incluso de delimitar.
Bajo este sobrenombre se agrupan diversas te´cnicas estad´ısticas que, si bien muchas
de ellas fueron ideadas por autores que podemos denominar cla´sicos, deben su auge y
puesta en pra´ctica a la difusio´n del software estad´ıstico y a la creciente demanda que
de ellas exige el desarrollo de otras disciplinas, como la Sociolog´ıa, Psicolog´ıa, Biolog´ıa
o Economı´a. Es desde luego impensable poder aplicar procedimientos como el manova,
el ana´lisis factorial, el ana´lisis cluster o el de correspondencias si no se dispone de un
programa estad´ıstico adecuado. Y no es menos cierto, como hemos apuntado, que si
nos preguntamos cua´l es el denominador comu´n de los procedimientos mencionados,
la respuesta no sea del todo convincente.
Para muchos autores, hablar de ana´lisis multivariante es simplemente hablar del
estudio simulta´neo de ma´s de dos variables (Hair et. al (1999)). Desde luego que
esta deﬁnicio´n se aproxima a la idea que tenemos la mayor´ıa, pero ello har´ıa de la
regresio´n lineal mu´ltiple una te´cnica multivariante (dado que, en la pra´ctica, no so´lo
los valores de la variable dependiente sino tambie´n los valores explicativos suelen
ser observaciones de variables aleatorias). En deﬁnitiva, estar´ıamos incluyendo el
estudio del modelo lineal dentro del ana´lisis multivariante. No queremos decir que sea
mala idea, todo lo contrario. Ambas materias se encuentran estrechamente vinculadas
desde el punto de vista epistemolo´gico. De hecho, este volumen esta´ concebido como
continuacio´n de otro primero dedicado al Modelo Lineal que debemos tener presente
en todo momento.
Pero al margen de estas disquisiciones, la misma deﬁnicio´n anterior nos impedir´ıa
aceptar como multivariante una te´cnica tan de moda en nuestros d´ıas como es el
ana´lisis de correspondencias. Tambie´n habr´ıa que preguntarse por que´ se conside-
ra multivariante el ana´lisis cluster, puesto que una clasiﬁcacio´n en conglomerados
podr´ıa hacerse, estrictamente hablando, a partir de la observacio´n de una u´nica va-
riable. Razonando en sentido contrario y si queremos llevar al extremo esta cr´ıtica
fa´cil, nos preguntamos por que´ son necesarias al menos tres variables para hablar de










de correlacio´n simple, en contra de lo que su propio nombre indica, y si siguie´ramos
tirando del hilo, no quedar´ıa probablemente te´cnica en la estad´ıstica que dejara de
ser multivariante.
Desde luego, no son muy justos estos comentarios pues, como sabemos, en Es-
tad´ıstica, donde nos movemos en los pantanosos terrenos que van de los datos reales
a los modelos matema´ticos, resulta ma´s fa´cil destruir que construir, y mantener en
pie una deﬁnicio´n que permita caracterizar las distintas te´cnicas consideradas mul-
tivariantes se nos antoja, al menos desde nuestra estrecha visio´n, poco menos que
imposible. De ah´ı que nos decantemos por una aproximacio´n ma´s sutil al concepto
de ana´lisis multivariante, entendiendo que lo que caracteriza al mismo son ma´s bien
sus procedimientos. Esta es la opinio´n de muchos autores que consideran como rasgo
ma´s caracter´ıstico del ana´lisis multivariante el estudio de los denominados valores
teo´ricos, que son ciertas combinaciones de las variables consideradas. La forma de
construirlas diﬁere segu´n el propo´sito buscado, pero en todo caso subyace como de-
nominador comu´n la bu´squeda de una reduccio´n en la dimensio´n inicial del problema.
Y esta es una particularidad que debemos tener muy presente en todo momento: el
objetivo primero y fundamental de las te´cnicas multivariantes no es la resolucio´n
de un problema estad´ıstico sino su simpliﬁcacio´n. Para ello se pretende por todos
los medios representar nuestros datos en un espacio de escasa dimensio´n con la me-
nor pe´rdida posible de informacio´n. Este tipo de simpliﬁcaciones puede revelarnos
particularidades de los datos que no pod´ıamos conocer en primera instancia por la
complejidad de los mismos.
Las diversas te´cnicas multivariantes pueden clasiﬁcarse en funcio´n de distintos
criterios. Uno de ellos, el ma´s extendido, se basa en los tipos de relaciones examina-
das. Se dice que la relacio´n es de dependencia cuando una o varias de las variables
estudiadas son o pretenden ser explicadas por el resto. Las primeras se denominan
dependientes o respuestas y las segundas, explicativas. Por contra, la relacio´n de in-
terdependencia se da cuando no hay ningu´n tipo de discriminacio´n o distincio´n entre
variables, sino que todas ellas juegan papeles sime´tricos o intercambiables. No obs-
tante, estas clases pueden subdividirse en funcio´n de la naturaleza de las variables
(distinguiendo entre me´tricas y no me´tricas), aunque no todas las te´cnicas estudiadas
se ajustan de forma ido´nea a esta clasiﬁcacio´n. No obstante, diremos que en la prime-
ra clase se encuentran el ana´lisis multivariante de la varianza (manova), la regresiones
mu´ltiple y multivariante y el ana´lisis discriminante. En la segunda se encuadran los
ana´lisis factorial, el de correlacio´n cano´nica, de componentes principales, cluster y de
correspondencias.










ca en cuestio´n supone una generalizacio´n multivariante de otra ana´loga univariante
(unidimensional) o no. De esta forma, el manova generaliza el anova; la regresio´n
lineal multivariante generaliza la regresio´n lineal mu´ltiple, que a su vez generaliza la
simple; los coeﬁcientes de correlacio´n cano´nica generalizan el coeﬁciente de correlacio´n
mu´ltiple que a su vez generaliza el de correlacio´n simple; el test M de Box generaliza
el de Barlett, etc. Sin embargo, los ana´lisis de componentes principales y factorial
no tienen sentido en dimensio´n uno. Los ana´lisis discriminante y de correspondencias
cabr´ıa incluirlos en este u´ltimo grupo, con algunas reservas.
El proceso a seguir en cualquier estudio estad´ıstico, y muy especialmente en ana´li-
sis multivariante, es complejo y requiere, adema´s de los conocimientos teo´ricos que
puedan aportar el estudio acade´mico, de cierta experiencia en el manejo de datos
en general y, por supuesto, de una buena dosis de humildad. Por desgracia, el pro-
cedimiento dista mucho de ser un algoritmo que nos conduce del planteamiento del
problema a la solucio´n del mismo. No obstante, en Anderson , Hair, Tatham, Black
(2000), libro de cara´cter eminentemente aplicado, se propone un proceso de modeli-
zacio´n en seis pasos para resolver, o mejor dicho afrontar, un problema multivariante,
que puede resultar orientativo: en primer lugar, se plantean la deﬁnicio´n del proble-
ma, objetivos y te´cnica conveniente; a continuacio´n, el proyecto de ana´lisis; le sigue la
evaluacio´n de los supuestos ba´sicos requeridos; posteriormente, se efectu´a la estima-
cio´n del modelo y valoracio´n del ajuste del mismo; seguidamente, se lleva a cabo la
interpretacio´n del valor teo´rico; para ﬁnalizar, se procede a la validacio´n del modelo.
La validacio´n es necesaria en aras de garantizar cierto grado de generalidad al
modelo obtenido. Esto puede conseguirse mediante diversos procedimientos, como la
validacio´n cruzada, el jackknife o las te´cnicas bootstrap.
La evaluacio´n de los supuestos ba´sicos es uno de los asuntos ma´s delicados de
la Estad´ıstica en general y del ana´lisis multivariante en especial. Decimos en es-
pecial porque, si bien podemos aceptar, aunque a regan˜adientes, que una variable
aleatoria se ajuste satisfactoriamente a un modelo de distribucio´n normal, resulta
ma´s dif´ıcil aceptar la normalidad multivariante de un vector aleatorio de dimensio´n
10. Adema´s, esta dependencia del ana´lisis multivariante respecto a la distribucio´n
normal queda patente ante la diﬁcultad de traducir al lenguaje multivariante los pro-
cedimientos cla´sicos de la estad´ıstica no parame´trica basados en los rangos (tests
de Mann-Whitney, Kruskall-Wallis). No obstante, debemos anticipar que en algunos
casos, no estaremos en condiciones de garantizar al lector una solucio´n plenamente
satisfactoria del problema.
Para acabar esta introduccio´n mencionaremos algunos aspectos particulares del










el mismo la inﬂuencia de The Theory of Lineal Models and Multivariate Analysis,
S.F. Arnold (1981), ed. Wiley. Efectivamente, la visio´n que aporta este libro sobre el
ana´lisis multivariante queda bien patente en la estructura de este volumen en la del
volumen dedicado a los Modelos Lineales; muy especialmente en todo lo referente al
modelo lineal normal multivariante. Tambie´n han resultado de gran utilidad referen-
cias como Rencher (1995), Bilodeau (1999), Flury (1997), Dillon, Goldstein (1984),
sin olvidar otros cla´sicos como Anderson (1958) o Mardia et al. (1979).
Cada uno de los cap´ıtulos consta de una introduccio´n donde se comentan los as-
pectos generales del mismo, la exposicio´n de la materia correspondiente y una serie
de cuestiones que se proponen como trabajo personal para el lector. La distribucio´n
y secuenciacio´n de los mismos se ha realizado teniendo en cuenta las ideas aportadas
por los autores anteriormente citados. El lector podra´ apreciar sin duda una evolu-
cio´n en el estilo en funcio´n del tema a tratar. As´ı, los primeros cap´ıtulos, dedicados
a los distintos modelos de distribucio´n y al modelo lineal normal multivariante, pue-
den resultar ma´s teo´ricos que los que se dedican a te´cnicas concretas del ana´lisis
multivariante.
Por u´ltimo, contamos con un ape´ndice dedicado, en primer lugar, al A´lgebra de
matrices. La demostracio´n de los resultados que aqu´ı se exponen puede encontrarse en
el Ape´ndice del volumen dedicado a la Modelos Lineales, mencionado anteriormente
que, insistimos, debemos tener muy presente dado que e´ste es una continuacio´n de
aque´l. En el ape´ndice de dicho volumen puede encontrarse, adema´s, un breve repa-
so de nociones fundamentales de la Probabilidad y Estad´ıstica que pueden ser de
utilidad para el lector. No los hemos incluido en e´ste por no resultar redundantes.
Por u´ltimo, en la segunda seccio´n de nuestro ape´ndice podemos encontrar tambie´n la
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En este cap´ıtulo se estudiara´n cuatro distribuciones multidimensionales que desem-
pen˜ara´n un papel fundamental en el modelo lineal normal multivariante: las distribu-
ciones normal multivariante y matricial, la distribucio´n de Wishart y la distribucio´n
T 2 de Hotelling. De la segunda y tercera podemos decir que son distribuciones matri-
ciales, pues son generadas por matrices aleatorias. Este concepto de matriz aleatoria,
recogido de Arnold (1981) y que trataremos a continuacio´n, no es ni mucho menos
comu´n a todos los textos consultados. No obstante, consideramos que facilita una
elegante exposicio´n del modelo lineal normal multivariante, teniendo en cuenta que n
observaciones de datos p-dimensionales conﬁguran una matriz de dimensio´n n×p. Ve-
remos que, si las observaciones son independientes y generadas segu´n distribuciones
normales p-variantes con matriz de covarianzas comu´n, la matriz de datos sigue un
modelo normal matricial1. Igualmente, la distribucio´n de Wishart, que generaliza la
χ2 de Pearson, es inducida por matrices aleatorias deﬁnidas positivas, como puede ser
un estimador de la matriz de covarianzas. El teorema 1.28 establece la importancia
de esta distribucio´n en el modelo lineal normal multivariante.
No obstante, dado que podemos establecer una identiﬁcacio´n natural entre las
matrices de orden m × q y los vectores en Rmq, los conceptos de matriz aleatoria y
distribucio´n matricial no son en esencia nuevos. Tampoco lo es la distribucio´n T 2 de
Hotelling. El teorema 1.32 demuestra que esta distribucio´n, asociada siempre a la dis-
tancia de Mahalanobis y que es, por lo tanto, univariante, diﬁere de la distribucio´n F
Snedecor en una constante, siendo equivalente a una t de Student al cuadrado cuando
consideramos una u´nica variable. De hecho, en el ana´lisis multivariante aparece en











20 CAPI´TULO 1. DISTRIBUCIONES DEL ANA´LISIS MULTIVARIANTE
las mismas situaciones donde en ana´lisis univariante aparece la t de Student.
En la primera parte del cap´ıtulo se aborda el estudio del modelo normal mul-
tivariante (junto con las distribuciones relacionadas). Esta seccio´n, aunque no es
realmente espec´ıﬁca del Ana´lisis Multivariante, es fundamental pues el supuesto de
normalidad multivariante de las observaciones es el pilar sobre el que se construyen
la mayor´ıa de los modelos a estudiar. A continuacio´n se extendera´ su estudio estudio
al caso matricial, para deﬁnir a generalizaciones multivariantes de las distribuciones
asociadas.
1.1. Distribucio´n normal multivariante
En esta seccio´n se aborda el estudio de la distribuciones normal multivariante,
haciendo especial hincapie´ en el caso esfe´rico, junto con otras distribuciones relacio-
nadas con esta u´ltima, como son la χ2, F -Snedecor y t-Student. Realmente, damos
por hecho que todas ellas son de sobras conocidas, por lo que nos limitaremos a repa-
sar las deﬁniciones y propiedades fundamentales. Las demostraciones que se echen en
falta pueden encontrarse en cualquier referencia cla´sica, o bien en el primer cap´ıtulo
del volumen dedicado a los Modelos Lineales.
Dados un vector µ ∈ Rn y una matriz Σ ∈Mn×n sime´trica y semideﬁnida positiva,
se dice que un vector aleatorio Y : (Ω,A, P ) → Rn sigue un modelo de distribucio´n
normal multivariante en dimensio´n n (o n-normal) con media µ y matriz de varianzas-
covarianzas Σ, cuando su correspondiente funcio´n caracter´ıstica es la siguiente





, t ∈ Rn.
En ese caso, se denota Y ∼ Nn(µ,Σ). Un vector de este tipo puede construirse
expl´ıcitamente como sigue: si Σ diagonaliza segu´n el teorema 13.4 mediante
Σ = Γ∆Γ,
consideramos Zi, i = 1, . . . , n, independientes y con distribuciones normales de media
0 y varianza el elemento i-e´simo de la diagonal de ∆, δ2i , respectivamente. Si Z denota
el vector aleatorio (Z1, . . . , Zn), se tiene entonces que
Y = µ+ ΓZ (1.1)
sigue la distribucio´n deseada. Dado que E[Z] = 0 y Cov[Z] = ∆, y teniendo en cuenta
que, en general,










1.1. DISTRIBUCIO´N NORMAL MULTIVARIANTE 21
se deduce que una distribucio´n Nn(µ,Σ) tiene por media µ y por matriz de varianzas-
covarianzas Σ. Tambie´n es inmediato comprobar que presenta la siguiente funcio´n
generatriz, bien deﬁnida en todo Rn:





, t ∈ Rn.
En consecuencia, existen los momentos de cualquier orden de la distribucio´n, que
pueden calcularse mediante las sucesivas derivadas parciales de g en 0.
Es bien conocido que la normalidad en dimensio´n 1 se conserva ante transforma-
ciones aﬁnes, es decir, que si a una distribucio´n normal se le aplica una homotecia
y una traslacio´n, la distribucio´n resultante sigue siendo normal. Operando con las
funciones caracter´ısticas podemos obtener de manera trivial el siguiente resultado
que generaliza al anterior en el caso multivariante.
Proposicio´n 1.1.
Dados Y : (Ω,A, P )→ Rn, tal que Y ∈ Nn(µ,Σ), A ∈Mn×m y b ∈ Rm, se veriﬁca
AY + b ∼ Nm(Aµ+ b, AΣA).
De la proposicio´n 1.1 se deduce que las n componentes de una normal n-variante
son todas normales. Sin embargo, no podemos garantizar, en general, que n compo-
nentes normales conﬁguren conjuntamente un vector n-normal, cosa que si sucede si
las componentes son independientes. En el volumen dedicado a los Modelos Linea-
les podemos encontrar un ejemplo que ilustra esa situacio´n. El siguiente resultado
supone una interesante caracterizacio´n de la distribucio´n normal multivariante.
Proposicio´n 1.2.
Un vector aleatorio n-dimensional Y de media µ y matriz de varianzas-covarianzas Σ sigue
una distribucio´n n-normal si y so´lo si la variable aleatoria real uX sigue una distribucio´n
N(uµ, uΣu), para cada u ∈ Rn\{0}.
Queremos decir, por lo tanto, que la distribucio´n es n-normal cuando al proyectar
sobre cualquier direccio´n de Rn obtenemos una normal en dimensio´n 1. Por otra parte,
el siguiente resultado garantiza la equivalencia entre incorrelacio´n e independencia
bajo la hipo´tesis de normalidad multivariante.
Proposicio´n 1.3.
Si Y = (Y 1Y 2) sigue un modelo de distribucio´n normal en dimensio´n n1+ n2 y Σ12 = 0,
entonces Y1 e Y2 son independientes.
No´tese que esta propiedad puede extenderse trivialmente a cualquier coleccio´n
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en particular, a cualquier subconjunto de componentes del mismo. Queremos decir
lo siguiente: si Yn(1), . . . , Yn(k) son componentes incorreladas de un vector n-normal,
entonces son tambie´n independientes.
Con frecuencia suele suponerse que la matriz de covarianzas Σ de la normal es
estrictamente deﬁnida positiva, es decir, no singular. En caso contrario se dice que la
normal es degenerada, es decir, que esta´ sobredimensionada2 . En ese caso, estara´ con-
tenida en una subvariedad af´ın de dimensio´n n − 1, por lo que no estara´ dominada
por la medida de Lebesgue en Rn. En el caso no degenerado, tendra´ sentido hablar
de su densidad respecto a dicha medida.
Proposicio´n 1.4.
Si Y ∼ Nn(µ,Σ) con Σ > 0, entonces admite la siguiente densidad respecto a la medida
de Lebesgue:





, y ∈ Rn. (1.3)
La siguiente propiedad establece una clara conexio´n entre los supuestos de nor-
malidad y linealidad, arrojando luz sobre los modelos de Regresio´n y Correlacio´n.
Consideremos dos vectores aleatorios Y1 e Y2, de dimensiones n1 y n2, respectiva-
mente. Construiremos una versio´n de la probabilidad condicional regular de Y1 dado
Y2. Bajo la hipo´tesis de (n1 + n2)-normalidad no degenerada de Y = (Y 1 , Y 2). Des-
compongamos la media y matriz de varianzas-covarianzas de Y de forma obvia y
consideremos los para´metros siguientes
Σ11·2 = Σ11 − Σ12Σ−122 Σ21, (1.4)
β = Σ12Σ−122 , α = µ1 − βµ2. (1.5)
No´tese que, en virtud del lema 13.6 y al ser Σ > 0, tiene sentido hablar de e Σ11·2 y
es deﬁnida positiva.
Proposicio´n 1.5.
En las condiciones anteriores, se veriﬁca
P Y1|Y2=y2 = Nn1(α + βy2,Σ11·2), ∀y2 ∈ Rn2 .
Podemos ir incluso algo ma´s lejos. Para poder seguir la siguiente demostracio´n se
necesita tener presentes las siguiente propiedad general de la Esperanza Condicional,
que sera´n de gran utilidad en todas nuestra teor´ıa.
2El objetivo del ana´lisis de componentes principales es, precisamente, encontrar la manera de
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Proposicio´n 1.6.
Si f es variable aleatoria real deﬁnida sobre Rn1+n2 , se veriﬁca que
E[f ◦ (Y1, Y2)|Y2 = y2] =

Rn2
f(·, y2) dP Y1|Y2=y2 , (1.6)
donde f(·, y2) es la variable aleatoria real que asigna a cada y1 ∈ Rn1 el nu´mero f(y1, y2),
y P Y1|Y2=y2f(·,y2) denota la distribucio´n de dicha variable respecto de P Y1|Y2=y2 . Como
consecuencia, se tiene que
P f◦(Y1,Y2)|Y2=y2 = P Y1|Y2=y2f(·,y2) , (y1, y2) ∈ Rn1+n2 . (1.7)
En consecuencia, si la probabilidad de f ◦ (Y1, Y2) condicionada a Y2 resulta no
depender de el valor que tome esta u´ltima, se deduce que ambas son independientes,
coincidiendo la distribucio´n condicional anterior con la propia distribucio´n marginal
de f ◦(Y1, Y2). Aplicando este resultado a nuestro estudio obtenemos inmediatamente
lo siguiente:
Proposicio´n 1.7.
En las condiciones anteriores, se veriﬁca
Y1 = α + βY2 + E ,
donde E ∼ Nn1(0,Σ11·2) y es independiente de Y2.
As´ı pues, entre dos vectores aleatorios que componen una distribucio´n normal
multivariante so´lo es posible una relacio´n lineal (o, mejor dicho, af´ın), salvo un error
aleatorio independiente de media 0. Realmente, a esta conclusio´n podr´ıamos haber
llegado so´lo con tener en cuenta que, si Y sigue una distribucio´n norma multivariante,
Y1 − (α + βY2) es incorrelada con Y2 si, y so´lo si, son independientes.
En general, Σ11·2, que es la matriz de varianzas-covarianzas de la diferencia Y1 −
(α+ βY2) o, lo que es lo mismo, de la distribucio´n condicional de Y1 dado Y2 (no de-
pende del valor concreto que tome Y2), se denomina, matriz de varianzas-covarianzas
parciales de las componentes de Y1 dado Y2, y se interpreta en este caso como la parte
de la matriz de varianzas-covarianzas de Y1 no explicada por Y2. En el caso n1 = 1,
obtenemos
Y1 = α + βY2 + ε, ε ∼ N(0, σ211·2),
donde
σ211·2 = σ21 − Σ12Σ−122 Σ21 = σ21(1− ρ212).
Segu´n hemos dicho anteriormente, una varianza parcial σ211·2 nula, equivale a una de-
pendencia funcional de Y1 respecto a Y2, y ρ212 puede interpretarse como la proporcio´n
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Volviendo a la expresio´n (1.3), correspondiente a la densidad de una distribucio´n
normal multivariante no degenerada podemos apreciar que la densidad en el punto y
depende exclusivamente de la distancia de Mahalanobis a la media de la distribucio´n,
es decir,
∆2(y, µ) = (y− µ)Σ−1(y− µ).
En esas condiciones, el lugar geome´trico de los puntos con una misma densidad es un
elipsoide, cuya centro coincide con la media µ y cuya forma viene determinada por
la matriz de varianzas-covarianzas Σ. Concretamente, los ejes del elipsoide quedan
determinados por una base de autovectores de Σ y su excentricidad por la relacio´n
existente entre los autovalores. De hecho, puede demostrarse que los elipsoides son
esferas si y so´lo si los autovalores de Σ son ide´nticos, es decir, si Σ es de la forma
σ2Id, para algu´n σ2 > 0, en cuyo caso, la densidad en y dependera´ u´nicamente del
cuadrado de su distancia eucl´ıdea a la media y− µ2. Por esa razo´n, la distribucio´n
Nn(µ, σ2Id) se denomina normal multivariante esfe´rica.
E´sta es, como se puede apreciar en el volumen dedicado a los Modelos Lineales,
la distribucio´n de partida en el modelo lineal normal. Su funcio´n de densidad es pues
la siguiente






De las proposiciones 1.1 y 1.3 se sigue sin diﬁcultad que, dados un vector aleatorio Y
n-normal multivariante esfe´rico y dos matrices A ∈Mm×n y B ∈Mk×n, los vectores
AY y BY son independientes, si y so´lo si, AB = 0. Como consecuencia inmediata
se obtiene la siguiente proposicio´n.
Proposicio´n 1.8.
Si Y ∼ Nn(µ, σ2Id) y V1, V2 son subespacios lineales de Rn ortogonales, si y so´lo si,
entonces PV1Y y PV2Y son independientes.
La familia de distribuciones normales esfe´ricas (con restricciones de cara´cter li-
neal para la media) poseen excelentes propiedades estad´ısticas. En primer lugar, son
familias exponenciales, por lo que la funcio´n de verosimilitud cumple con todas las
condiciones de regularidad3 que puedan exigirse en diversos teoremas; son invarian-
tes ante diversos grupos de transformaciones bimedibles, cosa que permitira´ obtener
profundas reducciones por invarianza4, de una de las cuales resulta, por ejemplo, el
test F; el Principio de Ma´xima Verosimilitud sera´ aqu´ı de fa´cil aplicacio´n, conducien-
do a la obtencio´n del Estimador de Ma´xima Verosimilitud y el Test de la Razo´n de
3Continuidad, derivabilidad...
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Verosimilitudes, etc.
Es especialmente llamativa la invarianza ante rotaciones que presenta cualquier
distribucio´n normal esfe´rica de media 0, hasta el punto de que esta propiedad esta´ cer-
ca de caracterizar dicha distribucio´n. Efectivamente, si Γ ∈ On y Y ∼ Nn(0, σ2), con
σ2 > 0, entonces ΓY sigue exactamente la misma distribucio´n. En Bilodeau (1999)
podemos encontrar la demostracio´n de una especie de rec´ıproco, debida a Maxwell-
Hershell.
Proposicio´n 1.9.
Todo vector aleatorio n-dimensional con componentes independientes e invariante por
rotaciones es n-normal esfe´rico de media 0. Concretamente, si Y1 denota la primera
componente del mismo, el para´metro σ que caracteriza la distribucio´n se obtiene mediante
σ = − lnϕY1(1).
Por u´ltimo, una propiedad de demostracio´n trivial, de utilidad en el estudio de
la distribucio´n χ2. Realmente, la tesis de la proposicio´n es cierta para cualquier
distribucio´n de media µ y matriz de varianzas-covarianzas σ2Id.
Proposicio´n 1.10.
Si Y ∼ Nn(µ, σ2Id), entonces E
Y 2 = nσ2 + µ2.
A continuacio´n abordaremos un breve estudio de cuatro distribuciones directa-
mente derivadas de la normal esfe´rica: χ2, F -Snedecor, Beta y t-Student. Un estudio
ma´s detallado de las mismas con todas las demostraciones que quedara´n pendientes
puede encontrarse, por ejemplo, en Nogales (1998). En primer lugar, la distribucio´n
χ2 central con n grados de libertad (se denota χ2n) esta´ deﬁnida sobre R+ mediante
la siguiente funcio´n de densidad5
gn(y) = [Γ(n/2)2n/2]−1e−y/2yn2−1I(0,+∞)(y). (1.9)
Puede probarse que tiene por media n y por varianza 2n. La distribucio´n χ2 no central
con m grados de libertad y para´metro de no centralidad λ > 0 (se denota χ2m(λ)) se





Pn(λ) = λn e
−λ
n! , n ∈ N.











26 CAPI´TULO 1. DISTRIBUCIONES DEL ANA´LISIS MULTIVARIANTE
Se obtiene, por lo tanto, a partir de una composicio´n entre una distribucio´n de Poisson
en N y la familia de las distribuciones χ2n, cuando n recorre N. La distribucio´n χ2
central se corresponde con el caso λ = 0. En general, dado γ > 0, la expresio´n
Y ∼ γχ2m(λ) debe entenderse como γ−1Y ∼ χ2n(λ).
Puede demostrarse que, si Y1, . . . , Yn son variables aleatorias reales independientes
tales que













En otras palabras, considerar una coleccio´n de variables en esas condiciones equivale
a considerar un vector aleatorio Y ∼ Nn(µ, σ2Id), para algu´n µ ∈ Rn y σ2 > 0, y
estamos aﬁrmando que





En consecuencia, debemos entender el modelo χ2 no central como la distribucio´n del
cuadrado de la distancia eucl´ıdea al origen de un vector aleatorio normal esfe´rico. La
norma eucl´ıdea al cuadrado es una funcio´n positiva de gran importancia en nuestra
teor´ıa, debida fundamentalmente a su presencia en la funcio´n de densidad (1.8).
De hecho, ya comentamos que la densidad depende de y a trave´s del cuadrado de
su distancia eucl´ıdea a la media. Ello se traducira´ en el uso de esta funcio´n y, en
consecuencia, del modelo χ2, a la hora de estimar el para´metro σ2, de reducir por
suﬁciencia y, tambie´n, cuando se efectu´e una reduccio´n por invarianza respecto al
grupo de las rotaciones, segu´n se sigue del teorema 13.9.
Hemos aﬁrmado que el modelo χ2 no central surge de la necesidad de considerar
la norma eucl´ıdea de un vector normal esfe´rico. No obstante, podemos generalizar
un poco ma´s. Si E es un subespacio vectorial de Rn y Γ es una base ortonormal del
mismo, se veriﬁca trivialmente que PEY 2 = ΓY 2 y que PEµ2 = Γµ2. Por
lo tanto, se tiene





As´ı pues, el grado de libertad de la distribucio´n coincide con la dimensio´n del
subespacio. Obtendremos una χ2 central cuando E[Y ] sea ortogonal al subespacio
sobre el cual se proyecta Y . Por lo tanto y en general, se sigue de lo anterior junto
con la proposicio´n 1.10, que la media de una distribucio´n χ2 no central se obtiene
mediante
E σ2χ2m
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Dadas dos variables aleatorias reales X1 y X2, positivas e independientes, con
distribuciones χ2n(λ), siendo λ ≥ 0, y χ2m, respectivamente, se deﬁne la distribucio´n
F -Snedecor no central con (n,m) grados de libertad y para´metro de no centralidad
λ (de denota por Fn,m(λ)), como la que corresponde a la variable (n−1X1)/(m−1X2).
















donde 00 se entiende como 1 y
ck =




 , k ∈ N.
La distribucio´n Fn,m(0) se denomina F -Snedecor central con (n,m) grados de libertad,











En nuestro caso, si Y ∼ Nn(µ, σ2Id) y dados dos subespacios ortogonales V1, V2 ⊂ Rn










As´ı pues, la distribucio´n F de Snedecor resulta de relacionar las distancias al origen
de dos proyecciones sobre sendos subespacio ortogonales. Si µ ∈ V ⊥1 ∩ V ⊥2 tendremos
una distribucio´n F central. Una operacio´n de este tipo surge al reducir por invarianza
en el proceso de obtencio´n del test F (ver volumen anterior). Otras distribuciones
ı´ntimamente relacionadas con la F -Snedecor central son la Beta y la t-Student.
La distribucio´n Beta de para´metros α, β > 0, que se denotara´ por B(α, β), se
deﬁne mediante la funcio´n de densidad6
fα,β(y) = B(α, β)−1yα−1(1− y)β−1I(0,1)(y).
Se trata pues de una distribucio´n sobre el intervalo (0, 1). Presenta un estrecha rela-
cio´n con la distribucio´n F -Snedecor central. Concretamente, se veriﬁca
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La distribucio´n t de student central con n grados de libertad (se denota por tn)
es la que corresponde al cociente X1/

X2/n, donde X1 ∼ N(0, 1) y X2 ∼ χ2n, siendo





 1 + y2n
−n+12 .
La distribucio´n tn puede considerarse un caso particular de la distribucio´n F -Snedecor
central, concretamente F1,n dado que es la u´nica distribucio´n sime´trica cuyo cuadrado
es una F1,n. En ese sentido decimos que t2n = F1,n.
Para acabar con esta seccio´n, hablaremos de las distintas pruebas de bondad de
ajuste a la distribucio´n normal multivariante. Primeramente, debemos preguntarnos
si alguno de los procedimientos cla´sicos para contrastar la normalidad en dimensio´n
uno son va´lidos o pueden extenderse fa´cilmente al caso multivariante. En ese sentido,
hemos de tener en cuenta que el test de Kolmogorov-Smirnov-Lilliefords, que analiza
la similitud entre la funcio´n de distribucio´n emp´ırica y la que corresponder´ıa a una
normal, so´lo tiene sentido en dimensio´n uno. Por otra parte, el test χ2, que analiza
la semejanza entre el histograma de frecuencias relativas y la funcio´n de densidad,
requiere, en el caso multivariante, de una enorme cantidad de datos para ser aproxi-
madamente va´lido. Sin embargo, Srivastava, Hui (1987) proponen dos tests que son
generalizaciones multivariantes del test de Shapiro-Wilks, y que quedan recogidos en
Bilodeau (1999).
De todas formas, dado que la normalidad del vector aleatorio implica la nor-
malidad de sus componentes, es costumbre bastante extendida (Hair et al. (1999))
resolver el problema contrastando la normalidad de cada una de sus componentes.
Este me´todo, que no es un test propiamente dicho, puede reﬁnarse mediante una
ana´lisis del diagrama de dispersio´n matricial para comprobar visualmente si las dis-
tribuciones bidimensionales se asemejan a lo que cabr´ıa esperar en el caso normal.
De este u´ltimo libro recogemos otra interesante prueba de bondad de ajuste basada
en la distribucio´n de las distancias de mahalanobis de los datos a la media muestral.
Consiste en lo siguiente:
Consideremos una muestra aleatoria simple X1, . . . , Xn de determinada distribu-
cio´n sobre Rp con matriz de covarianzas positiva. Nuestro problema consiste en decidir
si dicha distribucio´n es p-normal. Consideremos las distancias de Mahalanobis
d2i = (Xi −X)S−1(Xi −X), i = 1, . . . , n
No´tese que en caso p = 1 estamos hablando de s−2(xi − x)2, que son los valores
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bajo la hipo´tesis de normalidad, enunciamos el siguiente resultado, cuya demostracio´n
podemos encontrar en Bilodeau (1999), pag. 185, junto con Wilks (1963):
Teorema 1.11.










, rd2i ,d2j = −
1
n− 1 .









como una muestra aleatoria simple de la distribucio´n β12p; 12(n− p− 1)
, siempre y
cuando n sea suﬁcientemente grande. En ese caso y en virtud del teorema de Glivenko-
Cantelli, la funcio´n de distribucio´n emp´ırica deber´ıa converger uniformemente a la
funcio´n de distribucio´n del modelo Beta anterior, lo cual puede contrastarse mediante
el test de Kolmogorov-Smirnov-Lilliefords. No obstante y como opcio´n alternativa,
podemos realizar la validacio´n mediante procedimientos meramente gra´ﬁcos. Efecti-
vamente, si ordenamos las distancias n(n−1)−2d2(1) ≥ . . . ≥ n(n−1)−2d2(n) y asignamos
al elemento i-e´simo de la lista anterior la proporcio´n acumulada i/n, obtendremos la
funcio´n de distribucio´n emp´ırica. Los n valores obtenidos pueden compararse con los
que corresponder´ıan a una distribucio´n Beta con los para´metros anteriores. El gra´ﬁco
de dispersio´n bidimensional que los confronta se denomina P-P Plot. Adema´s, dado
que la igualdad o convergencia de las funciones de distribucio´n implica a igualdad o
convergencia, respectivamente, de sus inversas, podemos confrontar el valor i-e´simo
de la lista con con el cuantil i/n correspondiente a la distribucio´n Beta, obtenie´ndo-
se as´ı el denominado Q-Q Plot. Una buena aproximacio´n al cuantil i-e´simo de la
distribucio´n Beta anterior es segu´n Blom (1958)7 el siguiente:
γi = (i− α)/(n− α− β + 1), donde α = p− 22p , β =
n− p− 2
2(n− p− 1) .
Tanto en los gra´ﬁcos tipo P-P como en los Q-Q cabe esperar un buen ajuste de la
nube de puntos a la recta y = x. En caso contrario, la hipo´tesis inicial debe ser
rechazada.
Otro me´todo similar consiste en calcular n−1d2i , i = 1, . . . , n y confrontarlos me-
diante el test de Kolmogorov- Smirnov-Lilliefords o, en su defecto, mediante gra´ﬁcos
tipo Q-Q o P-P con la distribucio´n χ2p. Este procedimiento se basa en el hecho de
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que n(Xi − µ)Σ−1(Xi − µ) sigue una distribucio´n χ2p. Teniendo en cuenta que tanto
X como S convergen en probabilidad a µ y Σ, respectivamente, la Ley De´bil de os
Grandes Nu´meros garantiza la convergencia en distribucio´n de n−1d2i a χ2p.
1.2. Distribucio´n normal matricial.
Este modelo probabil´ıstico generaliza la distribucio´n normal multivariante en un
contexto matricial. En esta seccio´n demostraremos sus principales propiedades. An-
tes de deﬁnir esta nueva modelo distribucio´n hemos de aclarar algunos conceptos
previos relacionados con el mismo: el concepto de matriz aleatoria, que se distingue
del de vector aleatorio so´lo en un sutil matiz, el de funcio´n caracter´ıstica de una
matriz aleatoria y el producto de Kronecker de dos matrices, cuyas propiedades se
exponen ma´s ampliamente en Bilodeau (1999). La distribucio´n normal matricial se
deﬁnira´ aqu´ı mediante la funcio´n caracter´ıstica, aunque algunos autores (por ejem-
plo Arnold (1981)) preﬁeren utilizar la funcio´n generatriz de momentos, o incluso la
funcio´n de densidad.
Primeramente, deﬁnimos una matriz aleatoria n × p como una variable X sobre
un espacio de probabilidad (Ω,A, P ) con valores en Mn×p. Se denota X = (Xi,j),
donde 1 ≤ i ≤ n y 1 ≤ j ≤ p. Si consideramos un orden de lectura determinado, toda
matriz n × p se identiﬁca con un vector de Rnp. Es decir, si Vecn×p es el conjunto
de todas las posibles formas de ordenar una matriz n × p, que se corresponde con
el conjunto de todas las posibles permutaciones de np elementos, de cardinal (np)!,
podemos establecer una aplicacio´n φ del producto cartesianoMn×p×Vecn×p en Rnp,
tal que, para cada orden de lectura vec ∈ Vecn×p, φ(·, vec) es una biyeccio´n deMn×p
en Rnp. De esta forma, determinado previamente el orden de lectura vec, una matriz
aleatoria X sobre Mn×p es un vector aleatorio sobre Rnp, que se denota vec(X). El
concepto de matriz aleatoria se precisa por el hecho de que n datos correspondientes
a una distribucio´n p-dimensional conﬁguran una matriz de orden n× p.
Analizamos a continuacio´n algunas propiedades de la traza de una matriz cua-
drada, que sera´n de intere´s en nuestra teor´ıa. Recordemos primeramente que la traza
de una matriz cuadrada es la suma de los elementos de su diagonal. Por otra parte,
si a, b ∈ Rn donde a = (a1, . . . , an) y b = (b1, . . . , bn) se deﬁne el producto interior
de ambos vectores mediante
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es decir, tr(AB) = vec(A), vec(B), para todo vec ∈ Vecn×p. En ese sentido,
podemos aﬁrma que la tr(AB) generaliza el producto interior de dos vectores, de
ah´ı que deﬁnamos
A,B := tr(AB), A,B ∈Mn×p (1.17)




a2ij = vec(A)2, ∀vec ∈ Vecn×p.
Se deduce fa´cilmente que tr(AB) = tr(BA) = tr(AB) = tr(BA). Por u´ltimo,
dadas A,B,C matrices cuadradas de orden n, se veriﬁca que
tr(ABC) = tr(CAB) = tr(BAC). (1.18)
Por otra parte, sabemos que la distribucio´n de un vector aleatorio queda deter-
minada por su funcio´n caracter´ıstica. En el caso de una matriz a matriz aleatoria
X ∈Mn×p, e´sta se deﬁne mediante
ϕX(t) := E [exp {iX, t}]













siendo X y t matrices de dimensio´n n × p. Fijado un orden de lectura vec, se tiene
entonces que
ϕX(t) = E [exp{ivec(X), vec(t)]
= ϕvec(X)
vec(t).
Por lo cual esta nueva deﬁnicio´n hereda las propiedades ya conocidas de la funcio´n
caracter´ıstica de vectores aleatorios, en particular el teorema de inversio´n de Levy.
Se veriﬁca que dos matrices aleatorias X e Y siguen la misma distribucio´n cuando
los vectores vec(X) y vec(Y ) se distribuyen ide´nticamente, para cualquier orden vec
(si, y so´lo si, ocurre para alguno). Luego, la funcio´n caracter´ıstica determina un´ıvoca-
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(a) Si X = (X1|X2), ϕX
(t1|0)
 = ϕX1(t1).












(b) ϕAXB+C(t) = exp{itr(C t)} · ϕX(AtB).
(c) Si X = (X1 . . . Xp), los vectores X1, . . . , Xp son independientes si, y so´lo si,
ϕX(t1 . . . tp) =
p
j=1 ϕXj(tj). Lo mismo sucede si descomponemos X por ﬁlas.
Por convenio, consideraremos por defecto el orden vec consistente en leer la matriz




x11 . . . x1p... ...
xn1 . . . xnp

 = (x11, x12, . . . , x1p, x2,1, . . . , xnp) ∈ Rnp. (1.19)
Se deﬁne la esperanza o media de una matriz aleatoria X como la matriz de las




La matriz de varianzas-covarianzas de la matriz aleatoria X, que se denota por
Covm[X], se deﬁne como la matriz np× np deﬁnida de la forma
Covm[X] := Covvec(X). (1.21)
El denominado producto de Kronecker sera´ de gran utilidad a la hora de describir
este tipo de matrices, de orden muy elevado. Dadas A ∈ Mn×m y B ∈ Mp×q, se




a11B . . . a1mB... ...
an1B . . . anmB

 ∈Mnp×mq. (1.22)
Podemos encontrar en Bilodeau (1999) las principales propiedades del producto de
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Proposicio´n 1.12.
Sean Z ∈ Mn×p, A ∈ Mm×n, B ∈ Mp×k, C ∈ Mn×r, D ∈ Mk×s y H ∈ Mm×k.
Entonces
(i) vec(AZB +H) = (A⊗B)vec(Z) + vec(H).
(ii) (A⊗B) = A ⊗B.
(iii) (A⊗B)(C ⊗D) = (AC)⊗ (BD).
Estamos ya en condiciones de deﬁnir la distribucio´n normal matricial.
Deﬁnicio´n.
Sean n, p ∈ N, µ ∈Mn×p, Γ ∈Mn×n, Σ ∈Mp×p, estas u´ltimas semideﬁnidas positivas,
y X una matriz aleatoria sobre Mn×p. Se dice que X sigue una distribucio´n normal
matricial, denota´ndose X ∼ Nn,p(µ,Γ,Σ), cuando
vec(X) ∼ Nnp
vec(µ),Γ⊗ Σ.
En ese caso, se veriﬁcara´, por tanto, que
E[X] = µ, Covm[X] = Γ⊗ Σ.
Luego, si 1 ≤ i, i ≤ n y 1 ≤ j, j  ≤ p, se veriﬁca que
Xij ∼ N(µij, γii · σjj), cov [Xij, Xij ] = γii · σjj .
Veamos primeramente que esta deﬁnicio´n no es vac´ıa, es decir, que existe una matriz
aleatoria con valores en Mn×p siguiendo un modelo de distribucio´n Nn,p(µ,Γ,Σ) :
Teorema 1.13.
Existe una matriz aleatoria en las condiciones de la deﬁnicio´n.
Demostracio´n.
En primer lugar, al ser Γ una matriz n×n semideﬁnida positiva, podemos encontrar
una matriz A ∈ Mn×n tal que Γ = AA. Igualmente, podemos encontrar una matriz
B ∈ Mp×p tal que Σ = BB. Sea entonces Z una matriz aleatoria n× p cuyas com-
ponentes son iid N(0, 1). En ese caso, vec(Z) ∼ Nnp(0, Id). Consideremos entonces
la matriz aleatoria X = AZB + µ. En virtud de la proposicio´n 1.12(i), se tiene que
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luego, sigue un modelo de distribucio´n normal np-variante de media vec(µ) y matriz
de covarianzas
(A⊗B)Id(A⊗B),
que, en virtud de la proposicio´n 1.12(ii)-(iii) es igual a AA ⊗ BB, es decir, igual a
Γ⊗ Σ.
Aplicando las propiedades (b) y (c) obtenemos la funcio´n caracter´ıstica de la
distribucio´n Nn,p(µ,Γ,Σ).
Corolario 1.14.



































En consecuencia, se tiene que, para cada t ∈Mn×p,
ϕX(t) = ϕAZB+µ(t)
















Veamos algunas propiedades inmediatas de la distribucio´n normal matricial.
Teorema 1.15.
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(a) Si p = 1 y Σ = σ2 ≥ 0, entonces Nn,1(µ,Γ, σ2) = Nn(µ, σ2Γ).
(b) Si a ∈ R, entonces aX ∼ Nn,p(aµ, a2Γ,Σ) = Nn,p(aµ,Γ, a2Σ).
(c) X  ∼ Np,n(µ,Σ,Γ). Si n = 1, y Γ = γ2, X  ∼ Np(µ, γ2Σ).
(d) Si C ∈Mm×n, D ∈Mp×r y E ∈Mm×r, entonces
CXD + E ∼ Nm,r
CµD + E,CΓC , DΣD. (1.23)





















Las propiedades (a), (b) y (c) son triviales. Para demostrar (d) basta considerar la











Igualmente, para demostrar (f), se considera C1 = (Id|0) y C2 = (0|Id).
Sabemos que en la distribucio´n normal multivariante la incorrelacio´n y la inde-
pendencia sin propiedades equivalentes. Veamos com se traslada este resultado a la
distribucio´n normal matricial.
Teorema 1.16.
Supongamos que X ∼ Nn,p(µ,Γ,Σ).
(a) Si X = (X1X2) y Γ = 0, X1 y X2 son independientes sii Σ12 = 0.
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Demostracio´n.
(a) Supongamos que X1 y X2 son independientes. Al, ser Γ = 0, existen i, i ∈
{1, . . . , n} tales que γii = 0. Tenemos que demostrar que, si j ∈ {1, . . . , p1} y j ∈
{p1 + 1, . . . , p}, entonces σjj = 0. Por hipo´tesis se tiene que 0 = cov[Xij, Xij ] =
γii · σjj ⇒ σjj = 0.















(b) Se demuestra ana´logamente.
Veamos cua´l es la funcio´n de densidad de la distribucio´n normal matricial. Previa-
mente, enunciamos un resultado que es consecuencia directa del teorema del cambio
de variables:
Lema 1.17.
Sea P una probabilidad sobre (Rn,Rn) dominada por la medida de Lebesgue mn, siendo
f su funcio´n de densidad. Consideremos una biyeccio´n ϕ : Rn −→ Rn, tal que ϕ y ϕ−1
son de clase C1, y sea Jϕ la matriz de las derivadas parciales de dicha transformacio´n.
Entonces |Jϕ| · f ◦ ϕ es la densidad de Pϕ−1 respecto a mn.
Tambie´n es necesario el siguiente resultado previo:
Lema 1.18.
Sean X e Y matrices aleatorias n× p, A y B matrices n× n y p× p, respectivamente,
y D una matriz n× p, tales que Y = A(XD)−B. Entonces, el determinante jacobiano
de la transformacio´n que lleva vec(X) a vec(Y ) es J = |A|p|B|n.
Demostracio´n.
Primeramente, si tenemos una transformacio´n del tipo Y = XB, e´sta se expresa
vectorialmente de la siguiente forma:








donde la matriz B se repite tantas veces como ﬁlas tenga X, es decir, n. El determi-
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En segundo lugar, si la transformacio´n es del tipo Y = AX, entonces, la aplicacio´n
que asigna a vec(X) el vector vec(AX) puede descomponerse de la siguiente forma:
vec(X) τ1−→ vec(X ) φ−→ vec(X A) τ2−→ vec(X A)
Por un razonamiento ana´logo al anterior, el determinante jacobiano de φ es |A|p.
Dado que τ1 y τ2 son permutaciones opuestas en Rnp, los determinantes jacobianos
correspondientes valen ambos +1 o´ -1. Luego, por la regal de la cadena, se concluye.
Teorema 1.19.
Sea X ∼ Nn,p(µ,Γ,Σ) con Γ > 0 y Σ > 0. Entonces X admite la siguiente funcio´n de
densidad respecto a la medida de Lebesgue en Rnp 8:







Consideremos Z,A,B como en la demostracio´n del teorema 1.13. Al ser Γ > 0 y
Σ > 0, podemos considerar A y B invertibles. Como las np componentes de Z son




















donde z ∈Mn×p. Como X = AZB + µ, entonces Z = A−1(X − µ)B−1. El jacobiano
de dicha transformacio´n es, segu´n el lema 1.18, |A−1|p|B−1|n = |Γ|−p/2|Σ|−n/2. Luego,
por el lema 1.17, se tiene que la funcio´n de densidad de vec(X) es la siguiente:












Veamos que´ sucede con las distribuciones condicionales:
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Teorema 1.20.
Sea (X1X2) ∼ Nn,p1+p2
(µ1, µ2),Γ,Σ)
, con Γ > 0 y Σ > 0. Deﬁnamos Σ11·2 =
Σ11 − Σ12Σ−122 Σ21, B = Σ−122 Σ21 y A = µ1 − µ2B. Entonces, se veriﬁca que
X1|X2 = x2 ∼ Nn,p1(A+ x2B,Γ,Σ11·2).
Demostracio´n.
Se trata de demostrar que la funcio´n de densidad de la distribucio´n condicional,
fX1|X2=x2 , corresponde a un modelo de probabilidad Nn,p1(A + x2B,Γ,Σ11·2), cual-






Vamos a expresar f(X1X2) de una manera co´moda. Para ello consideraremos el cambio






As´ı, (Y1Y2) ∼ Nn,p1+p2
(µ1, µ2)C,Γ, C ΣC). Operando se obtiene
(µ1, µ2)C =
µ1 − µ2Σ−122 Σ21, µ2





Luego, Y1 ∼ Nn,p1
µ1 − µ2Σ−122 Σ21,Γ,Σ11·2
 y Y2 ∼ Nn,p2(µ2,Γ,Σ22), siendo indepen-
dientes entre s´ı. No´tese que la distribucio´n de Y2 coincide con la de X2. En conse-












Ahora bien, el jacobiano del cambio de variables es, segu´n el lema 1.18, |C|n = 1.
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Si se descompone la matriz aleatoria por ﬁlas, se obtendr´ıa una expresio´n similar
con Γ11·2. Se deja como ejercicio. Σ11·2 es la matriz de las covarianzas parciales de las
columnas.
El siguiente resultado da pleno sentido al estudio de la distribucio´n normal ma-
tricial.
Teorema 1.21.
Consideremos µ = (µ1 . . . µn) una matriz p × n, Σ una matriz p × p deﬁnida posi-
tiva e Yi, i = 1, . . . , n, vectores aleatorios p-dimensionales independientes, con distri-
bucio´n Np(µi,Σ), resp. Entonces, Y = (Y1 . . . Yn) ∼ Nn,p(µ, Id,Σ). Rec´ıprocamen-
te, si (Y1 . . . Yn) ∼ Nn,p(µ, Id,Σ), entonces Yi ∼ Np(µi,Σ) y son independientes,
i = 1, . . . , n.
Demostracio´n.
Sea t = (t1 . . . tn) ∈Mn×p.






































Rec´ıprocamente, si Y ∼ N(µ, Id,Σ), Y1, . . . , Yn son independientes, pues Γ = Id.
Adema´s,












Sea Y ∼ Nn,p(µ, Id,Σ), con Σ = 0, A ∈Mm×n y B ∈Mr×n. Entonces AY y BY son




























Sea Y ∼ Nn,p(µ, Id,Σ), A y B matrices n×n sime´tricas, semideﬁnidas positivas y tales
que AB = 0. Entonces Y AY es independiente de Y BY.
Demostracio´n.
Supongamos que A y B son de rango k y r, respectivamente. Considerando el teorema
de diagonalizacio´n de una matriz sime´trica, podemos descomponer A y B de la forma
A = HH  y B = RR, donde H es una matriz n×k de rango k y R es una matriz n×r
de rango r. Se tiene entonces que 0 = AB Por lo tanto, 0 = H ABR = H HH RRR.
SiendoH H y RRmatrices invertibles, se tiene que 0 = H R. Luego, segu´n la anterior
proposicio´n, H Y y RY son independientes. Ahora bien, Y AY = (H Y )(H Y ) y
Y BY = (RY )(RY ). Al tratarse de funciones medibles, se tiene que Y AY y Y BY
son, igualmente, independientes.
Proposicio´n 1.24.
Si A y B son matrices n× n, siendo B ≥ 0 y tales que AB = 0, entonces AY y Y BY
son independientes.
Demostracio´n.
Sea k el rango de B y consideremos una matriz R n× k de rango k tal que B = RR.
Entonces 0 = AB. Luego, 0 = ABR = ARRR Por lo tanto, 0 = AR. Teniendo en
cuenta la proposicio´n 1.22, AY y RY son independientes. Como Y BY = (RY )RY,
acabamos.
El siguiente resultado es consecuencia directa de las dos proposiciones anteriores.
Corolario 1.25.
En particular, si V1 ⊥ V2, Y PV1Y y Y PV2Y son independientes. Tambie´n son indepen-
dientes PV1Y y Y PV2Y .
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Teorema 1.26.
Si X es una matriz aleatoria n × p deﬁnida sobre un espacio de probabilidad (Ω,A, P )
que sigue un modelo de distribucio´n Nn,p(µ,Γ,Σ) 9, con Γ,Σ > 0 y n ≥ p, entonces
Prg(X) = p = 1.
Demostracio´n.
Lo probaremos por induccio´n sobre p: primeramente, si p = 1 y Σ = σ2, tendremos
que X sigue un modelo de distribucio´n Nn(µ, σ2Γ), que esta´ dominada por mn, la
medida de Lebesgue en Rn. Luego P (rg(X) = 0) = P (X = 0) = 0, pues mn({0}) =
0.
Supongamos que la tesis se veriﬁca para p < n y veamos que es tambie´n cierta
para p + 1 : si descomponemos X = (X1 . . . XpXp+1) ∼ Nn,p+1(µ,Γ,Σ), se tiene que
Xp+1 condicionada a (X1 . . . Xp) sigue un modelo de distribucio´n Nn,1 = Nn, con
matriz de covarianzas positiva y, por tanto, dominado por mn. Entonces, se veriﬁca
Prg(X1 . . . Xp+1
 ≤ p) =

Rn×p





E I{0,...,p} ◦ rg(X1 . . . Xp+1)|X1, . . . , Xp
 dP (X1...Xp)





I{0,...,p} ◦ (rg(X1 . . . Xp, Xp+1)) dPXp+1|X1,...,Xp

dP (X1...Xp)
Te´ngase en cuenta que, por hipo´tesis de induccio´n, la probabilidad de que X1, . . . , Xp
sean linealmente dependientes es 0. Luego, se veriﬁca que, fuera de un conjunto de
medida P (X1...Xp)-nula, el rango de (X1 . . . XpXp+1) es menor que p + 1 sii Xp+1
pertenece al subespacio X1, . . . , Xp, de dimensio´n p < n. Como mn(H) = 0, para
cualquier hiperplano H de Rn, se concluye que P (rg(X1 . . . Xp+1) ≤ p) = 0.
Se puede demostrar de manera totalmente ana´loga este otro resultado, que queda
como ejercicio.
Teorema 1.27.
Si a ∈ Rn \ {0} y p < n, entonces P (rg(a|X) = p+ 1) = 1.
9Realmente, puede demostrarse (cuestio´n propuesta) que para que la tesis se veriﬁque basta con
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El principal objetivo de la distribucio´n normal matricial es, como se deduce del
teorema 1.21, caracterizar una muestra aleatoria simple correspondiente a una distri-
bucio´n normal multivariante. El supuesto de normalidad multivariante sera´ el punto
de partida de la gran mayor´ıa de me´todos de inferencia a estudiar. De ah´ı la necesidad
de disponer de procedimientos, tanto para contrastar la veracidad de dicho supuesto,
como se vio en la seccio´n anterior, como para obtener un ajuste aproximad al modelo
normal mediante una transformacio´n adecuada de los datos.
En ese sentido, son bien conocidas las transformaciones de Box-Cox que, aunque
se plantean en principio en un contexto univariante, segu´n se ve en el cap´ıtulo 4 del
volumen 1, pueden extenderse sin problemas al caso multivariante. Recordamos que




λ si λ = 0
ln x si λ = 0
Si Y al vector n-dimensional compuesto por la muestra estudiada, el me´todo consiste
en suponer que existe un valor λ de tal forma que el vector de transformaciones
Φ(λ, Y ) sigue una distribucio´n de la forma Nn(µ · 1n, σ2Id), para algu´n µ ∈ R y
σ2 > 0. El valor adecuado de λ se estima por el me´todo de ma´xima verosimilitud, es
decir, se escogera´n los para´metros (es decir, la distribucio´n) λ, µ y σ2 que hagan ma´s
veros´ımil la observacio´n Y . Tras los ca´lculos pertinentes, el problema queda reducido
a encontrar el valor λ que minimice la varianza muestral de los datos transformados.
La extensio´n al caso multivariante es obvia: dados dos vectores p-dimensionales
x = (x1, . . . , xp) y Λ = (λ1, . . . , λp), consideramos la transformacio´n
φM(Λ, x) =
φ(λ1, x1), . . . , φ(λp, xp)
.
Si esta transformacio´n conduce a la p-normalidad de cierta distribucio´n p-dimensional
y X = (x1, . . . , xn) denota una muestra aleatoria simple de taman˜o n de dicha
distribucio´n, entonces la matriz aleatoria n× p deﬁnida mediante
ΦM(Λ, X) =
φM(λ1, x1), . . . , φM(λp, xp)

debe seguir, en virtud del teorema 1.21, una modelo de distribucio´n Nn,p(µ, Id,Σ),
para alguna matriz µ cuyas columnas pertenezcan todas al subespacio 1n y alguna
matriz Σ > 0. La funcio´n de verosimilitud sera´ entonces de la forma
fΛ(X ) = (2π)−np/2|Σ|−n/2 exp

−12tr
(X − µ)Σ−1(X − ν)

.
Puede comprobarse que el valor de Λ que maximiza la funcio´n anterior es el que
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1.3. Distribuciones de Wishart y Hotelling
Se trata de dos distribuciones asociadas a la normal matricial, que viene a ge-
neralizar los modelos χ2 y t de Student al cuadrado. Consideremos en (Rnp,Rnp)
una distribucio´n de probabilidad Nn,p(µ, Id,Σ) y la transformacio´n W que a cada
Y ∈ Mn×p le asigna la matriz Y Y ∈ Mp×p, sime´trica y semideﬁnida positiva. Esta
transformacio´n induce una distribucio´n de probabilidad en dicho conjunto, que se
identiﬁca con un abierto de R p(p+1)2 . Veamos que depende de µ a trave´s, de µµ, es
decir, que si µ1 y µ2 son matrices n× p tales que µ1µ1 = µ2µ2, entonces
(Nn,p(µ1, Id,Σ))W = (Nn,p(µ2, Id,Σ))W .
En efecto, dado el experimento estad´ıstico, Y ∼ Nn,p(µ1, Id,Σ), donde µ es cualquier
matriz n× p y Σ cualquier matriz p× p deﬁnida positiva, se veriﬁca que el grupo de
transformaciones bimedibles G = {gΓ : Γ ∈ On×n} deﬁnidas mediante gΓ(Y ) = ΓY,
lo deja invariante. En virtud del teorema 13.9, el estad´ıstico Y → Y Y y la aplicacio´n
(µ,Σ) → (µµ,Σ) constituyen invariantes maximales para el espacio de observacones
y el de para´metros, respectivamente. Se tiene, por otro lado, que si n ≥ p y δ es una
matriz p×p sime´trica semideﬁnida positiva, existe una matriz µ de dimensiones n×p
tal que δ = µµ (considerar la diagonalizacio´n de δ). Estamos pues en condiciones de
deﬁnir la distribucio´n de Wishart.
Deﬁnicio´n.
Si δ y Σ son matrices p × p semideﬁnidas positivas, la distribucio´n (Nn,p(µ, Id,Σ))W
se denomina distribucio´n de Wishart de para´metros p, n,Σ, δ, donde δ = µµ. Se denota
W ∼ Wp(n,Σ, δ). Si δ = 0, se denota Wp(n,Σ), y si, adema´s, Σ = Id, se denota Wp(n).
Veamos algunas propiedades inmediatas:
(a) E[W ] = nΣ + δ.
Demostracio´n: Consideremos µ = (µ1 . . . µn) ∈ Mn×p tal que δ = µµ,
Yi ∼ Np(µi,Σ), i = 1, . . . , n independientes e Y = (Y1 . . . Yn) ∼ N(µ, Id,Σ).
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(b) Caso univariante: Si p = 1, con Σ = σ2, entonces





(c) Si a ∈ R+, aW ∼Wp(n, aΣ, aδ).
(d) Si A ∈Mk×p, AWA ∼ Wk(n,AΣA, AδA).
Demostracio´n: Basta considerar Y A ∼ Nn×k(µA, Id, AΣA).














Entonces Wii ∼ Wpi(n,Σii, δii), i = 1, 2.
Demostracio´n: Basta descomponer Y = (Y1Y2) y considerar entonces la co-
rrespondiente descomposicio´n de Y Y.
(f) Si W ∼Wp(n,Σ, δ), con n ≥ p y Σ > 0, entonces P (W > 0) = 1, es decir, con
probabilidad 1 tiene sentido hablar de W−1.
Demostracio´n: Es corolario directo del teorema 1.26.
Teorema 1.28.
Sean Y ∼ Nn,p(µ, Id,Σ) y V ⊂ Rn de dimensio´n k. Entonces
Y PV Y ∼ Wp(k,Σ, µPV µ).
Demostracio´n.
Si X ∈Mn×k una base ortonormal de V, X Y ∼ Nk,p(X µ, Id,Σ). Luego, Y XX Y =
Y PV Y ∼Wp(k,Σ, µPV µ).
Antes del siguiente resultado vamos a obtener una serie de lemas previos. El prime-
ro de ellos trata los conceptos de esperanza condicional e independencia condicional.
Lema 1.29. (a) Si E[Y |X] = h ◦ g, entonces E[Y |g ◦X] = h.
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(c) Supongamos que PX << mk y P Y |X=x << mp, para todo x ∈ Rk, donde m
denota la medida de Lebesgue en R. Entonces, P (X,Y ) << mk+p. Se veriﬁcara´, por
tanto, que
dP (X,Y )






La demostracio´n de (a) es obvia. Veamos la de (b):

AX×AY
















P (Y,Z)|X=x(AY × AZ) dPX
= P (X ∈ AX , Y ∈ AY , Z ∈ AZ) .
Se concluye por el teorema de Dynkin.
Probemos por u´ltimo (c): Dado A ∈ Rk+p y x ∈ Rk, deﬁnamos Ax = {y ∈ Rp :
(x, y) ∈ A} ∈ Rp. Si mk+p(A) = 0, entonces Rk mp(Ax) dmk = 0. Luego, existe
N ∈ Rk tal que mk(N) = 0 (y, por lo tanto, PX(N) = 0) y mp(Ax) = 0 (y, en
consecuencia, P Y |X=x(Ax) = 0) si x /∈ N. Entonces, se veriﬁca que P (X,Y )(A) =
Rk P Y |X=x(Ax) dPX = 0.
La propiedad (b) se denomina independencia condicional entre Y y Z dada X. Los
siguientes resultados preparan el terreno para deﬁnir la distribucio´n T 2 de Hotelling.
Lema 1.30.










dondeW11 y Σ11 son matrices q×q, mientras queW22 y Σ22 son matrices p×p. Deﬁnamos
T = W22,
U = W−122 W21,
V = W11 −W12W−122 W21,
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Se veriﬁca entonces
T ∼Wq(n,Σ22), V ∼ Wq(n− p,Σ11·2), U |T ∼ Np,q
Σ−122 Σ21, T−1,Σ11·2
 .
Adema´s, V es independiente de (U, T ).
Demostracio´n.
Consideremos (X1, X2) ∼ Nn,q+p(0, Id,Σ). En ese caso, se tiene que Wij = X iXj,
donde i, j ∈ {1, 2}. La distribucio´n de T = X 2X2 se obtiene pues de forma tri-
vial. Adema´s, U se obtiene mediante (X 2X2)−1X 2X1, mientras que V = X 1(Id −
X2(X 2X2)−1X 2)X1. En virtud del teorema 1.20, sabemos que X1 condicionada a X2
sigue un modelo de distribucio´n Nn,q
X2Σ−122 Σ21, Id,Σ11·2
 . Luego, la distribucio´n de
U condicionada a X2 es Np,q
Σ−122 Σ21, (X 2X2)−1,Σ11·2
 . Por el lema 1.29(a), se tiene
que U condicionada a T sigue un modelo de distribucio´n Np,q
Σ−122 Σ21, T−1,Σ11·2
 .
Teniendo en cuenta que la matriz Id−X2(X 2X2)−1X2 es idempotente de rango n−p
y que, adema´s,
Σ12Σ−122X 2[Id−X2(X 2X2)−1X2]X2Σ−122 Σ21 = 0,
se deduce de (1.7) que V |X2 ∼Wq(n−p,Σ11·2) y, en consecuencia V es independiente
de X2 (y por lo tanto de T ), siguiendo su distribucio´n marginal un modelo Wq(n −
p,Σ11·2). Por otra parte, teniendo en cuenta que
[(X 2X2)−1X 2][Id−X2(X 2X2)−1X2] = 0,
se sigue de la proposicio´n 1.24 y el lema 1.29(a), que
P (U,V )|X2=x2 = PU |X2=x2 × P V |X2=x2
= PU |T=T (x2) × P V |T=T (x2),
es decir, P (U,V )|T = PU |T × P V |T . Entonces, por el lema 1.29(b), se veriﬁca que
P V |(T,U) = P V |T , que, siendo V y T independientes, equivale a la distribucio´n marginal
P V , que se corresponde con el modelo Wq(n − p,Σ11·2). Al no depender de (T, U),
podemos aﬁrmar que V es independiente de (T, U).
Lema 1.31.
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Demostracio´n.
La dividiremos en dos partes:










dondeW11 y Σ11 son matrices 1×1 (nu´meros). Es obvio que y0W−1y0 y y0Σ−1y0
son las componentes (1, 1)-e´simas de las matrices W−1 y Σ−1, respectivamente.
Luego, por el lema 13.6, se tiene que
y0W−1y0 =
W11 −W12W−122 W21
−1 , y0Σ−1y0 =
Σ11 − Σ12Σ−122 Σ21
−1 .
Si se denota
V = W11 −W12W−122 W21, σ211·2 = Σ11 − Σ12Σ−122 Σ21,
entonces se tiene, por el lema 1.30, que






(b) Si y ∈ Rp\{0} cualquiera y A es una matriz p × p invertible cuya primera
columna es y, entonces y = Ay0. Sabemos, por las propiedades generales de
la distribucio´n de Wishart, que A−1W (A)−1 sigue un modelo de distribucio´n








y0 (A−1W (A−1))−1 y0
∼ χ2n−p+1.
El resultado que perseguimos es el siguiente:
Teorema 1.32.
Consideremos un espacio de probabilidad (Ω,A, P ) y dos variables independientes de-
ﬁnidas sobre e´ste, Y ∼ Np(µ,Σ) y W ∼ Wp(n,Σ), donde n ≥ p y Σ > 0. Sea la
variable
F = n− p+ 1p Y
W−1Y.
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Demostracio´n.
Consideremos U = Y Σ−1Y y R = Y Σ−1YY W−1Y . Entonces
U = Σ−1/2Y Σ−1/2Y = Σ−1/2Y 2,
donde Σ−1/2Y ∼ Np(Σ−1/2µ, Id). Por lo tanto,
U ∼ χ2p
µΣ−1µ .
Consideremos, para cada y ∈ Rp, la funcio´n R(y, ·), que asigna a cada matriz W de
dimensiones p× p y deﬁnida positiva el nu´mero real
yΣ−1y
yW−1y .
Se tiene entonces, en virtud de (1.7), que, para cada y ∈ Rp,
PR|Y=y = PW |Y=yR(y,·)
Al ser Y y W independientes, se veriﬁca que PW |Y = PW = Wp(n,Σ). Luego,
aplicando el lema 1.31, se deduce que R|Y = y ∼ χ2n−p+1. Al no depender de y, se
deduce que Y y R son independientes y R ∼ χ2n−p+1. Como U es funcio´n medible de
Y , R y U son independientes. Por lo tanto
U/p









Consideremos Y ∼ Np(µ,Σ) y W ∼ Wp(n,Σ) independientes, con n ≥ p, y sea δ =
µΣ−1µ ∈ R+. En esas condiciones, se dice entonces que el estad´ıstico
nY W−1Y (1.25)
sigue un modelo de distribucio´n T 2-Hotelling de para´metros p, n, δ, denota´ndose
nY W−1Y ∼ T 2p,n(δ)
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Es fa´cil comprobar que, dado δ ∈ R+, existen µ ∈ Rp y Σ > 0 p × p tales que
δ = µΣ−1µ. Por otro lado, el teorema anterior da sentido a esta deﬁnicio´n ya que
garantiza que la distribucio´n de Y W−1Y depende de µ y Σ u´nicamente a trave´s de
δ = µΣ−1µ. Adema´s, y en virtud del mismo resultado, deducimos que la distribucio´n
T 2 no es esencialmente nueva, sino que se trata (salvo una constante) de un modelo






Como veremos en los cap´ıtulos 2 y 4, la distribucio´n T 2 de Hotelling esta´ ligada al
contraste de la media en el modelo Lineal Normal Multivariante, cuando la hipo´te-
sis inicial es un hiperplano del espacio de para´metros, por ejemplo, en el contraste
de una media, en la comparacio´n de las medias de dos distribuciones o en los con-
trastes parciales de los coeﬁcientes de regresio´n. En el caso univariante, todos estos
contrastes se resuelven mediante la distribucio´n t de Student. Teniendo en cuenta
este comentario junto con el teorema 1.3210, podemos entender, si se nos permite el
abuso, la distribucio´n T 2 de Hotelling como una generalizacio´n del cuadrado de la t
de Student al caso multivariante.
Cuestiones propuestas
1. Demostrar el teorema 1.27.
2. En el lema 1.30, podemos obtener W22, W21 y W11 a partir de T, U y V .




W11 0 0 Id
El jacobiano de dicha transformacio´n es |W22|−1.
3. ¿Puede estar una distribucio´nWp dominada por la medida de Lebesgue en Rp2?
4. Conside´rese W ∼ Wp(n, Id), n ≥ p. Prue´bese que admite la siguiente densidad






 , w > 0.
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Nota: Consideremos la aplicacio´n siguiente





w11 w12 . . . w1p
w12 w22 . . . w2p... ... ...
w1p w2p . . . wpp

 .
Lo que se aﬁrma realmente es que
dP φ−1(W )
dm p(p+1)2
(w∗) = f (φ(w∗)) , donde w∗ ∈ R p(p+1)2
Indicacio´n: Si razonamos por induccio´n, el caso p = 1 es trivial, teniendo en













Para demostrar el caso p+1, considerense T, U, V como en el lema 1.30, con q=1.
Te´ngase en cuenta que, segu´n el lema 1.29(c), (T, U, V ) << m p(p+1)2 . Obte´ngase
la funcio´n de densidad fT,U,V (t, u, v) = fT (t)×fU |T=t(u)×fV |(T,U)=(t,u)(v), donde
fT es ya conocida por hipo´tesis de induccio´n. Conside´rese la transformacio´n
propuesta en la cuestio´n 2 y apl´ıquese el teorema del cambio de variables.








 , w > 0.
Indicacio´n: Te´ngase en cuenta que, segu´n el teorema 13.8, existe una matriz
p×p triangular superior C, tal que Σ = CC . Se veriﬁca que, siW ∗ ∼ Wp(n, Id),
entonces W = CW ∗C  ∼ Wp(n,Σ). El resultado se sigue pues del problema 4
teniendo en cuenta el jacobiano de esta transformacio´n inversa es |C|−(p+1).
6. Demostrar que siW1, . . . ,Wk son independientes y distribuidas segu´n un modelo





7. Demostrar que si W ∼ Wp(n,Σ) y w ∈ Mp×p sime´trica, entonces su funcio´n
caracter´ıstica es la siguiente
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Indicacio´n: Conside´rese X1, . . . Xn iid Np(0, Id). Entonces, si X = (X1...Xn),
X ∼ Nn,p(0, Id, Id) y X X ∼ Wp(n). Se veriﬁca:





















(1− 2idk)−1/2 = |Id− 2iD|−n/2 = |Id− 2iIdw|−n/2,
donde w = ΓDΓ, con Γ ortogonal, D = diag(d1, ..., dk), e Yj = ΓXj, j =
1, ..., n. Considerando la transformacio´n R = XΣ1/2 se obtiene el resultado
general.
8. Obtener la funcio´n generatriz de la distribucio´n de Wishart.
Indicacio´n: Teniendo en cuenta que |Σ−1−2w| = |Σ|−1|Id−2Σw| y siguiendo el
esquema anterior, concluir que, si w es una matriz sime´trica tal que Σ−1−2w >
0, entonces gW (w) = |Id− 2Σw|−n/2.
9. Demostrar que para obtener la tesis del teorema 1.26 es suﬁciente que la dis-
tribucio´n de vec(X) este´ dominada por la medida de Lebesgue en Rnp, donde
n ≥ p.
10. Obtener la distribucio´n condicional X1|X2 = x2 de manera ana´loga al teorema
1.20, pero estando la matriz aleatoria descompuesta por ﬁlas.
11. Consideremos una matriz aleatoria X m× r y una matriz T m× r. Entonces,
ϕtr(T X)(t) = ϕX(tT ), para todo t ∈ R.
12. Demostrar que, si X ∼ Nm,r(µ,Γ,Σ) y T ∈Mm×r, entonces
tr(T X) ∼ Ntr(T µ), tr(T ΓTΣ).
13. Demostrar que, si Z = (Zij) matriz aleatoria con valores en Mm×r y µ ∈Mm×r,
donde Zij ∼ N(µij, 1) independientes ∀i, j, entonces tr(Z Z) ∼ χ2mr
tr(µµ).
14. Demostrar que, em las condiciones anteriores,
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15. Demostrar que, en las condiciones anteriores,
trX Γ−1XΣ−1 ∼ χ2mr
tr(µΓ−1µΣ−1).
16. Demostrar que, si W ∼ Wp(n,Σ, δ), entonces tr(Σ−1W ) ∼ χ2np
tr(Σ−1δ).
17. Demostrar que, si W ∼ Wp(n,Σ), entonces |Σ−1W | ∼
p
i=1 Ui, donde Ui sigue
un modelo de distribucio´n χ2n−i+1, i = 1, ..., p, siendo todos independientes.







Aplicar entonces el lema 1.30.
18. Demostrar que E[|W |] = n(n− 1)...(n− p+ 1)|Σ|.
Nota 1(varianza generalizada): Si una distribucio´n multivariante posee ma-
triz de covarianza Σ, se deﬁne su varianza generalizada como |Σ|. Debe en-
tenderse, en cierta forma, como el cuadrado del volumen engendrado por las
distintas componentes del vector aleatorio. Sera´ de utilidad en distintos aspec-
tos del ana´lisis multivariante, por ejemplo, en el contraste de independencia de
las componentes del vector. Segu´n el u´ltimo resultado, bajo las condiciones del
modelo lineal normal multivariante, el estimador insesgado de mı´nima varianza
de |Σ| es (n−1)|S|(n−1)...(n−p) . Tambie´n puede probarse que |Σ| =
p
i=1 σ2i |P |, donde
P denota la matriz de correlaciones. Para un estudio ma´s detallado, consultar
Anderson(1958) y Johnson (1992).
Nota 2 (varianza total): dado un vector aleatorio X con matriz de covarian-
zas Σ, se deﬁne la varianza total como
varT [X] = tr(Σ) (1.26)
. Se hace referencia a este concepto en el cap´ıtulo dedicado al ana´lisis de com-
ponentes principales. Los dos ejercicios siguientes proporcionan un resultado de
intere´s para dicho cap´ıtulo.




E X − c2 = varT [X],
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E X1 − (bX2 + d)2
 = tr Σ11·2, (1.27)
y se alcanza cuando b = β, y d = 0.
Indicacio´n: Conside´rese la proposicio´n 1.5 junto con el ejercicio anterior.
21. Probar que la igualdad (1.27) es va´lida en general (sin suponer normalidad).
Indicacio´n: Ver el Ape´ndice (seccio´n dedicada a Generalidades sobre Proba-











Modelo lineal normal multivariante
En este cap´ıtulo se estudia un modelo estad´ıstico que servira´ de marco general pa-
ra problemas tan importantes como la inferencias acerca de una o varias medias o la
regresio´n lineal multivariantes. Guarda tambie´n una estrecha relacio´n con el ana´lisis
de correlacio´n cano´nica y el ana´lisis discriminante. El modelo lineal normal multi-
variante no es sino una generalizacio´n del modelo lineal normal. Podemos encontrar
un estudio detallado de este u´ltimo en el cap´ıtulo 3 del volumen 1. Reproduciremos
casi por completo la estructura de dicho cap´ıtulo, estudiando los problemas de esti-
macio´n puntual y contraste de hipo´tesis para la media, para acabar con un estudio
asinto´tico del modelo. Los contrastes relativos a la matriz de varianzas-covarianzas
se considerara´n en cap´ıtulos sucesivos, especialmente en el tercero.
No obstante, en el modelo lineal multivariante no podemos hablar en general de un
test comu´nmente aceptado como o´ptimo para resolver el contraste de la media, como
sucediera en el modelo univariante con el denominado test F. De hecho, en la literatura
multivariante se manejan hasta cuatro test distintos (Wilks, Lawley-Hotelling, Roy
y Pillai), cada uno de los cuales se justiﬁca desde un determinado punto de vista,
como veremos a lo largo del cap´ıtulo. Estos cuatro tests poseen como denominador
comu´n el estar todos construidos a partir de ciertos autovalores, que desempen˜an un
papel fundamental en el ana´lisis multivariante, de ah´ı que, siguiendo el esquema de
Arnold (1981), se haya hecho un notable esfuerzo para justiﬁcar su presencia (por no
decir ubicuidad), en virtud de los principios de suﬁciencia e invarianza1. El signiﬁcado
de estos autovalores quedara´ deﬁnitivamente esclarecido en el cap´ıtulo dedicado al
ana´lisis discriminante.
Las distribuciones nulas de los estad´ısticos de Wilks, Lawley-Hotelling, Pillai y












56 CAPI´TULO 2. MODELO LINEAL NORMAL MULTIVARIANTE
Roy son complicadas y no se utilizan en la pra´ctica. En su lugar suelen considerarse
aproximaciones a la distribucio´n F Snedecor o bien las aproximaciones asinto´ticas a
la distribucio´n χ2, en el caso de los tres primeros, y U en el caso de Roy. Lo ma´s
interesante de esta convergencia es que sigue siendo va´lida au´n violando la hipo´tesis
de normalidad multivariante de las observaciones, siempre y cuando se veriﬁque la de-
nominada condicio´n de Huber. Todo ello se expone en la se´ptima seccio´n del cap´ıtulo.
Por u´ltimo, podemos encontrar una breve introduccio´n al contraste generalizado para
la media que sera´ necesaria para abordar el ana´lisis de perﬁles.
El modelo es pues el siguiente: dados v ∈Mn×p, y V ⊂ Rn, se dice v ∈ V cuando
cada uno de sus vectores columnas pertenece a V. Pues bien, un modelo lineal normal
multivariante es una estructura estad´ıstica dada por una matriz aleatoria
Y ∼ Nn,p(µ, Id,Σ), (2.1)
donde n ≥ p, Σ es una matriz p × p deﬁnida positiva y µ es una matriz n × p tal
que µ ∈ V, siendo V un subespacio de Rn de dimensio´n menor que n. Si se denota
Y = (Y1 . . . Yn) y µ = (µ1 . . . µn), se tiene, en virtud del teorema 1.21, que (2.1) es
equivalente a aﬁrmar que
Yi ∼ Np(µi,Σ), i = 1, . . . , n
siendo adema´s independientes entre s´ı. El espacio de para´metros para esta estructura
estad´ıstica es
Θ = {(µ,Σ) : µ ∈ V, Σ > 0}.
No obstante, si X es una matriz n × dimV cuyas columnas constituyen una base del
subespacio V , µ se expresara´ como Xβ, para una u´nica matriz β, de tipo dimV × p.
Con lo cual, el espacio de para´metros ser´ıa
Θx = {(β,Σ) : β ∈MdimV ×p, Σ > 0}.
Esta u´ltima parametrizacio´n del modelo se denomina versio´n coordenada. Abordamos
a continuacio´n los problemas de estimacio´n de los para´metros del modelo y de test
de hipo´tesis sobre la media.
2.1. Estimacio´n
Afrontemos, en primer lugar, el problema de estimar los para´metros µ y Σ. Para
ello, consideremos los estad´ısticos
µˆ = PV Y = X(X X)−1X Y











Estos estimadores son las traducciones al lenguaje matricial de los estimadores natu-
rales del modelo lineal univariante estudiado en el cap´ıtulo 3 del primer volumen.
Teorema 2.1.
Se veriﬁca que µˆ ∼ Nn,p(µ, PV ,Σ) y (n − dimV )Σˆ ∼ Wp(n − dimV ,Σ), y son indepen-
dientes2.
Demostracio´n.
Se deduce del corolario 1.25 que PV Y y Y PV ⊥Y son independientes. Adema´s, te-
niendo en cuenta que PV es idempotente, se veriﬁca que
PV Y ∼ Nn,p(PV µ, PV ,Σ).
Por otro lado,
Y PV ⊥Y ∼ Wp(n− dimV ,Σ, µPV ⊥µ).
Como µ ∈ V, el u´ltimo para´metro es 0.
Teorema 2.2.
El estad´ıstico µˆ, Σˆ es suﬁciente y completo.
Demostracio´n.
La funcio´n de verosimilitud es la siguiente:
L(y, µ,Σ) = 1(2π)pn/2|Σ|n/2 exp

−12tr
Σ−1(y − µ)(y − µ)

.
Sea X ∈Mn×r una base ortonormal de V (luego, PV = XX  y µ = PV µ = XX µ) y
h deﬁnida de la forma





L(y, µ,Σ) = h(µ,Σ) exp

−12tr(Σ
−1Y Y ) + tr(Σ−1µXX Y )

.




∆11 . . . ∆1p... ...
∆1p . . . ∆pp

 , T = Y Y =


T11 . . . T1p... ...
T1p . . . Tpp

 .
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Sea θ = X µΣ−1 ∈ Mr×p, expresa´ndose de la forma θ = (θ1 . . . θr), con θi ∈ Rp
i = 1, . . . , p. Igualmente, sea U = X Y ∈Mr×p, con U = (U1 . . . Ur), donde Ui ∈ Rp,
i = 1, . . . , p. Consideremos entonces los siguientes vectores:






 ∈ Rp, T˜1 = diag(T ),




















Entonces, tr(Σ−1Y Y ) = ∆˜1T˜1 + 2∆˜2T˜2 y tr(Σ−1µXX Y ) = tr(θU) = θ˜U˜ . Consi-

















L(y, µ,Σ) = h(µ,Σ) exp(Q(µ,Σ)) S(y) .
Por lo tanto, estamos hablando de una estructura estad´ıstica de tipo exponencial y,
aplicando el teorema de factorizacio´n de Neyman se deduce que el estad´ıstico S es
suﬁciente. Adema´s, puede comprobarse que el interior de {Q(µ,Σ) : µ ∈ V, Σ > 0}
es distinto del vac´ıo3. En consecuencia, S es completo. Adema´s, podemos encontrar
una biyeccio´n bimedible φ tal que
φ(S) = (µˆ, Σˆ),
de manera que (µˆ, Σˆ) es, igualmente, suﬁciente y completo.
3Te´ngase en cuenta que el conjunto de las matrices p× p sime´tricas se corresponden, de manera
natural, con Rp(p+1)/2, y que el subconjunto de las matrices deﬁnidas positivas (es decir, aquellas
cuyo p-e´simo autovalor es estrictamente positivo) se identiﬁca entonces con un abierto, pues el












EIMV µˆ y Σˆ son los estimadores insesgados de m´ınima varianza de µ y Σ, respectivamente.
Demostracio´n.
Del teorema 2.1 se deduce que
E [µˆ] = µ, E[Σˆ] = Σ.
Adema´s, todas las componentes son de cuadrados sumables4. Luego, aplicando el
teorema 2.2 junto con el de Lehmann-Scheﬀe´, se tiene que
E[µˆ|(µˆ, Σˆ)] ◦ (µˆ, Σˆ) = µˆ
es el EIMV (esencialmente u´nico) de µ. Lo mismo sucede con Σ.




es el estimador de ma´xima verosimilitud de (µ,Σ).
Demostracio´n.
Recordemos que la funcio´n de verosimilitud es
L(y, µ,Σ) = 1(2π)pn/2|Σ|n/2 exp

−12tr
Σ−1(y − µ)(y − µ)

.
Tener en cuenta que y − µˆ = PV ⊥y y, entonces, (y − µˆ)(µˆ− µ) = 0. Por lo tanto, se
tiene que
tr Σ−1(y − µ)(y − µ) = tr Σ−1(y − µˆ)(y − µˆ)+ tr Σ−1(µˆ− µ)(µˆ− µ) .
Puede demostrarse fa´cilmente que el u´ltimo sumando no puede ser negativo. Luego,
para valores de y y Σ ﬁjos, la anterior expresio´n alcanza el mı´nimo (y la funcio´n de
verosimilitud el ma´ximo) cuando µ = µˆ. Pues bien, dado y, busquemos entonces el
valor de Σ que maximiza
L(y, µˆ,Σ) = 1(2π)pn/2|Σ|n/2 exp

−12tr
Σ−1(y − µˆ)(y − µˆ)

.
4Al ser normales univariantes o sumas de productos de normales univariantes, existen los mo-
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Sea A = (y − µˆ)(y − µˆ) = (n− dimV )Σˆ, que sabemos se distribuye segu´n un modelo
Wp(n−dimV ,Σ) y que, por lo tanto, es deﬁnida positiva con probabilidad 1. Aplicando
el teorema 13.11, se tiene que el ma´ximo se alcanza en
Σ = 1nA =
n− dimV
n Σˆ
Recapitulando, tenemos que, dados y, µ y Σ,
L(y, µ,Σ) ≤ L (y, µˆ,Σ) ≤ L

y, µˆ, n− dimVn Σˆ

.
Por cierto, la matriz n−1(n− dimV )Σˆ, que el el EMV de Σ, no es sino la matriz de
varianzas-covarianzas totales muestral SY, segu´n se deﬁne en el Ape´ndice del primer
volumen. Para acabar con el problema de estimacio´n, supongamos que la estructura
estad´ıstica se ha parametrizado mediante la familia Θx, donde X es una base de V ,
es decir, µ = Xβ. En ese caso, se veriﬁca que β = (XX)−1X µ. Se deﬁne entonces un
estimador de β mediante
βˆ = (XX)−1Xµˆ = (XX)−1XY,
con lo cual, se veriﬁcan, trivialmente, las siguientes propiedades:





es suﬁciente y completo.





es el EMV de (β,Σ).
2.2. Contrastes lineales sobre la media
Afrontaremos en esta seccio´n el problema de contraste de hipo´tesis acerca del
para´metro µ. Concretamente, resolveremos problemas del tipo siguiente: dado un
subespacio W ⊂ V, contrastaremos la hipo´tesis inicial H0 : µ ∈ W contra la alterna-
tiva. Por lo tanto, la hipo´tesis inicial viene dada por el subconjunto de para´metros
Θ0 = {(µ,Σ) : µ ∈ W,Σ > 0}. Supondremos que n ≥ p+ dimV . Los tests que propon-
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de invarianza5. El proceso puede descomponerse en tres etapas, al igual que sucediera
en el caso univariante6:
1. Paso a forma cano´nica En primer lugar, aplicaremos a nuestro modelo una
transformacio´n bimedible, basado en un cambio de base de Rn. El objeto del
mismo es estructurar el espacio de para´metros de manera natural en funcio´n
de la hipo´tesis a contrastar. Para ello consideraremos tres matrices X1, X2 y X3,
bases ortonormales de los subespacios ortogonales W , V |W y V ⊥, respectiva-
mente. Sea entonces la transformacio´n bimedible ϕ de Mn×p en s´ı mismo, que









La columna j-e´sima de Z esta´ compuesta por las coordenadas de la columna
j-e´sima de Y respecto a una base ortonormal de Rn, la cual se descompone
a su vez en bases de W , V |W y V ⊥. Si se denota Zi = XiY, νi = Xiµ, para
i = 1, 2, 3, se tiene un nuevo modelo, que denominamos cano´nico, compuesto
por tres matrices aleatorios independientes
Z1 ∼ NdimW ,p(ν1, Id,Σ),
Z2 ∼ NdimV −dimW ,p(ν2, Id,Σ),
Z3 ∼ Nn−dimV ,p(0, Id,Σ).
La familia de distribuciones puede expresarse pues con la ayuda del para´metro
(ν1, ν2,Σ), que recorre el espacio
MdimW×p ×M(dimV −dimW )×p ×M+p×p,
siendo M+p×p el conjunto de las matrices cuadradas de orden p, sime´tricas y
deﬁnidas positivas. La hipo´tesis inicial se traduce entonces en H0 : ν2 = 0.
2. Reduccio´n por suﬁciencia. En virtud del teorema 2.2, el estad´ıstico µˆ, Σˆ





, Σˆ ∝ Z 3Z3,
5Para una introduccio´n a los conceptos de Suﬁciencia e Invarianza, ver el cap´ıtulo prelimianr del
volumen 1. Para un estudio ma´s avanzado de Invarianza y su relacio´n con Suﬁciencia, cf. Lehmann
(1986), cap. 6.
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se veriﬁca que S = (Z1, Z2, Z 3Z3) es, a su vez, un estad´ıstico suﬁciente y com-
pleto respecto al modelo cano´nico. Sabemos que el considerar u´nicamente la
imagen de dicho estad´ıstico, lo cual se denomina reduccio´n por suﬁciencia, no
conlleva pe´rdida alguna de informacio´n en el sentido de Fisher y no afecta, co-
mo veremos ma´s adelante, a la bu´squeda de un test UMP a nivel α. Adema´s,
al ser completo, la reduccio´n por suﬁciencia es ma´xima, esto es, una reduccio´n
ma´s profunda s´ı implicar´ıa pe´rdida de informacio´n referente al para´metro. Las
distribuciones del nuevo modelo reducido podra´n expresarse, igual que en la
fase anterior7, con la ayuda del para´metro (ν1, ν2,Σ). La hipo´tesis a contrastar
sigue siendo ν2 = 0.
Tras estos dos primeros pasos, seguimos contando con un espacio de observa-
ciones demasiado complicado, concretamente
Rp·dimV +p(p+1)/2
Ello nos obliga a nuevas reducciones, que implicara´n pe´rdida de informacio´n.
No obstante, dicha pe´rdida se vera´ justiﬁcada por el principio de Invarianza.
3. Reduccio´n por invarianza. Consideremos el siguiente grupo de transforma-
ciones bimedibles en el modelo cano´nico


















Puede comprobarse fa´cilmente que G deja invariante tanto el modelo como el
problema de contraste de hipo´tesis considerados. Por ello, el Principio de Inva-
rianza propone restringir la bu´squeda de tests a aquellos que sean igualmente
invariantes, y entre e´stos seleccionar el mejor desde algu´n criterio establecido.
En este caso y dado α ∈ (0, 1), intentaremos encontrar el test UMP-invariante
a nivel α.
Dado que previamente hemos efectuado una reduccio´n por suﬁciencia y que
el estad´ıstico suﬁciente S es trivialmente equivariante9 respecto a G, podemos
7Una reduccio´n por suﬁciencia no puede implicar simpliﬁcacio´n alguna en el espacio de para´me-
tros.
8En general, Los te´rminos Om yM∗m denotan, en general, los conjunto de las matrices cuadradas
de orden m y ortogonales, en el primer caso e invertibles en el segundo.
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considerar el grupo de transformaciones GS que G induce de manera natural
sobre el modelo imagen de S y buscar en dicho modelo un test φS UMP-
invariante respecto a GS a nivel α. De conseguirlo, el test φS ◦ S, deﬁnido
sobre el modelo cano´nico, cumplira´ la condicio´n deseada. Vayamos por partes.
En primer lugar, el grupo GS puede descomponerse en la suma de los subgrupos














































Nuestro primer objetivo es encontrar un estad´ıstico invariante maximal respec-
to a GS, as´ı como el correspondiente invariante maximal para el espacio de
para´metros. Aprovechando la descomposicio´n de GS, y dado que los tres gru-
pos satisfacen las propiedades necesarias, dicha bu´squeda se realizara´ en tres
etapas, siguiendo primero el orden 1 → 2 → 3 y, a continuacio´n, siguiendo el
orden 1→ 3→ 2:













Una aplicacio´n G1-invariante maximal (es decir, invariante maximal en el espa-
cio de para´metros) es v1(ν1, ν2,Σ) = (ν2,Σ). Por tanto, la distribucio´n de M1
no depende de ν1. M1 induce dos grupos de transformaciones sobre el espacio
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Adema´s, la aplicacio´n v12(ν2,Σ) = (ν 2ν2,Σ) es G
1
2-invariante maximal. M12 in-











Entonces, el estad´ıstico M123 que asocia a (Z 2Z2, Z 3Z3) las ra´ıces ordenadas
(t1, . . . , tp) 10 del polinomio en t |Z 2Z2 − tZ 3Z3|, es G123 -invariante maximal.
Efectivamente, efecto, es invariante, pues, para todo Λ, las ra´ıces de |Z 2Z2 −
tZ 3Z3| coinciden con las de
|ΛZ 2Z2Λ− tΛZ 3Z3Λ| = |Λ|2|Z 2Z2 − tZ 3Z3|.
Adema´s, es maximal pues, si U1, U2, R1 y R2 son matrices de M+p tales que las
ra´ıces t1, . . . , tp de |U1− tR1| coinciden con las de |U2− tR2|, existen, en virtud








 = C2U2C 2, C1R1C 1 = Id = C2R2C 2.









como quer´ıamos demostrar. Ana´logamente, la aplicacio´n v123 que asigna al para´me-
tro (ν 2ν2,Σ) las ra´ıces ordenadas θ1, . . . , θp del polinomio en θ
|ν 2ν2 − θΣ|,
es G123 -invariante maximal.
(b) Procedamos en distinto orden: tras el primer paso, consideramos el grupo






= Z2(Z 3Z3)−1Z 2.
10En virtud del teorema 13.7, todas son reales y no negativas. Es fa´cil demostrar que el nu´mero
de ra´ıces positivas coincide con el rango de Z2, que, bajo nuestras hipo´tesis es, en virtud del teorema
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En efecto, es trivialmente invariante. Adema´s, si L1, L2 ∈ M(dimV −dimW )×p y










entonces, en virtud del teorema 13.10, existe una matriz B ∈M∗p invertible tal
que L2 = BL1 y R2 = BR1B. Considerando A = B se acaba. Por otro lado, la
aplicacio´n v13(ν2,Σ) = µ2Σ−1ν 2 es G
1
3-invariante maximal. Adema´s. M13 induce




 = ΓZ2(Z 3Z3)−1Z 2Γ.
El estad´ıstico M132 constituido por los autovalores ordenados (t1 . . . , tp−k) de la
matriz11
Z2(Z 3Z3)−1Z 2
es G132 -invariante maximal. En efecto, se tiene que
|ΓZ2(Z 3Z3)−1Z 2Γ − rId| = |ΓZ2(Z 3Z3)−1Z 2Γ − tΓIdΓ|
= |Γ|2|Z2(Z 3Z3)−1Z 2 − tId|.
Por lo tanto, los autovalores de ΓZ2(Z 3Z3)−1Z 2Γ coinciden con los de la matriz
Z2(Z 3Z3)−1Z 2. Luego, M132 es invariante. Por otro lado, si T1 y T2 son matri-
ces sime´tricas semideﬁnidas positivas de orden dimV |W y poseen los mismos
autovalores, t1, . . . , tdimV −dimW , entonces, existen Γ1,Γ2 ∈ OdimV |W tales que
Γ1T1Γ1 = Γ2T2Γ2 =






Considerando Γ = Γ2Γ1 acabamos. Asimismo, la aplicacio´n v132 que asigna a
ν2Σ−1ν 2 los autovalores ordenados (θ1, . . . , θdimV −dimW ) de la matriz ν 2Σ−1ν1,
es G132 -invariante maximal.
De esta forma, los estad´ısticos deﬁnidos sobre el modelo cano´nico
(t1, . . . , tp) = M123 ◦M12 ◦M1 ◦ S,
11Al ser una matriz semideﬁnida positiva, son todos no negativos. El nu´mero de autovalores
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(t1, . . . , tdimV |W ) =M132 ◦M13 ◦M1 ◦ S
son G-invariantes maximales. Veamos que el obtener invariantes maximales
siguiendo dos secuencias distintas permite simpliﬁcar sutilmente el problema.
En lo que sigue, b denotara´ el mı´nimo entre p y dimV |W . Si b = p, se deduce del
teorema 13.7 que t1, . . . , tp > 0, t1, . . . , tp > 0 y tp+1 = . . . = tdimV |W = 0. Por
contra, si b = dimV |W , se tiene que t1, . . . , tdimV |W > 0, t1, . . . , tdimV |W > 0 y
tdimV |W+1 = . . . = tp = 0. Por lo tanto, se deduce de la propia deﬁnicio´n de
estad´ıstico invariante maximal que (t1, . . . , tb) y (t1, . . . , tb) son G-invariantes
maximales. Ana´logamente, las funciones
(θ1, . . . , θb), (θ1, . . . , θb)
son G-invariantes maximales. Consideremos entonces el siguiente resultado:
Lema 2.6.
Sean p, k, r, n ∈ N, tales que n ≥ r + p y k ≤ r, y sean Q ∈ M(dimV −dimW )×p y
R ∈Mp×p deﬁnida positiva. Entonces, si t = 0,
|QQ− tR| = (−t)p−r+k|R| · |QR−1Q − tId|.
Demostracio´n.





















 = |tR−QQ| = (−1)p|QQ− tR|.
Igualando ambos te´rminos se concluye.
Como consecuencia del lema, se tiene que, si t = 0,
|Z 2Z2 − tZ 3Z3| = (−t)p−r+k|Z 3Z3| · |Z2(Z 3Z3)−1Z 2 − tId|.
Entonces, (t1, . . . , tb) y (t1, . . . , tb) coinciden. Lo mismo puede decirse de los
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Teorema 2.7.
El estad´ıstico (t1, . . . , tb), donde b = mı´n{dimV − dimW , p} y los ti’s son las b ra´ıces
positivas ordenadas del polinomio en t |Z 2Z2−tZ 3Z3|, que coinciden con los b autovalores
positivos de la matriz Z2(Z3Z3)−1Z 2, es G-invariante maximal, y su distribucio´n depende
del para´metro (ν1, ν2,Σ) a trave´s de las b primeras ra´ıces ordenadas (θ1, . . . , θb) del
polinomio en θ |ν 2ν2 − θΣ|, que coinciden con los b primeros autovalores de ν2Σ−1ν 2, y
depende de las dimensiones n, p, dimV y dimW a trave´s de p, dimV |W y n− dimV .
Expresando el estad´ıstico y los para´metros en los te´rminos originales, tenemos que
Z 2Z2 = Y X2X 2Y = Y PV |WY, que se denotara´ en lo que sigue por S2. Igualmente,
Z 3Z3 = Y PV ⊥Y, que se denota por S3. As´ı pues, (t1, . . . , tb) son las ra´ıces positivas
ordenadas de |S2 − tS3|, que coinciden con los autovalores positivos de Z2S−13 Z 2, y
constituyen un estad´ıstico invariante maximal12, cuya distribucio´n depende de µ y Σ
a trave´s de (θ1, . . . , θb), que son las b primeras ra´ıces ordenadas de |µPV |Wµ−θΣ| (es
decir, los b primeros autovalores de ν2Σ−1ν 2). As´ı pues, la aplicacio´n del principio de
Invarianza conduce a considerar u´nicamente estad´ısticos de contrastes que sean fun-
ciones de (t1, . . . , tb), cuya distribucio´n,
Nn,p(µ, Id,Σ)
(t1,...,tb) se denotara´ mediante
Pp,dimV |W ,n−dimV (θ1, . . . , θb), siendo θ1 ≥ . . . ≥ θb ≥ 0. Es decir, que el principio de




Pp,dimV |W ,n−dimV (θ) : θ ∈ R+[·]

13,
La hipo´tesis inicial µ ∈ W, equivalente a ν2 = 0, queda reducida a θ = (0, . . . , 0).
En el caso nulo, Pp,dimV |W ,n−dimV es a distribucio´n de las b primeras ra´ıces ordena-
das del polinomio |S2 − tS3|, donde S2 ∼ Wp(dimV |W ,Σ) y S3 ∼ Wp(n − dimV ,Σ),
ambas independientes. Se trata de una distribucio´n continua en Rb cuya funcio´n de
densidad podemos encontrar en Anderson (1958), cap´ıtulo 13 14. Sin embargo, dicha
distribucio´n resulta excesivamente complicada, siendo su uso poco frecuente en la
pra´ctica15.
Hemos de darnos cuenta de que el espacio de observaciones actual es Rb, con lo
que se impone una reduccio´n adicional a las que ya hemos realizado. No obstante,
es importante estudiar previamente el caso ma´s favorable, es decir, b = 1. Dado que
b = mı´n{p, dimV |W}, analizaremos por separado los casos p = 1 y dimV |W = 1.
12Respecto al grupo Gϕ = {g ◦ ϕ : g ∈ G}.
13R+[·] denota el conjunto de los vectores de Rb cuyas componentes son no negativas positivas y
esta´n ordenadas de mayor a menor.
14Asimismo, en Bilodeau (1999) se obtiene la distribucio´n asinto´tica de las ra´ıces cuando los
valores del para´metro son todos distintos.
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1. Caso p = 1: bajo las condiciones del modelo lineal normal univariante, el
estad´ıstico invariante maximal queda reducido a t, que es el autovalor de S2S−13 ,
cuya distribucio´n depende de θ, el autovalor de µPV |WµΣ−1. En este caso, S2
y S3 son nu´meros positivos; concretamente
S2 = Y PV |WY = PV |WY 2, S3 = Y PV ⊥Y = PV ⊥Y 2.
Igualmente, µPV |Wµ = PV |Wµ2 y Σ = σ2. Por lo tanto, el estad´ıstico F
deﬁnido mediante











Se trata pues de contrastar la hipo´tesis inicial θ = 0 contra la alternativa
θ > 0. El experimento estad´ıstico imagen por F posee razo´n de verosimilitud
mono´tona16, luego, se deduce del Lema de Neyman-Pearson que el siguiente
test es uniformemente ma´s potente a nivel α para dicho contraste
F(y) =
 1 si F (y) > FαdimV |W ,n−dimV
0 si F (y) ≤ FαdimV |W ,n−dimV
E´ste es precisamente, el test UMP-invariante a nivel α que se obtiene en el
modelo univariante, como podemos ver en el cap´ıtulo 3 del volumen 1, lo cual
es lo´gico, pues el grupo de transformaciones consideradas en el modelo multi-
variante generaliza las que se consideraron en el modelo univariante. Del test F
sabemos, adema´s, que es insesgado y de razo´n de verosimilitudes.
2. Caso dimV |W = 1: si W es un hiperplano de V , t puede deﬁnirse como el valor
de Z2S−13 Z 2, cuya distribucio´n depende de θ, el valor de ν2Σ−1ν 2. Te´ngase en
cuenta que Z 2 ∼ Np,1(ν 2,Σ, 1) = Np(ν 2,Σ), que S3 ∼ Wp(n − dimV ,Σ) y que
ambas son independientes. Dado que Z2S−13 Z 2 es un nu´mero, coincide con t y,
entonces, el estad´ıstico T 2 deﬁnido mediante T 2(y) = (n − dimV )t(y), sigue un
modelo de distribucio´n T 2p,n−dimV (θ) 17 o, equivalentemente,
n− dimV − p+ 1
p t ∼ Fp,n−dimV −p+1(θ).
16Ver Ape´ndice del volumne1
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Nuevamente, el problema queda reducido a contrastar la hipo´tesis inicial θ = 0
contra θ > 0 en el experimento inducido por T 2. Teniendo en cuenta que dicho
experimento posee razo´n de verosimilitudes mono´tona y aplicando nuevamen-
te el Lema de Neyman-Pearson, se concluye que el test siguiente es UMP-
invariante a nivel α :
T2(y) =

1 si T 2(y) > T 2,αp,n−dimV
0 si T 2(y) ≤ T 2,αp,n−dimV
Este sera´ el caso, por ejemplo, del contraste de una media, del de contraste de
igualdad de dos medias o los contrastes parciales de regresio´n.
Hemos comprobado entonces que en el caso b = 1 las cosas funcionan bastante
bien. Sin embargo, si b > 1 no existe ningu´n test UMP ni UMP-invariante18. Como ya
hemos dicho, en este caso se precisa una reduccio´n adicional. Veremos cuatro opciones
que dara´n lugar a los test de Wilks, Lawley-Hotelling, Roy y Pillay, respectivamente.
A continuacio´n vamos a estudiarlos y justiﬁcarlos uno a uno, partiendo de principios
intuitivos como los de ma´xima verosimilitud, sustitucio´n o unio´n-interseccio´n19.
2.3. Test de Wilks
Veremos en esta seccio´n que el denominado test de Wilks es el de la razo´n de
verosimilitudes a nivel α para contrastar a hipo´tesis inicial H0 : µ ∈ W. Recordemos
que e´ste se deﬁne, en un problema general, considerando el el estad´ıstico de razo´n de
verosimilitudes (siempre que exista y sea medible)
RV (y) = supθ∈Θ0 L(y, θ)supθ∈Θ L(y, θ)
(2.2)
En esas condiciones y de dado α ∈ (0, 1), un test de la forma
φ(y) =
 1 si RV (y) < C
0 si RV (y) ≥ C
donde C es una constante tal que
sup
θ∈Θ0
Pθ(RV < C) = α,
18Cf. Arnold(1981).
19En Pillay (1954) Some new test criteria in multivariate analysis, Ann. Math. Stat. 26, 117-121,
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se denomina de razo´n de verosimilitudes a nivel α. Eso ocurre, en particular, si RV
posee una distribucio´n P ide´ntica para todo los valores de Θ0, y tomamos C = P1−α.
Eso es precisamente lo que ocurre en nuestro caso.
Por otra parte, es un hecho conocido20, que bajo ciertas condiciones de regularidad
(que se veriﬁcan en nuestro caso), el estad´ıstico RV es, salvo en un conjunto nulo,
invariante. Por lo tanto, dicho estad´ıstico debe ser, salvo en un suceso nulo, funcio´n





y sea C1p,dimV |W ,n−dimV su distribucio´n en el caso nulo θ1 = . . . = θb = 0. El test de
Wilks se deﬁne entonces de la siguiente forma:
φ1(y) =
 1 si λ1(y) < C1,1−αp,dimV |W ,n−dimV
0 si λ1(y) ≥ C1,1−αp,dimV |W ,n−dimV
El estad´ıstico λ1 puede expresarse ma´s co´modamente as´ı:
λ1 = |S3||S2 + S3| .
Efectivamente, si aplicamos el lema 2.6 con t = −1, se tiene que
|S2 + S3| = |Z 3Z3| · |Z2(Z 3Z3)−1Z 2 + Id|.
Deno´tese
U = Z2(Z 3Z3)−1Z 2 + Id.
Como sabemos, t1, . . . , tb son los autovalores positivos de la matriz Z2(Z 3Z3)−1Z 2.
Si b = dimV − dimW , no existen ma´s autovalores; en caso contrario, el resto son
nulos. Adema´s, ti es autovalor de Z2(Z 3Z3)−1Z 2 sii 1 + ti lo es de U . Entonces,
si u1, . . . , udimV −dimW denotan los autovalores de U, que es sime´trica, se sigue del







(1 + ti) = λ−11 .
Despejando se obtiene la expresio´n deseada. Veamos entonces que λ1 coincide con
RV :
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Teorema 2.8.
φ1 es el test de razo´n de verosimilitudes.
Demostracio´n.
En este caso se tiene
RV (y) = supµ∈W,Σ>0 L(y, µ,Σ)supµ∈V,Σ>0 L(y, µ,Σ)
.
Respecto al denominador, sabemos que el ma´ximo se alcanza en µˆ, n−dimVn Σˆ
, pues





(y− µˆ) = 1ny
PV ⊥y.
Sustituyendo, se tiene el ma´ximo
n pn2
(2π) pn2 |yPV ⊥y|n2
e − 12tr ( 1n (y−µˆ)(y−µˆ))
−1(y−µˆ)(y−µˆ) = e
− pn2 n pn2
(2π) pn2 |yPV ⊥y|n2
.
Si restringimos el para´metro al caso µ ∈ W, se obtiene, de manera totalmente ana´loga,
el siguiente ma´ximo:
e− pn2 n pn2
(2π) pn2 |yPW⊥y|n2
.












Como la funcio´n que asigna a cada nu´mero positivo x el valor xn/2 es estrictamente
creciente, la relacio´n entre los cuantiles de la distribucio´n P de RV en el caso nulo y






Por lo tanto, λ1 > C1,1−αp,dimV |W ,n−dimV si, y so´lo si, RV > P1−α.
En el caso b = 1 el test de Wilks coincide con el test UMP-invariante propuesto
anteriormente. Como corolario se tiene que dicho test es, adema´s, el de razo´n de
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2.4. Tests de Lawley-Hotelling y Pillay
El desconocimiento del para´metro Σ en el contraste de µ supone un serio inconve-
niente del cual hemos sido v´ıctimas, pues las reducciones por suﬁciencia e invarianza
nos han conducido a una estructura que, salvo en el caso b = 1, no es lo suﬁciente-
mente sencilla. Vamos a comprobar que, si Σ es conocido, podemos llegar, tras aplicar
una reduccio´n por suﬁciencia seguida de otra por invarianza, a un test o´ptimo. En
efecto, vamos a reproducir brevemente el esquema utilizado para la obtencio´n del
estad´ıstico (t1, . . . , tb) aplicado a este caso concreto. El experimento estad´ıstico que-
da, en estas condiciones, parametrizado u´nicamente por la media µ. Tras pasar a la
forma cano´nica, tendremos
Z1 ∼ NdimW ,p(ν1, Id,Σ),
Z2 ∼ NdimV |W ,p(ν2, Id,Σ),
Z3 ∼ Nn−dimV ,p(0, Id,Σ),
siendo la hipo´tesis inicial Θ0 = {ν2 = 0}. Efectuamos entonces el cambio de variables:
w = ZΣ−1/2. Si se denota Wi = ZiΣ−1/2 y ηi = νiΣ−1/2, para i = 1, 2, 3, se obtiene
W1 ∼ NdimW ,p(ν1, Id, Id),
W2 ∼ NdimV |W ,p(ν2, Id, Id),
W3 ∼ Nn−dimV ,p(0, Id, Id),
con hipo´tesis inicial Θ0 = {η2 = 0}. Si transformamos todas las matrices en vectores
mediante el orden de lecturas por ﬁlas vec, se tiene que
vec(W1) ∼ NpdimW (vec(η1), Id) ,
vec(W2) ∼ NpdimV |W (η2, Id),
vec(W3) ∼ Np(n−dimV )(0, Id),
siendo todos independientes entre s´ı. La funcio´n de verosimilitud puede expresarse
mediante:












Teniendo en cuenta que
tr(Wi − ηi)(Wi − ηi)
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es suﬁciente (adema´s es completo). Si consideramos la estructura estad´ıstica inducida
por S, el problema de decisio´n queda invariante ante la accio´n de los dos grupos
siguientes:


















Un estad´ıstico invariante maximal respecto a G1 ⊕G2 es
vec(W2)2 ∼ χ2pdimV |W
vec(η2)2
.
Luego, dado que el experimento estad´ıstico imagen posee razo´n de verosimilitud
mono´tona, estamos en condiciones de aplicar el lema de Neyman-Pearson y concluir
que el siguiente test es UMP-invariante a nivel α :
φ(W) =
 1 si vec(W2)2 > χ2,αpdimV |W
0 si vec(W2)2 ≤ χ2,αpdimV |W
(2.4)
Adema´s,
vec(W2)2 = tr(W 2W2) = tr(Z 2Z2Σ−1) = tr(S2Σ−1),
que sigue, en los te´rminos originales del para´metro, un modelo de distribucio´n
χ2pdimV |W
tr(δΣ−1), δ = µPV |Wµ. (2.5)
Por lo tanto, el test consiste en rechazar la hipo´tesis inicial cuando tr(S2Σ−1) >
χ2,αpdimV |W . Hemos pues encontrado un test que podemos considerar o´ptimo en el caso
Σ conocida. El me´todo de sustitucio´n propone, en este caso, considerar el mismo
estad´ıstico de contraste de dicho test o´ptimo, sustituyendo Σ (desconocido en reali-
dad) por un buen estimador suyo, por ejemplo el EIMV y confrontar el resultado
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Deno´tese por C2p,dimV |W ,n−dimV la distribucio´n de λ2 en el caso nulo. Entonces el test
de Lawley-Hotelling se deﬁne as´ı:
φ2(y) =
 1 si λ2(y) > C2,αp,dimV |W ,n−dimV
0 si λ2(y) ≤ C2,αp,dimV |W ,n−dimV
Teorema 2.9.
El test de Lawley-Hotelling esta´ asociado al me´todo de sustitucio´n por el EIMV.
Demostracio´n.
Se tiene que λ2 =
b
i=1 ti, siendo t1, . . . , tb los autovalores positivos de Z2(Z 3Z3)−1Z 2.
Al ser dicha matriz sime´trica, se veriﬁca
λ2 = tr
Z2(Z 3Z3)−1Z 2
 = tr Z 2Z2(Z 3Z3)−1
 = tr(S2S−13 ).





1 + ti .
Deno´tese por C4p,dimV |W ,n−dimV su distribucio´n en el caso nulo. Entonces, el test de
Pillay a nivel α, se deﬁne as´ı:
φ4(y) =
 1 si λ4(y) > C4,αp,dimV |W ,n−dimV
0 si λ4(y) ≤ C4,αp,dimV |W ,n−dimV
La siguiente expresio´n es ma´s manejable:
Proposicio´n 2.10.
λ4 = tr (S2(S2 + S3)−1)
Demostracio´n.
x es ra´ız no nula del polinomio en t |Z 2Z2 − tZ 3Z3| sii x1+x lo es del polinomio en u
|Z 2Z2 − u(Z 2Z2 + Z 3Z3)|. En virtud del lema 2.6, las ra´ıces no nulas del polinomio
|Z 2Z2 − u(Z 2Z2 + Z 3Z3)| coinciden con las de |Z2(Z 2Z2 + Z 3Z3)−1Z 2 − uId|. Luego,
tr S2(S2 + S3)−1
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La u´nica diferencia entre este test y el de Lawley-Hotelling estriba en que aqu´ı no
se consideran los autovalores originales ti’s sino una transformacio´n de los mismos
mediante la biyeccio´n de [0,+∞] en [0, 1]
f(x) = x1 + x.
Realmente, y en virtud de (5.14), el test de Pillay considera, en vez de los autovalores
originales, los denominadas coeﬁcientes de correlacio´n cano´nica asociados, r21, . . . , r2b





Desgraciadamente y tras consultar la bibliograf´ıa, no estamos en condiciones de
justiﬁcar este test de manera ma´s precisa. El propio art´ıculo en el cual es introducido22
no aporta ningu´n argumento en ese sentido, sino que deja a entrever que se considera
este estad´ıstico en concreto porque la suma (2.6) resulta natural.
2.5. Test de Roy
El test de Roy se basa en a idea de considerar u´nicamente el primer autovalor, t1,
cosa que parece razonable, teniendo en cuenta que la hipo´tesis inicial se corresponde
con el caso θ1 = 0. No obstante, probaremos adema´s que este me´todo se deriva de la
aplicacio´n del principio de unio´n-interseccio´n. Adema´s, guarda una estrecha relacio´n
con el primer vector discriminante, como se comprobara´ en su momento.
As´ı pues, se considera el estad´ıstico λ3 = t1. Si se denota por C3p,dimV |W ,n−dimV
su distribucio´n en el caso nulo, se deﬁne el test de Roy mediante
φ3(y) =
 1 si λ3(y) > C3,αp,dimV |W ,n−dimV
0 si λ3(y) ≤ C3,αp,dimV |W ,n−dimV
Si µ y d son vectores de W y V |W, respectivamente23, entonces dµ = (0, p. . ., 0).
Luego si, adema´s, q ∈ Rp, entonces dµq = 0. Por lo tanto, si µ ∈ V , se veriﬁca la
siguiente equivalencia
∃(d,q) ∈ (V |W )× Rp : dµq = 0⇔ µ /∈ W .
21Los coeﬁcientes de correlacio´n cano´nica se estudiara´n en el cap´ıtulo 6.
22Pillay (1954) Some new test criteria in multivariate analysis, Ann. Math. Stat. 26, 117-121
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Por ello, el denominado me´todo de la unio´n-interseccio´n conduce, en este caso, a
contrastar, para cada par (d,q) ∈ V |W × Rp, la hipo´tesis inicial Hd,q0 : dµq = 0 (el
test correspondiente ira´ ligado a una regio´n de aceptacio´n) y considerar entonces la
interseccio´n de todas las regiones de aceptacio´n obtenidas como regio´n de aceptacio´n
para el contraste H0 : µ ∈ W . El contraste Hd,q0 puede resolverse construyendo un
intervalo de conﬁanza para el nu´mero dµq, de manera que optaremos por la hipo´tesis
inicial cuando el 0 quede dentro del correspondiente intervalo. Luego, el test para
contrastar H0 optara´ por la hipo´tesis inicial cuando el 0 este´ en todos los intervalos
de conﬁanza para dµq, cuando (d,q) recorre V |W × Rp. Hemos de ingeniarnoslas
para que este test tenga el nivel de signiﬁcacio´n α deseado. Para ello, necesitamos
que los intervalos de conﬁanza anteriores constituyan una familia de intervalos de
conﬁanza simulta´neos a nivel 1−α. Deﬁnimos a continuacio´n este concepto, tratado
ya en el cap´ıtulo 2 del primer volumen.
Dado α ∈ (0, 1), una familia de intervalos de conﬁanza a nivel 1−α para V |W×Rp
es una funcio´n que asigna a cada elemento (d,q) ∈ (V |W )×Rp una pareja de funciones
reales (aαd,q, bαd,q) deﬁnidas sobre Mn×p, de tal forma que, para cada distribucio´n P
de la familia (2.1), se veriﬁca
P

y ∈Mn×p : aαd,q(y) ≤ dµq ≤ bαd,q(y),∀(d,q)

= 1− α.
Probaremos a continuacio´n que el test de Roy a nivel α decide la hipo´tesis alter-
nativa para una muestra y concreta si, y so´lo si, existe algu´n par (d,q) ∈ (V |W )×Rp
tal que 0 /∈ aαd,q(y), bαd,q(y)
 . En ese sentido decimos que el test de Roy es consistente
con los intervalos de conﬁanza simulta´neos para V |W × Rp, y por ello, la relacio´n
entre el test de Roy y los intervalos de conﬁanza simulta´neos para V |W × Rp es la
misma que existe entre el test F, los intervalos de conﬁanza simulta´neos de Scheﬀe´,
estudiado en el modelo lineal univariante.
Un comentario previo: C3p,dimV |W ,n−dimV se ha deﬁnido como la distribucio´n de la
primera ra´ız de |S2−tS3| en el caso nulo. En esa situacio´n, S2 y S3 son independientes
y siguen distribuciones Wp(dimV − dimW ,Σ) y Wp(n− dimV ,Σ), respectivamente. Si s
denota la primera ra´ız del polinomio en x
(µˆ− µ)PV |W (µˆ− µ)− x(n− dimV )Σˆ
 ,
se tiene que la distribucio´n de s, supuesto que µ ∈ V y Σ > 0, es C3p,dimV |W ,n−dimV ,
dado que, en ese caso,
(y − µ)PV |W (y − µ) ∼ Wp(dimV − dimW ,Σ),
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siendo ambas variables independientes y, adema´s,
y − µ = (y − µˆ) + (µˆ− µ) ,
perteneciendo el primer sumando a V ⊥. Vamos a buscar una expresio´n alternativa
para el estad´ıstico s. El primer resultado es consecuencia directa de la desigualdad
de Cauchy-Schwarz:
Lema 2.11.










(n− dimV )d2qΣˆq .
Demostracio´n.
Por el teorema 13.7 se tiene que
s = sup
q∈Rp\{0}
q(µˆ− µ)PV |W (µˆ− µ)q
(n− dimV )qΣˆq = supq∈Rp\{0}
PV |W (µˆ− µ)q2
(n− dimV )qΣˆq .
Aplicando el lema anterior se concluye.
Teorema 2.13.
Dado Sea α ∈ (0, 1), la pareja de funciones siguiente, construida para cada par (d,q) ∈




(n− dimV )C3,αp,dimV |W ,n−dimV d2qΣˆq
bαd,q(y) = dµˆq+

(n− dimV )C3,αp,dimV |W ,n−dimV d2qΣˆq
Demostracio´n.
Podemos suponer, sin pe´rdida de generalidad, que d,q = 0. Si µ ∈ V y Σ > 0, se
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(n− dimV )C3,αd2qΣˆq, ∀(d,q)

= Ps ≤ C3,α = 1− α.
Dado que t1 es, por deﬁnicio´n, la primera ra´ız del polinomio en t
p(t) =
yPV |Wy− t(n− dimV )Σˆ
 ,
que coincide con |µˆPV |W µˆ− t(n− dimV )Σˆ|. Se veriﬁca, por un razonamiento comple-




(n− dimV )d2qΣˆq .
Entonces, si φ3 es el test de Roy a nivel α, se tiene que φ3 toma el valor 0 si, y so´lo
si,
(dµˆq)2 ≤ (n− dimV )C3,αd2qΣˆq, ∀(d,q).
La segunda proposicio´n equivale a aﬁrmar que 0 ∈ dµˆq±

(n− dimV )C3,αd2qΣˆq.
En conclusio´n, se tiene que φ3 = 1, es decir, se decide que µ /∈ W si, y solo si, existe
un par (d,q) tal que 0 /∈ aαd,q(y), bαd,q(y)
 . Luego, efectivamente, el test de Roy es
consistente con los intervalos de conﬁanza simulta´neos para V |W × Rp. De manera
ana´loga (cuestio´n propuesta), podemos construir, basa´ndonos en la distribucio´n nula
del primer autovalor, una familia de elipsoides de conﬁanza simulta´neos para V |W ,
de manera que el test de Roy es tambie´n consistente con los mismos.
2.6. Estudio Asinto´tico del Modelo
En esta seccio´n estudiaremos el comportamiento de los estimadores y tests de
hipo´tesis considerados hasta el momento a medida que el taman˜o de la muestra, n,
converge a inﬁnito. Una de las ventajas que reportara´ este estudio sera´ la de poder
sustituir los las distribuciones Cip,dimV |W ,n−dimV , i = 1, 2, 3, 4, por la χ2pdimV |W , siem-
pre y cuando la muestra sea los suﬁcientemente grande. Veremos tambie´n que estos
sucede incluso prescindiendo del supuesto de p-normalidad. Aunque damos por cono-
cidos los elementos y resultados fundamentales de la teor´ıa asinto´tica, exponemos a
continuacio´n las deﬁniciones de convergencias probabilidad y en distribucio´n, as´ı co-
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puede recabar informacio´n sobre el tema en cualquier referencia cla´sica sobre Pro-
babilidad24. Tambie´n puede encontrar un breve resumen en el Ape´ndice del primer
volumen.
Sean (Xn)n∈N y X variables aleatorias de (Ω,A, P ) en Rp. Se dice que (Xn)n
converge en probabilidad X (se denota Xn P−→ X) cuando para todo ε > 0, P (Xn−
X) > ) converge a 0. Si (Pn)n∈N y P0 son probabilidades sobre (Rp,Rp), se dice
que (Pn)n converge en distribucio´n a P0, en cuyo caso se denota Pn d→ P0, cuando
EPn(f) converge a EP0(f), para toda funcio´n f de Rp en R medible y continua P0-c.s.
y acotada. Se dice que (Xn)n converge en distribucio´n a X cuando
PXnn converge
en distribucio´n a PX .
Teorema 2.14. (i) La convergencia en distribucio´n equivale a la convergencia de las
respectivas funciones caracter´ısticas en todo punto de Rp.
(ii) Si p = 1, la convergencia en distribucio´n de (Xn)n a X equivale a la convergencia
de las respectivas funciones de distribucio´n Fn a la funcio´n de distribucio´n de X en
cada punto de continuidad de esta u´ltima. En ese caso, si, adema´s, Fn es continua,
para cada n ∈ N 25, se da tambie´n una convergencia entre las funciones inversas.
(iii) La convergencia en probabilidad implica convergencia en distribucio´n.
(iv) Si dos sucesiones de variables aleatorias convergen en probabilidad a sendas cons-
tantes, las sucesiones de las sumas y productos convergen, respectivamente, a la
suma y producto de dichas constantes.
(v) La convergencia en distribucio´n a una constante implica convergencia en probabi-
lidad.
(vi) Si f ∈ C(Rp) y (Xn)n converge en distribucio´n a X, (f(Xn))n converge en
distribucio´n a f(X).
(vii) Si f es continua en a y (Xn)n converge en distribucio´n a una constante a, (f(Xn))n
converge en distribucio´n a f(a).
(viii) Si (Xn)n, (Un)n y (Vn)n convergen en distribucio´n a X, a (cte.) y 1, respectiva-
mente,
(a) Xn + Un d→ X + a.
24Ver, por ejemplo Billingsley (1986) o Ash (1972).
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(b) Xn · Un d→ aX
(c) XnVn
d→ X
(ix) Si (Pn)n y (Qn)n convergen en distribucio´n a P y Q, respectivamente, (Pn×Qn)n
converge en distribucio´n a P ×Q.
Hasta ahora hemos trabajado con modelos en el cual el te´rmino n es ﬁjo. Es lo
que se denomina Modelo Exacto. Teniendo en cuenta que la Teor´ıa Asinto´tica tiene
como objeto estudiar la evolucio´n de los distintos estimadores y tests de hipo´tesis
en funcio´n de n, es necesario construir un nuevo modelo, denominado As´ınto´tico,
que, por as´ı decirlo, englobe todos los experimentos exactos. En nuestro caso se
deﬁnir´ıa com sigue. Dada una sucesio´n (Vn)n∈N de subespacios v-dimensionales de
Rn, respectivamente, consideraremos el experimento estad´ıstico constituido por una
sucesio´n (Zi)i∈N de vectores aleatorios que se descomponen de la siguiente forma
Zi = µ(i) + fi, i ∈ N,
donde µ(i) ∈ Rp y (fi)i∈N es una secuencia de vectores aleatorios p-dimensionales inde-
pendientes e ide´nticamente distribuidas con media 0 y matriz e varianzas-covarianzas
Σ > 0, y de tal forma que, para cada n ∈ N, la matriz µn = (µ(1), . . . , µ(n)) pertenece
al subespacio Vn. De esta forma, si se denota Yn = (Z1, . . . , Zn) y en = (f1, . . . , fn),
tendremos
Yn = µn + en, µn ∈ Vn, en ∼ Pn,
siendo Pn el conjunto de las matriz aleatorias n × p cuyas ﬁlas constituyen vecto-
res aleatorios independientes, de media 0 y matriz de varianzas-covarianzas comu´n
y deﬁnida positiva. No´tese que, para cada n ∈ N, tenemos un Modelo Exacto en
dimensio´n n, en el cual tiene sentido hablar de los estimadores
µˆn = PVnYn, Σˆn = (n− v)−1Y nPV ⊥n Yn.
Si admitie´ramos la normalidad de la distribucio´n de f1, estar´ıamos hablando de un
modelo lineal normal multivariante. As´ı mismo y en lo que respecta al problema
de contraste de hipo´tesis, si consideramos una secuencia (Wn)n∈N de subespacios w-
dimensionales de (Vn)n∈N, respectivamente, tendra´ sentido hablar, para cada n ∈ N,
del las ra´ıces positivas t1(n), . . . , tb(n) del polinomio pn(t) = |S2(n) − tS3(n)|, donde
S2(n) = Y nPVn|WnYn, S3(n) = Y nPV ⊥n Yn y b = mı´n{v − w, p}. S2(n) y S3(n) puedenexpresarse, al igual que en a seccio´n 2, mediante Z2(n)Z2(n) y Z3(n)Z3(n), respecti-
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matriz Z2(n)S3(n)−1Z2(n). El te´rmino δ(n) denotara´ la matriz µ(n)PVn|Wnµ(n). Por














1 + ti(n) .
No´tese que, al contrario de lo que sucede en el modelo lineal normal exacto, el
modelo lineal asinto´tico no queda parametrizado por un vector media, µ, y una matriz
de varianzas-covarianzas Σ. Si acaso, podr´ıamos hablar de una sucesio´n de medias
(µn)n∈N y una matriz Σ. Por ello, tiene aqu´ı sentido hablar de una secuencia de
estimadores consistente para Σ, pero no para µ. Este problema, que afecta al estudio
de Estimacio´n, podr´ıa resolverse si considera´ramos el modelo asinto´tico que resulta
de imponer a (µn)n∈N la siguiente restriccio´n: suponer que existe una sucesio´n (Xn)n∈N
de bases de (Vn)n∈N, de manera que (µn)n∈N veriﬁca
∃β ∈Mv×p : µn = Xnβ, ∀n ∈ N. (2.7)
De esta forma, s´ı tendr´ıa sentido hablar de una secuencia de estimadores consistente
para β. Consideremos, concretamente, la secuencia deﬁnida mediante
βˆn = (XnXn)−1XnYn, n ∈ N.
Hagamos a continuacio´n un inciso sobre una cuestio´n de cara´cter matricial. Dada
una matriz (se admiten vectores) A ∈ Mm×k, de componentes aij, se deﬁne m(A)
como ma´xi,j |aij|. Si A es una matriz cuadrada de orden m, sime´trica y semi deﬁnida
positiva, existe, en virtud del teorema 13.5, una matriz B con las misma dimensio-
nes tales que A = BB. Teniendo en cuenta este hecho junto con la desigualdad de
Cauchy-Swartz, de puede probar que m(A) = ma´xi |aii|. Tambie´n se veriﬁca, trivial-
mente, que si A ∈Mm×k y B ∈Mk×r,
m(AB) ≤ km(A)m(B), (m(A))2 ≤ m(AA). (2.8)
Teniendo en cuenta (2.8) junto con el teorema 13.4, se deduce que, si A es una matriz
sime´trica de orden k y D es la matriz diagonal constituida por sus autovalores,
entonces
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En primer lugar probaremos que la secuencias de estimadores (βˆn)n∈N y es consis-
tentes. Ma´s adelante se probara´ lo mismo para el estimador de Σ. No´tese que, hasta
el momento, se ha prescindido del supuesto de normalidad.
Teorema 2.15.
Si se veriﬁca (2.7) y m(XnXn)→∞, la secuencia (βˆn)n∈N es consistente.
Demostracio´n.









= (XnXn)−1 ⊗ Σ, ∀n ∈ N.
Por lo tanto, dado ε > 0, se sigue de la Desigualdad de Chebyshev que
Pvec(βˆn)− vec(β)
 > ε ≤
√p · v ·m(Σ) ·m((XnXn)−1)
ε .
SeaDn la matriz diagonal de los autovalores de XnXn, para cada n ∈ N. Por el teorema
13.4, la matriz de los autovalores de (XnXn)−1 sera´ D−1n . Luego, teniendo en cuenta
(2.9), se veriﬁca que m((XnXn)−1)→ 0, lo cual concluye la prueba.
La astucia de Cramer-Wold permite probar la convergencia a la distribucio´n nor-
mal multivariante a partir de las convergencias a la normal univariante de cualquier
proyeccio´n. El resultado se extiende de manera natural al caso matricial.
Teorema 2.16.
Una secuencias (Xn)n∈N de matrices aleatorias de dimensiones m×q converge a la distri-




converge en distribucio´n a Ntr(Aθ), tr(AΞ, AΣ).
Demostracio´n.
La primera implicacio´n se sigue del problema 12 del cap´ıtulo 1 junto con el teorema
2.14-(vi). El rec´ıproco se obtiene valorando las funciones caracter´ısticas de la secuenciatr(AXn)

n en el punto t = 1 y aplicando el teorema 2.14-(i).
En el cap´ıtulo 3 del primer volumen se realiza una adaptacio´n del Teorema L´ımite
Central, versio´n de Lidemberg-Feller, al estudio asinto´tico del modelo lineal univa-
riante. Veamos una extensio´n natural de dicho resultado al caso multivariante.
Teorema 2.17.
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mente, y tales que tr(AnΣAn) = 1, para todo n ∈ N y m(An)→ 0, entonces
tr(Anen) d−→ N(0, 1).
Demostracio´n.
Si, para cada n ∈ N, se denota mn = m(AnΣAn), se deduce de (2.8) que mn ≤
p2m(Σ)m(An)2 y, por lo tanto, converge a 0. Consideremos la descomposicio´n An =
(an1, . . . , ann) y seaXni = anifi, , para cada i = 1, . . . , n. De esta forma, se veriﬁca que
tr(Anen) =
n
i=1Xni, siendo todas las variables Xni, i = 1, . . . , n, independientes,







aniΣ ani = tr(AnΣAn) = 1.







Si demostramos que (Cn)n∈N converge a 0, estaremos en las condiciones del Teorema
de Lindemberg-Feller, por lo quedara´ probada la tesis. Efectivamente, podemos expre-
sar X2ni mediante [(Σ1/2ani)(Σ−1/2fi)]2. Luego, de la desigualdad de Cauchy-Swartz
se sigue que X2ni ≤ (aniΣ ani)(f iΣ−1fi), para todo i = 1, . . . , n. En consecuencia, si
se denota a U = f1Σ−1f1, se veriﬁca
0 ≤ Cn ≤ E[UIε2/mn(U)].
Dado que, en todo caso U · Iε2/mn(U), siendo e´sta una funcio´n cuya integralvale p 26,




El integrando del segundo te´rmino converge puntualmente a 0, pues mn → 0. Por lo
tanto, (Cn)n converge igualmente a 0.
Lema 2.18.
Sea (Γn)n∈N una secuencia de matrices de dimensio´n n × u, respectivamente, tales que
ΓnΓn = Id, para todo n ∈ N, y m(ΓnΓn)→ 0. Entonces Γnen converge en distribucio´n
a Nu,p(0, Id,Σ).
26Esto se deduce del hecho de que, si X es un vector aleatorio m-dimensional de cuadrado inte-
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Demostracio´n.
En virtud del teorema 2.17, la tesis equivale a que, para cada matriz A ∈ Mu×p,
se veriﬁque que tr(AΓnen) converja en distribucio´n a N
0, tr(AΣA). Si se deﬁne
An = [tr(AΣA)]−1/2ΓnA, se tiene que
[tr(AΣA)]−1/2tr(AΓnen) = tr(Anen), tr(AnΣAn) = 1.
Adema´s, se sigue de (2.8) que
m(An) ≤ p[tr(AΣA)]−1/2m(A)m(ΓnΓn)1/2,
que converge a 0. Luego, por el teorema anterior, se concluye.
De este resultado se sigue un interesante corolario para el estimador de β cuando
no se supone normalidad.
Teorema 2.19.




 d−→ Nv(0, Id,Σ).
Demostracio´n.
Si, para cada n ∈ N, consideramos la matriz Γn = Xn(XnXn)−1/2, entonces (Γn)n∈N
satisface las hipo´tesis del lema anterior con u = v. En consecuencia Γnen converge en
distribucio´n a Nv,p(0, Id,Σ). Teniendo en cuenta que
βˆn − β = (XnXn)−1Xn(Yn − µn),
se deuce que (XnXn)1/2
βˆn − β
 = Γnen, lo cual acaba la prueba.
No´tese que, del teorema anterior se sigue que, para n suﬁcientemente grande, el es-
timador de β sigue aproximadamente un modelo de distribucio´n Nv
β, (XnXn)−1,Σ
.
En ese sentido podemos decir que el la proposicio´n (i) del teorema 2.5 es asinto´tica-
mente va´lida aunque no se veriﬁque el supuesto de normalidad, siempre y cuando se
satisfaga la condicio´n (2.10). Veamos otro corolario del anterior lema.
Corolario 2.20.
Si (En)n es una secuencia de subespacios k-dimensionales de Rn, respectivamente, tales










2.6. ESTUDIO ASINTO´TICO DEL MODELO 85
Demostracio´n.
basta considera una base ortonormal de cada subespacio y aplicar el lema 2.18 junto
cone el teorema 2.14-(vi).
Corolario 2.21.




En primer lugar, m(PVn|Wn) → 0, pues Wn ⊂ Vn, para todo n ∈ N. Adema´s, como
µn ∈ Wn, se tiene que que S2(n) = enPVn|Wnen, para todo n ∈ N. Luego, del corolario
anterior junto con el problema 16 del cap´ıtulo 1, se sigue la tesis.
Estamos en condiciones de determinar condiciones que garanticen la consistencia
del estimador de Σ.
Teorema 2.22.
Si se veriﬁca la condicio´n
m(PVn)→ 0, (2.11)
la secuencia de estimadores (Σˆn)n∈N es consistente.
Demostracio´n.




















y teniendo en cuenta que E[fif i ] = Σ, para todo i ∈ N, se sigue de la Ley De´bil
de los Grandes Nu´meros que n−1enen converge en probabilidad a Σ. Por otra parte,
sabemos por el corolario 2.20 que enPVnen d→ Wp(v,Σ). Luego, pr el teorema 2.14-
(viii), se deduce que n−1enPVnen P→ 0, con lo cual se concluye.
Denotense por s1(n), . . . , sb(n) las ra´ıces positivas ordenadas del polinomio qn(s) =
|S2(n)− sΣ|. Dada una matriz R p× p semideﬁnida positiva y dos matrices U, V de
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polinomio p1(x) = |R − xU | 27, y ri(R,U, V ) como la i-e´sima ra´ız del polinomio
p2(x) = |R − xV | 28, para i = 1, . . . , b. Se deﬁne entonces, para i = 1, . . . , b, las
funciones hi = qi − ri, que son continuas. Se veriﬁca entonces:
Teorema 2.23.
Si se veriﬁca a condicio´n (2.11) y µ(n) ∈ Wn, para todo n ∈ N, entonces,
(n− v)ti(n)− si(n) P−→ 0, ∀i = 1, . . . , b. (2.12)
Demostracio´n.
En primer lugar, dado que PVn|Wn ≤ PVn , se veriﬁca que m(PVn|Wn) → 0. Adema´s,
dado que µ(n) ∈ Wn, se tiene que enPVn|Wnen = S2(n). Luego, aplicando el corolario
2.20 por una parte y el teorema 2.22 por otra, se tiene que
S2(n) d−→ Wp(v− w,Σ), 1n− vS3(n)
P−→ Σ.
Dado que (n − v)ti(n) = qi
S2(n), 1n−vS3(n),Σ
 y si(n) = ri
S2(n), 1n−vS3(n),Σ
, se
veriﬁca que (n − v)ti(n) − si(n) = hi
S2(n), 1n−vS3(n),Σ
 y, en virtud del teorema
2.14(ix)+(vii)+(v),
(n− v)ti(n)− si(n) P−→ hi (Wp(v− w,Σ),Σ,Σ) = 0,
lo cual acaba la prueba.
Hasta ahora hemos supuesto que (fi)i∈N es una muestra aleatoria simple inﬁnita
correspondiente a una distribucio´n p-dimensional, cuyas componentes poseen media
0 y cuadrado integrable. En el caso p-normal, los estimadores considerados son de
ma´xima verosimilitud, lo cual conﬁere una excelente justiﬁcacio´n desde el punto de
vista asinto´tico. Lo mismo puede decirse del test de Wilks. No obstante, veamos cua´l
es la distribucio´n asinto´tica de los cuatro tests considerados para el contraste de la
media. Empezaremos obteniendo un resultado ligeramente ma´s preciso que el del
teorema anterior. En lo que sigue, distinguiremos entre las dos hipo´tesis siguientes:
m(Vn)→ 0, µ(n) ∈Wn, ∀n ∈ N. (2.13)
f1 Normal, δ(n) = δ, ∀n ∈ N. (2.14)
No´tese que la hipo´tesis µ(n) ∈ Wn equivale a δ(n) = 0. Por lo tanto, la segunda
proposicio´n de la hipo´tesis (2.13) puede expresarse mediante δ(n) = δ, para todo
n ∈ N con δ = 0.















La demostracio´n es completamente ana´loga a la del teorema anterior, con la salvedad
de que S2(n) sigue, en todo caso, una distribucio´n Wp(v − w,Σ, δ). Por lo tanto, se
veriﬁca, para todo i = 1, . . . , b, que
(n− v)ti(n)− si(n) P−→ hi (Wp(v− w,Σ, δ),Σ,Σ) ,
que sigue siendo igual a 0.
Deﬁnamos una nueva distribucio´n: dados m,n ∈ N, y η ∈ Mn×n semideﬁnida
positiva, respectivamente, se deﬁne U in,m(η), para cada i = 1, . . . ,mı´n{n,m}, como la
distribucio´n del i-e´simo autovalor de una matriz aleatoria n×n que sigue un modelo
de distribucio´n Wn
m, Id, η. En el caso η = 0 se denotara´ U in,m. Por lo tanto, se
deduce del problema 16 del cap´ıtulo 1, que, tanto (2.13) como (2.14) implican
si(n) d−→ U ip,v−w(η), ∀i = 1, . . . , b, (2.15)
con η = Σ−1/2δΣ−1/2. En el caso (2.13), se veriﬁca, en particular,
si(n) d−→ U ip,v−w, i = 1, . . . , b. (2.16)
Lema 2.25.
Tanto (2.13) como (2.14) implican las siguientes proposiciones:
(i) (n− v)λ2(n)− tr (S2(n)Σ−1) P−→ 0
(ii) (n− v)λ4(n)− tr (S2(n)Σ−1) P−→ 0
(iii) −(n− v) log λ1(n)− tr (S2(n)Σ−1) P−→ 0
Demostracio´n.
(i) Se veriﬁca que
(n− v)λ2(n)− tr
S2(n)Σ−1
 = (n− v)λ2(n)− tr
Z2(n)Σ−1Z2(n)
 ,
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Este te´rmino convergen probabilida a 0, por hipo´tesis.
(ii) Se veriﬁca que
(n− v)ti(n)− U ip,v−w(η) = [(n− v)ti(n)− si(n)]− [U ip,v−w(η)− si(n)] 29.
Luego, teniendo en cuenta el lema 2.23, junto con (2.15) y el teorema 2.14, se sigue
que (n−v)ti(n) d→ U ip,v−w(η). Luego, aplicando nuevamente el teorema 2.14, se deduce
que ti(n) converge en probabilidad a 0 y, en consecuencia, 1 + ti(n) P→ 1. Tambie´n se











1 + ti(n) ,
se concluye, pues, en virtud del teorema 2.14-(viii), el segundo te´rmino converge en
probabilidad a 0.
(iii) Veamos una cuestiones previas. Por un desarrollo de Taylor en 0, se tiene que
log(1 + x) = x− 12(1 + h)−2x2, con 0 ≤ h ≤ x. Supongamos que Un




1 + Un + Vnn− v

− Un = Vn − 1(1 +Hn)2
(Un + Vn)2
n− v ,
donde 0 ≤ Hn ≤ (n − v)−1(Un + Vn) Por su parte, (n − v)−1(Un + Vn) P→ 0. Luego,




1 + Un + Vnn− v

− Un P−→ 0. (2.17)
Pues bien, teniendo en cuenta el lema 2.23 junto con (2.15), consideremos Un = si(n),
F = U ip,v−w(η) y Vn = (n− v)ti(n)− si(n). Se sigue entonces de (2.17) que
(n− v) log(1 + ti(n))− si(n) P−→ 0.
Teniendo en cuenta que





[(n− v) log(1 + ti(n))− si(n)] ,
se concluye.
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Teorema 2.26.
Supongamos que se satisface (2.13) o (2.14). Entonces,se veriﬁca:
(i) Las secuencias −(n − v) log λ1(n), (n − v)λ2(n) y (n − v)λ4(n) convergen en
distribucio´n a χ2p(v−w) (tr(δΣ−1)) , con δ = 0 en el caso (2.13).
(ii) Si δ = 0, (n− v)λ3(n) converge en distribucio´n a U1p,v−w.
Demostracio´n.
(i) Lo probaremos u´nicamente para λ1, pues en el caso de λ2 y λ4 el razonamiento es
completamente ana´logo. Consideremos la siguiente descomposicio´n:
−(n− v) log λ1(n) =
− (n− v) log λ1(n)− tr
S2(n)Σ−1
 + tr S2(n)Σ−1
 .
En virtud del lema anterior, el primer sumando converge a 0 en probabilidad y, por
tanto, en distribucio´n. La distribucio´n del segundo es, bajo las condiciones de (2.14),
la que corresponde a la traza de una matriz aleatoria p × p siguiendo un modelo de
distribucio´n Wp

v−w, Id,Σ−1/2δΣ−1/2. Teniendo en cuenta de nuevo el problema 16
del cap´ıtulo 1, sabemos que se trata de la distribucio´n χ2p(v−w)
tr(δΣ−1). Aplicando
el teorema 2.14(viii) se concluye. Por otra parte, bajo las condiciones de (2.13), la
tesis se sigue del corolario 2.21.
(ii) Se sigue directamente de (2.16).
Recordemos que en la seccio´n dedicada al test de Lawley-Hotelling se obtuvo un
test UMP-invariante en el caso de que Σ fuese conocida. Bajo las condiciones de
(2.14), la misma funcio´n potencia asinto´tica es igual a la funcio´n potencia exacta de
dicho test o´ptimo. Adema´s, dado que el test de Wilks es, bajo la hipo´tesis (2.14), el
test de razo´n de verosimilitudes, la convergencia a la distribucio´n χ2p,v−w en el caso
normal y nulo podr´ıa haberse deducido directamente de las propiedades del mismo.
Por otra parte, te´ngase en cuenta que, si se veriﬁca la condicio´n (2.11), la distri-
bucio´n asinto´tica de los estad´ısticos de contraste correspondientes los test de Wilks,
Lawlley-Hotelling, Roy y Pillay son iguales a las que corresponder´ıa el caso de que
f1 fuera normal. Por lo tanto, hemos probado el siguiente resultado:
Corolario 2.27.
Si se veriﬁca la condicio´n (2.11), los test de Wilks, Lawlley-Hotelling, Roy y Pillay son
asinto´ticamente va´lidos.
Que sean asinto´ticamente va´lidos signiﬁca que el l´ımite cuando el taman˜o de
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principio para el test, y estamos aﬁrmando que esto es cierto aunque no se satisfaga
el supuesto de p-normalidad. Es decir, que si el taman˜o de muestra es suﬁcientemente
grande, el nivel de signiﬁcacio´n del test sera´ aproximadamente correcto. En deﬁnitiva,
del los teoremas 2.15, 2.19 y 2.22, junto con el corolario 2.27, que todos los me´todos
de Inferencias considerados en este cap´ıtulo son asinto´ticamente va´lidos aunque no se
veriﬁque la normalidad. No obstante, recordemos que lo dicho se veriﬁca cuando se
satisface la condicio´n (2.11) o, equivalentemente en el modelo con coordenadas, (2.10).
Esta hipo´tesis, que ya aparecio´ en el studio asinto´tico del modelo lineal univariante,
se conoce como condicio´n de Huber, y puede considerarse como una traduccio´n de la
condicio´n de Lindemberg al caso del modelo lineal. En Arnold (1981), pp. 144, 145 y
146, podemos encontrar diversos comentarios sobre la misma. Se tiene, por ejemplo,
que en un disen˜o completamente aleatorizado del ana´lisis de la varianza, la condicio´n
de Huber se satisface cuando el nu´mero de datos de cada una de las casillas tiende
a inﬁnito (en te´rminos pra´cticos, que tengamos muchos datos en cada casilla). No
obstante, estas cuestiones se detallara´n mejor ma´s adelante.
Por otra parte, podemos obtener otra interesante ventaja del corolario 2.27: sus-
tituir los cuantiles Ci,αp,dimV |W ,n−dimV , para i = 1, 2, 3, 4, correspondientes a distribu-
ciones multivariantes muy complejas y que aparecen en la expresio´n de los test de
Wilks, Lawlley-Hotelling, Roy y Pillay, por otros correspondientes a distribuciones
bien conocidas y perfectamente tabuladas, como son la χ2 central y la distribucio´n
U1p,dimV |W . Recordamos que esta u´ltima es la distribucio´n del primer autovalor de
una matriz aleatoria que sigue un modelo de distribucio´n Wp(dimV |W ). Se encuentra
tablada en Pearson & Heartley (1976). Concretamente, los tests mencionados a nivel





1 si bi=1(1 + ti) > e
χ2,αp(v−w)n−v






1 si bi=1 ti >
χ2,αp(v−w)
n−v




 1 si t1 > U1,αp,v−w





1 si bi=1 ti1+ti >
χ2,αp(v−w)
n−v
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No obstante, el programa estad´ıstico SPSS hace uso tambie´n de otras aproxima-
ciones a la distribucio´n F -Snedecor para los tests φ1, φ2 y φ4. Son las siguientes30:












df1 = p(v− w)
df2 = wt− 12
p(v− w)− 2
w = n− w− 12
p+ (v− w) + 1
t =

p2(v− w)2 − 4
p2 + (v− w)2 − 5 .
En los casos b = 1 o´ 2 (b = mı´n{p, v − w}), Se tiene que F ∼ F (df1, df2). En el
caso b = 1, el test ser´ıa el mismo que ya hemos estudiado para tal situacio´n, que es
UMP-invariante. En general, se veriﬁca que F ∼ F (df1, df2), aproximadamente. Esta
es la la aproximacio´n que utiliza SPSS.
Respecto al test de Lawley-Hotelling SPSS considera
F = 2(SN + 1)λ2S2(2M + S + 1) ,
donde S = b, M = 12(|v − w − p| − 1) y N = 12(n − v − p − 1). Entonces F sigue,
aproximadamente, una distribucio´n F (df1, df2), donde
df1 = S(2M + S + 1)
df2 = 2(SN + 1)
Respecto al test de Pillay, SPSS considera
F = (2N + S + 1)λ4(2M + S + 1)(S − λ4) ,
que sigue, aproximadamente, una distribucio´n F (df1, df2), donde df1 como antes y
df2 = S(2N + S + 1).
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2.7. Contraste de hipo´tesis generalizado.
Consideremos una generalizacio´n del problema de decisio´n estudiado, consistente
en contrastar la hipo´tesis inicial µA ∈ W, siendo A una matriz p× s de rango s. Este
problema se trata en Arnold (1981), cap. 19, ejercicio C4. Resumidamente, una reduc-
cio´n por suﬁciencia y cinco por invarianza nos conducen a considerar las ra´ıces positi-
vas t∗1 ≥ . . . ≥ t∗b∗ del polinomio |AS2A− t∗AS3A|, donde b∗ = mı´n{s, dimV |W}, que
sigue un modelo de distribucio´n Qs,dimV |W ,n−dimV
θ∗1, . . . , θ∗b∗
, siendo θ∗1 ≥ . . . ≥ θ∗b∗
las primeras ra´ıces del polinomio |AµPV |WµA − θ∗AΣA| = 0. Se trata, en deﬁni-
tiva, de los estad´ısticos que obtendr´ıamos segu´n el procedimiento ya estudiado una
vez sustituida la matriz de datos originales Y por Y ∗ = Y A. En el caso b∗ = 1 se
obtendra´ un test UMP-invariante a nivel α. Por analog´ıa al estudio anterior, en el
caso b∗ > 1 proponemos los test asociados a las siguientes transformaciones:
λ∗1 =
b∗
















El tercer test es consistente con los intervalos de conﬁanza para V |W ×Rp. Al igual
que suced´ıa antes, no podemos encontrar un test UMP-invariante. Pero adema´s, en
este caso, no podemos siquiera justiﬁcar los tests propuestos en te´rminos semejantes
a los anteriores para los tres tests restantes. Un contraste de este tipo se aplicara´ en
el ana´lisis de perﬁles.
Cuestiones propuestas
1. Demostrar que {Σ−1 : Σ > 0 p× p} se identiﬁca con un abierto de Rp(p+1)/2.
2. Demostrar que, en el teorema 2.2, el interior de la imagen de Q es no vac´ıo.






4. Demostrar que los estad´ısticos M1, M12 , M123 y M132 son invariantes maximales.
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6. Si Y ∈ Mn×p y a, b ∈ Rp, demostrar que la covarianza muestral entre los
vectores Y a e Y b puede expresarse como sigue:
SY a,Y b = n−1(aS3b+ aS2b)
7. Demostrar que los autovalores de S−13 S2 coinciden con los de S2S−13 , que a su
vez son las ra´ıces del polinomio en t |S2− tS3|. Demostrar que a lo sumo cuenta
con b autovalores positivos.
8. Demostrar que, bajo las condiciones del modelo lineal normal multivariante, tb,
la b-e´sima ra´ız de S−13 S2, ha de ser estrictamente positiva con probabilidad 1.
9. Demostrar que, si b = 1, φ1 = φ2 = φ3 = φ4.
10. Demostrar que Σˆ es un estimador consistente de Σ, es decir, que converge en
probabilidad a este u´ltimo cuando n tiende a inﬁnito.




(n− dimV )d2 ≤ C
3,α




De esta forma podemos establecer una familia de regiones (elipsoides) de con-
ﬁanza simulta´neos a nivel 1 − α para el subespacio de los contrastes V |W.
(Indicacio´n: razonar de manera ana´loga a la obtencio´n de los intervalos para
V |W ×Rp, pero considerando t1 como el primer autovalor de Z2S−13 Z 2 y tenien-
do en cuenta que Z2 = X 2Y, donde X2 es una base ortonormal de contrastes.
12. Demostrar que en el caso p = 1, los elipsoides coinciden con los intervalos de
conﬁanza obtenidos por el me´todo de Scheﬀe´.
13. Probar que el test de Roy a nivel 1−α es consistente con la familia de elipsoides
de conﬁanza simulta´neos a nivel 1−α para los contrastes, es decir, que se decide
µ /∈ W si, y so´lo si, existe un contraste d ∈ V |W tal que 0 no pertenece al
elipsoide
Eαd (Y ) =

x ∈ Rp : (x
 − dµˆ)Σˆ−1x− µˆd





14. Si d es un contraste, establecer una regio´n de conﬁanza a nivel 1 − α para el
vector µd ∈ Rp y un test UMP-invariante y de razo´n de verosimilitudes a nivel
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15. Demostrar que, para cada α ∈ [0, 1] y m ∈ N, se veriﬁca
l´ım
n→∞
mFαm,n = χ2,αm .
16. Probar que la familia de intervalos de conﬁanza simulta´neos de Roy es asinto´ti-










Contrastes para la matriz de
covarianzas.
En este cap´ıtulo nos proponemos resolver una serie de contrastes relativos a la
matriz de varianzas-covarianzas de una distribucio´n normal multivariante. Algunos
de estos estudios, aunque no todos, pueden enmarcarse en un modelo lineal. En ese
sentido, este cap´ıtulo complementa el anterior. Realmente, en cap´ıtulos posteriores,
concretamente en los dedicados a los ana´lisis de correlacio´n cano´nica y componentes
principales, se expondra´n otros contrastes referentes a la matriz de covarianzas. En
este aspecto hemos preferido seguir el esquema de Rencher (1995). Algunos de estos
tests, como la prueba de esfericidad de Barlett o el testM de Box, suelen desempen˜ar
la funcio´n de pruebas intermedias en un estudio ma´s amplio, como puede ser ana´lisis
factorial o discriminante. En todo caso se utilizara´ el test de la razo´n de verosimili-
tudes partiendo de la hipo´tesis de p-normalidad. En estas condiciones, el estad´ıstico
de contraste sigue una distribucio´n asinto´tica χ2, segu´n se estudia en el ape´ndice de
volumen 1, dedicado a los Modelos Lineales en dimensio´n 1. Se efectuara´ en una oca-
siones una pequen˜a correccio´n del mismo para obtener un test insesgado1 y adema´s,
en cada caso, se multiplicara´ el estad´ıstico de contraste por el denominado coeﬁciente
de correccio´n ρ de Barlett, con el objeto de conseguir una aproximacio´n satisfactoria
a la distribucio´n l´ımite con muestras de taman˜o pequen˜o o moderado. En Bilodeau
(1999) o Anderson (1958) se expone el procedimiento para determinar el valor de ρ.
Ya hemos dicho que estos me´todos parten de la normalidad multivariante de las
observaciones. Este problema no es exclusivo del ana´lisis multivariante, sino que se
hace ya patente en dimensio´n 1. En tal caso2, para aplicar resultados asinto´ticos
1Ver Lehmann (1986).











96 CAPI´TULO 3. CONTRASTES PARA LA MATRIZ DE COVARIANZAS.
ana´logos a los considerados en el cap´ıtulo anterior se precisa que el cociente entre la
momento de orden 4 de la distribucio´n considerada y el cuadrado de su varianza sea
igual al cociente que se obtendr´ıa en caso normal, a saber, 3. Los tests acerca de la
varianza (y, con mayor razo´n, los test acera de la matriz de varianzas y covarianzas)
son bastante sensibles ante la violacio´n de este supuesto. De hecho, el coeﬁciente de
Kurtosis o aplastamiento, deﬁnido mediante
δ2 = µ4σ4 − 3
puede considerarse una medida de la validez asinto´tica de dichos me´todos. Ello nos
obliga a ser muy precavidos a la hora de extraer conclusiones de cara´cter general.
Tambie´n en este caso hemos optado por realizar reducciones previas por suﬁciencia
e invarianza antes de dar con el estad´ıstico del test de la razo´n de verosimilitudes.
Este esfuerzo nos permite, entre otras cosas, establecer una clara vinculacio´n entre el
contraste de independencia de dos vectores aleatorios y los coeﬁcientes de correlacio´n
cano´nica, que aparecen aqu´ı por vez primera. Al ﬁnal del cap´ıtulo incluimos algunos
ejemplos.
3.1. Test de correlacio´n.
Empezaremos contrastando la independencia de dos vectores aleatorios. Poste-
riormente consideraremos el contraste, ma´s general, de la independencia de varios



















siendo la matriz de covarianzas deﬁnida positiva. No´tese que, en el caso p = 1, e´ste
es el mismo modelo estudiado en el cap´ıtulo 5 del volumen 1, denominado modelo de
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la familia de probabilidades del modelo estad´ıstico es la siguiente:








En dicho modelo se desea contrastar la hipo´tesis nula de independencia de ambos
componentes, es decir, se plantea la hipo´tesis inicial H0 : Σ12 = 03. En primer lugar,









se tiene que el estad´ıstico (y, x, S11, S12, S22) es suﬁciente y completo. Adema´s, el
grupo de transformaciones
G = ga,b,A,B : (a, b, A,B) ∈Mn×p ×Mn×q ×M∗p ×M∗q
 4,
deﬁnidas mediante
ga,b,A,B(Y X) = (Y A+ a,XB + b),
deja invariantes tanto el modelo estad´ıstico como el problema de contraste de hipo´te-
sis. Entonces, reduciendo por suﬁciencia e invarianza, se llega5 al estad´ıstico
{r21, . . . , r2p} (3.1)
de los autovalores ordenados6 de la matriz
S−111 S12S−122 S21, (3.2)
cuya distribucio´n depende de Σ a trave´s de {ρ21, . . . , ρ2p}, que denotan los autovalores
ordenados de la matriz
Σ−111 Σ12Σ−122 Σ21 (3.3)
Los para´metros ρ1, . . . , ρp se denominan coeﬁcientes de correlacio´n cano´nica pobla-
cionales, mientras que r1, . . . , rp son los muestrales. Pueden considerarse como la
generalizacio´n del coeﬁciente de regresio´n mu´ltiple. De hecho, si p = 1, se tiene que
ρ21 = ρ2Y,X , r21 = R2Y,X
3Recordemos que, en estas condiciones Y |X = x ∼ Nn,p (α+ xβ,Σ11,2) , con β = Σ−122 Σ21. Luego
el contraste de independencia se traduce en un contraste β = 0 en el modelo condicionado de
regresio´n lineal.
4Recordemos que M∗m denota el conjunto de las matrices cuadradas de orden m e invertibles.
5Para ma´s detalles, consultar Arnold (1981).
6Realmente, el nu´mero de autovalores positivas no excedera´ en ningu´n caso de b = mı´n{p, q}.
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El cap´ıtulo 5 se dedica exclusivamente al estudio de estos para´metros. No existe test
UMP invariante para este problema. En estas condiciones7, el estad´ıstico de contraste
del test de razo´n de verosimilitudes debe expresarse a trave´s del estad´ıstico invariante

















El problema es encontrar la distribucio´n nula de este estad´ıstico y calcular entonces
el cuantil 1 − α de la distribucio´n nula de λ−2/n, Qα, de manera que el test de la
razo´n de verosimilitudes a nivel α sera´ pues el siguiente:
TRV =
 1 si pi=1(1− r2i ) > Qα
0 si pi=1(1− r2i ) ≤ Qα
(3.7)
Este test resuelve el contraste de la hipo´tesis inicial H0 : Σ12 = 0, equivalente a β = 0.
No´tese que la informacio´n de la muestra que se utiliza en la resolucio´n del problema
es la que contienen los coeﬁcientes de correlacio´n cano´nica al cuadrado. En el caso
p = 1, lo u´nico que interesa de la muestra es el valor del coeﬁciente de correlacio´n
mu´ltiple o, para ser ma´s exactos, del de determinacio´n. En el caso general, es decir,
cuando se contrastan r vectores aleatorios de dimensiones p1, . . . , pr, respectivamente,
y siendo p =i pi, el estad´ıstico de contraste ser´ıa, trivialmente, el siguiente:
λ =




No´tese que el test relaciona la varianza generalizada del vector global con el producto
de las varianzas generalizadas de los vectores individuales, lo cual nos permite una
interesante interpretacio´n geome´trica9. En el caso nulo, es bien conocido 10 que el
estad´ıstico −2 log λ se distribuye asinto´ticamente segu´n un modelo χ2f , donde f es
igual a pq en el caso de dos vectores y a 12η2 en general, donde ηi se deﬁne, para
7Cf. Lehmann (1986), pag. 341.
8Cuestio´n propuesta.
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i = 2, 3, mediante




No obstante, se prueba en Bilodeau (1999) que la convergencia puede mejorarse
considerando el estad´ıstico −2ρ log λ, siendo ρ el coeﬁciente de correccio´n de Barlett
ρ = 1− 2η3 + 9η26nη2 .
En el caso de dos vectores, se tiene
ρ = 1− p+ q + 32n .
3.2. Test M de Box.
En esta seccio´n se estudia el test M de Box para contrastar la igualdad de r
matrices de covarianzas a partir de sendas muestras independientes. Se trata de una
generalizacio´n multivariante del conocido test univariante de Barlett (que compara r
varianzas). Puede constituir un tra´mite previo al manova o al ana´lisis discriminante.
No obstante y dado que requiere del supuesto de normalidad, debe emplearse con
precaucio´n.
Consideraremos r muestras aleatorias simples independientes de taman˜os ni co-
rrespondientes a sendas distribuciones Np(νi,Σi), para i = 1, . . . , r. Sea n =

i ni. Si
Vi = 1ni ⊂ Rni , para i = 1, . . . , r, y V = 1n ⊂ Rn, entonces, para cada i = 1, . . . , r,
la muestra i-e´sima esta´ asociada al modelo estad´ıstico
Ei = (Rnip,Rnip, {Nni,p(µi, Id,Σi) : µi ∈ Vi,Σi > 0}) .
Luego, al ser las muestras independientes, la matriz n×p de las observaciones esta´ aso-
ciada al modelo producto E = ri=1 Ei. Adema´s, la hipo´tesis nula Σ1 = . . . = Σr es
correcta si, y so´lo si, dicho modelo equivale a
E0 = (Rnp,Rnp, {Nn,p(µ, Id,Σ): µ ∈ V,Σ > 0}) .
Deno´tense por SIi , Smvi y SI, Smv el EIMV y el EMV, respectivamente, de Σi en el
modelo Ei y de Σ en E0. En el caso r = 2, obtenemos11, a partir de una reduccio´n por
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ra´ıces ordenadas de |Smv1 − tSmv2 |12. La distribucio´n del este estad´ıstico depende del
para´metro de la estructura estad´ıstica a trave´s de las ra´ıces {τ1, . . . , τp} del polinomio
p(τ) = |Σ1−τΣ2|. Puede comprobarse por argumentos ya conocidos que el estad´ıstico
de razo´n de verosimilitudes es el siguiente:
λ = |S
mv
1 |n1/2 |Smv2 |n2/2
|Smv|(n1+n2)/2












que se contrastara´ con el valor de cuantil correspondiente a la distribucio´n nula.
Puede comprobarse tambie´n que, en el caso general (r covarianzas), se obtiene como










Se tiene entonces que la distribucio´n asinto´tica del estad´ıstico de contraste 2ρ log λ
es, en el caso nulo, χ2f , donde
f = 12p(p+ 1)(r − 1),
ρ = 1− 2p
2 + 3p− 1









En el caso r = 2, se tiene
f = p(p+ 1)/2, ρ = 1−
2p2 + 3p− 1
6(p+ 1)
 1
n1 − 1 +
1
n2 − 1 −
1
n1 + n2 − 2

.
3.3. Contraste para una matriz de covarianza.
En esta ocasio´n, partiremos de una muestra aleatoria simple de taman˜o n de una
distribucio´n Np(ν,Σ). Por consiguiente, el modelo estad´ıstico sera´ el siguiente:
Y ∼ Nn,p (µ, Idn,Σ) , µ ∈ 1n, Σ > 0.
12No´tese que en el caso univariante (p = 1) estar´ıamos hablando del cociente de las varianzas, lo
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Se trata de contrastar la hipo´tesis inicial Σ = Σ0, siendo Σ0 una matriz de valores
conocidos. Tras reducir por suﬁciencia e invarianza, se obtiene el estad´ıstico invarian-
te maximal de los autovalores ordenados {t1, . . . , tp} de la matriz SI (el EIMV de
Σ), cuya distribucio´n depende del para´metro a trave´s de los autovalores ordenados























Suele considerarse una leve modiﬁcacio´n para conseguir que sea insesgado:









En este caso, los para´metros de la distribucio´n asinto´tica son los siguientes:
f = p(p+ 1)/2, ρ = 1− 2p+ 1− 2/(p+ 1)6(n− 1) .
3.4. Test de esfericidad de Barlett.
Para terminar supongamos que, en las mismas condiciones de la seccio´n anterior,
deseamos contrastar la hipo´tesis inicial Σ = σ2Id, donde σ2 > 0. Se trata pues de de-
cidir si la distribucio´n normal multivariante estudiada es esfe´rica. En ese caso, tras re-
ducir por suﬁciencia e invarianza se obtiene el invariante maximal {t−1p t1, . . . , t−1p tp−1},
cuya distribucio´n depende de {θ−1p θ1, . . . , θ−1p θp−1}. El estad´ıstico de razo´n de verosi-













Los para´metros de la distribucio´n asinto´tica son los siguientes:
f = 12p(p+ 1)− 1, ρ = 1−











102 CAPI´TULO 3. CONTRASTES PARA LA MATRIZ DE COVARIANZAS.
Te´ngase en cuenta que, si la hipo´tesis inicial es verdadera, entonces estaremos en
condiciones de aplicar me´todos de ana´lisis univariante, que al contar, no con n sino con
pn observaciones independientes, sera´n ma´s potentes que los me´todos multivariantes.
Tambie´n se utiliza el test para contrastar la validez del modelo de ana´lisis factorial.
No obstante, dado que este test depende de la normalidad de la variable y que la




Se considera una muestra de 30 observaciones de vino japone´s Seishu. Se recogen
las siguientes variables: Y1=textura; Y2=olor; X1=Ph; X2=acidez 1; X3=acidez 2;
X4=sake meter; X5=azucar reducido; X6=azucar total; X7=alcohol; X8= nitro´geno.
Los resultados se presentan en la tabla 7.1 de Rencher (1995). Suponiendo que el
vector aleatorio se distribuye segu´n un modelo 10-normal, se desea contrastar al 1%la
hipo´tesis inicial de independencia de los vectores (Y1Y2), (X1X2X3), (X4X5X6) y
(X7X8). La matriz de covarianzas muestrales S se expresa a continuacio´n:


,16 ,08 ,01 ,006 ,02 −,03 ,02 ,01 −,02 ,28
,22 −,01 ,003 ,01 −,07 ,03 ,06 ,04 −1,83
,03 ,004 ,03 −,11 −,03 −,03 −,01 4,73
,024 ,020 −,009 −,009 ,0004 ,038 1,76
,07 −,18 −,03 −,03 ,05 8,97
4,67 −,33 −,63 −,14 −21,15












Tras los ca´lculos pertinentes, se obtiene f = 37, ρ = 0,81. Entonces, calculamos
−2ρ log λ = 85,72, que se contrasta con χ2,0,00137 = 69,35. La decisio´n que corresponde













Consideremos los datos de la tabla 5.1 de Rencher (1995). Supongamos que consti-
tuyen dos muestras aleatorias simples de sendas distribuciones 4-normales. Contras-
temos entonces la igualdad de las matrices de covarianza al 5%. Debemos contrastar
−2ρ log λ con χ2,0,05f . En este caso,
−2ρ log λ = ρ(n1 + n2 − 2) log |SI| − (n1 − 1) log |SI1 | − (n2 − 1) log |SI2 |
.
Tras los ca´lculos pertinentes, se obtiene f = 10 y ρ = 0,931. Ya conocemos SI1 , SI2 y
SI. Sus determinantes son 7917.7, 58019.2 y 26977.7, resp. Luego el valor que toma
el estad´ıstico de contraste de arriba es 13.275; al contrastarlo con χ2,0,0510 = 18,307,
aceptamos la hipo´tesis inicial de igualdad de matrices de covarianzas. Este resultado
nos situ´a en las condiciones del modelo lineal normal multivariante.
Ejemplo 3.3.
Considerense los datos de la tabla 3.7 de Rencher (1995) y supo´ngase que corresponde
a una muestra aleatoria simple de una distribucio´n 5-normal con media ν y matriz
de varianzas-covarianzas Σ. Nuestro propo´sito es contrastar la hipo´tesis inicial de
esfericidad al 5% de signiﬁcacio´n. Hemos de aplicar, por lo tanto, el test de esfericidad
de Barlett. Se obtienen los siguientes resultados:
f = 14, ρ = 0,81, |SI| = 27236586, trSI = 292,891.
Luego, el valor del estad´ıstico de contraste es 26.177. Al compararlo con χ2,0,0514 =
23,68, se rechaza la hipo´tesis inicial.
Cuestiones propuestas
1. Demostrar que el el test propuesto en la primera seccio´n es, en efecto, el de la
razo´n de verosimilitudes. Obtener el grado de libertad de de la distribucio´n χ2
aplicando los resultados de Teor´ıa Asinto´tica que se encuentran en el ape´ndice
del volimen dedicado a los Modelos Lineales..
2. Demostrar que el el test propuesto en la segunda seccio´n es, en efecto, el de la
razo´n de verosimilitudes. Obtener el grado de libertad de de la distribucio´n χ2.
3. Idem con la tercera y cuarta seccio´n.
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5. Demostrar que en el caso univariante, el test M de Box coincide con el test de
Barlett de comparacio´n de varianzas, y que, en el caso de dos varianza, este










Ana´lisis Multivariante de la
Varianza
En el segundo cap´ıtulo se deﬁnio´ el modelo lineal normal multivariante y se desa-
rrollo´ el procedimiento general para abordar los problemas de estimacio´n y tests
de hipo´tesis referentes al para´metro media. En el presente, vamos a aplicar estas
te´cnicas con el objeto de determinar si uno o varios factores cualitativos inﬂuyen
el la distribucio´n de un vector aleatorio respuesta. En principio, se supondra´ la p-
normalidad e igualdad de matrices de covarianzas de dicho vector para todos los
niveles del factor. En ese caso, la igualdad de las distribuciones equivale a la igual-
dad de sus correspondientes medias, y eso es, en esencia, lo que nos proponemos a
contrastar. Empezaremos estudiando las inferencias para una u´nica muestra y para
dos muestras independientes. Estos problemas pueden considerarse casos particu-
lares, especialmente sencillos, del modelo lineal estudiado en el cap´ıtulo 2, si bien
han sido histo´ricamente estudiados al margen del modelo lineal. Posteriormente se
considerara´ el estudio de un factor con un nu´mero arbitrario de niveles.
Ser´ıa muy conveniente que el lector o abordara este cap´ıtulo con un conocimiento
previo del ana´lisis de la varianza univariante (anova), que puede encontrar, por ejem-
plo, en el cap´ıtulo 6 del volumen dedicado a los Modelos Lineales. Nuestro objetivo
no es repetir punto por punto el estudio de los diversos modelos del anova (modelo
de clasiﬁcacio´n simple, de bloques aleatorizados, bifactorial, anidado, etc) desde un
punto de vista multidimensional, sino dejar bien claro que´ cambio hay que realizar en
el test univariante para obtener el ana´logo multivariante (manova). Es decir, que el
lector debe tener la garant´ıa de que, si domina un determinado disen˜o del anova, por
soﬁsticado que sea, domina automa´ticamente su generalizacio´n al caso multivariante.
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y al impacto de la violacio´n de los supuestos del modelo (normalidad y homocedasti-
cidad). En ese sentido, los tests que presentamos tienen un comportamiento bastante
satisfactorio. No obstante, recordamos aqu´ı que en Puri and Sen (1971) podemos
encontrar alternativas no parame´tricas, aunque escasamente implementadas en los
programas estad´ısticos.
Adema´s, en la u´ltima seccio´n hemos incluido el ana´lisis de perﬁles de una, dos o
ma´s distribuciones multivariantes, que se encuadra en el contraste generalizado de la
media (ver seccio´n 2.9), y que carecer´ıa de sentido en un estudio unidimensional.
4.1. Contraste de una media
Se trata del problema mas simple de entre todos aquellos que pueden formalizarse
mediante el modelo lineal normal multivariante. Partimos de una muestra aleatoria
simple (m.a.s.) Y1, . . . , Yn de una distribucio´nNp(ν,Σ). En ese caso, contamos con una
matriz de datos Y = (Y1, . . . , Yn) cuya esperanza es µ = (ν, . . . , ν). Concretamente,
el modelo estad´ıstico es el siguiente
Y ∼ Nn,p(µ, Id,Σ), µ ∈ 1n, Σ > 0. (4.1)
Sabemos por el teorema 2.2 que el par [P1nY, Y P1n⊥Y ] constituye un estad´ıstico






1 . . . 1
... ...




P1nY = (y, . . . , y) Y P1n⊥Y ∝ S,
donde S denotara´ en este caso a la varianza muestral dividiendo por n − 1 en lugar
de n. En consecuencia todas nuestras inferencias se realizara´n a partir de (y, S). De
hecho, tanto (y, . . . , y) cono S son los EIMV de µ y Σ, respectivamente. Dado que,
en virtud del teorema 2.1,
y ∼ Np(ν, n−1Σ), (n− 1)S ∼Wp(n− 1,Σ) (4.3)
siendo ambos independientes, se sigue de (1.25) que
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Luego, dado α ∈ (0, 1) el elipsoide de Rp deﬁnido mediante
Eα(Y ) = {x ∈ Rp : (x− y)S−1(x− y) ≤ n−1T 2,αp,n−1} (4.5)
constituye una regio´n de conﬁanza a nivel 1 − α para ν, es decir, que ν pertenece
a Eα(Y ) con probabilidad 1 − α. Esto puede servir para construir un test a nivel
α para contrastar la hipo´tesis inicial H0 : ν = ν0, siendo ν0 un valor conocido.
Efectivamente, la hipo´tesis inicial se aceptar´ıa si, y so´lo si, ν0 pertenece al elipsoide
Eα(Y ). El test puede expresarse pues mediante el estad´ıstico de contraste T 2(Y ) =
n(y − ν0)S−1(y − ν0), de manera que se deﬁne as´ı:
φ(Y ) =
 1 si T 2(Y ) > T 2,αp,n−1
0 si T 2(Y ) ≤ T 2,αp,n−1
(4.6)
El hecho de que el nivel de signiﬁcacio´n de este test sea exactamente α, no es argu-
mento suﬁciente para justiﬁcar su uso. Recordemos que se ha construido teniendo en
cuenta que la distribucio´n del estad´ıstico (4.4) es bien conocida, lo cual no es una
casualidad. Efectivamente, si consideramos los datos trasladados Y1−ν0, . . . , Yn−ν0,
que componen una matriz de datos Y ∗ ∼ Nn,p(µ∗, Id,Σ), la hipo´tesis inicial ν = ν0
se traduce a µ∗ = 0. En ese caso, dimV |W = 1, por lo tanto, existe un u´nico autovalor
positivo de S−13 S2, que coincide con el nu´mero t = Z2S−13 Z 2 (ver seccio´n 2.2). Concre-
tamente, puede comprobarse fa´cilmente (cuestio´n propuesta) que (n− 1)t = T 2. Del
Lema Fundamental de Neyman-Pearson se sigue que el test (4.6) es UMP-invariante
a nivel α. Adema´s, es el test de la razo´n de verosimilitudes. As´ı pues, el estudio de
la distribucio´n T 2 de Hotelling podr´ıa justiﬁcarse, al igual que el de la t de Student,
en virtud de los principios de Suﬁciencia, Invarianza y Ma´xima Verosimilitud, tal y
como se explica en la seccio´n 2.2. Ma´s au´n, no´tese que el estad´ıstico (4.4) no es ma´s
que una distancia de Mahalanobis entre la media muestral y la poblacional. Este tipo
de distancia se halla presente en la propia funcio´n de densidad de la distribucio´n
normal multivariante, y es lo que realmente determina el camino que van tomando
las reducciones por suﬁciencia e invarianza.
Si no suponemos la normalidad de la distribucio´n considerada, es decir, si los datos
Y1, . . . , Yn constituyen una m.a.s. de una distribucio´n p-dimensional con momentos de
orden 2 ﬁnitos, cabe preguntarse por el comportamiento asinto´tico del test anterior.
En primer lugar, hemos de percatarnos de que la condicio´n de Huber (2.11) es, en este
caso, completamente vacua, supuesto que el taman˜o de muestra n tiende a inﬁnito.
En consecuencia, se sigue del teorema 2.22 que la matriz de varianzas-covarianzas
total muestral S converge en probabilidad a la matriz de varianzas-covarianzas de la
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(versio´n iid), la convergencia en distribucio´n
√
n · Σ−1/2(y − ν) −→ Np(0, Id) (4.7)
y, por lo tanto, n(y− ν)Σ−1(y− ν) converge en distribucio´n a χ2p. En deﬁnitiva, dado
que n(y − ν)S−1(y − ν) se descompone en el producto
n(y − ν)Σ−1(y − ν) · n(y − ν)
S−1(y − ν)
n(y − ν)Σ−1(y − ν) ,
y teniendo en cuenta que el segundo factor converge en probabilidad a 1, se sigue la
convergencia en distribucio´n
n(y − ν)S−1(y − ν) −→ χ2p (4.8)
Luego, tanto el elipsoide de conﬁanza como el test de hipo´tesis anteriores tiene vali-
dez asinto´tica si se reemplaza el te´rmino T 2,αp,n−1 por χ2,αp 1. A esta conclusio´n podr´ıa
haberse llegado aplicando directamente el corolario 2.27. No obstante, dada la sen-
cillez del problema, hemos optado por utilizar una versio´n ma´s sencilla del Teorema
Central del L´ımite.
Ejemplo 4.1.
Se mide en n = 10 ocasiones las variables Y1 =Calcio disponible en tierra, Y2 =Calcio
intercambiable en tierra e Y3 =Calcio en nabos verdes. Los resultados aparecen en la
tabla 3.5 de Rencher (1995). Supongamos que los diez datos constituyen una m.a.s. de
una distribucio´n 3-Normal. Queremos contrastar al 5% de signiﬁcacio´n la hipo´tesis
inicial de que la media de dicha distribucio´n es el vector (15, 6,0, 2,85). Tras los
















Luego, T 2 = 24,559, que se contrasta con T 2,0,053,9 = 3,85 × F 0,053,7 = 16,766. Por lo
tanto, la decisio´n correspondiente es rechazar la hipo´tesis inicial.
4.2. Contraste de dos medias
El siguiente paso en nuestro estudio es la comparacio´n de la media de dos dis-
tribuciones normales multivariantes con matriz de covarianzas comu´n, a partir de
1Si no se reemplaza tambie´n poseen validez asinto´tica, aunque el nivel de signiﬁcacio´n exacto
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sendas muestras aleatorias e independientes de las mismas. Sean Y11, . . . , Y1n1 m.a.s.
de Np(ν1,Σ) e Y21, . . . , Y2n2 m.a.s. Np(ν2,Σ). Se supone que ambas muestras son in-
dependientes. La hipo´tesis de igualdad de las matrices de covarianzas deber´ıa ser,
en principio, contrastada mediante el test M de Box. Los datos de ambas muestras
componen la matriz aleatoria Y :
Y = (Y11 . . . Y1n1Y21 . . . Y2n2) ∼ Nn,p(µ, Id,Σ), µ ∈ V, Σ > 0,
donde n = n1+ n2 y V es el subespacio bidimensional de Rn generado por los vectores





n1 . . . 1n1 0 . . . 0... ... ... ...
1
n1 . . . 1n1 0 . . . 0
0 . . . 0 1n2 . . . 1n2... ... ... ...




En consecuencia, si, para i = 1, 2, yi y Si denotan la media muestral y matriz de
varianzas-covarianzas total muestral (dividiendo por ni − 1 en lugar de ni), respecti-
vamente, de la muestra i-e´sima, y Sc se deﬁne mediante (n−2)−1[(n1−1)S1+(n2−1)S2],
el estad´ıstico (y1, y2, Sc) es suﬁciente y completo. De hecho, (y1, . . . , y1, y2, . . . , y2)
y (n − 2)−1nSc constituyen los EIMV de µ y Σ, respectivamente. Razonando co-
mo en la seccio´n anterior, se tiene que y1 − y2 ∼ Np(ν1 − ν2, (n−11 + n−12 )Σ) y
(n− 2)Sc ∼ Wp(n− 2,Σ), siendo ambas distribuciones independientes. Por lo tanto,
n1n2
n1 + n2
y1 − y2 − (ν1 − ν2)
S−1c
y1 − y2 − (ν1 − ν2)
 ∼ T 2p,n−2 (4.10)
Ello nos permite obtener un elipsoide de conﬁanza a nivel 1 − α para ν1 − ν2, con
centro en y1 − y2. Concretamente
Eα(Y ) =

x ∈ Rp : n1n2n1 + n2
x− (y1 − y2)
S−1c
x− (y1 − y2)
 ≤ T 2,αp,n1+n2−2

(4.11)
Supongamos que deseamos contrastar a un nivel de signiﬁcacio´n α la hipo´tesis inicial
de que las dos muestras corresponden a un mismo modelo de distribucio´n, es decir,
ν1 = ν2. Teniendo en cuenta lo anterior, el test deﬁnido mediante
φ(Y ) =
 1 si T 2(Y ) > T 2,αp,n1+n2−2
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donde T 2(Y ) = n−11 n−12 (n1 + n2)(y1 − y2)S−1c (y1 − y2), tiene ciertamente un nivel de
signiﬁcacio´n α. No obstante y al igual que en el caso de una media, podemos aportar
una justiﬁcacio´n muy convincente para el mismo: la hipo´tesis inicial equivale a que
la matriz µ pertenece al subespacio unidimensional W = 1n. Siendo dimV |W = 1, el
test que se obtiene en la teor´ıa es UMP-invariante y de razo´n de verosimilitudes. Su
estad´ıstico de contraste, multiplicado por n−2, es precisamente T 2. Las razones de esta
coincidencia son las mismas que expusimos en la seccio´n anterior. Puede comprobarse
fa´cilmente (cuestio´n propuesta) que este test es una generalizacio´n multivariante del
conocido test de Student para dos muestras independientes.
Este test presenta tambie´n un buen comportamiento asinto´tico. en primer lugar,
la condicio´n de Huber se traduce, teniendo en cuenta (4.9), en que tanto n1 como n2
converjan a inﬁnito. En ese caso, queda garantizada la convergencia en probabilidad
de Sc a Σ, aunque se viole el supuesto de normalidad. Teniendo en cuenta el Teorema
Central de L´ımite (versio´ iid) y razonando como en la seccio´n anterior se prueba
la validez asinto´tica del test al reemplazar T 2,αp,n−2 por χ2,αp . Este resultado podr´ıa
obtenerse tambie´n como consecuencia del corolario 2.27. As´ı pues, podemos decir,
en te´rminos heur´ısticos, que el supuesto de normalidad puede ser obviado si ambas
muestras son suﬁcientemente grandes.
Ma´s delicado resulta ser el supuesto de igualdad de matrices de covarianzas, en
primer lugar porque el me´todo del que disponemos para contrastar esta hipo´tesis es
el tesM de Box, que requiere de la p-normalidad de las variables. Es conocido que en
el caso p = 1 (univariante) disponemos de una variante del test de Student conocida
como test de Welch. Tambie´n se han propuestos tests alternativos al nuestro en el caso
multivariante pero es ma´s importante tener en cuenta la robustez del me´todo y, sobre
todo, el siguiente resultado. En el mismo se considera n como taman˜o de muestra,
siendo n1 el nu´mero de datos de e´sta correspondientes a la primera distribucio´n y
n2 = n − n1, los correspondientes a la segunda. En ese caso y prescindiendo de los
supuestos de normalidad e igualdad de las matrices de covarianzas, se aﬁrma lo
siguiente:
Teorema 4.1.
Si n1, n2 →∞ y n1n2 → 1 entonces el test (4.12) es asinto´ticamente va´lido para contrastar
a nivel α la hipo´tesis inicial ν1 = ν2.
Demostracio´n.
En primer lugar, tengamos en cuenta, que, en virtud del Teorema Central del L´ımite,
se veriﬁca que
√n1(y1 − ν1) d→ Np(0,Σ1),
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· (y2 − ν2) d→ Np(0,Σ1 + Σ2).
Luego, si ν1 = ν2, se veriﬁca que que el te´rmino τn1,n2 , deﬁnido mediante τn1,n2 =




(y1 − y2)S−1c (y1 − y2) = τn1,n2 ·
n1+n2n1n2 (y1 − y2)S−1c (y1 − y2)
τn1,n2
.
Dado que el numerador n−11 n−12 (n1 + n2)(y1 − y2)S−1c (y1 − y2) puede expresarse tri-
vialmente mediante n1(y1 − y2)

n1n−12 S1 + S2
−1 (y1 − y2) y teniendo en cuenta que
S1 y S2 convergen en probabilidad a Σ1 y Σ2, respectivamente, se concluye.
Es decir, prescindiendo de los supuestos de normalidad e igualdad de matrices
de covarianzas, podemos considerar que el me´todo anterior (que engloba al test de
hipo´tesis y al elipsoide de conﬁanza) es va´lido si n1 y n2 son suﬁcientemente grandes
y suﬁcientemente parecidos2. No obstante, se demuestra tambie´n en Lehmann (1998)
que, si los taman˜os de muestra n1 y n2 son grandes aunque no similares, el test
consistente en comparar el estad´ıstico de contraste





(Y 1 − Y 2) (4.13)
con el cuantil χ2,αp , tiene nivel de signiﬁcacio´n asinto´tico α. Sin embargo, para poder
aplicar este resultado conviene que las muestras sean verdaderamente grandes.
Ejemplo 4.2.
Se miden un total de cuatro variables psicolo´gicas en 32 hombres y otras tantas
mujeres. Los resultados se exponen en la tabla 5.1 de Rencher (1995). Suponiendo
que ambos grupos de datos constituyen muestras aleatorias simples independientes
de sendas distribuciones 4-Normales con matriz de covarianza comu´n, decidir al 1%
si, por te´rmino medio, existen diferencias entre hombres y mujeres en lo que respecta















5,250 6,266 14,47 16,65


2Adema´s, puede comprobarse (ver cuestio´n 4) que el test coincide con el test o´ptimo que se


































4,701 5,856 14,01 22,32

 .
Entonces, T 2 = 96,603, T 2,0,014,62 = 15,442, luego, la decisio´n es que los grupos son
distintos. Dado que se trata de muestras de igual taman˜o y e´ste es grande, la conclu-
sio´n ﬁnal ser´ıa la misma si prescindimos de los supuestos de normalidad e igualdad
de las matrices de covarianzas.
En este tipo de problema de tests de hipo´tesis, puede seguirse el me´todo consis-
tente en comparar una a una las cuatro variables (o, lo que es lo mismo, proyectar
sobre cada uno de los ejes de coordenadas). Este procedimiento es, desde luego, menos
potente, es decir, posee una menor capacidad de discriminar los dos grupos, caso de
ser distintos. Si la diferencia entre e´stos es debida, fundamentalmente, a una variable
(un eje de coordenadas), ambos procedimientos conducira´n a conclusiones similares.
Suele suceder, sin embargo, que lo que diferencia lo dos vectores aleatorios se deba a
cierta combinacio´n lineal de las componentes. El problema del ana´lisis discriminante
consiste en encontrar la combinacio´n lineal que mejor distingue los grupos, es decir,
el eje sobre el que debemos proyectar para obtener una ma´xima discriminacio´n. Se
trata, concretamente, de la direccio´n determinada por el vector S−1c (y1 − y2), como
veremos en el cap´ıtulo dedicado al Ana´lisis Discriminante I.
4.3. Manova con un factor
El siguiente paso en nuestro estudio es considerar el contraste de igualdad de
medias para los distintos niveles de un factor cualitativo, supuesto que se satisfacen
la p-normalidad e igualdad de matrices de varianzas-covarianzas para los distintos
nivees del factor. El nu´mero de niveles, que se denotara´ por la letra r, es arbitrario.
Partiremos de r muestral aleatorias simples e independientes entre s´ı, Yi1, . . . , Yini ,
correspondientes sendas distribuciones Np(νi,Σ), donde i = 1, . . . , r. La hipo´tesis
de igualdad de matrices de varianzas-covarianzas puede ser contrasta, en principio,
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componen na matriz aleatoria Y = (Y11, . . . , Y1n1 , . . . , Yr1, . . . , Yrnr) de dimensiones
n× p. El modelo estad´ıstico correspondiente es
Y ∼ Nn,p(µ, Id,Σ), µ ∈ V, Σ > 0,
siendo V el subespacio r-dimensional de Rn deﬁnido mediante v1, . . . , vr, donde,
para cada i = 1, . . . , r, vi se deﬁne mediante
vi = (0n1 , . . . , 0ni−1 , 1ni , 0ni+1, . . . , 0nr) (4.14)
En lo que sigue, dados i entre 1 y r, j entre 1 y ni, y k entre 1 y p, se denotara´ por
yi· la media aritme´tica de la i-e´sima muestra, mientras que Y kij e yki· denotara´n res-
pectivamente las componente k-e´simas de los vectores Yij e yi·. Se denotara´ por y·· la
media aritme´tica global de los n datos. Por otra parte, la siguiente matriz corresponde,





n1 . . . 1n1... ... 0
1
n1 . . . 1n1 . . .
1
nr . . . 1nr0 ... ...
1








yi· · 1ni , Y PV ⊥Y =


SCE11 . . . SCE1p... ...









Y hij − yhi·
Y kij − yki·
, h, k = 1, . . . , p. (4.17)
Si se desea contrastar a nivel α la hipo´tesis inicial de que todas las muestras co-
rresponden a un mismo modelo de distribucio´n, es decir, ν1 = . . . = νr, la hipo´tesis
inicial se expresara´ mediante µ ∈ W, siendo W = 1n. En ese caso, se veriﬁca que
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Dado que el primer sumando es PWY y el tercero PV ⊥Y , el segundo ha de ser,
necesariamente, PV |WY. Por lo tanto,
Y PV |WY =


SCH11 . . . SCH1p... ...










, h, k = 1, . . . , p. (4.20)
As´ı pues, ya tenemos las matrices S2 y S3. El test para resolver el contraste se
construira´, en todo caso, a partir de los autovalores positivos t1, . . . , tb de S−13 S2,
siendo b = mı´n{p, r− 1}. No existira´ un test UMP-invariante a menos que el nu´mero
autovalores positivos sea 1, es decir, a menos que p = 1 (lo cual se corresponde
con el caso univariante, que conducir´ıa al test F), o r = 2 (lo cual corresponde al
estudio abordado en la seccio´n anterior, que conduce al test T 2). Excluidos ambos
caso, es decir, si p > 1 y r > 2, utilizaremos alguna de las cuatro transformaciones
propuestas (Wilks, Lawley-Hotelling, Roy o Pillay). Si n es grande y se ha escogido
la transformacio´n λ1, λ2 o λ4, debemos contrastar el valor obtenido con el cuantil
χ2,αp(r−1). Si hemos escogido la transformacio´n λ3, lo contrastaremos con Up,r−1.
Respecto al comportamiento asinto´tico de estos tests puede demostrarse fa´cil-
mente que la condicio´n de Huber (2.11) se traduce, en este caso, en que todos los
taman˜os muestrales n1, . . . , nr converjan a inﬁnito (condicio´n e´sta muy natural). En
ese caso y en virtud del corolario 2.27, los cuatro tests sera´n el test correspondiente
sera´ asinto´ticamente va´lidos, aun prescindiendo la hipo´tesis de p-normalidad. Tam-
bie´n pueden considerarse aproximaciones a la distribucio´n F -Snedecor, como se vio
en el cap´ıtulo 2. Si se escoge λ3 = t1, confrontaremos con la tabla de Pearson y
Heartley. En general el procedimiento seguido se conoce como manova de 1 v´ıa.
En el caso p = 1, se tendra´n dos u´nicos valores SCE y SCH, y el u´nico autovalor





luego debe contrastarse dicho estad´ıstico con el cuantil correspondiente. El proce-
dimiento se denomina anova de 1 v´ıa. Es importante percatarse de que la u´nica
diferencia entre un anova (p = 1) y un manova (p > 1) radica en que el primero
considera el cociente de los nu´meros positivos
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En el manova (p > 1), por el contrario, no se puede hablar de nu´meros positivos
sino de las matrices p × p deﬁnidas positivas S2 = Y PV |WY y S3 = Y PV ⊥Y. Los
elementos de estas matrices se obtienen en (4.19) y (4.16) de manera muy ana´loga a
SCH y SCE, de hecho, los p elementos de las diagonales coinciden con los valores de
e´stos, componente a componente. El resto se obtiene considerando productos cruzados
entre distintas componentes, segu´n se indica en (4.20) y (4.17). Por u´ltimo, como
S−13 S2 no es un nu´mero, consideramos sus autovalores positivos t1, . . . , tb. E´sta es
la clave para extender al ana´lisis multivariante cualquier disen˜o del ana´lisis de la
varianza univariante3, como el de bloques al azar, disen˜os multifactoriales, anidados,
por cuadrados latinos, etc.
Al igual que en el caso univariante, podemos realizar tambie´n contrastes hipo´tesis
del tipo νi = νj, donde i = j. En ese caso, la hipo´tesis inicial se corresponde con
un hiperplano de V, por lo que el contraste se resuelve, como en las secciones 1 y 2,
mediante la distribucio´n T 2 de Hotelling. No´tese que la condicio´n νi = νj equivale
a dµ = 0, siendo d = n−1i 1ni − n−1j 1nj , que pertenece a V |W. Recordemos que se
denominan contrastes a los elementos de V |W , y que (2.19) constituye una familia
de elipsoides de conﬁanza simulta´neos para los contrastes a nivel 1− α, que adema´s
es consistente con test de Roy φ3 a nivel α, es decir, que el test decide la hipo´tesis
alternativa si, y so´lo si, el vector 0 queda fuera de Eαd para algu´n contraste d ∈ V |W.
Ello va asociado de forma natural a un me´todo de comparaciones mu´ltiples, basado
en la distribucio´n Cp,r−1,n−r de Roy, que generaliza el me´todo de las comparaciones
mu´ltiples de Scheﬀe´, basado a su vez en la distribucio´n Fr−1,n−r.
De todas formas y caso de que el manova resulte signiﬁcativo, suele dilucidarse en
primer lugar que´ componentes del vector observado presentan diferencias en cuanto
a sus medias para realizar posteriormente las comparaciones mu´ltiples componente a
componente, mediante los me´todos ya conocidos del caso univariante (Scheﬀe´, Tuckey,
Bonferroni,...). As´ı, SPSS muestra junto con el resultado del manova los resultados
de los p anovas y las p comparaciones mu´ltiples por el me´todo que escojamos.
Ejemplo 4.3.
Se tomaron 6 muestras aleatorias independientes de manzanos correspondientes a seis
tipos de terrenos, midie´ndose en cada caso cuatro variables referentes al taman˜o de
los mismos. Los resultados se encuentran en la tabla 6.2 de Rencher (1995). Supo-
niendo que se veriﬁcan las condiciones requeridas4, se desea contrastar al 0.1% de
signiﬁcacio´n la hipo´tesis inicial de que el tipo de terreno no inﬂuye en el desarrollo
3Ver cap´ıtulo 6 del volumen dedicado a los Modelos Lineales.
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 , S3 =








Los autovalores de la matriz S−13 S2 son 1.876, 0.791, 0.229 y 0.026. Por lo tanto, el
estad´ıstico de Wilks (test de la razo´n de verosimilitudes) toma el valor λ1 = 0,154
La aproximacio´n a la F -Snedecor correspondiente a este caso es F = 4,937, que se
contrasta con F 0,00120,130 = 2,53. Luego, queda rechazada la hipo´tesis inicial.
4.4. Ana´lisis de perﬁles
Este estudio, que se encuadra en el contraste generalizado para la media, carecer´ıa
de sentido en un ana´lisis univariante. Esta´ estrechamente relacionado co el modelo de
medidas repetidas y puede ser de gran utilidad cuando se analiza el crecimiento por
etapas de una determinada especie animal o vegetal. Comenzaremos con el ana´lisis













Deseamos contrastar la hipo´tesis inicial H0 : ν1 = . . . = νp o, lo que es lo mismo,
H0 : ν1 − ν2 = . . . = νp−1 − νp = 0.
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1 0 . . . 0
−1 1 . . . 0
0 −1 . . . ...
... ... . . . 1




Tener en cuenta que A es una matriz p × (p − 1) de rango p − 1. Nuestros datos
compondra´n una matriz aleatoria Y = (Y1, . . . , Yn), de manera que
Y ∼ Nn,p(µ, Id,Σ), µ ∈ 1n, Σ > 0.
Se trata entonces de contrastar la hipo´tesis inicial H0 : µA = 0, lo cual se puede
clasiﬁcar, segu´n hemos comentado, como contraste generalizado para la media. En
este caso, b∗ = mı´n{p− 1, 1− 0} = 1, con lo cual, con la notacio´n considerada en el
cap´ıtulo 2, hemos de tomar como estad´ıstico de contraste la u´nica ra´ız positiva del
polinomio |AS2A − t∗AS3A| o, lo que es lo mismo, el nu´mero Z2A(AS3A)−1AZ 2.
Si se multiplica por n− 1, se obtiene el estad´ıstico de contraste
T 2(Y ) = nyAASA−1Ay, (4.22)
que sigue, en el caso nulo, una distribucio´n T 2p−1,n−1. Luego, el test siguiente es UMP-
invariante al nivel α :
φ(Y ) =
 1 si T 2(Y ) > T 2,αp−1,n−1
0 si T 2(Y ) ≤ T 2,αp−1,n−1
Este test es el que corresponde al contraste de la hipo´tesis inicial µ = 0 para los datos
trasformados AY1, . . . , AYn, que se estudia en la primera seccio´n.
El siguiente paso del estudio consiste en considerar dos muestras aleatorias simples
e independientes, Yi1, . . . , Yini , i = 1, 2, correspondientes a sendas distribuciones p-
normales con la misma matriz de varianzas-covarianzas y medias ν1 = (ν11 . . . ν1p) y
ν2 = (ν21 . . . ν2p), respectivamente. Podemos plantearnos, primeramente, la hipo´tesis
inicial (1) de paralelismo, es decir,
ν11 − ν12 = ν21 − ν22,
... ...
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Si consideremos la matriz A (4.21), la hipo´tesis inicial se expresa mediante H(1)0 :
ν 1A = ν 2A. Consideremos la matriz aleatoria Y = (Y11, . . . , Y1n1 , Y21, . . . , Y2n2), la
cual esta´ asociada al siguiente modelo estad´ıstico
Y ∼ Nn1+n2,p(µ, Id,Σ), µ ∈ v1, v2, Σ > 0.
La hipo´tesis inicial puede expresarse mediante H(1)0 : µA ∈ 1n1+n2. Luego, estamos
nuevamente ante un contraste generalizado, con dimV |W = 1. Por lo tanto, el test
UMP-invariante se obtiene, como en el caso anterior, considerando el estad´ıstico
invariante maximal Z2A(AZ 3Z3A)−1AZ 2. Multiplicando por n1+ n2− 2, obtenemos
el estad´ıstico de contrastes
T 2(Y ) = n1n2n1 + n2 (y1 − y2)
AAScA
−1A(y1 − y2), (4.23)
que sigue un modelo de distribucio´n T 2p−1,n1+n2−2 en el caso nulo. Luego, el test UMP-
invariante a nivel α es el siguiente:
φ(Y ) =
 1 si T 2 > T 2,αp−1,n1+n2−2
0 si T 2 ≤ T 2,αp−1,n1+n2−2
,
que es el que corresponde al contraste de la hipo´tesis µ ∈ 1n1+n2 para los datos
trasformados AYij, i = 1, 2 y j = 1, . . . , ni. Este contraste se estudio´ en la seccio´n 2.








que puede expresarse tambie´n mediante H(2)0 : µ1p ∈ 1n1+n2. Nuevamente, se trata
de un contraste generalizado para la media, en este caso con s = 1 y dimV |W = 1.
Luego, conviene de considerar el nu´mero Z21p(1pS31p)−11pZ 2, que, multiplicado por










siendo s2c(k, h) la componente (k, h) de la matriz Sc. El estad´ıstico (4.24) sigue un
modelo de distribucio´n tn1+n2−2 en el caso nulo. Luego, el test UMP-invariante a nivel
α es el siguiente:
φ(Y ) =
 1 si t > tα1,n1+n2−2
0 si t ≤ tα1,n1+n2−2
























































Por u´ltimo, el caso de r perﬁles se sigue de manera ana´loga: dadas Yi1, . . . , Yini ,
i = 1, . . . , r, muestras aleatorias simples e independientes de sendas distribuciones
p-normales con ide´nticas matrices de varianzas-covarianzas, podemos plantear consi-
derar tambie´n contrastes tipo (1) y (2). En ambos casos habra´ que considerar las b∗
ra´ıces positivas del polinomio |C S2C− tC S3C|, donde C = A o C = 1 i ni , segu´n se
contraste la hipo´tesis (1) o´ (2), respectivamente. Se obtiene b∗ = mı´n{p−1, r−1}, las
matriz S2 y S3 como en el manova de una v´ıa. Segu´n la transformacio´n considerada,
tendremos el test de Wilks, Lawley-Hotelling, Roy o Pillay.
Cuestiones propuestas
1. Probar que el estad´ıstico T 2 deﬁnido en (4.4) veriﬁca (n − 1)t = T 2, siendo
t = Z2S−13 Z 2.
2. Probar. igualmente, que el, estad´ıstico T 2 para la comparacio´n de dos medias
veriﬁca (n− 2)t = T 2.
3. Consideremos una muestra aleatoria simple de taman˜o n de una distribucio´n p-
Normal con matriz de covarianzas conocida. Construir una regio´n de conﬁanza
a nivel 1 − α para la media de la distribucio´n. ¿De que´ ﬁgura geome´trica se
trata? ¿Bajo que´ condiciones se obtiene una esfera?
4. Consideremos dos muestras aleatorias simples independientes de taman˜os n1
y n2 de sendas distribuciones p-normales con la misma matriz de covarianzas,
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la diferencia de las medias y un test a nivel α para contrastar la igualdad de
las mismas.
5. Demostrar que el test propuesto para contrastar la diferencia de dos medias en
la seccio´n primera es una generalizacio´n multivariante del test de Student.
6. Situe´monos en el contraste de las medias de dos distribuciones p-normales con
matriz de covarianza comu´n a partir de sendas muestras independientes de las
mismas. Relacionar el concepto de distancia de Mahalanobis con el estad´ıstico
de contraste y la potencia del test correspondiente.
7. Demostrar (4.16).
8. ¿Que´ requisitos deben exigirse antes de aplicar un manova de una v´ıa? ¿En
que´ medida son realmente necesarios?
9. Si realizas mediante SPSS un manova de una v´ıa para dos muestras indepen-
dientes, observara´s que los resultados correspondientes a los tests de Wilks,
Lawley-Hotelling, Roy y Pillay son ide´nticos. ¿Puedes explicarlo? Adema´s, se
indica en la salida que el valor F es exacto ¿Que´ quiere decir?
10. Obtener un elipsoide de conﬁanza a nivel 1− α para la diferencia νi − νj en el
manova de una v´ıa.
11. Obtener el estad´ıstico de contraste (4.24) as´ı como su distribucio´n en el caso
nulo.
12. Los datos que se presentan en la tabla 5.7 de Rencher (1995) corresponden a
la medicio´n de seis para´metros relativos a la atroﬁa muscular, llevados a cabo
en dos muestras aleatorias independientes. La primera de ellas, de taman˜o 39,
corresponde a un grupo control, mientras que la segunda, de taman˜o 34, a un
grupo de transportistas. Contrastar si existe diferencia signiﬁcativa entre las











Continuamos estudiando las aplicaciones del modelo lineal normal multivariante
o, mejor dicho, los problemas que pueden formalizarse mediante dicho modelo. En
este caso, se trata de explicar cierta cantidad (en total p) de variables denominadas
respuesta mediante una relacio´n de tipo lineal con otras (en total q) variables deno-
minadas explicativas. Este estudio generaliza el de regresio´n lineal mu´ltiple1, donde
existe una u´nica variable respuesta y, por supuesto, al de regresio´n lineal simple,
donde, contamos u´nicamente con una variable respuesta y otra explicativa.
El esquema a seguir es el siguiente: empezaremos por presentar el modelo; se-
guidamente, lo compararemos con el modelo de correlacio´n lineal2; a continuacio´n,
abordaremos los problemas de estimacio´n y contraste de hipo´tesis, as´ı como algunos
aspectos asinto´ticos de intere´s; ﬁnalmente, explicaremos que´ se entiende por regresio´n
con variables ﬁcticias, con lo cual esperamos que quede claro que tanto el manova
como el mancova pueden considerarse casos particulares de la regresio´n lineal multi-
variante.
El problema de regresio´n mu´ltiple puede considerarse tema propio del ana´lisis
multivariante pues considera diversas variables explicativas. No obstante, dado que
se formaliza mediante el modelo lineal univariante, consideramos que debe darse por
conocida. Partiendo de esta premisa, el objetivo fundamental de este cap´ıtulo es
bastante modesto: clariﬁcar las pequen˜as modiﬁcaciones que hay que realizar para
adaptar las te´cnicas del ana´lisis de regresio´n mu´ltiple a las del ana´lisis de regresio´n
multivariante. Al igual que sucediera en el anterior cap´ıtulo, el lector debe tener claro
que conociendo la regresio´n mu´ltiple se domina, casi automa´ticamente, la regresio´n
multivariante. Por el mismo razonamiento, la te´cnica multivariante hereda el mismo
1Ver cap´ıtulo 4 del volumen1 dedicado a los Modelos Lineales.
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problema de su ana´loga univariante: la posible violacio´n de los supuestos del modelo,
uno de cuyos aspectos, la no normalidad de las variables respuesta, se estudiara´ en el
presente cap´ıtulo. El problema de multicolinealidad, que no es en rigor una violacio´n
de los supuestos del modelo, se tratara´ e un cap´ıtulo posterior mediante el ana´lisis
de componentes principales.
5.1. El modelo de Regresio´n
Un modelo de regresio´n lineal multivariante3 no es sino un modelo lineal normal
expresado mediante coordenadas, es decir, un estructura estad´ıstica del tipo
Y ∼ Nn,p(Xβ, Id,Σ), β ∈M(q+1)×p, Σ > 0,
donde X es una matriz n× (q+1) de rango q+1 cuya primera columna, denominada




1 z1[1] . . . z1[q]... ... ...
1 zn[1] . . . zn[q]

 (5.1)
Se denotara´ por Z la matriz anterior desprovista de del te´rmino independiente, es
decir X = (1n|Z). El modelo puede expresarse tambie´n de la siguiente forma:
Y = (1n|Z)β + E , E ∼ Nn,p(0, Id,Σ). (5.2)
No´tese que, en el caso p = 1, tendremos un modelo de regresio´n lineal mu´ltiple. Si,
adema´s, q = 1, se trata de un modelo de regresio´n lineal simple. La matriz aleatoria
Y correspondiente a la observacio´n de las variables respuestas en n individuos, y la




y1[1] . . . y1[p]... ...
yn[1] . . . yn[p]

 , β =


β01 . . . β0p... ...
βq1 . . . βqp

 .
De esta forma, (5.2) equivale a que, para cada i = 1, . . . , n y cada j = 1, . . . , p, se
veriﬁque
yi[j] = β0j + β1jzi[1] + . . .+ βqjzi[q] + εij, (5.3)
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de manera que, si se denota εi = (εi1, . . . , εip), entonces ε1, . . . , εn constituyan una
muestra aleatoria simple de una distribucio´n Np(0,Σ). En lo sucesivo, y[1], . . . , y[p]
y z[1], . . . , z[q] denotara´n las columnas de Y y Z, respectivamente. por otra parte,
las ﬁlas de Z se denotara´n por z1, . . . , zn. As´ı mismo, β[1], . . . , β[p] y β0, . . . , βq deno-
tara´n, respectivamente, las columnas y ﬁlas de β. Por u´ltimo β y β[j], j = 1, . . . , p,
denotara´n, respectivamente la matriz q × p y el vector de Rq que se obtienen exclu-
yendo de β y β[j] la ﬁla β0 y el nu´mero β0j, respectivamente. Por lo tanto, se trata
de la submatriz compuesta por los coeﬁcientes de las variables explicativas (o, mejor
dicho, vectores explicativos).
A partir de la matrices Y y Z podemos construir, siguiendo la notacio´n empleada
en el ape´ndice del volumen dedicado a los Modelos Lineales, las medias muestrales
y ∈ Rp y z ∈ Rq; las matrices Y y Z que se obtienen reemplazando cada ﬁla de Y y Z
por y y z; las matrices Y0 = Y −Y y Z0 = Z−Z; las matrices de varianzas-covarianzas
totales muestrales
Syy = n−1Y 0Y0, Szz = n−1Z0Z0, Syz = n−1Y 0Z0,
que componen la matriz S(yz)(yz). Por u´ltimo, consideraremos la matriz de varianzas-
covarianzas parciales muestral
Syy·z = Syy − SyzS−1zzSzy.
5.2. Regresio´n y correlacio´n
En la propia formulacio´n del modelo de Regresio´n se determina que, mientras que
los valores correspondientes a las variables respuesta son aleatorios, los de las varia-
bles explicativas, las z’s, no lo son, es decir, quedan determinados de antemano, de
ah´ı que debamos hablar ma´s bien de vectores explicativos. Aunque el control de las
variables (o vectores) explicativas pueda reportar interesantes ventajas, no cabe de
duda de que, en muchos estudios, por no decir la mayor´ıa, los valores de las variables
explicativas no han sido determinados de antemano sino que son tan aleatorios como
las respuestas. En ese tipo de estudio, se seleccionan aleatoriamente individuos de una
poblacio´n dada y se anotan los valores de las distintas variables, tanto explicativas
como respuestas. Es lo que se denomina un problema de Correlacio´n. Estos estudios
son sime´tricos, en el sentido de que los papeles que desempen˜an las variables pueden
intercambiarse. La pregunta que nos formulamos es la siguiente: ¿pueden aplicarse
te´cnicas de regresio´n en sentido estricto, a problemas de correlacio´n? Afortunada-
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En primer lugar, debemos formular de manera precisa el modelo de Correlacio´n.
Concretamente, vendra´ dado simplemente por una muestra aleatoria simple de ta-
man˜o n  Y1
Z1















siendo la matriz de covarianzas deﬁnida positiva y n ≥ p+q. Por lo tanto, se trata del
modelo en el cual se resuelve el contraste de independencia (cap´ıtulo 3). Consideremos
las matrices aleatorias Y = (Y1 . . . Yn) y Z = (Z1 . . . Zn). En ese caso, si se denota
µ1 = (ν1, . . . , ν1) y µ2 = (ν2, . . . , ν2), se veriﬁca, en virtud del teorema 1.21, que








Σ = ∆11 −∆12∆−122 ∆21, β =




En ese caso, dada una matriz Z ∈Mn×q, se veriﬁca por el teorema 1.20
Y |Z = Z ∼ Nn,p(1n|Z)β, Id,Σ.
Por lo tanto, se sigue de (1.7) que
Y = (1n|Z)β + E , Z ∼ Nn,q(µ2, Id,∆22), E ∼ Nn,p(0, Id,Σ), (5.4)
siendo Z independiente de E y tal que el rango de (1n|Z) es q+1 con probabilidad 1
(esto u´ltimo se deduce del teorema 1.27). Puede probarse sin diﬁcultad (se deja como
ejercicio) que, rec´ıprocamente, (5.4) implica que (Y i Z i), i = 1, . . . , n, constituyen una
muestra aleatoria simple de una distribucio´n p-normal no degenerada. Por lo tanto,
el modelo de correlacio´n puede expresarse tambie´n mediante (5.4).
No´tese pues que, a diferencia del modelo de regresio´n, Z esa su vez una ma-
triz aleatoria que sigue una distribucio´n normal matricial. La relacio´n entre ambos
modelos estriba en que el modelo de regresio´n se obtiene condicionando en el de
correlacio´n para un valor concreto de las variables explicativas, Z. Este hecho es de
vital importancia pues, teniendo en cuenta nuevamente (1.7), las distribuciones de los
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son igualmente correctas para el de correlacio´n, siempre que e´stas no dependan de
la matriz Z. De ah´ı que los tests que propondremos a continuacio´n para el modelo
de regresio´n sean va´lidos para el de correlacio´n. Adema´s, la justiﬁcacio´n teo´rica de
los mismos es muy similar, al menos en el caso p = 1: si los tests para el modelo
de regresio´n se obtienen tras reducir por suﬁciencia e invarianza (ver seccio´n 2.2),
desde el punto de vista del modelo de correlacio´n pueden obtenerse los mismo tests
reduciendo por suﬁciencia e invarianza, pero respecto a grupos de transformaciones
distintos4. Todo ello es francamente importante teniendo en cuenta que, en la pra´cti-
ca y como ya hemos comentado, la matriz Z considerada no suele ser predeterminada
con anterioridad a la ejecucio´n del experimento (modelo de regresio´n), sino que es a
su vez el valor observado de una matriz aleatoria.
Adema´s, de todo esto se obtiene una justiﬁcacio´n de todos los supuestos del mo-
delo de Regresio´n a partir de la hipo´tesis de normalidad, pues si las observaciones
constituyen una una muestra de una distribucio´n (p+ q)-normal, el modelo condicio-
nado veriﬁca automa´ticamente los supuestos de normalidad, independencia, homoce-
dasticidad y linealidad. Desde el punto de vista pra´ctico, esta aﬁrmacio´n no aporta
demasiado, puesto que la hipo´tesis de (p+ q)-normalidad es muy estricta. No obstan-
te, lo dicho debe servirnos para que nos percatemos del ı´ntimo v´ınculo existente entre
normalidad y linealidad. Restringiremos nuestro estudio en lo que resta del cap´ıtulo
al modelo de regresio´n, propiamente dicho
5.3. Estimacio´n de los para´metros
Supuesto que se veriﬁcan las condiciones del modelo de regresio´n lineal, los pro-
blemas de Estimacio´n y Tests de hipo´tesis se resuelven segu´n los me´todos expuestos
en el cap´ıtulo 2, como veremos a continuacio´n. Respecto al problema de Estimacio´n,
ya sabemos que los EIMV de β y Σ son5, respectivamente,
βˆ = (XX)−1XY,
Σˆ = 1n− (q + 1)Y
Px⊥Y =
1
n− q − 1(Y
Y − βˆXY ).
Se veriﬁca entonces, en virtud del teorema 2.5, que
βˆ ∼ Nq+1,p(β, (XX)−1,Σ),
(n− (q + 1))Σˆ ∼ Wp(n− r,Σ)
4Para ma´s detalles, ver Arnold(1981), cap. 16 o bien el cap´ıtulo 5 del volumen 1 dedicado a los
Modelos Lineales.
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siendo ambos independientes. Se observa que el estimador de la columna β[j], j =
1, . . . , p, es el que se obtendr´ıa si consideramos una regresio´n lineal mu´ltiple de la
componente y[j] respecto a las variables explicativas z[1], . . . , z[q] 6. En ese sentido,
precisamente, podemos aﬁrmar que una regresio´n multivariante es una composicio´n
de p regresiones mu´ltiples. Concretamente, se veriﬁca
βˆ[j] = S−1zzSzy[j], βˆ0j = y[j]− zβˆ[j]. (5.5)
Por lo tanto, el estimador de β puede expresarse como sigue.
βˆ = S−1zzSzy, βˆ0 = y − zβˆ. (5.6)
Por otro lado, es fa´cil veriﬁcar que
P1n⊥Y = Y0, Px|1nY = Z0βˆ. (5.7)
En consecuencia,
S3 = Y Px⊥Y
= Y P1n⊥Y − Y Px|1nY
= Y 0Y0 −
Z0βˆ
Z0βˆ
= nSyy − SyzS−1zzSzy
Por lo tanto, el estimador de la matriz de covarianza puede expresarse tambie´n de
forma ma´s intuitiva mediante
Σˆ = nn− (q + 1)
Syy − SyzS−1zzSzy
 . (5.8)
Por otra parte, se sigue del teorema 1.15 que, para cada j = 1, . . . , p, la distribucio´n
del estimador de la columna β[j], correspondiente a la componente y[j], es la siguiente
βˆ[j] ∼ Nq+1
β[j],Σjj · (XX)−1 , (5.9)
donde Σjj denota el j-e´simo elemento de la diagonal de Σ. As´ı mismo, para cada
j = 0, 1, . . . , q, la distribucio´n del estimador de la ﬁla βj, correspondiente a la variable







A partir de (5.9) y (5.10), se obtienen los elipsoides de conﬁanza a nivel 1− α (5.17)
y (5.18), para los vectores β[j] y βj, respectivamente (ver cuestiones propuestas).
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5.4. Tests de hipo´tesis
Como ya sabemos el modelo de regresio´n no es sino un modelo lineal en el que el
subespacio V que recorre el para´metro media viene generado por las columnas de la
matriz X. En el cap´ıtulo 2 hemos estudiado co´mo contrastar una hipo´tesis inicial del
tipoH0 : µ ∈ W. Teniendo en cuenta que el para´metro β lo componen las coordenadas
de µ respecto de la base X, es fa´cil demostrar que H0 puede expresarse en te´rminos
de β mediante H0 : Aβ = 0, siendo A = C X para cualquier base C del subespacio
X|W. En ese caso, A es una matriz de dimesnsiones (q+1− dimW )× (q+1) y rango
(q + 1)− dimW .
Rec´ıprocamente, dada una hipo´tesis inicial del tipo Aβ = 0, siendo A una matriz
de orden m× (q+1) y rango m (lo cual implica que m ≤ q+1), existe un subespacio
lineal W ⊂ X de dimensio´n q + 1 − m tal que la hipo´tesis inicial H0 : Aβ = 0
equivale a H0 : µ ∈ W. Concretamente, se trata de la imagen del subespacio W de
dimensio´n q + 1−m, constituido por los vectores b de Rq+1 tales que Ab = 0, por la
aplicacio´n lineal inyectiva que a cada b en Rq+1 le asigna el vector Xb de X.
En deﬁnitiva, contrastar hipo´tesis del tipo µ ∈ X equivale, en te´rminos de β, a
contrastar hipo´tesis del tipo Aβ = 0, siendo A una matriz de orden m × (q + 1) y
rango completo. De hecho, en regresio´n lineal expresaremos as´ı las hipo´tesis iniciales.
escogida. Conviene pues expresar el estad´ısticos S2 = Y Px|WAY , estudiados en el
cap´ıtulo 2, en funcio´n de la matriz A correspondiente (el valor del estad´ıstico S3 =
Y Px⊥Y no depende de A). Para ello es conveniente encontrar una base adecuada
de X|WA.
Lema 5.1.
Dada una matriz A orden m × (q + 1) y rango m, las columnas de la matriz C =
X(XX)−1A constituyen una base del subespacio X|WA, de dimensio´n m.
Demostracio´n.
Veamos que las columnas de C son linealmente independientes. En efecto, si existe
un vector g ∈ Rm, tal que Cg = 0, entonces, AXCg = 0. Dado que AA es una matriz
cuadrada de orden m y rango m, podemos aﬁrmar que
0 = (AA)−1AX Cg = (AA)−1AXX(XX)−1Ag = g.
Por lo tanto, el rango de C es m. Falta probar que las columnas de C son ortogonales
a Wx,A, es decir, que dado b ∈ Rm tal que Ab = 0, se veriﬁca (Xb)C = (0, . . . , 0).
Efectivamente,
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Teorema 5.2.
Un estad´ıstico invariante maximal para el contraste Aβ = 0 es t1, . . . , tb, las ra´ıces
positivas del polinomio |S2 − tS3|, donde b = mı´n{p, q + 1− k},
S2 = βˆA
A(XX)−1A−1Aβˆ
S3 = nSyy − SyzS−1zzSzy
Demostracio´n.
La expresio´n de S2 se obtiene sin ma´s que sustituir de acuerdo con el lema anterior,
mientras que la de S3, se sigue directamente de (5.8).
Una vez obtenidos las valores t1, . . . , tb, se procedera´ a aplicar uno de los cuatro
tests propuestos en la teor´ıa (Wilks, Lawley-Hotelling, Roy o Pillay). Destacaremos
tres tipo de contrastes:
(a) H0 : β = β∗, β∗ ∈M(q+1)×p. En este caso, se considera Y −Xβ∗. Entonces, se
trata de contrastar la hipo´tesis inicial β = 0, es decir, Idβ = 0, a partir de los
nuevos datos obtenidos. En ese caso, dim(X|W ) = q + 1.









Por lo tanto, en este caso W = 1n y la dimensio´n de X|W es q. En el
caso nulo, estaremos aﬁrmando que los para´metros predictores z no tienen
ninguna inﬂuencia sobre las variables dependientes. En el modelo de correlacio´n,
esta hipo´tesis equivale a la indepedencia entre las variables respuesta y las
explicativas.
El ca´lculo de S2 puede efectuarse teniendo en cuenta el teorema anterior o bien,
directamente, a partir de (5.7). En todo caso, se tiene que
S2 = nSyzS−1zzSzy. (5.11)
De (5.7) se sigue tambie´n que
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Teniendo en cuenta (2.3), se deduce que el test de Wilks para contrastar la
hipo´tesis inicial H0 : β = 0 tiene por estad´ıstico de contraste
λ1(Y )(Z) = |Syy − SyzS
−1zzSzy|
|Syy| .
Luego, aplicando el teorema 13.6, se tiene
λ1(Y )(Z) = |S(zy)(zy)||Szz||Syy| .
Como podemos ver, se trata de un algoritmo bastante sencillo. Se denominan
coeﬁcientes de correlacio´n cano´nica al cuadrado, denota´ndose por r21, . . . , r2p, a
los autovalores7 de la matriz
S−1yy SyzS−1zzSzy.
Suponen una generalizacio´n del coeﬁciente de correlacio´n mu´ltiple R2 al caso
multivariante. Se puede comprobar fa´cilmente que, en el caso p = 1, que se
corresponde con la regresio´n mu´ltiple, se obtiene un u´nico coeﬁciente de corre-
lacio´n cano´nica r21, concretamente
SyzS−1zz Szy
s2y
= R2 = r21.
La relacio´n entre los coeﬁcientes de correlacio´n cano´nica y los autovalores
t1, . . . , tb correspondientes al contraste de la hipo´tesis β = 0 (por lo tanto,
b = mı´n{p, q}) es la siguiente: t1, . . . , tb son las ra´ıces positivas de
|S2 − tS3| = |SyzS−1zzSzy − t[Syy − SyzS−1zzSzy]|
= |(t+ 1)SyzS−1zzSzy − tSyy|,
es decir, ti1+ti son las ra´ıces positivas de |SyzS
−1zzSzy − xSyy|, que coinciden con






, i = 1, . . . , b. (5.12)
As´ı, el estad´ıstico de contraste del test de Wilks, por ejemplo, puede expresarse




(1− r2i ) (5.13)
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No´tese la relacio´n existente entre (3.6) y (5.13). Por su parte, el estad´ıstico de





(c) Consideremos una descomposicio´n de las variables explicativas en dos grupos
ZD = {zD[1], . . . , zD[d]}, ZR = {zR[1], . . . , zR[q−d]},
y sean βR y βD las submatrices de β asociadas a los grupos ZR y ZD, respectiva-
mente. Consideremos entonces el contraste parcial H0 : βD = 0. Se corresponde




0 q+1−d. . . 0 1 0
... ... . . .
0 . . . 0 0 1

 .
La dimensio´n de X|W es, en este caso, d. Se trata pues de contrastar si el grupo
de variables explicativas ZD tiene inﬂuencia sobre Y . En caso negativo habra´ que
considerar su eliminacio´n. En las condiciones del modelo de correlacio´n, esta
hipo´tesis equivale a la independencia condicional entre Y y ZD dado ZR.
Especial intere´s tiene el caso d = 1, es decir, cuando se plantea la posible elimi-
nacio´n de una variable explicativa. Es lo que se denomina un contraste parcial.
En ese caso, tendremos un u´nico autovalor positivo que se contrastara´ con un
cuantil de la distribucio´n T 2p,n−(q+1) (que, recordemos, es, salvo una constante,
un modelo F -Snedecor). Adema´s, puede comprobarse (cuestio´n propuesta) que
el test a nivel α decide rechazar la hipo´tesis inicial si, y so´lo si, el vector 0 queda
fuera del elipsoide (5.18). Tambie´n puede plantearse un contraste parcial para
el te´rmino independiente 1n.
El test de Wilks proporciona un interesante algoritmo para los contrastes par-
ciales: en general, se tiene que
λ1 = |S3||S2 + S3| .
Deno´tese por (Y )(Z) el modelo completo y por (Y )(ZR) el modelo reducido,
donde se ha eliminado el grupo ZD. La hipo´tesis inicial HD0 : µ ∈ WR deter-
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VR = (1n|ZR). Si se desea contrastar la hipo´tesis H0 : µ ∈ 1n, equivalente a
β = 0 (es decir, se trata de un contraste tipo (b)), en el modelo completo V , se
tendra´ el estad´ıstico de Wilks
λ1(Y )(Z) = |Y
P1n⊥Y |
|Y PV ⊥Y |
.
Si se desea contrastar la hipo´tesis inicial H0µ ∈ 1n (contraste tipo (b)) en el
modelo VR reducido, se tiene
λ1(Y )(ZR) = |Y
PV ⊥R Y |
|Y P1n⊥Y |
.
Luego, si se desea realizar el contraste parcial HD0 : βD = 0 en el modelo
completo, se tiene
λ1(Y )(ZR|ZD) = |Y
PV ⊥Y |
|Y PV ⊥R Y |
= λ1(Y )(ZR)λ1(Y )(Z) .
Por lo tanto, el estad´ıstico del test de Wilks para resolver un contraste tipo (c)
puede obtenerse como cociente entre los estad´ısticos de Wilks para los contrastes











Dado que λ1(Y )(ZR) = |S(zRy)(zRy)||SzRzR ||Syy | , el estad´ıstico queda como sigue
λ1(Y )(ZR|ZD) = |SzRzR | · |S(zy)(zy)||Szz| · |S(zRy)(zRy)| .
No´tese que, conocida la matriz de covarianzas completa S(zy)( zy), cada contras-
te parcial se reduce a escoger las submatrices apropiadas, SzRzR y S(zRy)(zRy)
y efectuar la divisio´n anterior.
En lo referente al vector respuesta Y podemos tambie´n contrastar la utilidad
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puede hacerse desde dos puntos de vista: el primero ser´ıa contrastar la nulidad
de las columnas de β asociadas a dichas componentes. E´sta ser´ıa una hipo´tesis
del tipo
H0 : βA = 0,
lo cual se corresponder´ıa con un contraste generalizado8. El test que se deriva
de la teor´ıa coincide, en el caso d = 1, con el test F para un contraste tipo (a)
en el modelo de regresio´n mu´ltiple.
No obstante, si consideramos un modelo de correlacio´n, resulta ma´s congruente
(por pura simetr´ıa), a tenor de lo visto anteriormente, optar por desechar un
subgrupo de variables dependientes YD frente a otro YR cuando se da la inde-
pendencia condicional entre YD y Z dado YR. Si trasladamos este argumento al
modelo de regresio´n, contrastaremos si, en el modelo (YD)(Z, YR), la matriz de
los coeﬁcientes correspondientes a Z vale 0. Ello signiﬁca que, conocido YR, Z
no aporta ninguna informacio´n adicional respecto a YD, es decir, que podemos
limitar nuestro estudio a la relacio´n entre YR y Z, siendo YD redundante. El
estad´ıstico del test de Wilks para contrastar dicha hipo´tesis es el siguiente:
λ1(YR|YD)(Z) = λ1(YD)(YR)λ1(YD)(Z, YR)
= |S(zy)(zy)| · |SyRyR ||S(zyR)(zyR)| · |Syy|
= λ1(YR)(Z)λ1(YR, YD)(Z) .
Para acabar con esta seccio´n vamos a considerar el problema seleccio´n de varia-
bles, consistente en la eliminacio´n de aquellas que no tengan relevancia en el modelo,
con la idea de obtener una estructura lo ma´s sencilla posible. Distinguimos entre
seleccio´n de variables explicativas y seleccio´n de variables respuesta. En ambos casos
podr´ıan considerarse todos los posibles modelos reducidos y considerar los contras-
tes correspondientes. No obstante, esta te´cnica no se utilizan normalmente, pues el
nu´mero de posibles modelos reducidos suele ser demasiado grande. En su lugar suele
recurrirse a me´todos de eliminacio´n hacia atra´s (backward) o de introduccio´n hacia
adelante (forward).
En la seleccio´n de variables explicativas, el me´todo backward consiste en consi-
derar inicialmente todas las variables Z s en el modelo y considerar todos los test
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A continuacio´n se vuelve a aplicar todos los test parciales en el modelo (reducido)
resultante y se elimina otra. El proceso de eliminacio´n ﬁnaliza cuando todos los tests
parciales dan resultado signiﬁcativo (se suele subir la cota de signiﬁcacio´n a 0.10).
El me´todo forward consiste en contrastar todas las q regresiones de Y sobre las
variables individuales de Z e introducir la variable que presente un resultado ma´s
signiﬁcativo. A continuacio´n se consideran los q−1 modelos que tienen como variables
independientes la ya introducida y otra, considera´ndose los contrastes parciales para
decidir la eliminacio´n de la otra. Ingresa en el modelo la que aporte un resultado ma´s
signiﬁcativo. El proceso continu´a hasta que no se da ningu´n resultado signiﬁcativo.
El me´todo stepwise es una mezcla de los anteriores: se basa en el me´todo forward
con la an˜adidura siguiente: cada vez que se introduce una nueva variable, se realiza un
me´todo backward para las variables introducidas hasta ese momento. De esta forma,
la introduccio´n de una nueva variable puede suponer la eliminacio´n de otra que ya
hab´ıa sido introducida previamente. En el caso se seleccio´n de variables dependientes,
los me´todos funcionan de manera ana´loga.
Los algoritmos para la ejecucio´n de estos me´todos son muy sencillos teniendo en
cuenta las expresiones anteriores del estad´ıstico de Wilks para los contrastes parciales.
5.5. Estudio asinto´tico.
A continuacio´n, vamos a realizar algunas consideraciones asinto´ticas acerca de los
modelos de regresio´n y correlacio´n. Supongamos que no se veriﬁca la normalidad de la
matriz residual E . La cuestio´n es determinar el comportamiento de los estimadores9
y tests de hipo´tesis considerados a medida que vamos an˜adiendo datos a la muestra,
es decir, cuando agregamos ﬁlas a las matrices Y y X. En ese caso, si Xn, n ∈ N,
denota la matriz estructural de valores predictores en la fase n-e´sima (es decir, con n
ﬁlas) la condicio´n de Huber (2.11) puede expresarse de la siguiente forma
m(Xn(XnXn)−1Xn) −→ 0 (5.15)
Recordemos que, dada una matriz A semideﬁnida positiva, m(A) es el ma´ximo valor
de su diagonal. En nuestro caso y segu´n se demuestra en el cap´ıtulo 3 del volumen
9Realmente, respecto al comportamiento asinto´tico de los estimadores no vamos a an˜adir nada
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dedicado a los Modelos Lineales, estos valores, que se denotan por νii, i = 1, . . . , n,
se obtienen mediante
νii = 1n
1 + (zi − z)S−1zz(zi − z)
.
Dicho de otra forma
νii = 1n (1 + d
2(zi, z)),
donde d2 denota la distancia de Mahalanobis entre cada vector zi, i = 1, . . . , n, y la




n −→ 0. (5.16)
Desde un punto de vista pra´ctico esto se traduce en que, si el taman˜o de muestra es
suﬁcientemente grande y no existen outliers importantes en las ﬁlas de z, la violacio´n
del supuesto de normalidad de los residuos no afecta apenas al nivel de signiﬁca-
cio´n del test. En ese sentido, la validez asinto´tica del modelo esta´ condicionada a la
ausencia de valores potencialmente inﬂuyentes.
Si la matriz explicativa constituyen una muestra aleatoria simple Z, de taman˜o n,
de un vector aleatorio q-dimensional, la conclusio´n es ma´s interesante, si cabe. Puede
demostrarse10 que, si el vector aleatorio explicativo esta´ dominado por la medida
de Lebesgue en Rq y todas sus componentes tienen momentos de orden 2 ﬁnitos,
la condicio´n (5.16) se veriﬁca con probabilidad 1, en cuyo caso podemos obviar el
supuesto de normalidad desde un punto de vista asinto´tico.
No obstante, no conviene ser excesivamente optimistas en cuanto a estos resulta-
dos pues, en la pra´ctica, la violacio´n de la normalidad de los residuos en los modelos
(5.2) y (5.4), suele venir asociada al incumplimiento del supuesto de linealidad o de
homocedasticidad, o incluso de ambos.
5.6. Regresio´n con variables ﬁcticias. Mancova
Como hemos visto, los problema de comparacio´n de medias y de regresio´n lineal
pueden formalizarse mediante un mismo modelo: el modelo lineal. En el caso de la
regresio´n, esto se consigue considerando el para´metro µ = Xβ, que, segu´n se deduce
de (5.2), debe recorrer el subespacio V = X. Rec´ıprocamente, un problema de
comparacio´n de medias (manova), puede transformarse en otro de regresio´n respecto
10Arnold, Asymptotic Validity of F Test for the Ordinary Linear Model and Multiple Correlation
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a ciertas variables explicativas creadas al efecto, junto con un te´rmino independiente.
Veremos u´nicamente co´mo se hace en el manova con un factor. En el cap´ıtulo 6 del
volumen 1 dedicado a los Modelos Lineales se consideran disen˜os con ma´s factores
aunque, eso s´ı, equilibrados.
As´ı pues, asumiendo las notaciones y condiciones de la seccio´n 4.3, se trata de
contrastar la hipo´tesis inicial de igualdad de medias H0 : ν1 = . . . = νr, partiendo
de sendas muestras independientes de distribuciones p-normales con matriz de cova-
rianzas comu´n. En ese caso, el para´metro media µ recorres el subespacio V generado
por los vectores vi, deﬁnidos en (4.14). Dado que 1n ⊂ V, el problema se reduce a
considerar una base X de V que contenga el te´rmino independiente. De esta forma,
si X = (1n|Z) es una base de V , nuestro problema puede entenderse como una re-
gresio´n lineal multivariate respecto a Z, y la hipo´tesis H0 : β = 0 equivaldra´ a la
igualdad de medias. A la hora de elegir Z y si las muestras son de taman˜o ide´ntico
nu´mero de datos de cada muestra es el mismo , puede resultar natural considerar la
descomposicio´n ortogonal
V = 1n ⊕ V |1n
y considerar, precisamente, una base de V |1n. En ese caso, el coeﬁciente del te´rmino
independiente coincidira´ con la media aritme´tica de las r medias, ν, mientras que los
coeﬁcientes de las variables explicativas z[j], j = 1, . . . , r − 1, equivaldra´n, respecti-
vamente, a las diferencias νi − ν, i = 1, . . . , r − 1.
Tambie´n puede considerarse, y as´ı lo hace el programa SPSS, la matriz Z compues-
ta por las columnas (v1, . . . , vr−1). En ese caso, el te´rmino independiente equivaldra´ a
la media νr, mientras que que el coeﬁciente de z[j] sera´ igual a νj−νr, j = 1, . . . , r−1.
En todo caso, el contraste de igualdad de medias se convierte en una contraste tipo
(b) respecto a ciertas variables z[1], . . . z[r − 1], denominadas ﬁcticias, que indican
en deﬁnitiva el grupo al que pertenece cada individuo. Por ello, el estad´ıstico de
contraste, que depende exclusivamente de los autovalores t1, . . . , tb puede expresarse
en funcio´n de los coeﬁcientes de correlacio´n cano´nica entre las variables observadas y
las ﬁcticias, r21, . . . , r2b . La relacio´n entre ambos es la expresada en (5.12). En el caso
univariante, es decir, cuando p = 1, el contraste se resolvera´ a trave´s del coeﬁciente
de correlacio´n mu´ltiple al cuadrado.
E´sta es, realmente, la forma de proceder del programa SPSS para resolver una
comparacio´n de media, es decir, en el momento que introducimos un factor de va-
riabilidad, se generan tantas variables ﬁcticias como niveles tenga el factor menos 1
y se realiza una regresio´n lineal respecto a las mismas. El ana´lisis de la covarianza
(ancova en el caso univariante y mancova en el multivariante) combina los me´to-
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factor cualitativo, realiza una regresio´n lineal diferente para cada nivel del factor.
Esto se consigue mediante una regresio´n respecto a las variables ﬁcticias asociadas
al factor, las variables explicativas consideradas y los productos (interacciones) en-
tre ambos tipos de variables. Si no se consideran las interacciones, las ecuaciones de
regresio´n de los distintos niveles del factor podra´n diferir u´nicamente en el coeﬁcien-
te del te´rmino independiente. Todo lo dicho no es sino una generalizacio´n del caso
univariante (p = 1), que se estudia, insistimos, en el cap´ıtulo 6 del volumen 1.
Cuestiones propuestas
1. Comparar (1.5) con (5.6).
2. Hemos visto en la teor´ıa que bajo la hipo´tesis de normalidad matricial se veri-
ﬁcan los supuestos del modelo de correlacio´n lineal. Demostrar la implicacio´n
rec´ıproca, es decir, que si Y y X son dos matrices aleatorias en las condiciones
del modelo de correlacio´n lineal, entonces la matriz (Y X) es normal matricial.
3. Demostrar que el elipsoide siguiente es una regio´n de conﬁanza al nivel 1 − α
para el para´metro β[j], j = 1, . . . , p :
Eα(Y ) =

x ∈ Rq+1 : (q + 1)−1Σˆ−1jj
x− βˆ[j]XXx− βˆ[j] ≤ Fαq+1,n−q−1

(5.17)
4. Demostrar que el elipsoide siguiente es una regio´n de conﬁanza al nivel 1 − α
para el para´metro βj, j = 0, . . . , q :
Eα(Y ) =

x ∈ Rp : 1(XX)−1jj
x − βˆj
Σˆ−1x− βˆj) ≤ Tαp,n−q−1

(5.18)
5. Demostrar que test UMP invariante a nivel α y de razo´n de verosimilitudes
para el contraste parcial de una u´nica variable explicativa es consistente con el
elipsoide de conﬁanza (5.18), en el sentido de que el test rechaza la hipo´tesis
inicial si, y so´lo si, el vector 0 queda fuera del elipsoide.
Indicacio´n: considerar el teorema 5.2 junto con el lema 2.6.
6. Demostrar (4.16).












Ana´lisis de correlacio´n cano´nica
Los coeﬁcientes de correlacio´n cano´nica constituyen la generalizacio´n natural del
coeﬁciente de correlacio´n mu´ltiple R al caso multivariante. En el presente cap´ıtulo
veremos en que´ sentido podemos aﬁrmar esto. Ya hemos hecho referencia a estos
coeﬁcientes en dos ocasiones: en el contraste de independencia y en contraste de la
hipo´tesis H0 : β = 0. Realmente, se trata de un mismo problema, so´lo que el primer
contraste se realiza en el modelo de correlacio´n mientras que el segundo se efectu´a
en el de regresio´n, que se obtiene a a partir del anterior, recordemos, condicionando
en las variables explicativas.
Aqu´ı aparece por primera una vez una te´cnica t´ıpica, quiza´s la ma´s caracter´ıstica,
del ana´lisis multivariante, consistente en el ca´lculo de lo que algunos autores denomi-
nan valores teo´ricos, que son combinaciones en lineales (es decir, sumas ponderadas)
de las variables consideradas originalmente. Desde un punto de vista geome´trico po-
demos interpretar los valores teo´ricos como proyecciones de las observaciones origi-
nales sobre determinados ejes, que var´ıan segu´n la ﬁnalidad del estudio (correlacio´n
cano´nica, componentes principales, ana´lisis discriminante). Esta forma de proceder
esta´ orientada a estructurar los datos de manera cano´nica o natural, dependiendo
del propo´sito perseguido, y puede dar pie a una profunda reduccio´n en la dimensio´n
verdadera del problema.
6.1. Deﬁnicio´n
Empezaremos recordando los coeﬁcientes de correlacio´n simple y mu´ltiple. Dadas
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deﬁne el coeﬁciente de correlacio´n lineal simple mediante
ρzy = σzyσzσy ∈ [−1, 1].
Se prueba en el ape´ndice del volumen 1, dedicado a los Modelos Lineales, que la
varianza parcial, deﬁnida mediante
σyy·z = σ2y − σyzσ−2z σzy,
es la varianza total de la distribucio´n de P1,Z⊥Y , y por lo tanto expresa la parte de
varianza de Y no explicada mediante la mejor regresio´n lineal posible sobre Z. Dado
que
σyy·z = σ2y(1− ρ2zy),
el coeﬁciente ρ2zy, denominado de determinacio´n, se interpreta como la proporcio´n
de variabilidad Y explicada mediante la regresio´n lineal respecto a Z. Bajo las con-
diciones del modelo de correlacio´n lineal simple, es decir, cuando (Y, Z) sigue un
modelo 2-normal, ρ2zy sera´ la proporcio´n de varianza de Y explicada, a secas, por Z,
puesto que la funcio´n que mejor explica Y a partir de Z (es decir, E(Y |Z)) es, en
este caso, una recta. As´ı pues, un valor nulo del coeﬁciente de correlacio´n equivale a
la independencia entre Y y Z. Adema´s, en este modelo, podemos aplicar conocidos
me´todos de inferencia respecto al para´metro ρzy. As´ı el EMV de ρzy es
rzy = szyszsy ,
donde szy, sz y sy son los EMV de σzy, σz y σy, respectivamente. En Anderson (1958)
podemos encontrar la distribucio´n asinto´tica de r2zy y un test a nivel α para contrastar
la hipo´tesis ρzy = 0, todo ello bajo la hipo´tesis de normalidad bivariante.
Si en vez de una variable explicativa Z contamos con q variables explicativas
Zj, donde j = 1, . . . , q (se denota Z = (Z1, . . . , Zq)) deﬁnimos el coeﬁciente de





Puede demostrarse1 la siguiente proposicio´n:
ρ2y·Z = ma´xβ∈Rq ρ
2
y,βZ . (6.1)











Es decir, que ρy·Z es la maxima correlacio´n lineal simple entre Y y cualquier combi-
nacio´n lineal de las variables explicativas. Por cierto que el vector β donde se alcanza
dicho ma´ximo es el que se obtiene como solucio´n al problema de regresio´n lineal. El
coeﬁciente de correlacio´n mu´ltiple puede interpretarse tambie´n como la parte de la
variabilidad de Y explicada por la regresio´n lineal sobre Z1, . . . , Zq. En las condiciones





o R2 para abreviar. Admite otras expresiones alternativas, como puede verse en el
cap´ıtulo 4 del volumen 1. Tambie´n podemos encontrar en Anderson (1959) la distri-
bucio´n asinto´tica del R2, bajo las condiciones del modelo de correlacio´n, as´ı como un
test de hipo´tesis a nivel α para contrastar la hipo´tesis ρ2y·Z = 0 2.
Si, adema´s, consideramos no una sino p variables dependientes, Y1, . . . , Yp, sien-
do Y = (Y1, . . . , Yp), necesitamos un concepto que generalice el anterior, es decir,
un nu´mero entre 0 y 1 que suponga la ma´xima correlacio´n lineal simple entre una
combinacio´n lineal de las Y ’s y otra combinacio´n lineal de las Z’s. Conviene tambie´n
analizar dichas combinaciones con el objeto de explorar la estructura de correlacio´n
lineal entre las variables explicativas y respuesta. Todo ello nos conducira´ a la deﬁ-
nicio´n de los coeﬁcientes de correlacio´n cano´nica.
Pues bien, consideremos dos vectores Y y Z, de dimensiones p y q, respectiva-


















El suponer que el vector tiene media nula tampoco implicara´ ninguna pe´rdida de
generalidad. Lo mismo puede decirse respecto a la hipo´tesis p ≤ q, puesto que Y y Z
van a jugar papeles sime´tricos. Si α ∈ Rp y β ∈ Rq, entonces αY y βZ son variables
aleatorias reales tales que
var[αY ] = αΣyyα, var[βZ] = βΣzzβ, cov[αY, βZ] = αΣyzβ.
Nuestro propo´sito inicial, insistimos, es buscar la ma´xima correlacio´n entre una com-
binacio´n lineal de las Z’s y otra de las Y ’s, as´ı como conocer para que´ combinaciones
2Obviamente, estas inferencias extienden las ya comentadas en el caso de correlacio´n simple y
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concretas se da dicha correlacio´n. El siguiente paso sera´ encontrar la ma´xima correla-
cio´n entre combinaciones lineales incorreladas con las anteriores, y as´ı sucesivamente.
En deﬁnitiva, obtenemos el siguiente resultado, cuya demostracio´n podemos encon-
trar en la seccio´n (B) del Ape´ndice.
Teorema 6.1.
Sean ρ21 . . . , ρ2b son los b primeros autovalores de la matriz Σ−1yy ΣyzΣ−1zz Σzy, contados con
su multiplicidad, y consideremos, para cada i = 1, . . . , b, las variables reales Ui = αiY y
Vi = βiZ, donde αi es el autovector asociado al autovalor ρ2i para la matriz anterior tal
que var(Ui) = 1, mientras que βi es el autovector asociado al mismo autovalor para la
matriz Σ−1zz ΣzyΣ−1yy Σyz, y tal que var(Vi) = 1. Se veriﬁca entonces:









= 0, ∀i = j.
(iii) ρUi,Vi = ρi, i = 1, . . . , b.
(iv) ρ1 es la ma´xima correlacio´n entre una variable del tipo αY y otra del tipo βZ.
(v) Si 1 < i ≤ b, ρi es la ma´xima correlacio´n entre entre una variable del tipo αY y









= 0, ∀j < i.
Pues bien , en las condiciones anteriores se dice que (U1, V1), . . . , (Ub, Vb), es la serie
de pares de variables cano´nicas. Los coeﬁcientes ρ1, . . . , ρb, cuyos cuadrados son los
b primeros autovalores de la matriz (13.4), se denominan coeﬁcientes de correlacio´n
cano´nica. Lo que hemos hecho pues es reorganizar de una manera natural (cano´nica)





























En el caso p = 1, tendremos una u´nica correlacio´n cano´nica ρ1, de manera que, si















Es decir, ρ1 = ρy·Z1...Zq . Por lo tanto, los coeﬁcientes de correlacio´n cano´nica su-
ponen una generalizacio´n del coeﬁciente de correlacio´n mu´ltiple. As´ı, ρy·Z1...Zq debe
entenderse como la ma´xima correlacio´n3 entre la variable Y y una variable del tipo
βZ. Puede demostrarse sin diﬁcultad (cuestio´n propuesta) que dicha correlacio´n se
alcanza en
β = Σ−1zz Σzy,
es decir, en los coeﬁciente de regresio´n mu´ltiple. En consecuencia, se veriﬁca que,
en el caso general, ρ1 es el ma´ximo coeﬁciente de correlacio´n mu´ltiple entre una
combinacio´n lineal de las Y s y todas las Z s, que se alcanza con α1.
Adema´s, teniendo en cuenta (13.8), puede demostrarse (cuestio´n propuesta) el
siguiente resultado:
Teorema 6.2.
ρ21 es la ma´xima correlacio´n mu´ltiple entre una variable aleatoria real de la forma αY y
el vector aleatorio Z, que se alcanza con α ∈ α1. Se denota U1 = α1Y . Si i = 2, . . . , b,
ρ2i es la ma´xima correlacio´n mu´ltiple entre una variable aleatoria real de la forma αY
incorrelada con Uj, j = 1, . . . , i− 1, con el vector aleatorio Z, que se alcanza en αi.






Supongamos que partimos de una muestra aleatoria de taman˜o n de un modelo
de distribucio´n con dimensio´n p + q. Se trata pues de dos matrices de datos, Y, de
dimensio´n n× p y Z, de dimensio´n n× q. Podemos estimar los coeﬁcientes de correla-
cio´n cano´nica poblacionales, ρ1, . . . , ρb, mediante los coeﬁcientes r1, . . . , rb, tales que
r21, . . . , r2b son los b primeros autovalores de la matriz
S−1yy SyzS−1zz Szy (6.3)
donde Syy, Szz y Syz son las matrices de covarianza totales muestrales. Se veriﬁca
tambie´n que los autovalores positivos de e´sta matriz coinciden con los de la matriz
S−1zz SzyS−1yy Syz. (6.4)
Bajo la hipo´tesis de (p + q)-normalidad, rb sera´ positivo con probabilidad 1 y el
estad´ıstico (r21, . . . , r2b ), sera´ el EMV de (ρ1, . . . , ρb).
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Seguidamente, para cada i = 1, . . . , b se consideran los autovectores ai y bi co-
rrespondientes a los autovalores r2i para las matrices (6.3) y (6.4), respectivamente,
sujetos a la condicio´n de que los vectores yai y zbi, de Rn, tengan varianza 1 4. Por un
razonamiento completamente ana´logo al que se efectu´a en la seccio´n (B) del Ape´ndi-
ce, obtenemos una una interpretacio´n de los coeﬁcientes s r1, . . . , rb y de los vectores
ai’s y bis equivalente, en te´rminos muestrales, a la que se expresa en el teorema 6.1
para los para´metros probabil´ısticos. Es decir, r1 es la ma´xima correlacio´n entre una
transformacio´n lineal del tipo Zb, donde b ∈ Rq, con otra del tipo Ya, donde a ∈ Rp,
que se alcanza con a1 y b1; r2 es la maxima correlacio´n lineal entre una transformacio´n
del tipo Ya y otra del tipo Zb sujetas a la condicio´n de que rYa,Ya1 = rZb,Zb1 = 0, etc.
Adema´s, en el caso p = 1, se tiene que el u´nico coeﬁciente de correlacio´n cano´nica
muestral, r1, coincide con el coeﬁciente de correlacio´n multiple muestral R. Se de-
notan por (ui, vi), i = 1, . . . , b los pares (cano´nicos) de vectores de datos obtenidos
mediante
ui = Yai, vi = Zbi, i = 1, . . . , b.
En todo caso, la independencia entre los vectores de variables dependientes e inde-
pendientes implica que el primer coeﬁciente de correlacio´n cano´nica (y, por lo tanto,
todos) es nulo. Adema´s, bajo la hipo´tesis de (p+q)-normalidad, basta considerar la
distribucio´n condicional para probar la implicacio´n rec´ıproca.
Asimismo, si partimos de la hipo´tesis de normalidad , podemos conocer5 la dis-
tribucio´n asinto´tica de los coeﬁcientes de correlacio´n cano´nica muestrales. Concreta-
mente, si ρi es de multiplicidad 1, se tiene
√
n(r2i − ρ2i ) d−→ N
0, 4ρ2i (1− ρ2i )2
 .
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sigue una distribucio´n asinto´tica χ2pq 6. As´ı mismo, se veriﬁca para cada k = 1, . . . , b,




ln(1− r2i ) (6.5)
sigue una distribucio´n asinto´tica χ2(p−k)(q−k). Tambie´n podemos encontrar en Rencher
(1995) aproximaciones a la distribucio´n F -Snedecor. Todos estos resultados generali-
zan a los ya comentados sobre el coeﬁciente de correlacio´n mu´ltiple. Adema´s, se han
obtenido7 distribuciones asinto´ticas de los coeﬁcientes de correlacio´n cano´nica bajo
ciertas hipo´tesis ma´s de´biles que la de normalidad.
6.3. Relacio´n con el test de correlacio´n
Como se vio en la seccio´n 3.1, los coeﬁcientes r21, . . . , r2b , constituyen un estad´ıstico
invariante maximal en el contraste de independencia entre los vectores aleatorios Y
y Z. Por lo tanto, todo test invariante para resolver el contraste de independencia
puede expresarse en funcio´n de los coeﬁcientes de correlacio´n cano´nica muestrales.
Por su parte, ρ1, . . . , ρb constituye un estad´ıstico invariante maximal para el espacio
de para´metros. Luego, la distribucio´n del estad´ıstico de contraste correspondiente a
un test invariante depende exclusivamente del valor de los coeﬁcientes de correlacio´n
cano´nica poblacionales. De hecho, as´ı sucede con el test de la razo´n de verosimilitudes
(3.8). La hipo´tesis inicial de independencia equivale a ρ1 = 0.
En particular, si p = 1, es decir, si so´lo existe una variable dependiente (es el caso
de la correlacio´n mu´ltiple), el test para contrastar la independencia de e´sta respecto
a las variables explicativas dependera´ de la muestra exclusivamente a trave´s del coe-
ﬁciente de correlacio´n mu´ltiple al cuadrado. Concretamente, se reduce a comparar el
valor del estad´ıstico8




con el cuantil Fαq,n−q−1. En el caso de la correlacio´n simple (p = q = 1), se confrontara´n




6De aqu´ı se obtienen, en particular, la distribuciones asinto´ticas del coeﬁciente de correlacio´n
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6.4. Relacio´n con regresio´n y manova
Como vimos en el cap´ıtulo anterior, si t1, . . . , tb es el invariante maximal corres-









1 + ti .
Por lo tanto, los test de Wilks, Lawley-Hotelling, Roy y Pillay pueden expresarse en










No´tese, que el valor del coeﬁciente r2i ha de estar comprendido entre 0 y 1, que se
corresponden, respectivamente, con los casos ti = 0 y ti = +∞. El hecho de que los
coeﬁcientes de correlacio´n cano´nica este´n acotados supone una gran ventaja respecto
a los autovalores t1, . . . , tb, lo cual otorga sentido al test de Pillay.
Adema´s, dado que un manova puede considerarse como una regresio´n multivarian-
te sobre variables explicativas ﬁcticias, el estad´ıstico de contraste del manova puede
expresarse tambie´n mediante las correlaciones cano´nicas entre las variables respues-
tas y las explicativas, lo cual sera´ de gran importancia en el ana´lisis discriminante
(cap´ıtulo 9), donde a1, . . . , ab sera´n los ejes discriminates y los coeﬁcientes de co-
rrelacio´n cano´nica r21, . . . , r2b determinara´n el poder de discriminacio´n de los mismos.
Por la misma razo´n, el test F para la comparacio´n de r medias univariante (anova)
lleva asociado el coeﬁciente de determinacio´n R2 de la u´nica variable respuesta res-
pecto a las r − 1 variables ﬁcticias asociadas.
6.5. Reduccio´n de dimensio´n en correlacio´n lineal
La principal virtud de los coeﬁcientes de correlacio´n cano´nica es que explican la
estructura de de correlacio´n lineal entre p variables dependientes y q variables pre-
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del problema de correlacio´n, es decir, el numero de pares de variables cano´nicas que
presentan una correlacio´n (cano´nica) realmente signiﬁcativa. Posteriormente, hemos
de interpretar dichas variables cano´nicas para determinar la relevancia de cada una
de las variables observadas, tanto dependientes como predictores, en la relacio´n lineal
entre ambos grupos de variables.
Si se veriﬁca que ρk+1 = . . . = ρb = 0, cabr´ıa pensar en una reduccio´n a dimensio´n
k del problema, considerando tan so´lo los pares de variables cano´nicas asociadas a
los k primeros coeﬁcientes de correlacio´n, es decir
(u1, v1), . . . , (uk, vk).
Bajo la hipo´tesis de (p + q)-normalidad, se conoce la distribucio´n asinto´tica del es-
tad´ıstico (6.5) en el caso ρk+1 = . . . = ρb = 0, lo cual nos permite proponer un test
de hipo´tesis a nivel α para resolver esta cuestio´n. No obstante hemos de advertir dos
aspectos: en primer lugar, insistimos en que se precisa del supuesto de normalidad
y que la muestra sea de gran taman˜o; por otra parte, y contrariamente al esp´ıritu
del ana´lisis de correlacio´n cano´nica (eliminar pares de variables cano´nicas con corre-
laciones pequen˜as), se pretende probar en este caso la hipo´tesis inicial, lo cual nos
obliga a considerar un nivel de signiﬁcacio´n mayor de lo habitual. Por todo ello, en la
pra´ctica, suele prevalecer sobre el test el me´todo descriptivo consistente en analizar,






Si k es el primer valor tal que pk  1, lo cual equivale a a aﬁrmar que rk+1 es el primer
coeﬁciente pro´ximo a 0, cabra´ pensar en la nulidad de ρk+1 y, con mayor razo´n, de los
coeﬁcientes siguientes, lo cual implicar´ıa considerar u´nicamente los k primeros pares
de variables cano´nicas.
Una vez resueltos a analizar los k primeros pares de variables cano´nicas, dispone-
mos de tres me´todos distintos para tal ﬁn.
(a) Ponderaciones cano´nicas: consiste en analizar, para todo j = 1, . . . , k, la
magnitud y el signo de las p componentes del vector aj (correspondiente a la
variable cano´nica uj dependiente considerada) y de las q componentes del vec-
tor bj (correspondiente a la variable cano´nica predictor). En ese sentido, una
ponderacio´n pequen˜a para la variable Yi, se interpreta como una pobre apor-
tacio´n de dicha variable a a la correlacio´n lineal entre los grupos de variables.
Lo mismo puede decirse de las variables explicativas. No obstante, las ponde-
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variabilidad, especialmente ante la presencia de multicolinealidad (ver cap´ıtulo
6). Adema´s, es conveniente, a la hora de interpretar estos coeﬁcientes, tipiﬁcar
todas las variables observadas. Razonemos esta u´ltima aﬁrmacio´n:
Es evidente que una traslacio´n de las variables no afecta al ana´lisis de correlacio´n
cano´nica. Veamos que´ sucede al realizar un cambio de escala: consideremos las
matrices diagonales D1 = diag(d1, . . . , dp) y D2 = diag(d1, . . . , dq), y realicemos
los cambios de escala y∗ = yD1 y z∗ = zD2 (es decir, multiplicamos los datos
correspondiente a cada variable dependiente Yi por di y los correspondientes a
Zi por di). Se veriﬁca entonces
S−1y∗y∗Sy∗z∗S−1z∗z∗Sz∗y∗ = D1S−1yy SyzS−1zz SzyD1,
cuyos b primeros autovalores son (cuestio´n propuesta) r2i , . . . , r2b , asociados a los
autovectores D−11 a1, . . . , D−11 ab. Igualmente sucede con los b’s, obtenie´ndose los
autovectores D−12 b1, . . . , D−12 bb. Por tanto, el cambio de escala no afecta a las
correlaciones cano´nicas pero s´ı a las variables cano´nicas, lo cual ha de tenerse en
cuenta a la hora de analizar las ponderaciones. As´ı, por ejemplo, si las variables
dependientes expresan medidas en metros, el hecho de pasar a cent´ımetros la
primera variable no afecta a los coeﬁcientes de correlacio´n pero s´ı supone dividir
por 100 la ponderacio´n (y por lo tanto la importancia) de dicha variable. Por
ello, es conveniente que las variables del estudio sean conmensurables, y una
manera artiﬁcial de garantizar este requisito es tipiﬁcarlas. Podemos tipiﬁcar
todas o so´lo las variables respuesta, segu´n convenga. En el caso de la regresio´n
respecto a variables ﬁcticias so´lo se tipiﬁcara´n las variables respuesta. Tras la
tipiﬁcacio´n, la componente j-e´sima de los autovectores i-e´simos quedan de la
forma siguiente
a∗ij = syjaij, b∗ij = szjbij.
La tipiﬁcacio´n tiene como ventaja el conseguir un mismo grado de dispersio´n
para todas las variables. No obstante, supone en todo caso una alteracio´n de
los datos originales y de la distribucio´n de los mismos, lo cual ha de tenerse en
cuenta si se desea aplicar me´todos de inferencia estad´ıstica. La disyuntiva de
tipiﬁcar o no tipiﬁcar se nos presentara´ en numerosas ocasiones y, por desgracia,
no estamos en condiciones de proponer un criterio general para resolver este
dilema.
(b) Cargas cano´nicas: consiste en analizar las correlaciones entre cada variable
respuesta observada Yi, i = 1, . . . , p y cada variable cano´nica Uj, j = 1, . . . , p,
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1, . . . , q, y las variables cano´nicas Vj, j = 1, . . . , b. Teniendo en cuenta que
contamos con muestra aleatorias simples de taman˜o n (vectores de Rn) de dichas
variables, que se denotan por y(i), z(i), uj y vj, respectivamente, estimaremos
las correlaciones anteriores mediante los coeﬁcientes de correlacio´n muestral,
calculados a partir de dichos vectores. Estas correlaciones pueden obtenerse
(cuestio´n propuesta) mediante
ry(i),uj = (0, . . . ,
i1, . . . , 0)Ryyaj (6.6)
rz(i),vj = (0, . . . ,
i1, . . . , 0)Rzzbj (6.7)
Dado que el coeﬁciente de correlacio´n simple es invariante ante cambios de
escala, el hecho de tipiﬁcar las variables no afecta en absoluto el ana´lisis de
las cargas, de ah´ı que sea el me´todo ma´s extendido a la hora de interpretar las
contribuciones de las variables dependientes y predictores a la correlacio´n lineal
conjunta.
(c) Cargas cruzadas cano´nicas y ana´lisis de redundancia: las cargas cano´ni-
cas cruzadas son las correlaciones entre cada variable repuesta observada y cada
la variable cano´nica explicativa, as´ı como las correlaciones entre las variables
explicativas observadas y las variables cano´nicas respuesta. El ana´lisis de las
cargas cruzadas ha sido sugerido como una alternativa al de las cargas cano´nicas
convencional.
Por otra parte, los coeﬁcientes de correlacio´n cano´nica al cuadrado pueden
entenderse como medidas de la proporcio´n de variabilidad de cada variable
cano´nica respuesta Uj explicada por la correspondiente variable cano´nica ex-
plicativa Vj, j = 1, . . . , b, o, dicho de otra forma, son medidas del grado de
redundancia existente en cada par (Ui, Vj). Cuando estos son altos los pares
de variables cano´nicas se seleccionan para su posterior estudio. No obstante,
conviene tambie´n que se de´ un alto grado de redundancia entre las variables
respuesta observadas Yi, i = 1, . . . , p y las variables cano´nicas explicativas Vj,
j = 1, . . . , b., es decir, que e´stas u´ltimas sean realmente u´ltiles a la hora de ex-
plicar las primeras. Igualmente, conviene un alto grado de redundancia entre las
variables observadas explicativas y las variables cano´nicas respuesta. Ello puede
determinarse mediante el ana´lisis de cargas cano´nicas cruzadas al cuadrado. No
obstante, contamos con otro me´todo denominado ana´lisis de redundancia. Con-



































El primer coeﬁciente del producto, denominado proporcio´n9 de varianza expli-
cada, es una media aritme´tica de las correlaciones al cuadrado entre cada va-
riable respuesta (respectivamente explicativa) observada y la variable cano´nica
respuesta (respectivamente explicativa) j-e´sima, y pretende expresar la propor-
cio´n de varianza del vector de variables observadas respuesta (resp. explicativas)
que es explicada por la variable cano´nica respueta (resp. explicativa) j-e´sima. El
segundo coeﬁciente de la expresio´n es el cuadrado la j-e´sima correlacio´n cano´ni-
ca, es decir, del coeﬁciente de correlacio´n entre la j-e´sima variable cano´nica
respuesta y la j-e´sima variable cano´nica explicativa. En deﬁnitiva, el ı´ndice de
redundancia pretende expresar la proporcio´n de varianza del vector observado
respuesta (resp. explicativo) que es explicada por la variable cano´nica expli-
cativa (resp. respuesta) j-e´sima. Por cierto, existe un test para contrastar la
nulidad de los distintos ı´ndice de redundancia aunque su uso es poco frecuente.
Cuestiones propuestas
1. Demostrar que en el modelo de correlacio´n lineal la hipo´tesis β1 = 0 equivale a
ρ1 = 0.





sigue una distribucio´n asinto´tica χ2pq. Indicacio´n: considerar el test de la razo´n
de verosimilitudes (Wilks) para contrastar β1 = 0.
3. Demostrar que los autovalores positivos de la matriz Σ−1yy ΣyzΣ−1zz Σzy coinciden
con los autovalores positivos de Σ−1zz ΣzyΣ−1yy Σyz.
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4. Demostrar el teorema 6.2.
5. Obtener (6.6) y (6.7).
6. Demostrar que los autovalores de D1S−1yy SyzS−1zz SzyD1, son r21, . . . , r2b , y sus au-
tovectores D−11 a1, . . . , D−11 ab.
7. Consideremos los vectores aleatorios Y = (Y1, . . . , Yp) y Z = (Z1, . . . , Zq),
donde las q u´ltimas son incorreladas. Probar que
ρ2Yi·Z = ρ2Yi,Z1 + . . .+ ρ2Yi,Zq .













se veriﬁca que ρ2Yi,Z = 1, para todo i = 1, . . . , p.




Luego, en ese caso, la suma de las proporciones de la varianza para las distintas
variables cano´nicas dependientes es 1.
9. Suponiendo normalidad multivariante, construir un intervalo de conﬁanza asin-
to´tico a nivel 1−α para el primer coeﬁciente de correlacio´n cano´nica ρ1. As´ı mis-
mo, construir una regio´n de conﬁanza asinto´tica para el vector (ρ1, . . . , ρb).
10. A partir de resultados obtenidos en este cap´ıtulo, demostrar que, en una re-
gresio´n mu´ltiple, el coeﬁciente de correlacio´n mu´ltiple es la ma´xima correlacio´n
simple entre la variable respuesta y una combinacio´n lineal de las explicativas,
y que esta combinacio´n resulta de multiplicar escalarmente las mismas por sus
respectivos coeﬁcientes de regresio´n.
11. Razonar en que´ medida puede afectar un cambio de escala de cualquier variable
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12. Se realiza un estudio de regresio´n multiple de una variable respuesta Y respecto
de q variables explicativas Z1, . . . , Zq. Razonar si puede disminuir el coeﬁciente
de correlacio´n mu´ltiple R2 al introducir una nueva variable predictor Zq+1.













En este cap´ıtulo continuamos la l´ınea iniciada en el ana´lisis de correlacio´n cano´ni-
ca consistente en el estudio de valores teo´ricos (sumas ponderadas de las variables
originales). Nos proponemos ahora transformar los datos de manera que la matriz
de varianzas y covarianzas quede expresada de una forma cano´nica (diagonal), to-
do ello con el objeto de lograr una reduccio´n en la dimensio´n de las observaciones
cuando se de´ una fuerte correlacio´n entre las variables. La reduccio´n de la dimensio´n
tiene intere´s en s´ı misma. No obstante, en cap´ıtulos posteriores consideraremos otras
aplicaciones, ma´s concretas, del ana´lisis de componentes lineales, como pueden ser el
estudio de multicolinealidad en regresio´n, el ana´lisis de correspondencias o el ana´lisis
factorial.
La primera seccio´n se encuadra en un marco probabil´ıstico. En el mismo se deﬁ-
nen las componentes principales y se pretende razonar geome´tricamente por que´ las
componentes con menor varianza son las de menor intere´s probabil´ıstico. En la si-
guiente seccio´n se realiza un estudio ana´logo desde un punto de vista muestral, es
decir, partiendo de los datos, y se establece tambie´n un resultado que sera´ clave para
el ana´lisis de correspondencias. Se proponen distintos contrastes de hipo´tesis de es-
pecial intere´s que, no obstante, podr´ıan haber sido estudiados sin ningu´n problema
en el cap´ıtulo 3. En la u´ltima seccio´n, se analiza la relacio´n entre las componentes
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7.1. Punto de vista probabil´ıstico
Consideremos un vector aleatorio X : (Ω,A, P ) −→ Rp, cuyas componentes son
X1, . . . , Xp, con media µ y matriz de covarianzas Σ. El procedimiento a seguir con-
sistira´ en proyectar X sobre una subvariedad af´ın de la menor dimensio´n posible,
k, siempre y cuando el error consiguiente (en te´rminos de la distancia eucl´ıdea) se
mantenga dentro de unos ma´rgenes que consideremos aceptables. Esta proyeccio´n
quedara´ entonces determinada por un nuevo vector k-dimensional. Posteriormente
veremos que esta te´cnica equivale a eliminar las proyecciones con menor variabilidad.
Nuestra teor´ıa se basa en el teorema (13.4) del Ape´ndice, que denominaremos
teorema de diagonalizacio´n. En lo que sigue y dada una matriz de covarianzas po-
blacional Σ ∈ Mp×p, δ1, . . . , δp denotara´n sus autovalores ordenados, mientras que
γ1, . . . , γp denotara´ una base de autovectores asociados a los mismos. Por tanto, si se
denota Γ = (γ1 . . . γp) y ∆ = diag(δ1, . . . δp), se veriﬁca
Σ = Γ∆Γ
Ana´logamente, dada una matriz de covarianzas muestral S, d1, . . . , dp y g1, . . . , gp
denotara´n, respectivamente, sus autovalores ordenados y una base de autovectores
asociados, de tal forma que, si se denota D = diag(d1, . . . , dp) y G = (g1 . . . gp), se
veriﬁca
D = GDG
Dado k ≤ p, P⊥k denotara´ el conjunto de todas las proyecciones ortogonales sobre
cualquier subespacio k-dimensional de Rp. Asimismo, se denotara´ por Γk y Gk las
matrices p × k compuestas por las k primeras columnas de Γ y G, respectivamente.
El siguiente lema es consecuencia del teorema de diagonalizacio´n.
Lema 7.1.
Sea A ∈ Mp×p sime´trica, siendo sus autovalores ordenados λi, i = 1, . . . , p, y hi,
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Demostracio´n.
Sea P ∈ P⊥k y A = (a1 . . . ak) una matriz p× k cuyas columnas constituyen una base
ortonormal de ImP , de tal forma que P = AA. En consecuencia, si H y Λ denotan
respectivamente las matrices (h1 . . . hp) y diag(λ1 . . . λp), se veriﬁca
trAP = trHΛH AA = trΛ(H A)(H A).
No´tese que las columnas f1, . . . , fk de la matriz F = H A constituyen un sistema
ortonormal. Por lo tanto, aplicando el teorema de diagonalizacio´n a la matriz Λ se
deduce que


















alcanza´ndose los ma´ximos anteriores en los vectores (1, 0 . . . 0), . . . , (0, . . . k1 . . . 0),
respectivamente. Despejando se deduce que el ma´ximo se obtiene cuando A es la
matriz (h1 . . . hk), en cuyo caso P =
k
i=1 hihi. Dado que
mı´n
P∈P⊥k
tr A(Id− P ) = trA− ma´x
P∈P⊥k
tr AP,
se sigue que el mı´nimo se alcanza para el mismo valor de P , siendo su valorpi=k+1 λi.
La siguiente proposicio´n resulta interesante a la hora de interpretar las compo-
nentes principales desde un punto de vista probabil´ıstico.
Proposicio´n 7.2.
Dados un vector aleatorio p-dimensional X no degenerado y k ≤ p, se veriﬁca





alcanza´ndose cuando CB = ΓkΓk y a = Id− CBµ.
Demostracio´n.
Empezaremos suponiendo µ = 0 y consideremos ﬁja una matriz B en las condiciones
del enunciado. En ese caso, se tiene que el vector (X , X B) posee media 0 y matriz
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Luego, se sigue de (1.27) que
mı´n
C∈Mp×k,a∈Rp
E[X − (CBX + a)2] = tr [Σ− ΣB(BΣB)−1BΣ]
= tr Σ[Id− Σ1/2B(BΣB)−1BΣ1/2]
= tr Σ(Id− PB),
donde PB = Σ1/2B(BΣB)−1BΣ1/2, alcanza´ndose dicho extremo en a = 0 y en
la matriz C = (ΣB)−1(BΣB)−1. Puede comprobarse que PB es una matriz p × p
idempotente de rango k. De hecho, se sigue del corolario 13.5-(vi) que P⊥k = {PB :
B ∈Mk×p, rg(B) = k}. Por lo tanto, se deduce del lema anterior que tr Σ(Id−PB)
toma un valor mı´nimo pi=k+1 δi en PB = ΓkΓk, de lo cual se sigue que el mı´nimo
buscado se alcanza en cuando a = 0 y B y C veriﬁcan
Σ1/2B(BΣB)−1BΣ1/2 = ΓkΓk, C = (ΣB)−1(BΣB)−1.
Por consiguiente, teniendo en cuenta que Σ1/2 = Γ∆1/2Γ, se concluye que CB =
ΓkΓk. En general, para cualquier µ ∈ Rp, se obtiene la tesis razonando con el vector
aleatorio Y = X − µ.
Como hemos indicado en la introduccio´n del cap´ıtulo, nuestro propo´sito es reducir
al ma´ximo la dimensio´n del vector aleatorio p-dimensional X, siempre y cuando ello
suponga un error aceptable. Para ello, reemplazaremos en un primer paso el vector
aleatorio original X por otro contenido en una subvariedad af´ın Hk de dimensio´n k,
Xk. Proponemos como medida del error cometido en esta reduccio´n el siguiente
E[X −Xk2]. (7.1)
Xk∗ denotara´ el vector aleatorio contenido en una subvariedad af´ın k-dimensional que
minimiza dicho error (probaremos a continuacio´n su existencia). Desde luego, dada
una subvariedad af´ın Hk, el vector Xk contenido en la misma que minimiza dicho
error ha de ser la proyeccio´n ortogonal sobre e´sta, PHkX. La cuestio´n a dilucidar es
pues, dado k, sobre que´ subvariedad hemos de proyectar para minimizar el error. El
siguiente resultado nos ofrece la respuesta.
Teorema 7.3.
Dados un vector aleatorio p-dimensional X, de media µ y matriz de varianzas-covarianzas
Σ, y k ≤ p, se veriﬁca que mı´nHk E[X − PHkX2] =
p
i=k+1 δi, alcanza´ndose en
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Demostracio´n.
Dada un subvariedad af´ın k-dimensional Hk ⊂ Rp, existen un vector x ∈ Rp y un
subespacio lineal Vk, tales que Hk = y + Vk. En ese caso, si Fk denota una matriz
p× k cuyas columnas constituyen una base ortonormal de Vk, se tiene que
PHkX = y + PVk(X − y) = FkF kX + y − FkF ky.
Aplicando la proposicio´n anterior, se deduce que el mı´nimo buscado es, efectivamente,p
i=k+1 δi, alcanza´ndose cuando FkF k = PV ∗k y µ−y = PV ∗k (µ−y). La u´ltima igualdad
equivale a aﬁrmar que µ− y ∈ V ∗k , luego, por (13.3), acabamos.
Una vez ha quedado patente la trascendencia de los autovectores y autovalores
de Σ en el problema de reduccio´n de la dimensio´n, estamos en condiciones de deﬁnir
las componentes principales. El vector aleatorio p-dimensional
U = Γ(X − µ) (7.2)
se denomina vector de componentes principales, mientras que sus distintas compo-
nentes Ui, i = 1, . . . , p, que se obtienen mediante Ui = γi(X − µi), i = 1, . . . , p,
sera´n, respectivamente, las i-e´simas componentes principales1. Se veriﬁca entonces
Cov[U ] = ΓΣΓ = ∆, E[U ] = 0.
Luego, las componentes principales Ui’s son incorreladas entre s´ı y con varianzas δi’s,
respectivamente. El vector X se recuperar´ıa, por tanto, mediante X = µ+ΓU. Hemos
de tener en cuenta que la transformacio´n (7.2) no es sino una traslacio´n (la media
pasa a ser el origen de coordenadas) seguida de una rotacio´n (los ejes perpendiculares
determinados por los autovectores de Σ pasan a ser los ejes de coordenadas). La































1Realmente, es ma´s usual, dado que el problema so´lo atan˜e a la matriz de covarianzas, suponer
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En el caso de que se veriﬁque la hipo´tesis de p-normalidad del vector X, de-
ber´ıamos dibujar una elipse 2 centrada en µ cuyos ejes vienen determinados por los
autovectores de Σ, es decir, son los nuevos ejes rotados, dependiendo la magnitud de
los mismos de los autovalores correspondientes, es decir, que el eje principal queda
determinado por el primer autovector y as´ı sucesivamente. La hipo´tesis de norma-
lidad no ha sido necesaria para obtener la tesis del teorema anterior. No obstante,
esta´ indirectamente presente en este estudio pues, recordemos, el objetivo planteado,
al menos inicialmente, es la reduccio´n de la dimensio´n cuando se observan fuertes
correlaciones lineales entre las componentes del vector aleatorio, situacio´n e´sta es-
trechamente vinculada con el supuesto de normalidad del mismo. Por otra parte, se
sigue del teorema anterior que










Por lo tanto,Xk∗ se ha obtenido desechando las p−k u´ltimas componentes principales,
es decir, las p − k u´ltimas componentes de (7.2), de ah´ı que, para reducir a k la
dimensio´n deX, resulte razonable considerar en un segundo paso el vector constituido
por las k primeras componentes principales. Adema´s, (7.3) ofrece el error cometido
en esta reduccio´n, de manera que podemos, antes que nada, seleccionar el valor de k
adecuado (es decir, aque´l que, dando lugar a un error aceptable, sea lo ma´s pequen˜o
posible) para despue´s construir las componentes principales de intere´s.
Por otra parte, podemos analizar el problema desde otra perspectiva y llegar a
una conclusio´n ana´loga a la del teorema 7.3. Recordemos que, si α es un vector de
Rp de norma eucl´ıdea 1, αX es una variable aleatoria real que se corresponde con
la longitud de la proyeccio´n del vector X sobre el eje que determina el vector α. Se
veriﬁca, trivialmente, que
var[αX] = αΣα, cov[αX, βX] = αΣβ, ∀α, β ∈ Rp.
En ese sentido, las componentes principales pueden interpretarse como las proyeccio-
nes de X − µ sobre los ejes perpendiculares que determinan los autovectores de Σ.
El siguiente resultado precisa ma´s en l´ınea de esta interpretacio´n.
Teorema 7.4.
Dado un vector aleatorio p-dimensional X de media µ y matriz de covarianzas Σ se
2Pues, si X ∼ Np(µ,Σ), el lugar geome´trico de los puntos de Rp con verosimilitud constante es
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veriﬁca
δ1 = sup{var[α(X − µ)] : α = 1},
alcanza´ndose dicho supremo en α = γ1, es decir, con la variable real U1. Adema´s,
δi = sup{var[α(X − µ)] : α = 1, cov[αX,Uj] = 0, ∀j < i}, ∀i = 2, . . . , p,
alcanza´ndose dicho supremos con α = γi, respectivamente3.
Demostracio´n.
La demostracio´n es consecuencia inmediata del teorema de diagonalizacio´n. No obs-
tante y respecto a la u´ltima aﬁrmacio´n, te´ngase en cuenta que, dados j = 1, . . . , p−1,
y α ∈ Rp,
cov[α(X − µ), Uj] = αΣγj = δjαγj.
Luego,
α ⊥ γj ⇒ cov[α(X − µ), Uj] = 0.
Si δj > 0 el rec´ıproco es tambie´n cierto. Si δj = 0, con mayor razo´n lo son los sucesivos,
luego la tesis se obtiene ma´s fa´cilmente.
Por lo tanto, el eje γ1 proporciona la ma´xima varianza para las proyecciones,
δ1. Si i ∈ {2, . . . , p}, el eje γi proporciona la ma´xima varianza entre todos los ejes
perpendiculares a γ1, . . . , γi−1. Podemos considerar como caso extremo aque´l en el
cual δi = 0, i = k+1, . . . , p. Ello implicar´ıa que var[Ui] = 0, es decir, γi(X −µ) ≡ 0,
para todo i = k + 1, . . . , p. Lo cual equivale a aﬁrmar que X = Xk∗ , por lo que X
puede construirse enteramente sin tener en cuenta las p − k u´ltimas componentes
principales. Es decir, que la imagen de X esta´ contenida en una subvariedad af´ın
k-dimensional, concretamente
Im(X) ⊂ H∗k .
En este caso, se veriﬁca para cada ε > 0 que P (X − Xk∗ 2 > ε) = 0, lo cual,
insistimos, es una situacio´n extrema. En general, dada una constante positiva ε, se
sigue de la desigualdad de Chebichev que
P





< pδiε , i = 1, . . . , p (7.4)
3No´tese que en el enunciado puede sustituirse α(X − µ) por αX, pues dicho ca´lculo no afecta
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Luego, de la desigualdad de Bonferroni4 se deduce que






Por lo tanto, si los autovalores δi, i = k + 1, . . . , p son lo suﬁcientemente pequen˜os,
podemos considerar X∗k como una aceptable aproximacio´n a X, no so´lo desde el
punto de vista del error medio expresado en (7.3), sino tambie´n en el sentido ana´logo
expresado en (7.5). De esta forma, ambas ecuaciones invitan a considerar ki=1 δi
como una medida de la pe´rdida que conlleva la reduccio´n o´ptima a dimensio´n k, que es
la que se consigue considerando u´nicamente las k primeras componentes principales.
Luego, en deﬁnitiva, la dimensio´n k sera´ aque´lla lo ma´s pequen˜a posible siempre y





Recordemos a su vez la varianza total de X, deﬁnida en (1.26), que puede calcularse
mediante varT [X] =
p
i=1 δi, y cuya interpretacio´n se encuentra en el problema (19)




y se denominada proporcio´n de varianza total explicada5. No´tese que, en el extremos
opuesto al caso analizado anteriormente, si todos los autovalores son ide´nticos, en-
tonces Σ es de la forma σ2Id. Este caso es el menos apropiado a la hora de reducir
dimensiones. Desde un punto de vista geome´trico y bajo la hipo´tesis de p-normalidad,
la relacio´n entre los distintos autovalores determina la excentricidad del elipsoide. As´ı,
si todos los autovalores son ide´nticos tendremos una distribucio´n normal esfe´rica, es
decir, las regiones de Rp con verosimilitud constante son esferas. Por contra y segu´n
hemos visto, si los u´ltimos p−k autovalores son muy pequen˜os, el elipsoide estara´ ca-
si contenido en la subvariedad af´ın k-dimensional que determinan la media y los k
primeros autovectores.
7.2. Punto de vista muestral
Obviamente, el me´todo de obtencio´n de las componentes principales expuesto en
la seccio´n anterior no tiene viabilidad pra´ctica, debido al desconocimiento de la matriz
4P (∩Ai) ≥ 1−

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de covarianzas poblacional Σ. En la pra´ctica hemos de partir pues de una estimacio´n
de Σ mediante una muestra aleatoria de PX .
Supongamos que Y1, . . . , Yn es una muestra aleatoria simple de PX o, ma´s general,
n vectores de Rp. Como es costumbre, los expresamos matricialmente mediante Y =
(Y1, . . . , Yn) de dimensiones n×p. En ese caso, consideraremos la matriz de varianzas-
covarianzas totales muestral 6
S = 1n





1 . . . 1
... ...





la cual sera´ diagonalizada utilizando la matriz diagonal de sus autovalores D y la
matriz ortogonal de sus autovectores G, mediante S = GDG. Si la distribucio´n PX
es p-normal, entonces S y n−1n S son los EIMV y EMV de Σ, respectivamente. Bajo
esas condiciones, podemos encontrar en Anderson (1958), cap. 13, las distribucio´n
del estad´ıstico (d1, . . . , dp). Si, adema´s, δ1 > . . . > δp, n−1n D y G sera´n los EMV de




























 d−→ Np(0, Id). (7.6)
Este resultado permite construir intervalos de conﬁanza para los autovalores si par-
timos de la hipo´tesis de p-normalidad y la muestra es de gran taman˜o (cuestio´n
propuesta). El hecho de considerar S o n−1n S no afecta asinto´ticamente a la matriz
de autovalores D, pues l´ımn→∞ n−1n = 1.
6Cosideramos aqu´ı la divisio´n entre n. Ello no afectara´ al los autovectores aunque s´ı a los auto-
valores. No obstante, e´stos sera´n porporcionales a los que se obtendr´ıan dividiendo por n− 1, por lo
que este hecho no afecta al ana´lisis de componentes principales. La razo´n del mismo es puramente
este´tica y quedara´ patente, creemos, un poco ma´s adelante.
7No´tese que, so´lo si la multiplicidad de todos los autovalores de Σ es 1, podremos determinar los
autovectores correspondientes.
8Flury (1997).
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A la hora de calcular las componentes principales suele suponerse que la media
aritme´tica de las observaciones es 0 10, lo cual se traduce en que las componentes
principales verdaderas son una traslacio´n de la que de hecho se construyen, que se
calculan de la siguiente forma11: se considera
ui = GYi, i = 1, . . . , n.
Sea entonces u la matriz n× p cuyas ﬁlas son, respectivamente, u1, . . . , un, es decir,
u = Y G.
Si u[j], j = 1, . . . , p denotan las columnas de u, entonces u[j] = Y gj, es decir, se
trata del vector de Rn constituido por las j-e´simas componentes principales de cada
uno de los n datos. Por lo tanto, si se denota u = (uij) ∈ Mn×p, entonces uij es la
j-e´sima componente principal del i-e´simo dato, es decir, uij = gjYi. Ana´logamente al
caso poblacional12 se veriﬁca que
s2u[j] = dj, su[j],u[k] = 0, si j = k.
Adema´s,
d1 = sup{s2Y α : α = 1},
alcanza´ndose dicho supremo con α = g1, es decir, con el vector u[1]. Tambie´n se
veriﬁca
dj = sup{s2Y α : α = 1, sY α,uk = 0, ∀k < j}, para todo j = 2, . . . , p,
alcanza´dose dicho supremo con u[j]. Como en el caso poblacional, se deﬁne la varianza
total muestral mediante pj=1 dj = tr(S). Dado que estamos considerando los au-
tovalores y autovectores muestrales como estimaciones puntuales de los poblaciones,
el objetivo a perseguir sera´, nuevamente, encontrar la dimensio´n k lo ma´s pequen˜a










10Ma´s au´n, es bastante habitual e suponer, como veremos ma´s adelante, que los datos esta´n
tipiﬁcados.
11Si no se supusiera nula la media aritme´tica de los datos, se tendr´ıa ui = G(Yi − y).
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por lo que se denomina proporcio´n de la varianza total (muestral) explicada. Una vez
seleccionado, nos quedaremos u´nicamente con las k primeras componentes principales.
Como vemos, e´ste es un me´todo puramente descriptivo. Ser´ıa interesante poder




tr Σ , k = 1, . . . , p− 1.











τ 2 = 2tr Σ(n− 1)(tr Σ)2 (Ψ
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El principio de sustitucio´n propone, en este caso, reemplazar Σ, Ψk y δi, i = 1, . . . , p,
por S, Ψˆk y di, i = 1, . . . , p, de manera que obtendr´ıamos una estimacio´n puntual τˆ 2
de τ 2. En ese caso, se veriﬁca13
Ψˆ−Ψk
τˆ ∼ N(0, 1),
lo cual puede servir tanto para construir un intervalo de conﬁanza para Ψk como para




tr Σ = Ψ0, k = 1, . . . , p− 1, , ψ ∈]0, 1[. (7.7)
Tambie´n bajo el supuesto de p-normalidad podemos contrastar la siguiente hipo´tesis
inicial
H0 : δ1 ≥ . . . ≥ δk ≥ δk+1 = . . . = δp, k = 1, . . . , p− 1. (7.8)
Te´ngase en cuenta que, si la distribucio´n es no degenerada, no tiene sentido contrastar
una hipo´tesis del tipo δk+1 = . . . = δp = 0. El test para resolver el contraste consiste
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Se entiende que este test tiene validez asinto´tica y, recordamos, precisa del supuesto de
normalidad multivariante. En Bilodeau (1999) podemos encontrar tambie´n inferencias
respecto a los autovalores de la matriz de correlaciones.
Las componentes principales, vistas desde un punto de vista muestral, admiten
una clara interpretacio´n geome´trica en la l´ınea del teorema 7.3, que veremos a con-
tinuacio´n. Dado k ≤ p, se trata de sustituir los datos originales Yi, i = 1, . . . , n, por
otros vectores Y ki , i = 1, . . . , p, contenidos en una subvariedad af´ın de dimensio´n k,
Hk, de tal manera que el error que implica la sustitucio´n sea razonable, en el senti-
do de que, si Y k denota la matriz cuyas ﬁlas son Y ki , k = 1, . . . , n, sea pequen˜a la
distancia
d(Y, Y k) = 1n
n
i=1
Yi − Y ki 2.
Resolveremos el problema desde un punto de vista ma´s general, lo cual facilitara´ enor-
memente las cosas a la hora de afrontar la seccio´n dedicada al ana´lisis de corresponde-
cias14. Ello nos obliga a introducir algunas deﬁniciones. Concretamente, deﬁniremos
distintas me´tricas en el espacioMn×p. Primeramente, la distancia anterior, que puede
deﬁnirse mejor de esta forma:
d(X, Y ) = 1ntr[(X − Y )(X − Y )
], X, Y ∈MI×J . (7.9)
En este caso, si d denota la distancia en RJ y X i y Y i , i = 1, . . . I, denotan las
ﬁlas de X e Y, respectivamente, se veriﬁca que d(X, Y ) = 1n
I
i=1 d(Xi, Yi). Sea
Ω = diag(ω1, . . . , ωn), donde ωi ≥ 0 para todo i = 1, . . . , n y

i ωi = 1. Sea a su vez






Se trata pues de la media aritme´tica ponderada por los pesos de Ω. Si 1n denota el
vector constante 1 en Rn, se denota
XΩ = 1n
xΩ, (7.11)
que es la matriz de Mn×p cuyas ﬁlas son todas iguales a la traspuesta de la media
aritme´tica ponderada. Deﬁnimos tambie´n la matriz de covarianzas mediante
SΩ,Φ = Φ1/2













 Φ1/2Yi − Φ1/2yΩ
 .
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Es importante notar que el rango de la matriz Y − Y Ω, y por lo tanto el de SΩ,Φ, es
igual al rango de Y menos 1. Deﬁnimos entonces las siguientes me´tricas sobre Rn y
Rp:
dΩ(a, b) = (a− b)Ω(a− b), a, b ∈ Rn. (7.12)
dΦ(u, v) = (u− v)Φ(u− v), u, v ∈ Rp. (7.13)
la aplicacio´n lineal x ∈ Rp → Φ1/2x supone una isometr´ıa de (Rp, d) en (Rp, dΦ). En
la seccio´n primera del Ape´ndice podemos encontrar diversos comentarios respecto
al concepto de proyeccio´n ortogonal utilizando la me´trica eucl´ıdea d, que pueden
generalizarse a la me´trica dΦ teniendo en cuenta la isometr´ıa anterior. De esta forma,
si a ∈ Rp y V es un subespacio k-dimensional de Rp, PΦa+V denotara´ la proyeccio´n
ortogonal sobre la subvariedad af´ın a+ V considerando dΦ, que se obtiene mediante
PΦa+V (x) = a+ Φ−1/2PΦ1/2(V )
Φ1/2(x− a) , x ∈ Rp. (7.14)
Deﬁnimos la siguiente distancia en MI×J :
dΩ,Φ(X, Y ) = tr[Ω(X − Y )Φ(X − Y )], X, Y ∈MI×J . (7.15)
Se veriﬁca entonces







ndΩ,Φ(X,Y ) = d
Ω1/2XΦ1/2,Ω1/2Y Φ1/2, (7.18)
d(X, Y ) = d 1nIdn,Idp(X,Y ). (7.19)
Por u´ltimo, se tiene que
y = y 1nIdn , S = S 1nIdn,Idp .
Teorema 7.5.
Sean {d1, . . . , dp} los autovalores ordenados de SΩ,Φ y {h1, . . . , hp} sus respectivos au-
tovectores. Dado k < p, la m´ınima distancia dΩ,Φ(Y, Y k) cuando las ﬁlas de Y k se
encuentran en una subvariedad af´ın k-dimensional vale pi=k+1 di, y se alcanza cuando,
para cada i = 1, . . . , n, Y ki = PΦH∗k (Yi), siendo H
∗
k = yΩ +
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Demostracio´n.
Dada una subvariedad af´ın k-dimensional Hk = a+Vk, e Y k una matriz n× p tal que
Y ki ∈ Hk, para todo i = 1, . . . , n, se veriﬁca
dΩ,Φ(Y, Y k) =
n
i=1
































1/2 Yi − yΩ
+ P(Φ1/2Vk)⊥Φ
1/2 yΩ − a

2
Teniendo en cuenta que ni=1 ωi
Yi − yΩ















El segundo sumando es, en todo caso, mayor o igual que 0, siendo 0 sii yΩ ∈ Hk, es
decir, que la subvariedad af´ın que minimice dΩ,Φ debe contener a la media aritme´tica
ponderada por Ω. Supuesto que eso sucede, veamos en que´ subespacio Vk se alcanza
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Se deduce entonces del lema 7.1 que el valor mı´nimo buscado es pi=k+1 di, al-
canza´ndose cuando Φ1/2Vk = h1, . . . , hk.
El siguiente resultado, que es el que realmente interesa en este cap´ıtulo, se deduce
directamente del teorema anterior.
Corolario 7.6.
Sean {d1, . . . , dp} los autovalores ordenados de S y {h1, . . . , hp} sus respectivos auto-
vectores. Dado 0 ≤ k < p, la m´ınima distancia d(Y, Y k) cuando las ﬁlas de Y k se
encuentran en una subvariedad af´ın k-dimensional vale nki=1 di, y se alcanza cuando,
para cada i = 1, . . . , n, Y ki = PH∗k (Yi), siendo H∗k = y + h1, . . . , hk .
Este resultado da pues una justiﬁcacio´n geome´trica de las componentes principales






























As´ı pues, a la luz del teorema 7.3 y del corolario 7.6, entendemos que, a la hora
de reducir la dimensio´n, las proyecciones de menor varianza resultan ser las de menor
intere´s estad´ıstico.
El siguiente resultado, que suele denominarse teorema de la descomposicio´n en
valores singulares (singular value descomposition, abreviadamente SVD), se obtiene
como corolario del teorema de diagonalizacio´n de una matriz sime´trica.
Teorema 7.7.
DadasA ∈Mn×p de rango r y Ω y Φ como antes, existen una matrizD = diag(λ1, . . . , λr)
con elementos positivos y ordenados de mayor a menor, y otras dos matrices N ∈Mn×n
y M ∈Mp×p, veriﬁcando
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(iii) N ΩN = Idn
Demostracio´n.
Sea ∆ = diag(d1, . . . , dr, 0) la matriz diagonal de orden p de los autovalores ordenados
de AA y H una matriz p × p cuyas columnas h1, . . . , hp constituyen una base orto-
normal de autovectores respectivos. El teorema de diagonalizacio´n permite aﬁrmar
aﬁrma que
AA = H∆H .
Consideremos ∆r y Hr las submatrices de ∆ y H constituidas respectivamente por
los r primeros autovalores y sus correspondientes autovectores. Deﬁnamos
Gr = AHr∆−1/2r .
Se veriﬁca entonces que GrGr = Idr. Por lo tanto, sus columnas pueden completarse
hasta obtener una matriz ortogonal de orden n que se denota por G. En ese caso, si














Por lo tanto, la tesis queda demostrada en le caso Ω = Idn y Φ = Idp. En el caso







en las condiciones anteriores. En ese caso, si deﬁnimos N = Ω−1/2G y M = Φ−1/2H,
se veriﬁcan (i), (ii) y (iii).
La expresio´n (i) en las condiciones (ii) y (iii) se denomina descomposicio´n SVD
de A para la me´trica dΩ,Φ. No´tese que las columnas de M , m1, . . . ,mp, y las de N,
n1, . . . , nn, constituyen sendas bases ortonormales respecto a las me´tricas dΩ y dΦ,
respectivamente. Si se denota F = ND (siendo fij sus componentes), y A1, . . . , An
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Por lo tanto, la matriz F esta´ constituida por las coordenadas de las ﬁlas de A respec-
to a la base ortonormal M . Igualmente, dado que A =MDN , la matriz F ∗ =MD
esta´ constituida por las coordenadas de las columnas de A respecto a la base or-
tonormal N . Respecto a la unicidad de las descomposicio´n SVD, podemos aﬁrmar
trivialmente que la u´nica matriz diagonal D en las condiciones del teorema es la com-
puesta por las ra´ıces de los autovalores de Φ1/2AΩAΦ1/2. Si la multiplicidad de todos
ellos es 1, las columnas (autovectores) de M quedan un´ıvocamente determinadas sal-
vo reﬂexiones. En general, se veriﬁca que los subespacios generados por las columnas
asociadas a un determinado autovalor son u´nicos15. Lo mismo puede decirse de N ,
razonando en este caso con Ω1/2AΦAΩ1/2. En ocasiones la descomposicio´n SVD se
presenta de la forma
A = NDM , donde N ∈Mn×r, M ∈Mp×r, N ΩN =M ΦM = Idr. (7.21)
Se trata simplemente de eliminar los autovectores asociados a autovalores nulos que,
a la postre, no tendra´n utilidad pra´ctica alguna. Todo lo dicho anteriormente acerca
de la unicidad de la descomposicio´n sigue siendo igualmente va´lido aqu´ı. Estamos ya
en condiciones de enunciar el resultado clave en el ana´lisis de correspondencias.
Teorema 7.8.
Dada una matriz de datos Y ∈ Mn×p de rango r + 1, existen una matriz D =
diag(λ1, . . . , λr) con elementos positivos y ordenados de mayor a menor, y otras dos
matrices N ∈Mn×n y M ∈Mp×p, veriﬁcando






(ii) M ΦM = Idp






(v) Si 0 ≤ k < r, Dk denota la submatriz diagonal de D formada por los k primeros
valores de e´sta, y Nk y Mk denotan las submatrices constituidas por las k primeras
columnas de N y M, respectivamente, se veriﬁca que la matriz Y k∗ de Mn×p que
minimiza dΩ,Φ(Y, Y k) entre todas aquellas cuyas ﬁlas pertenecen a una subvariedad
af´ın k-dimensional Rp, es
Y k∗ = Y Ω +NkDkM k.
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Se veriﬁca adema´s
dΩ,Φ












Se trata de seguir el mismo razonamiento de la demostracio´n anterior, pero aplicado
a la matriz de rango r
Ω1/2

Y − Y Ω

Φ1/2,
es decir, considerando la matriz diagonal ∆ de los autovalores de SΩ,Φ, la matriz H
de sus respectivos autovectores y, por u´ltimo, la matriz
Gr = Ω1/2

Y − Y Ω

Φ1/2Hr∆−1/2r ,












de lo cual se sigue que
Ω1/2









Con lo cual, basta considerar M = Φ−1/2H y N = Ω−1/2G para obtener (i), (ii) y
(iii). Para obtener (iv) considerar la deﬁnicio´n de dΩ,Φ teniendo en cuenta (i), (ii) y
(iii). Respecto a (v), basta sustituir para obtener
Y k∗ = Y Ω +

Y − Y Ω

Φ1/2HkH kΦ−1/2.
Es decir, para cada i = 1, . . . , n, se veriﬁca
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Al igual que sucediera antes, las columnas deM constituyen una base ortonormal
de (Rp, dΦ). Adema´s, si F = ND, se veriﬁca
Yi = yΩ +
K
j=1
fijmj, i = 1, . . . , n. (7.22)
Por lo tanto, la matriz F esta´ constituida por las coordenadas de las ﬁlas de Y − Y Ω
respecto a la base ortonormal M . La submatriz compuesta por las k primeras co-
lumnas de F determinan pues la proyeccio´n de las ﬁlas de Y − Y Ω en el subespacio
generado por el sistema reducido {m1, . . . ,mk}, lo cual permite, como sabemos, mi-
nimizar la distancia dΩ,Φ. Respecto a la unicidad de la descomposicio´n, podemos
aﬁrmar que la u´nica matriz diagonal D en las condiciones del teorema es la compues-
ta por las ra´ıces de los autovalores de SΩ,Φ, y que los subespacios generados por las
columnas de M asociadas a un determinado autovalor son u´nicos. En el problema de
reduccio´n a dimensio´n k es esto es lo que en deﬁnitiva importa, dado que el objetivo
que se persigue es proyectar sobre dichos subespacios. No obstante, encontrar´ıamos
un serio problema si se diera el caso dk = dk+1. Las columnas de M se denominan
ejes principales de las ﬁlas de Y .
7.3. Relacio´n con las variables originales
Aunque el ana´lisis de componentes principales pueda ser correcto desde un punto
de vista matema´tico, la interpretacio´n estad´ıstica del mismo puede verse seriamente
falseada si las variables en juego no son conmensurables. Ilustremos esta aﬁrmacio´n
con un ejemplo.
Supongamos que se miden dos variables, una correspondiente a la medida de una
longitud en metros y otra correspondiente a una anchura en metros. Si pasamos a
considerar la longitud en cent´ımetros, la varianza de dicha variable se multiplicara´ por
10.000, con lo cual, en te´rminos relativos, la variable anchura sera´ pra´cticamente
constante (y, por tanto, sin intere´s estad´ıstico) en relacio´n con la longitud (desde un
punto de vista geome´trico, los ejes de la elipse coincidira´n, pra´cticamente, con los
ejes de coordenadas, y su excentricidad sera´ enorme).
Por ello, hemos de analizar previamente la naturaleza de las variables antes de
buscar una reduccio´n de dimensiones mediante componentes principales. El problema
es complejo y, evidentemente, no siempre se resuelve expresando los resultados en
las mismas unidades pues las distintas variables pueden corresponder a diferentes
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(a) Considerar una transformacio´n que conduzca a la homocedasticidad. Puede
darse el caso de que dicha transformacio´n genere tambie´n normalidad; de es-
ta forma, estar´ıamos en condiciones de aplicar los me´todos inferenciales de la
seccio´n anterior.
(b) Dado que, en la mayor´ıa de los casos, los ana´lisis se resuelven de manera mera-
mente descriptiva, el me´todo ma´s comu´n consiste en tipiﬁcar las variables (se
obtendr´ıa una matriz Z de variables tipiﬁcadas), o equivalentemente, trabajar
con la matriz de correlaciones R en vez de la de covarianzas. Se tiene entonces
R = GDG, u = ZG.
Esta es la opcio´n que suele tomarse ma´s a menudo. El programa SPSS la asume
por defecto.
Cuando se ha reduce la dimensio´n del vector por el me´todo de componentes prin-
cipales, las variables perdidas no son, en principio, variables originales, sino combi-
naciones lineales de e´stas. Al igual que sucede en el ana´lisis de correlacio´n cano´nica,
existen distintas formas de evaluar la inﬂuencia de las variables originales en las
componentes que permanecen o en las que se eliminan. La ma´s inmediata puede ser
analizando la matriz de ponderaciones G, cuyas columnas determinan las direcciones
de las distintas componentes principales. No obstante, es ma´s extendido el estudio de
la matriz de cargas principales o de componentes . Se trata de una matriz Λ ∈Mp×p,
cuya columna j-e´sima, j = 1, . . . , p, esta´ compuesta por los coeﬁcientes de correla-
cio´n entre cada variable original y u[j]. Si se ha procedido a una tipiﬁcacio´n previa de
las variables observadas, la relacio´n entre la matriz de ponderaciones y la de cargas
principales es la siguiente:
Λ = Z uD−1/2 (7.23)




Es decir, si λj denota la j-e´sima columna de Λ,
gj = 1dj
λj, j = 1, . . . , p. (7.28)
Para acabar este cap´ıtulo veamos un ejemplo. Consideremos las cuatro variables
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especies vesicolor y virginica del conocido archivo irisdata de Fisher. Se ha excluido
la especie setosa pues su matriz de varianzas-covarianzas es netamente diferente.
Vamos a representarlas mediante un diagrama de dispersio´n matricial.
Cada observacio´n constituye pues un punto de R4 que intentamos representar parcial-
mente confrontado por pares sus diferentes componentes. Supongamos que queremos
identiﬁcar cada observacio´n con un punto de R2 desechando la menor variabilidad
posible. Para ello calculamos las dos primeras componentes principales que, en este
caso, presentan varianzas 2.958 y 0.555, respectivamente, con lo que vienen a explicar







Podemos apreciar que todas las variables originales participan en la construccio´n
de las componentes principales. Veamos la representacio´n de dichas componentes
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Cuestiones propuestas
1. Construir, a partir del resultado (7.6), un intervalo de conﬁanza asinto´tico al
95% para el autovalor δi, partiendo de la hipo´tesis de p-normalidad. Construir
una regio´n de conﬁanza asinto´tica al 95% para el vector (δ1, . . . , δp) ∈ Rp.
2. Demostrar que, si X sigue una distribucio´n p-dimensional con matriz de cova-
rianzas Σ, siendo δp el u´ltimo autovalor de la misma, existe una subvariedad
af´ın H de dimensio´n p− 1 tal que, para todo ε > 0, se veriﬁca que
P (d(X,H) < ε) ≥ 1− δpε2 ,
donde d denota la distancia eucl´ıdea. ¿Que´ corolario podemos deducir si Σ es
singular?
3. El ana´lisis de componentes principales esta´ enfocado a la reduccio´n de la di-
mensio´n en el caso de que exista una clara relacio´n lineal entre las variables
observadas. ¿Puedes sugerir alguna forma de actuacio´n en el caso de que la
relacio´n exista pero no sea de tipo lineal?
4. Si Y ∼ Np(µ,Σ) y rg(Σ) = p− 1, demostrar que existe una u´nica direccio´n en
Rp tal que la proyeccio´n sobre la misma del vector aleatorio Y es una variable
real constante. ¿Que´ crees que debemos hacer exactamente ante una muestra
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5. Demostrar que, si n ≥ p, el p-e´simo autovalor dp es estrictamente positivo con
probabilidad 1.
6. Demostrar que que el u´ltimo autovalor de Σ es la mı´nima varianza de una














En te´rminos generales, podemos decir que el ana´lisis de componentes principales
sirve para reducir dimensiones en un problema multivariante. No obstante, conside-
raremos en este cap´ıtulo dos aplicaciones concretas de esta te´cnica: la solucio´n al
problema de multicolinealidad en regresio´n lineal y el ana´lisis de correspondencias.
Tambie´n consideraremos la aplicacio´n del ana´lisis de componentes principales a la
hora de resolver un ana´lisis factorial, aunque eso sera´ en otro cap´ıtulo.
8.1. Multicolinealidad
Hemos visto en el cap´ıtulo anterior que la utilidad del ana´lisis de componentes
principales estriba en que nos permite reducir la dimensio´n de las observaciones cuan-
do se observa un fuerte grado de correlacio´n lineal entre las variables consideradas.
Aunque este hecho tiene por que´ ser necesariamente perjudicial (es ma´s, puede re-
sultar en algunos casos hasta positivo, segu´n Hair et al. (1999)), s´ı que puede llegar
a tener un impacto negativo cuando se da entre las variables explicativas en el mo-
delo de regresio´n lineal mu´ltiple o multivariante. A este problema hace comu´nmente
referencia el te´rmino multicolinealidad. El ana´lisis de componentes principales puede
aportarnos en ocasiones la solucio´n al mismo. La seccio´n queda pues dividida en tres
partes: la primera se dedica a estudiar el impacto que puede tener el feno´meno de
multicolinealidad; la segunda, a establecerme´todos de diagno´stico de la misma; en la
u´ltima parte proponemos una posible solucio´n mediante el uso de las componentes
principales. Nuestro estudio se restringira´ al problema de regresio´n mu´ltiple, de tal
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men. De todas formas, volveremos a desarrollar el tema, en unas ocasiones de manera
ma´s sucinta y en otras, ma´s extensa.
Supongamos que estamos en las condiciones del modelo de regresio´n lineal mu´lti-




1 z1[1] . . . z1[q]... ... ...
1 zn[1] . . . zn[q]

 ,
de rango q + 1. En ese caso, (XX)−1 ∈ M(q+1)(q+1) tendra´ determinante no nulo y
sera´ invertible. Si embargo, si se da un alto grado de multicolinealidad, podemos de-
ducir, razonando por continuidad, que |XX| tomara´ un valor pro´ximo a 0 y, entonces,




Entonces, para todo j = 0, 1, . . . , q,
varβˆj
 = (XX)−1jjσ2,
donde (XX)−1jj denota el j-e´simo elemento de la diagonal de (XX)−1. Por ello, la
varianza del estimador tomara´ un valor alto cuando dicho elemento sea elevado. De
esta forma, la varianza del estimador depende, en primer lugar, del error impl´ıcito al
modelo de regresio´n, expresado mediante la varianza residual σ2, y en segundo lugar,
de la estructura de la matriz X de variables explicativas a trave´s de de (XX)−1. Para
entender mejor por que´ la multicolinealidad incrementa esa varianza, basta demostrar
(cuestio´n propuesta) que
varβˆj




, j = 1, . . . , q, (8.1)
donde Rj denota el coeﬁciente de correlacio´n mu´ltiple de z[j] respecto al resto de
variables explicativa. Como podemos observar, una fuerte correlacio´n entre las va-
riables explicativas repercutira´ en un incremento de la varianza de los estimadores.
De hecho, el te´rmino (1−R2j )−1 suele denominarse factor de inﬂacio´n de la varianza,
FIV.
El extremo opuesto a la multicolinealidad es la incorrelacio´n (es decir, perpen-
dicularidad entre las variabilidades totales) de las variables o vectores explicativos.
En ese caso minimizamos las varianzas de los estimadores. Presentamos una visio´n


























































La interpretacio´n de los gra´ﬁcos es la siguiente: las observaciones de los datos esta´n
sometidas a un cierto grado de variabilidad que viene determinado σ2. Las compo-
nentes del estimador de β sera´n las coordenadas de la proyeccio´n de la observacio´n Y
sobre el subespacio generado por las columnas de X. Podemos observar que, cuando
se da la perpendicularidad entre las columnas, pequen˜as variaciones en la observa-
cio´n se corresponden con pequen˜as variaciones en las componentes del estimador.
Sin embargo, conforme nos vamos aproximando a la dependencia lineal, una pequen˜a
variacio´n en la observacio´n puede suponer una gran variacio´n en la estimacio´n de β,
es decir, que el estimador de β esta´ sometido a una fuerte variabilidad.
Que las varianzas de los estimadores sean elevadas podr´ıa considerarse, por prin-
cipio, perjudicial para el estudio de regresio´n, pues se traduce en una escasa ﬁabilidad
de las estimaciones obtenidas. No obstante, esta aﬁrmacio´n merecer´ıa diversas mati-
zaciones. Desde luego, puede resultar especialmente dan˜ino si el propo´sito del ana´lisis
de regresio´n es evaluar el grado inﬂuencia de cada variable explicativa en la variable
dependiente, es decir, si se trata de un estudio de “causa-efecto”. Un problema de
multicolinealidad puede llevarnos a sobreestimar la inﬂuencia de ciertas variables o
subestimar la de otras. Ma´s au´n, en muchas ocasiones se utilizan me´todos de seleccio´n
de variables explicativas que eliminan aquellas cuyo coeﬁciente no diﬁere signiﬁca-
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estudio pues resta potencia al test de signiﬁcacio´n, lo cual puede suponer la elimi-
nacio´n de variables realmente inﬂuyentes. De todo ello se sigue la importancia de la
deteccio´n y solucio´n del problema de multicolinealidad.
El problema de multicolinealidad puede resolverse, como veremos a continuacio´n,
mediante la eliminacio´n de componentes principales, siempre y cuando las compo-
nentes desechadas no desempen˜en un papel relevante en la regresio´n lineal. Hemos
de recalcar pues que el ana´lisis de las componentes principales no tiene por que´ solu-
cionar necesariamente un problema de este tipo.
Insistimos: el uso de componentes principales en un problema de regresio´n lineal
esta´ orientado a facilitar un estudio de causa-efecto, donde se pretende determinar la
trascendencia de cada variable predictor en la variable respuesta a trave´s de la magni-
tud del correspondiente coeﬁciente de regresio´n, pues este expresa la razo´n o cociente
entre el incremento de la segunda y el de la primera. Desde luego, la importancia
de cada variable explicativa no deber´ıa depender de la escala utilizada ni del valor
0 de referencia para la misma. Respecto al segundo punto, notar que los coeﬁciente
de regresio´n de las variables explicativas (no as´ı el del te´rmino independiente) son
invariantes ante traslaciones de las mismas (es decir, que, el sumar una constante a
cualquiera de estas variables no afecta a los correspondientes coeﬁcientes). Sin em-
bargo y respecto al primer punto, hemos de tener en cuenta que un cambio de escala
de cualquier variable explicativa repercute de manera inversa en el coeﬁciente corres-
pondiente. De todo ello puede deducirse la conveniencia de utilizar una trasformacio´n
de las variables explicativas invariante ante traslaciones y cambios de escala. Por ello,
es usual trabajar con las variables explicativas tipiﬁcadas. As´ı pues, nuestro modelo
queda de la forma siguiente
Y = β01n + Zβ + E , E ∼ N(0, σ2Id),
donde β0 ∈ R, β ∈ Rq, y Z es una matriz n × q de rango q cuyas columnas son
linealmente independientes con media muestral 0, varianza muestral 1, y perpendi-
culares al vector 1n. Centraremos por lo tanto nuestro ana´lisis en la matriz ZZ, que
es igua a la matriz R de correlaciones entre las variables explicativas, multiplicada
escalarmente por n. En virtud de (5.6), se veriﬁca
βˆ0 = y, βˆ = R−1Szy. (8.2)
El diagno´stico de multicolinealidad consiste en la bu´squeda de indicios de un fuerte
impacto en la varianza de los estimadores de los βj’s derivado de una fuerte multico-
linealidad entre las variables explicativas z[1], . . . , z[q]. Una de las ma´s extendidas es











de algu´n FIV alto (mayor que 10) suele asociarse a un problema de multicolineali-
dad. No obstante, este procedimiento no arroja luz sobre el nu´mero de dimensiones
redundantes en e problema.
Otro me´todo de diagno´stico consiste en considerar la diagonalizacio´n de la matriz
de correlaciones :
R = GDG, (8.3)
siendo D = diag(d1, . . . , dq), con d1 ≥ . . . ≥ dq, y G = (g1, . . . , gq), donde gj =






En ese caso, la varianza total del estimador βˆ, cuya interpretacio´n podemos encuen-















Por lo tanto, una inﬂacio´n de la varianza total se asocia a la existencia de autovalores
pequen˜os. Dado que la suma de los mismo es en todo caso q, ello equivale a una gran
desproporcio´n entre el primero y alguno o varios de ellos. Esto nos lleva a considerar




dj , j = 1, . . . , k.
Obviamente,
1 = IC1 ≤ . . . ≤ ICq.
Teniendo en cuenta que
q
j=1
dj = trR = q,
y, por lo tanto, d1 ≥ 1, valores altos (suele entenderse por alto un valor mayor de
30) de ICk+1, . . . , ICq se corresponden, necesariamente, con valores muy bajos de
dk+1, . . . , dq (de hecho, ICj > 30 implica dj < 1/900), lo cual es signo de fuerte mul-
ticolinealidad y podra´ repercutir negativamente en las varianzas de los estimadores.
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Hemos de tener en cuenta que qk=1 g2jk = 1, y, por lo tanto, g2jk ≤ 1, para todo
j, k. As´ı pues, la existencia un al menos un autovalor dk no es condicio´n suﬁciente
para garantizar un valor alto de la varianza del estimador de βj, pues dicho autovalor
puede corresponderse con un valor tambie´n bajo de g2jk. Lo importante pues, para que
exista un impacto un la varianza del estimador de βj, es que el cociente de ambos sea
grande. Una forma de medir la magnitud de dicho cociente es considerar la proporcio´n




, j, k = 1, . . . , q.
De esta forma, PVjk debe entenderse como la proporcio´n de la varianza del estimador
de βj debida a la k-e´sima componente principal u[k] de las variables explicativas. Se
conviene que una componente principal responsable de ma´s del 80% de la varianza
de dos o ma´s estimadores1 es candidata a ser eliminada de la regresio´n. Todos los
PVjk’s constituyen una matriz q × q, donde el ı´ndice j denota la columna y k la ﬁla.
Obviamente, la suma de la columna j-e´sima, donde j = 1, . . . , q, vale, en todo caso,
1. Se trata pues de detectar ﬁlas con al menos dos componentes mayores que 0.80.
En deﬁnitiva, a la hora de diagnosticar multicolinealidad con impacto en las va-
rianzas de los estimadores, debemos analizar los IC’s y la matriz PV y calibrarlos
respecto a unas cotas convencionales (sobre las que no existe unanimidad). As´ı, si
ICr+1, . . . , ICq > 30 y, para cada k ∈ {r + 1, . . . , q} se veriﬁca que existen al menos
dos PVjk’s mayores que 0.80, entenderemos que existe un problema de multicolineali-
dad con repercusiones en las varianzas de los coeﬁcientes de regresio´n, que nos invita
a reducir a dimensio´n r.
Vayamos entonces con la tercera parte del estudio dedicada a la solucio´n del pro-
blema. Supongamos que los autovalores dk, k = r+1, . . . , q, presentan valores elevados
de ICk y al menos dos valores altos de PVj,k cada uno. El me´todo en s´ı consiste en
transformar los datos de manera que los factores de inﬂacio´n de la varianza desapa-
rezcan en favor de las varianzas de las vectores explicativos, que aumentan. Para ello,
debemos encontrar una transformacio´n en las variables explicativas (rotacio´n) que
las haga incorreladas. Ello nos lleva a calcular las componentes principales
u = ZG, .
Esta transformacio´n puede deshacerse mediante Z = uG. La ventaja que presen-
tan las componentes principales es que son incorreladas. Concretamente, Su = D












As´ı pues, la regresio´n lineal respecto a Z puede convertirse en una regresio´n respecto
a u si consideramos el para´metro γ = Gβ
Y = β01n + Zβ + E
= β01n + uG+ E ,
donde E sigue un modelo de distribucio´n Nn(0, σ2Id). El EIMV de γ es
γˆ = (uu)−1uY = Gβˆ,
de manera que el estimador de β puede reconstruirse mediante


















Adema´s, puede comprobarse que los estimadores γˆj coinciden con los que se ob-
tendr´ıan en cada caso con una regresio´n simple. Un disen˜o de este tipo, en el que los
vectores explicativos tienen media aritme´tica nula y son incorreladas, se denomina
ortogonal. Podemos observar que la varianza del estimador es inversamente propor-
cional a la varianza de la correspondiente componente principal, sin que en este caso
exista un factor de inﬂacio´n de la varianza. Esto no debe inducirnos a pensar que
hemos conseguido reducir la matriz de varianzas-covarianzas de los estimadores. De
hecho, puede demostrarse fa´cilmente que, tanto la varianza generalizada2 como la
varianza total3, permanecen invariantes cuando se consideran las componentes prin-
cipales.
Consideremos una divisio´n de D en dos submatrices diagonales ∆1 y ∆2, lo cual




















2Nos referimos al determinante de la matriz de varianza-covarianzas.
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n [tr(D1) + tr(D2)] (8.11)
Adema´s, βˆ descompone en
βˆ = G1γˆ1 +G2γˆ2.
Si consideramos un nuevo estimador βˆ∗ de β que se obtiene depreciando los coeﬁ-
cientes correspondientes a las componentes principales asociadas a D2, es decir,
βˆ∗ = G1γˆ1, (8.12)































As´ı pues, si D2 contiene los q − r autovalores menores (que son las varianzas de las
u´ltimas componentes principales), detectados en el diagno´stico, al considerar este
nuevo estimador de β conseguiremos una gran reduccio´n en la matriz de varianzas-
covarianzas. Por contra, el estimador obtenido sera´ sesgado. Este procedimiento re-
sultara´ rentable cuando el sesgo introducido es pequen˜o en relacio´n con reduccio´n en
las varianzas, cosa que sucede cuando γ2 es pro´ximo a 0. Por lo tanto, la estrategia
consiste en despreciar las componentes principales de menor varianza siempre y cuan-
do su correspondiente coeﬁciente sea pro´ximo a 0. Una decisio´n de este tipo puede
basarse en los resultados de los test parciales. Mucho autores coinciden en considerar
un nivel de signiﬁcacio´n mayor de lo habitual, por ejemplo 0.20, a la hora de aplicar-
los. Por desgracia, no podemos garantizar que los tests parciales aporten resultados
no signiﬁcativos para las componentes principales de menor varianza, pero si esto su-
cede, cabra´ conﬁar en una sustancial reduccio´n de la matriz de varianzas-covarianzas
y, por lo tanto, en una clara mejor´ıa del ana´lisis.
8.1.1. Ejemplo
Para ilustrar en que´ medida puede llegar a afectar la correlacio´n lineal entre los
vectores explicativos a las estimaciones de los para´metros de regresio´n, as´ı como la











estimaciones, haremos uso de un ejemplo extremo con datos simulados mediante el
programa SPSS.
Concretamente, generamos n = 100 datos correspondientes a dos variables, Z1
y Z2 ya tipiﬁcadas que presentan un coeﬁciente de correlacio´n lineal r=0.969, lo
cual supone un factor de inﬂacio´n de la varianza de 385.42 si actu´an como variables
explicativas en un problema de regresio´n. Respecto a las componentes principales, la
primera de ellas, que se obtiene proyectando sobre el eje (1, 1), presenta varianza
1.999, lo cual supone el 99.9% de la varianza total (recordamos que se trata de un
caso extremo).
Generamos una variable respuesta Y mediante la fo´rmula
Y = 1.98 · Z1 + 2.02 · Z2 + ε, (8.13)
donde ε ∼ N(0, 1). En ese caso se obtiene R2=0.938 y, tras ejecutar la regresio´n lineal,
obtenemos σˆ2,I=1.027, βˆ1=1.08 no signiﬁcativo y βˆ2=2.83 no signiﬁcativo. Obse´rvese
que, aunque los coeﬁcientes de regresio´n estimados distan mucho de los verdaderos,
si obviamos los resultados de los test parciales la ecuacio´n obtenida es muy va´lida
para predecir Y .
El diagno´stico de multicolinealidad se puede basar en la no signiﬁcacio´n de ambos
coeﬁcientes, en la presencia de FIV altos y tambie´n en el ana´lisis de los IC y de las
proporciones de la varianza que presentamos a continuacio´n:
Dimensio´n Autovalor IC PV-Z1 PV-Z2
1 1.999 1 0 0
2 0.001 39.239 1 1
Todo parece indicar que resultar´ıa conveniente eliminar, si es que es posible, el efecto
de la segunda componente principal de la regresio´n. Para ello efectuamos la regresio´n
respecto a las componentes principales U1 y U2, obteniendo, efectivamente, un resul-
tado en absoluto signiﬁcativo para el coeﬁciente de U2. El coeﬁciente para la primera
componentes resulta ser 1.95. Luego, la ecuacio´n quedar´ıa de la forma Y  1.95 · U1.
Segu´n (8.12), obtenemos la siguiente ecuacio´n de regresio´n en te´rminos de las varia-
bles originales, mucho ma´s ajustada a la realidad del modelo (8.13):
Y = 1.95 · Z1 + 1.95 · Z2 + e, var[e] = 1.08
No´tese que, dado que el primer eje principal ha resultado ser en este caso (1, 1), los
estimadores de β1 y β2 han de ser necesariamente iguales. Estamos pues imponien-
do una restriccio´n lineal sobre la solucio´n que permite una gran disminucio´n de la
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8.2. Ana´lisis de correspondencias
Esta disciplina relativamente moderna y de cara´cter eminentemente geome´tri-
co consiste en la reduccio´n dimensional de una tabla de contingencias4 mediante las
te´cnicas del ana´lisis de componentes principales. El objetivo ﬁnal es la representacio´n
bidimensional de sus ﬁlas y columnas de manera que puedan identiﬁcarse claramente
los distintos perﬁles y la relacio´n entre los mismos. Esta teor´ıa se basa fundamental-
mente en los teorema 7.7 y 7.8.
El punto de partida es pues la denominada tabla de contingencia, con el nu´mero
de observaciones computadas en cada una de las v × w categor´ıas posibles.
(I × J) W1 . . . WI Total
V1 O1,1 . . . O1,J O1·
... . . . ...
VI OI,1 . . . OI,J OI·
Total O·1 . . . O·J n
Se denotara´
O = (Oi,j), 1 ≤ i ≤ I, 1 ≤ j ≤ J.
La matriz de valores esperados en el caso de independencia se construye mediante
Eij = OijOi·O·j , 1 ≤ i ≤ I, 1 ≤ j ≤ J.
En ese caso, se deﬁne la matriz de proporciones observadas mediante
P = 1n ·O
y las sumas de sus ﬁlas y columnas son, respectivamente,
r = P1J, c = P 1I 5.






cj = 1. (8.14)
4Nos limitaremos aqu´ı a estudiar el ana´lisis de correspondecia simple. El caso mu´ltiple podemos
encontrarlo en Greenacre (1984).
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Asimismo, se denota
Dr = diag(r), Dc = diag(c).
Se supondra´ por hipo´tesis que ri > 0, para todo i = 1, . . . , I, y cj > 0, para todo
j = 1, . . . , J. En ese caso, se construyen las matrices
R = D−1r P,
cuyas ﬁlas, denominadas perﬁles de ﬁla, se denotan por Ri, i = 1, . . . , I, y
C = D−1c P ,
cuyas ﬁlas, denominadas perﬁles de columna, se denotan por Cj, j = 1, . . . , J. Preci-
samente y teniendo en cuenta las notacio´n (7.10) y (7.11), se obtienen los siguientes
centroides de R y C
RDr = 1Ic, CDc = 1Jr.
El primer centroide es la matriz de perﬁles ﬁlas constante que cabr´ıa esperar de P en
el caso de que V y W fueran independientes. Lo mismo puede decir del segundo: su
traspuesta es la matriz de perﬁles columna constante que cabr´ıa esperar de P en el
caso de que V y W fueran independientes. Los perﬁles observados Ri’s y Cj’s pueden
considerarse puntos de RJ y RI respectivamente. Se van a considerar las siguientes










cj(Yj − Y˜j)D−1r (Yj − Y˜j)
donde X y X˜ son matrices I × J de ﬁlas Xi y X˜i, respectivamente. Igualmente, Y y Y˜
denotan matrices J×I de ﬁlas Yi y Y˜i, respectivamente. Utilizaremos dichas me´tricas
para evaluar las distancias de R y C a sus respectivos centroides. De esta forma,
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Desde luego, cuanto mayor es la inercia, ma´s se diferencian los perﬁles observados
en ﬁlas y columnas de los que cabr´ıa esperar si V y W fueran independientes. La
inercia 0 se corresponde con la independencia. Se trata, por lo tanto, de un concepto
con reminiscencias de la F´ısica que pretende ser una medida del grado de correlacio´n
existente entre las variables V yW . De hecho, puede demostrarse fa´cilmente (cuestio´n
propuesta) que








el cual se utiliza como estad´ıstico de contraste en el test de correlacio´n. Este te´rmino
puede entenderse en te´rminos intuitivos como la distancia entre la tabla de contingen-
cias obtenida y la que corresponder´ıa en el caso de independencia, multiplicada por
el taman˜o de la muestra. Su relacio´n entre las inercias y el coeﬁciente de contingencia
de Pearson es la siguiente
in(I) = in(J) = C
2
1− C2 . (8.18)
Nuestro objetivo es proyectar tanto los perﬁles ﬁla como columna en sendas subva-
riedades aﬁnes de baja dimensio´n de manera que se minimizen las distancias entre
los perﬁles originales y los proyectados. De esta forma tendremos una visio´n gra´ﬁca
conjunta de todo el estudio. Para ello y siguiendo las directrices marcadas por el
teorema 7.8, hay que considerar los ejes principales y las coordenadas de los perﬁ-
les respecto a los mismos. Consideremos primeramente los perﬁles ﬁla. Se trata de
encontrar una nueva matriz cuyas I ﬁlas sean vectores de la menor dimensio´n posi-
ble, siempre y cuando la distancia dDr,Dc−1 a la matriz original sea suﬁcientementepequen˜a. Aplicando pues el teorema 7.8 se obtiene






donde L y M son matrices veriﬁcando
LDrL = IdI , M Dc−1M = IdJ .
DΦ denota una matriz diagonal de elementos positivos y de orden rgP − 1. En ese
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Si pretendemos reducir a dimensio´n k < rg(P )−1, la distancia entre la matriz original
y la proyectada coincidira´ con la suma de los u´ltimos rg(P )− (k+1) elementos de la
diagonal de Dφ. La inercia correspondiente a la matriz proyectada sera´, por contra,
la suma de los k primeros elementos de la diagonal. Se procede ana´logamente para
las columnas, y se obtiene






donde Y y N veriﬁcan
Y DcY = IdJ , N Dr−1N = IdI .








Si pretendemos reducir a dimensio´n k, la distancia entre la matriz original y la pro-
yectada coincidira´ con la suma de los u´ltimos rg(P )−(k+1) elementos de la diagonal
de Dγ, y la inercia correspondiente a la matriz proyectada sera´ la suma de los k pri-
meros elementos de la diagonal. Ahora bien, multiplicando en (8.19) a la izquierda
por Dr se obtiene







(DrL)Dr−1(DrL) = IdI , M Dc−1M = IdJ .
As´ı mismo, multiplicando en (8.20) a la izquierda por Dc y trasponiendo se obtiene







(DcY )Dc−1(DcY ) = IdJ , N Dr−1N = IdI .
Entonces, dada la unicidad de la descomposicio´n SVD 6, se veriﬁca que Dφ = Dγ
(deno´tese dicha matriz por D = diag(d1, . . . , drg(P )−1)), y
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donde
N Dr−1N = IdI , M Dc−1M = IdJ . (8.22)
Es decir, los ejes principales sobre los que hemos de proyectar para obtener soluciones
lo ma´s pro´ximas posibles a los perﬁles originales se obtienen de la descomposicio´n
SVD de P − rc para la me´trica dD−1r ,D−1c . Las coordenadas de las ﬁlas y columnas












Podemos ofrecer una expresio´n alternativa de F y G. Segu´n (8.19), se veriﬁca que
Dr−1P − 1Ic = FM .
Luego, multiplicando a la derecha por Dc−1M y teniendo en cuenta (8.22), se veriﬁca
F = (Dr−1P − 1Ic)Dc−1M. (8.24)
Siguiendo un argumento ana´logo, se tiene que
G = (Dc−1P  − 1Ir)Dr−1N. (8.25)
Multiplicando en (8.24) y (8.25) a la izquierda por r y c, respectivamente, y teniendo
en cuenta (8.14), se deduce que
rF = 0, cG = 0, (8.26)
es decir, que las medias aritme´ticas de las ﬁlas de F y G, ponderadas por Dr y Dc,
respectivamente, son nulas. En lo que sigue, M,N,F y G denotara´n las rg(P ) − 1
primeras columnas de M, N, F y G, respectivamente, que, al ﬁn y al cabo, son las
u´nicas que interesan. En ese caso, consideramos (8.23) y tenemos en cuenta (8.26) se
deduce fa´cilmente que
1IM = 0, 1JN = 0, (8.27)
es decir, que las medias aritme´ticas de las ﬁlas deM y N son nulas. Segu´n el teorema
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tanto en el caso de los perﬁles ﬁla como en el de los perﬁles columnas. Este u´ltimo
sumando se denomina parte de inercia explicada por los k primeros ejes principales,




El te´rmino di, i = 1, . . . , rg(P ) − 1, se denomina parte de inercia explicada por el
i-e´simo eje principal. Teniendo en cuenta cua´l es nuestro objetivo ﬁnal, el nu´mero de
ejes principales a seleccionar coincidira´ con el nu´mero de elementos suﬁcientemente
grandes de la matriz diagonal D. Es as´ı como se realiza la reduccio´n de la dimensio´n.
Una vez decidido el valor de k, podemos analizar gra´ﬁcamente bien los perﬁles de ﬁla
o bien los de columna, de manera que la proximidad de dos perﬁles en la gra´ﬁca se
entienda como un similar patro´n de comportamiento de ambos niveles del cara´cter
respecto a la otra cualidad estudiada. No obstante y en rigor, la me´trica a considerar
en este caso no es eucl´ıdea sino las me´trica dD−1c en el caso de los perﬁles ﬁla y dD−1r
en el caso de los perﬁles columnas.
Tambie´n pueden representarse conjuntamente los perﬁles ﬁlas y columnas e inter-
pretar el gra´ﬁco teniendo en cuenta lo siguiente. Si trasponemos (8.21) y multiplica-
mos a la izquierda por Dc−1 se obtiene






Lo cual, segu´n (8.23), equivale a
Dc−1P  − 1Jr = GN .





y tenemos en cuenta (8.22) y
(8.23), se veriﬁca






Segu´n (8.26), el segundo sumando del primer te´rmino es nulo y, despejando, obtene-
mos por consiguiente
G = CFD−1. (8.28)
Un razonamiento completamente ana´logo nos permite aﬁrmar que
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Estas expresiones pueden resultar bastante u´tiles. De no ser por la presencia de la
matriz D−1, podr´ıamos aﬁrmar que, si dos niveles de los caracteres estudiados suelen
presentarse simulta´neamente, entonces tendr´ıan unas coordenadas muy parecidas a
la hora de proyectarlos sobres los correspondientes ejes principales, de manera que si
se proyectaran los perﬁles ﬁlas y columnas sobre los mismos ejes, podr´ıamos entender
la proximidad entre un perﬁl ﬁla y otro columna como una asociacio´n positiva entre
ambos niveles. Por desgracia, los autovalores d1, . . . , dk deforman esta interpretacio´n
gra´ﬁca, aunque en una magnitud inversa al valor de los mismos y, por ende, a la
importancia del eje correspondiente. Por ello, este tipo de representacio´n gra´ﬁca,
denominada biplot, puede ser de utilidad en una primera exploracio´n acerca de la
relacio´n entre los caracteres cuando se presentan muchos niveles en los mismos, pero
no es aconsejable en fases ma´s rigurosas del estudio.
Veamos a continuacio´n una forma ma´s sencilla, desde un punto de vista opera-
cional, de obtener los ejes principales y la proporcio´n de inercia explicada por los
mismos. Se trata de considerar la descomposicio´n SVD tipo (7.21) de P
P = N˜∆M˜ , (8.30)







Adema´s, de (8.14) se sigue que rDr−1r = cDc−1c = 1, y de (8.27) deduce que
rDr−1N = 0 y cDr−1M = 0. Es decir, que, por la unicidad de la descomposicio´n
(7.21), (8.30) y (8.31) coinciden. Por lo tanto, la matriz de autovalores D resulta de
eliminar el te´rmino 1 de ∆, que coincide, segu´n probaremos a continuacio´n, con el
mayor de los autovalores, y las matrices M y N resultan de eliminar en M˜ y N˜ ,
respectivamente, las columnas asociadas al mismo, que son c y r. Los matrices de
coordenadas F y G se obtienen entonces automa´ticamente. Vamos a probar entonces
que el resto de los autovalores han de ser iguales o inferiores a 1.
Lema 8.1.
Sean Z = (zik)i,k ∈ Mp×n y S = (sk,j)r,j ∈ Mn×p cuyas componentes son todas no
negativas y tales que
n
k=1
zik = 1, ∀i = 1, . . . , p, (8.32)
n
j=1
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Entonces, para cada vector x = (x1, . . . , xp) ∈ Rp, se veriﬁca que todas las componentes
del vector ZSx son menores o iguales que xmax = ma´x{|xj| : j = 1, . . . , p}.
Demostracio´n.































Sea X = (xij)i,j una matriz n × p de te´rminos no negativos y deﬁnamos A y B co-
mo las matrices diagonales de te´rminos {a1, . . . , an} y {b1, . . . , bp}, donde a1, . . . , an y
b1, . . . , bn son, respectivamente, las componentes de los vectores a = X1p y b = X 1n,
que supondremos todas estrictamente positivas. En ese caso, los autovalores de la matriz
B−1X A−1X (8.34)
se encuentran todos en el intervalo [0,1], siendo 1 el mayor de ellos, que se alcanza en el
autovector 1p.
Demostracio´n.
En primer lugar, tener en cuenta que, trivialmente, los autovalores de la matriz (8.34)
coinciden con los de la matriz sime´trica semideﬁnida positiva
B−1/2X A−1/2XB−1/2, (8.35)
y que e ∈ Rp es un autovector de la matriz (8.34) sii B1/2e lo es de (8.35). En
consecuencia, los autovalores es son reales y no negativos, y tambie´n son reales las
componentes de los correspondientes autovectores. Que 1p sea autovector asociado al
autovalor 1 se sigue directamente de las deﬁniciones de A y B. Veamos que se trata
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Teniendo en cuenta que las componenetes de la matriz (8.35) son todas no negativas,
se sigue trivialmente que el ma´ximo anterior se alcanza en un vector y (autovector)
cuyas componentes tengan todas el mismo signo. Podemos suponer, sin pe´rdida de
generalidad, que todas las componentes de dicho vector son positivas y, por ende,
lo son tambie´n las componentes del autovector de (8.34) asociado a λ, que se deno-
tara´ por e. Supongamos tambie´n que emax se alcanza en la componente i-e´sima de
e, ei, para cierto 1 ≤ i ≤ p. Dado que las matrices A−1X y B−1X  veriﬁcan las con-
diciones (8.32) y (8.33), respectivamente, se veriﬁca por el lema anterior que λei ≤ ei
y, en consecuencia, λ ≤ 1.
Teorema 8.3.
Las partes de la inercia explicadas por los distintos ejes principales son siempre menores
o iguales que 1.
Demostracio´n.
Se sigue de (8.31) que








siendo Dc−1/2(c|M) una matriz ortogonal, de lo cual se deduce que 1 junto con los
elementos diagonales de D2 son los autovalores de la matriz sime´trica
Dc−1/2P Dr−1PDc−1/2,
que coinciden con los de la matriz Dc−1P Dr−1P. Por el lema anterior, dichos auto-
valores esta´n comprendidos entre 0 y 1 y, en consecuencia, tambie´n lo esta´n
d1, . . . , drg(P )−1,
que son las partes de la inercia correspondientes a los distintos ejes principales.
Este resultado nos permite, entre otras cosas, acotar los te´rminos in(I) y in(J).
Corolario 8.4.
in(I) = in(J) ≤ mı´n{I, J} − 1
Demostracio´n.
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Adema´s, es fa´cil disen˜ar una tabla de contingencia de manera que dicha cota
superior se alcance. Por ejemplo, considerar el caso I = J y construir una tabla
diagonal. Por u´ltimo, teniendo en cuenta la cota anterior para las inercias junto
con la igualdad (8.18), podemos obtener una cota superior para el coeﬁciente de




mı´n{I, J} − 1
mı´n{I, J} (8.36)
8.2.1. Ejemplo
En una cierta especie animal los espermatozoides se clasiﬁcan, en virtud de su
motilidad, en cinco variedades diferentes. Nueve sementales de dicha especies apor-
taron entre todos una muestra de n = 176692 espematozoides que fueron asignados
a sus respectivas variedades, resultando una tabla de contingencia de dimensiones
9× 5. El objetivo es determinar si existe correlacio´n entre ambos caracteres, es decir,
si los diferentes sementales presentan un mismo patro´n de distribucio´n (perﬁl) o, por
el contrario, la distribucio´n de las variedades de espermatozoide var´ıan en funcio´n del
semental. En ese caso, ser´ıa interesante dilucidar en que´ radica exactamente dicha
correlacio´n. El problema puede plantearse de manera sime´trica y equivalente desde
el punto de vista de los tipos de espermatozoides, es decir, nos planteamos si to-
dos los tipos de espermatozoides se distribuyen de igual manera entre los diferentes
semantales o no.
En este caso se obtuvieron las siguientes medidas del grado de asociacio´n, todas
ellas relacionadas directamente en virtud de (8.17) y (8.18):
in = 0,032 χ2 = 5723,6 C = 0,177
Dado que, segu´n (8.36), el coeﬁciente dde contingencia C debe estar comprendido
entre 0 y 0.89, podemos considerar que en la muestra se observa un grado de correla-
cio´n medio-bajo que, dado el enorme taman˜o de la misma, es, no obstante, claramente
signiﬁcativo. Para determinar las claves de esta sutil asociacio´n ser´ıa interesante pro-
yectar los perﬁles semental y los perﬁles tipo de espermatozoide sobre sendos espacios
bidimensionales, de manera que quede explicada la mayor parte de la inercia. Concre-
tamente, la proyeccio´n sobre el plano generado por los dos primeros ejes principales
explica (en ambos caso, por supuesto) un 94.2% de la inercia total, lo cual es muy
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Observamos que, salvo el nu´mero 2, todos los sementales aparecen relativamente
cercanos7. La proximidad entre dos sementales ha de interpretarse como una similar
distribucio´n respecto a las variedades de espermatozoides, mientras que la lejan´ıa
se corresponde con patrones de distribucio´n opuestos. El semental responsable de la
mayor parte de la inercia es sin duda el nu´mero 2. De ello puede deducirse que el
perﬁl, es decir, el patro´n de distribucio´n de este semental, es claramente diferente al
del resto. De no ser por e´l, la inercia y, por lo tanto, el grado de correlacio´n, ser´ıan
mucho menores.
Respecto a los perﬁles tipo de espermatozoide, sucede algo similar a lo que ocurr´ıa
con los sementales, pues todos los tipos se distribuyen en similares proporciones
entre los diferentes sementales, excepto el tipo D, que aparece ma´s distante, siendo
responsable de la mayor parte de la inercia. Podemos apreciarlo en el siguiente gra´ﬁco:
7Hemos de ser precavidos al realizar una aﬁrmacio´n de este tipo pues, segu´n hemos visto, la
distancia que rige en la interpretacio´n del gra´ﬁco no es la eucl´ıdea, sino dD−1c en el caso de los
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Todo esto nos induce a analizar la relacio´n entre el semental 2 y el tipo D, pues
puede ser la clave de la relacio´n. Lo ma´s aconsejable es acudir a la propia tabla de
contingencia.
Segu´n hemos comentado con anterioridad, puede resultar muy aventurado8 com-
binar las proyecciones de ﬁlas y columnas en un u´nico gra´ﬁco denominado biplot. No
obstante, la pra´ctica es bastante habitual. El biplot se interpreta as´ı: la proximidad
entre un semental y una variedad de espermatozoide se corresponde con la aﬁnidad
entre ambos, mientras que la lejan´ıa se interpreta como la repulsio´n. En el gra´ﬁco
que presentamos a continuacio´n, queda bastante patente la aﬁnidad existente entre
el semental 2 y la variedad D, es decir, que en el semental 2 abundan ma´s los esper-
matozoides del tipo D, en detrimento del resto de tipos, claro esta´, y en este hecho
radica posiblemente la correlacio´n observada entre ambos caracteres.
8Debido a que los autovalores d1 y d2 correspondientes a la descomposicio´n SVD de P − rc
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Cuestiones propuestas
1. Demostrar la validez de (8.4).
2. Demostrar la validez de (8.6).
3. Demostrar la validez de (8.1).
4. Demostrar la validez de (1.8).











En lo que se reﬁere a este te´rmino hemos encontrado diferentes acepciones segu´n
la bibliograf´ıa consultada. Entendemos que en sentido estricto se reﬁere al estudio
de te´cnicas para distinguir o discriminar diferentes grupos de datos. Sin embargo, en
muchas ocasiones se utiliza para hacer referencia al problema de decisio´n consistente
en clasiﬁcar una observacio´n p-dimensional en un determinado grupo entre r posibles.
Es el caso, por ejemplo, del diagno´stico me´dico pues, basa´ndonos en la observacio´n
en el individuo de determinadas variables sintoma´ticas (un ana´lisis de sangre y orina,
por ejemplo) debemos determinar la enfermedad que padece el mismo (considerar
una enfermedad como una grupo humano que padece unos s´ıntomas comunes). Esta
ambigu¨edad del te´rmino no es casual, dado que para poder clasiﬁcar una observacio´n
respecto a r grupos debemos establecer primeramente criterios para diferenciarlos cla-
ramente. Queremos pues decir que el problema de clasiﬁcacio´n consta de dos etapas, y
hemos optado, siguiendo como en otras ocasiones el esquema de Rencher (1995), por
dedicar un cap´ıtulo diferente a cada una de ellas. Adema´s, dedicamos unas secciones
adicionales a comentar otros me´todos alternativos de clasiﬁcacio´n que no guardan
relacio´n con las puntuaciones discriminantes.
Por lo tanto, en este primer cap´ıtulo se estudia la manera de discriminar r grupos.
Este estudio guarda una estrecha relacio´n con la comparacio´n de r medias, denomi-
nado manova (de hecho, puede considerarse una continuacio´n del mismo) y, por lo
tanto, con el ana´lisis de correlacio´n cano´nica. Al igual que los cap´ıtulos precedentes
se basa en el ca´lculos de ciertos valores teo´ricos que, en este caso, nos permitira´n
distinguir (si es que es posible) las distribuciones. Es aqu´ı donde esperamos compren-
der deﬁnitivamente el signiﬁcado de los autovalores que se obtienen en el manova. Se
considerara´ como caso particular la discriminacio´n de dos distribuciones y se anali-
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nacio´n. Los me´todos que estudiaremos se basan en los mismo supuestos del manova:
p-normalidad e igualdad de matrices de covarianzas, lo cual no signiﬁca que hayan
de ser descartados si estas hipo´tesis no se cumplen.
9.1. Ejes discriminantes
Consideremos, para cada i = 1, . . . , r, sendas muestras aleatorias simples e inde-
pendientes, Yi1, . . . , Yini , de una distribucio´n Np(µi,Σ), y supongamos que se desea
contrastar la hipo´tesis inicial
H0 : µ1 = . . . = µr.
No´tese que son los supuestos del manova de una v´ıa, es decir, se trata de un modelo
lineal con un subespacio V de dimensio´n r y una hipo´tesis inicial W de dimensio´n 1.





















Y ∼ Nn,p(µ, Id,Σ).
Consideremos las matrices S2 = Y PV |1nY y S3 = Y PV ⊥Y (nos referimos, en es-
te caso, a las matrices (4.16) y (4.19), respectivamente) y t1, . . . , tb los autovalores
positivos de S−13 S2, donde b = mı´n{p, r − 1}, que constituye, como ya sabemos, un
estad´ıstico invariante maximal. En esta seccio´n interpretaremos el signiﬁcado exacto
de cada uno de estos autovalores.
Si consideramos dos vectores a, b ∈ Rp, tal que a = 1, el producto escalar
ab ∈ R es la longitud de la proyeccio´n del vector b sobre el eje que determina a. Para
contrastar la hipo´tesis inicial
Ha0 : aµ1 = . . . = aµr,
podemos considerar, cada todo i = 1, . . . , r, los conjuntos aYi1, . . . , aYini , que consti-










9.1. EJES DISCRIMINANTES 199
respectivamente. El contraste que proponemos se resuelve entonces mediante una
anova de una v´ıa. Por ejemplo, si a = (1, 0, . . . , 0), estaremos contrastando la hipo´te-
sis inicial de igualdad de la primera componente de la media, a partir de la primera
componente de los datos de la muestra (o lo que es lo mismo, el primer vector columna
de la matriz de observaciones Y ). El vector de datos (proyectados) es
Y a ∼ Nn
µa, (aΣa) · Id.
El test F , que es UMP-invariante a nivel α y de razo´n de verosimilitudes, consiste,
recordemos, en comparar el valor
Fa(Y ) = n− rr − 1 ·
PV |WY a2
PV ⊥Y a2
= n− rr − 1 ·
aY PV |WY a
aY PV ⊥Y a
= n− rr − 1 ·
aS2a
aS3a,
con el cuantil Fαr−1,n−r. Dado que, si a y a˜ son vectores proporcionales, los estad´ısticos
Fa y Fa˜ coinciden, deber´ıa denotarse ma´s bien Fa. Busquemos el ma´ximo valor de




que es equivalente a buscar
n− r
r − 1 ma´xaS3a=1 a
S2a.
Como {a :∈ Rp : aS3a = 1} es compacto, el ma´ximo existe. Supongamos que se
alcanza en un vector a1 o, mejor dicho, en el eje a1. Situe´monos en las condiciones
del el teorema 13.3. Se trata de maximizar la funcio´n
φ : a → aS2a
bajo la condicio´n f(a) = 0, donde
f : a → aS3a− 1.
Entonces, existe necesariamente un u´nico nu´mero real t tal que
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Luego, considerando las derivadas parciales, debe veriﬁcarse (S2 − tS3)a1 = 0, es
decir,
S−13 S2a1 = ta1. (9.1)
Por lo tanto, t es un autovalor de S−13 S2 y a1 es un autovector asociado veriﬁcando que
a1S3a1 = 1. Teniendo en cuenta (9.1), se sigue que el valor del ma´ximo es n−rr−1 t y t es
el primero de los autovalores, t1, pues en el caso contrario incurrir´ıamos, trivialmente,
en una contradiccio´n. Es decir,
ma´x
a∈Rp\{0}
Fa(Y ) = n− rr − 1t1.
Hemos obtenido pues el eje sobre el cual debemos proyectar si queremos obtener una
ma´xima discriminacio´n entre los grupos. En consecuencia, el test F correspondiente
al contraste univariante relativo a la proyeccio´n sobre dicho eje tiene como estad´ıstico
de contraste el primer autovalor t1 1. El eje a1 se denomina primer eje discriminante,
que tiene una ı´ntima relacio´n con los intervalos de conﬁanza simulta´neos obtenidos
en la seccio´n 2.5 y, por lo tanto, con el test de Roy (cuestio´n propuesta). El vector
de Rn
w1 = Y a1,
que contiene las proyecciones sobre el eje a1 de los n vectores de Rp considerados,
se denominara´ primer vector de puntuaciones discriminantes.
El proceso de obtencio´n de ejes discriminantes puede proseguir. El paso siguiente
es encontrar el eje que determine una proyeccio´n incorrelada con w1 que maximice
Fa. Supongamos que t1 > 0, cosa que sucede con probabilidad 1, y consideremos




aS3a1 = 0⇔ aS2a1 = 0. (9.2)
Por otro lado, la covarianza muestral entre los vectores de datos Y a y w1 puede




(n− r)aS3a1 + (r − 1)aS2a1
. (9.3)
Entonces, se sigue que Y a y w1 son incorrelados si, y so´lo si, aS3a1 = 0. Luego,
estamos buscando
ma´xFa(Y ) : aS3a1 = 0
,
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o, equivalentemente, buscamos
ma´xaS2a : aS3a = 1 ∧ aS3a1 = 0}.
E´ste se alcanza en algu´n vector a2. Aplicando nuevamente el teorema 13.3 con





se deduce que existe un u´nico par (t, θ) ∈ R2 tal que
S2a2 − tS3a2 − θS3a1 = 0.
Si multiplicamos a la izquierda por a1 y tenemos en cuenta las restricciones impuestas
a a2 junto con la equivalencia (9.2), se deduce que θ = 0. Por tanto, razonando ana´lo-
gamente al primer paso se obtiene que el valor del ma´ximo es t2, que se alcanza en el
autovector a2 correspondiente. El eje a2 se denomina segundo eje de discriminacio´n.
El vector n-dimensional
w2 = Y a2
se denomina segundo vector de puntuaciones discriminantes. Por lo tanto, se veriﬁca
que el test F correspondiente al contraste para la proyeccio´n sobre el segundo eje
discriminante tiene como estad´ıstico de contraste el autovalor t2 (salvo cte.).
El proceso puede continuar hasta agotar todos los autovalores positivos t1, . . . , tb,
obtenie´ndose b ejes de discriminacio´n a1, . . . , ab y b vectores de puntuaciones dis-
criminantes w1, . . . , wb. La matriz
w = (w1 . . . wb) ∈Mn×b
se denomina matriz de puntuaciones discriminantes. En conclusio´n, hemos probado
el siguiente resultado:
Teorema 9.1.
En las condiciones anteriores se veriﬁca
(a) n−rr−1 t1 es el valor ma´ximo de Fa(Y ), alcanza´ndose en el eje a1.
(b) Si i = 2, . . . , b, n−rr−1 ti es el valor ma´ximo de Fa(Y ) si nos restringimos a los ejes
tales que la proyeccio´n sobre los mismos es incorrelada con la proyeccio´n sobre los
ejes a1, . . . , ai−1. Dicho ma´ximo se alcanza en el eje ai 2.
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Por lo tanto, la capacidad en la discriminacio´n viene dada por el correspondiente
autovalor y va, en consecuencia, en orden decreciente: un autovalor ti pro´ximo a 0
indica que la proyeccio´n sobre el i-e´simo eje discriminante no evidencia diferencias
entre los r grupos. En ese caso, dicho eje aportara´ poca informacio´n a la hora de asig-
nar una observacio´n a alguno de los grupos. Entonces, los ejes asociados a pequen˜os
autovalores pueden ser despreciados en un problema de discriminacio´n.
Respecto a la relacio´n entre los distintos ejes discriminates, hemos de recordar que
los autovalores de S−13 S2 coinciden con los de Z2S3Z 2, en los te´rminos establecidos en
el cap´ıtulo 2 (recordemos: S2 = Z 2Z2). No obstante, se veriﬁca que a es un autovector
asociado a un autovalor t de la matriz S−13 S2 si, y so´lo si, Z2a es un autovector
asociado al mismo autovalor para la matriz sime´trica Z2S3Z 2. Entonces, si a∗ y a∗∗
son autovectores de S−13 S2 asociados a dos autovalores distintos, debe veriﬁcarse que
Z2a∗ y Z2a∗∗ son ortogonales, es decir,
a∗S2a∗∗ = 0.
Luego, se sigue de (9.2) que
aiS3aj = 0, i = j.
Por lo tanto, no se trata, en principio, de ejes perpendiculares, a menos que S3 = Id.
Por otro lado, recordemos que los autovalores t1, . . . , tb son para´metros muestrales
que estiman, respectivamente, a θ1, . . . , θb, los autovalores de la matriz Σ−1δ, donde
δ = µPV |Wµ. Estos autovalores y sus respectivos autovectores gozan de una in-
teresante interpretacio´n, ana´loga por completo a la que hemos visto anteriormente
(cuestio´n propuesta). Puede ser interesante realizar un test previo de signiﬁcacio´n de
los mismos, es decir, contrastar una hipo´tesis inicial del tipo3
H0 : θs+1 = . . . = θb = 0.




ln(1 + tj) (9.4)
con el cuantil
χ2,α(p−s)(r−1−s)4.
3Expresiones de este tipo so´lo tienen sentido si r ≥ 3.
4Se trata del test de la razo´n de verosimilitudes. Recordemos que la hipo´tesis θ1 = . . . = θb = 0
se resuelve comparando n lnλ1 = n
b
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Tiene validez asinto´tica y requiere de la hipo´tesis de normalidad. Si el resultado no es
signiﬁcativo, consideraremos u´nicamente las proyecciones sobre los s primeros ejes,
es decir, las s primeras columnas de la matriz w. No obstante, en la mayor´ıa de las
ocasiones habremos de contentarnos con un ana´lisis meramente descriptivo de los
autovalores muestrales t1, . . . , tb.
No´tese pues que, en deﬁnitiva y al igual que en el ana´lisis de componentes princi-
pales, estamos hablando de un problema de reduccio´n de la dimensio´n. No obstante,
en componentes principales se eliminan ejes tales que las proyecciones sobre los mis-
mos aportan poca variabilidad intragrupo; sin embargo, en el ana´lisis discriminante,
se eliminan ejes que aportan poca variabilidad intergrupos, en relacio´n con la varia-
bilidad intragrupo. No´tese tambie´n que si todos los autovalores salvo el primero son
pequen˜os, la capacidad de discriminacio´n intergrupos es pra´cticamente exclusividad
del primer eje discriminante, lo cual nos aproxima a una situacio´n univariante. En
tales casos el test de Roy5 se impone en la comparacio´n de medias a los dema´s test
considerados6.
9.2. Ana´lisis discriminate y correlacio´n cano´nica
El ana´lisis discriminate guarda una ı´ntima relacio´n con el ana´lisis de correlacio´n
cano´nica. Recue´rdese que un problema de comparacio´n de r medias puede conside-
rarse un problema de Regresio´n Lineal de Y respecto a un grupo de r − 1 variables
ﬁcticias Z. En ese caso, tiene sentido hablar de los coeﬁcientes de correlacio´n cano´nica
r2i , que se relacionan con los tis del manova de la siguiente forma:
r2i =
ti
1 + ti , i = 1, . . . , b.
En ese caso, sabemos que se veriﬁca
S3 = Syy − SyzS−1zzSzy,
S2 = SyzS−1zzSzy,
y que, por lo tanto, los autovectores de S−1yy SyzS−1zzSzy asociados a los autovalo-
res r21, . . . , r2b coinciden con los autovectores de S−13 S2 asociados a los autovalores
t1, . . . , tb, respectivamente. Luego, los ejes discriminates a1, . . . , ab coinciden con
los que se obtienen en al ana´lisis de correlacio´n cano´nica con las variables ﬁcticias
como explicativas. Por ello, el primer eje discriminate es aquel sobre el cual hemos
5Recordemos: λ3 = t1.
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de proyectar para obtener una ma´xima correlacio´n mu´ltiple con las variables ﬁcticias
(que, recordemos, son las que determinan el grupo de pertenencia); el eje segundo
aporta una ma´xima correlacio´n mu´ltiple entre todas aquellas proyecciones incorrela-
das con la primera, etc... En deﬁnitiva, los ejes discriminantes no son sino ejes cano´ni-
cos y los autovalores se relacionan con los coeﬁcientes de correlacio´n cano´nica median-
te la biyeccio´n creciente de [0, 1] en [0,+∞] deﬁnida mediante f(x) = (1− x)−1x. Por
lo tanto, todo lo dicho hasta ahora podr´ıa encuadrarse perfectamente en el ana´lisis
de correlacio´n cano´nica.
Tener en cuenta que si r2i  1, el i-e´simo eje tendra´ un elevado poder de dis-
criminacio´n. De esta forma, r2i expresa el poder de discriminacio´n del i-e´simo eje
principal, i = 1, . . . , b. Por contra, una escasa correlacio´n entre el eje i-e´simo y las va-
riables ﬁcticias supone una escasa capacidad discriminante de dicho eje. Por tanto, el
coeﬁciente de correlacio´n cano´nica i-e´simo puede considerarse una medida del poder
de discriminacio´n del i-e´simo eje discriminante, al igual que ti, pero con la ventaja de
que, mientras que ti puede tomar en principio cualquier valor positivo, r2i esta´ aco-
tado entre 0 y 1. De esta forma, pueden ser desechados aquellos ejes discriminantes
que aporten un coeﬁciente de correlacio´n cano´nica pro´ximo a 0. Bajo la hipo´tesis
de normalidad y con una muestra de gran taman˜o, el estad´ıstico de contraste (9.4)
del test de la razo´n de verosimilitudes para contrastar una hipo´tesis inicial del tipo
H0 : θs+1 = . . . = θb = 0 puede expresarse mediante los coeﬁcientes de correlacio´n
cano´nica segu´n (6.5).
Esta idea de identiﬁcar la capacidad de discriminacio´n con el grado de correlacio´n
con las variables ﬁcticias sera´ tambie´n de utilidad a la hora de eliminar variables
observadas (lo veremos en la seccio´n dedicada a la seleccio´n de variables).
9.3. Caso de dos grupos.
Aunque hemos obtenido un me´todo general que engloba este caso, analicemos
no obstante de manera aislada el caso r = 2, es decir, cuando se comparan dos
grupos. Se tiene entonces que b = 1, es decir, existe un u´nico autovalor y un u´nico
eje discriminante. Recordemos7 que en tal caso el test consist´ıa en contrastar el valor
T 2(Y ) = n1n2n1 + n2 (Y 1 − Y 2)
S−1c (Y 1 − Y 2)
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con el cuantil Tα,2p,n−2. Si consideramos la proyeccio´n sobre un eje a, el contraste de
la igualdad entre las medias µ1a y µ2a se realiza8 comparando el valor
T 2a(Y ) =
n1n2
n1 + n2
aY 1 − aY 2
2
aSca ,
con el cuantil F α1,n−2. El estad´ıstico T 2a(Y ) coincide, salvo una constante, con Fa(Y ).
Te´ngase en cuenta, adema´s, que F1,n−2 = (tn−1)2 . Es decir, el test equivale a comparar
ta(Y ) = |a






con el cuantil tαn−1 de la distribucio´n t de Sudent. Existe, por compacidad, el ma´ximo
de T 2a(Y ) cuando a recorre Rp. Puede comprobarse (cuestio´n propuesta) mediante
el teorema 13.3 (o bien mediante el ca´lculo del autovector), que e´ste se alcanza en el
eje
S−1c (Y 1 − Y 2).
Adema´s, tS−1c (Y 1−Y 2)(Y )
2 = T 2(Y ).
Por lo tanto, al proyectar sobre el eje discriminante, se obtiene en el correspondiente
estad´ıstico t2 (univariante) el mismo valor que corresponde al estad´ıstico T 2 (multi-
variante). Es decir, que comparar las proyecciones sobre el eje discriminate es similar
a comparar los datos en dimensio´n p.
9.4. Variables observadas y discriminacio´n.
Proponemos a continuacio´n distintas formas de evaluar la importancia de cada
variable observada en la discriminacio´n de los grupos. En ocasiones, puede suceder
que la presencia de variables originales con escaso poder de discriminacio´n entorpez-
ca estudios posteriores, como puede ser la clasiﬁcacio´n de observaciones, de ah´ı que
sea interesante contar con criterios para optimizar nuestro modelo eliminando las
variables originales inu´tiles. Esta seleccio´n de variables originales se une a la selec-
cio´n de ejes discriminantes efectuada en virtud de la magnitud de los coeﬁcientes de
correlacio´n cano´nica asociados.
En primer lugar, podemos optar por la observacio´n de las ponderaciones, es decir,
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el ana´lisis de la matriz de estructura, compuesta por las correlaciones entre los p
vectores n-dimensionales observados (las columnas de la matriz de observaciones Y )
y los b vectores de puntuaciones discriminantes (las columnas de la matriz de puntua-
ciones discriminantes w). Obviamente, tanto una ponderacio´n como una correlacio´n
alta respecto a una variable observada indica una participacio´n importante de dicha
variable en la discriminacio´n de los grupos. En ambos caso, el dato ma´s importante
es el que corresponde al primer eje discriminate, y la trascendencia de los dema´s ejes
depende del taman˜o de los respectivos coeﬁcientes de correlacio´n cano´nica.
No existe unanimidad acerca de cua´l de estos dos me´todos resulta ma´s apropiado.
No obstante, hemos de notar lo siguiente: supongamos que los ejes discriminates co-
rrespondientes a una matriz de datos Y son a1, . . . , ab, asociados a los autovalores
t1, . . . , tb. Es decir, S3 = Y PV ⊥Y y S2 = Y PV |WY, t1, . . . , tb son lo autovalores de
S−13 S2 y a1, . . . , ab los respectivos autovectores. Consideremos un cambio de escala en
las p componentes, es decir, una nueva matriz Y˜ = Y D, donde D = diag(d1, . . . , dp),
con d1, . . . , dp > 0. Sean S˜2 y S˜3 las matrices Y˜ PV |W Y˜ e Y˜ PV ⊥Y˜ , respectivamente,
t˜1, . . . , t˜b los autovalores de S˜−13 S˜2 y a˜1, . . . , a˜b los correspondientes autovectores. Se
veriﬁca entonces que
S˜3 = DS3D, S˜2 = DS2D.
Por un argumento de invarianza se deduce
t˜i = ti, ∀i = 1, . . . b.
Por otra parte, la relacio´n entre los autovectores es la siguiente:
a˜i = D−1ai, ∀i = 1, . . . , b.
Efectivamente,
S˜−13 S˜2D−1ai = tiD−1ai.
En consecuencia, no var´ıan los autovalores pero s´ı lo ejes discriminantes. De esta
forma, si se multiplicara por k la primera variable observada, la primera componente
de cada eje discriminante quedar´ıa dividida por k. As´ı, por ejemplo, si la primera
variable es una medida expresada en metros, el hecho de pasarla a cent´ımetros suponer
dividir por 100 el peso de dicha variable en cada eje discriminante.
De todo ello se deduce la conveniencia de tipiﬁcar las variables si pretendemos
ponderar el peso de cada una de ellas en la discriminacio´n de los grupos. Es pues
pra´ctica habitual comenzar un ana´lisis discriminate con la tipiﬁcacio´n de todas las
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 · ai, i = 1, . . . , b.
No obstante, ni la matriz de estructuras ni las puntuaciones discriminantes se
ven afectada por la tipiﬁcacio´n, pues las proyecciones de las vectores observados
tipiﬁcados sobre los ejes discriminantes tipiﬁcados coinciden con las proyecciones de
los vectores observados originales sobre los ejes discriminantes originales.
Sucede con frecuencia en la pra´ctica que pueden deducirse implicaciones muy
dispares respecto a las trascendencia de las variables originales en el problema de
discriminacio´n segu´n analicemos la matriz de ponderaciones o la de cargas, de ah´ı que
hayamos de ser muy prudentes a la hora de establecer conclusiones. No obstante, si
nuestro propo´sito es suprimir variables que no intervengan de manera decisiva en
la discriminacio´n, es ma´s frecuente, dado que el manova de una v´ıa no es sino un
problema de regresio´n multivariante respecto a veriables ﬁcticias, hacer uso de algu´n
algoritmo de seleccio´n de variables. Disponemos de varios, aunque so´lo comentaremos
el denominado me´todo de la Lambda de Wilks.
Se trata de un me´todo stepwise de seleccio´n de variables respuesta, considerando
las r variables ﬁcticias de asignacio´n al grupo (recordemos que las variables ﬁcticias
toman valores 0 o 1 en funcio´n del grupo de pertenencia) como variables explicati-
vas y las p variables observadas como respuesta. Se entiende pues que las variables
originales ma´s correlacionadas con las ﬁcticias sera´n las que mejor discriminara´n los
grupos. Adema´s, y con el ﬁn de evitar multicolinealidad entre las variables obser-
vadas, podemos imponer la condicio´n de que, si la entrada de una nueva variable
en un paso determinado conlleva la presencia de un valor excesivamente bajo en la
tolerancia de alguna de las variables en el nuevo modelo, la introduccio´n de variables
queda abortada. Puede demostrarse (cuestio´n propuesta) que la primera variable in-
troducida por este me´todo es la que maximiza el valor F de los p anovas posibles;
que la segunda maximiza el valor λ1 de Wilks de los p − 1 manovas en dimensio´n 2
que puedan considerarse si se combina la variable ya introducida con cada una de las
restantes, etce´tera.
Cuestiones propuestas
1. Relaciona el primer eje discriminante con los intervalos de conﬁanza obtenidos
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2. Demostrar la igualdad (9.3).
3. Demostrar que
S3 = Syy − SyzS−1zz Szy,
S2 = SyzS−1zz Szy,
y que los autovectores de S−1yy SyzS−1xz Szy asociados a los autovalores r21, . . . , r2b
coinciden con los autovectores de S−13 S2 asociados a los autovalores t1, . . . , tb,
respectivamente.
4. Demostrar mediante el teorema 13.3 o mediante el ca´lculo de autovectores que
el valor ma´ximo de T 2a(Y ) cuando a recorre Rp, se alcanza en el eje
S−1c (Y 1 − Y 2).
Adema´s, dicho ma´ximo vale T 2(Y ).
5. Clariﬁca la importancia de la tipiﬁcacio´n a la hora de evaluar el peso de cada
variable observada en la discriminacio´n de los grupos.
6. ¿Que´ ventaja presentan los coeﬁcientes de correlacio´n cano´nica a la hora de
determinar el poder discriminante de los ejes?
7. ¿Han de ser perpendiculares los ejes discriminantes? Si no fuera as´ı, que´ condi-
cio´n habr´ıa que imponer a la matriz S3 para que ello sucediese? ¿Co´mo inter-
pretar dicha condicio´n en te´rminos de las p variables observadas?
8. Demostrar que en el me´todo de la Lambda de Wilks, la primera variable intro-
ducida es la que maximiza el valor F de los p anovas posibles; que la segunda
maximiza el valor λ1 de Wilks de los p − 1 manovas en dimensio´n 2 que pue-
dan considerarse si se combina la variable ya introducida con cada una de las
restantes, etce´tera.
9. Recordemos que, en el contraste de la media para el modelo lineal normal mul-
tivariante, θ1, . . . , θb denotan los b primeros autovalores ordenados de la matriz
sime´trica ν2Σ−1ν 2, que coinciden con los b primeros autovalores ordenados de
Σ−1δ. La distribucio´n del estad´ıstico (t1, . . . , tb) depende de µ y Σ u´nicamen-
te a trave´s de θ1, . . . , θb, y la hipo´tesis inicial W se corresponde con el caso
θ1 = . . . = θb = 0. Interpretar de la manera ma´s clara posible los autovalores y
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10. Continuando con la cuestio´n anterior, interpreta de la forma ma´s clara posible
el signiﬁcado del u´nico autovalor poblacional θ que se obtiene en la comparacio´n
de dos medias.













La segunda parta del ana´lisis discriminante esta´ dedicada a la clasiﬁcacio´n de
observaciones. Consideremos p caracteres cuantitativos observados en r poblaciones
distintas (es decir, r distribuciones p-dimensionales). Nuestro objetivo es asignar un
individuo cualquiera (observacio´n) a alguna de las r poblaciones (distribuciones) me-
diante el ana´lisis del valor que toman los p caracteres cuantitativos en dicho individuo.
Se trata pues de un problema de decisio´n que resolveremos mediante una estrategia
no aleatoria. Estas estrategias pueden justiﬁcarse en virtud de distintos criterios. En
la primera seccio´n del cap´ıtulo demostramos que, bajo de´biles condiciones de regu-
laridad, distintos criterios coinciden en seleccionar la estrategia que asigna a cada
observacio´n el modelo probabil´ıstico que la haga ma´s probable o veros´ımil. Es decir,
que en u´ltima instancia, se decide siguiendo el principio de ma´xima verosimilitud.
En este cap´ıtulo se estudia exclusivamente la clasiﬁcacio´n partiendo inicialmente
de modelos probabil´ısticos p-normales. Bajo este supuesto distinguiremos dos casos:
el de matrices de covarianzas distintas, que dara´ lugar a regiones de clasiﬁcacio´n
cuadra´ticas, y el de matrices de covarianzas iguales, que dara´ lugar a una estrategia de
tipo lineal atribuida al propio Fisher (se denomina me´todo de clasiﬁcacio´n de Fisher).
E´stos estudios (en especial el u´ltimo) se relacionan muy estrechamente con los ejes
discriminantes estudiados en el cap´ıtulo anterior. Por supuesto que la aplicacio´n de
la te´cnica no debe supeditarse al estricto cumplimiento del supuesto de normalidad.
Ma´s bien hemos de intentar garantizar que el riesgo asociado a la misma es bajo,
lo cual puede ser analizado a posteriori una vez disen˜ada. De hecho, en muchas
ocasiones, el fracaso de la estrategia no se debe tanto a la violacio´n de los supuestos
como a la escasa diferencia entre las distribuciones consideradas. No obstante, si
entendemos que el fracaso de la estrategia puede atribuirse al incumplimiento de la
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que abordamos en las u´ltimas secciones. Empezaremos estudiando el caso r = 2.
Posteriormente generalizaremos al caso general.
10.1. Dos grupos: planteamiento general.
Consideremos dos probabilidades P1 y P2 sobre (Rp,Rp) dominadas por la medida
de Lebesgue, siendo p1 y p2 sus respectivas densidades. Nuestro problema consistira´ en
decidir por uno de los dos modelos probabil´ısticos posibles a partir de una observacio´n
x ∈ Rp. As´ı pues, se trata del siguiente problema de decisio´n:
Rp,Rp, {Pθ : θ ∈ Θ}
,∆

, Θ = ∆ = {1, 2}.
Para solucionar este problema nos restringiremos a estrategias no aleatorias, es decir,
funciones medibles de (Rp,Rp) en ∆. E´stas se identiﬁcan con los elementos de Rp de
la siguiente forma: dada una estrategia no aleatoria S, se denota
S = S−1({1}),
es decir, la regio´n medible de Rp que determina la aceptacio´n de P1. En ocasiones, nos
permitiremos el abuso de notacio´n consistente en hablar de S como una estrategia
no aleatoria. Consideraremos una funcio´n de pe´rdida
W : Θ×∆ −→ [0,+∞[
veriﬁcando
W (1|1) =W (2|2) = 0, W (1|2),W (2|1) > 0.
Recordemos que, dada una estrategia S y una funcio´n de pe´rdida W , se deﬁne la
funcio´n de riesgo asociada a S de la siguiente forma:












En el problema de clasiﬁcacio´n de una observacio´n vamos a adoptar un tipo de
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verosimilitud. El propo´sito de esta seccio´n es justiﬁcar tales estrategias. Para ello,
debemos considerar los tres criterios a seguir a la hora de seleccionar una estrategia:
(a) Se dice que S1  S2 cuando RS1(θ) ≤ RS2(θ) para θ = 1, 2. La relacio´n  es
un preorden. Se dice que S1  S2 cuando S1  S2 y alguna de las anteriores
desigualdades es estricta. En ese sentido, se dice que una estrategia S es o´ptima
cuando es maximal para el preorden  . Este requisito peca, en general, de
ambicioso. Se dice que S es admisible cuando no existe ninguna otra estrategia
S∗ tal que S∗  S. Una familia F de estrategias se dice completa cuando, para
toda estrategia S∗ fuera de F , existe una estrategia S ∈ F tal que S  S∗.
As´ı mismo, F se dice completa minimal cuando es completa y no posee ninguna
subclase propia completa.
(b) Criterio minimax: se dice que una estrategia Sm es minimax cuando minimiza
el ma´ximo riesgo, es decir, veriﬁca que
ma´x{RSm(1), RSm(2)} ≤ ma´x{RS(1), RS(2)}, ∀S.
(c) Criterio bayesiano: cualquier distribucio´n a priori Q sobre el espacio de para´-
metros{1, 2},P({1, 2}) se identiﬁca con un nu´mero q ∈ [0, 1] de la forma Q({1}) = q
(y, por tanto, Q({2}) = 1 − q). Entonces, si suponemos que el espacio de
para´metros esta´, efectivamente, dotado de una distribucio´n a priori Q (es decir,












Se dice que S es la estrategia q-Bayes cuando RqS es mı´nimo. Veamos cua´l es la
estrategia q-Bayes: dada una estrategia S, se tiene






W (2|1)(1− q)p2(x)−W (1|2)qp1(x)
 dx =
= W (1|2)q −

S
W (1|2)qp1(x)−W (2|1)(1− q)p2(x)
 dx.
Entonces, RqS es mı´nimo y, por tanto, S es q-Bayes si, y so´lo si, se veriﬁca
x ∈ Rp : W (1|2)qp1(x)−W (2|1)(1− q)p2(x) > 0
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De esta forma, una estrategia q-Bayes viene dada por la regio´n
Sq =
x ∈ Rp : W (1|2)qp1(x)−W (2|1)(1− q)p2(x) ≥ 0
.
Si se veriﬁca la hipo´tesis
Pθ

W (1|2)qp1(x) = W (2|1)(1− q)p2(x)

= 0, θ = 1, 2, (10.1)
entonces la estrategia q-Bayes es esencialmente u´nica, es decir, dos estrategias q-
Bayes se diferenciara´n en un suceso nulo. Adema´s, la estrategia puede expresarse
de esta forma, ma´s intuitiva:
Sq =








No´tese que dicha estrategia concuerda con la idea de ma´xima verosimilitud,
pues clasiﬁca la observacio´n x en el modelo 1 cuando p1(x) es grande en re-
lacio´n con p2(x). Este tipo de estrategias sera´ el que utilicemos para resolver
nuestro problema. Para justiﬁcar esta eleccio´n, demostraremos que, bajo ciertas
condiciones de regularidad, la familia de las estrategias q-Bayes, donde q recorre
[0, 1], es completa minimal, y que toda estrategia minimax es de Bayes.
Teorema 10.1.
Consideremos una distribucio´n a priori q ∈ [0, 1] y Sq una estrategia q-Bayes. Supongamos






Entonces Sq es admisible.
Demostracio´n.
Consideremos una estrategia S tal que S  Sq. Tenemos que demostrar que la de-
sigualdad no puede ser estricta. Supongamos primeramente que q ∈ (0, 1). Como Sq
es q-Bayes, se veriﬁca que RqSq ≤ RqS, es decir,
q[RSq(1)−RS(1)] ≤ (1− q)[RS(2)−RSq(2)].
Luego, si RS(2) < RSq(2), tendr´ıamos que RSq(1) < RS(1), lo cual es contradictorio.
Por un razonamiento sime´trico concluir´ıamos.
Si q = 0 y Sq es q-Bayes, se veriﬁca necesariamente que
Sq ⊂
x ∈ Rp : W (1|2)qp1(x)−W (2|1)(1− q)p2(x) ≥ 0
















p2(x) dx = 0.
Entonces, por hipo´tesis,




lo cual equivale a aﬁrmar que S ⊂ {p2 = 0}, es decir, {p2 > 0} ⊂ Sc que, como
P1
{p2 = 0}
 = 0 (es decir, P1
{p2 > 0}
 = 1), implica P1
SC = 1, es decir,

Sc
p1(x) dx = 1,
que sera´, desde luego, mayor que Scq p1(x) dx. Por tanto, RS(1) ≥ RS1(1). Razonandosime´tricamente en el caso q = 1 se concluye.





= 0, ∀k ∈ [0,+∞], ∀θ = 1, 2. (10.3)
Bajo esta hipo´tesis, si Fθ denota la funcio´n de distribucio´n de la variable aleatoria
p1/p2 respecto a la probabilidad Pθ, donde θ = 1, 2, se veriﬁca que Fθ es una biyeccio´n
de [0,+∞] en [0, 1] continua y estrictamente creciente.
Teorema 10.2.
Si se veriﬁca (10.3) y S es una estrategia cualquiera, existe q ∈ [0, 1] tal que la estrategia
q-Bayes Sq veriﬁca Sq  S.
Demostracio´n.







Entonces, existe un u´nico q ∈ [0, 1] tal que q = 11+k , es decir, q−1q = k. Consideremos
entonces Sq la estrategia q-Bayes (u´nica, pues se veriﬁca (10.1), y admisible), es decir,
Sq =














1Se considera la siguiente aritme´tica: si a > 0, a0 = +∞, y 00 = 1 No obstante, ambos casos son
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Al ser Sq admisible, debe veriﬁcarse que RSq(2) ≤ RS(2). Por tanto, Sq  S.
Corolario 10.3.
Bajo la hipo´tesis (10.3), se veriﬁca que toda estrategia admisible es q-Bayes para algu´n
q ∈ [0, 1].
Demostracio´n.
Si S es admisible y Sq es la estrategia de Bayes en las condiciones del teorema anterior,
se veriﬁca que RqSq = RqS. De (10.1) se sigue la unicidad de la estrategia Bayes y se
concluye.
Corolario 10.4.
Bajo la hipo´tesis (10.3), la familia B = {Sq : q ∈ [0, 1]} de las estrategias de Bayes es
completa minimal.
Demostracio´n.
En virtud del teorema anterior, se tiene que si S /∈ B, entonces no es admisible. Por
tanto, existe otra estrictamente mejor que ella que, segu´n el teorema anterior, puede
ser seleccionada entre las estrategias de Bayes. Por tanto, B es completa. Adema´s,
si excluimos cualquier estrategia Sq q-Bayes, con q ∈ [0, 1], al ser e´sta admisible, no
podremos encontrar ninguna estrictamente mejor en B\{Sq}. Luego, B es minimal.
Por tanto, hemos demostrado que existe una fuerte concordancia entre los criterios
 y Bayes. Relacionemos, por u´ltimo, el criterio Bayes con el criterio minimax bajo
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Se tiene pues que h1 y h2 son biyecciones continuas de [0, 1] en [0, 1], decreciente la
primera y creciente la segunda. Por tanto, existe un u´nico valor qm ∈ [0, 1] tal que
h1(qm) = h2(qm).
Teorema 10.5.
Bajo la hipo´tesis (10.3), se veriﬁca que la estrategia minimax es u´nica y es la estrategia
qm-Bayes, es decir, aquella tal que RSqm (1) = RSqm (2).
Demostracio´n.



















donde Sq es la estrategia q-Bayes. Luego, Sqm veriﬁca que RSqm (1) = RSqm (2). Si S
es otra estrategia tal que ma´x{RS(1), RS(2)} < RSqm (1), entonces Sqm no ser´ıa admi-
sible, lo cual es contradictorio, pues es de Bayes. Por lo tanto, Sqm es una estrategia
minimax.
Por otro lado, si S es minimax distinta de Sqm , se veriﬁcara´ necesariamente
RS(1) = RSqm (1) ∨ RS(2) = RSqm (2)
pues, de lo contrario, S ser´ıa qm-Bayes y, por unicidad, S = Sqm . Por tanto, si se
veriﬁca que ma´x{RS(1), RS(2)} ≤ RSqm (1), entonces mı´n{RS(1), RS(2)} < RSqm (1)
y Sqm no ser´ıa admisible. Luego llegamos a una contradiccio´n.
En consecuencia, dada la consistencia con los dema´s criterios de seleccio´n, busca-
remos estrategias de Bayes a la hora de solucionar nuestro problema de decisio´n: si
suponemos conocida la probabilidad a priori q en el espacio de para´metros, considera-
remos la estrategia Sq, que sera´ admisible. Si no la suponemos conocida, buscaremos
entre las estrategias de Bayes aquella que sea minimax. No´tese que las estrategias de
Bayes son las de la forma
S =

x :∈ Rp : p1(x)p2(x) ≥ k

, k ∈ [0,+∞],
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10.2. Dos normales con covarianzas comu´n
Supongamos que P1 = Np(µ1,Σ) y P2 = Np(µ2,Σ). En ese caso,











(x− µ1)Σ−1(x− µ1) − (x− µ2)Σ−1(x− µ2)
 .
Si k ∈ [0,+∞], se veriﬁca
p1(x)
p2(x) ≥ k ⇔ log
p1(x)
p2(x) ≥ log k.
Dado que log k recorre [−∞,+∞] cuando k recorre [0,∞], se deduce que las estrate-
gias de Bayes sera´n de la forma
Sa =

x ∈ Rp : −12




donde a ∈ [−∞,+∞]. No´tese que una estrategia de este tipo consiste en compara las
distancias de Mahalanobis
(x− µθ)Σ−1(x− µθ), θ = 1, 2,
asignando la observacio´n x al grupo tal que la distancia correspondiente sea menor
(salvo la cte. a). Operando en la expresio´n de Sa se obtiene
Sa =

x ∈ Rp : xΣ−1(µ1 − µ2)− 12(µ1 + µ2)
Σ−1(µ1 − µ2) ≥ a

.
Hemos de tener en cuenta que, dado k ∈ [0,+∞], se veriﬁca que
p1(x)
p2(x) = k ⇔ x
Σ−1(µ1 − µ2) = 12(µ1 + µ2)
Σ−1(µ1 − µ2) + log k,
lo cual sucede, en todo caso, con probabilidad 0 2. Por tanto, se veriﬁca la hipo´tesis
(10.3). Luego, las estrategias de Bayes (que son u´nicas) se identiﬁcan con las admi-
sibles y constituyen una familia completa minimal, y la estrategia minimax es la de
2Se trata de una subvariedad af´ın de dimensio´n p − 1, cuya medida de Lebesgue p-dimensional










10.2. DOS NORMALES CON COVARIANZAS COMU´N 219
Bayes con ambos riesgos ide´nticos. En estos te´rminos, Sa es la estrategia q-Bayes,
donde
q = 1
1 + eaW (1|2)W (2|1)
∈ [0, 1].








No´tese que, en el caso W (1|2) = W (2|1) = 1 y si la probabilidad a priori considerada
es la uniforme, es decir, Q({1}) = Q({2}) = 0,5, entonces la estrategia de Bayes
queda determinada por la regio´n
S0,5 =





lo cual equivale a asignar la observacio´n al grupo cuya media minimice la distancia de
Mahalanobis, es decir, al grupo que la haga ma´s veros´ımil. Si no suponemos conocida
ninguna probabilidad a priori, hemos de buscar la estrategia minimax. Recordemos
que e´sta es la estrategia Sq de Bayes donde tal que RSq(1) = RSq(2) o, equivalente-
mente, RSa(1) = RSa(2), donde a y q guardan la relacio´n anteriormente expresada.
Previamente debemos conocer las distribuciones de p1/p2 (o, equivalentemente, de
log(p1/p2)) respecto a P1 y P2. Consideremos pues la variable
U = log p1p2
= X Σ−1(µ1 − µ2)− 12(µ1 + µ2)
Σ−1(µ1 − µ2),
que sigue un modelo de distribucio´n 1-normal, y deno´tese
∆2 = (µ1 − µ2)Σ−1(µ1 − µ2).
Se trata de una distancia del tipo Mahalanobis, que expresa el grado de proximidad
entre los dos modelos probabil´ısticos. Se veriﬁca entonces, trivialmente,
E1[U ] = 12∆
2.
Por otro lado, se veriﬁca (cuestio´n propuesta)
var1[U ] = E1



























Volviendo a la bu´squeda de la solucio´n minimax, debemos encontrar a ∈ R tal que
RSa(1) = RSa(2), donde
Sa = {U ≥ a}.

















Mediante un cambio de variables (cuestio´n propuesta), si f(y) denota la funcio´n de


















Coincide con la estrategia Bayes en el caso q = 0,5. En ese caso,








RSm(1) = l´ım∆2−→∞RSm(2) = 0.
Es decir, que cuanto ma´s grande es la distancia entre los dos modelos probabil´ısticos,
menos riesgo implica la clasiﬁcacio´n respecto a ellos.
Todo lo expuesto hasta el momento en esta seccio´n tiene un valor puramente
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las medias y covarianza poblaciones. No obstante, marca el camino a seguir cuando
los para´metros han de ser estimados.
Consideremos Xi1, . . . , Xini i = 1, 2, sendas muestras aleatorias simples e inde-
pendientes de Np(µi,Σ), respectivamente. Sea Y la variable observada, que sigue un
modelo de distribucio´n Np(µ1,Σ) o Np(µ2,Σ) (nuestro propo´sito es decidir al res-
pecto) y es independiente de las muestras anteriores. Recordemos que, en el caso de
para´metros conocidos, consideramos, a la hora de tomar la decisio´n, las estrategias
de Bayes, que eran de la forma
S =

x ∈ Rp : p1(x)p2(x) > k

.
Recue´rdese que este tipo de estrategias concuerdan con el principio de ma´xima vero-
similitud. En el caso de que los para´metros poblacionales sean desconocidos, podemos
determinar la estrategia siguiendo el principio de sustitucio´n, es decir, reemplazando
los valores poblaciones desconocidos por estimadores de los mismos. Veremos, sin
embargo, que el principio de ma´xima verosimilitud conduce a la misma estrategia
que el de sustitucio´n:
Si i = 1, 2, consideremos los siguientes para´metros muestrales.







(Xij −X i)(Xij −X i),
Sc = n1S1 + n2S2n1 + n2 .
Si consideramos ambas muestras por separado, tenemos sendos modelos lineales nor-
males con dimensio´n r = 1. X i y Si son los EMV de µi y Σ, respectivamente, para
i = 1, 2. Si consideramos conjuntamente ambas muestras tendremos un modelo lineal
normal con dimensio´n r = 2. En ese caso, Sc es el EMV de Σ.
Supongamos que la observacio´n Y corresponde al modelo de distribucio´nNp(µ1,Σ).
En ese caso, podemos agregarla a la muestra 1. No obstante, si consideramos con-
juntamente ambas muestras obtenemos un nuevo modelo lineal normal de dimensio´n
r = 2 con n1 + n2 + 1 datos y funcio´n de densidad p1µ1,µ2,Σ 3. Los nuevos EMV para
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µ1, µ2 y Σ son:
µˆ11 =
n1X1 + Y
n1 + 1 ,
µˆ12 = X2,
Σˆ1 = 1n1 + n2 + 1[
n1
j=1




(X2j − µˆ12)(X2j − µˆ12)]
= n1 + n2n1 + n2 + 1Sc +
n1
(n1 + 1)(n1 + n2 + 1)(Y −X1)(Y −X1)
.
De manera sime´trica se obtienen la funcio´n de densidad p2µ1,µ2,Σ y los los EMV µˆ21,
µˆ22 y Σˆ2, en el caso de que Y corresponda al modelo de distribucio´n Np(µ2,Σ). El
cociente entre las ma´ximas verosimilitudes es el siguiente:
RV = supµ1,µ2,Σ p
1
µ1,µ2,Σ
x11, . . . , x2n2 , y

supµ1,µ2,Σ p2µ1,µ2,Σ
x11, . . . , x2n2 , y
 .
Un valor grande del mismo nos invita a aceptar el primer modelo, y un valor pequen˜o,
























(n1 + n2)Sc + n2n2+1(Y −X2)(Y −X2)








1 + n2(n2+1)(n1+n2)(Y −X2)S−1c (Y −X2)
1 + n1(n1+1)(n1+n2)(Y −X1)S−1c (Y −X1)
n1+n2+1
2
La u´ltima igualdad se deduce fa´cilmente del lema 2.6. Dado que una funcio´n del tipo
g(x) = (1 + bx)m es una biyeccio´n creciente, se trata pues de aceptar el modelo 1
cuando el cociente
(Y −X2)S−1c (Y −X2)
(Y −X1)S−1c (Y −X1)
toma un valor grande, lo cual equivale a aﬁrmar que que
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sea grande. As´ı pues, el principio de ma´xima verosimilitud nos conduce a considerar
estrategias del tipo
Sa = x ∈ Rp : Y S−1c (X1 −X2)−
1
2(X1 +X2)
S−1c (X1 −X2) > a
, a ∈ R.
No´tese la similitud con el caso de para´metros conocidos. En esta ocasio´n, hemos
sustituido dichos para´metros por sus respectivas estimaciones. As´ı pues, los principios
de ma´xima verosimilitud y de sustitucio´n conducen al mismo tipo de estrategia. El
valor del para´metro a dependera´ de la funcio´n de pe´rdida y de la probabilidad a priori
considerada mediante la ecuacio´n (10.4). As´ı, en el caso q = 0,5 yW (1|2) =W (2|1), a
vale 0. Esta estrategia equivale a asignar la observacio´n a la distribucio´n que minimice
(salvo la constante a) la distancia de Mahalanobis con la observacio´n
(Y −X i)S−1c (Y −X i), i = 1, 2.
Por analog´ıa con la seccio´n anterior y con el objeto de calcular los riesgos asociados,
podemos deﬁnir la variable




Se veriﬁca5 entonces la siguiente convergencia en probabilidad, con P1 y P2,
l´ımn1→∞,n2→∞ (Vn1,n2 − U) = 0.
Por tanto, se da tambie´n la convergencia en distribucio´n, con P1 y P2. En consecuen-
cia, en el caso W (1|2) =W (2|1) la estrategia
S =






tiene los mismos riesgos asinto´ticos que las correspondientes estrategias de Bayes
para el caso de para´metros conocidos. Concre´tamente, en el caso a = 0, los riesgos
asinto´ticos son los siguientes





5Se esta´ aplicando la ley de´bil de los grandes nu´meros para µ1, µ2 y Σ. Tener en cuenta que el
determinante es una funcio´n continua y la expresio´n de la inversa de una matriz por adjuntos para
garantizar la convergencia en probabilidad de S−1 a Σ−1. Tener en cuenta tambie´n que, para todo
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Desde el punto de vista Bayesiano, si consideramos que existe una probabilidad a
priori en el espacio de para´metros q y que la probabilidad de que los datos de las dos
muestras se obtienen conforme a dicha distribucio´n, podemos estimar q mediante
qˆ = n1n1 + n2
De esa forma y teniendo en cuenta W (1|2) y W (2|1), podemos calcular el valor a
correspondiente a la estrategia.
Por u´ltimo, supongamos que hemos obtenido ya los valores de las dos muestras.
No´tese entonces que estas estrategias consisten ba´sicamente en, dado un valor obser-
vado Y , calcular el nu´mero real

Y − 12(X1 +X2)

S−1c (X1 −X2)
y ver si es grande o pequen˜o. En el caso q=0.5 con pe´rdidas iguales se comparara´ con
0. Si se considera una probabilidad a priori o pe´rdidas alternativas, se comparara´ con
otro nu´mero. En deﬁnitiva, estamos comparando las proyecciones de Y y 12(X1+X2)
sobre el eje discriminate6
S−1c (X1 −X2).
De esta forma, la estrategia considerada asigna la observacio´n Y al modelo 1 cuando
la distancia de la proyeccio´n de e´sta sobre el eje discriminate con la proyeccio´n de
X1 sobre dicho eje es menor que la distancia de la proyeccio´n de Y con la proyeccio´n
de X2.
10.3. Caso general: r distribuciones p-normales
En este caso, debemos clasiﬁcar una observacio´n Y respecto a r distribuciones de
probabilidad. Tenemos pues r posibles decisiones. Mediante un desarrollo ana´logos
al caso de dos probabilidades, aunque lo´gicamente ma´s laborioso, y si se consideran
iguales todos los costes de clasiﬁcacio´n erro´nea, se obtiene7 que las estrategias de




qi , ∀j = i,
6Es u´nico en este caso, pues b = 1.
7No vamos a desarrollar aqu´ı el mismo proceso. El lector interesado puede encontrarlo en An-
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lo cual concuerda nuevamente con el principio de ma´xima verosimilitud, especial-
mente si se suponen iguales todas las probabilidades a priori, en cuyo caso estaremos
hablando de la estrategia minimax. Se prueba, igualmente, que las estrategias Bayes
constituyen una familia completa minimal.
Caso de que los modelos probabil´ısticos considerados sean p-normales con matriz
de covarianzas comu´n, las estrategias a considerar consistira´n en asignar la observa-
cio´n X al modelo i-e´simo cuando se veriﬁque
(X − µi)Σ−1(X − µi) < (X − µj)Σ−1(X − µj) + aij, ∀j = i,
donde aij dependera´ de las probabilidades a priori y funcio´n de pe´rdida consideradas.
Si son todas ide´nticas se tiene aij = 0, lo cual encaja perfectamente con el principio de
ma´xima verosimilitud. Tener en cuenta que los te´rminos anteriores son las distancias
de Mahalanobis entre la observacio´n y la media de cada distribucio´n. De esta forma,
la estrategia consiste en asignar la observacio´n a la distribucio´n ma´s pro´xima. La
anterior expresio´n es equivalente a la siguiente:
X Σ−1(µi − µj)− 12(µi + µj)
Σ−1(µi − µj) > aij, ∀j = i.
Pueden calcularse los riesgos impl´ıcitos a estas estrategias de manera totalmente a-
na´loga al caso r = 2. No obstante, en la pra´ctica los para´metros µ1, . . . , µr y (n−r)Σ
sera´n desconocidos y habremos de estimarlos mediante X1, . . . , Xr y S3, respecti-
vamente. Ana´logamente al caso r = 2, consideraremos estrategias consistentes en
asignar la observacio´n Y al grupo i-e´simo cuando




3 (X i −Xj) > aij.
Si suponemos iguales probabilidades a priori, tendremos aij = 0. Como en el caso
r = 2, pueden calcularse los riesgos asinto´ticos, que coinciden con los que se obtienen
cuando los para´metros son conocidos. Adema´s, por un razonamiento inverso al que
realizamos anteriormente, la expresio´n anterior equivale (suponemos aij = 0) a la
siguiente
(Y −X i)S−13 (Y −X i) < (Y −Xj)S−13 (Y −Xj), ∀j = i,
es decir, se asigna la observacio´n al grupo del que dista8 menos.
8Estamos hablando, de nuevo, de una distancia del tipo Mahalanobis (el´ıptica) igual a la anterior,
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10.4. Relacio´n con los ejes discriminantes.
En este seccio´n se establece claramente la relacio´n entre los dos cap´ıtulos dedi-
cados al ana´lisis discriminante. En el caso r = 2 quedo´ patente la relacio´n entre el
problema de clasiﬁcacio´n y la proyeccio´n sobre el eje discriminante (u´nico). Lo mismo
sucedera´ en el caso general, donde tendremos b9 ejes discriminantes, a1, . . . , ab,
asociados a t1, . . . , tb, resp., que son los autovalores positivos de S−13 S2. Si p > b,
el proceso puede completarse con los p − b autovalores nulos de S−13 S2, obteniendo
as´ı nuevos ejes ab+1, . . . , ap, de manera que
aiS3ai = 1, aiS2ai = ti = 0, i = b+ 1, . . . , p.
Consideremos entonces la matriz p×p invertible A = (a1, . . . , ap), que veriﬁca, segu´n
la construccio´n de los ejes discriminante,
AS3A = Id, AS2A =


t1 0 0 0
. . . . . .
0 tb 0 0
0 0 0 0
. . . . . .




En el estudio de clasiﬁcacio´n de una observacio´n Y ∈ Rp se parte de r muestras aleato-
ria simples independientes Xj1, . . . , Xjnj , j = 1, . . . , r, siendo Xj la media aritme´tica
correspondiente a la muestra j-e´sima. Consideremos el vectores W y Wjk, donde
j = 1, . . . , r y k = 1, . . . , nj, deﬁnidos mediante
W = AY
Wjk = AXjk
Estamos pues proyectando los datos originales sobre los p ejes discriminantes, lo cual
no es sino un cambio de la base, es decir, W,W11, . . . ,Wrnr son, respectivamente, las
coordenadas de los vectores Y,X11, . . . , Xrnr respecto a la base (A−1) 10 (si S3 =
Id, estaremos hablando de una base ortonormal A). De la misma forma pueden
proyectarse tanto las medias aritme´ticas de los distintos grupos, Xj, j =, . . . , r, como
9b = mı´n{p, r − 1}.
10No´tese que los vectores ﬁla W jk conﬁguran la matriz de puntuaciones discriminantes que estu-
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la media aritme´tica de todos los datos, X, obtenie´ndose respectivamente








































Por tanto, si i > b, y j, h ∈ {1, . . . , r}, se veriﬁca que
W ij = W
i
h. (10.7)
Adema´s, si i ≤ b pero ti es pequen˜o, entonces
W ij  W
i
h. (10.8)
Recordemos que la estrategia a seguir en el problema de clasiﬁcacio´n se reduce a
seleccionar el grupo que minimice (salvo una constante) las distancias de Mahalanobis
(Y −Xj)S−13 (Y −Xj), j = 1, . . . , r. (10.9)
Dado que Y = (A)−1W yXj = (A)−1W j, la expresio´n anterior equivale a la siguiente
W −W j2, j = 1, . . . , r. (10.10)
Por tanto, la estrategia consiste en asignar la observacio´n Y al grupo que minimice
la distancia eucl´ıdea anterior. Tener en cuenta que e´stas se obtiene de la forma
W −W j2 =

W 1 −W 1j
2
+ . . .+ W p −W pj
2 , j = 1, . . . , r.
En deﬁnitiva, proyectando sobre los ejes discriminantes hemos realizamos un cambio
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(10.10). En estos te´rminos, el problema de clasiﬁcacio´n se reduce a minimizar estas
u´ltimas, es decir, se trata de buscar el grupo cuya media W j este´ ma´s pro´xima (en el
sentido usual) a la observacio´nW . Las p−b u´ltimas coordenadas no inﬂuyen a la hora
de buscar el mı´nimo, por lo que son eliminadas, lo cual puede suponer una primera
reduccio´n en la dimensio´n11. Adema´s, teniendo en cuenta (10.8) y con el objeto de
reducir au´n ma´s la dimensio´n, se puede prescindir de las coordenadas correspondien-
tes a ejes asociados a autovalores pequen˜os12 (los u´ltimos). En la pra´ctica, es raro
encontrar ma´s de dos autovalores grandes, con lo cual la clasiﬁcacio´n queda funda-
mentalmente reducida a proyectar la observacio´n en el plano que determinan los dos
primeros ejes discriminantes y determinar el grupo cuyo centroide (media aritme´ti-
ca) proyectado diste menos. Estas proyecciones pueden ser representadas mediante
el gra´ﬁco denominado mapa territorial.
As´ı pues, el ﬁn u´ltimo del ana´lisis discriminante I (construccio´n de los ejes discri-
minantes) es conseguir una reduccio´n de la dimensio´n en el problema de clasiﬁcacio´n
de una observacio´n, de manera que, a ser posible, podamos tener una visio´n gra´ﬁca
del mismo.
Veamos que´ sucede si aplicamos una ana´lisis dicriminante a los datos del archivo
irisdata de Fisher. Se supone que nuestro propo´sito es discriminar o distinguir las
tres especies de ﬂores en funcio´n de las cuatro variables medidas (longitud y anchura
de se´palos y pe´talos). En este caso, b = mı´n{4, 3−1} = 2, es decir, el manova presenta
2 autovalores, asociados a sendos coeﬁcientes de correlacio´n cano´nica. Concretamente
t1 = 32,192 con r1 = 0,985 y t2 = 0,285 con r2 = 0,471. As´ı pues, la representacio´n
de los datos en el plano discriminante no supone en este caso pe´rdida alguna de
informacio´n en lo referente a la seperacio´n entre grupos.
El resultado del manova es, por supuesto, signiﬁcativo, es decir, el primer auto-
valor es signiﬁcativo. A pesar de la desproporcio´n existente entre los dos autovalores,
el segundo tambie´n resulta ser signiﬁcativo, es decir, el segundo eje discriminante
tambie´n posee cierta capacidad de discriminacio´n, aunque despreciable respecto a la












11So´lo valida bajo la hipo´tesis de igualdad de las matrices de covarianzas.
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En ambos casos podemos despreciar la segunda columna pues el 99% de la ca-
pacidad de discriminacio´n recae sobre el primer eje discriminante. Del ana´lisis de la
primera columna en la matriz de estructura se deduce que los para´metros del pe´ta-
lo son los que ma´s correlacionan con la primera puntuacio´n discriminante, lo que
nos podr´ıa llevar a pensar que la diferencia entre las especies radica u´nicamente en
el pe´talo, pero esta conclusio´n es muy aventurada. De hecho, en la matriz de pon-
deraciones se otorga un peso similar a las variables del se´palo en el primer eje. La
proyeccio´n de los datos sobre el plano discriminante es la siguiente:
Se observa claramente una perfecta separacio´n de las especies, muy especialmente
de setosa, lo cual favorece sin duda una buena clasiﬁcacio´n. La estrategia que pro-
ponemos, denomina de Fisher, consiste pues en lo siguiente: dada una ﬂor de especie
desconocida, se procedera´ a medir las cuatro variables y proyectar el punto de R4 re-
sultante sobre el plano anterior, de manera que se le asignara´ la especie cuyo centroide
quede ma´s pro´ximo segu´n la distancia eucli´ıdea.
10.5. Caso de matriz de covarianzas distintas
Hasta ahora hemos supuesto en todo momento la igualdad de las matrices de
covarianzas. Dicha hipo´tesis puede contrastarse, bajo el supuesto de p-normalidad,
mediante el testM de Box. Consideremos el caso ma´s general de clasiﬁcacio´n respecto
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Σ−1i (x− µi) + aij > 0, ∀j = i.
donde la cte aij depende de las probabilidades a priori y de los costes considera-








Σ−1j µj − Σ−1i µi
+ bij > 0, ∀j = i.
Por tanto, las regiones de clasiﬁcacio´n quedara´n determinadas por formas cuadra´ti-
cas. Cuando las matrices de covarianzas sean ide´nticas, los dos primeros te´rminos
se anulan y tendremos (como ya sabemos) regiones de tipo lineal (delimitadas por
semirrectas).
Cuando los para´metros poblacionales sean desconocidos se procedera´, ana´loga-
mente a los casos anteriores, a sustituirlos por sus respectivos estimadores, de tal






S−1i Y − Y 
S−1j Xj − S−1i X i
+ bij > 0, , ∀j = i,
donde Sk, k = 1, . . . , r es, respectivamente, el EIMV de Σk, es decir,
Sk = 1nk − 1
nk
j=1
(Xkj −Xk)(Xkj −Xk), k = 1, . . . , r.
De esta forma, invirtiendo el proceso se deduce que las estrategias consideradas con-
sisten en asignar la observacio´n Y al grupo i que minimice (salvo cte.) la distancia
de Mahalanobis
(Y −X i)S−1i (Y −X i), i = 1, . . . , r.
Aunque en rigor no procede en este caso, el program SPSS resuelve el problema
mediante las puntuaciones discriminantes. A menos que p sea menor que r, ello su-
pondra´ con toda seguridad un error (cuya cuant´ıa dependera´ de la diferencia entre las
matrices de covarianzas), dado que (10.7) no se veriﬁca y puede que (10.8) tampoco.
De hecho, as´ı queda advertido en la propia salida del programa.
10.6. Validez de la estrategia.
En principio, el me´todo de clasiﬁcacio´n lineal es u´nicamente aplicable bajo las
condiciones de normalidad e igualdad de las matrices de covarianzas. Estos supues-
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de Fisher maniﬁesta ser bastante robusto frente a violaciones moderadas de estas
hipo´tesis. Por ello, en el caso (frecuente) de que no se veriﬁquen las mismas, no de-
bemos descartar la estrategia lineal sino que hemos de ejecutarla y evaluar su validez
a posteriori. Si los resultados no son satisfactorios, optaremos por otro tipo de clasi-
ﬁcacio´n, como la cuadra´tica. Igualmente, la estrategia cuadra´tica tiene plena validez
bajo la hipo´tesis de normalidad (aunque las matrices de covarianzas no sean iguales),
lo cual no quiere decir que deba ser desechado cuando e´sta no se veriﬁca, sino que
debe evaluarse tambie´n a posteriori antes de buscar estrategias alternativas. Aunque
el me´todo cuadra´tico (distintas matrices de covarianzas) exige menos condiciones de
validez que el lineal (misma matriz de covarianzas), merece la pena comparar en todo
caso la validez de ambos y elegir el ma´s satisfactorio.
As´ı pues, hemos de resolver dos cuestiones: primero, ¿co´mo podemos evaluar a
posteriori la validez de la estrategia de clasiﬁcacio´n? Y segundo, ¿con que´ me´todos
alternativos al lineal y cuadra´tico contamos? La respuesta a la segunda cuestio´n in-
tentaremos darla en las pro´ximas secciones. Respecto a la primera, la forma de evaluar
la validez de una estrategia de clasiﬁcacio´n es estimando la probabilidad de clasiﬁ-
cacio´n correcta. La manera ma´s simple de hacerlo es considerar la muestra de datos
que se ha utilizado para construir la propia estrategia, cuya ubicacio´n conocemos de
antemano, y reclasiﬁcarlos en funcio´n de la misma. La proporcio´n de datos reubicados
en su grupo original es una estimacio´n de la probabilidad de clasiﬁcacio´n correcta o,
equivalentemente si multiplicamos por la funcio´n de pe´rdida, de los riesgos asociados
a la estrategia.
No obstante, dado que los datos ya han sido utilizados a la hora de determinar
las regiones de clasiﬁcacio´n, esta estimacio´n tiende a sobrevalorar la probabilidad de
aciertos. Para solucionar este problema puede dividirse la muestra en dos partes. Con
la primera se construye las regiones de clasiﬁcacio´n y con la segunda (se supone que
los datos son independientes) se estima la probabilidad de acierto Este me´todo se
denomina con frecuencia jacknife. Otro me´todo, denominado Holdout o me´todo de
validaciones cruzadas, consiste en construir las regiones de clasiﬁcacio´n sin tener en
cuenta el primer dato y clasiﬁcarlo en funcio´n de dicha estrategia; el proceso se repite
con todos y cada uno y al ﬁnal se calcula la proporcio´n de aciertos.
La cuestio´n que se plantea a continuacio´n a es la siguiente: ¿cua´l es el mı´nimo
valor permitido para la probabilidad de aciertos? Veamos un criterio convencional al
respecto, va´lido u´nicamente si el grupo de pertenencia de cada dato de la muestra
es aleatorio, es decir, si los datos de la muestra han sido escogidos sin considerar
a que´ grupo pertenec´ıan. En ese caso, podemos estimar las probabilidades a priori
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ﬁcticia ser´ıa clasiﬁcar cada observacio´n tras un sorteo donde al grupo i-e´simo le








Desde luego, es de desear que la estrategia que consideremos, si bien no es o´ptima
(por no veriﬁcarse las hipo´tesis requeridas) sea al menos considerablemente mejor
que e´sta, o equivalentemente, que la probabilidad de acierto sea considerablemente
mayor que ri=1 q2i . Se conviene una diferencia mı´nima de 25%. Si los resultados no
son positivos conviene buscar me´todos alternativos de clasiﬁcacio´n. No obstante, el
hecho de obtener una probabilidad de clasiﬁcacio´n correcta baja no debe achacarse
u´nicamente a la violacio´n de los supuestos. Segu´n queda de maniﬁesto en (10.6),
aunque e´stos se veriﬁquen, si las distribuciones de referencia son muy pro´ximas, las
probabilidades de error son, lo´gicamente, altas. En el caso extremo de que todas las
distribuciones sean ide´nticas, la estrategia a seguir ser´ıa precisamente la estrategia
ﬁcticia mencionada anteriormente.
10.7. Estimacio´n de densidades
Las te´cnicas estudiadas hasta ahora requieren del supuesto de normalidad mul-
tivariante. No obstante y en no pocas ocasiones, el fracaso, si es que se da, de este
tipo de estrategias, debe achacarse a una excesiva proximidad entre las distribucio-
nes de referencia antes que a una violacio´n del supuesto de la normalidad. De todas
formas, si consideramos que la no normalidad de las distribuciones pude ser respon-
sable de la ineﬁcacia de ambos me´todos (lineal y cuadra´tico), es conveniente analizar
procedimientos alternativos, ma´s robustos, que puedan proporcionar una estrategia
mejor. En este cap´ıtulo mostramos tres, siendo la primera de ellas la estimacio´n de
densidades.
Las estrategias lineal o cuadra´tica de Fisher se justiﬁcan mediante la aplicacio´n
del principio de ma´xima verosimilitud, pues consisten simplemente en asignar la ob-
servacio´n a la distribucio´n que la haga ma´s veros´ımil, es decir, aque´lla que maximiza
el valor de la funcio´n de densidad. Pero siempre suponiendo la particularidad de que
las densidades correspondan a distribuciones p-normales, tengan o no la misma matriz
de covarianzas. Hemos de tener claro que, al margen de la relacio´n que pueda existir
con los ejes discriminantes (y, en consecuencia, con el resultado del manova), lo u´nico
que necesitamos para construir la estrategia es concocer (o, en su defecto, suponer)
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a iniciar el estudio de estimacio´n de dendidades (que se encuadra en el a´mbito de la
estimacio´n funcional), estudio que a la postre vino a revolucionar la estad´ıstica no
parame´trica. En esta seccio´n nos limitaremos a una descripcio´n heur´ıstica del deno-
minado me´todo del nu´cleo y a algunos comentarios adicionales. Para un estudio ma´s
detallado remitimos al lector a Silverman (1986).
En el caso univariante, el me´todo del nu´cleo funciona de la forma siguiente. Su-
pongamos que contamos con una muestra aleatoria x1, . . . , xn, correspondiente a una
determinada distribucio´n continua con funcio´n de densidad p y queremos estimar el
valor de p en x, pˆ(x). Para ello escogemos un nu´mero δ > 0, que denominaremos
ancho de banda, y consideramos el intervalo [x− δ, x+ δ], de amplitud 2δ. Sea N(x)
la cantidad de datos de la muestra en el anterior intervalo. Entonces, si n es grande
se veriﬁca13
P[x− δ, x+ δ]  N(x)n .
Por otra parte, si δ pequen˜o se veriﬁca14
P[x− δ, x+ δ]  p(x) · 2δ,
lo cual nos induce a considerar la estimacio´n
pˆ(x) = N(x)2nδ .
Si queremos expresar pˆ en funcio´n de los datos de la muestra, hemos de tener en
cuenta que un dato xi pertence al intervalo anterior si, y so´lo si, δ−1|xi − x| ≤ 1.
Deﬁnimos entonces la funcio´n (denominada nu´cleo)
K(u) =
 1
2 si |u| ≤ 1









, x ∈ R.
En el caso multivariante (dimensio´n p) no consideraremos intervalos de amplitud 2δ
centrados en x sino cubos de volumen 2pδp, y el nu´cleo Kp asigna el valor 2−p a un









, x ∈ Rp.
13Ley de´bil de los grandes nu´meros.
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No obstante, la funcio´n de densidad estimada sera´ de tipo escalonado. Un procedi-









, u ∈ Rp,
donde S es la matriz de covarianzas muestral correspondiente al grupo considerado.











Podemos comprobar que la funcio´n anterior se trata, efectivamente, de una densidad.
Una vez estimadas las densidades de los distintos grupos procederemos a establecer
las regiones de clasiﬁcacio´n segu´n el criterio de ma´xima verosimilitud. Otros nu´cleos
que aparecen en la literatura, ame´n de e´ste denominado gaussiano, son el triangular,
el del coseno, de Epanechnikov, etc.
Hay que tener en cuenta que la estimacio´n de las densidades, y por ende la es-
trategia de clasiﬁcacio´n, depende de la eleccio´n del nu´cleo K y del ancho de banda
δ. Diversos trabajos vienen a convencernos de que la eleccio´n del nu´cleo no es dema-
siado determinante. No se puede decir lo mismo de la seleccio´n del ancho de banda.
No podemos hablar, desde luego, de un ancho de banda universal, sino que debe
depender del problema considerado. En la teor´ıa denominada L2, el ancho de banda
se escoge de tal forma que minimize el denominado error cuadra´tico integrado me-
dio15. La seleccio´n de un ancho de banda excesivamente grande tendera´ a estimar la
densidad demasiado plana, sobresuavizada, mientras que uno excesivamente pequen˜o
la estimara´ ma´s abrupta de lo que realmente es. Por desgracia, y como cab´ıa espe-
rar, para obtener la expresio´n del ancho de banda o´ptimo necesitamos poseer cierta
informacio´n de la distribucio´n considerada, en concreto su curvatura (precisamente).
De esta forma, entramos uno de esos c´ırculos viciosos tan frecuentes en Estad´ıstica.
Otro inconveniente a tener en cuenta es la denominada maldicio´n de la dimen-
sio´n, que consiste en que el nu´mero de datos requerido para lograr una estimacio´n
satisfactoria de la densidad crece exponencialmente en relacio´n con la dimensio´n
considerada16. Por lo tanto, cuando tengamos un amplio nu´mero de variables preci-
saremos de una cantidad ingente de datos para obtener una estimacio´n ﬁable de la
densidad.
Otro importante me´todo alternativo propuesto es la regresio´n log´ıstica, al que
dedicamos la seccio´n siguiente.
15Ver Silverman (1986)
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10.8. Regresio´n log´ıstica
Este me´todo de regresio´n aporta en muchos casos una estrategia bastante satis-
factoria cuando las distribuciones consideradas no son normales, e incluso cuando
algunas de las variables son discretas o cualitativas. En esta seccio´n nos limitaremos
a una breve descripcio´n del me´todo. Para un estudio ma´s detallado, remitimos al
lector al cap´ıtulo 8 del volumen dedicado a los Modelos Lineales.
Efectivamente, un problema de clasiﬁcacio´n puede entenderse como un ana´lisis de
regresio´n en el cual, las p variables consideradas actu´an como explicativas, mientras
que la variable cualitativa de asignacio´n al grupo, que es la que se pretende predecir,
desempen˜a por lo tanto la funcio´n de variable respuesta. Por razones dida´cticas,
consideraremos el problema de clasiﬁcacio´n respecto a dos distribuciones, a las que
asignamos los valores 0 y 1, que se resolvera´ mediante la regresio´n log´ıstica binaria.
Posteriormente, daremos la clave para pasar al caso general, que se resuelve mediante
la regresio´n log´ıstica multinomial.
Pues bien, en el caso binario tenemos una variable dependiente dicoto´mica. Resul-
tar´ıa pues en todo punto descabellado intentar ajustar los datos observados mediante
una regresio´n lineal, dado que en ese caso el rango de la variable dependiente ser´ıa
toda la recta real. Debemos pues considerar funciones cuya imagen sea el conjunto
{0, 1}, o mejor el intervalo [0, 1], de tal forma que si el valor resultante es inferior
a 0.5 tomamos el cero y si es superior el 1. De entre las funciones continuas de R




1 + ez (10.11)
El uso de la primera da lugar a los modelos probit y el de la segunda a los modelos
logit o de regresio´n log´ıstica. Son estos u´ltimos los ma´s utilizados y los que nos ocupan
en estos momentos. En el cap´ıtulo 8 del volumen dedicado a los Modelos Lineales se
razona la utilidad de esta funcio´n cuando se aborda un problema de discriminacio´n.
Para ser breves diremos que, si Z denota el vector aleatorio p-dimensional de
variables observadas e Y la variable (dicoto´mica en este caso) de asignacio´n a grupo,
que se supone tambie´n aleatoria, y se veriﬁca17
Z|Y = i ∼ Np(µi,Σ), i = 0, 1,
se sigue entonces de la regla de Bayes (cuestio´n propuesta) que, si X = −(1|Z) y
17Te´ngase en cuenta que en el modelo condicional consideramos los supuestos del manova y, por
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β = (β0, β1),
P (Y = 1|Z) = L(Xβ) (10.12)
donde
β0 = log 1− pp + µ

1Σ−1µ1 − µ0Σ−1µ0,
β1 = Σ−1(µ0 − µ1).
La estimacio´n de los para´metros del modelo no se realizara´ por el me´todo de mı´nimos
cuadrados sino por el de ma´xima verosimilitud, es decir, se buscara´n los valores de β0
y β1 que maximicen el logaritmo de la funcio´n de verosimilitud de la distribucio´n con-
dicional nj=1 P Y |Z=zj , donde n es el taman˜o de muestra y zj el vector p-dimensional
de observaciones correspondientes al dato j-e´simo de la misma. Los detalles referen-
tes a los problemas de estimacio´n y contraste de hipo´tesis podemos encontralos en el
cap´ıtulo 8 del primer volumen.
Hay que recordar que el uso de la funcio´n log´ıstica se ha argumentado partiendo
de los supuestos de normalidad e igualdad de las matrices de covarianzas, los mismos
de la estrategia lineal. No obstante, esta te´cnica tiene como principal ventaja su
robustez, siendo su a´mbito de aplicacio´n bastante amplio.
Cuando se trabaja con una variable discreta tenemos la opcio´n de calcular la
media o media ponderada de los datos que coinciden en esa variable. Si se trabaja
con variables cualitativas, conviene especiﬁcarlas como tales para que el programa les
asigne las correspondientes variables ﬁcticias.
En el caso de que la clasiﬁcacio´n se realice respecto a r grupos, la te´cnica a utilizar
es similar. Si suponemos ahora que la variable de asignacio´n al grupo Y toma valores
en {0, 1, . . . , r − 1} y sigue, no un modelo de distribucio´n binomial, como en el caso
anterior, sino un modelo multinomial, se sigue por razonamientos en todo ana´logos a
los anteriores que existen α1, . . . , αr−1 ∈ R y β1, . . . , βr−1 ∈ Rp, tales que
P Y=i|Z=z = e
αi+βiz
1 +r−1j=1 eαj+βjz
, i = 1, . . . , r − 1. (10.13)
Lo cual se relaciona nuevamente con la funcio´n log´ıstica. La te´cnica a desarrollar, de-
nominada ana´lisis de regresio´n log´ıstica multinomial, es ana´loga a la anterior aunque,
lo´gicamente, ma´s compleja.
10.9. k-proximidad
Este me´todo podr´ıa considerarse una variante de las estrategia lineal. Recordemos











veros´ımil, lo cual equivale a adjudicarlo al centroide ma´s pro´ximo segu´n la distancia
de Mahalanobis
d2(x, xj) = (x− xj)S−13 (x− xj), j = 1, . . . , r.
El me´todo de la k- proximidad consiste en seleccionar un entero k y considerar, para
la observacio´n x, las distancias
d2(x, xi)
donde xi recorre todos los valores de las r muestras. Se considera entonces los k
puntos ma´s cercanos a x segu´n esta distancia, de manera que tendremos kj puntos







Entonces, se asigna la observacio´n al grupo que maximice el cociente
kj
nj
, j = 1, . . . , r.
Al igual que sucediera en el caso de la estimacio´n de densidades, la estrategia se ve
sensiblemente afectada por la eleccio´n de k, y no se dispone de un criterio universal
para determinarlo. Se aconseja en todo caso probar con distintos valores y escoger el
que aporte el mejor resultado en la validacio´n posterior.
Cuestiones propuestas
1. Probar que var1[U ] = ∆2.
2. Probar (10.5).







4. Consideremos un problema de clasiﬁcacio´n de una observacio´n respecto a dos
distribuciones con ide´nticas probabilidades a priori, donde la funcio´n de pe´rdida
veriﬁca
W (1|1) =W (2|2) = 0, W (1|2) =W (2|1) = 1.
Si las distribuciones se ajustan satisfactoriamente a sendos modelos normales
con matrices de covarianzas ide´nticas y se utiliza la estrategia de clasiﬁcacio´n
lineal, la probabilidad de cometer error en la clasiﬁcacio´n o, equivalentemente,
el riesgo asociado a dicha estrategia, debe ser muy pequen˜a. ¿Puedes matizar
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5. Razona co´mo y cuando se justiﬁca la reduccio´n a dimensio´n 2 (mapa territorial)
en el problema de clasiﬁcacio´n de una observacio´n respecto a r modelos de
distribucio´n p-normales con matriz de covarianza comu´n.
6. Relacionar la perspectiva de e´xito en un problema de clasiﬁcacio´n con el resul-
tado del manova.
7. Deducir detalladamente las expresiones de α y β correspondientes a la regresio´n
log´ıstica binaria. Deducir asimismo los coeﬁcientes que se obtendr´ıan en el aso
multinomial.
8. Obtener (10.12).












El ana´lisis factorial tiene como objetivo la representacio´n de las p variables del
vector aleatorio como puntos de un espacio de la menor dimensio´n posible, de manera
que las variables con una fuerte correlacio´n lineal directa queden pro´ximas en el gra´ﬁ-
co obtenido. Se trata pues, al igual que el ana´lisis cluster que veremos en el pro´ximo
cap´ıtulo, de un me´todo de formacio´n de conglomerados, con la diferencias de que,
mientras en este u´ltimo se agrupan datos por un criterio de similitud a determinar,
aqu´ı agruparemos variables en virtud de un criterio de correlacio´n lineal. Agrupar las
variables partiendo de la mera observacio´n de la matriz R es francamente complicado
cuando su nu´mero es grande, de ah´ı que precisemos, como paso previo, de una te´cnica
de simpliﬁcacio´n. Dicha te´cnica esta´ estrechamente ligada al ana´lisis de componentes
principales. Tanto es as´ı que con frecuencia se confunden ambas disciplinas, sin bien
el objeto ﬁnal de las mismas es francamente dispar. No obstante, ambas se basan,
fundamentalmente, en la diagonalizacio´n de la matriz de covarianzas o correlaciones.
En lo que sigue, trabajaremos con las variables previamente tipiﬁcadas, como ya lo
hicimos en el ana´lisis de componentes principales, lo cual equivale a centrarnos en el
estudio de la matriz de correlaciones R en lugar de la matriz de covarianzas S.
El ana´lisis factorial es una te´cnica multivariante que no esta´ exenta de pole´mica.
Se debe a que el modelo estad´ıstico de partida supone la existencia de unas varia-
bles no observadas o latentes denominadas factores, a partir de las cuales se obtienen
mediante una ecuacio´n lineal las variables realmente observadas, salvo errores inco-
rrelados entre s´ı. Adema´s, estos factores no esta´n un´ıvocamente determinados, sino
que cualquier rotacio´n permite obtener factores igualmente va´lidos. Desde luego, no
parece e´ste un punto de partida que inspire conﬁanza. No obstante, intentaremos
dejar claro hasta que´ punto es estrictamente necesaria la asuncio´n de este modelo a
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Puede consultarse Rencher (1995) y Uriel et al. (2005) para ampliar la informacio´n.
11.1. Planteamiento del problema
En esta seccio´n intentaremos explicar que´ ventajas comporta la representacio´n de
la matriz de correlaciones R a partir de otra matriz Λ de menores dimensiones.
Un ejemplo
Empezaremos con un ejemplo extremo para dejar claros nuestro objetivos. Con-
sideremos una muestra aleatoria simple de taman˜o n de 5 variables que aporta la




1 0 −1 0 1
0 1 0 1 0
−1 0 1 0 −1
0 1 0 1 0
1 0 −1 0 1


Esta matriz sime´trica de dimensiones 5× 5 puede expresarse a partir de una matriz
Λ de dimensiones 5× 2 mediante
R = ΛΛ












No es e´sta la u´nica matriz 5 × 2 que nos permite reconstruir R. Podemos optar
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Decimos que se trata de un caso extremo porque dos variables cualesquiera son in-
correladas o presentan una correlacion lineal perfecta, ya sea positiva o negativa. No
hay posibilidad de te´rmino medio alguno.
Representacio´n de R en un espacio k-dimensional
En general, nuestro problema consiste en reproducir de la manera ma´s aproxi-
mada posible una matriz de correlacio´n a trave´s de otra matriz Λ ∈ Mp×k, con k
sensiblemente menor que p. Es decir, encontrar Λ ∈Mp×k tal que
R  ΛΛ (11.3)
Veamos que´ beneﬁcios se derivar´ıan de semejante reproduccio´n: deno´tese por λ1, . . . , λp
los vectores de Rk que constituyen, traspuestos y por ese orden, las ﬁlas de Λ. Es
claro que el vector λi esta´ asociado a la variable aleatoria i-e´sima, pues la matriz R




λ12 . . . λ1, λp... . . . ...
λp, λ1 . . . λp2

 (11.4)
Deno´tese por Ψ la matriz diferencia R− ΛΛ ∈Mp×p, es decir,
rij = λi, λj+ ψij, 1 ≤ i, j ≤ p (11.5)
Si la aproximacio´n (11.4) es satisfactoria, podemos identiﬁcar, en lo que respecta al
problema de correlacio´n lineal, cada variable con su correspondiente punto λi ∈ Rk.
¿En que´ sentido? En primer lugar, se siguen de (11.5) y de la desigualdad de Cauchy-
Schwarz las siguientes desigualdades
1− rij ≤ |ψii + ψjj|+

1 + ψii · λi − λj (11.6)
1 + rij ≤ |ψii|+

1 + ψii · λi + λj (11.7)
Por lo tanto, si λi y λj son puntos pro´ximos segu´n la me´trica eucl´ıdea, es decir, si
λi − λj  0, se sigue de (11.6) que la correlacio´n lineal entre las variables i-e´sima
y j-e´sima sera´ pro´xima a uno, tanto ma´s cuanto mejor sea la aproximacio´n (11.4) y
cuanto mayor sea la cercan´ıa entre los puntos. Ana´logamente, se sigue de (11.7) que,
si λj se aproxima al opuesto a λi, es decir, si λi+λj  0, la correlacio´n entre ambas
variables sera´ pro´xima a -1. Por u´ltimo, si los puntos λi y λj se situ´an en direcciones
aproximadamente perpendiculares, es decir, si λi, λj  0, se sigue directamente de
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Por lo tanto, mediante la observacio´n de p puntos en un espacio k-dimensional
podemos llegar a determinar, en el mejor de los casos, grupos o conglomerados de
variables, de manera que las variables de un mismo grupo presenten fuertes corre-
laciones lineales, ya sean positivas o negativas, mientras que las correlaciones con
las variables de otros grupos sera´ muy de´bil. Dado que esta clasiﬁcacio´n se realiza
atendendiendo a criterios de proximidad y perpendicularidad, el nu´mero de conglo-
merados no puede exceder en ningu´n caso la dimensio´n del espacio en cuestiones, es
decir, k.
Veamos un ejemplo gra´ﬁco con ocho variables. Supongamos que la matriz de
correlaciones R puede reproducirse salvo pequen˜os errores mediante un matriz Λ de











En este caso, la interpretacio´n es clara: las variables 1,5 y 6 correlacionan fuerte
y directamente entre s´ı; lo mismo sucede con 3 y 7 que, su vez, correlacionan fuerte
pero inversamente con las primeras; por otra parte las variables 4 y 8 correlacionan
fuerte y directamente entre s´ı e inversamente con 2; estas tres u´ltimas variables son
pra´cticamente incorreladas con las anteriores. Por u´ltimo, la variable 9 presenta una
correlacio´n moderada con todas las dema´s. En consecuencia, pueden distinguirse
claramente dos conglomerados de variables y otra variable ma´s que queda en una
situacio´n intermedia.
Rotacio´n de la solucio´n
Se ha dado pues la circunstancia de que todos los puntos salvo uno, el 9, quedan
recogidos en dos direcciones perpendiculares. Una rotacio´n en R2 que convirtiera esas
direcciones en ejes de coordenadas podr´ıa facilitar la interpretacio´n del resultado. Esta






































Como vemos, tenemos dos claros conglomerados de variables se identiﬁca con uno
de los ejes de coordenadas. Hay que tener en cuenta que la aplicacio´n de una rotacio´n
Γ ∈ Ok×k a los valores λ1, . . . , λp no afecta a la ecuaciones (11.5). Efectivamente,
si se veriﬁca que R = ΛΛ + Ψ, tambie´n se veriﬁcara´ R = Λ∗Λ∗ + Ψ para Λ∗ =
ΛΓ, es decir, cualquier rotacio´n que apliquemos a una solucio´n Λ conduce a un
ide´ntica reproduccio´n de la matriz de correlaciones. Una solucio´n que identiﬁque
los conglomerados de variables con los ejes de coordenadas es ma´s comprensible,
en especial cuando k > 2, y ese sera´, por lo tanto, nuestro objetivo. En deﬁnitiva,
buscamos una matriz ortogonal Γ tal que las componentes de los vectores Γλi sean
pro´ximas a ±1 o´ a 0, de manera que queden claramente asociados a un eje. Existen
diversas te´cnicas para intentar conseguirlo. Destacamos dos de ellas:
Rotacio´n varimax: busca la ma´xima varianza entre las columnas de ΛΓ. Por
lo tanto, pretende asociar a cada eje el menor nu´mero posible de variables.
Rotacio´n cuartimax: busca la ma´xima varianza entre las ﬁlas de ΛΓ. Por lo
tanto, pretende asociar a cada variable el menor nu´mero posible de ejes.
Existen otros me´todos, como el equamax, as´ı como otro tipo de rotacio´n denominada
oblicua asociadas a matrices no ortogonales que, por lo tanto no son rotaciones en
el sentido estricto de la palabra. Podemos encontrar ma´s informacio´n al respecto en
Rencher (1995) y Uriel et al. (2005).
Fases en la resolucio´n del problema
Teniendo esto en cuenta, distinguiremos cuatro fases en la resolucio´n del proble-
mas
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2. Buscar una matriz Λ que, con el menor nu´mero posible de columnas reproduzca
lo ma´s presisamente posible la matriz de correlaciones R.
3. Una vez escogida Λ, comprobar que, efectivamente, proporciona una reproduc-
cio´n satisfactoria de la matriz de correlaciones.
4. Buscar la rotacio´n que acerque lo ma´s posibles los puntos ﬁla de Λ a los ejes de
coordenadas.
¿A que´ condiciones nos referimos en el primer apartado? Pues depende de que´ pre-
tendemos conseguir exactamente, y la respuesta es simpliﬁcar el problema de corre-
lacio´n agrupando las variables en pocos conglomerados. Es decir, querr´ıamos pocos
conglomerados y muchas variables en cada uno de ellos. La situacio´n que ma´s se
aleja de esta simpliﬁcacio´n es la incorrelacio´n entre todas las variables, que se corres-
ponder´ıa con una matriz de correlaciones igual a la identidad. Esta hipo´tesis podr´ıa
contrastarse mediante el test de Barlett, de manera que un resultado no signiﬁcativo
abortar´ıa el ana´lisis factorial pues no permitir´ıa ninguna reduccio´n de la dimensio´n
original.
Tambie´n hemos de tener en cuenta que, con el esquema deseado, los coeﬁcientes
de correlacio´n al cuadrado deben ser muy altos o muy bajos, mientras que las corre-
laciones parciales al cuadrado entre dos variables cualesquiera dadas las dema´s deben
ser muy bajas. ¿Por que´? Si las variables pertenecen a distintos conglomerados parece
relativamente claro; si pertenecen a un mismo conglomerado y e´ste es suﬁcientemen-
te numeroso, el resto de las variables que lo conﬁguran se encargara´n de reducir la








donde los rijs denotan las correlaciones y los aijs, las correlaciones parciales dadas
las dema´s variables. Un valor alto de KMO invita al optimismo en lo que respecta a
la simpliﬁcacio´n del problema. En la pra´ctica, se considera que con KMO < 0,60 el
ana´lisis factorial no aportara´ una simpliﬁcacio´n satisfactoria.
El tercer apartado lo hemos estudiado ya, aunque brevemente. El cuarto apartado
esta´ muy claro: una vez escogida la matriz Λ se calcula MCR = ΛΛ (matriz de
correlaciones reproducidas) y se evalu´a su diferencia con R, la cual se denomina
matriz residual, que ha sido denotada anteriormente por Ψ. Se trata, obviamente, de
que sus componentes sean pro´ximas a 0. Respecto al apartado 2, falta todav´ıa por
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En el primer ejemplo, se obtiene una matriz Λ (11.1) que proporciona dos con-
glomerados perfectos de variables: el primero compuesto por las variables 1,3 y 5
(3 correlaciona inversamente); el segundo esta´ compuesto por 2 y 4. Se trata, como
dijimos, de un caso extremo, pues las correlaciones dentro de los conglomerados son
perfectas, al igual que las incorrelaciones entre conglomerados distintos. En este caso,
KMO = 1 y la matriz Ψ es nula (pues R es de rango 2). Adema´s, esta solucio´n iden-
tiﬁca el primer conglomerado con el eje OX y el segundo con OY. Por lo tanto, no
precisa ser rotada. No obstante, la solucio´n (11.2) es una de las inﬁnitas soluciones
que pueden obtenerse a partir de la anterior mediante una rotacio´n. La conﬁguracio´n
de los conglomerados no depende, como vemos, de la solucio´n escogida.
11.2. Me´todo de componentes principales
En esta seccio´n expondremos la manera ma´s natural de descomponer la matriz
de correlaciones en un producto del tipo ΛΛ, con Λ ∈ Mp×k. Se trata pues de una
te´cnica para afrontar la segunda fase del estudio, segu´n vimos anteriormente.
Ya hemos comentado que, con frecuencia, se confunden los ana´lisis factorial y
de componentes principales, y habr´ıa que pensar hasta que punto se trata de una
confusio´n puesto que la aplicacio´n del ana´lisis e componentes principales es la forma
ma´s natural reducir la dimensio´n original del problema y, por lo tanto, de conﬁgurar
los conglomerados de variables.
Diagonalizacio´n de R
La idea es muy simple. Sabemos que el ana´lisis de componentes principales se
basa en la descomposicio´n cano´nica de una matriz sime´trica, que en este caso va a
ser la propia matriz de correlaciones
R = GDG
donde D es la matriz diagonal de los autovalores ordenados de mayor a menor y G
una matriz ortogonal cuyas columnas son los respectivos autovectores. Razonando en
te´rminos heur´ısticos, podemos distinguir entre autovalores grandes, los k primeros, y
pequen˜os los p− k restantes. El nu´mero k se determina de tal forma que p−1kj=1 dj
supere cierta cota a convenir. Tener en cuenta que, al tratarse de variables tipiﬁcadas,
p es la varianza total del vector aleatorio y, por lo tanto, la fraccio´n anterior se
denomina proporcio´n de varianza total explicada por las k primeras componentes
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Si los k primeros autovalores y autovectores se agrupan, respectivamente, en las
matrices D1 y G1 y hacemos lo mismo con los p − k restantes la descomposicio´n









= G1D1G1 +G2D2G2 (11.8)
Deno´tese
Λ = G1D1/21 ∈Mp×k, Ψ = G2D2G2 ∈Mp×p
En ese caso, teniendo en cuenta que los autovalores de D2 se han escogido de manera
que sean pro´ximos a 0 y que ninguna componente de G2 puede ser superior a 1 pues
sus columnas las constituyen un sistema ortonormal de vectores, se tiene que
R = ΛΛ +Ψ, Ψ  0 (11.9)
As´ı pues, ya tenemos lo que quer´ıamos.
Regresio´n respecto a las componentes principales
Analicemos el resultado en te´rminos de las componentes principales. La matriz Z
de datos que corresponde a la observacio´n de las p variables tipiﬁcadas en los n indivi-
duos estudiados y la matriz U ∈Mn×p correspondiente a las componentes principales
se relacionan mediante Z = UG. Podemos expresar la matriz U por columnas de la
forma U = (U1, U2) de acuerdo con la descomposicio´n anterior de D y G. Entonces, si
se denota F = UD−1/21 y E = U2G2, obtenemos la igualdad
Z = FΛ + E, (11.10)
Con E  0. La matriz F, de media 0 y matriz de varianzas-covarianzas identidad,
recoge las k primeras componentes principales, salvo una homotecia. Nos permitire-
mos el abuso de denominarlas igualmente componentes principales. La matriz E tiene
tambie´n media 0 y es incorrelada con F.
Esto es en deﬁnitiva lo que ya sabemos por el corolario 7.6, es decir, que los datos
originales pueden reconstruirse de manera muy precisa partiendo de las k primeras
componentes principales. Concretamente, si Zi, Fi y Ei denotan las i-esimas ﬁlas de
Z, F y E, donde i = 1, . . . , n, la ecuacio´n (11.10) equivale a
Zi = ΛFi + Ei, 1 ≤ i ≤ n (11.11)
Es decir, salvo los errores Ei, tenemos una ecuacio´n lineal que relaciona las observacio-
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el modelo de regresio´n lineal multivariante (11.10). Los coeﬁcientes de la ecuacio´n
son las componentes de Λ. As´ı, el vector λj ∈ Rk cuya traspuesta es la j-e´sima ﬁla
de Λ contiene los coeﬁcientes que han de multiplicarse por los distintas componentes
principales (k en total) para obtener (aproximadamente) los n valores correspondien-
tes a la j-e´sima variable. Segu´n se ha obtenido Λ y teniendo en cuenta (7.27), queda
claro que Λ es la matriz de cargas compuesta por las correlaciones entre las variables
originales y las componentes principales seleccionadas.
Podemos pues interpretar la descomposicio´n de R en los te´rminos de una regresio´n
lineal de Z respecto a una matriz explicativa F. Primeramente, que λi  λj signiﬁca
que las variables i-e´sima y j-e´sima pueden expresarse, salvo un pequen˜o error, como
una casi ide´ntica combinacio´n de las componentes principales y, por lo tanto, son casi
iguales (lo cual equivale a rij  1, pues esta´n tipiﬁcadas); que λi  −λj equivale,
por el mismo razonamiento, a que las variables sean casi opuestas (lo cual equivale
a rij  −1). Por otra parte, podemos aplicar cualquier rotacio´n Γ ∈ Ok×k a los
vectores ﬁla de Λ, obteniendo otra matriz Λ∗ = ΛΓ. Si aplicamos a F la rotacio´n
inversa F∗ = FΓ, se conserva la ecuacio´n
Z = F∗Λ∗ +Ψ (11.12)
siendo tambie´n la matriz de varianzas y covarianzas de F∗ la identidad. Se trata
pues de una rotacio´n (inversa) de los ejes de coordenadas que podemos aplicar a
nuestro antojo, transformando las componentes principales en otras variables tambie´n
incorreladas cuyas varianzas suman kj=1 dj. En consecuencia, si λi y λj son casi
perpendiculares, existira´ una rotacio´n que convierta las variables i-e´sima y j-e´sima
en la expresio´n casi exacta de sendas variables incorreladas y, por lo tanto, son casi
incorreladas.
Por u´ltimo, una variable como la novena en el ejemplo anterior podr´ıa interpre-
tarse como una combinacio´n lineal de las dos primera componentes principales (o de
sus rotaciones), de ah´ı que correlacione moderadamente con los dos conglomerados.
Parte explicada y parte no explicada
De (11.10) se puede deducir la descomposicio´n (11.9) de la matriz de correlaciones
R, evidenciando la correspondencia de los sumandos ΛΛ y Ψ con F y E, respectiva-
mente. De hecho, podemos entender ΛΛ como la parte de R explicada por F y, en










248 CAPI´TULO 11. ANA´LISIS FACTORIAL
obtiene mediante
varT [FΛ] = tr

n−1ΛFFΛ = tr[ΛΛ]




En ese sentido dijimos anteriormente que p−1kj=1 dj se entiende como la proporcio´n
de varianza total explicada por las k primeras componentes principales. Adema´s,












Por lo tanto y en particular, cada sumandopi=1 λ2ij, j = 1, . . . , k se interpreta como
la parte de variabilidad total explicada por la j-e´sima componente principal.
Si, para i = 1, . . . , p, se denota h2i = λi2 (te´ngase en cuenta que este nu´mero
permanece invariante si a Λ se le aplica una rotacio´n), la parte diagonal de la ecuacio´n
matricial (11.9) queda como sigue
1 = h2i + ψi, i = 1, . . . , p. (11.14)
El te´rmino h2i expresa la parte de la varianza de la i-e´sima variable reproducida por
Λ o, equivalentemente, explicada por la matriz explicativa F, mientras que ψi expresa
el error cometido al intentar reproducir la varianza i-e´sima Λ o, equivalentemente, la
parte de a varianza no explicada por la matriz F. De (11.13) se sigue que la proporcio´n
de varianza explicada por la k primeras componentes principales es igual a la media
aritme´tica de los te´rminos h2i , que se denotara´ por h.
Este te´rmino puede servir para acotar las diferencias entre los te´rminos de R y
los de la matriz de de correlaciones reproducidas ΛΛ. Los elementos de la diagonal,
ψii, i = 1, . . . , p, esta´n acotados por 1 − h. Para acotar los elementos de fuera de
la diagonal, ψij, i = j, es decir, las diferencias entre las correlaciones reales y las
reproducidas por Λ, hemos de tener en cuenta la descomposicio´n (11.8) junto con la
desigualdad de Cauchy-Schwarz. De esta forma se tiene que
ψij ≤

p(1− h), i = j (11.15)
Esta desigualdad es, no obstante, bastante conservadora. Podemos apurar ma´s si
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Otro ejemplo
Veamos otro ejemplo. Presentamos la matriz de correlaciones muestral R corres-







0,995 0,326 0,867 1,000

 .
Se observa una fuerte correlacio´n entre las variables 1, 3 y 4 que, por otro lado, corre-
lacionan de´bilmente con 2, lo cual nos induce a probar con un ana´lisis de dos factores.
Es un caso claro de aplicacio´n del ana´lisis factorial, y adema´s extraordinariamente
sencillo, pues una simple ojeada a la matriz R determina los grupos a formar.
Mediante el me´todo de componentes principales representamos la matriz R me-










En este caso, obtenemos los siguientes h2i ’s:
h21 = 0,984, h22 = 0,992, h23 = 0,950, , h24 = 0,983
Podemos apreciar una excelente aproximacio´n a las distintas varianzas. De hecho, la
proporcio´n de varianza total explicada, que puede calcularse como la media aritme´tica
de los cuatro te´rminos anteriores, es
h = 0,977
As´ı pues, podemos acotar
|rij − λiλj| ≤

4(1− 0,977) = 0,303, i = j.
Si conocie´ramos el tercer autovalor de R podr´ıamos obtener una cota ma´s baja. Ob-
servando la matriz Λ podemos hacernos una idea bastante clara de los conglomerados
de variables existentes. De todas formas, una rotacio´n tipo varimax aporta una solu-
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Puede observarse claramente que las variables 1,3 y 4 se asocian al eje OX (correlacio-
nan entre s´ı y positivamente), mientras que 2 se asocia al eje OY, es decir, correlaciona
de´bilmente con las dema´s.
11.3. Modelo basado en el concepto de factor
Con lo visto hasta ahora ya estamos en condiciones de resolver ı´ntegramente
nuestro problema sin necesidad de an˜adir nada ma´s. Hemos de tener en cuenta que,
hasta el momento, no ha sido necesaria la imposicio´n de ningu´n supuesto estad´ıstico.
Por contra, nada nos garantiza a priori una reduccio´n satisfactoria de la dimensio´n ni
una conﬁguracio´n clara de las variables como solucio´n ﬁnal. En aras de obtener una
solucio´n lo ma´s satisfactoria posible, puede resultar apropiado, aunque controvertido,
establecer un modelo estad´ıstico de partida para nuestro estudio, lo cual supondra´ la
aceptacio´n de una serie de supuestos, cosa a la que estamos ma´s que habituados.
Pero decimos controvertido porque el modelo se basara´ en la existencia de ciertas
variables latentes denominadas factores. Con el te´rmino latentes queremos decir que
estas variables no se observan en la realidad. ¿A que´ nos referimos pues?
Hemos visto en la seccio´n anterior un par de ejemplos. En el segundo de ellos
ten´ıamos un par de conglomerados de variables muy bien conﬁgurados: el primero
compuesto por las variables 1, 3, 5, 6 y 7, mientras que el segundo lo constituyen
2, 4 y 8. Hay que an˜adir una novena que queda entre ambos conglomerados. Dos
variables que pertenecen a un mismo conglomerado pueden expresarse linealmente
una a partir de la otra con bastante precisio´n. Si las suponemos tipiﬁcadas, como es
nuestro caso, ello se traduce en que las variables son pra´cticamente iguales u opuestas.
En deﬁnitiva, todas las variables de un mismo conglomerado poseen algo en comu´n,
y ese algo no guarda relacio´n lineal con las variables de un conglomerado distinto.
Ese algo que, estrictamente hablando no es sino una clase de equivalencia, es lo que
denominamos factor, y puede tomar como representante a cualquiera cualquiera de
las variables del conglomerado. Efectivamente, es claro que conocida una de ellas
obtendremos casi con exactitud el resto. En nuestro teor´ıa, los factores sera´n unas
variables incorreladas no especiﬁcadas.
El modelo del ana´lisis factorial consiste en llevar un poco ma´s lejos la ecua-
cio´n (11.11). Partiremos de una muestra aleatoria simple de taman˜o n de un vector
aleatorio p-dimensional de componentes X1, . . . , Xp, con media µ = (µ1, . . . , µp) y
matriz de varianzas-covarianzas Σ, y supondremos que existen un vector aleatorio
k-dimensional f de media 0 y componentes f1, . . . , fk incorreladas con varianza 1,
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incorrelado con f , tales que X puede expresarse mediante el sistema de ecuaciones
lineales
X1 − µ1 = λ11f1 + . . . + λ1kfk + E1... ... ... ...
Xp − µp = λp1f1 + . . . + λpkfk + Ep
(11.16)
Los coeﬁcientes λij componen una matriz Λ ∈Mp×k que permite expresar matricial-
mente (11.16) mediante
X − µ = Λf + E (11.17)
donde
(a) E[f ] = 0, Cov[f ] = Idk×k
(b) Cov[f, E ] = 0
De todo ello se sigue inmediatamente que E[E ] = 0, que Cov[X, f ] = Λ y que
Σ = ΛΛ + Cov[E ] (11.18)
Sabemos, por lo visto en el cap´ıtulo dedicado al ana´lisis de componentes principales,
que un modelo de este tipo se veriﬁca automa´ticamente sin ma´s que escoger como
factores las k primeras componentes principales de X divididas por sus desviaciones
t´ıpicas y, como E , las p− k u´ltimas, multiplicadas matricialmente por sus correspon-
dientes autovectores de Σ.
Nuestro objetivo sera´ estimar la matriz Λ porque, aplicando los mismos razona-
mientos de las secciones anteriores, nos permitira´ identiﬁcar nuestras variables con
puntos de Rk para as´ı agruparlas en conglomerados en funcio´n del grado de correlacio´n
lineal. Igualmente, podemos aplicar una rotacio´n Γ ∈ Ok×j al vector f de factores
obteniendo un nuevo vector f∗ = Γf de tal manera que las ecuaciones (11.17) y
(11.18) se siguen veriﬁcando con Λ∗ = ΛΓ. En cosecuencia, cualquier rotacio´n de los
factores conduce a k nuevos factores igualmente va´lidos, es decir, que el vector f no
esta´ un´ıvocamente determinado. Se buscara´ la versio´n f∗ que permita una interpre-
tacio´n ma´s clara de la matriz Λ∗ correspondiente. Normalmente, como ya sabemos,
se procurara´ representar los conglomerados sobre los distintos ejes, de manera que se
identiﬁcara´n ejes con factores.
En lo que sigue, impondremos una condicio´n adicional a nuestro modelo. En
te´rminos heur´ısticos podr´ıamos formularla as´ı: la variabilidad de cada componente
Xi descompone en una parte comu´n a todas las componentes ma´s otra puramente
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(c) cov[Ei, Ej] = 0, para todo i = j.
En consecuencia, la matriz Ψ = Cov[E ] sera´ diagonal y la ecuacio´n (11.18) podra´ ex-
presarse mediante
Σ = ΛΛ +Ψ, (11.19)





se sigue de (11.19) que




λikλlk, i = l
Los te´rminos h2i , 1 ≤ i ≤ p, se denominara´n comunalidades pues expresan la parte
de cada varianza explicada por los factores comunes. En contraposicio´n tenemos los
te´rminos ψii, 1 ≤ i ≤ p, que denominaremos varianzas espec´ıﬁcas, pues expresan
la parte de cada varianza no explicada por los factores comunes sino por un error Ei
espec´ıﬁco de cada variable, en el sentido de que, segu´n nuestro modelo, los p errores
son incorrelados. Por lo tanto, se veriﬁca que, mediante la matriz ΛΛ, podemos
reproducir de manera aproximada las varianzas de las componentes X y de manera
exacta las covarianzas.
Esta suposicio´n es muy controvertida y en absoluto contrastable, dado que nuestro
modelo se construye a partir de un cierto nu´mero de variables no observadas. Sera´,
no obstante, de utilidad a la hora de estimar la matriz Λ.
Lo dicho hasta ahora se enmarca en un contexto puramente probabil´ıstico. Debe-
mos traducirlo pues al lenguaje estad´ıstico. Recordemos que partimos de una muestra
aleatoria simple de taman˜o n del vector aleatorio (X1, . . . , Xp, f1, . . . , fk) en las condi-
ciones supuestas. No´tese que las k u´ltimas componentes de cada unidad experimental
no son observables. Cada unidad experimental satisfara´ la ecuacio´n (11.17) junto con
las propiedades (a), (b) y (c). Dado que nuestro propo´sito es la estimacio´n de la
matriz Λ, procederemos a descomponer, de la manera ma´s aproximada posible, la
matriz de covarianzas muestral S de forma ana´loga a la descomposicio´n (11.18) de
Σ, es decir, de la forma
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con Λ ∈ Mp×k y Ψ ∈ Mp×p diagonal y semideﬁnida positiva. De esta forma, Λ y Ψ
constituira´n sendos estimadores de Λ y Ψ, respectivamente. Ya hemos comentado al
principio del cap´ıtulo que es habitual trabajar con las variables tipiﬁcadas, cuya ma-
triz de covarianzas es la matriz de correlaciones P de las variables originales. As´ı pues,
en lo que sigue nuestro objetivo sera´ obtener Λ y Ψ ≥ 0 diagonal tales que
R  ΛΛ +Ψ (11.20)
Las comunalidades h2i se estimara´n, lo´gicamente, mediante h2i =
k
j=1 λ2ij; por su
parte, las varianzas espec´ıﬁcas se estimara´n mediante ψi = 1 − h2i , de manera que
(11.20) sea una ecuacio´n exacta, al menos para los elementos de la diagonal. Como
podemos ver, estamos en las mismas condiciones de la seccio´n anterior con la salvedad
de que la matriz Ψ ha de ser diagonal. De hecho, el me´todo de componentes principales
que estudiamos en dicha seccio´n sigue siendo perfectamente va´lido en este contexto: se
desecha la parte de R asociada a los autovalores ma´s pequen˜os obtenie´ndose R  ΛΛ.
La matriz Ψ se estima entonces como la parte diagonal de R − ΛΛ. Posteriormente
se procede a la rotacio´n de la solucio´n.
Esta´ claro que la pole´mica propiedad (c) no se tiene en cuenta a la hora de
aplicar el me´todo de componentes principales. Sin embargo, existen otras te´cnicas
de estimacio´n de Λ que s´ı se basan en dicho supuesto, entre las que destacamos
brevemente dos: el me´todo de los ejes principales y el de ma´xima verosimilitud.
Me´todo de los ejes principales
Recordemos que el me´todo de componentes principales realiza una estimacio´n de
Λ, de la cual se deriva la estimacio´n de Ψ como la diagonal del residuo. En este caso,
procederemos al contrario: realizaremos una estimacio´n inicial (R−Ψ)0 de P−Ψ y,
entonces, determinaremos una primera estimacio´n Λ1 de Λ eliminado la parte de la
primera correspondiente a sus p− k u´ltimos autovalores, con lo cual se veriﬁcara´
(R−Ψ)0  Λ1Λ1.
Sabemos que la matriz P−Ψ deber´ıa expresarse de la siguiente forma:


h21 r12 . . . r1p
r21 h22 . . . r2p... ... ...
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Los elementos fuera de la diagonal son ya conocidos. Necesitamos conocer estimacio-
nes de las comunalidades. Teniendo en cuenta el signiﬁcado de estos te´rminos segu´n
nuestro modelo2, suele estimarse cada comunalidad h2i mediante
h2i (0) := R2i
siendo R2i el coeﬁciente de correlacio´n mu´ltiple de la i-e´sima variable respecto al resto.




donde rii denota el i-e´simo elemento del eje3 o diagonal de R−1. Es preciso que R
no sea singular para poder estimar de esta forma las comunalidades. Si lo fuera, se
estimar´ıa cada comunalidad h2i mediante
h2i (0) := ma´x{r2ij : j = 1, . . . , p}.
Una vez obtenido obtenido (R − Ψ)0, se determina una primera estimacio´n de Λ,
Λ(1), tal que
(R−Ψ)0  Λ(1)Λ(1),
eliminando la parte de (R−Ψ)0 correspondiente a sus p− k u´ltimos autovalores. De




siendo d1, . . . , dk los k primeros autovalores de (R − Ψ)0. Tener en cuenta que la
matriz (R − Ψ)0 no es necesariamente semideﬁnida positiva, y puede llegar a tener
autovalores negativos. Por tanto, el anterior cociente puede ser mayor que 1. Esta
situacio´n problema´tica se denomina caso Heywood. Una vez estimadas las cargas




λij(1)2, i = 1, . . . , p.
De esta forma, podemos construir una nueva estimacio´n (R − Ψ)1, sustituyendo las
comunalidades iniciales por las nuevas, y realizar una nueva estimacio´n de la matriz
de Λ, Λ(2), de manera que
(R−Ψ)1  Λ(2)Λ(2)
2Entie´ndase como la parte de la varianza explicada linealmente por los factores comunes a todas
las variables.
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Este proceso puede continuar de forma iterativa hasta que las comunalidades se es-
tabilizan. Si se presenta un caso Heywood, el ordenador puede optar por ﬁnalizar el
proceso.
En la pra´ctica, los dos me´todos estudiados hasta el momento presentan resultados
muy similares cuando existe una gran cantidad de variables o cuando las correlaciones
entre e´stas son fuertes.
Me´todo de ma´xima verosimilitud
Este me´todo es bastante complicado desde el punto de vista operacional. Adema´s
requiere como hipo´tesis que el vector X siga un modelo de distribucio´n p-normal.
Se trata de buscar los estimadores de ma´xima verosimilitud de Λ y Ψ, que se ob-
tienen igualando a 0 las distintas derivadas parciales y resolviendo las consiguientes
ecuaciones lineales. La solucio´n no esta´ un´ıvocamente determinada, por lo cual es
necesario an˜adir a las condiciones del modelo la restriccio´n de que la matriz ΛΨ−1Λ
sea diagonal. Entonces se busca primero la estimacio´n de Λ y, posteriormente, la de
Ψ. Las ecuaciones se resuelven por un me´todo iterativo.
No obstante su complicacio´n, este me´todo tiene dos importantes ventajas: en
primer lugar, nos proporciona un test para contrastar una hipo´tesis inicial que puede
indentiﬁcarse parcialmente con las condiciones del modelo para k factores. Se trata
del test de razo´n de verosimilitudes, cuyo estad´ıstico de contrate es el siguiente4:








que se compara con el correspondiente cuantil de la distribucio´n
χ21
2 [(p−k)2−p−k]
Si se rechaza la hipo´tesis alternativa hay que considerar la posibilidad de introducir
ma´s factores. No obstante, este me´todo es bastante exigente en ese sentido, es decir,
si lo aplicamos rigurosamente acabaremos introduciendo demasiados factores.
La otra ventaja de este me´todo estriba en que el multiplicar la variable i-e´sima
por una cte c so´lo conlleva multiplicar los coeﬁcentes de Λ relativos a dicha variable
por √c. Por tanto, las matrices R y S aportan ﬁlas proporcionales en la matriz Λ.
Para ma´s detalles, consultar Rencher (1995) y Uriel et al. (2005).
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11.4. Ejemplo
Para terminar vamos a ver co´mo quedar´ıan conﬁguradas las variables tipiﬁcadas
del archivo irisdata de Fisher. En primer lugar, hemos de tener en cuenta que
la especie setosa no debe mezclarse con versicolor y virginica pues su matriz de
correlaciones es netamente diferente a las del resto de especies. As´ı pues efectuaremos
dos ana´lisis por separado. En todo caso, los factores se extraera´n mediante el me´todo
de componentes principales y se aplicara´ una rotacio´n varimax.
En el caso de virginica y vesicolor juntas, sabemos que las dos primeras com-
ponentes principales explican el 87.82% de la varianza total. De esta forma, la re-
presentacio´n de las variables rotadas respecto a un modelo con dos factores es la
siguiente:























Podemos apreciar que las variables de setosa quedan peor representadas mediante
dos factores. Concretamente, basta calcular la media aritme´tica de las cuatro comu-
nalidades para concluir que se explica u´nicamente el 77.01% de la varianza total. La
representacio´n de las variables rotadas es la siguiente:
Aunque el gra´ﬁco ofrece menos garant´ıas que el anterior, muestra de forma ma´s
clara dos conglomerados de variables: uno que se indentiﬁca con el factor se´palo y
otro con el pe´talo.
Cuestiones propuestas
1. Obtener (11.6) y (11.7).
2. Demostrar que, si se veriﬁcan las cuatro hipo´tesis del modelo de ana´lisis facto-
rial, entonces Cov[X, f] = Λ.
3. Probar que una rotacio´n en los factores no altera las condiciones del modelo ed
ana´lisis factorial ni el valor de las comunalidades.
4. Demostrar que Σ = ΛΛ +Ψ.
5. Demostrar que, en el me´todo de componentes principales, la media aritme´tica
de las comunalidades coincide con la proporcio´n de varianza total explicada por
la k primeras componentes principales.
6. Obtener la desigualdad (11.15).
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8. Probar la igualdad (11.21). Indicacio´n: utilizar el lema 13.6.
9. Crees conveniente realizar un ana´lisis factorial cuando todos los autovalores
de la matriz de covarianzas S son similares. ¿Puedes contrastar esta hipo´tesis
mediante algu´n test conocido?
10. Con los datos del archivo iris.sav, comparar el diagrama de dispersio´n de las dos











El ana´lisis cluster o de conglomerados es una te´cnica multivariante de agrupacio´n
de datos teniendo en cuenta su aﬁnidad respecto a un vector Y de p variables ob-
servadas. Se trata de un me´todo mayormente computacional, donde no es del todo
fa´cil la aplicacio´n de las te´cnicas de inferencia estad´ıstica. De hecho, existen varios
caminos a seguir a la hora de resolver el problema de aglomeracio´n sin que exista
unanimidad alguna al respecto. Ante esta disyuntiva, lo ma´s aconsejable es realizar
el ana´lisis mediante diferentes me´todos y contrastar los resultados obtenidos.
Primeramente, hemos de tener en cuenta que un cambio de escala en alguna va-
riable puede afectar sensiblemente a la formacio´n de conglomerados, de ah´ı que, en
una primera encrucijada, hemos de decidir si tipiﬁcamos o no las variables. Adema´s,
si existen varias variables fuertemente correlacionadas, puede que estemos sobrevalo-
rando un factor latente comu´n, que tendra´ ma´s peso del debido en la formacio´n de
los conglomerados. Por ello es necesario en ciertas ocasiones realizar un ana´lisis de
componentes principales y considerar la posibilidad de reducir la dimensio´n del vector
observado. Tambie´n tendra´n un gran impacto en la formacio´n de conglomerados la
presencia de valores at´ıpicos. E´stos pueden detectarse a priori (mediante un me´to-
do univariante, como la representacio´n del diagrama de cajas, o multivariante, como
el ca´lculo de la distancia de Mahalanobis), o bien a posteriori, dado que los datos
at´ıpicos constituira´n conglomerados unitarios. Una vez detectados, estos datos deben
ser analizados desde el punto de vista experimental para decidir si se mantienen o
eliminan del estudio.
El cap´ıtulo se divide en tres secciones: una primera donde se establecen las distin-
tas formas de medir el grado de aﬁnidad entre datos; en la segunda seccio´n se expone
co´mo formar los conglomerados una vez seleccionada la medida de aﬁnidad. En este
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Por u´ltimo, se realiza la valoracio´n de los conglomerados obtenidos.
12.1. Medidas de aﬁnidad
Presentamos a continuacio´n las medidas de aﬁnidad ma´s utilizadas a la hora de
formar conglomerados. Todas ellas, excepto la de Mahalanobis, esta´n presentes en
SPSS.
Distancia eucl´ıdea: es la utilizada por defecto. La distancia eucl´ıdea entre
dos datos x1 = (x11, . . . , x1p) y x2 = (x21, . . . , x2p) se deﬁne mediante





SPSS ofrece la posibilidad de personalizar el exponente pues da opcio´n a con-
siderar cualquier medida del tipo
x1 − x2p
Correlacio´n de Pearson: es la alternativa ma´s popular a la distancia eucl´ıdea.
Se trata de permutar el papel que juegan los datos y las variables. De esta forma,




xij, sik = 1p
p
j=1
(xij − xi)(xkj − xk), i, k = 1, 2.
Entonces, se considera el coeﬁciente
rx1,x2 =
s12√s11s22 .
No´tese que un alto valor de este coeﬁciente se corresponde con un patro´n de
comportamiento ana´logo de los datos x1 y x2 en relacio´n con las componentes
del vector Y . Una medida similar al coeﬁciente de correlacio´n es el coseno del
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Distancia de Mahalanobis: se deﬁne mediante
d2m(x1, x2) = (x1 − x2)S−1(x1 − x2),
donde S denota la matriz de covarianza correspondientes a las p variables. Esta
medida es de gran importancia en el ana´lisis multivariante, como hemos podido
comprobar. En este apartado, presenta la ventaja de que, al ser una mediada
invariante ante cambios de escala, su utilizacio´n permite eludir el dilema de la
tipiﬁcacio´n de los datos. Adema´s, los datos at´ıpicos en sentido multivariante
quedara´n identiﬁcados como conglomerados unitarios.
12.2. Formacio´n de conglomerados
Una vez establecida una medida de aﬁnidad o proximidad entre datos, el siguiente
paso es la formacio´n de conglomerados en funcio´n de la misma. En este sentido,
hemos de distinguir dos me´todos: el jera´rquico y el de k-medias. A su vez, cada uno
de ellos puede llevarse a cabo mediante distintos procedimientos, como veremos a
continuacio´n.
Me´todo jera´rquico
Inicialmente se considera cada dato como un conglomerado unitario. Partiendo
de esa situacio´n, cada paso que se de´ consistira´ en unir los dos conglomerados ma´s
pro´ximos entre s´ı para formar un u´nico conglomerado ma´s grande. El procedimiento
se repite, en principio, hasta que quede un u´nico conglomerado constituido por todos
los datos. El proceso de formacio´n de los conglomerados queda registrado y nosotros
podemos analizar el estado ma´s interesante, que sera´ aque´l en el que queden patente
grandes diferencias interconglomerados y pequen˜as diferencias intraconglomerados.
Es decir, que en todos los pasos anteriores se unieron conglomerados pro´ximos, pe-
ro en el inmediatamente posterior se unen dos conglomerados muy distantes. Esto
puede verse gra´ﬁcamente de forma muy sencilla mediante un gra´ﬁco, disponible en
SPSS, denominado dendrograma. El diagrama de te´mpanos aporta una informacio´n
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conglomerados en la solucio´n ﬁnal. No obstante, SPSS ofrece la opcio´n de detener
el proceso cuando se haya llegado a cierto nu´mero de conglomerados que podemos
especiﬁcar previamente.
Hemos dicho anteriormente que cada paso consistira´ en la fusio´n de los dos con-
glomerados ma´s pro´ximos entre s´ı. Obviamente, la proximidad se determinara´ en
virtud de la medida de aﬁnidad que hayamos escogido. No obstante, e´sta se aplica a
cada par de puntos, mientras que los conglomerados son conjuntos (unitarios o no).
Por ello, queda au´n pendiente determinar una medida de proximidad entre conjuntos
partiendo de la medida d de proximidad entre puntos seleccionada. En ese sentido,
contamos con las opciones siguientes:
Vinculacio´n intergrupos: si d es la distancia entre puntos determinada, se
deﬁne la distancia d˜ entre dos conglomerados A y B como la media aritme´tica











d˜(A,B) = mı´nd(a, b) : a ∈ A, b ∈ B.
Vecino ma´s lejano:
d˜(A,B) = ma´xd(a, b) : a ∈ A, b ∈ B.
Agrupacio´n de centroides: la distancia entre A y B es la distancia entre sus
respectivos centroides (medias aritme´ticas).
Me´todo de k-medias
Se utiliza fundamentalmente cuando, por las razones que sean, el nu´mero k de
conglomerados ﬁnales esta´ determinado a priori. Se trata de aglomerar todos los
datos en torno a k puntos (que se denominan semillas) en funcio´n de la proximidad
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de conocimientos previos. En ese caso, el me´todo consiste en asignar cada dato a la
semilla ma´s pro´xima. Al ﬁnal, habremos formado tantos conglomerados como semillas
introducidas. No obstante y una vez acabado el proceso, las semillas iniciales pueden
reemplazarse por los centroides (medias) de los conglomerados ﬁnales y volver a
repetir el procedimiento de aglomeracio´n en torno a las nuevas semillas mejoradas.
Se trata pues de un proceso iterativo que ﬁnalizara´ cuando se haya alcanzado una
cierta estabilidad en las semillas, o bien cuando se hayan realizado un nu´mero de
iteraciones que podemos determinar previamente.
Si queremos formar k conglomerados pero no contamos con semillas, puede pro-
cederse de la siguiente forma: se seleccionan k datos, bien aleatoriamente o bien los
k primeros, que sera´n las semillas iniciales. Los datos restantes se ira´n aglomerando
en torno a ellos. No obstante, si la menor semilla ma´s cercana a un datos dista del
mismo ma´s que que la semilla ma´s cercana a e´sta, dicho dato la reemplaza como
semilla y conquista, por as´ı decirlo, su conglomerado. Al ﬁnal del proceso, se recons-
truyen las semillas como centroides de los conglomerados ﬁnales y el procedimiento
se repite sucesivamente hasta conseguir cierta estabilidad en los centroides ﬁnales, o
bien cuando se hayan realizado un determinado nu´mero de iteraciones.
La ventaja del me´todo de k-medias respecto al jera´rquico radica en que su algorit-
mo es mucho ma´s ra´pido (especialmente con muestras de gran taman˜o) y se ve menos
afectado ante la presencia de valores at´ıpicos. Su desventaja estriba en la eleccio´n de
las semillas iniciales, que puede tener una gran trascendencia en el resultado ﬁnal
y, sin embargo, son frecuentemente designadas segu´n criterios bastante arbitrarios.
No obstante, puede ser muy interesante la combinacio´n de los dos me´todos: nos re-
ferimos a utilizar el me´todo jera´rquico y analizar el dendrograma para determinar
el nu´mero de conglomerados a formar, y utilizar como semillas los centroides de los
mismos en un posterior ana´lisis de k medias. Tambie´n puede invertirse el orden: cla-
siﬁcamos primeramente respecto a un nu´mero elevado m de semillas y obtenemos
m centroides ﬁnales, que se sometera´n a un ana´lisis jera´rquico, de manera que los
grupos correspondientes a centroides pro´ximos se unira´n dando lugar a un nu´mero
menor de conglomerados homoge´neos.
12.3. Interpretacio´n de los conglomerados
Una vez conﬁgurados los conglomerados deﬁnitivos, conviene caracterizarlos me-
diante un patro´n de comportamiento respecto a las variables observadas. El me´to-
do ma´s usual de caracterizacio´n consiste en representar los perﬁles de las medias
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excede el estudio meramente estad´ıstico y es tarea que corresponde al investigador
experimental.
El ana´lisis cluster puede unirse a otras te´cnicas multivariantes: por ejemplo, pue-
de aplicarse un manova para ratiﬁcar la correcta separacio´n de los conglomerados
ﬁnales. Tambie´n puede realizarse un ana´lisis cluster como paso previo a un ana´lisis
discriminate. En el primer ana´lisis se proceder´ıa a la conﬁguracio´n de grupos y en el
segundo, a la clasiﬁcacio´n de observaciones respecto a los grupos constituidos.
Cuestiones propuestas
1. Cuando se ha propuesto el coeﬁciente de correlacio´n como medida de proxi-
midad entre datos, hemos advertido una permutacio´n en el papel que juegan
variables y datos. ¿Puedes relacionar estos con el ana´lisis factorial? Realiza una
agrupacio´n de variables con los datos de psicologic.sav mediante te´cnicas
de ana´lisis cluster, y compara los resultados con los que obtendr´ıamos con los
procedimientos del cap´ıtulo anterior.
2. Aplica un ana´lisis cluster a los datos de iris.sav y valora los resultados obteni-
dos en relacio´n con las especies existentes. Plantea una estrategia de clasiﬁcacio´n












Este cap´ıtulo se divide en dos partes. La primera presenta una seleccio´n de de-
ﬁniciones y resultados correspondientes, fundamentalmente, al A´lgebra de matrices,
que sera´n de utilidad en el desarrollo de nuestra teor´ıa. La mayor parte de las de-
mostraciones pueden encontrarse en el Ape´ndice del volumen dedicado a los Modelos
Lineales. En general, dicho Ape´ndice es bastante ma´s completo que e´ste pues preten-
de abarcar los conceptos necesarios para abordar el estudio de los Modelos Lineales,
el cual podr´ıa considerarse en buena medida preliminar del Ana´lisis Multivariante.
De ah´ı que hayamos optado por no incluirlos aqu´ı para evitar excesivas redundancias.
La seccio´n B es de cara´cter eminentemente te´cnico y esta´ dedicada ı´ntegramente
a la demostracio´n del teorema 6.1 . Ha sido postergada a este Ape´ndice para aligerar
la lectura del cap´ıtulo 6.
(A) A´lgebra de matrices.
En primer lugar, en lo que sigue y dado n ∈ N, se denotara´n mediante 1n y 1n×n
el vector y las matrices constantes 1 de Nn yMn×n, respectivamente. Por otra parte,
dada una matriz A ∈ Mn×n (entendemos que sus coeﬁcientes son reales), δ ∈ C se
dice autovalor de A cuando es ra´ız del polinomio de grado n p(x) = |A − xId|, lo
cual signiﬁca que existe un vector e ∈ Cn tal que Ae = δe. De un vector en tales
condiciones decimos que es un autovector de A asociado al autovalor δ, cosa que
sucede para toda la recta e.
Consideremos y = (y1, . . . , yn) y x = (x1, . . . , xn) dos vectores (los vectores se
consideran, por convenio, columnas) cualesquiera de Rn. El producto interior deﬁnido
mediante
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dota a Rn de una estructura de espacio de Hilbert. Se deice que x e y son ortogonales













Por lo tanto, la regio´n del espacio formada por los puntos cuya distancia respecto a
x sea igual a un cierto nu´mero positivo k es un esfera. El cuadrado de la distancia
puede expresarse de esta forma
y − x2 = (y − x)Id(y − x).
Si sustituimos la matriz identidad por cualquier matriz sime´trica deﬁnida positiva
A, la regio´n anterior sera´ un elipsoide, cuyas caracter´ısticas dependera´n de los auto-
vectores y autovalores de A (ver teorema de diagonalizacio´n). Una expresio´n de este
tipo pueden encontrarse en la densidad de la distribucio´n normal multivariante.
Una sistema de vectores e de Rn se dice ortonormal cuando los vectores son de
norma eucl´ıdea 1 y ortogonales entre s´ı. Una matriz Γ ∈ Mn×n se dice ortogonal
cuando Γ es su inversa, lo cual equivale a aﬁrmar que sus columnas constituyen una
base ortonormal de Rn. En ocasiones las denominaremos rotaciones, ya veremos el
porque´. El conjunto de todas las matrices ortogonales de orden n se denotara´ por
On×n. Dado un subespacio vectorial V ⊂ Rn, V ⊥ denota el subespacio vectorial de
dimensio´n n − dimV constituidos por todos los vectores ortogonales a V . Asimismo,
si W ⊂ V, V |W denotara´ el subespacio V ∩W⊥, de dimensio´n V |W.
Una matriz A ∈Mn×n se dice semideﬁnida positiva cuando es sime´trica1 y veriﬁca
que eAe ≥ 0, para todo e ∈ Rn, en cuyo caso se dice deﬁnida positiva, denota´ndose
por A ≥ 0. Esta deﬁnicio´n permite establecer un preorden enMn×n. Concretamente,
A ≥ B cuando xAx ≥ xBx, para todo x ∈ Rn. (13.1)
Decimos que A es deﬁnida positiva cuando veriﬁca eAe > 0, para todo e ∈ Rn\{0},
en cuyo caso se denota A > 0.
Lema 13.1.
Todos los autovalores de una matriz sime´trica son reales.
1En rigor, no es necesario que la matriz sea sime´trica para que sea deﬁnida positiva, pero en











En consecuencia, dado que so´lo consideraremos autovalores de matrices reales
sime´tricas, tanto e´stos como las componentes de sus autovectores sera´n reales. El
resultado siguiente precede al ma´s importante de este cap´ıtulo.
Lema 13.2.
Si A ∈ Mn×n sime´trica y Γ ∈ Mn×n ortogonal, los autovalores de A coinciden con los
de ΓAΓ.
El siguiente resultado, denominado Teorema de Diagonalizacio´n, permite expresar
de forma natural cualquier matriz sime´trica. Para la demostracio´n del la segunda
parte del mismo se precisa del Teorema de los Multiplicadores Finitos de Lagrange,
abreviadamente TMFL, que sera´ a su vez necesario para probar diversos resultados
de nuestra teor´ıa. El TMFL se divide en dos parte: la primera establece condiciones
necesarias que debe veriﬁcar un extremos relativo condicionado; la segunda establece
condiciones suﬁcientes. Su enunciado es el siguiente.
Teorema 13.3.
Sean n y m nu´meros naturales tales que n < m y U ⊂ Rm abierto. Consideremos las
aplicaciones φ : U −→ R y f : U −→ Rn, ambas con derivadas parciales segunda






es n, y que existe un vector λ ∈ Rn tal que (φ − λf)(c) = 0.
Entonces, para que φ|M tenga un ma´ximo (m´ınimo) relativo en c, es condicio´n suﬁciente
que D2Lλ(c)(h, h) < 0 (respectivamente > 0) cada vez que h ∈ Rm \ {0} veriﬁque que
Dfi(c)(h) = 0, i = 1, . . . , n, donde Lλ = φ− λf.
Obse´rvese la analog´ıa que guarda con las condiciones necesaria y suﬁciente para
ma´ximos y mı´nimos no condicionados. La primera parte (necesariedad) se obtiene
como aplicacio´n del teorema de la funcio´n impl´ıcita, mientras que la segundo (suﬁ-
ciencia) se deduce del teorema de Taylor. Para ma´s detalles, consultar Fdez. Vin˜as II,
pag. 126. Dicho esto, vamos a enunciar el teorema fundamental al que hac´ıa alusio´n
anteriormente.
Teorema 13.4 (Diagonalizacio´n).
Si A ∈Mn×n sime´trica, existe una matriz n×n ortogonal Γ y una matriz n×n diagonal
∆=diag(δ1, . . . , δn), con δ1 ≥ . . . ≥ δn, tales que
A = Γ∆Γ.
En ese caso, los δi’s son los autovalores de A y las columnas γi’s de Γ constituyen una
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alcanza´ndose el ma´ximo en α = γi.
Obse´rvese que, si los autovalores de la matriz son distintos, la descomposicio´n
es u´nica salvo reﬂexiones de los autovectores. En caso contrario, sera´ u´nica salvo
reﬂexiones y rotaciones de e´stos. El siguiente corolario es inmediato:
Corolario 13.5. (i) Dos autovectores asociados a distintos autovalores de una ma-
triz sime´trica son ortogonales.
(ii) Si A es sime´trica, su rango coincide con el nu´mero de autovalores no nulos.
(iii) Si A ≥ 0, sus autovalores son todos no negativos. Si A > 0, son todos estricta-
mente positivos.
(iv) Si A ≥ 0, existe2 una matriz sime´trica A1/2 tal que A = A1/2A1/2. Si A > 0,
existe tambie´n una matriz sime´trica A−1/2 tal que A−1 = A−1/2A−1/2.
(v) Si A ≥ 0, existe una matriz X con las mismas dimensiones tal que A = X X.
(vi) Dada A ∈ Mn×n semideﬁnida positiva de rango r, existe X ∈ Mn×r de rango r
tal que A = XX .
(vii) La traza de una matriz sime´trica es la suma de sus autovalores y el determinante,
el producto de los mismos.
Exponemos a continuacio´n un resultado fundamental, relacionado con la matriz
de covarianzas parciales.
Lema 13.6.

















(i) Si S22 es invertible, entonces |S| = |S22| · |S11 − S12S−122 S21|.






se veriﬁca que V −111 = S11 − S12S−122 S21.
El siguiente resultado se utilizara´ para justiﬁcar los test para la media en el modelo
lineal normal multivariante.
Teorema 13.7.
Sean S y U matrices p× p sime´tricas, deﬁnida positiva y semideﬁnida positiva, respecti-
vamente, y sea el polinomio en t p(t) = |U − tS|. Entonces, p(t) tiene todas sus ra´ıces




Adema´s, existe una matriz A ∈Mp×p tal que








A continuacio´n un resultado que sera´ de intere´s en el estudio de la distribucio´n
de Wishart.
Teorema 13.8.
Para toda S ∈ Mp×p semideﬁnida positiva existe una matriz C ∈ Mp×p triangular
superior tal que S = CC .
El resultado siguiente se utiliza en una de las reducciones por invarianza a la hora
de obtener el test de contraste para la media.
Teorema 13.9.
SeanX,Y ∈Mp×k. Se veriﬁca entonces queX X = Y Y sii existe una matriz Γ ∈Mp×p
ortogonal tal que Y = ΓX.
No´tese que, si k = 1, estamos aﬁrmando que X = Y  sii existe una matriz
Γ ∈Mp×p ortogonal tal que Y = ΓX. Por ello se identiﬁcan las matrices ortogonales
con las rotaciones y la norma eucl´ıdea constituye un invariante maximal para el
grupo de las rotaciones. El siguiente resultado se utiliza tambie´n en las reducciones
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Teorema 13.10.
Sean X, Y ∈ Mp×k y S, T ∈ Mp×p deﬁnidas positivas. Si X S−1X = Y T−1Y, existe
una matriz A ∈Mp×p invertible tal que Y = AX y T = ASA.
El siguiente resultado es de utilidad a la hora de encontrar el estimador de ma´xima
verosimilitud en el modelo lineal normal multivariante.
Teorema 13.11.
Sean A una matriz p × p deﬁnida positiva y f la funcio´n que asigna a cada matriz U
del mismo tipo el nu´mero f(U) = 1|U |n/2 exp
−12tr(U−1A)
 . Entonces, dicha funcio´n
alcanza el ma´ximo en U = 1nA.
A continuacio´n, repasaremos brevemente el concepto de proyeccio´n ortogonal, de
gran importancia en el Modelo Lineal. Aunque se deﬁne sobre Rn, el concepto tiene
sentido en cualquier espacio dotado de un producto interior, por ejemplo L2. Dado
un subespacio lineal V ⊂ Rn de dimensio´n k, se deﬁne la proyeccio´n ortogonal sobre
V como la aplicacio´n PV que asigna a cada vector u ∈ Rn el u´nico vector v ∈ V
tal que u − v ∈ V ⊥. Puede probarse que se trata del vector de V ma´s pro´ximo a u
segu´n la distancia eucl´ıdea. Dicha aplicacio´n es lineal y sobreyectiva. Por lo tanto, se
identiﬁca con una matriz n × n de rango k, que se denotara´ igualmente por PV . Se
veriﬁca adema´s que, si X ∈Mn×k es una base de V ,
PV = X(X X)−1X . (13.2)
La anterior expresio´n tiene sentido, pues rg(X) = rg(X X) = k, es decir, X X es
invertible. As´ı pues, dado u ∈ Rp, se tiene que X(X X)−1X u ∈ V. Adema´s, dado
cualquier y ∈ Rk, se tiene que
u−X(X X)−1X u,Xy = uXy − uX(X X)−1X Xy = 0,
es decir, que u−X(X X)−1X u ∈ V ⊥. Adema´s,X(X X)−1X u es el u´nico vector de V
que lo veriﬁca pues, si existiesen dos vectores v1, v2 ∈ V tales que u−v1, u−v2 ∈ V ⊥,
entonces se tendr´ıa que v1 − v2 ∈ V ∩ V ⊥ = 0. Adema´s, dado que
rg X(X X)−1X  = rg(X) = k,
la aplicacio´n es sobreyectiva. Por lo tanto, la proyeccio´n ortogonal esta´ bien deﬁnida
y es, efectivamente, una aplicacio´n lineal sobreyectiva cuya matriz es (13.2). No´tese
que, si X es una base ortonormal de V , entonces PV = XX .
La matriz PV es idempotente, es decir, es sime´trica y veriﬁca que P 2V = PV . Puede











idempotente de rango k es la matriz de la proyeccio´n ortogonal sobre el subespacio
k-dimensional de Rn generado por sus vectores columna. Veamos algunas propiedades
elementales de la proyeccio´n ortogonal.
Proposicio´n 13.12.
Sean V,W ⊂ Rn, con W ⊂ V. Se veriﬁca:
(i) PV = PV |W + PW .
(ii) Para todo y ∈ Rn, PV y2 = PWy2 + PV |Wy2. En particular, y2 =
PV y2 + PV ⊥y2.
(iii) PV y = y sii y ∈ V.
(iv) PW · PV = PW .
(v) trPV = dimV .
(vi) PV ⊥ = Id− PV .
El concepto de proyeccio´n ortogonal puede extenderse a subvariedades aﬁnes de la
siguiente forma: dada una subvariedad af´ın k-dimensional H (esto es, un subconjunto
de Rn de la forma x + V, siendo x un vector cualquiera de Rn y V un subespacio
k-dimensional del mismo), deﬁniremos la proyeccio´n ortogonal sobre H (que se deno-
tara´ PH) como la aplicacio´n que asigna a cada vector u el vector de H que minimiza
la distancia eucl´ıdea a u, en cuyo caso se tiene
Px+V u = x+ PV (u− x).
Hemos de tener en cuenta que, para cada v ∈ V, se veriﬁca
Px+V = P(x+v)+V . (13.3)
(B) Demostracio´n del teorema 6.1.
En esta seccio´n nos proponemos probar el teorema 6.1. La demostracio´n utili-
zara´ te´cnicas ba´sicas del a´lgebra lineal junto con el Teorema de los Multiplicadores
Finitos de Lagrange.
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Vamos a analizarla detenidamente. Consideremos el polinomio en λ
P (λ) = |Aλ|
Dado que las matrices Σzz y Σyy no son singulares, el grado de P (λ) es p + q. Si
λ = 0, se sigue del lema 13.6
P (λ) = | − λΣzz| · |λΣyy + λ−1ΣyzΣ−1zz Σzy|




y Q es el polinomio caracter´ıstico de la matriz
C1 = Σ−1yy ΣyzΣ−1zz Σzy, (13.4)
de grado p. Siendo la igualdad va´lida para todo λ distinto de 0, tambie´n lo es para
0. Puede comprobarse fa´cilmente que los autovalores de C1 coinciden (aunque con
distintos autovectores asociados) con los de la matriz
Σ−1/2yy ΣyzΣ−1zz ΣzyΣ−1/2yy , (13.5)
que es sime´trica y semideﬁnida positiva. Luego, son todos reales y no negativos y, por
tanto, las ra´ıces de P (λ) son todas reales. Si λ1, . . . , λp+q son tales ra´ıces, ordenadas
de mayor a menor, ha de veriﬁcarse
λ1 ≥ . . . ≥ λp ≥ 0
λp+1 = . . . = λq = 0
λp+q = −λ1...
λq+1 = −λp
Tambie´n se veriﬁca que los autovalores positivos de C1 coinciden (con distintos au-
tovectores asociados) con los autovalores positivos de la matriz
C2 = Σ−1zz ΣzyΣ−1yy Σyz. (13.6)












Para cada i = 1, . . . , p, se veriﬁca que (α, β) ∈ kerAλi si, y so´lo si, α y β son
autovectores de las matrices C1 y C2, asociados ambos al mismo autovalor λ2i . Adema´s,
si λi = 0, se veriﬁca
β = λ−1i Σ−1zz Σzyα
α = λ−1i Σ−1yy Σyzβ
Lema 13.14.
Dada una ra´ız λi de P (λ), donde i = 1, . . . , p+ q, se veriﬁca que
dim(kerAλi) = multP (λi).
Adema´s, si λi = 0,
kerAλi ∩ kerA−λi = 0.
Demostracio´n.























de lo cual se deduce que
kerAλi ∩ kerA−λi = 0, dim(kerA−λi) = multP (λi).
Veamos que´ sucede con las ra´ıces nulas: supongamos que λ1 ≥ . . . ≥ λk > 0, λk+1 = 0
(ello implica k ≤ p) En ese caso, C consta de k autovalores positivos, luego k = rg(C)
o, equivalentemente,
k = rg ΣyzΣ−1zz Σzy
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Dados dos vectores a = (a1, a2) y b = (b1, b2) en Rp+q, decimos que a⊥Υb cuando
a1Σyyb1 = a2Σzzb2 = 0, es decir,
a⊥Υb⇔ Υa⊥Υb.
Si A y B son subespacios vectoriales de Rp+q, se denota A⊥ΥB cuando a⊥Υb para
todo a ∈ A y b ∈ B. Obviamente, A⊥ΥB implica A ∩ B = 0. Por u´ltimo, A ⊕Υ B
denotara´ la suma directa de ambos subespacios siempre y cuando se veriﬁque adema´s
que A⊥ΥB. En estas condiciones, podemos an˜adir al lema anterior obtenemos el
resultado siguiente.
Lema 13.15.
Si λ2i = λ2j , entonces kerAλi⊥ΥkerAλj .
Demostracio´n.






Multiplicando a la izquierda por αj en la segunda ecuacio´n y sustituyendo el valor
de βi segu´n la primera, se tiene que
λ2iαjΣyyαi = αjΣyzΣ−1zz Σzyαi.
Ana´logamente,
λ2jαiΣyyαj = αiΣyzΣ−1zz Σzyαj.
De ambas ecuaciones se deduce que
(λ2i − λ2j)αjΣyyαi = 0,












Supongamos ahora que λj = 0. Si (α0, β0) ∈ ker(A0), entonces Σzyα0 = 0.
Aplicando la primera parte del razonamiento anterior se tiene que
λ2iα0Σyyαi = α0ΣyzΣ−1zz Σzyαi = 0
y, por tanto, α0Σyyαi = 0. Por un razonamiento sime´trico, se veriﬁca β0Σzzβ0 = 0.
Supongamos que existen k ra´ıces de P (λ) estrictamente positivas (k ≤ p) y que,
de esas k ra´ıces, existen r distintas (r ≤ k), λi1 > . . . > λir , con multiplicidades
d1, . . . , dr, respectivamente (d1 + . . . + dr = k). Si d0 = multP (0). Se tiene pues que
p + q = d0 + 2
r
j=1 dj. En esas condiciones, de los lemas anteriores se deduce el
siguiente resultado:
Teorema 13.16.
Rp+q descompone de la siguiente forma:
Rp+q =

(kerAλi1 )⊕ (kerA−λi1 )

⊕Υ . . .⊕Υ








Hecho esto, vamos a construir las variables cano´nicas. Descompondremos este
proceso en tres partes:
1. Nuestro primer propo´sito es, segu´n hemos comentado anteriormente, encontrar
dos vectores α ∈ Rp y β ∈ Rq, tales que el coeﬁciente de correlacio´n lineal
simple ραY,βZ alcance un valor ma´ximo. Dado que el coeﬁciente ρ es invariante
ante homotecias en ambas variables, bastara´ con encontrar
ma´xραY,βZ : var[αY ] = var[βZ] = 1
,
es decir,
ma´xαΣyzβ : αΣyyα = βΣzzβ = 1
.
Dado que se trata de maximizar una funcio´n continua sobre un compacto, el















Se trata pues de maximizar φ bajo la condicio´n f ≡ 0. Dado que el ma´ximo
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o equivalentemente, que existen ρ1, ρ1 ∈ R (u´nicos), tales que
 Σyzβ1 − ρ1Σyyα1 = 0
Σzyα1 − ρ1Σzzβ1 = 0
, (13.7)
lo cual equivale a aﬁrmar
 Σyzβ1 = ρ1Σyyα1
Σzyα1 = ρ1Σzzβ1
(13.8)
Multiplicando a la izquierda por α1 y β1 en (13.7), se obtiene
 α1Σyzβ1 − ρ1α1Σyyα1 = 0
β1Σzyα1 − ρ1β1Σzzβ1 = 0
⇔




ρ1 = ρ1 = α1Σyzβ1 = ρα1Y,β1Z .





















Por lo tanto, (α1, β1) ∈ kerAρ1 . Luego, |Aρ1| = 0. Entonces,
ρ1 ∈ {λ1, . . . , λp+q}.
Si se denota U1 = α1Y y V1 = β1Z, se tiene que ρU,V es ma´xima.
2. Consideremos todos los vectores α ∈ Rp y β ∈ Rq tales que
cov[αY, U1] = cov[βZ, V1] = 0,










Nuestro siguiente objetivo es encontrar la ma´xima correlacio´n dentro de esta
clase, es decir,












Supongamos que el ma´ximo se alcanza en (α2, β2) y consideremos φ como antes














Por el teorema 13.3 se veriﬁca que existen ρ2, ρ2, θ, γ ∈ R (u´nicos) tales que
 Σyzβ2 − ρ2Σyyα2 − θΣ11α1 = 0
Σzyα2 − ρ2Σzzβ2 − γΣ22β1 = 0
. (13.9)
Multiplicando a la izquierda por α1 en la primera ecuacio´n, se tiene
α1ΣyZβ2 − ρ2α1Σyyα2 − θα1Σ11α1 = 0,
es decir, θ = 0. Igualmente, multiplicando por β1 la segunda se deduce que
γ = 0. Luego, (13.9) implica
 Σyzβ2 − ρ2Σyyα2 = 0
Σzyα2 − ρ2Σzzβ2 = 0
.
Por un razonamiento ana´logo al del primer paso, se concluye que ρ2 = ρ2, coin-
cidiendo e´stos con ρα2Y,β2Z , que es la correlacio´n ma´xima bajo las condiciones
anteriores. Adema´s, (α2, β2) ∈ ker
Aρ2
 y ρ2 ∈ {λ1, . . . , λp+q}. Por supuesto,
ρ2 ≤ ρ1.
3. Supongamos que el proceso se ha completado m veces, es decir, hemos obtenido
dos matrices, A = (α1, . . . , αm) ∈ Mp×m y B = (β1, . . . , βm) ∈ Mq×m, y m
nu´meros no negativos ρ1 ≥ . . . ≥ ρm, tales que, si consideramos la matriz m×2
aleatoria  U1 . . . Um





















= 0, ∀j < i

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No´tese que se aﬁrma de manera impl´ıcita que ρUi,Vi = ρi, i = 1, . . . ,m. Se
veriﬁca tambie´n que
m = rg (Idm×m) = rg(AΣyyA) ≤ rg(Σyy) = p,
es decir,m ≤ p. Vamos a demostrar que, sim < p, el proceso puede completarse
hasta p. Para ello consideremos los vectores
ui = Σ−1/2yy αi, vi = Σ−1/2zz βi, i = 1, . . . ,m.
En esas condiciones, {u1, . . . , um} y {v1, . . . , vm} constituyen sendos sistema
ortonormales de Rp y Rq, resp. Si m < p, pueden an˜adirse otros dos vectores,
um+1 y vm+1 a los sistemas respectivos. Considerando entonces los vectores










= 0, ∀j = 1, . . . ,m. (13.10)
Luego,el proceso puede continuar, buscando la ma´xima correlacio´n para los
vectores α y β que veriﬁquen (13.10). Es decir, que culmina en p, obtenie´ndose
las parejas de variables aleatorias (U1, V1), . . . , (Up, Vp), con correlaciones ρ1 ≥
. . . ≥ ρp ≥ 0, respectivamente. Ma´s concretamente, se obtiene la siguiente
matriz de covarianzas:
Cov
 U1 . . . Up





1 0 ρ1 0
. . . . . .
0 1 0 ρp
ρ1 0 1 0
. . . . . .




A continuacio´n, vamos a analizar la relacio´n existente entre los coeﬁcientes ρ1, . . . , ρp
as´ı obtenidos y las ra´ıces λ1, . . . , λp+q del polinomio P (λ). Ya sabemos que
ρ1, . . . , ρp
 ⊂ λ1, . . . , λp+q
.
En primer lugar, λ1 = ρ1 pues, en caso contrario, considerar´ıamos (α, β) ∈
kerAλ1 . Entonces se veriﬁcar´ıa
 αΣyzβ = λ1αΣyyα












λ1var[αY ] = λ1var[βZ] = cov[αY, βZ].
Luego, ello implicar´ıa
ραY,βZ = λ1 > ρ1,
lo cual es contradictorio.
Si multP (λ1) = 1, entonces λ2 = ρ2, pues, en caso contrario, considerar´ıamos
(α, β) ∈ kerAλ2 . Recordemos que, en ese caso, por el teorema 13.16,
kerAλ1⊥ΥkerAλ2 .
Entonces, razonar´ıamos como en el caso anterior.
Si multP (λ1) = d1 > 1, entonces ρ1 = . . . = ρd1 = λ1 y ρd1+1 = λd1+1 : en efecto,
sabemos por el lema 13.14 que dim(kerAλ1) = d1. Consideremos entonces una base
ortonormal {ei : i = 1, . . . , d1} del subespacio imagen por Υ de kerAλ1 , y un sistema




= Υ−1ei, i = 1, . . . , d1,








, ∀i = j.
Se veriﬁca pues que
ραiY,βiZ = λ1, i = 1, . . . , d1.
Por lo tanto, ρ1 = . . . = ρd1 = λ1. Adema´s, ρd+1 ha de ser distinto de λ1 pues, en caso
contrario, dim(kerAλ1) > d1. Por un razonamiento ide´ntico al primero, se concluye
que ρd+1 = λd+1.
El proceso se repite de manera ana´loga hasta el ﬁnal. Se veriﬁca adema´s que, si
(αi, βi) esta´ asociado a ρi, entonces (−αi, βi) lo esta´ a −ρi. En conclusio´n, hemos
obtenido el resultado siguiente:
Proposicio´n 13.17.
Para cada i = 1, . . . , p, se veriﬁca
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Hasta ahora, hemos supuesto p ≤ q. En el caso p > q, proceder´ıamos, teniendo en
cuenta que los vectores Z e Y desempen˜an papeles completamente sime´tricos en lo que
al problema de correlacio´n lineal se reﬁere, a considerar los q autovalores de la matriz
(13.6), que coincidir´ıan con los q primeros autovalores de la matriz (13.4) (el resto
son nulos). Por lo tanto, en general, si se denota b = mı´n{p, q}, hemos de calcular los
b primeros autovalores de la matriz (13.4) con sus respectivos autovectores, adema´s
de los autovectores asociados a esos mismos autovalores respecto a la matriz (13.6).
Luego el proceso de obtencio´n de variables cano´nicas culminara´ en el paso b-e´simo.
Recapitulando, hemos demostrado lo siguiente:
Teorema: Sean ρ21 . . . , ρ2b son los b primeros autovalores de la matriz Σ−1yy ΣyzΣ−1zz Σzy,
contados con su multiplicidad, y consideremos, para cada i = 1, . . . , b, las variables reales
Ui = αiY y Vi = βiZ, donde αi es el autovector asociado al autovalor ρ2i para la matriz
anterior tal que var(Ui) = 1, mientras que βi es el autovector asociado al mismo autovalor
para la matriz Σ−1zz ΣzyΣ−1yy Σyz, y tal que var(Vi) = 1. Se veriﬁca entonces:









= 0, ∀i = j.
(iii) ρUi,Vi = ρi, i = 1, . . . , b.
(iv) ρ1 es la ma´xima correlacio´n entre una variable del tipo αY y otra del tipo βZ.
(v) Si 1 < i ≤ b, ρi es la ma´xima correlacio´n entre entre una variable del tipo αY y









= 0, ∀j < i.
No´tese que, si la multiplicidad de ρi es 1, el par (Ui, Vi) esta´ bien determinado salvo
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