ABSTRACT: The performance characteristics of a representative adaptive position control system were investigated using a single-board microprocessor-based controller and a DC motor actuator. The adaptive controller algorithm is capable of compensating for some Coulomb friction effects and will adapt to changes in the inertia of the DC motor load. The adaptive controller design concept used in this application is described, and laboratory test results for the complete system are presented.
Introduction
The design procedure for optimal position control systems is well documented for cases in which the plant parameters are known constants and the resulting system is timeinvariant. Such systems have very predictable performance characteristics that have been established both theoretically and experimentally over many years.
One disadvantage of this type of system design is very evident in any application in which the plant parameters or load characteristics can vary due to environmental sensitivity, component wear, or load changes during normal operation. Since optimality exists only for the constant parameter values assumed in the initial design of the controller, any variation or uncertainty in these parameter values usually will result in less than optimal performance of the system.
A much broader class of position control problems might be solved with a type of selfadapting controller that can compensate for parameter variations or uncertainties in the plant and, thereby, continually act to rnaintain optimal system performance.
Much research is presently being conducted in the area of microprocessor-based control of industrial systems. In particular, applications requiring adaptive control strategies are gaining in popularity as topics for this area of research. To accurately evaluate the capabilities and limitations of specific adaptive controller designs, it becomes nec-S.D. Kraft essary to construct a working system that can be studied in detail in the laboratory.
The Adaptive Control Concept
A model reference adaptive control (MRAC) system was chosen as the basis for adaptive controller design in this project because it allows precise definition of the desired optimal dynamic response of the system in terms of a linear reference model. This reference model is a part of the overall MRAC system, operating in parallel with the controlled plant under real-time conditions.
The basic MRAC system concept, as applied to this DC motor position control problem, is illustrated in the block diagram of Fig. 1 . The adaptive mechanism functions by m o w i n g gains in the adjustable controller to make the combined controller and plant dynamics match the dynamics of the linear reference model. During operation, this adaptive mechanism (the adaptive control law) continually acts to drive the state error e to zero.
Derivation of the adaptive control law is based on the Lyapunov stability approach [ 11- [3] . The resulting continuous-time adaptive controller design was converted to discrete-time form for direct implementation on the microprocessor-based controller. The complete sampled-data adaptive position control system model is shown in Fig. 2 . Adaptive compensation for Coulomb friction is achieved through adjustable gain g,. Adaptive compensation for changes in load inertia is achieved through adjustable gain g,. Adaptive controller gains dl and d2 determine the adaptation response time of the system.
The Microprocessor Controller
In order to realistically evaluate the performance of the adaptive control system, an actual digital controller was designed and built for real-time control of the DC motor system. The resulting microprocessor-based digital controller is a single-board design, incorporating all the hardware and software required to implement the sampling oper- 
Experimental Results
Laboratory tests were performed on the complete adaptive position control system to evaluate the adaptive performance under system, as well as the state error for the case the controller automatically adjusts the gains conditions of varying load inertia. The exwhen the controller gains are properly adto compensate for this increase in load inperimental hardware is shown in Fig. 4 . A justed for a known load inertia of 0.627 ozertia, as shown in Fig. 7 . The adaptive consampling period of 50 msec was used in the in.-s2/rad. Figure 6 shows the response of the troller appears to reduce the state error as controller, and a square wave signal supplied same system without adaptation when the desired. The adaptive responses of the conthe reference position input to the system. load inertiais increased to 1.27 oz-in.-s2/rad. troller gains gl and g2 are shown in Fig. 8 for Figure 5 shows the output response of the When the adaptive control law is enabled, increasing and decreasing inertia.
In both cases, stable system operation was observed as the digital controller algorithm adapted to the changes in inertia. System stability was evaluated for different values of adaptive gains d l and d2. Several experiments were performed that determined the maximum initial error in the controller gain gl that the system could still correct for during the adaptive process. The results of these experiments are shown in Fig. 9 . A distinct region of stable operation was defined by this approach. These results clearly show a trade-off exists between large adaptive gains (i.e., fast adaptation) and the range of stable operation. The sampling rate used limits the fastest achievable adaptive response because of overall system stability considerations.
The adaptive response of this system is affected by the controller adaptive gains, as well as by the amplitude and frequency of the system input sigqal. Large square wave input amplitudes caused a speed-up in the adaptive response. However, small input amplitudes prevented the system from adapting completely. This is because, under small input amplitude conditions, the effects of friction dominate the plant dynamics, and the friction model used in the controller design is only an approximation of the real system friction characteristics. Similar results were found when the input square wave frequency was varied; higher frequencies tended to speed up the gdaptive process, while very low frequencies prevented complete adaptation, and in some situations resulted in unstable operation.
Summary and Conclusions
Using a relatively simple single-board microprocessor-based controller, it was possible to investigate the performance characteristics of an adaptive position control system in the laboratory. Adaptive compensation for friction effects and variations in load inertia were verified experimentally [3] . The capability designed into the digital controller, allowing easy modification of gain values and real-time monitoring of internal controller states, makes it particularly appealing for applications in control systems laboratory experiments.
Model reference adaptive control systems can provide a dramatic performance improvement over eonventiond, nonadaptive systems when certain parameters of the system are subject to large, unpredictable variations. However, input signal characteristics directly affect the convergence properties of the adaptive process, and this presents a practical limitation for this type of adaptive controller in some applications.
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Predictive Compensation Implemented with a Microprocessor
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Introduction
It is well known that the stability of control loops can be improved by using predictive compensation. In sampled data systems, it is possible to realize near-ideal predictionthat is, to provide a zero without a pole in the z-plane -provided the time necessary to perform the prediction is small compared to the sampling time. Ratch [I] developed the idea of predictive compensation using fast-time simulation, and presented an analytical solution for the predictor for linear systems [2] under the assumption that the input does not change from one sample time to the next. This predictor works satisfactorily, provided the sampling frequency is relatively high with respect to the highest frequency in the input; this prevents appreciable changes from occurring in the input between samples. Wolf [3] studied an approximated predictor for the case in which there is no model for the system and implemented the algorithm to compensate a position servomechanism, using a PDP-11 minicomputer.
In our work, we studied the possibility of using a 2-80 microprocessor to implement the predictive compensators to improve the response of servosystems. The experimental results show that even with this simple implementation, there is a remarkable improvement in the transient response.
Ideal Predictor
Consider the system shown in Fig. 1 ( 1 ) Equation ( I ) can be solved analytically for linear systems with known dynamic models. From Fig. 1 , we know that
where g ( t ) is the system weighting function, and EIC(nT) represents the effects of the condition of the system at the last sampling time. The limits on the integration are from
From ( 1 ) . (2). and (3). we know
If r ( t ) does not change from one sampling time to the next, (4) can be rewritten as Equation ( 5 ) can be easily implemented in a microprocessor for systems with relatively low order dynamics, obtaining a near ideal predictor. Only a short time is needed for the microprocessor to execute the program, the A/D and D/A conversions, and the approximation of the output derivatives needed to calculate EIC(nT).
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Approximated Predictor
For the cases in which we do not have a mathematical model for the system, we still can use an approximated predictor based on the present and past outputs of the system. The approximated predictor consists of the following. 
