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Abstract
In this paper, we present the studies on two kinds of solutions to fuzzy functional
diﬀerential equations (FFDEs) and sheaf fuzzy functional diﬀerential equations
(SFFDEs). The diﬀerent types of solutions to FFDEs and SFFDEs are generated by the
usage of generalized Hukuhara derivative concepts of fuzzy derivative in the
formulation of a diﬀerential problem. Some examples are given to illustrate these
results.
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1 Introduction
The study of fuzzy diﬀerential equations (FDEs) forms a suitable setting for mathemati-
cal modeling of real-world problems in which uncertainties or vagueness pervade. Most
practical problems can be modeled as FDEs [, ]. There are several approaches to the
study of FDEs. One popular approach is based on H-diﬀerentiability for fuzzy number
value functions. Under this setting, mainly the existence and uniqueness of the solution of
a FFDE are studied (see, e.g., [–]). However, this approach has the disadvantage that
it leads to solutions which have an increasing length of their support. Recently, Bede
and Gal [] solved the above mentioned approach under strongly generalized diﬀeren-
tiability of fuzzy-number-valued functions. In this case the derivative exists and the so-
lution of a fuzzy diﬀerential equation may have decreasing length of the support, but the
uniqueness is lost. Other researchers have proposed several approaches to the solutions
of FDEs (e.g., [, –]). Therefore, our point is that the generalization of the concept
of H-diﬀerentiability can be of great help in the dynamic study of fuzzy functional dif-
ferential equations and sheaf fuzzy problems for fuzzy functional diﬀerential equations.
Recently, several works, e.g., [, , –], studied fuzzy diﬀerential equations and fuzzy
integro-diﬀerential equations, fractional fuzzy diﬀerential equations, and some methods
for solving fuzzy diﬀerential equations [, ] were proposed.
In [], author considered the fuzzy functional diﬀerential equation{
x′(t) = f (t,xt), t ≥ t,
x(t) = ϕ(t – t) ∈ Ed, t ≥ t ≥ t – σ , (.)
where f : [,∞) × Cσ → Ed and the symbol ′ denotes the ﬁrst type Hukuhara derivative
(classical Hukuhara derivative). Author studied the local and global existence and unique-
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ness results for (.) by using themethod of successive approximations and the contraction
principle. Malinowski [] studied the existence and uniqueness result of a solution to the
delay set-valued diﬀerential equation under condition that the right-hand side of the equa-
tion is Lipschitzian in the functional variable. In this paper, under the generalized Lipschitz
condition, we obtain the local existence and uniqueness of two solutions to (.). Besides,
we establish the global existence and uniqueness of two solutions to (.) by using some
dissipative conditions []. We were inspired andmotivated by the results of Stefanini and
Bede [, ], Malinowski [] and Lupulescu [, ]. The paper is organized as follows.
In Section , we collect the fundamental notions and facts about a fuzzy set space, fuzzy
diﬀerentiation. In Section , we discuss the FFDE with the generalized Hukuhara deriva-
tive. Under suitable conditions we prove the existence and uniqueness of the solution to
FFDE by using two diﬀerent methods. In Section , the existence and uniqueness of the
sheaf solutions to sheaf fuzzy functional diﬀerential equations are studied. Finally, we give
some examples to illustrate these results.
2 Preliminaries and notation
In this section, we give some notations and properties related to a fuzzy set space and
summarize the major results for diﬀerentiation of fuzzy-set-valued mappings. Let Kc(Rd)
denote the collection of all nonempty compact and convex subsets of Rd and scalar mul-
tiplication in Kc(Rd) as usual, i.e., for A,B ∈ Kc(Rd) and λ ∈R,
A + B = {a + b | a ∈ A,b ∈ B}, λA = {λa | a ∈ A}.














whereA,B ∈ Kc(Rd), ‖·‖Rn denotes the Euclidean norm inRd . It is known that (Kc(Rd),dH )
is complete, separable and locally compact. Deﬁne Ed = {ω : Rd → [, ] such that ω(z)
satisﬁes (i)-(iv) stated below}
(i) ω is normal, that is, there exists z ∈Rd such that ω(z) = ;
(ii) ω is fuzzy convex, that is, for ≤ λ≤ ,
ω
(
λz + ( – λ)z
)≥ min{ω(z),ω(z)},
for any z, z ∈Rd ;
(iii) ω is upper semicontinuous;
(iv) [ω] = cl{z ∈Rd : ω(z) > } is compact, where cl denotes the closure in (Rd,‖ · ‖).
Although elements of Ed are often called the fuzzy numbers, we shall just call them the
fuzzy sets. For α ∈ (, ], deﬁne [ω]α = {z ∈ Rd | ω(z) ≥ α}. We will call this set an α-cut
(α-level set) of the fuzzy setω. Forω ∈ Ed , one has that [ω]α ∈ Kc(Rd) for everyα ∈ [, ]. In
the case d = , theα-cut set of a fuzzy number is a closed bounded interval [ω(z,α),ω(z,α)],
where ω(z,α) denotes the left-hand endpoint of [ω(z)]α and ω(z,α) the right-hand end-
point of [ω(z)]α . It should be noted that for a≤ b≤ c, a,b, c ∈R, a triangular fuzzy number
ω = (a,b, c) is given such that ω(α) = b – ( – α)(b – a) and ω(α) = b + ( – α)(c – b) are the
endpoints of the α-cut for all α ∈ [, ].
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: ≤ α ≤ }
the distance between ω and ω in Ed , where dH ([ω]α , [ω]α) is a Hausdorﬀ distance be-
tween two sets [ω]α , [ω]α of Kc(Rd). Then (Ed,D) is a complete space. Some properties
of metric D are as follows:
D[ω +ω,ω +ω] =D[ω,ω],
D[λω,λω] = |λ|D[ω,ω],
D[ω,ω]≤D[ω,ω] +D[ω,ω],
for all ω,ω,ω ∈ Ed and λ ∈ R. Let ω,ω ∈ Ed . If there exists ω ∈ Ed such that ω =
ω + ω, then ω is called the H-diﬀerence of ω, ω and it is denoted by ω 	 ω. Let us
remark that ω 	ω 
= ω + (–)ω.
Remark . ([, ]) If for fuzzy numbers ω,ω,ω ∈ Ed there exist Hukuhara diﬀer-
ences ω 	 ω, ω 	 ω, then D[ω 	 ω, ˆ] = D[ω,ω] and D[ω 	 ω,ω 	 ω] =
D[ω,ω].
Deﬁnition . ([]) The generalized Hukuhara diﬀerence of two fuzzy numbers u,u ∈
Ed (gH-diﬀerence for short) is deﬁned as follows:
u 	gH u = u ⇔
⎧⎨⎩ (i) u = u + u, or(ii) u = u + (–)u.
The generalized Hukuhara diﬀerentiability was introduced in [].
Deﬁnition . Let t ∈ (a,b) and h be such that t + h ∈ (a,b), then the generalized
Hukuhara derivative of a fuzzy-valued function x : (a,b)→ Ed at t is deﬁned as
DgHx(t) = limh→
x(t + h)	gH x(t)
h . (.)
If DgHx(t) ∈ Ed satisfying (.) exists, we say that x is generalized Hukuhara diﬀerentiable
(gH-diﬀerentiable for short) at t.
Theorem . ([]) Let x : [a,b]→ E, t ∈ (a,b) and put [x(t)]α = [x(t,α),x(t,α)] for each
α ∈ [, ]. The function x is gH-diﬀerentiable if and only if x(t,α) and x(t,α) are diﬀeren-




Deﬁnition . Let x : [a,b] → E, t ∈ (a,b) and put [x(t)]α = [x(t,α),x(t,α)] for each α ∈
[, ]. We say that
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]α = [x′(t,α),x′(t,α)]. (.)




]α = [x′(t,α),x′(t,α)]. (.)
Deﬁnition . ([]) We say that a point t ∈ (a,b) is a switching point for the diﬀerentia-
bility of x, if in any neighborhood V of t there exist points t < t < t such that
(type I) at t (.) holds while (.) does not hold and at t (.) holds and (.) does
not hold, or
(type II) at t (.) holds while (.) does not hold and at t (.) holds and (.) does
not hold.
Lemma. (Bede andGal []) If x(t) = (z(t), z(t), z(t)) is a triangular fuzzy-valued func-
tion, then
(i) if x is [(i)-gH]-diﬀerentiable (i.e., Hukuhara diﬀerentiable), then
DgHx(t) = (z′(t), z′(t), z′(t));
(ii) if x is [(ii)-gH]-diﬀerentiable, then DgHx(t) = (z′(t), z′(t), z′(t)).
Lemma . (see []) Let x ∈ E and put [x(t)]α = [x(t,α),x(t,α)] for each α ∈ [, ].
(i) If x is [(i)-gH]-diﬀerentiable, then x(t,α), x(t,α) are diﬀerentiable functions and
[DgHx(t)]α = [x′(t,α),x′(t,α)].
(ii) If x is [(ii)-gH]-diﬀerentiable, then x(t,α), x(t,α) are diﬀerentiable functions and we
have [DgHx(t)]α = [x′(t,α),x′(t,α)].
In the following, we shall recall some concepts which were introduced and studied
in []. In [], the author introduced a newconcept of inner product on the fuzzy spaceEd .
For x, y ∈ Ed , we consider the function ψ(· ;x, y) :R+ →R, deﬁned by
ψ(h;x, y) = D[x + hy, ˆ] –D[x, ˆ]h .
Lemma . (see []) For every x, y ∈ Ed , there exists the limit
[x, y]+ = limh→+
D[x + hy, ˆ] –D[x, ˆ]
h .
Deﬁnition . (see []) For any x, y ∈ Ed , we deﬁne the inner product on Ed by
(x, y)+ = limh→+
D[x + hy, ˆ] –D[x, ˆ]
h .
Corollary . (see []) For every x, y ∈ Ed , we have that
(x, y)+ =D[x, ˆ][x, y]+.
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for every t ∈ [a,b].
By help of these concepts we formulate some dissipative conditions for FFDEs (.) and,
under these conditions, we establish the global existence and uniqueness of a solution of
functional fuzzy diﬀerential equations.
3 Fuzzy functional differential equations
For a positive number σ , we denote by Cσ the space C([–σ , ],Ed), we denote by






the metric on the space Cσ . Deﬁne I = [t, t + p], J = [t – σ , t]∪ I = [t – σ , t + p]. Then,
for each t ∈ I , we denote by xt the element of Cσ deﬁned by xt(s) = x(t + s), s ∈ [–σ , ].
Let us consider the fuzzy functional diﬀerential equationwith the generalizedHukuhara
derivative of the form{
DgHx(t) = f (t,xt), t ≥ t,
x(t) = ϕ(t – t) = ϕ, t ≥ t ≥ t – σ , (.)
where f : I × Cσ → Ed , ϕ ∈ Cσ , and the symbol DgH denotes the generalized Hukuhara
derivative from Deﬁnition .. By a solution to equation (.) we mean a fuzzy mapping
x ∈ C(J ,Ed) that satisﬁes: x(t) = ϕ(t – t) for t ∈ [t – σ , t], x is diﬀerentiable on [t, t + p]
and DgHx(t) = f (t,xt) for t ∈ I .
Lemma . (see []) Assume that f ∈ C(I×Cσ ,Ed) and x ∈ C(J ,Ed).Then the fuzzymap-
ping t → f (t,xt) belongs to C(I,Ed).
Remark . (see []) Under assumptions of the lemma above we have that the mapping
t → f (t,xt) is integrable over the interval I .
Remark . (see []) If f : I ×Cσ → Ed is a jointly continuous function and x ∈ C(J ,Ed),
then the mapping t → f (t,xt) is bounded on each compact interval I . Also, the function
t → f (t, ˆ) is bounded on I .
The following lemma is similar to the result proved in [, , ].
Lemma . The fuzzy functional diﬀerential equation (.) is equivalent to the following
integral equation:
{
x(t) = ϕ(t – t) for t ∈ [t – σ , t],
x(t)	gH ϕ() =
∫ t
t f (s,xs)ds, t ∈ I.
(.)
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Two cases of existence of the generalized H-diﬀerence imply that the integral equation
in Lemma . is actually a uniﬁed formulation for one of the integral equations{
x(t) = ϕ(t – t) for t ∈ [t – σ , t],
x(t)	 ϕ() = ∫ tt f (s,xs)ds, t ∈ I, (.)
and {
x(t) = ϕ(t – t) for t ∈ [t – σ , t],
ϕ()	 x(t) = (–) ∫ tt f (s,xs)ds, t ∈ I, (.)
with 	 being the classical Hukuhara diﬀerence. Now, we consider x̂ and x˜ to be the solu-
tions of equation (.) in [(i)-gH]-diﬀerentiability type and [(ii)-gH]-diﬀerentiability type,
respectively, then by using Lemma . we have{̂
x(t) = ϕ(t – t) for t ∈ [t – σ , t],
x̂(t) = ϕ() +
∫ t
t f (s, x̂s)ds, t ∈ I,
(.)
{˜
x(t) = ϕ(t – t) for t ∈ [t – σ , t],
x˜(t) = ϕ()	 (–) ∫ tt f (s, x˜s)ds, t ∈ I. (.)
Deﬁnition . Let x : J → Ed be a fuzzy function which is [(i)-gH]-diﬀerentiable. If x and
its derivative satisfy problem (.), we say that x is a (i)-solution of problem (.).
Deﬁnition . Let x : J → Ed be a fuzzy function which is [(ii)-gH]-diﬀerentiable. If x and
its derivative satisfy problem (.), we say that x is a (ii)-solution of problem (.).
3.1 Local existence
The following comparison principle is fundamental in investigation of the global existence
of solutions of functional fuzzy diﬀerential equations.
Theorem . ([]) Let m ∈ C([t – σ ,∞),R) and satisfy the inequality
D+m(t)≤ g(t, |mt|σ ), t > t,
where g ∈ C([t,∞)×R+,R+). Assume that r(t) = r(t, t,u) is the maximal solution of the
IVP
d
dt u = g(t,u), u(t) = u ≥ ,
existing on [t,∞). Then, if |mt |σ ≤ u, we have m(t)≤ r(t), t ∈ [t,∞).
Let ρ >  be a given constant, and let 	(x,ρ) = {x ∈ Ed : D[x,x] ≤ ρ} and S(x,ρ) =




ϕ(t – t), t ∈ [t – σ , t],
ϕ(), t ∈ I.
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Under the generalized Lipschitz condition we obtain the existence and uniqueness of two
solutions to FFDE. To prove this assertion, we use an idea of successive approximations.
Theorem . Assume that
(i) f ∈ C(I × S(x,ρ),Ed) and D[f (t, ξ ), ˆ]≤M, ∀(t, ξ ) ∈ I × S(x,ρ);
(ii) g ∈ C(I × [,ρ],R+), g(t, )≡  and ≤ g(t,u)≤M, ∀t ∈ I , ≤ u≤ ρ such that






, u(t) =  (.)
has only the solution u(t)≡  on I ;
(iii) D[f (t, ξ ), f (t,ψ)]≤ g(t,Dσ [ξ ,ψ]), ∀(t, ξ ), (t,ψ) ∈ I × S(x,ρ), and Dσ [ξ ,ψ]≤M.
Then the following successive approximations given by
x̂(t) =
{
ϕ(t – t), t ∈ [t – σ , t],
ϕ(), t ∈ I, and for n = , , , . . . ,
x̂n+(t) =
{
ϕ(t – t), t ∈ [t – σ , t],
ϕ() +
∫ t
t f (s, x̂
n
s )ds, t ∈ [t, t + p],
(.)
for the case of [(i)-gH]-diﬀerentiability, and
x˜(t) =
{
ϕ(t – t), t ∈ [t – σ , t],
ϕ(), t ∈ I,
x˜n+(t) =
{
ϕ(t – t), t ∈ [t – σ , t],
ϕ()	 (–) ∫ tt f (s, x˜ns )ds, t ∈ [t, t + d],
(.)
for the case of [(ii)-gH]-diﬀerentiability (where d >  such that the sequence (.) is well
deﬁned, i.e., the foregoing Hukuhara diﬀerences do exist), converge uniformly to two unique
solutions x̂(t) and x˜(t) of (.), respectively, on [t, t + r] where r =min{p,ρ/M,ρ/M,d}.
Proof We prove that for the case of [(ii)-gH]-diﬀerentiability, the proof of the other case


































ds≤M(t – t) < ε
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]≤ ρ, ∀t ∈ [t, t + r],n = , , , , . . . .
Hence, x˜n+ ∈ C([t, t + r],	(x,ρ)). Observe also that the Hukuhara diﬀerences x˜n+(t –
h)	 x˜n+(t), x˜n+(t)	 x˜n+(t + h) exist and
















Hence we infer that DgHx˜n+(t) = f (t, x˜nt ), x˜n+(t) = x˜ for t ∈ [t, t + r] (n = , , , . . .).
Now, we deﬁne the following successive approximations of (.) for r =min{p,ρ/M}:







ds, t ∈ [t, t + r] (n = , , , . . .).








ds≤M(t – t)≤ u(t)≤ ρ, ∀t ∈ [t, t + r].
Hence, by the inductive method and in view that g(t,u) is nondecreasing on u, we get
≤ un+(t)≤ un(t)≤ ρ, ∀t ∈ [t, t + r],n = , , , , . . . .
As | dun+(t)dt | = |g(t,un(t))| ≤M, the sequence {un} is equicontinuous. Hence, we can con-
clude by the Ascoli-Arzela theorem and the monotonicity of the sequence {un(t)} that
limn→∞ un(t) = u(t) uniformly on [t, t + r] and u(t) =
∫ t
t g(s,u(s))ds. Thus, u ∈ C([t, t +
r], [,ρ]) and u(t) is the solution of initial value problem (.). From assumption (ii), we

















































(θ – t)≤ u(t).
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SupposeD[xi(t),xi–(t)]≤ ui–(t) and supς∈[–σ ,]D[xi(t +ς ),xi–(t +ς )]≤ ui–(t), then by





































Thus, by mathematical induction, we obtain: D[˜xn+(t), x˜n(t)]≤ un(t), ∀t ∈ [t, t + r], n =






]≤D[f (t, x˜nt ), f (t, x˜n–t )]≤ g(t,Dσ [˜xnt , x˜n–t ])≤ g(t,un–(t)).













≤ g(t,un–(t)) + g(t,Dσ [˜xn(t), x˜m(t)]).
Further, we have, for small positive h,
D
[˜












































xn(t)	 x˜n(t + h), x˜m(t)	 x˜m(t + h)].






























xn(t)	 x˜n(t + h)),(– h
)(˜






]≤ g(t,un–(t)) + g(t,Dσ [˜xn(t), x˜m(t)]).
Since g(t,un–(t)) uniformly converges to , then for arbitrary ε > , there exists a natural




]≤ g(t,Dσ [˜xn(t), x˜m(t)]) + ε form≥ n≥ n.
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]≤ uε(t), t ∈ [t, t + r],m≥ n≥ n, (.)







Due to Proposition . in [] one can infer that {uε(·)} converges uniformly to themaximal
solution u(t) ≡  of (.) on [t, t + r] as ε → . Hence, by virtue of (.), we infer that
{˜xn} converges uniformly to a continuous function x˜ : [t, t + r]→	(x,ρ). Note that x˜ is
the desired solution to (.). Indeed, for every t ∈ [t, t + r], we have
D
[
































, f (s, x˜s)
]
ds.
The summands in the last expression converge to . Due to Lemma . the function x˜ is
the (ii)-solution to (.).
Now, we show the uniqueness of (ii)-solution of equation (.). Suppose that y˜(t) is an-
other local (ii)-solution to (.) on the interval [t, t + r]. Deﬁne m(t) = D[˜x(t,ϕ)(t),






]≤ g(t,Dσ [˜xt , y˜t])≤ g(t, |mt|σ ).
Hence, by Theorem ., we have m(t) ≤ u(t) for all t ∈ [t, t + r], where u(t) ≡  is the
maximal solution of IVP (.). Therefore x˜(t)≡ y˜(t), which completes the proof. 
Corollary . Let ϕ(t – t) ∈ Cσ and suppose that f ∈ C(I × S(x,ρ),Ed) satisﬁes the con-
dition: there exists a constant L >  such that for every ξ ,ψ ∈ S(x,ρ) it holds
D
[
f (t, ξ ), f (t,ψ)
]≤ LDσ [ξ ,ψ].
Moreover, there exists M >  such that D[f (t, ξ ), ˆ]≤M.
Then the following successive approximations given by
x̂(t) =
{
ϕ(t – t), t ∈ [t – σ , t],
ϕ(), t ∈ I, and for n = , , , . . . ,
x̂n+(t) =
{
ϕ(t – t), t ∈ [t – σ , t],
ϕ() +
∫ t
t f (s, x̂
n
s )ds, t ∈ I,
(.)
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for the case of [(i)-gH]-diﬀerentiability, and
x˜(t) =
{
ϕ(t – t), t ∈ [t – σ , t],
ϕ(), t ∈ I, and for n = , , , . . . ,
x˜n+(t) =
{
ϕ(t – t), t ∈ [t – σ , t],
ϕ()	 (–) ∫ tt f (s, x˜ns )ds, t ∈ I,
(.)
for the case of [(ii)-gH]-diﬀerentiability, converge uniformly to two unique solutions x̂(t)
and x˜(t) of (.), respectively, on [t, t + r] where r =min{p,ρ/M,ρ/M}.
Proof The proof is obtained immediately by taking in Theorem ., g(t,u) = LDσ [ξ ,ψ].

3.2 Global existence
Next, we shall establish the global existence and uniqueness results for FFDE (.). For the
global existence and uniqueness, we use the dissipative conditions which were introduced
and studied in [].We now prove a comparison theorem, which is a useful tool in proving
the global existence theorem.
Theorem . Assume that f ∈ C(R+ × Cσ ,Ed) and D[f (t, ξ ), f (t,ψ)] ≤ g(t,Dσ [ξ ,ψ]) for
ξ ,ψ ∈ Cσ , t ∈R+, where g ∈ C(R+ × R+,R+). Let r(t, t,u) be the maximal solution of{
du
dt = g(t,u),
u(t) = u ≥  (.)
for t ≥ t. Then, if ξ (t), ψ(t) are any (ii)-solutions of FFDE (.) such that ξ,ψ ∈ Cσ exist
for t ∈R+, we have D[ξ (t),ψ(t)]≤ r(t, t,u), provided that Dσ [ξ,ψ]≤ u.
Proof Since ξ ,ψ are solutions of FFDE (.) and [(ii)-gH]-diﬀerentiable, we have: for h > 
small enough, there exist the Hukuhara diﬀerences ξ (t – h)	 ξ (t), ψ(t – h)	ψ(t). Now,
for t ∈R+, set m(t) =D[ξ (t),ψ(t)], we have
m(t – h) –m(t) =D
[
































f (t, ξt), f (t,ψt)
]
,
from which we get
m(t – h) –m(t)
h ≤D
[
ξ (t – h)	 ξ (t)










f (t, ξt), f (t,ψt)
]
.
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Taking lim inf as h→ + yields





m(t – h) –m(t)
]≤ g(t,Dσ [ξt ,ψt]) = g(t,Dσ [ξ,ψ]),




]≤ r(t, t,u), t ≥ t.
The proof is complete. 
Remark . Under the assumptions of Theorem ., g(t,u) satisﬁes g(t,u) = L · u, where
L > . Then we obtain D[ξ (t),ψ(t)]≤Dσ [ξ,ψ] exp(Lt).
Theorem. Assume that f ∈ C(R+×Cσ ,Ed), f maps bounded sets onto bounded sets and
f satisﬁes the following dissipative condition: there exist a continuous function a :R+ →R+




+ ≤ a(t)D[x, ˆ] (.)
for every t ≥  and x(t) ∈ Ed with D[x, ˆ]≥ r. Then the functional fuzzy diﬀerential equa-
tion (.) has a (ii)-solution on [t,∞].
Proof For (t,ϕ) ∈ R+ × Cσ ﬁxed, we consider the sets I = [t, t + p) and Bρ = {x ∈ Cσ :
Dσ [x, ˆ] ≤ ρ}, where p >  and ρ > . Since f maps bounded sets onto bounded sets, we
deduce that there existsM >  such thatD[f (t,xt), ˆ]≤M for every (t,x) ∈ I×Bρ . There-
fore, there exists∞ > β > t such that problem (.) has at least locally (ii)-solution x(t) on
some intervals [t – σ ,β]. Let
S = {x(t) | x(t) is deﬁned on Jx = [t – σ ,ηx) and is the (ii)-solution to (.)}.
Then S 
= ∅. Next, we deﬁne a partial order  on S as follows: x y if and only if Jx ⊆ Jy
and x(t) = y(t) on Ix. Then the standard application of Zorn’s lemma assures the existence
of a maximal element z in (S ,). The proof is complete if we show that ηz =∞. Suppose
that it is not true, so that ηz <∞.
Step : We show that there exists γ such that D[z(t,ϕ)(t), ˆ]≤ γ for every t ∈ Jz . De-


























z(s), f (s, zs)
)
+ ds, t ∈ Jz. (.)
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Now, we consider the sets J = {t ∈ Jz : ‖z(t)‖ ≤ r} and J = Jz\J. Then we have that
(
z(t), f (t, zt)
)
+ ≤ a(t)D[z, ˆ] (.)
for every t ∈ J. On the other hand, since f maps bounded sets onto bounded sets, there
existsM >  such that
D
[
f (t, zt , ), ˆ
]≤M, on Jz × Bρ ,
and so, by Theorem .(i) (see []), it follows that
(
z(t), f (t, zt)
)
+ ≤
∥∥z(t)∥∥D[f (t, zt), ˆ]≤ rM, t ∈ J. (.)






+ ≤ rM + a(t)Dσ [z, ˆ], t ∈ Jz,
and so (.) becomes





















ds, t ∈ Jz. (.)
If we let ξ (s) = supr∈[s–σ ,s]D[z(r), ˆ], s ∈ [t, t], then we have





By Gronwall’s lemma, from inequality (.) we obtain that








for every t ∈ Iz, where e(t) = ( ‖z(t)‖ + rM(βz – t)). Therefore, there exists γ >  such
that D[z(t), θn]≤ γ on Jz . We infer that D[f (t, zt), ˆ]≤Mz for every t ∈ Jz .


























f (s, zs), ˆ
]
ds≤Mz(t – t).
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Therefore z(·) has a continuous extension z∗(·) on [t,ηz]. By continuity, we have








This implies that z∗(·) is a solution of (.) on [t – σ ,ηz]. Further, we consider FFDE with
the new initial function at t = ηz
DgHx(t) = f (t,xt), x(ηz) = ϕ(ηz – t) =ψ.
Then the last FFDE has a solution x∗(·) on [ηz – σ ,ηz + q), q > . If we deﬁne
z(t) =
{
z∗(t) for t – σ ≤ t ≤ ηz,
x∗(t) for ηz – σ ≤ t ≤ ηz + q,
then it is clear that z(t) is a solution of (.) on [ηz – σ ,ηz + q). This contradicts the maxi-
mality of z(t) and hence ηz =∞. 
Theorem . Assume that the assumptions of Theorem . hold. In addition, we assume
that f ∈ C(R+ × Cσ ,Ed) and D[f (t,x), f (t, y)] ≤ g(t,Dσ [x, y]) for x, y ∈ Cσ , t ∈ R+, where





for t ≥ t. Then the functional fuzzy diﬀerential equation (.) has a unique (ii)-solution.
Proof It is easy to prove this theorem with the result of Theorem .. Indeed, let x(t) =
x(t,ϕ)(t) and y(t) = y(t,ϕ)(t) be two solutions of (.) and (ii)-diﬀerentiable, we have:
for h >  small enough, there exist the Hukuhara diﬀerences x(t – h)	 x(t), y(t – h)	 y(t).
Now, for t ∈R+, set m(t) =D[x(t), y(t)] and noting thatm(t) = , we get





m(t – h) –m(t)
]≤ g(t,Dσ [xt ,xt]),




]≤ r(t, t, ), t ≥ t,
where r(t, t, ) is the solution of (.) on [t,∞). By assumption r(t, t, ) = , we obtain
x(t) = y(t) on [t,∞). The proof is complete. 
3.3 Illustrations
Let us consider again the fuzzy functional diﬀerential equation with the initial value con-
dition{
DgHx(t) = f (t,xt), t ∈ J ,
x(t) = ϕ(t – t), t ∈ [–σ , t], (.)
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]α = [f (t,α,xt(α),xt(α)), f (t,α,xt(α),xt(α))]
for α ∈ [, ]. By using Lemma ., we have the following two cases.
If x(t) is [(i)-gH]-diﬀerentiable, then [DgHx(t)]α = [x′(t,α),x′(t,α)] and (.) is translated
into the following functional diﬀerential system:
⎧⎪⎪⎪⎨⎪⎪⎪⎩
x′(t,α) = f (t,α,xt(α),xt(α)), t ≥ t,
x′(t,α) = f (t,α,xt(α),xt(α)), t ≥ t,
x(t,α) = ϕ(t – t,α), σ ≤ t ≤ t,
x(t,α) = ϕ(t – t,α), σ ≤ t ≤ t.
(.)
If x(t) is [(ii)-gH]-diﬀerentiable, then [DgHx(t)]α = [x′(t,α),x′(t,α)] and (.) is translated
into the following functional diﬀerential system:
⎧⎪⎪⎪⎨⎪⎪⎪⎩
x′(t,α) = f (t,α,xt(α),xt(α)), t ≥ t,
x′(t,α) = f (t,α,xt(α),xt(α)), t ≥ t,
x(t,α) = ϕ(t – t,α), σ ≤ t ≤ t,
x(t,α) = ϕ(t – t,α), σ ≤ t ≤ t.
(.)
Example . Let us consider the linear fuzzy functional diﬀerential equation under the
generalized Hukuhara derivative
{
DgHx(t) = –λx(t –  ),
x(t) = ϕ(t), t ∈ [–  , ],
(.)
where [ϕ(t)]α = [α–, –α], α ∈ [, ], λ > . In this example we shall solve (.) on [, ].
Case : Considering [(i)-gH]-diﬀerentiability, we translate problem (.) into the fol-
lowing fuzzy delay system:
⎧⎪⎪⎪⎨⎪⎪⎪⎩
x′(t,α) = –λx(t –  ,α), t ≥ ,
x′(t,α) = –λx(t –  ,α), t ≥ ,
x(t,α) = α – , –  ≤ t ≤ ,
x(t,α) =  – α, –  ≤ t ≤ .
(.)
Solving fuzzy delay system (.) by using the method of steps, we obtain a unique





[(α – )( + λt), ( – α)( + λt)] for t ∈ [,  ],
[(α – )(λt + λt (t – ) +  +
λ
 ),
( – α)(λt + λt (t – ) +  +
λ
 )] for t ∈ [  , ].
The (i)-solution is illustrated in Figure .
Tri et al. Advances in Diﬀerence Equations 2014, 2014:156 Page 16 of 22
http://www.advancesindifferenceequations.com/content/2014/1/156
Figure 1 (i)-solution to (3.23) (λ = 0.5).
Figure 2 (ii)-solution to (3.23) (λ = 0.5).
Case : Considering [(ii)-gH]-diﬀerentiability, we translate problem (.) into the fol-
lowing fuzzy delay system:⎧⎪⎪⎪⎨⎪⎪⎪⎩
x′(t,α) = –λx(t –  ,α), t ≥ ,
x′(t,α) = –λx(t –  ,α), t ≥ ,
x(t,α) = α – , –  ≤ t ≤ ,
x(t,α) =  – α, –  ≤ t ≤ .
(.)





[(α – )( – λt), ( – α)( – λt)] for t ∈ [,  ],
[(α – )(–λt + λt (t – ) +  +
λ
 ),
( – α)(–λt + λt (t – ) +  +
λ
 )] for t ∈ [  , ].
The (ii)-solution is illustrated in Figure .
4 Sheaf fuzzy functional differential equations
Let us consider again the sheaf initial value problem (SIVP) for a fuzzy functional diﬀer-
ential equation (FDE) under the generalized Hukuhara derivative as follows:{
DgHx(t) = f (t,xt), t ≥ t,
x(t) = ϕ(t – t) = ϕ ∈H, t ≥ t ≥ t – σ , (.)
where f ∈ C[I ×Cσ ,Ed], H ⊂ Cσ .
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Deﬁnition . The sheaf solution (or sheaf trajectory) of (.) under the generalized
Hukuhara derivative gives at the time t a set
Ht,x =
{




where x(t) is a solution of (.) for each ϕ(t – t) ∈ H ⊂ Cσ . We consider H (i)t ,̂x and
H (ii)t ,˜x to be sheaf solutions of equation (.) in [(i)-gH]-diﬀerentiability type and [(ii)-gH]-
diﬀerentiability type, respectively, then by using Lemma ., we have
H (i)t ,̂x =
{
x(t) = ϕ(t – t) ∈H for t ∈ [t – σ , t],
x̂(t) = ϕ() +
∫ t
t f (s, x̂(s))ds, t ∈ I,
(.)
H (ii)t ,˜x =
{
x(t) = ϕ(t – t) ∈H for t ∈ [t – σ , t],
x˜(t) = ϕ()	 (–) ∫ tt f (s, x˜(s))ds, t ∈ I. (.)
System (.) with its sheaf solutions is called a sheaf fuzzy problem. Suppose that
Ht,x,Ht,y ⊂ Ed . Here are some useful notations:
(i) d∗[Ht,x,Ht,y] = supx(t)∈Ht,x ,y(t)∈Ht,y{D[x(t), y(t)]};
(ii) d∗[Ht,x, ˆ] = ‖Ht,x‖∗ = supx(t)∈Ht,x{D[x(t), ˆ]};
(iii) d∗σ [Ht,x,Ht,y] = supt∈[–σ ,] d∗[Ht,x,Ht,y].
Deﬁnition . Let H·,x(·) : I → H ⊂ Ed be a fuzzy sheaf which is [(i)-gH]-diﬀerentiable
(i.e., x(t) ∈Ht,x [(i)-gH]-diﬀerentiable for each ϕ(t – t) ∈H). If x and its derivative satisfy
problem (.) for each ϕ(t – t) ∈ H, we say that Ht,x(t) is a (i)-sheaf solution of problem
(.).
Deﬁnition . Let H·,x(·) : I → H ⊂ Ed be a fuzzy sheaf such that [(i)-gH]-diﬀerentiable
(i.e., x(t) ∈Ht,x [(i)-gH]-diﬀerentiable for each ϕ(t– t) ∈H ). If x and its derivative satisfy
problem (.) for each ϕ(t – t) ∈ H, we say that Ht,x(t) is a (ii)-sheaf solution of problem
(.).
Deﬁnition . A sheaf local solution H·,x(·) : I →H⊂ Ed is unique if d∗[Ht,x,Ht,y] =  for
any H·,y(·) : I →H⊂ Ed , that is, a sheaf local solution to (.) on I .
In Section , under the generalized Lipschitz condition and dissipative condition, we
proved the existence and uniqueness of the solution to both kinds of FFDE (.). In this
section, we prove the existence and uniqueness of a sheaf solution to both kinds of sheaf
fuzzy functional diﬀerential equation (SFFDE) (.) by using the results in Section .
Corollary . Let ϕ(t – t) ∈ H ⊂ Cσ and suppose that f : [t, t + p] × S(x,ρ) → Ed




f (t, ξ ), f (t,ψ)
]≤ LDσ [ξ ,ψ].
Moreover, there exists M >  such that D[f (t, ξ ), ˆ] ≤ M. Then problem (.) has a
unique sheaf solution for each case ([(i)-gH]-diﬀerentiable or [(ii)-gH]-diﬀerentiable type)
on [t, t + r], where r =min{p,ρ/M, /L,d}.
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Proof We prove the case of [(ii)-gH]-diﬀerentiability, the proof of the other case being
similar. From the assumptions of this corollary and the result of Corollary ., there exists
at least locally (ii)-solution x˜(t) for (.) for each ϕ(t – t) ∈ H on J = [t, t + r], where
r = min{p,ρ/M, /L,d}. Therefore H (ii)t ,˜x is nonempty for every ϕ(t – t) ∈ H ⊂ Cσ . Now,
we show that this (ii)-sheaf solution is unique. Indeed, let us assume that x˜(t), y˜(t) are two
solutions of (.). By deﬁnition of the solution we have x˜(t) = y˜(t) if t ∈ [t – σ , t]. Note
that for t ∈ I ,
d∗
[



























s,˜y(τ )], s ∈ [t, t] ⊂ [t, t + r] and apply the Gronwall
inequality, we obtain a more traditional estimation of the distance between two (ii)-sheaf
solutions H (ii)t,x and H (ii)t,y . Namely,
d∗
[




Therefore d∗[H (ii)t ,˜x ,H
(ii)
t ,˜y ] = . This proof is complete. 
Example . Let us consider the linear sheaf fuzzy functional diﬀerential equation under
two kinds of the Hukuhara derivative{
DgHx(t) = λx(t – d),
x(t) = ϕ(t), t ∈ [–d, ], (.)
where ϕ(t) ∈H = {ϕj(t) = (j – t, j +  – t, j +  – t)}Nj= ⊂ Cσ , t ∈ [–d, ], d > , λ > . In this
example, we shall solve (.) on [,d].
Case : Considering [(i)-gH]-diﬀerentiability, we translate problem (.) into the follow-
ing fuzzy delay system:
⎧⎪⎪⎪⎨⎪⎪⎪⎩
x′(t,α) = λx(t – d,α), t ∈ [,d],
x′(t,α) = λx(t – d,α), t ∈ [,d],
x(t,α) = {ϕj(t)}Nj=, –d ≤ t ≤ ,
x(t,α) = {ϕj(t)}Nj=, –d ≤ t ≤ .
(.)
Solving fuzzy delay system (.) by using themethod of steps, we obtain a unique (i)-sheaf











i – t + d + 
]
+ i + ,
λt
[
i +  – t + d
]




The (i)-sheaf solution is illustrated in Figure .
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Figure 3 (i)-sheaf solution to (4.4) (λ = 0.5, d = 1,
N = 2).
Figure 4 (ii)-sheaf solution to (4.4) (λ = 0.5, d = 1,
N = 2).
Case : Considering [(ii)-gH]-diﬀerentiability, we translate problem (.) into the fol-
lowing fuzzy delay system:
⎧⎪⎪⎪⎨⎪⎪⎪⎩
x′(t,α) = λx(t – d,α), t ∈ [,d],
x′(t,α) = λx(t – d,α), t ∈ [,d],
x(t,α) = {ϕj(t)}Nj=, –d ≤ t ≤ ,
x(t,α) = {ϕj(t)}Nj=, –d ≤ t ≤ .
(.)











i – t + d + 
]
+ i + ,
λt
[
i – t + d
]




The (ii)-sheaf solution is illustrated in Figure .
Suppose x, y ∈ E. We say that x ≤ y if and only if x(t,α) ≤ y(t,α), and x(t,α) ≤ y(t,α),
∀α ∈ [, ]. We can also deﬁne the fuzzy interval [x, y] = {z ∈ E : x ≤ z ≤ y}. Letting x, y ∈
C([a,b],E) be two functions, we say that x ≤ y if x(t) ≤ y(t) for t ∈ [a,b]. Moreover, we
deﬁne [x(t), y(t)] = {z ∈ C([a,b],E) : x(t)≤ z(t)≤ y(t)}.
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Figure 5 (i)-sheaf solution to (4.7) (λ = 0.5, d = 1,
N = 2).
Figure 6 (ii)-sheaf solution to (4.7) (λ = 0.5, d = 1,
N = 2).
Example . Let us consider the linear sheaf fuzzy functional diﬀerential equation under
two kinds of the Hukuhara derivative{
DgHx(t) = λx(t – d),
x(t) = ϕ(t), t ∈ [–d, ], (.)
where ϕ(t) ∈ H = [ϕ(t),ϕ(t)] ⊂ Cσ , ϕ(t) = (–t,  – t,  – t), ϕ(t) = ( – t,  – t,  – t),
t ∈ [–d, ], d > , λ > . In this example, we shall solve (.) on [,d].
One can obtain the (i)-sheaf solution and (i)-sheaf solution by using the methods as in the
above examples.







(λt[– t + d],λt[–
t
 + d + ] + ,λt[ –
t
 + d] + ),
(λt[ – t + d] + ,λt[ –
t
 + d] + ,λt[ –
t
 + d] + )
]
.







(λt[ – t + d],λt[–
t
 + d + ] + ,λt[–
t
 + d] + )
(λt[ – t + d] + ,λt[ –
t
 + d] + ,λt[ –
t
 + d] + )
]
.
In Figures  and , (i)-sheaf solution and (ii)-sheaf solution curves of (.) are given.
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