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ABSTRAK 
 
Dalam sebuah bisnis, diperlukan upaya memaksimalkan keuntungan. Diantaranya dengan 
melakukan promosi. Ketepatan promosi dapat dipelajari dari database sebuah perusahaan ritel utamanya 
pola belanja pada produk yang biasa dibeli bersamaan. Informasi tentang pola belanja pelanggan yang 
tidak akurat menyebabkan kebijakan promosi tidak tepat dan efisien.Salah satu upaya lazim untuk 
memperoleh dan menggali pola belanja pelanggan adalah menggunakan data mining yang dikenal sebagai 
Knowledge Discovery in Database (KDD). Pendekatan yang biasa digunakan adalah asosiasi. 
Permasalahannya aturan asosiasi cenderung mengabaikan dataset yang besar. Untuk mengatasi hal 
tersebut dilakukan klasifikasi barang yang dibeli dan tidak dibeli bersamaan. Algoritma Self Organizing 
Map (SOM) dan K-Medoids cocok untuk diterapkan dalam mengcluster dataset besar. Penelitian ini 
menguji kevalidan dan kecepatan algortima Self Organizing Map (SOM) dan K-Medoids jika dikombinasi 
dengan Frequent Pattern-Growth (FP-Growth). 
 
Kata kunci: analisis keranjang pasar, rekomendasi produk, self organizing map, k-medoids, fp-growth. 
 
 
ABSTRACT 
 
In a business, it takes effort to maximize profits. Among them with promotions. The accuracy of the 
promotion can be learned from the database a major retail company spending patterns on products 
commonly purchased together. Information on customer shopping patterns inaccurate cause improper 
promotion policy and efisien.Salah a common effort to acquire and explore the shopping patterns of 
customers is using data mining known as Knowledge Discovery in Databases (KDD). The approach used 
is association. The problem tends to ignore the rules of association of large datasets. To overcome this 
problem do the classification of goods purchased and not purchased together. Algorithm Self Organizing 
Map (SOM) and K-Medoids mengcluster suitable to be applied in large datasets. This study tested the 
validity and speed algorithms Self Organizing Map (SOM) and K-Medoids when combined with Frequent 
Pattern-Growth (FP-Growth). 
 
Keywords: market basket analysis, recomendation product, promotion product, association rule mining, 
k-medoids, fp-growth. 
 
1. PENDAHULUAN 
 
Sebuah bisnis diperlukan upaya untuk memaksimalkan keuntungan. Keuntungan tersebut akan dapat 
diperoleh jika perusahaan dapat memanfaatkan potensi dan peluang usaha yang ada. Pelanggan/ 
konsumen adalah sumber terbesar pendapatan sebuah usaha. Penjual dapat meningkatkan pendapatan 
dengan menggunakan strategi pemasaran yang tepat dan akurat. Salah satunya adalah menawarkan barang 
lain yang kemungkinan besar akan dibeli juga oleh pelanggan secara bersamaan dengan barang yang 
sudah direncanakan untuk dibeli sebelumnya. Permasalahannya adalah barang apakah yang hampir pasti 
dibeli oleh pelanggan dan dari manakah informasi barang rekomendasi tersebut kita peroleh? Database 
toko yang dimiliki toko tersebut dapat dianalisis sehingga memeroleh informasi mengenai produk yang 
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sering dibeli secara bersamaan. Metode yang lazim untuk memperoleh dan menggali pola pelanggan 
tersebut adalah dengan data mining yang biasa dikenal sebagai Knowledge Discovery in Database 
(KDD). Data mining dapat mengambil informasi yang penting dari database yang besar dan dibutuhkan 
manusia. Informasi atau pengetahuan tersebut menunjukkan konsep, alur, aturan maupun pola dan bentuk 
dari sekumpulan data yang berbeda-beda. Data mining dapat diterapkan dalam sebagian besar 
field.Misalnya untuk membangun trend, memprediksi masa depan, dan menganalisis faktor kunci yang 
dibutuhkan untuk sebuah permasalahan yang kompleks. 
Banyak algoritma yang diusulkan untuk menemukan pola asosiasi dan algoritma pertama yang 
paling efisien untuk menemukan pola asosiasi adalah apriori [9][10]. Alasan utamanya karena Frequent 
Pattern-Growth (FP-Growth) merupakan algoritma yang dapat menghemat waktu dan media 
penyimpanan terlebih untuk database yang besar [12].  
Algoritma Apriori adalah algoritma association rule konvensional, yang membutuhkan waktu yang 
sangat besar saat proses pemindaian database. Hal ini tentu saja berpengaruh pada efisiensi waktu dalam 
data mining. Algoritma yang diusulkan untuk mengatasi kelemahan tersebut adalah Frequent Pattern-
Growth (FP-Growth) yang disebut yang tidak perlu untuk menghasilkan generate candidate item sets dan 
dianggap lebih efisien. Frequent Pattern-Growth (FP-Growth) dibangun dengan membaca kumpulan data 
satu transaksi pada waktu dan pemetaan setiap transaksi ke dalam bagian Frequent Pattern-Tree (FP-
Tree) [2]. 
Permasalahan yang muncul selanjutnya dalam aturan asosiasi adalah masalah teknis yang 
berhubungan dengan teknik rekomendasi yang paling umum dimana aturan asosiasi cenderung 
mengabaikan itemset besar. Akibatnya rekomendasi item kurang tepat karena informasi tentang produk 
ritel tidak tersedia [8]. Untuk mengatasi masalah tersebut, atribut yang ada dicluster untuk membentuk 
kelompok atribut yang sama dan kemudian menentukan pola asosiasi pada masing-masing kelompok 
Apriori, sehingga dapat mempermudah proses mencari rekomendasi produk. Beberapa algoritma 
clustering diantara K-Means, Fuzzy C-Means, Self Organizing Map (SOM), K-Medoids [9].  
Dalam penelitian ini akan dikomparasikan kombinasi Self Organizing Map (SOM) dengan Frequent 
Pattern-Growth (FP-Growth), K-Medoids dengan Frequent Pattern-Growth (FP-Growth) dan Frequent 
Pattern-Growth (FP-Growth) yang berdiri sendiri tanpa di clustering dengan algoritma apapun 
sebelumnya. Algoritma Self Organizing Map (SOM) dipilih karena Self Organizing Map (SOM)  
merupakan algoritma clustering model aglomerative dan partitif selain itu juga dikenal sebagai algoritma 
non liner, teratur, pemetaan dari input data dimensi tinggi ke dalam array dimensi rendah [4][5].. 
Algoritma K-Medoids dipilih sebagai perbandingan untuk mendampingi Self Organizing Map (SOM) dan 
Frequent Pattern-Growth (FP-Growth). Pada dasarnya, algoritma clustering yang paling sering dipakai 
adalah K-Means. Namun, K-Means memiliki kekurangan yakni sensitif terhadap outlier dalam data dan 
hal ini bisa dijawab oleh K-Medoids yang tidak terpengaruh terhadap outlier data sehingga hasil 
clustering menjadi lebih akurat. 
 
1.1 Analisis Pola Belanja Pasar  
 
Membahas tentang pola belanja pelanggan tidak bisa dipisahkan dengan Assosiation Rule Mining 
atau analisis keranjang pasar. Association Rule Mining merupakan salah satu metode data mining yang 
berfokus pada menemukan pola pembelian dengan mengekstraksi asosiasi atau kejadian dari data 
transaksional sebuah toko.  Analisis keranjang pasar bermula dari transaksi-transaksi yang berisi satu atau 
lebih barang, dan beberapa informasi sementara dari transaksi tersebut. Untuk melakukan analisis 
keranjang pasar, berikut langkah-langkah: 
 
1) Tentukan nilai Minimum Support yang diinginkan. Minimum Support merupakan ambang batas 
minimum jumlah itemset yang diperbolehkan, jika jumlah itemnya di bawah ambang batas maka item 
tersebut akan dieliminasi. 
2) Menetapkan frequent itemset (kumpulan item yang muncul secara bersamaan), dengan cara 
mengambil itemset yang memiliki frekuensi itemset minimal sebesar Minimum Support sebelumnya. 
3) Dari semua frequent itemset, hasilkan aturan asosiasi yang memenuhi nilai Minimum Support. 
 
Analisis keranjang pasar didasarkan pada tiga matrik: Support, Confidence dan Lift. Ketiga matrik 
tersebut berasal dari catatan transaksi untuk bisnis [1]. 
Support 
Matrik pertama ditetapkan untuk analisis keranjang pasar adalah Support, yang merupakan 
probabilitas dari asosiasi (probabilitas dari dua item yang dibeli bersama-sama). Support dihasilkan dari 
berapa kali jumlah item A dan B terjadi bersamaan dalam transaksi yang sama dibagi dengan jumlah total 
dari transaksi tersebut. Untuk menghitung nilai Support digunakan persamaan  (1) sebagai berikut: 
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 (1) 
 
Confidence 
Confidence dihasilkan dari seberapa kuat hubungan produk yang sudah dibeli.  
Untuk menhitung nilai Confidence digunakan persamaan (2) sebagai berikut: 
 
  (2) 
Lift 
Lift Ratio mengukur seberapa penting rule yang teleh terbentuk berdasarkan nilai support dan confidence. 
Lift Ratio merupakan nilai yang menunjukkan kevalidan proses transaksi dan memberikan informasi 
apakah benar produk A dibeli bersamaan dengan produk B. 
Untuk menghitung nilai Lift Ratio digunakan persamaan (3) sebagai berikut: 
 
  (3) 
 
1.2 Algoritma Self Organizing Map (SOM) 
 
Self Organizing Map (SOM) merupakan salah satu metode dalam Jaringan Syaraf Tiruan (Neural 
Network) yang menggunakan pembelajaran tanpa pengarahan (unsupervised learning). Metode 
pembelajaran tanpa pengarahan tidak memerlukan target, selama proses pembelajaran unit – unit input 
yang hampir sama dikelompokkan dalam kelompok tertentu  yang berada di unit output (cluster units). 
Arsitektur Self Organizing Map (SOM) terdiri dari 1 lapisan input dan 1 lapisan output. Setiap unit pada 
lapisan input dihubungkan dengan semua unit di lapisan output dengan suatu bobot keterhubungan yang 
ditunjukkan pada Gambar 1. 
 
Gambar 1. Algoritma Self Organizing Map (SOM) 
 
1.3 Algoritma Frequent Pattern-Growth (FP-Growth) 
 
Algoritma yang biasa dipakai dalam mencari frequent item set antara lain algoritma Apriori dan 
algoritma Frequent Pattern-Growth (FP-Growth). Pada penelitian ini akan dibahas bagaimana pencarian 
frequentitemset mengunakan algoritma Frequent Pattern-Growth (FP-Growth). Frequent Pattern Tree 
(FP-Tree) digunakan bersamaan dengan algoritma Frequent Pattern-Growth (FP-Growth) untuk 
menentukan frequent item set (data yang paling sering muncul) dari sebuah dataset. Algoritma Frequent 
Pattern-Growth (FP-Growth) adalah salah satu cara alternatif untuk menemukan himpunan data yang 
paling sering muncul tanpa menggunakan generasi kandidat [14].  Frequent Pattern-Growth (FP-Growth) 
membangun konstruksi data Frequent Pattern Tree (FP-Tree) yang sangat dikompresi, dan mengurangi 
data asli. Algoritma Frequent Pattern-Growth (FP-Growth) melakukan scan database yang sama 
sebanyak dua kali. Scanning database yang pertama, kita dapat memperoleh frequent 1-item-set, dan 
scanning database yang kedua, kita dapat memfilter database non-frequent item, selebihnya, Frequent 
Pattern Tree (FP-Tree) dihasilkan secara bersamaan. Akhirnya, dapat diperoleh aturan asosiasi dengan 
menggunakan Frequent Pattern Tree (FP-Tree) [13]. 
Kelemahan Apriori yang selalu melakukan scanning database secara berulang-ulang membuat 
Apriori ini kurang efektif. Berbeda dengan Frequent Pattern Tree (FP-Tree) yang digunakan bersamaan 
dengan algoritma Frequent Pattern-Growth (FP-Growth) yang hanya memerlukan dua kali scanning 
database untuk membuat frequent item set. Dengan menggunakan Frequent Pattern Tree (FP-Tree), 
algoritma Frequent Pattern-Growth (FP-Growth) dapat langsung mengekstrak frequent Item set dari 
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Frequent Pattern Tree (FP-Tree) yang telah terbentuk. Frequent Pattern Tree (FP-Tree) didefinisikan 
sebagai berikut [14] : 
Sebuah root yang diberi label null, sekumpulan sub-tree yang beranggotakan item-item tertentu, dan 
sebuah tabel frequent header. Setiap simpul dalam Frequent Pattern Tree (FP-Tree) mengandung tiga 
field, yaitu:  
1) Item-name: menginformasikan item yang dipresentasikan oleh simpul tersebut.  
2) Count: mempresentasikan jumlah transaksi yang melewati simpul tersebut.  
3) Node-Link: penghubung yang menghubungkan simpul-simpul dengan item-name yang sama, atau 
null jika kosong. 
 
1.4 Algoritma K-Medoids 
 
Untuk melakukan clustering dengan metode partisi dapat menggunakan K-Means dan K-Medoids. 
K-Means merupakan suatu algoritma pengclusteran yang cukup sederhana yang mempartisi dataset 
kedalam beberapa cluster k. Algoritmanya cukup mudah untuk diimplementasi dan dijalankan, relatif 
cepat, mudah disesuaikan dan banyak digunakan [14]. Kelemahan-kelemahan dari algoritma K-Means 
yaitu [20] : 
 
1) Ketika jumlah data yang tidak begitu banyak, pengelompokan awal akan menentukan cluster secara 
signifikan. 
2) Jumlah cluster K harus ditentukan terlebih dahulu. 
3) Cluster yang asli tidak diketahui, dengan menggunakan data yang sama, jika dimasukkan dalam 
urutan yang berbeda dapat menghasilkan cluster yang berbeda jika jumlah data sedikit. 
4) Kelemahan dari aritmatika mean tidak kuat untuk outlier, sangat jauh data dari centroid 
memungkinkan mempengaruhi centroid yang asli. 
 
Algortima K-Medoids, juga dikenal sebagai partitioning around Medoids, adalah varian dari metode 
K-Means. Hal ini didasarkan pada penggunaan Medoids bukan dari pengamatan mean yang dimiliki oleh 
setiap cluster, dengan tujuan mengurangi sensitivitas dari partisi yang dihasilkan sehubungan dengan 
nilai-nilai ekstrim yang ada dalam dataset [3]. Algoritma K-Medoids hadir untuk mengatasi kelemahan 
Algoritma K-Means yang sensitif terhadap outlier karena suatu objek dengan suatu nilai yang besar 
mungkin secara substansial menyimpang dari distribusi data [6].  
 
2. METODOLOGI PENELITIAN 
 
Penelitian ini menggunakan jenis penelitian eksperimen, dengan melakukan ujicoba terhadap dataset 
yang telah dikumpulkan. Tahapan-tahapan penelitian ini adalah sebagai berikut:  
 
1) Pengumpulan Data 
Pengumpulan data merupakan langkah awal pada suatu penelitian. Data yang digunakan pada 
penelitian ini adalah data transaksi penjualan Dr. Tariq Mahmood. 
2) Pengolahan Data Awal 
Pengolahan awal (Pre processing) merupakan tahap untuk mempersiapkan data yang telah diperoleh 
dari tahap pengumpulan data, yang akan digunakan pada tahap selanjutnya. Pada tahap ini peneliti 
mengubah format data tanpa mengubah isi data agar mudah untuk diolah menggunakan aplikasi 
rapidminer. 
3) Desain Eksperimen 
Tahapan ini akan membahas alurdesain eksperimen yang digunakan pada penelitian supaya 
prosesnya sistematis dan menghasilkan temuan yang valid. 
4) Eksperimen dan Pengujian 
Tahapan ini akan mengeksekusi tahapan penelitian dengan teknik pengujian yang akan telah 
dipersiapkan sebelumnya.  
5) Evaluasi Penelitian 
Tahapan ini akan membahas hasil evaluasi dari eksperimen yang telah digunakan.  
 
Dataset ini merangkum 304 atribut dimana 303 diantaranya merupakan item barang yang dibeli. 
Salah satu datanya menunjukkan ID transaksi penjualan yang dilakukan dalam sebuah supermarket. 
Terdapat 1362 record transaksi dalam dataset ditunjukkan pada Gambar 2. 
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Gambar 2. Data Transaksi Penjualan 
 
Keterangan: 
 
1) Basket ID seperti C11867, C5096, C4295, C2837, C2693, C2696, C1895, C9524 merupakan ID 
Transaksi penjualan barang. 
2) Sugar Cookies, Onions, Delli Ham, Dishwasher Detergent, Beets, 40 Watt Lightbulb, Ice Cream, 
Cottage Cheese, Plain English Muffins, Strawberry Soda, Vanila Ice Cream dll merupakan barang-
barang yang dijual di Supermarket. 
3) False menandakan bahwa barang tersebut tidak dibeli oleh pembeli. 
4) True menandakan bahwa barang tersebut dibeli oleh pembeli. 
 
2.1 Pengolahan Data Awal 
 
Data akan pada tahap pengolahan data awal diubah menjadi  dataset yang sesuai dengan 
karakteristik algoritma yang akan dilakukan ujicoba. Diantaranya, menyesuaikan format true dan false 
dalam dataset menjadi data numerik 1 untuk true dan 0 untuk false, agar dapat digunakan dalam proses 
asosiasi. Tahapan selanjutnya melakukan clustering data tersebut tanpa menambah atribut apapun karena 
Self Organizing Map (SOM) akan mengcluster tersendiri. Sedangkan untuk K-Medoids ditentukan k = 5 
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Gambar 3. Dataset Setelah Diubah Menjadi Numerik 
 
2.2 Desain Eksperimen 
 
Eksperimen pada penelitian ini adalah menggunakan Self Organizing Map (SOM) dan Frequent 
Pattern-Growth (FP-Growth), kemudian dengan data yang sama menerapkan algoritma K-Medoids dan 
Frequent Pattern-Growth (FP-Growth) serta mengujinya juga dataset langsung diasosiasi dengan 
Frequent Pattern-Growth (FP-Growth) tanpa diawali dengan clustering terlebih dahulu. Desain untuk 
eksperimen ini tunjukkan pada gambar 4. 
 
 
Gambar 4. Desain Eksperimen Penggabungan Algoritma 
 
Eksperimen ini diawali dengan menerapkan algoritma Self Organizing Map (SOM) untuk clustering 
dan algoritma Frequent Pattern-Growth (FP-Growth) untuk pendekatan asosiasi. Dalam Algoritma Self 
Organizing Map (SOM) dataset dicluster secara alamiah tanpa ditentukan dulu jumlahnya. Proses 
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clustering dilakukan supaya data yang diasosiasi menjadi lebih kecil sehingga pola yang diperoleh 
menjadi lebih akurat. Tiap cluster yang terbentuk kemudian diasosiasi dengan Frequent Pattern-Growth 
(FP-Growth) untuk membuat pola belanja pelanggan. Dalam proses asosiasi ini akan diukur support, 
confidence, dan lift ratio. Setelah itu, dicatat waktu total yang dibutuhkan dari masing-masing tahapan. 
Eksperimen diulangi dengan mengganti algoritma clustering Self Organizing Map (SOM) dengan K-
Medoids dan proses asosiasi tetap menggunakan Self Organizing Map (SOM). Jumlah cluster yang dibuat 
yakni 5 cluster. Kemudian masing-masing cluster di asosiasi dengan algoritma Self Organizing Map 
(SOM) untuk diukur support, confidence, dan lift ratio. Kemudian waktu proses masing-masing tahapan 
dicatat. Akurasi dan total waktu proses clustering hingga asosiasi dari tahapan 1 yakni Self Organizing 
Map (SOM) + Frequent Pattern-Growth (FP-Growth) dibandingkan dengan tahapan 2 yakni K-Medoids 
+ Frequent Pattern-Growth (FP-Growth) kemudian dibandingkan dengan akurasi dan waktu yang 
diperlukan jika menggunakan Frequent Pattern-Growth (FP-Growth) saja.  Kemudian disimpulkan 
diantara ketiganya terkait akurasi dan efisiensi waktunya. 
 
2.3 Evaluasi Penelitian 
 
Hasil akurasi untuk menentukan rekomendasi produk kepada pelanggan yang didapat dari penelitian 
ini dapat diukur dengan menggunakan Lift Ratio. Lift Ratio merupakan nilai yang menunjukkan kevalidan 
proses transaksi dan memberikan informasi apakah benar produk A dibeli bersamaan dengan produk B. 
Sebuah transaksi dikatakan valid jika mempunyai nilai Lift Ratio lebih dari 1, yang berarti bahwa dalam 
transaksi tersebut, produk A dan B benar-benar dibeli secara bersamaan. Lift Ratio mengukur seberapa 
penting rule yang telah terbentuk berdasarkan nilai support dan confidence. Evaluasi rekomendasi produk 
untuk pelanggan ditunjukkan di gambar 5. 
 
 
 
Gambar 5. Evaluasi Rekomendasi Produk Dengan Support, Confidence, Lift 
 
Setelah ditemukan Support, Confidence, Lift kemudian dicatat pada masing-masing proses untuk 
diketahui seberapa efisien waktu yang diperlukan dari pengolahan dataset hingga menjadi sebuah pola 
belanja pelanggan. Kemudian akan disimpulkan tahapan mana yang memiliki tingkat kevalidan paling 
baik dan tahapan mana yang memiliki waktu proses paling efisien. 
 
3. HASIL DAN PEMBAHASAN 
 
3.1  Clustering Data dengan K-Medoids  
 
Dalam k-medoids kita tentukan menjadi 5 cluster (k). Penentuan k = 5 ini dilakukan supaya lebih 
mudah didapatkan hasilnya karena keterbatasan kemampuan PC. Hasil dari proses clustering tersebut 
akan di eksport dalam bentuk file terpisah untuk masing-masing hasil cluster. Proses clustering data 
ditunjukkan pada gambar 6, dan hasil clustering data ditunjukkan pada gambar 7. 
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Gambar 6. Proses Clustering Data 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Gambar 7. Hasil Clustering Data 
 
Setelah hasil cluster didapat, yakni cluster 0, cluster 1, cluster 2, cluster 3, cluster 4 kemudian 
diurutkan/ sorting dan dipisahkan menjadi 5 file untuk kemudian di lakukan proses asosiasi dengan 
Frequent Pattern-Growth (FP-Growth). Hasil dari cluster menggunakan K-Medoids: 
Cluster 0: 32 items 
Cluster 1: 2 items 
Cluster 2: 2 items 
Cluster 3: 2 items 
Cluster 4: 1323 items 
Total number of items: 1361 
Selama 28,20menit 
 
3.2  Clustering Data dengan Self Organizing Map (SOM) 
 
Rancangan Proses clustering data dengan Self Organizing Map (SOM) ditunjukkan pada gambar 8. 
 
Gambar 8. Rancangan Cluster Data dengan Self Organizing Map (SOM) 
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Cluster data dilakukan dengan Self Organizing Map (SOM) terbagi menjadi 2,  dari rancangan cluster 
data tersebut didapatkan hasil yang ditunjukkan pada gambar 9.  
 
 
 
Gambar 9. Rancangan Cluster Data dengan Self Organizing Map (SOM) 
 
3.3  Asosiasi Cluster Data Penjualan 
 
Setiap cluster akan dilakukan asosiasi dengan Frequent Pattern-Growth (FP-Growth) untuk 
menghasilkan rekomendasi produk. Proses asosiasi cluster ditunjukkan pada gambar 10.  
 
 
Gambar 10. Hasil Asosiasi Cluster Data Penjualan 
 
Setelah proses clustering dilakukan, didapatkan 5 cluster. Cluster yang terbentuk dijadikan sebagai 
dataset baru yang lebih kecil daripada dataset sebelumnya. Kemudian setiap cluster akan dilakukan 
pendekatan asosiasi menggunakan algoritma Frequent Pattern-Growth (FP-Growth) untuk menganalisis 
keranjang pasar. Dengan dataset yang lebih kecil tujuan untuk meningkatkan akurasi dalam rekomendasi 
produk, sedangkan untuk perbandingan digunakan algoritma apriori. 
 
4. KÉSIMPULAN 
 
Hasil akurasi untuk menentukan rekomendasi produk kepada pelanggan yang didapat dari penelitian 
ini dapat diukur dengan menggunakan Lift Ratio. Lift Ratio merupakan nilai yang menunjukkan kevalidan 
proses transaksi dan memberikan informasi apakah benar produk A dibeli bersamaan dengan produk B. 
Sebuah transaksi dikatakan valid jika mempunyai nilai Lift Ratio lebih dari 1, yang berarti bahwa dalam 
transaksi tersebut, produk A dan B benar-benar dibeli secara bersamaan [6]. Lift Ratio mengukur seberapa 
penting rule yang telah terbentuk berdasarkan nilai support dan confidence. Untuk eksperimen ditentukan 
nilai Minimum Support adalah 10% - 100% dan nilai Minimum Confidence 10% - 100%. 
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