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The use of distributional models in forestry is investigated, in terms of their capability of 
modelling distributions of forest mensurational attributes, for modelling and inventory 
purposes. Emphasis is put on: (i) the univariate and bivariate modelling of tree diameters and 
heights for stand-level modelling work, and (ii) heuristic methods for use and analysis of 
distributions which occur in multi-temporal EO imagery, (for the inventory-related tasks of 
land-use mapping, change detection and growth modelling).
In univariate distribution modelling, a new parameterization of the widely-used Johnson's 
SB distribution is given, and new Logit-Logistic, generalized Weibull and the Burr system 
(XII, III, IV) models are introduced into forest modelling. The Logit-Logistic distribution is 
found to be the best among those compared. The use of regression-based methods of 
parameter estimation is also investigated.
In the domain of bivariate distribution modelling of tree diameters and heights the 
Plackett method (a particular form of copula) is used to construct Plackett-based bivariate 
Beta, SB and Logit-Logistic distributions, (the latter two are new), which are compared with 
each other and the SBB distribution. Other copula functions, including the normal copula, are 
further employed (for the first time in forest modelling) to construct bivariate distributional 
models. With the normal copula, the superiority of the Logit-Logistic in the univariate 
domain is extended into the bivariate domain.
To use multi-temporal EO imagery, two pre-processing procedures are necessary: image 
to image co-registration, and radiometric correction. A spectral correlation-based pixel- 
matching method is developed to "refine" manually selected control points to achieve very 
accurate image co-registration. A robust non-parametric method of spectral-distribution 
standardization is used for relative radiometric correction between images. Finally 
possibilities for further research are discussed.
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This thesis reports research on the development and application of distributional modelling 
techniques in Forestry. The application is considered to fall into two main areas.
First, Forest Mensuration and Modelling is concerned with the characterization of the 
distributions of measurements of individual tree attributes, typically measured on sample plots 
within a forest compartment. This form of data is characteristic of all field measurements of 
forest compartments.lt is such a basic component of any forest inventory that plot 
measurements and models and estimates derived from them, are often regarded as an essential 
component of the area of Forest Inventory. Stand volume estimation is an important aspect of 
forest mensuration and inventory, and is usually based on estimates of individual tree volumes 
from a (double, triple, or a multi-phase) sample of tree diameters and heights (and volumes). 
In Section 1.2 we expand on this area, as a rationale/justification for the distributional 
modelling research of this thesis.
The second main application area considered in this thesis is concerned with the use of 
Earth Observation (EO) imagery data in order to support the inventory and modelling of 
forest status, change and growth. The typically available data in this case consist of partial 
image coverage of a land area, obtained at a number of distinct times. In general, the sensing 
instrument could differ between recording times, and hence the pixel size and spectral 
structure of the imagery could differ between recording dates. However, this degree of 
generality has not been considered in the research reported in this thesis, and only multi- 
temporal imagery from the same sensing instrument has been considered. In particular the 
imagery used in this thesis is obtained by Landsat Thematic Mapper (TM). Use of EO 
imagery has been much researched since it has been seen as a means to rapid and cost- 
effective forest inventories of the future. Consequently, the literature on the topic, since the
Landsat satellite was launched in 1972 (Landgrebe 1997), is vast. This area of research is 
also highly complex, since modelling and estimation from complex samples from a spatio- 
temporal process are amongst the most difficult on-going statistical challenges in 
environmental process modelling.
Multi-temporal imagery data may be seen as "distributional data" in spectral space if the 
pixel spatial information is ignored. Use of unsupervised and supervised classification 
techniques in this "feature space" are the standard techniques in this domain of remotely 
sensed imagery analysis. Inclusion of the spatial information into extended clustering and 
classification algorithms has led to object-based classification methods (Kettig and Landgrebe 
1976). The complexity and dimensionality of the data are such that parametric methods of 
analysis likely not be appropriate, and non-parametric methods such as the k-nearest- 
neighbour (KNN) estimator (Tomppo 1991, Hardin 1994, Franco-Lopez et al. 2001, 
Haapanen et al. 2004) and Neural Networks (Lee and Landgrebe 1997) are probably the only 
realistic way in which the full complexity of the data can be addressed. See section 1.3 for 
further general considerations.
Section 1.4 gives an overview of the thesis.
1.2 Distributional Modelling in Forest Mensuration and Modelling
1.2.1 Traditional Approach to Stand Volume Estimation
The traditional procedure to estimate stand volume may consist of three steps. First, a 
sample of rid trees is selected on which diameters are measured: we include the subscript to 
indicate the sample on which the estimate is based. It is assumed here, for simplicity and 
convenience, that a fixed area sample plot is used. Hence, an estimate of the marginal
/\
distribution of diameter, fn (d) , may be obtained. Second, a sample of tree heights (of size
Hh say) is obtained, normally on a sub-sample from the nd diameter-trees. The height on 
diameter regression,
(1.1)11
may be obtained on the HH trees for which both height and diameter are measured, where E 
denotes statistical expectation, h is tree height, d is tree diameter. See section 1.2.4 for further 
discussion following equation (1.1).
Finally, an estimated individual volume (V) equation,
is traditionally used to estimate the mean sample tree volume (v ) in the population as: 
v= J f(d}E(V\d,hnh (d}}dd (1.3)
d>0





A discrete diameter-sample based version ( v'T ) is
1 nd
v (di ,hnh (di » (1.5) 
nd i=i
The individual volume equation (1.2) is usually assumed to be generally applicable, that is, 
independent of stand attributes (age, site quality, density,...). It is often constructed prior to 
the inventory, due to the difficulty in measuring individual tree volume during forestry 
inventory. In contrast, the h-d relationship of equation (1.1) (traditionally termed the "H-D" 
relationship) is usually stand/plot specific since both diameter and height measurement are 
usually practically feasible. Therefore, stand volume estimation is usually made from a 
double sample of tree diameters and heights (Clutter and Allison 1974).
1.2.2 Univariate Distribution Modelling for Stand Volume Estimation
Since stand volume is the primary variable in which forest managers are interested, any 
improvement on the traditional approach would be valuable. One natural improvement, as 
seen in equations (1.3) and (1.4), is to use a more flexible univariate distribution model for 
describing the diameter data. The most frequently used distributional models are the Weibull 
(Bailey and Dell 1973) and Johnson's S B (Johnson 1949a, Hafley and Schreuder 1977).
The diameter distribution model is a key component of many growth and yield models 
(Hyink and Moser 1983, Borders and Patterson 1990). Diameter distribution models are 
intermediate between stand-level models (Tang 1991, Avery and Burkhart 1994) and 
individual tree models (Mitchell 1975, Wykoff et al. 1982, Rennolls and Blackwell 1988).
Diameter-distribution based growth-and-yield models can forecast the range of products 
which might be expected from a stand (Rennolls et al. 1985). Use of flexible models to 
describe the diameter distribution, in conjunction with methods for the construction of 
appropriate bivariate distribution models (particularly by use of the copula method, for details 
see Chapter 6), provides the potential for more accurate estimation of stand volume than the 
traditional techniques. This is further discussed in the next section.
1.2.3 Bivariate Distribution Modelling for Improving Stand Volume Estimation
Stand volume estimation may be improved by modelling the joint distribution of tree 
diameter and height. Bivariate distribution modelling provides an alternative to the traditional 
approach to estimating stand volume.
The mean sample tree volume in the population is given by
£ = ftf(d t h)V(d,h)dddh (1.6)
where f(d, h} is the joint distribution. Re-writing (1.6), we have,
v= \\f(d,h)V(d,h)dddh = ftf(h\d)f(d)V(d,h)dddh
d>0,h>0 d>0,h>0




where f(h\d) is the conditional height distribution given diameter d. The traditional approach 
(as in (1.3)) incorrectly assumes (or approximates) E(V\d) is given by the volume of the tree 
with the expected height for the given d. That is,
E(Y | d) = E(Y(d,E(h | d)) (1.8) 
Hence (1.4) or (1.5) follows.
The estimated-height bias effects in (1.4) or (1.5) may be avoided by evaluating E(V\d) in 
(1.7) by using/(/i|d), the conditional distribution of h for given d. That is,
E(V\d) = \f(h\d}V(d,h)dh (1.9) 
h>0
where the conditional distribution is estimated from the height-sample by:
-7^r (L10) 
n h (<0
Hence an unbiased volume estimator ( V B ), based on the bivariate and marginal densities, f(d,h) 
and/(d) respectively, is 
$B = \f(d)En (V\d)dd
d>0
= \ f(d)\ \^^Vnv (d,h)dh\dd (1.11)




where the sample dependence has been made explicit. The discrete diameter-sample based 
version (v^) is
v 6 =  Z >, I 'r " 'V. (d,,/OdM (1.12)
 M ^mmm \ _f ^ x -. v "v * I
It is normally assumed that the diameter and height samples may be regarded as independent 
simple random samples of the population of trees in the (infinite) stand, (even when a fixed 
size sample plot is used). Then the estimates of the population conditional distribution (from 
the joint distribution) and marginal distributions may be based on the height-sample and 
diameter-sample respectively, where a double sampling is implemented.
If all the diameters and heights are measured on the sample plot then double sampling 
collapses to a simple random sampling with nh = rid . Hence an unbiased volume estimator can 
be based on the bivariate density f(d,h} alone, and equations (1.11) and (1.12) can be 
simplified to:
VB= \\fnd (d,h)Vn (d,h)dddh (1.13)
rf>0,/i>0
1.2.4 The H-D Regression
^
The height-diameter regression model (1.1) (i.e. E(h d)-hn (d) ) may also be
reformulated in terms of conditional and joint distributions. In fact, this is an underlying 
reason for the early work on bivariate distributions (Schreuder and Hafley 1977). That is,
E(h\d)= \hf(h d)dh
h>0
In contrast, the traditional approach to obtaining (1.1) is by regression methods: ordinary least 
squares (OLS), weighted least squares (WLS), or generalized least squares (GLS).
In this sense, we see that the bivariate distribution modelling of (J, h) provides an 
alternative to the generally used regression method of obtaining the H-D regression model. It
seems that model (1.1) obtained by the "bivariate distribution fitting" is the main justification 
for a number of studies on bivariate distribution modelling (Schreuder and Hafley 1977, 
Tewari and Gadow 1999, Li et al. 2002), in that the resulting H-D models may more 
reasonably express the H-D relationship, and thus may improve the traditional approach to 
volume estimation by estimating more accurately the expected height at a given diameter.
The main advantage of the regression methods lies in that the conditional expectations, i.e., 
£(h|d), are explicitly given by the regression model hnh (d ( ) . The two methods are
complementary (Ord 1972). We may further regard the bivariate distribution modelling as 
another way to accommodate heteroscedasity as does the WLS when the assumptions in using 
OLS are violated.
1.2.5 Multivariate (dimension >2) Distribution Modelling in Forestry
Suppose we adopt a 3-stage sampling of (D, H, V) where V is assumed to be measurable, 
by fitting a trivariate distribution to the sample of (D, H, V), we can subsequently obtain (1.2) 
from the fitted trivariate distribution by analogy with obtaining (1.1) from a fitted bivariate 
distribution as indicated in (1.14). One example was given by Schreuder et al. (1982). Note 
that this trivariate distribution improves the traditional approach to volume estimation by 
modifying the individual volume equation.
More generally, it is clear that for a generic tree, each of its mensurational attributes is just 
one coordinate in the multi-dimensional characterisation of that generic tree. The multivariate 
structure of a multivariate tree dataset may be studied by multivariate statistical methods 
which generally amount to a description of the multidimensional relationships of the attribute 
data. Such purely statistical methods of analysis come in a number of forms, with regression 
analysis possibly being the most widely applied statistical technique. A basic requirement of 
regression is that one variate be the primary measure of interest (the dependent variable) and
the others are explanatory variables (the independent variables). This may be not appropriate, 
since we may be more interested in understanding the joint distribution of the multivariate 
data. A by-product of the joint multivariate distribution approach is the conditional 
expectations of the dependent variate.
1.3 Distributional Modelling in the Analysis of Multi-Temporal Imagery
Satellite remote sensing will play an ever increasing role in forest inventory. Especially at 
the large scale, it provides forest information at a lower cost but more quickly than by ground 
survey (Holmgren and Thuresson 1998).
The main methods for extracting forest information from satellite images include 
regression analysis and classification. Regression analysis is the most commonly used 
method to establish the relationship between forest measurements and image properties, and 
therefore to estimate forest variables such as stand volume, age, and species composition 
(Franklin 1986, Ardo 1992, Cohen and Spies 1992, Gemmell 1995, Trotter et al. 1997, Lefsky 
et al. 2001, Lu et al. 2004). Such regression based approaches normally use single-date 
imagery. More recently, Lefsky et al. (2001) showed that multi-date TM is superior to single- 
date TM, ADAR (a hyperspatial sensor), and AVIRIS (a hyperspectral sensor) in its ability to 
predict forest structure variables such as basal area and biomass. They recommended that 
multi-temporal TM should be considered as an alternative to either ADAR or AVIRIS.
Classification can be used in the analysis of single as well as multiple temporal images. 
The maximum likelihood (ML) based classification is probably the most frequently used 
supervised classifier in remote sensing, which is based upon the assumption of the 
multivariate normal distribution. Hence, we see that distributional modelling also plays a 
potential role in using remote sensing imagery as well as in growth and yield modelling. In
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particular, the distributional modelling in the analysis of multi-temporal imagery may be 
roughly compartmentalized into the following tasks:
(i), (a) Image co-registration (related to the geometric correction) and (b) radiometric 
correction,
(ii) Classification of imagery (pixels) into different land-uses to produce land-use maps, 
(iii) Change detection and mapping from imagery at two or more times, and 
(iv) "Growth" estimation from imagery at more than two times.
In the first task, multi-temporal image co-registration and radiometric correction are two 
outstanding requirements of the pre-processing necessary before change/growth 
detection/estimation can be conducted (Coppin and Bauer 1996).
The second task, the classification of land areas into different land cover types 
(forest/non-forest, forest cover types) has been extensively studied (Horler and Ahern 1986, 
Moore and Bauer 1990, Bolstad and Lillesand 1992, Bauer et al. 1994, Wolter et al. 1995). 
Use of the estimated land-use classes as a basis for stratification in large scale forest inventory 
can increase the precision of inventory estimates (McRoberts et al. 2002).
In the third task, the "change" refers to abrupt or rapid change. Multi-temporal satellite 
imagery has been effectively used to detect and monitor abrupt changes in forests, such as 
human induced clearcuts or thinning (Coppin and Bauer 1994, Olsson 1994, Franklin et al. 
2000, Wilson and Sader 2002), insect and disease damage (Vogelmann and Rock 1988). A 
key review on forest change detection is Coppin and Bauer (1996).
In the fourth task, we purposely use "growth" to represent the gradual change due to the 
normal forest growth. Growth estimation through time-series of satellite imagery is of much 
interest to foresters, but also very challenging (Joyce and Olsson 1999).
We note that most satellite data analysis, regression or classification, is carried out on a 
pixel basis. Taking the spatial information into account, the analysis becomes object/polygon
based (Kettig and Landgrebe 1976). Polygon-based analysis seems more appropriate in 
forestry application, as homogenous polygons represent forest stands/compartments. 
Polygon-related methods have been used in Tomppo (1987), Woodcock and Harward (1992), 
Bauer et al. (1994), Kilpelainen and Tokola (1999), Rennolls (1999), and Wulder and 
Seemann (2003).
The combined use of regression, classification and change detection using satellite 
imagery, possibly together with use of growth and yield models, provides the basis to 
implement an annually updated forest inventory system (Bauer et al. 1994, Czapewski 1999, 
McRoberts 1999). The annual forest inventory system may possibly replace the traditional 
periodic inventory system at a large scale (regional or national).
All these aims, (i)-(iv), were part of the original objectives of the current research. 
However, in this thesis, only the first task is reported (Chapter 7 and 8).
1.4 Overview of this Thesis
This chapter, (Chapter 1: Introduction) provides an analysis of the use of distributional 
models in forestry in Forest Mensuration, Inventory, and Remote Sensing. This material, 
particularly on the Mensuration and Inventory side, contains new material which is not yet 
published.
In Chapter 2, a new parameterization of Johnson's SB is presented.
Chapter 3 introduces the Logit-Logistic distribution, which is similar to Johnson's S B but 
more flexible. Other distributional models are introduced as well, including the generalized 
Weibull and the Burr system (XII, III, IV) models, applied to forest diameter distribution 
modelling. Generally speaking, the Logit-Logistic is found to be the best univariate model 
among those compared.
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The maximum likelihood method for the estimation of parameters of distribution models is 
the most common method used in this thesis. Regression-based methods for parameter 
estimation are also found to perform well, (Chapter 4).
Chapter 5 uses Plackett's method to obtain a Plackett-bivariate-S B and Plackett-Logit- 
Logistic.
Chapter 6 employs copula functions, in particular the normal copula, to construct bivariate 
distributional models. This chapter includes the normal copula with Logit-Logistic marginals, 
which proves to be superior to SBB-
Chapter 7 reports work on using multi-temporal TM imagery for image co-registration.
Chapter 8 tentatively considers some aspects of radiometric correction (spectral 
standardization). Most of the material in chapter 8 appeared in a joint paper with Professor 
Rennolls, presented at a Digital Forestry Workshop in Beijing in 2004 (unpublished). Many 
of the ideas expressed in Chapter 8 are from Professor Rennolls' contribution to this joint 
paper.
It should be noted that that the research work on this project has been conducted in a 
manner oriented towards facilitating the publication of research results. Accordingly, the 
project has been broken down into sub-problems (these correspond to our main chapters), and 
each has been addressed largely independently from the others, even though there is, of 
course, a (back-ward) sequential dependence. A consequence of this is that the literature 
reviews for each of the sub-problems appears separately in each of the chapters, rather in a 
single "Literature Review" chapter presented early in the thesis.
Much of the material in Chapter 1 and Chapter 8 is open-ended and discursive. Much of 
this material is also either new or with future research challenges. Similarly, each of Chapters 
2-7 contains its own relevant discussion material. Much of this material could have been 
presented within a final "Chapter 9: Discussion". However, the material has been placed in
11
Chapters 1 and 8 and throughout the thesis, in order to provide a rationale, a direction, and a 
start and an end-point for the thesis linked together by the Chapters 2-7 of this thesis. As a 
result there is no "Chapter 9: Discussion" in this thesis.
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Chapter 2: A New Parameterization of Johnson's SB Distribution
Summary
The SB distribution is widely used in forestry to represent the empirical distributions of 
forest tree variables such as diameter, height and volume. The parametric form of the SB 
model that has invariably been used is the form originally put forward by Johnson, in the 
1949 paper in which he introduced the SB distribution. It is well known that the 
parameterization chosen for a distribution model can have important effects when the 
distribution is fitted to real data. One parameterization may yield parameter estimates that are 
highly correlated, while another 'natural' parameterization could yield parameter estimates 
that are essentially uncorrelated. The feature that makes a parameterization "natural" is that 
the parameter has a natural interpretation in terms of the observed data distribution. A more 
"natural" parameterization of SB is suggested, and the performance of the alternative 
parameterization is compared empirically on a 20 plots dataset of Changbai larch (Larix 
olgensis Henry). It is found that the new parameterization is better than Johnson's original 
parameterization, for the data sets considered here.
2.1 Introduction
Normal L. Johnson is the man of the 20th century in relation to the distributional models in 
the statistics, being famous for his Johnson's system of distributions. Hafley and Schreuder 
(1977) first introduced the four parameter Johnson's S B distribution (Johnson 1949a) into 
forest literature, and since then it has been widely used in forest diameter (and height) 
distribution modelling (Hafley and Buford 1985, Knoebel and Burkhart 1991, Zhou and 
McTague 1996, Kamziah et al. 1999, Li et al. 2002, Scolforo et al. 2003, Zhang et al. 2003). 
Johnson's definition and parameterization of the SB distribution is based upon a 
transformation to normality. However, in his original parameterization, the diagram aimed to
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help understanding the idea of transformation to normal, is rather difficult to comprehend. In 
this Chapter we consider the inverse transformation from normality to S B : doing so suggests a 
new and more natural parameterization of S B .
A model is considered to be "well-parameterized", with respect to a given dataset, if the 
estimated variance-covariance matrix of the parameter estimates is diagonal. That is, the 
correlations between the estimates are all zero. Well-parameterized models are likely to be 
more stably and speedily estimable than models that are not well-parameterized. Variances of 
the parameter estimates of well- parameterized models are likely to be smaller than for 
models that are not well-parameterized (given other things being equal). Well-parameterized 
models are likely to result if the parameters are chosen to reflect clearly identifiable features 
of the observed dataset (Ross 1990). Models that have parameters relating to underlying 
processes that generate the distribution, can also lead to well-parameterized models. Finally, 
we might expect a "natural" parameterization (for example in terms of canonical parameters 
mean (jo,) and variance (a2) for the Normal distribution, rather than (1/ji) and (a/|i)), to turn 
out to be "better parameterized" than a model that is constructed with no concern for 
parametric form. In fact, the canonical parameterization for a distributional model belonging 
to the exponential family is necessarily "well-parameterized", as is well known for the 
Normal distribution.
Maximum Likelihood is a commonly used method of estimating the parameters of a 
distribution model, and we use this approach to compare the estimates of the alternative SB 
parameterizations, and their statistical properties (i.e. standard errors and correlations).
2.2 Alternative Parameterization of the Johnson SB Distribution
Johnson's SB probability distribution (Johnson 1949a) specifies a bounded pdf (of variate 
jc, say) with the minimum parameter £, range A, and two shape parameters y and 6 as the 
following,
14
/(*) = / /g ,  -  ^ (2.1) 
V2tf (£ +A-*)(*-f)
where A > 0 and d > 0. The distribution, as specified by Johnson (1949a), and all subsequent 
users of the distribution in forestry applications, is the result of the following sequence of 
transformations of x to normality. Variate x has the S B distribution if z, as defined in (i), (ii) 
and (iii) below, is a standard Normal distribution, N(0,l), where we: 
(i) Scale x to a unit range:
(2.2)
A 
(ii) Apply a logit transformation to y:
( y ] (2.3)
u = In   U-yJ
(iii) Apply an affine/linear transformation to u, to give z, which is N(0,l):
z = y + d u (2.4) 
(Note: a linear transformation to normality would usually be represented as the equivalent
standardisation transformation.) Essentially, the SB distribution is transformed to normality by 
the logit transformation, and by analogy with the log-normal distribution (as the distribution 
transformed to normality by the log transformation) might well have been named the logit- 
normal distribution.
The "inverted" definition of SB given above makes the sequence of transformations rather 
hard to visualise. Certainly, the diagrams presented by Johnson (1949a) are not easy to 
comprehend. Inverting this definitional sequence of transformations gives us a constructive 
definition of the SB distribution, 
(i)' z~N(0, 1). Scale z to M, by:
(2 - 5 )
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So, It is the parameterization of this scaling transformation (corresponding 
to the affine transformation of (iii) above) that seems rather "unnatural" to us. 
(ii)' Apply a standard logistic transformation to to give y, in the (0, 1) range:
1 (2.6)
1 + exp(-w) 
(iii)' Scale to jc, with range A and minimum 
(2.7) 
Though the affine transformation given in (2.4) is a natural choice in mathematics, we see,
when it is re-expressed as a scaling transformation in (2.5), that it is not the form of 
transformation that is statistically 'natural'. The natural scaling transformation would be:
(2-8) 
so that w~N(y', 5'2) (=N(//, a2)) where
! (2 " 9)
This is our simple re-parameterization of Johnson's SB and the two parameterizations are
related by equation (2.9) and (2.10). We use parameter pairs (/, when we wish to 
compare with Johnson's original parameters, but the equivalent (//, a) if we just work 
with the new parameterization. Equivalently, combining these re-parameterized 
transformations we obtain:
, (2.H)
        
l + exp(Hy z))
a four-parameter logistic transformation of the standard normal which reveals the 
transformational simplicity of the SB distribution. A similar model is used in Item Response 
Theory of psychological testing (Barton and Lord 1981). With the new parameterization, the 
SB pdf is given as,
16
(2.12)
We note also, that (i)', the scaling up from N(0,l), could be dropped if we just started the 
construction with a N(|j,, a2 ). Alternatively but equivalently, we could retain the start of the 
construction with N(0,l), drop the scaling up to N(ji, a2 ), but apply a simple-linear-logistic
regression model, * = !/(! + exp(-(ji +a z)))» to N(0,l), finally scaling up to the range (£,
Figure 2.1. Construction of SB from a 3-parameter logistic transformation on N(ji, a2 )
Figure 2.1 illustrates the construction of SB by transformation from a N(0,l) on the real 
axis, through N(ja, a2), followed by the transformation by -^ + A,/(l + exp(-jc)) (in blue),
to the SB on the ^-axis (in red). The constructed SB is also plotted (red-dashed) on the ;c-axis 
for comparison purposes. With such a diagram it is easy to see that SB approaches the Log- 
Normal (with positive skew) as jn /a   > - oo, (since the lower tail of the logistic is
17
2.3 Maximum Likelihood Estimation of Johnson's SB Distribution
2.4 The Variance-Co variance Matrix
2.4.1 Computing the Variance- Co variance Matrix
^ i )e=




































































































































2.6.1 Parameter Estimates and Standard Errors
Table 
Table 2.3. 
2.6.2 Correlation Coefficients Among Parameter Estimates
^ ^ f
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3.2 The Main Distributional Models Considered
3.2.1 The SB in a New Parameterisation
CT
The Logit-Logistic Distribution Model
3.2.3 The Beta Distribution
^\P+9-!
3.2.4 The Generalized Weibull Distribution
3.2.5 The Burr III, XII, and IV Distributions
3.2.5.1 The Burr XII 
The Burr III 
' 
3.2.5.3 The Burr IV
3.3 Comparison of the Range of Shapes of the Distributional Models
^
3.3.1 3-Parameter Distributions ("Lines" in Figure 3.1)

00 1
3.3.2. Comparison in the (ft, ft) Region 
3.3.2.1 Logit-Logistic, SB, Beta, and Burr XII
Figure 3.1. 
3.3.2.2 The Generalized Weibull
Figure 





3.4 Case-Study with Chinese Fir Diameter Distribution Data
3.4.1 The Case-Study Data
3.4.2 Model Fits to the Case-Study Diameter Distributions

Figure 3.6. 

















3.4.3 Constrained Model Estimation
Table 
3.4.4 Testing the Lower-bound Parameter Constraint (£or 0)
Table 3.8. 
3.4.5 Comparison of 3 and 4 Parameter Weibull
3.4.6 Comparison of the 3-parameter Weibull with Constrained 4-parameter Models
3.5 Discussion






























































































































































































































































































































































































































































































































































































































































































































































































Plot LL SB GW Beta Burr III Burr IV Burr XII
1 244.35 245.05 245.25 244.94 246.36 245.01 245.74
2 271.08 271.96 271.82 271.92 272.67 272.01 273.53
3 300.64 300.45 299.94 300.31 299.20 300.53 299.90
4 357.68 357.71 353.11*355.25 349.75*348.38*356.36
5 276.21 276.89 276.63 276.74 277.09 276.26 276.62
6 285.22 285.92 285.84 285.88 286.79 285.27 285.85
7 379.63 380.63 379.78 380.30 378.80 378.80 379.53
8 323.34 324.29 324.21*323.26 324.15*322.50*330.51
9 350.97 351.48 350.68 351.35 350.22 349.81 351.12
10 227.27 228.77 228.17 228.51 227.99 227.27 227.98
11 211.07 211.17 212.32 210.83 214.35 210.19 212.61
12 153.84 154.07 153.18* 154.04 152.52 153.85 155.03
13 183.89 184.06 184.08 184.01 185.17 184.63 184.18
14 147.98 148.20 147.98 148.16 147.52 147.94 147.97
15 233.52 235.08 233.53 235.25 232.62 236.93 234.35
16 205.82 206.62 206.04 206.52 206.12 205.77 206.71
17 250.25 250.45 250.44 250.43 251.19 250.63 250.56
18 380.19 381.78 381.38 381.60 381.72 380.33 381.88
19 335.01 335.50 335.82*335.27 336.50 335.06 339.09
20 377.58 377.79 377.71 377.76 378.56 382.59 377.65
21 178.96 179.33 179.35* 179.16 179.04 178.86 180.90
22 200.19 201.01 200.81 201.18 200.22 201.55 200.08
23 189.79 190.40 190.09 190.49 190.80 191.44 190.23
24 250.14 250.75 251.65 250.44 253.44 249.85 252.45
25 214.39 215.40 215.26 215.21 215.44 214.50 215.75
26 227.63 228.08 226.54 228.07 226.18 224.01*228.19
27 205.77 206.29 206.23 206.27 206.49 205.99 206.23
28 306.05 306.82 304.60*306.27 304.20 304.98 310.28
29 226.98 227.36 227.13 227.27 227.31 227.29 227.27
30 249.98 248.90 248.82 248.88 248.77 250.41 248.82
31 290.36 290.60 291.06 290.54 291.92 290.47 292.11
32 240.61 240.76 240.52 240.68 240.62 243.23 240.48
33 376.53 377.03 377.37 376.90 379.79 379.03 377.95
34 250.46 250.69 249.33 250.69 248.72 247.95 250.53
35 331.53 332.13 332.13 332.04 333.57 331.92 332.46
36 468.99 469.16 463.90 467.83 462.33 461.90*469.06
37 200.83 200.90 201.12 200.99 202.45 203.21 201.16
38 164.35 164.49 164.61 164.45 164.95 164.34 165.48
39 336.13 336.78 336.52 336.63 337.10 335.98 336.90
40 466.41 466.45 469.19*465.30 465.01*466.14*477.54
41 327.70 328.87 328.23 328.83 329.21 329.26 330.57
42 351.32 352.42 351.53 352.61 352.47 354.13 353.09
43 204.99 206.56 206.75*205.70 207.80 205.18 208.32
44 415.76 417.23 418.14 416.60 420.57 415.98 421.13
45 544.50 544.86 540.74*543.92 540.27 536.70*547.91
46 355.50 354.96 353.45 354.75 353.23 353.34 354.69
47 374.87 373.82 378.34 373.97 380.25 373.69 378.74
48 274.20 274.93 273.69 274.84 272.44 271.56 274.11
49 542.43 544.01 540.77*542.50 541.05 540.65 551.07
50 182.19 182.59 181.66 182.30 180.70 180.39*181.99
51 226.07 226.55 225.92 226.37 225.51 225.52 226.13
52 247.96 248.75 248.32 248.70 247.93 247.31 248.26
53 273.77 274.77 275.09 274.42 276.61 273.78 276.41
54 466.45 467.55 463.87*467.08 463.91 459.79*467.78
Plot LL SB GW Beta Burr III Burr IV Burr XII
55 245.88 246.53 246.17 246.92 246.39 248.05 248.84
56 240.95 241.08 240.99 241.08 241.72 241.47 241.31
57 220.69 221.12 221.08 221.05 222.27 220.67 221.40
58 319.15 320.35 320.28 320.20 321.30 319.35 320.48
59 223.78 224.86 223.15 225.24 221.45 227.30 224.63
60 218.36 219.25 218.84 219.10 219.01 218.43 218.76
61 243.06 244.69 243.41 244.77 242.35 246.21 243.67
62 203.09 202.90 203.67*202.95 204.19 203.07 205.62
63 173.38 173.50 174.16 173.23 174.89 172.87 174.72
64 397.94 396.42 396.41 396.72 399.54 404.39 398.90
65 243.48 244.15 243.73 243.98 244.51 243.42 245.09
66 251.85 251.69 251.80 251.61 252.36 252.26*253.25
67 282.03 282.85 283.21 282.69 285.34 281.99 283.38
68 397.12 396.86 394.15 396.54 389.09 387.78*395.02
69 246.58 246.64 246.57 246.66 247.10 246.82 247.14
70 302.34 302.30 302.44 302.30 304.20 302.50 302.47
71 384.16 384.30 386.19 384.44 389.12 384.53 386.78
72 287.59 289.86 288.26 289.05 286.06 287.96 287.06
73 191.09* 141.71* 173.55* 181.50* 94.53* 50.73* 199.83*
74 165.83 165.91 166.35 166.22 167.76 178.66 166.44
75 210.39 211.18 209.71*210.45 209.88*208.75*213.03
76 177.87 178.57 180.39* 178.81* 178.80 178.81* 189.33
77 245.17 245.55 244.27 245.39 244.20 242.86*246.06
78 355.14 355.82 356.27 355.67 358.41 356.47 357.21
79 467.61 468.98 465.28 468.08 464.55 461.58*468.57
80 280.88 280.60 281.53 280.82 282.82 281.63 283.13
81 255.51 256.92 256.83*255.93 257.03*254.55*259.94
82 241.41 242.60 241.94 242.38 241.39 241.38 241.38
83 157.56 157.91 157.97 157.87 158.58 157.87 158.61
84 223.20 223.60 223.30 223.53 223.40 223.32 223.53
85 413.17 414.16 414.03 414.12 413.45 429.81*413.59
86 203.36 203.63 203.66 203.60 204.74 203.47 203.72
87 296.28 296.70 296.18*296.86 296.42 297.25 298.98
88 244.69 245.53 245.40 245.48 246.19 244.46 245.44
89 215.09 217.43 215.75 217.71 214.10 220.15 215.96
90 438.44 438.32 439.38 438.42 442.63 439.03 439.53
91 313.97 315.15 315.05 314.71 316.60 313.85 316.90
92 181.75 183.29 182.68 182.96 183.07 182.74 183.32
93 293.53 293.45 292.88 293.56 293.23 294.52 293.51
94 237.26 237.65 237.37 237.50 237.60 237.65 237.58
95 266.92 267.35 267.04 267.24 266.86 266.89 266.70
96 270.42 271.02 270.26 270.84 271.11 270.27 272.36
97 311.82 312.97 310.42*311.27 312.27*308.42*313.34
98 351.00 351.90 351.76 351.83 352.45 352.05 351.76
99 309.11 309.30 309.77 309.32 311.49 309.64 310.00
100 337.88 338.77 339.03 338.52 339.96 337.90 340.87
101 270.40 271.00 269.82 270.83 267.09 267.09 269.63
102 258.74 259.24 259.11 259.19 259.14 258.96 259.04
103 287.53 287.62 288.64 287.47 289.46 287.26 289.92
104 190.25 190.58 190.70 190.56 192.05 190.28 190.70
105 322.21 322.48 322.18 322.31 323.40 322.26 322.21
106 193.19 193.88 192.14* 193.36 191.72 187.23* 194.25
107 303.02 303.61 303.42 303.51 304.31 303.30 303.54
Chapter 4: Least Squares Approaches to Estimating Parameters 





4.2 Basic Properties of Order Statistics

































































































































































































































































































































































































































































































































































































































































































du dv dz x dz y du dv
1 (6-17)
du dv 9 2 C(w,v)h(x, y) =
dx dy dudv
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