Abstract. This paper proposes a new computational method for solving structured least squares problems that arise in the process of identification of coherent structures in fluid flows. It is deployed in combination with dynamic mode decomposition (DMD) which provides a nonorthogonal set of modes -corresponding to particular temporal frequencies -a subset of which is used to represent time snapshots of the underlying dynamics. The coefficients of the representation are determined from a solution of a structured linear least squares problem with the matrix that involves the Khatri-Rao product of a triangular and a Vandermonde matrix. Such a structure allows a very efficient normal equation based least squares solution, which is used in state of the art CFD tools such as the sparsity promoting DMD (DMDSP). A new numerical analysis of the normal equations approach provides insights about its applicability and its limitations. Relevant condition numbers that determine numerical robustness are identified and discussed. Further, the paper offers a corrected semi-normal solution and QR factorization based algorithms. It is shown how to use the Vandermonde-Khatri-Rao structure to efficiently compute the QR factorization of the least squares coefficient matrix, thus providing a new computational tool for the ill-conditioned cases where the normal equations may fail to compute a sufficiently accurate solution. Altogether, the presented material provides a firm numerical linear algebra framework for a class of structured least squares problems arising in a variety of applications.
Introduction
Dynamic mode decomposition (DMD) [26] has become a tool of trade in computational fluid dynamics (CFD), both in the high fidelity numerical simulations and in the pure data driven scenarios; for a review see [30] and references therein. Its data driven framework and deep theoretical roots in the Koopman operator theory [25] , [33] , make DMD a versatile tool in a plethora of applications beyond CFD, e.g. for studying dynamics of infectious diseases [24] or for revealing spontaneous subtle emotions on human faces [5] in the field of affective computing. In order to identify the most important coherent structures in the dynamic process, the representations (1.1) are attempted with a smaller number of modes -the task is to determine < m, indices ς 1 < · · · < ς and the coefficients α j to achieve high fidelity of the snapshot representations A solution of this sparse reconstruction problem is proposed in [19] as a combination of compressed sensing and convex optimization -the resulting sparsity promoting DMD (DMDSP) has become an important addition to the DMD technology. One of the key numerical steps in DMDSP is solution of a structured least squares problem for the coefficients α j in (1.2) via the normal equations. From the numerical point of view, using normal equations for least squares solution is an illadvised approach because the classical spectral condition number of the problem is squared. We examine this issue, provide a floating point error analysis and analyze condition numbers that determine sensitivity of the problem. This allows us to explain good results obtained by DMDSP, and to determine the limits for applicability of the normal equations approach. To ensure robustness of the least squares representation (1.2), we develop a QR factorization based algorithm. Together with detailed descriptions and numerical analysis of the new proposed algorithms, we provide guidelines for numerical software development.
The material is organized as follows. In §2, we briefly review the DMD and in §2.2 we state the problem of snapshot reconstruction using the selected modes; the sparsity promoting DMD (DMDSP) is reviewed in §2.2.1. In §3 we first formulate the reconstruction problem in more generality by allowing weighted reconstruction error -each snapshot carries a weight that determines its importance in the overall error. Then, in §3.2, the explicit formulas for the normal equations solutions are given for this weighted error. In §4 we propose a modification of the DMDSP -its polishing phase can be considerably improved by replacing the variation of the Lagrangian technique with deployment of certain canonical projections. Numerical properties of the normal equations approach are studied in detail in §5. We identify the relevant condition number and argue that the
DMD and its variations
The DMD [27] is outlined in Algorithm 1.
Input:
• X m = (x 1 , . . . , x m ), Y m = (y 1 , . . . , y m ) ∈ C n×m that define a sequence of snapshots pairs (x i , y i ≡ Ax i ). (Tacit assumption is that n is large and that m n.)
1: [U, Σ, Φ] = svd(X m ) ; {The thin SVD: X m = U ΣΦ * , U ∈ C n×m , Σ = diag(σ i ) m i=1 } 2: Determine numerical rank k. 3: Set U k = U (:, 1 : k), Φ k = Φ(:, 1 : k), Σ k = Σ(1 : k, 1 : k)
k ; {Schmid's formula for the Rayleigh quotient U * k AU k } 5: [B k , Λ k ] = eig(S k ) {Λ k = diag(λ j ) k j=1 ; S k B k (:, j) = λ j B k (:, j); B k (:, j) 2 = 1} {We always assume the generic case that S k is diagonalizable, i.e. that in Line 5. the function eig() computes the full column rank matrix B k of the eigenvectors of S k . In general, B k may be ill-conditioned.} 6: Z k = U k B k {Ritz vectors} Output: Z k , Λ k 2.1.1. DDMD RRR. Recently, in [10] , we proposed an enhancement of the Algorithm 1 -Refined Rayleigh Ritz Data Driven Modal Decomposition. It follows the DMD scheme, but it further allows data driven refinement of the Ritz vectors and it provides data driven computable residuals. For the reader's convenience, the method is outlined in Algorithm 2; for detailed description and analysis, and a Matlab implementation we refer to [10] . • X m = (x 1 , . . . , x m ), Y m = (y 1 , . . . , y m ) ∈ C n×m that define a sequence of snapshots pairs (x i , y i ≡ A(x i )). (Tacit assumption is that n is large and that m n.)
• Tolerance level for numerical rank determination. 
; Ritz values, i.e. eigenvalues of S k } 9: for i = 1, . . . , k do
10:
R λ i = R(1:k,k+1:2k)−λ i R(1:k,1:k) R(k+1:2k,k+1:2k)
11:
[σ λ i , w λ i ] = svd min (R λ i ); {Minimal singular value of R λ i and the corresponding right singular vector }
12:
W k (:, i) = w λ i ; r k (i) = σ λ i {Optimal residual, σ λ i = R λ i w λ i 2 }
13:
ρ k (i) = w * λ i S k w λ i {Rayleigh quotient, ρ k (i) = (U k w λ i ) * A(U k w λ i )} 14: end for 15: Z k = U k W k {Refined Ritz vectors} Output: Z k , Λ k , r k , ρ k
Sparse reconstruction using selected Ritz pairs
In matrix form, (1.1) is compactly written as In the framework of the Schmid's DMD, the amplitudes are usually determined by the formula (2.4). Since Z m = U m B m (see line 6. in Algorithm 1) and U * m U m = I m , instead of applying the pseudoinverse of the explicitly computed Z m , one would use the more efficient formula
For a formal proof of the existence of the representation (2.3) and relation to the formulation via the Krylov decomposition and the Frobenius companion matrix, we refer to [13] . The main goal of the representations (1.1), (2.3) is revealing the underlying structure in the snapshots. It is best achieved with an approximate representation using as few as possible Ritz pairs (i.e. approximate eigenpairs). Ideally, the reconstruction is successful with small number of Ritz vectors that have small residuals (i.e. corresponding to selected eigenvectors of the underlying operator that is accessible only through the sequence of snapshots f i ).
If we desire to take only < m most relevant Ritz pairs, then the question is how to determine and what indices ς 1 , . . . , ς should be selected to achieve good approximation
This seems difficult task for practical computation. In general, here we assume the availability of a reconstruction wizard that selects z ς 1 , . . . , z ς so that in (2.6) the reconstruction error X m − Z ς D a V ς 2 F is as small as possible. An example of such a wizard is an optimizer with (relaxed) sparsity constraints, e.g the ADMM (Alternating Directions Method of Multipliers) which is used in the sparsity promoting DMD [19] , that we briefly review in §2.2.1. Another strategy, proposed in [22, §3] , is to choose modes that are dominant with respect to their influence over all snapshots.
For any strategy, once the modes are selected, instead of using the coefficients a ς i from the full reconstruction, one can achieve higher fidelity of (2.6) by recomputing them by solving a least squares problem with fixed z ς 1 , . . . , z ς . Here, optionally, we can use data driven refinements of the selected Ritz pairs (z ς j , λ ς j ), see [10] .
2.2.1. DMDSP: sparsity promoting DMD. One way to set up a computational procedure is to formulate it as least squares approximation with sparsity constraints
where a 0 denotes the number of nonzero entries in the vector a = (a i ) k i=1 of the new coefficients; the parameter γ ≥ 0 penalizes non-sparsity of the solution a. The measure of sparsity a 0 is in practical computations relaxed by using the 1 norm, a 1 , which turns (2.7) into a convex optimization problem
In [19] , for a given value of γ, the problem is solved in two steps:
1. (2.8) is solved using the ADMM, and the optimal a is sparsified by setting to zero its entries that are in modulus below a given threshold. Let j 1 , . . . , j s be the indices of thus annihilated entries -they define sparsity pattern. Define E to be the matrix whose columns are the columns of the identity with the indices j 1 , . . . , j s . Then the obtained sparsity pattern of a can be characterized by E T a = 0.
2. Once (2.8) has identified the sparsity structure, the coefficients a i are computed by solving the least squares problem with sparsity constraint:
In DMDSP terminology, this is the polishing part of the computation.
Since an optimal value of γ may be problem dependent, the above two-step procedure is repeated over a grid of (dozens or hundreds) values of γ.
An advantage of DMDSP is that it is a black-box procedure; the wizard is simply a convex optimization solver. However, it requires suitable range for the parameter γ, which, to our best understanding, is determined experimentally for each particular problem. † Further, ADMM uses the augmented Lagrangian that requires an additional penalty parameter ρ, which means that the user must supply two parameters (see [19, §A.] ).
The optimization problem (2.9) is solved by variation of the Lagrangian (see [19, Appendix C] ). This can be done more efficiently and we discuss it in §4. Further, in the case of real data, the approximant needs to be real as well; this is naturally achieved if the selected modes appear in complex conjugate pairs. It is not clear whether the optimizer in DMDSP is so tuned to respect this structure. The issue of computations with real data is discussed in detail in §6. 4 .
We complete this review with an important observation.
Remark 2.1. The minimizations (2.7), (2.8), with the sparsity constraint, look analogous to the compressed sensing problems; in fact [19] motivated the development of DMDSP as a combination of compressed sensing and convex optimization techniques. It should be noted, however, that the snapshot reconstruction problem (2.6) is heavily overdetermined and generically with unique solution, while in the compressed sensing framework one has an underestimated least squares problem and the sparsity constraint is imposed over a manifold of solutions. These are two fundamentally different situations. We further comment this issue in §6.3.1.
Snapshot reconstruction: structure, sensitivity and condition numbers
Suppose we have selected modes, re-indexed so that they are the leading ones, 1, . . . , , and that we seek an approximate snapshot reconstruction
The pairs (λ j , z j ) are approximate eigenpairs of A, e.g. the Ritz pairs. In terms of Algorithm 1 or Algorithm 2, Z ≡ z 1 . . . z = U k B with some k × matrix B , and ≤ k ≤ min(m, n).
In general, selection of modes will be determined by a wizard, aimed at achieving certain goals; an example is the DMDSP, reviewed in §2.2.1. But once the (λ j , z j )'s have been selected, we may ask whether the coefficients α j = a j can be recomputed so that the reconstruction (3.10) is improved over all snapshots. This is e.g. the polishing phase (2.9) in DMDSP.
Setting the scene
The task is to determine, for given (λ j , z j )'s and nonnegative weights w i , the α j 's to achieve
The weights w i > 0 are used to emphasize snapshots whose reconstruction is more important; with suitable choices of W we can target discrete time subintervals of particular interest, or e.g. introduce forgetting factors that give less importance to older information. We believe that this added functionality will prove useful in applications and the non-autonomous setting.
Here we use the · 2 norm as the most common choice; if one wants to distinguish the importance of different observables (that might be of different physical nature, expressed in different units, on different scales and with different levels of uncertainty), then · 2 can be replaced with an energy norm [10] .
To introduce all necessary notation, define
and write the objective (3.11) as the function of α,
where
Schematically, we have, assuming n > m,
Since X m = (f 1 , . . . , f m ), we can rewrite the above expression as follows:
In principle, (3.14) is a standard linear least squares problem that can be solved using an off-theshelf solver for the generic " Ax − b 2 → min" problem. This is certainly not optimal (here we assume n m > ) because it ignores the particular structure of the coefficient matrix, which is of dimensions mn × , not sparse, and the direct solver complexity is O(mn 2 ) flops. Further, to understand the numerical accuracy of the computed approximations, and to identify relevant condition numbers, we need to take into account the structure that involves the Ritz pars (z j , λ j ). These issues are important and in this section we provide the details.
The first step is to remove the ambient space dimension n and to replace it with . To that end, let Z = Q R 0 be the QR factorization. Note that R is of full rank.
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Then, using the unitary invariance of the Euclidean norm, the above can be written as
where g i is × 1 and h i s (n − ) × 1. The objective function becomes 18) where ⊗ denotes the Kronecker product. Note that h i is the component of the corresponding f i that is orthogonal to the range of Z , thus beyond the reach of optimization with respect to α. Hence, we actually need the economy-size QR factorization Z = Q(:, 1 : )R; g i = Q(:, 1 : ) * f i .
Remark 3.1. Since in a DMD framework Z = U k B , B ∈ C k× , the factorization of Z is obtained from the QR factorization B = Q R, where by the essential uniqueness Q(:, 1 : ) = U k Q . (Even if the column of Z are the refined Ritz vectors, they have a representation of the form Z = U k B , only with a different matrix B .) Hence, the QR factorization of Z is not necessarily computed explicitly from the explicitly computed Z ; the more economic way is using the QR factorization of B .
and (as in the unweighted case considered in [19] ) the reconstruction is done with the projections of the snapshots onto the span of the leading k left singular vectors (principal components). In the corresponding basis, the snapshots are the columns of
, the Ritz vectors are in B (Z ≡ B ), and we may proceed with the QR factorization B = Q R, thus removing the large dimension n in the very first step. This is included as a special case in the generic description (3.14 -3.16) which appears in other applications (outside the DMD framework; see e.g. [23] ) and it is thus preferred as a general form of the structured LS problem. computation. In this projected framework, the QR factorization of Z then reduces the dimension from m + 1 to . This has been successfully used in [13] , where Z is computed directly (without the DMD) from the eigenvectors of the companion matrix (inverse of the Vandermonde matrix from (2.3)).
Structure of the LS problem and normal equations solution
The objective function Ω( α) has a very particular structure that allows a rather elegant explicit formula [19, §II.B] for the optimal α via the normal equations in the unweighted case (W = I m ). Here, we generalize the formula to the weighted case. Then, we discuss an additional structure. Theorem 3.3. With the notation as above, the unique solution α of the LS problem (3.11) is 19) where
In terms of the original data,
Proof. Note that α actually solves
Hence, the optimal α is given by the Moore-Penrose generalized inverse, α = S † w g w , where
Further, using the Hadamard matrix product • and the element-wise conjugation · , we can write
Note that Theorem 3.3 does not use the Vandermonde structure of V ,m ; it only requires full row rank; similarly the triangular structure of R is not important, and we only require R to have full column rank. Hence, its result can be stated in a more general form.
The formula (3.19, 3.20) , which appears to be new, contains the formula from [19, §II.B] as a special unweighted case. Since the Hadamard product of two positive definite matrices remains positive definite, the solution of (3.19) is obtained using the Cholesky factorization of (R * R) • (V ,m W 2 V * ,m ) followed by forward and backward substitutions. The complexity of (3.19) in terms of arithmetic operations is dominated by O(m 2 ) + O( 3 ). Typically, m . In fact, the relations (3.21 -3.25), which implied (3.19), hide an elegant structure that we discuss in §3.2.1.
3.2.1. On Khatri-Rao structure of the snapshot reconstruction problem. Recall, for two column partitioned matrices A = (a 1 , a 2 , . . . , a n ) ∈ C p×n and B = (b 1 , b 2 , . . . , b n ) ∈ C q×n , their Khatri-Rao product is defined as
The following proposition contains well known facts; it is included solely for the reader's convenience. For more detailed study of matrix products involved in this section we refer to [18, Chapters 4 and 5].
Proposition 3.4. The Khatri-Rao product satisfies the following relations:
• For any matrices A, B, C, D of appropriate dimensions
• For any three matrices A, B, C of appropriate dimensions and with B diagonal,
• For any two matrices A and B with the same number of columns,
Let Π be permutation matrix whose columns are the columns of the (m × m ) identity taken in the order of the following permutation ,m :
(In Matlab, we can generate ,m as ,m = reshape(reshape(1 : * m, , m)', * m,1), which intuitively describes ,m as transformation of indices between a column and a row major ordering of a two dimensional array.) Proposition 3.5. The LS problem (3.21) has the following Khatri-Rao structure:
Since Π is orthogonal, the problem reduces to computing the QR factorization of R V T ,m , and the objective (3.21) can be written as
Note that g = vec(G) and that Π T g = vec(G T ), where G is from (3.25) , and vec(·) denotes the operator that reshapes a matrix by stacking its columns in a tall vector. Normal equations are attractive in this setting because of avoiding the row dimension m of the Khatri-Rao product.
Application in antenna array processing.
The matrix least squares approximation with the Khatri-Rao structure also appears in other applications. An example is multistatic antenna array processing, where one determines the scattering coefficients α i by solving
Here H stands for the multistatic data matrix, and the columns G rec (:, i) and G tr (:, i) are the steering vectors associated with wave propagation between the receiving and transmitting array, respectively, and the ith scatterer. We refer the reader to [23] , where the unweighted (i.e. W = I) version of (3.19) is derived as normal equations solution based on the properties of the Khatri-Rao product. In fact, Theorem 3.3 provides a generalization of [23] to weighted least squares, and the material of this section supplies the supporting numerical analysis. (The formulas in Theorem 3.3 do not use the fact that V ,m is Vandermonde matrix.)
4. An improvement of the sparsity promoting DMDSP
In the notation of [19] , with = k (i.e. using k modes, where k is the dimension of the POD basis), we can write Ω 2 ( α) in the unweighted case (W = I m ) as
and
where 
The constrained problem (2.9) (Ω 2 ( α) −→ min, E T α = 0, where the k×s matrix E is described in §2.2.1) is in the polishing phase of DMDSP solved via the variation of the Lagrangian (see [19, Appendix C]), which yields the augmented (k + s) × (k + s) system of equations
for the amplitudes α and the vector of Lagrange multipliers ν. The amplitudes are then explicitly expressed as (see [19, Appendix C] and [20] )
More efficient procedure is to write α as α = E ⊥ β, where E ⊥ ∈ C k×(k−s) contains the remaining columns of the identity (complementary to the columns of E), and β ∈ C k−s is a new (unconstrained) variable. The objective function now reads where E * ⊥ PE ⊥ is a (k − s) × (k − s) main submatrix of P, and the explicit solution is
Schematically, the coefficient matrices of the linear systems in (4.36) and (4.38) can be illustrated as follows: 
(4.39)
Remark 4.2. To appreciate the difference between (4.36) and (4.38), consider for example k = m = 1200, and only = 30 modes. The augmented system in (4.36) is of dimension 1200 + 1170 = 2370, while the same result is obtained from the system (4.38) of dimension 30. Given the cubic complexity of the solution of linear systems, the speedup of (4.38) over (4.36) is considerable. It should be noted that (4.35) is a particular case of the saddle point problem that is solved by specially tailored methods; for an overview we refer to [2] ; see also e.g. [15] . However, our proposed alternative (4.38) is simpler and much more efficient.
Remark 4.3. The same scheme applies in the more general case with arbitrary full column rank matrix E. The only technical difference is in constructing the complement
It is then clear that we can take E ⊥ = Q 2 , and the above procedure applies verbatim.
Sensitivity analysis of normal equations method
Although elegant and efficient, the formula (3.19) has a drawback, typical for normal equation based LS solution -it squares the condition number (κ 2 (R * R) = κ 2 (R) 2 and κ 2 (V ,m W 2 V * ,m ) = κ 2 (V ,m W) 2 ) and uses a Cholesky factorization based solver with the coefficient matrix
In theory, by a Schur theorem [18, Theorem 5.2.1], the Hadamard product of a positive definite matrix and a positive semidefinite matrix with positive diagonal is positive definite and thus possesses the Cholesky factor.
In extremely ill-conditioned cases, however, it can happen that both computed and stored matrices R * R and V ,m W 2 V * ,m are exactly singular (or even indefinite) so that the Cholesky factorization of C might fail. Recall that, in finite precision computation, the Cholesky factorization may fail even if the matrix stored in the machine memory is exactly positive definite. Moreover, the factorization may even succeed with an indefinite matrix on input. We refer to [8] for details on computing the Cholesky factorization in floating point arithmetic.
Hence, the formula (3.19) should be deployed with great care, and its sensitivity must be well understood as it is used in a variety of applications. The following example is contrived, to illustrate the above discussion. , we see that their condition numbers are of the order of 1/ √ ε, which leaves the possibility of computation (involving R and V ,m ) with an O( √ ε) accuracy -in the IEEE 64 bit arithmetic this means seven to eight decimal places. Moreover, both V ,m and R are of full rank and the closest rank deficient matrices are at distances σ 3 (V ,m ) > 10 −9 and σ 3 (R) > 10 −9 , respectively. Further, since both matrices are entry-wise nonnegative, both V ,m V * ,m and R * R are computed to nearly full machine precision ‡ ; the same
. Although all these three matrices are by design positive definite and computed in each entry to full machine precision, none of them is numerically positive definite -the Cholesky factorization fails on each of them:
>> chol(Vlm*Vlm') Error using chol Matrix must be positive definite.
>> chol(R'*R) Error using chol Matrix must be positive definite.
>> chol((R'*R).*(Vlm*Vlm')) Error using chol Matrix must be positive definite.
Hence, the normal equation solver (which assumes positive definite linear system) might fail; and even if it succeeded the result might be unacceptably inaccurate.
On the other hand, the unweighted form (W = I) of the formula (3.19) has been successfully used in the computational DMD framework, despite the fact that it is based on normal equation (an ill-advised approach) that involves potentially ill-conditioned matrices. We offer an explanation and provide a way to estimate a priori whether this method can produce sufficiently accurate result. 
Condition number estimates

If we set
, then the relation above can be written as 
where g( ) is modest function of the dimension. Note that this implies component-wise error bound for each x i = 0:
For further discussion we refer to [8] .
Hence, it is the scaled condition number κ 2 (C s ) that determines the sensitivity to perturbations and the accuracy of the computed amplitudes, and not κ 2 (C). This is important because of the following theorem by Van der Sluis [32] :
Remark 5.3. Note that κ 2 (C s ) can be at most times larger, and that it can be much smaller than κ 2 (C).
In our case, C = A • B, with A = R * R, B = V ,m W 2 V * ,m , and it is important to understand how κ 2 (C s ) depends on A and B. 
In particular, C −1
If A or B is diagonal, all inequalities in this theorem become equalities.
Proof. The key observation is that C s = A s • B s , and the proof completes by invoking [18, Theorem 5.3.4] , which states the following general property of the Hadamard product
in which we can also swap the roles of A s and B s . Finally, note that (A s ) ii = 1 for all i.
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Remark 5.5. It should be intuitively clear that the Hadamard product C = A • B of a positive definite and a positive semidefinite matrix with nonzero diagonal should not worsen the scaled condition number, i.e. that κ 2 (C s ) is expected to be better than both κ 2 (A s ) and κ 2 (B s ). Indeed, C s has unit diagonal and the off-diagonal entries are
where by the (semi)definiteness of A and B both factors on the right hand side are in modulus below one. That is, the Hadamard products increases the dominance of the diagonal of C s over any off-diagonal position, as compared to the dominance of the corresponding diagonal entries in A s and B s . Hence, it is possible that κ 2 (C s ) min(κ 2 (A s ), κ 2 (B s )).
In the following example we illustrate such a situation, where R * R and V ,m V * ,m are so close to the boundary of the cone of positive definite matrices that they numerically appear as indefinite, but their Hadamard product posseses numerical Cholesky factor. .
If we repeat the experiment with the Cholesky factorizations, we obtain >> chol(Vlm*Vlm') Error using chol Matrix must be positive definite.
>> T0 = chol((R'*R).*(Vlm*Vlm')) T0 = 1.000000000000000e+00 1.000000000000000e+00 1.000000002980232e+00 0 1.490116119384765e-08 1.999999880790710e-01 0 0 4.079214149695062e-02
The condition number of T0 is estimated to 8.2·10 8 , and its inverse is used in backward and forward substitutions when solving the normal equations, see (3.19) . Note, however, that in this case κ 2 (C s )ε > 2, and perturbation theory [8] , [12] provides no guarantee for the accuracy of the computed Cholesky factor. (In fact, in Example 5.11 below, we argue that T0 is a pretty bad approximation.)
r with diagonal scaling matrices ∆ r and ∆ v such that R c has unit columns and (V m W) r has unit rows (in Euclidean norm). Then
Proof. Note that, with the notation A = R * R, B = V ,m W 2 V * ,m , we can apply Theorem 5.4, where we have
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Example 5.8. According to Theorem 5.2 and Remark 5.3, κ 2 (C s ) is potentially much smaller than κ 2 (C), and, by the discussion in §5.1, the results may be much better than predicted by the classical perturbation theory based on κ 2 (C). And, we can very precisely determine whether the normal equation solution will succeed by computing/estimating κ 2 (C s ). This can be illustrated e.g. with the simulation data of a 2D model obtained by depth averaging the Navier-Stokes equations for a shear flow in a thin layer of electrolyte suspended on a thin lubricating layer of a dielectric fluid; see [31] , [29] for more detailed description of the experimental setup and numerical simulations. ¶ The data ‖ consists of n t = 1201 snapshots of dimensions n x × n y (n x = n y = 128), representing the (scalar) vorticity field. The n x × n y × n t tensor is unfolded into n x · n y × n t matrix (f 1 , . . . , f nt ), and X m is of dimensions 16384 × 1200.
After performing a DMD analysis, we have computed the values of the condition numbers of
,m ) and C s as follows:
Using (5.42), we can conclude that the Cholesky factor of C can be computed to high accuracy, despite the fact that κ 2 (C) 1/ε. A closer look reveals that the high condition number is due to grading, i.e. it is in the diagonal D C . More precisely, as a result of the Ritz values being from both sides of the unit circle, the diagonal entries of C vary over several orders of magnitude, see Figure  1 . The diagonal entries of C vary from 1.682014829394577e+00 to 4.574179501782303e+87.
The absolute values of the computed Ritz values go (roughly) from 0.63 to 1.08.
Following the discussion in Remark 5.5 and Examples 5.1 and 5.6, the bound of Corollary 5.7 is in this example (luckily) an extreme overestimate because κ 2 (R c ) 2 = 3.052938825507679e+13, κ 2 ((V ,m ) r ) 2 = 9.620903374928321e+14. However, Example 5.1 illustrates the danger of potential failure of the formula (3.19).
Remark 5.9. In the DMDSP, the augmented Lagrangian method works with C +ρI, with suitable parameter ρ > 0. The Cholesky factor of C + ρI is used to repeatedly solve linear systems of equations. With any moderate value of ρ, the diagonal of C in Example 5.8 will behave similarly as shown in Figure 1 .
The condition number κ 2 (C s ) from Corollary 5.7 will determine the accuracy if we can compute C so that the error δ 0 C in computing C explicitly is such that |δ 0 c ij |/ √ c ii c jj is small for all i, j. ¶ We thank Michael Schatz, Balachandra Suri, Roman Grigoriev and Logan Kageorge from the Georgia Institute of Technology for providing us with the data. We used this dataset in [9] for testing a new algorithm for representing the snapshots using thr Koopman modes.
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Proposition 5.10. Let A = X * X, B = Y * Y with X ∈ C mx× , Y ∈ C my× , and let C = A • B, and
Proof. We follow the standard steps of floating point error analysis:
and, by the Cauchy-Schwarz inequality, |δa ij | ≤ O(m x ε) √ a ii a jj . An analogous claim holds for
The remaining error terms are bounded in the same way.
Hence, in a concrete finite precision computation, we will work with C = C + δ 0 C, so that the backward error (5.40, 5.41) applies to C. The scaled condition number κ 2 ( C s ) ( C s = ( c ij / c ii c jj )) will be moderate if κ 2 (C s ) is moderate, so all conclusions apply to C as well. Since both δ 0 C and δC are of the same type, the overall perturbation in C and its Cholesky factor is bounded in the same way. We omit the details for the sake of brevity.
A decision tree.
Equipped with the results from §5.1, we can devise a strategy that chooses the most efficient procedure to deliver the output to the accuracy warranted by the data on the input. Our goal is to develop a reliable software tool that is capable of computing to reasonable accuracy even in the most extreme cases.
Since the scaled condition number κ 2 (C s ) has been identified as the key parameter, we can safely proceed with solving the normal equations if we know a priori that it is moderate. One way to establish that is to use the the upper triangular factor R in the QR factorization Z = Q R 0 of the approximate eigenvectors (e.g. Ritz vectors or the refined Ritz vectors) that are usually computed as normalized, i.e. Z (:, i) 2 = 1 and R c ≡ R. Independent of that normalization, by Corollary 5.7, the condition number that matters is κ 2 (R c ) ≡ κ 2 ((Z ) c ), where (Z ) c denotes the matrix Z after normalizing its columns.
Recall that the condition number of an × triangular matrix can be efficiently estimated at an O( 2 ) cost; see for instance the subroutine XPOCON() in LAPACK. Moreover, since Z = U k B (see Remark 3.1) and since R can be computed directly from the O(k 2 ) QR factorization of the k × matrix B , we can estimate κ 2 (R c ) at the cost of O(k 2 ). If R is already available (computed for some other use), then the cost of estimating κ 2 (R c ) is only O( 2 ) and in that case we consider the estimate available as well. Hence, if one estimates that κ 2 (R c ) 2 1/ε, then one can safely use the normal equation solution (3.19) .
If an estimate for κ 2 (R c ) 2 is not available (e.g. R not computed) or if one concludes that κ 2 (R c ) 2 1/ε, then one goes on and computes C and an estimate for κ 2 (C s ), which is then tested against the threshold 1/ε. We can organize this in a decision tree as in Algorithm 3. It is designed for the case when the dimensions are sufficiently large and the efficiency of the formula (3.19) is desirable, but not at any price -it is deployed only if it can warrants certain level of accuracy.
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Algorithm 3 Decision tree for selecting a solution method for (3.21)
• R, Λ, , m
• Tolerance level tol ∈ (1, 1/ε) for acceptable condition number estimate.
1: if R available and κ 2 (R c ) 2 ≤ tol then 2:
if κ 2 (C s ) ≤ tol then 6:
else 8:
Solve (3.21) using QR factorization based solver, without squaring the condition number.
9:
end if 10: end if
In the next section, we discuss Line 8 in Algorithm 3. Note that the difference between (theoretically identical matrices) T and T0, computed in Example 5.6, is significant. Since the condition number of S is κ 2 (S) ≈ 1.6 · 10 8 , we know that T is provably more accurate than T0. The consequence of this difference in applications of the computed triangular factor is easily illustrated by the following simple computation (that is used for solving (3.19)) >> [T0\(T0'\ones(3,1)) T\(T'\ones(3,1))] ans = 2.703847231205138e+01 2.000000063280420e+00 -2.603847410305737e+01 -1.000000063280429e+00 1.791005994071227e-06 9.429518722743198e-15
Although small dimensional and entirely synthetic, Examples 5.6 and 5.11 should be convincing enough to call for the development of an algorithm that solves the LS problem without the explicitly computed (R * R) • (V ,m V * ,m ). We tackle this problem in the next section. For the sake of brevity, we will consider the case W = I m . The more involved general weighted case is left for the future work.
QR factorization based solvers
A numerically more robust procedure for solving the LS problem (3.21) needs the QR factorization of the m × matrix S, with the complexity of O(m 3 ) if an off-the-shelf procedure is deployed, e.g. qr from Matlab or xGEQRF, xGEQP3 from LAPACK. This O(m 3 ) factor will then dominate the overall cost of the LS solution, even if one decides to solve (3.21) using the SVD of S. (Since S is tall and skinny, the SVD of S is computed more efficiently if the computation starts with the QR factorization and proceeds with the SVD of the triangular factor.)
Squaring the condition number of S in the explicit formula (3.19) representing (3.22) is avoided if we use the tall QR factorization S = Q S R S ; then * *
(6.46)
Note that for computing Q * S g we do not need the explicitly formed factor Q S . Indeed, since Q * S is built from a sequence of elementary unitary matrices (Householder reflectors or Givens rotations) so that Q * S S = R S , it suffices to apply the same matrices to g as it was the ( + 1)st column of S.
Corrected semi-normal approach
If we want to avoid the additional cost for computing Q * S g, in particular in view of the efficient formula (3.25) for S * g, then we can settle for using the QR factorization of S only for implicit computing of the Cholesky factor of (R * R) • (V ,m V * ,m ) in (3.19) , to avoid the problems illustrated in Examples 5.1 and 5.6. Then, the seminormal solution [3] is
This method only partially alleviates the problem of ill-conditioning. It computes more accurate triangular factor than the pure normal equations approach (using the Cholesky factor of S * S, which may even fail), but in general it is not much better than the normal equations solver. However, if supplemented by a correction step, the seminormal solution becomes nearly as good as (sometimes even better than) the QR factorization based solver. The correction procedure, done in the same working precision, first computes the residual
and then computes the correction δ α as
and the corrected solution α * = α + δ α. This process can be repeated. For an error analysis in favor of this scheme see [3] .
In an efficient software implementation, we use the structure of S and organize the data to increase locality, i.e. prefer matrix multiplications. A prototype of the computational scheme is given in Algorithm 4. (In lines 2. and 3. we give hints to an implementer, regarding high performance implementation based on the libraries BLAS and LAPACK.) * * In this section we use the notation from §3.2.
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Algorithm 4 Corrected semi-normal solution of (3.21)
Input: R, Λ, G, S (Here applies the notation from §3.2.) Output: Corrected solution α * 1: Compute the triangular factor R S in the QR factorization of S.
It is certainly desirable to have an efficient QR factorization based LS solver that can exploit the particular structure of S and thus lower the O(m 3 ) cost of a structure oblivious straightforward factorization. With such a factorization, one can solve the LS problem using (6.46) or the corrected semi-normal approach as in Algorithm 4.
The recursive structure of the block rows of S can indeed be exploited to compute its QR factorization at the cost of O( 3 log 2 m). In the next section we provide the details.
QR factorization of S
We now provide the details of the new algorithm for computing the QR factorization of S. The recursive structure of the algorithm is first described in §6.2.1 for the simplest case of m = 2 p , with the details of the kernel routine given in §6.2.2. Section 6.2.3 provides the scheme with an arbitrary number of snapshots m.
6.2.1. The case m = 2 p . The basic idea is illustrated in (6.50) for m = 16, and it is, in a sense, analogous to the FFT divide and conquer scheme.
Algorithm 5 Recursive QR factorization of S in (3.21) for m = 2 p Input: Upper triangular R ∈ C × ; diagonal Λ ∈ C × ; number of snapshots m = 2 p Output: Upper triangular QR factor R S = T p of S ∈ C 2 p × in (3.21) Note that the core operation in the ith step of the above scheme is the QR factorization of the 2 × structured matrix
and, thus, it can be computed more efficiently than in the general case of a 2 × dense matrix.
Remark 6.1. If we want to solve the LS problem using (6.46), then in Algorithm 5 we need to include updating of g for each i = 1, . . . , p. The algorithm then reads as follows:
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Note that after this sequence of updates, the array g(1 : ) contains the vector Q * S g from (6.46); the least squares solution is then computed as the solution of the triangular system T p α = g(1 : ).
6.2.2. Details of the QR factorization of (6.51). The seemingly simple task to compute the QR factorization of two stacked triangular matrices (6.51) is an excellent case study for turning an algorithm into an efficient software implementation.
Algorithm 6 illustrates a straightforward scheme to annihilate the ( + 1)/2 entries in the lower block in (6.51); it works for the general case of two independent upper triangular matrices stacked on top of each other and its cost is 3 + O( 2 ) flops. for i = 1 : j do 4:
A(j, j : )
end for 7: end for
The nested loops in Algorithm 6 access the matrix B column-wise. Changing the loops into for i = 1 : {for j = i : {4 : . . . ; 5 : . . . end for} end for } will change the access to row-wise. The proper choice of loop ordering depends on the layout of the data matrices in the computer memory.
To enhance data locality, the annihilation strategy in Algorithm 6 can be modified so that the communication between the arrays A and B is reduced to once per column -it suffices to concentrate the mass of a column of B into a single entry (e.g. using a single Householder reflector) and then move it up into the corresponding diagonal entry of A using a single Givens rotation. This yields Algorithm 7. if j > 1 then
3:
Compute Householder reflector H = I − βww * such that HB(1 : j, j) = ± B(1 : j, j) 2 e 1
4:
B(1, j) = ± B(1 : j, j) 2
5:
if j < then
6:
Update B: B(1 : j, j + 1 : ) = B(1 : j, j + 1 : ) − βw(w * B(1 : j, j + 1 : )) 
10:
11: end for
The operations in Algorithm 7 are illustrated in the scheme (6.52). 
For more details we refer to [28] and for a guidelines for an efficient implementation we suggest studying the structure of the subroutine xGEQRF in LAPACK -essentially, the computation in Line 4 and Line 6 is already contained as a part of xGEQRF.
6.2.3. The case of general m. We now generalize the recursive scheme of the Algorithm 5 to general dimension m = 2 p . First, introduce simple notation: S will be considered as block-row partitioned with the ith block S [i] = RΛ i−1 . The submatrix of S consisting of consecutive blocks from the i 1 th to the i 2 th will be denoted by
As a motivation, note that the QR factorization of S [1:16] in the scheme (6.50) contains among its intermediate results the QR factorization also of e.g. S [1:2] (the factor is T 1 ), of S [1:4] (the factor is T 2 ), of S [1:8] (the factor is T 3 ), of S [9:12] (the factor is T 2 Λ 8 as S [9:12] = S [1:4] Λ 8 ). Also, T i is the triangular factor of the leading 2 i block rows of S. (6.53) and introduce the block partition of S as follows:
To exploit this, write m as binary number
The QR factorization of the largest block S [1:2
can be computed by the O( log 2 m 3 ) Algorithm 5, and the triangular factor of each of the subsequent blocks in (6.54) is, up to column scaling by an appropriate power of Λ, available among the intermediate results, as discussed above. These are designated as local triangular factors. This consists the first reduction step, that results in at most log 2 m + 1 local × upper triangular factors. In the second step, these are reduced, by building global triangular factors, to a single triangular matrix at the cost of at most O( log 2 m 3 ).
For an implementation of this procedure, it will be convenient to process the powers 2 i j in an increasing order, i.e. to scan the binary representation b from the right to the left. The local triangular factors of the blocks
are computed by scaling the computed triangular factors of, respectively,
with, respectively,
i j * −1 (6.57) and are built in into the global triangular factor by a sequence of updates. The procedure is summarized in Algorithm 9. 
13: 
end if 17:
end if 19: end for 20: {For a simple Matlab implementation see §8.1.} Remark 6.3. The above scheme can be easily adapted to work e.g. in base 3, i.e. m = 3 p and, in general, using the representation of m in base 3. Such details/variations become important for a custom made implementations on a particular hardware.
Numerical stability
For an efficient implementation, the computational scheme e.g. in Algorithm 6 will be modified to enhance spatial and temporal locality of data, e.g. using tiling or blocking techniques as in Algorithm 8, or parallelized for multicore hardware. It can be shown that with any such modification, the above computation is backward stable in the sense that the computed triangular factor is an exact factor of S + δS, where the backward error δS is column-wise small, i.e. δS(:, j) 2 ≤ η S(:, j) 2 , j = 1, . . . , ; η ≤ f ( , m)ε, (6.58) where f ( , m) is modest polynomial that depends on the details of a particular implementation. † † This follows from the simple fact that in Algorithms 5 and 9 (using Algorithm 6 with any ordering of Givens rotations, or Algorithms 7 and 8 as a kernel computational routine) we actually multiply the initial S from the left by a sequence of elementary unitary matrices -this is nothing else but independent unitary transformations (backward stable) of the columns of S. Hence, each † † Note that (6.58) is much stronger statement than the usually used backward error bound δS F ≤ g( , m)ε S F . aimdyn:2018Nov.001v1
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column of S has backward error that is small relative to that same column; in this way even the tiniest columns are preserved, independent of the remaining possibly much larger ones. Due to (6.58), the corresponding condition number that determines the accuracy of the decomposition is κ 2 (S c ), where S c is obtained from S by scaling its columns so that S c (:, j) 2 = 1 for all j. More precisely, if R S = R S + δR S is the computed factor, then δR S = ΓR S (i.e. δR S (:, j) = Γ(:, 1 : j)R S (:, j), for all j) and, following [11, §6.] ,
In terms of the initial data, the condition number of column-equilibrated S is estimated as follows.
Corollary 6.4. With the notation of Corollary 5.7, it holds that
(6.59)
Proof. It follows from Proposition 3.5 that C s = S * c S c ; hence κ 2 (S c ) = κ 2 (C s ), and the first inequality follows from Corollary 5.7. The second inequality follows from the classical result [32] .
This can be used to estimate the accuracy of Line 8 in Algorithm 3: if min(κ 2 (R c ), κ 2 ((V ,m ) r )) in (6.59) is below an appropriate threshold, certain level of accuracy can be guaranteed a priori.
6.3.1. Importance of pivoting. For better accuracy of the solutions of triangular equations (forward and backward substitutions in (6.47)), it would be advantageous to have column pivoted (rank revealing) QR factorization of S, i.e. that R S has strong diagonal dominance. Further, if S is ill-conditioned, then the rank revealing QR factorization can be used to determine the numerical rank of S and, by truncating R S , to compute an approximate LS solution with certain level of sparsity.
Let rank(S) = r S < , so that in the column pivoted QR factorization SP = Q S R S = R [11] R [12] 0 0 = Q S,r R [11] R [12] , Q S,r = Q S (:, 1 : r). (6.60)
Then the least squares problem S α − g 2 → min can be written as
and the problem reduces to
One particular vector in the solution manifold is
Note that α has at least − r S zero entries, and that it is different from the shortest solution α * = S † g. Hence, if the additional criterion is sparsity, the rank deficient least squares problem is best solved by (6.60, 6.62). In the full rank case α = α * .
Remark 6.5. Note that (6.61) is under-determined and that we can add sparsity constraint analogously to (2.7), which is accordance with Remark 2.1. The sparsity of the explicit solution (6.62) is a good starting point for a quest for sparse solution.
Remark 6.6. The Matlab backslash operator (e.g. alpha=S\g) solves least squares problems using (6.60, 6.62); the same procedure is used in xGELSX and xGELSY least squares solvers in LAPACK. The pivoted QR factorization is computed by the LAPACK subroutine xGEQP3 (or xGEQPF). If sparsity is a desirable property of the solution in rank deficient case, then (6.60, 6.62) should be preferred over using the Moore-Penrose pseudoinverse (e.g. alpha=pinv(S)*g, in Matlab).
The numerical rank r S of S is detected as follows: The column pivoted QR factorization computes SP = Q S R S and finds the smallest index r S such that |(R S ) r S +1, r S +1 | ≤ ξ|(R S ) r S , r S | where the threshold ξ is usually O( ε). Then, in the block partition SP = Q S R S = R [11] R [12] 0 R [22] , R [11] ∈ C r S × r S (6.63) it holds that R [22] F ≤ √ − r S ξ|R r S , r S |, and R [22] it is set to zero, thus yielding a rank revealing decomposition of the form (6.60). The truncation of R [22] is justified by a backward perturbation of S. The choice of the threshold ξ can be determined by taking into account the noise level on input, or it can be used to aggressively enforce low numerical rank (by allowing larger backward error) to obtain faster solver, or sparser least squares solution.
Indubitably, a QR factorization last squares algorithm should use pivoting, and it remains to see how to mount the pivoting device in Algorithms 5 and 9. The simplest way is to take the final upper triangular matrix R S on exit, and recompute its QR factorization wit the Businger-Golub [4] column pivoting; the more elegant one is to build the pivoting in the algorithm. It can be easily seen than the pivoting can be turned on at any (or every) stage in both algorithms; the permutations are accumulated/composed and pushed backward in the original matrix S. If the overhead due to pivoting at all stages is not acceptable, then we can settle with only the last step, when computing the last upper triangular matrix.
On real data and closedness under complex conjugacy
If the data f i in (3.10) and the operator A are real, it is desirable that the reconstruction ansatz is a priori structurally real, even if the selected Ritz pairs (z j , λ j ) are in general complex. Further, in the real case, it is desirable to do the entire computation in real arithmetic, which would substantially improve the performances of the software.
Keeping real arithmetic for real input (e.g. real matrices) and complex output that is a priori known to have complex conjugacy symmetry (eigenvalues and eigenvectors of real matrices) has important benefits with respect to numerical robustness (structure preserving that is important from the point of view of the perturbation theory) and computational efficiency (real data structures and real arithmetic). These are exploited in the state of the art software for matrix computations. So, for instance, in the LAPACK library, the driver routines for computing eigenvalues and eigenvectors xGEEV, xGEEVX (x ∈ {S, D} for single and double precision real matrices) use only real arithmetic, and complex eigenvalues and eigenvectors are returned as ordered pairs of their real and imaginary parts.
Hence, in a high performance LAPACK-based implementation of a minimizer for (3.14), the computation with (λ j , z j ) should be in terms of ( (λ j ), (λ j ); (z j ), (z j )). Here (·) and (·) denote, respectively, the real and the imaginary part of a scalar, vector or matrix.
6.4.1. Real reconstruction scheme of real data. The following technical proposition provides all details needed for obtaining in real arithmetic a LS solution closed under complex conjugation, and, consequently, real approximants to the snapshots f i . Proposition 6.7. Let all f i 's be real, i.e. f i ∈ R n , A ∈ R n×n . If the wizard has selected the Ritz pairs so that with each complex pair (z j , λ j ) the sum on the right-hand side of (3.10) contains also the contribution of its conjugate (z j , λ j ), then the corresponding coefficients are α j and α j , respectively. If (z j , λ j ) is real, then α j is real as well. As a result, the computed approximation is real.
Proof. Assume that the eigenvalues are so ordered that λ 1 , . . . , λ 1 are purely real, and the remaining complex eigenvalues are listed in groups of complex conjugate pairs λ j , λ j+1 = λ j , with Im(λ j ) > 0. Let 2 be the number of complex conjugate pairs. Hence = 1 + 2 · 2 , 1 , 2 ≥ 0.
Consider now a complex conjugate pair (λ j , z j ), (λ j+1 , z j+1 ) ≡ (λ j , z j ). Since z j and z j are linearly independent, the contribution of the directions of z j and z j+1 to can be replaced by the span of the two purely real vectors (z j ) and (z j ). Let 
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The difference between (6.66) and the original formulation (3.14) is in replacing the diagonal scaling matrices Λ i−1 with block diagonal matrices
containing 1 × 1 or 2 × 2 diagonal blocks. Similar holds for (3.15) , where now we have real QR factorization Z Φ λ = Q R 0 . Note that Z Φ λ is of same dimensions as Z , but it is a real matrix, thus occupying half the storage needed for Z . In a software implementation based e.g. on LAPACK, Z Φ λ will be actually computed in the form (6.64), so that this switching to real arithmetic is simple.
Needles to say, computing the QR factorization in real arithmetic is (estimated, but can be easily demonstrated in numerical experiments with sufficiently large dimensions) at least twice faster than in complex. Moreover, as discussed above, in a high performance computing environment, we initially have Z Φ λ , and not its complexification Z . After the real QR factorization of Z Φ λ , the steps (3.15), (3.16) are performed in real arithmetic.
And, finally, the fact that the solution is guaranteed to have complex conjugacy structure (6.67) analogous to the one of the selected eigenpairs, thus yielding real approximation, makes the final argument in favor of this formulation.
6.4.2. Algorithms of §6.2 for real data. After rewriting the steps (3.14 -3.21) over R using (6.65), (6.66), it remains to adapt the algorithms described in §6.2 to the case of real R and with the block-diagonal matrices Λ i−1 instead of the diagonal Λ i−1 .
Clearly, the global structure of Algorithm 5 and Algorithm 9 remains unchanged. The difference is in the structure (6.51), which is changed as illustrated below (three real eigenvalues (•) and two complex conjugate pairs ( )): To put it simply, each complex conjugate pair of Ritz values creates a bulge ( ). Hence, before running algorithms described in §6.2.2, it suffices to apply Givens rotations to first annihilate the bulges ( ), whose number equals the total number of complex conjugate pairs. It is easily seen that the rotations can be applied independently; there can be at most /2 rotations, so the total cost of this correction is O( 2 )). Such correction is needed only in the (2, 1) block, designated as B in §6.2.2.
Concluding Remarks
In this paper we have provided a new firm numerical linear algebra framework for solving structured least squares problem that arises in applications in e.g. computational fluid dynamic and multistatic antenna array processing. The numerical analysis explains the accuracy and the limitations of the normal equations based solution. New algorithm, based on a structure exploiting QR factorization has been presented with detailed numerical analysis and implementation details that should be the starting point for a high performance implementations on modern computing platforms. In the Appendix §8, we list few sample codes in Matlab; a LAPACK based implementation of all presented algorithms is under development. 
Matlab source codes
For the reader's convenience, in this section we provide Matlab implementations of some of the algorithms described in the paper.
QR Khatri Rao VTR
Algorithm 10 QR factorization of the Khatri-Rao product V T ,m
