Abstract. We are concerned with the rigidity of ℓ ∞ and ℓ n ∞ with respect to uniformly differentiable mappings. Our main result is a non-linear analogy of the classical result on the rigidity of ℓ ∞ with respect to non-weakly compact linear operators by Rosenthal, and it generalises the theorem on the non-complementability of c 0 in ℓ ∞ due to Phillips.
Introduction
We begin by recalling some classical results in linear Banach space theory. According to Pe lczyński, if Y is a Banach space and T : c 0 → Y is a non-compact linear operator, then c 0 contains a linear subspace X isomorphic to c 0 such that T | X is an isomorphism (see [7] , [2, Theorem 4 .51]). In particular, Y contains a copy of c 0 . Similarly, Rosenthal showed that if Y is a Banach space and T : ℓ ∞ → Y is a non-weakly compact linear operator, then ℓ ∞ contains a linear subspace X isomorphic to ℓ ∞ such that T | X is an isomorphism (see [5, Proposition 2.f.4] ). In particular, Y contains a copy of ℓ ∞ .
There has been a recent attempt ( [1] , [4, Theorem 6 .45]) to generalise the first mentioned result into non-linear setting, namely, for uniformly differentiable mappings from the unit ball of c 0 in the sense of the following definitions. Our principal reference for the theory of smooth mappings on Banach spaces is the monograph [4] .
Let X, Y be normed linear spaces and let V ⊂ X be convex with non-empty interior Int V . Then C 1 (V ; Y ) denotes the locally convex space of continuous mappings f : Int V → Y with continuous Fréchet derivative Df : Int V → Y such that f and Df have a continuous extension to the whole V and are bounded on closed convex bounded subsets of V , endowed with the topology of uniform convergence of f and Df on closed convex bounded subsets of V . The subspace of C 1 (V ; Y ) consisting of mappings f such that Df is uniformly continuous on closed convex bounded subsets of V is denoted by C 1,+ (V ; Y ). In scalar case, we use shortened notation C 1,+ (V ) = C 1,+ (V ; R). If f ∈ C 1,+ (B X ; Y ) for some Banach spaces X and Y , then there exists a bidual extension f * * of the mapping f such that f * * ∈ C 1,+ (B X * * ; Y * * ). The construction uses the Converse Taylor theorem and the powerful ultrapower construction based on the principle of local reflexivity, and can be found in Section 6.2 of [4] .
Theorem 6.45 in [4] implies that if Y is a Banach space and if f ∈ C 1,+ (B c 0 ; Y ) is a non-compact mapping, then there exists a point x * * ∈ B c * *
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non-weakly compact bounded linear operator from ℓ ∞ into Y * * . In particular, Y * * contains a copy of ℓ ∞ .
In some special cases, e.g. when Y is a dual space, this result implies that Y contains a copy of c 0 . The general case, however, remains an open question. That is, does for any Banach space Y the existence of a non-compact uniformly differentiable mapping from the unit ball of c 0 into Y imply that Y contains a copy of c 0 ? It should be noted that the problem cannot be solved by means of differentiation, in view of the next simple example. Indeed, choosing a surjective increasing C ∞ -smooth function φ : R → R such that φ(0) = 0 and Dφ(0) = 0, one can show that the mapping Φ :
, it is surjective, but DΦ(x) is a compact linear operator from c 0 into c 0 for every x ∈ c 0 .
In the present note we will consider a variant of this problem when the initial space is ℓ ∞ and show that in this case the analogous question has positive answer, introducing thus an approach to Rosenthal's result in non-linear setting. In addition, by passing to infinite-dimensional case via ultrapowers, we will derive a finite-dimensional counterpart of the result.
To this end we will generalise Theorem 6.45 from [4] for uniformly differentiable mappings which are not necessarily bidual extensions of uniformly differentiable mappings.
In order to find the right assumptions, recall that ℓ 2 is a linear quotient of ℓ ∞ . Therefore, by Theorem 6.68 in [4] , there exists a surjective second degree polynomial from ℓ ∞ onto ℓ 1 . So the non-compactness (or non-weak compactness) of the image of the unit ball B ℓ∞ is not sufficient for concluding that Y contains a copy of ℓ ∞ .
The proper generalisation is presented in Section 2 as Theorem 2.1 and followed by a finite-dimensional version of the statement, Theorem 2.3.
2.
Uniformly differentiable mappings from ℓ ∞ and ℓ n ∞ Let us first fix some notation that will be used throughout this section. The linear space x = (x i ) ∞ i=1 ∈ R N , sup{|x i |, i ∈ N} < ∞ equipped with the norm given as sup{|x i |, i ∈ N} is denoted by ℓ ∞ . If n ∈ N, then ℓ n ∞ is the linear space R n with the norm defined as sup{|x i |, i ∈ {1, . . . , n}}. For x ∈ ℓ ∞ (resp. x ∈ ℓ n ∞ ), we put supp(x) = {i ∈ N, x i = 0} (resp. supp(x) = {i ∈ {1, . . . , n}, x i = 0}). The key ingredient of the proof of the main result, Theorem 2.1, will be Lemma 6.27 from [4] (see also [3] ). Before stating its formulation, let us recall the notion of modulus of continuity of a uniformly continuous mapping.
Let (P, ρ) and (Q, σ) be metric spaces. The minimal modulus of continuity ω f of a uniformly continuous mapping f : P → Q is for δ ∈ [0, +∞) defined as
Clearly, ω f is continuous at 0. A non-decreasing function ω : [0, +∞) → [0, +∞] continuous at 0 with ω(0) = 0 is called a modulus. The set of all moduli is denoted by M. We say that ω ∈ M is a modulus of continuity of a uniformly continuous mapping f :
Lemma 6.27 in [4] says that for each ω ∈ M with ω(1) < ∞, for every L > 0 and every
is an L−Lipschitz function whose derivative Df has modulus of continuity ω, then there exists j ∈ {1, . . . , n} for which |f (e j ) − f (0)| < ε.
Our main result is the following.
Theorem 2.1. Let Y be a Banach space and let f ∈ C 1,+ (B ℓ∞ ; Y ) be such that {f (e k ), k ∈ N} is not relatively compact in Y . Then there exists an infinite subset K of N and a closed interval I ⊂ (0, 1) such that for the subspace Z = {z ∈ ℓ ∞ , supp(z) ⊂ K} of ℓ ∞ and for every point x ∈ Z satisfying that x k ∈ I for all k ∈ K, the operator Df (x)| Z is an isomorphism. In particular, Y contains a copy of ℓ ∞ .
Proof. Applying a translation in Y , we may without loss of generality assume that f (0) = 0.
Let ω be the modulus of continuity of Df and let
After possible passing to a subsequence of the sequence (e k ) ∞ k=1 , we can find a bounded
Now, we show that we may also assume that for every k ∈ N, the value of ϕ k • f at any x ∈ B + ℓ∞ is determined only by the k−th coordinate of x, up to a fixed error.
and (e k ) ∞ k=1 be as above. For any ε > 0 there exists an increasing sequence of natural numbers (k i )
holds.
Proof. Let ε > 0. When C and L are the constants defined earlier, take q ∈ N such that 1
Lemma 6.27 in [4] says that there exists N Cω, CL,
∈ N, where ω is the modulus of continuity of Df , satisfying that for every n ≥ N Cω, CL,
and every g ∈ C 1,+ (B
) which is CL-Lipschitz and such that Dg has modulus of continuity Cω, there is j ∈ {1, . . . , n} for which |g(e j ) − g(0)| < of N containing only elements greater than n 1 .
There must be M 1 ∈ {1, . . . , N 1 } such that for every u = (u k )
, the inequality
holds for each j ∈ {1, . . . , n 1 } and each
Then there is an h ∈ {1, . . . , n 1 },
, . . . ,
, 1 and an increasing sequence
of elements of the set {1, . . . , N 1 } for which h = j(i m ) and
. Thus we get a contradiction with Lemma 6.27 in [4] by considering the function g :
So, hereby we proved the existence of the M 1 .
Next, for every
there is a j(i) ∈ {1, . . . , n 1 } such that
, . . . , q−1 q , 1 for which
then by the value of n 1 there exists a γ 0 ∈ . Hence, we arrive at a contradiction with Lemma 6.27 in [4] applied to the function g :
is infinite, we can find an infinte subset
and a k 1 ∈ {1, . . . , n 1 } satisfying that
, . . . , q−1 q , 1 and for every i ∈ A 1 .
We construct the sought sequence of indices (
by induction. Let l ∈ N. Suppose that we have an increasing sequence of natural numbers (k i ) l i=1 and an infinite subset A l of N \ {1, . . . , k l }. Then, using Lemma 6.27 from [4] now for parameters Cω, CL and ε 2 l+2 we obtain a natural number N Cω, CL, 
and
j=1 the increasing sequence of the first n l+1 elements of A l and consider some N l+1 infinite mutually disjoint subsets A , every j ∈ {1, . . . , n l+1 } and all coefficients
Besides, for every
there is a j(i) ∈ {1, . . . , n l+1 } satisfying that for all
, 1 , we have that
This can be proved by a contradiction again. So, assume that it is not true. That is, there exists i ∈ A l+1 M l+1
such that for every j ∈ {1, . . . , n l+1 }, there are coefficients
The definition of n l+1 implies that we can find γ 0 , . . . , γ l ∈ of indices from the set {1, . . . , n l+1 } so that γ h = β h (j m ) for each h ∈ {0, . . . , l} and each m ∈ 1, . . . , N Cω, CL,
. Then the function g :
is CL−Lipschitz and its derivative Dg has modulus of continuity Cω, but the conclusion of Lemma 6.27 in [4] does not hold for g.
This is a contradiction. Thus we have established (4). Since
is infinite, there is an
and an index k l+1 ∈ a l+1 1 , . . . , a l+1 n l+1
such that
for all i ∈ A l+1 and all β 0 , . . . , β l+1 ∈ 
for all i ∈ {1, . . . , l} and write
The fact that ϕ k l • f is CL−Lipschitz along with the choice of q (see (2)) gives that
(here we put a 1 j = j for all j ∈ {1, . . . , n 1 }), (3) yields that
Thus, if l = 1, we conclude that
Hence, due to (5),
where we set
Let us continue with the proof of Theorem 2.1. Find ∆ ∈ (0, 1 2 ) so that ω(∆) <
16C
. According to Claim 2.2, by passing to a subsequence of the sequence (e k ) ∞ k=1 we may without loss of generality assume that for every k ∈ N and every x = (x i )
For each k ∈ N,
Therefore there exists an r
Passing to a subsequence of (e k ) and that (7) holds for every t ∈ [a, b] and every k ∈ N. Fix k ∈ N and x = (x i )
ℓ∞ . Thanks to (6) and (7) we get the following.
The foregoing lower estimate yields the existence of an s ∈ [a, b] for which
, and ∆ was chosen to satisfy that ω(∆) <
, we derive that for all t ∈ [a, b],
We show that Df (x) is an isomorphism on ℓ ∞ for any
λ for some k ∈ N. By virtue of the assumption (6), we can write
Therefore there exists an s ∈ [0, 1] satisfying that
Finally, as
, we obtain that
Now take any z ∈ ℓ ∞ and choose k ∈ N so that |z k | ≥ 11 12
z . Then
So, Df (x) is an isomorphism and the proof of the theorem is finished.
As a corollary, it follows that there does not exist any uniformly differentiable mapping from ℓ ∞ into c 0 which fixes the basis. This generalises the classical theorem of Phillips which claims that c 0 is not complemented in ℓ ∞ (see [2, Theorem 5.6] ).
In view of Corollary 2.4, Theorem 2.3 below can be seen as a vector version of Lemma 6.27 from [4] , which played a crucial role in the previous proof. We obtain it from Theorem 2.1 by applying the ultrapower construction.
We now recall the notion of ultrapower following Section 4.1 of [4] . Let X be a Banach space and let ℓ ∞ (N; X) be the Banach space {(x n ) ∞ n=1 , x n ∈ X, sup{ x n , n ∈ N} < ∞} with the norm given by sup{ x n , n ∈ N}. If U is an ultrafilter on N, we define the ultrapower of X as the quotient space
endowed with the canonical quotient norm. Here lim U x n ∈ R is the limit with respect to the ultrafilter U. Then, (X) U is a Banach space and (
Here comes the finite-dimensional result.
is an L-Lipschitz mapping whose derivative Df has modulus of continuity ω and for which f (e i ) − f (e j ) ≥ ε for all i, j ∈ {1, . . . , n}, i = j, then there exists J ⊂ {1, . . . , n} with card(J ) = m and x ∈ ℓ n ∞ such that Df (x)| span{e j ,j∈J } is an isomorphism.
Proof. Let ω ∈ M be finite at 1, let L > 0, m ∈ N and ε > 0. Suppose that (f n ) ∞ n=1 is a sequence of mappings such that for every n ∈ N, f n ∈ C 1,+ (B ℓ n ∞ ; Y n ) for some separable Banach space Y n , f n is L-Lipschitz, f n (0) = 0, Df n has modulus of continuity ω, and f n (e i ) − f n (e j ) ≥ ε for each i, j ∈ {1, . . . , n}, i = j. We show that then there exists n 0 ∈ N, a set J ⊂ {1, . . . , n 0 } of cardinality m and a point x ∈ ℓ n 0 ∞ such that Df n 0 (x)| span{e j ,j∈J } is an isomorphism. Since (f n ) ∞ n=1 is an arbitrary sequence with the listed properties, the statement of the theorem follows.
We may regard all f n 's as mappings from B ℓ∞ into ℓ ∞ by composing with the projections
and by identifying Y n with a subspace of ℓ ∞ . Let U be a free ultrafilter on N. We can define a mapping f :
Since the mappings f n are equi-Lipschitz, f is well-defined.
Moreover, f ∈ C 1,+ (B ℓ∞ ; (ℓ ∞ ) U ). Indeed, Corollary 1.99 in [4] says in particular that
for every g ∈ C 1 (U; Y ), where U is an open convex subset of a Banach space X and Y is a Banach space, and for every x ∈ U and every u ∈ X such that x + u ∈ U. Applying it to the functions f n , we obtain that
for every x ∈ U ℓ∞ and u ∈ ℓ ∞ such that x + u ∈ U ℓ∞ , and every n ∈ N. Take x ∈ U ℓ∞ . Define S :
It is easy to see that S is a bounded linear operator from ℓ ∞ into (ℓ ∞ ) U . Let u ∈ ℓ ∞ be such that x + u ∈ U ℓ∞ . Then by (9),
From Theorem 1.114 in [4] it follows that f ∈ C 1,+ (B ℓ∞ ; (ℓ ∞ ) U ) and that the modulus of continuity of Df is τ ω for some constant τ ≥ 1.
Besides, {f (e k ), k ∈ N} is not relatively compact in (ℓ ∞ ) U as
So, we can apply Theorem 2.1 to the mapping f . We obtain an infinite set K of natural numbers and a point x ∈ U ℓ∞ such that supp(x) = K and that Df (x)| Z , where Z = {z ∈ ℓ ∞ , supp(z) ⊂ K}, is an isomorphism. From the proof of Theorem 2.1 it follows that there exists ξ ≥ and that x + ζB ℓ∞ ⊂ U ℓ∞ and if u ∈ ζS Z , then by Corollary 1.99 in [4] ,
Choose q ∈ N so that
. Denote Q = j∈J σ j β j e j , σ j ∈ {−1, 1} and β j ∈ 0, 1 q ζ, . . . , q − 1 q ζ, ζ for all j ∈ J .
For each v ∈ Q ∩ ζS Z , the set N v = n ∈ N, f n (x + v) − f n (x) > 3 4 ξζ belongs to the ultrafilter U. Therefore the intersection v∈Q∩ζS Z N v is an infinite set. Take n 0 ∈ v∈Q∩ζS Z N v such that n 0 ≥ max J . Then, given u ∈ ζS span{e j ,j∈J } , we find v ∈ Q ∩ ζS Z so that u − v ≤ 1 q ζ and obtain that
In view of the Corollary 1.99 in [4] again, for u ∈ ζS span{e j ,j∈J } we have that
εζ.
Hence, Df n 0 (x)| span{e j ,j∈J } is an isomorphism. This finishes the proof.
We conclude by deriving a corollary that witnesses the relation between just proved Theorem 2.3 and Lemma 6.27 in [4] . Aknowledgements. The author would like to thank Petr Hájek for suggesting the topic and for many useful discussions and remarks.
