Abstract Latent semantic representations of words or paragraphs, namely the embeddings, have been widely applied to information retrieval (IR). One of the common approaches of utilizing embeddings for IR is to estimate the document-to-query (D2Q) similarity in their embeddings. As words with similar syntactic usage are usually very close to each other in the embeddings space, although they are not semantically similar, the D2Q similarity approach may suffer from the problem of "multiple degrees of similarity". To this end, this paper proposes a novel approach that estimates a semantic relevance score (SEM) based on document-to-document (D2D) similarity of embeddings. As Word or Para2Vec generates embeddings by the context of words/paragraphs, the D2D similarity approach turns the task of document ranking into the estimation of similarity between content within different documents. Experimental results on standard TREC test collections show that our proposed approach outperforms strong baselines.
Introduction
Despite the effectiveness of the existing IR models, such as BM25 [32] and language modeling approach to IR [29] , they can be potentially further improved by utilizing the latent semantic representations of words and documents. According to the recent advances in natural language processing (NLP), words and texts can be represented with semantically distributed real-valued vectors, i.e. the embeddings, generated by neural network models [24, 21] . The word and text embeddings have been shown to be effective and efficient in many NLP tasks [24, 21] .
One of the popular approaches for utilizing embeddings for IR is to estimate the document-to-query (D2Q) similarity in their embeddings. For example, a previous study [38] suggests that the IR effectiveness can be potentially improved by considering the semantic similarity between a document and the given query. As pointed out in [25] , not only semantically similar words tend to be close to each other in the embeddings space, but also words that can have "multiple degrees of similarity". For example, the embeddings of "summer Olympics" is likely to be very similar to "winter Olympics" because "summer" and "winter" have similar syntactic usage, and are very close to each other in the embeddings space. However, the two phrases are not semantically similar, hence the problem of "multiple degrees of similarity".
In this paper, we aim to improve the retrieval performance by utilizing the embeddings. The major contribution of this paper is the proposal a novel D2D similarity approach. In Section 3.1, we show that by estimating the similarity between a given document and a highly relevant document, the task of document ranking is turned into the similarity estimation between content within different documents. Since embeddings techniques like Word2Vec generates embeddings by predicting words within a given local context, our D2D similarity approach better utilizes the content information, and is expected to result in improved retrieval performance. In our approach, the highly relevant document is simulated by the top-ranked documents, namely the pseudo relevance document set. To the best our knowledge, this paper is the first to utilize the embeddings to estimate a semantic relevance score by the similarity between a document and the pseudo feedback set.
Continue with the example above, for a query like "Summer Olympics", using our approach, the semantic relevance score is measured by the semantic similarity of a document and a pseudo relevance set, in which the documents are likely to be about summer Olympics sports such as swimming and basketball. These sports appear in different context of winter Olympics sports such as curling. In this case, a document about winter Olympics is likely to receive a low similarity to the pseudo feedback set, such that the problem of "multiple degrees of similarity" can be overcome. The effectiveness of our approach may depend on the quality of the feedback set, and the pseudo feedback documents are not always relevant. However, as shown by the IR literature, pseudo relevance feedback (PRF) is in general useful for top-k retrieval [11] , hence the potential improvement brought by our approach over the baselines. Indeed, our study in Section 6.2 shows that the quality of the pseudo feedback set does not correlate with the effectiveness of our D2D similarity approach. In addition, the experimental results show that our approach outscores a number of recently proposed methods that attempt to utilize word/paragraph embeddings for IR.
In our study, we utilize the Word2Vec and Para2Vec techniques proposed by Mikolov et al. [24, 21] to generate word and document embeddings. Word or Para2Vec is a three-layer neural net for text processing. It turns words or texts into a numerical form that can be understood by deep nets, and it has been used in several existing approaches that aim to improve IR performance by utilizing semantic relation [1, 30, 38] .
The remainder of this work is organized as follows. Section 2 introduces the related work, including classical state-of-the-art IR models (BM25 and QLM), the word and and paragraph embeddings techniques, and recent applications of embeddings to IR. Section 3 compares D2D similarity with D2Q similarity and introduces our proposed D2D similarity approach. Experimental Settings and evaluation results are presented in Sections 4 and 5, respectively. In Section 6, we analyze the sensitivities of our approach to the tunable parameters, the impact of the quality of pseudo relevance document set on our approach, compare our approach with some other recently proposed state-of-the-art approaches mainly based on embeddings, and apply our approach to Clinical Decision Support. Finally, Section 7 concludes our work and suggests possible future research directions.
Related Work
In this section, we introduce classical state-of-the-art IR models (BM25 and QLM), the word and paragraph embedding techniques and recent works that aim to improve IR effectiveness by utilizing embeddings.
Classical Models
This section introduces the popular IR models that are used as baselines in this paper, including BM25 [32] , the query likelihood model (QLM) [29, 22] . As one of the most established retrieval models, BM25 computes the relevance score of a document d for given query Q by the following formula [32] :
where qtf is the frequency of query term t in query Q. K is given by k 1 ((1−b)+ b· l avg l ), in which l and avg l denote the length of document d and the average length of documents in the collection, respectively. The length of document d refers to the number of tokens occurring in d. k 1 , k 3 and b in Equation (1) are free parameters whose default setting is k 1 = 1.2, k 3 = 1000 and b = 0.75, respectively [32] . w t is the IDF factor used to measure the weight of query term t, which is given by:
where N is the number of documents in the collection, and df t is the document frequency of query term t which denotes the number of documents that t occurs. According to Equation (1), we can see that BM25 mainly consists of three variables, i.e. a TF part, an IDF part and a document length normalization part.
Ponte & Croft propose a query likelihood model (QLM) of the language modeling approach, in which the language model of each document is estimated and then the documents are ranked by the likelihood of the query according to the estimated language model. Given a document d, the query likelihood p(Q|d) based on the logarithmic framework is given by [29] [22] :
where p(q|d) and p(q|C) denote the document language model and the collection language model, respectively. |Q| is the length of query Q. α d is a document-dependent constant. Relevance model [20] is one of the state-of-theart relevance feedback methods for language modeling approach to IR. In our experiments, the popular RM3 relevance model [20] is applied to QLM, which is used as one of our baselines.
Word and Paragraph Embedding Techniques
The embedding techniques aim to learn low-dimensional representations for words or paragraphs. The learned embeddings are often considered to be able to capture the semantic information and are successfully applied in many NLP tasks. Topic models, such as Latent Semantic Indexing (LSI) [7] , Probabilistic Latent Semantic Analysis (PLSA) [15] and Latent Dirichlet Allocation (LDA) [4] , utilize global statistical information of the corpus. The recently emerged Word2Vec [24] and Paragraph Vector [21] are based on local context information instead. Next, we introduce the skip-gram model of Word2Vec and Paragraph Vector which are used in this paper.
The Skip-gram model consists of three layers, i.e. an input layer, a projection layer and an output layer, and the objective is to predict the context of a given word w.
Considering the conditional probability p(c(w)|w) given a word w and the corresponding context c(w), the goal of Skip-gram model is to maximize the likelihood function by optimizing the parameters θ in p(c(w)|w; θ) as described below [10] :
where (w, c(w)) is a training sample and D is the set of training samples. w and c(w) denote a word and the corresponding context, respectively. Under the assumption of independence of words in c(w), Equation (4) can be equivalently reformulated as follows:
where w denotes one of the words in the context of word w. In addition, the conditional probability p(c(w)|w; θ) is modeled as Softmax regression which is given by:
where v w and v c(w) are the n-dimensional distributed representations of word w and the corresponding context c(w), respectively. Substituting Equation (6) back into Equation (4), the final objective function of Skip-gram is given by:
where parameters in Equation (7) are trained by stochastic gradient ascent method. Paragraph Vector is inspired by the recent work in learning vector representations of words using neural networks [21] . For a given word w, Paragraph Vector aims to predict not only the word's context c(w) but also a special "word" denoted as paragraph id, added to represent the document. Paragraph id is always regarded as a part of the context of each word, i.e. the actual context of word w during the training is {Paragraph id, c(w)}. Paragraph id acts as a memory that remembers what is missing from the current context. Note that the training procedure of document embeddings in Paragraph Vector is the same as word embeddings in Word2Vec. At the end of training, the embedding of Paragraph id is used to represent the document, since the embedding of paragraph id remembers the semantic information in the document.
Applications of the Embeddings to IR
Inspired by the successful applications of embeddings to NLP tasks, there have been works that attempt to utilize embeddings to enhance the retrieval performance for IR in recent years [26] . In general, these works can be roughly divided into the following two categories.
The first category utilizes embeddings to reformulate the query. The reformulated query is expected to better reflect user's information need and can improve the retrieval performance of the baseline model. In order to solve the low matching ratio of keywords problem in sponsored search, Grbovic et al. [12] map queries into an embeddings space and expand a given query via the K-nearest neighbor queries. Kuzi et al. [19] adopt two methods to expand the query. One computes the cosine similarity between the embedding of a given term and the sum of the embeddings of all terms in a query. The other computes the cosine similarity between the embeddings of a given term and each query term, and then combines the term-to-term similarities. Roy et al. [35] propose a query expansion technique based on word embeddings in which expansion terms are obtained by K-nearest neighbor approach. The query term weighting is an important factor to influence the performance of a IR model. A good query term weighting framework can effectively improve the retrieval performance. To address the problem above, Zheng & Callan [42] propose a framework for learning term weights using word embeddings. Zamani & Croft [39] propose two expansion methods to estimate accurate query language models based on word embeddings and an embedding-based relevance model. To obtain discriminative similarity scores, the cosine similarity is transformed by the sigmoid function. Roy et al. [34] view the embeddings of terms as points in a embeddings space and utilize kernel density estimation algorithm to estimate a relevance model. Zamani & Croft [40] propose to estimate dense vector representations for queries based on the individual embedding vectors of vocabulary terms. The embeddings used in query reformulation can be obtained by two methods: global and local methods. The former is trained using all the documents in the collection while the latter is trained using the topic-specific documents. Diaz et al. [8] explore the difference between global embeddings and local embeddings when applied in query expansion. They utilize the documents returned by the initial retrieval to train local embeddings and the experiment results indicated that local embeddings provide better similarity measures than global embeddings for query expansion.
The second category utilizes the term-term, term-document and querydocument semantic similarities to improve the performance of IR models. Clinchant & Perronnin [5] view a document as bag-of-embedded-words (BoEW), and then non-linearly map the word embeddings into a higher-dimensional space and aggregate them into a document-level representation. Ganguly et al. [9] propose a generalized language model (GLM) which assumes that a query is sampled in the following three ways: direct term sampling, transformation via document sampling and transformation via collection sampling. The transformation probability between two terms is computed by the cosine similarity between their embeddings. The experimental results show that GLM significantly outperforms the standard LM and LDA-LM. Be similar to [9] , Zuccon et al. [43] propose to incorporate word embeddings within the translation language framework by capturing the semantic relationships between terms. Most of existing works using Word2Vec embeddings only keep the input projections. Differently from these works, Mitra et al. [27] introduce a novel documents ranking model named DESM in which a query term score is computed by the cosine similarity between its embedding and the embedding of the document, using both the input and output projections. There are also some works which directly learn embeddings for queries and documents from the texts using deep neural network. They utilize click-through data to train a deep neural network, such as MLP or CNN, which can directly maps queries or document into embeddings. DSSM model in [16] and CLSM model in [36] are typical examples of the above deep neural network methods. Guo et al. [14] view the semantic relationships between queries and documents in the perspective of transportation and the transportation gain is measured by the semantic similarity between two words when transport a document word to a query word.
There are also several approaches that do not exactly fall into any of the two categories above. Ai et al. [1] propose several improvements over the original Paragraph Vector model to make it more adaptive to the IR scenario. Guo et al. [13] propose a novel relevance matching model named DRMM using deep neural network for ad-hoc retrieval. While the list of previous studies mentioned in this paper may not be exhaustive, it includes most published results on the related subject that we are aware of. Interested readers are referred to [26] for a more complete review.
In addition to those second category of methods mentioned above, Vulić & Moens propose a D2Q similarity approach for for monolingual and crosslingual IR that scores a document d for a give query Q as follows [38] :
where R(d, Q) is the score given by the baseline model, e.g. BM25 or QLM. λ is the hyper-parameter to control the influence of R(d, Q) and Sim(d, Q). Sim(d, Q) is the semantic similarity between d and Q, which is measured by:
where d and Q is the embedding representations of d and Q respectively. As described in Section 1, due to the problem of "multiple degrees of similarity", the query-document semantic similarity may not be able to lead to sufficient improvement in the retrieval effectiveness. Instead, our approach measures the semantic similarity between a document and the corresponding pseudo relevance feedback set, in which the context of keywords within different documents is taken into account such that documents about the query topic can receive higher rankings.
The D2D-based Method
In this section, we first attempt to explain the reason why the D2D-based approach can deal with the "multiple degrees of similarity" problem compared to D2Q-based approach. Then we introduce two methods to generate embeddings for documents and how to utilize embedding-based D2D similarities for document ranking.
D2D Vs. D2Q Similarities
In this section, we attempt to explain the reason why the proposed D2D-based approach can improve over the D2Q similarity approach through example as in Figure 1 . Given a query " Summer Olympics" denoted as Q, there are Fig. 1 Example: D2D similarities. Document 1 about "Summer Olympics" is likely to be more relevant to the query than document 2 about "Winter Olympics". R is a highly relevant document. The D2Q similarity of
Document ranking is determined by the cosine similarity of context between documents, in addition to the D2Q similarity.
two documents d 1 and d 2 . d 1 is right about "Summer Olympics" while d 2 is about "Winter Olympics". Each document is assumed to consist of two parts, the keywords that summarize the content of the document, and the rest of the content, namely the context 1 . Since "Summer Olympics" and "Winter Olympics" are very close in the embeddings space, both d 1 and d 2 are likely to be highly ranked to Q using the D2Q approach as in [38] which is based on the semantic similarities between queries and documents. However, it is obvious that d 2 is about "Winter Olympics" which is not relevant to Q. As the embeddings generated by Word or Para2Vec can be added together [24] , the embeddings of a document can also be seen as the summation of the embeddings of the keywords and the context. Let KW s be the keywords and Ctx be the context of KW s. Thus the embedding representation of a given document is as follows:
Let Q be the embedding of query Q. According to [38] , the semantic relevance score based on the D2Q similarity is:
where the context within a document is matched to the query. Note that all embeddings are normalized to unit vectors since cosine similarity is used. Instead of considering the similarity between a query and a document, semantic relevance score in our proposed approach is based on the similarities between a given document and highly relevant documents, simulated by the pseudo relevance set. According to our proposed approach, for a given relevant document d R , the semantic relevance score of d i is:
Since d R is relevant to Q, KW s R is very close to Q in the embeddings space. Therefore, Equation (12) can be approximated as follows:
Considering that KW s 1 and KW s 2 are very close to each other in the embeddings space, we have Ctx R · KWs 1 ≈ Ctx R · KWs 2 . The above formula can be simplified by removing Ctx R · KWs i as follows:.
According to Equation (14), the D2D similarity considers the similarity of context between documents, in addition to the D2Q similarity. This is beneficial because queries are usually much shorter than documents, and the summation of query term embeddings does not necessarily cover sufficient semantic information of relevant documents. On the other hand, the use of D2D similarity enriches the semantic information involved in the document ranking. Continue with the example above, because both Ctx 1 and Ctx R are about sports of "Summer Olympics" while Ctx 2 is about sports of "Winter Olympics", we can tell that d 1 is likely to receive a higher similarity with d R than d 2 . For this reason, the proposed approach in this paper has the potential to deal with the "multiple degrees of similarity" problem.
Generating Document Embeddings
A unique advantage of Word or Para2Vec is that the word embeddings are able to preserve semantic relationships on vector operations such as addition and subtraction [24] . For this reason, the first method we adopt to generate embeddings for documents is to sum up the embeddings of all the terms in a given document in a weighted manner. This method is denoted as Term Addition, whose formula is given as follows:
where w and d are the embeddings of word w and document d, respectively. D t is the set of all the terms in document d. tf -idf (w) is used to measure the amount of information carried by word w, which is given by:
where tf is the term frequency of w in document d. N is the total number of documents in the collection, and df w is the document frequency of word w.
Since
Using D2D similarities for Document Ranking
The ranking function of our proposed D2D approach is as follows:
where 
where D is a m × k matrix, the i-th column of which is the embedding of the i-th document d i in D k P RF (Q), normalized by its 2-norm. w is a k × 1 vector, the i-th element of which is the weight corresponding to the document d i in D k P RF (Q). d is a m × 1 vector, namely the embedding of document d, also normalized by 2-norm. 1 is a k × 1 vector whose elements are all 1, introduced to avoid negative similarity. Note that Min-Max normalization is applied on both of them to make R(d, Q) and SEM (d, D k P RF ) be of the same scale.
2 Note that the pseudo feedback set here refers to the top-k documents used for the estimation of the SEM (d, D k P RF (Q)) score, which is different from the PRF method used in the baseline model, such as RM3.
The basic idea of Equation (18) is that the semantic similarity score of a given document d is a linear combination of similarity scores between d and the top-k feedback documents. The linear combination coefficient w reflects the weights of the feedback documents, which is given by the relevance score R(d, Q). 
Experimental Settings
In this section, we introduce our experimental settings, including datasets and the experimental design.
Datasets
We use five standard TREC test collections in our experiments, and the basic statistics about the test collections and topics are given in [24] . The number of dimensions of the embeddings are set to 300. In fact, according to Table 7 , with a wide range of possible settings, changing the number of dimensions of the word and document embeddings has little impact on the retrieval performance. 
Experimental Design
In our experiments, we evaluate our approach against the following strong baselines, i.e. BM25 [32] , BM25 with Rocchio's PRF method [17] , QLM with Table 4 Comparison to QLM with RM3 (QLM P RF ). The results of ClueWeb09B (CW09B) is reported on nDCG@20, and the rest are reported on MAP. A statistically significant difference is marked with a *. The best result on each collection is in bold. [20] , and the D2Q-based approach proposed in [38] . Note that the Rocchio's PRF method used in this paper is not the same as the original version as proposed in [33] . It has been adopted for recent IR models, as in [17] . BM25 with PRF is denoted as BM 25 P RF , while QLM with PRF is denoted as QLM P RF . In addition to the above baselines, the topic model LDA [4] , and TF-IDF [22] are compared to Word or Para2Vec in generating the vector representations of documents in our experiments.
The baseline models used in our experiments are optimized by grid search algorithm [3] . As described in Section 3.2, we use two methods to generate document embeddings denoted as d add and d pv , respectively. The semantic relevance score generated by our approach is denoted as SEM dpv or SEM d add depending on the embeddings used, while Sim d-Q denotes the semantic relevance score generated by the D2Q-based approach in [38] . For example, if we use BM25 to generate the content-based relevance score, and use Paragraph Vector to generate embeddings for documents, our approach is denoted as BM 25 + SEM dpv . Our approach has the following tunable parameters, hyper-parameter λ (see Equation (17)), and top k documents in
On each collection, we evaluate by a two-fold cross-validation. The queries for each test collection are split into two equal-size subsets by parity in odd or even topic numbers. In each fold, one subset is used for training, and the other is used for test. The results reported in the paper are averaged over queries in the two test subsets. There is no overlap between the training and test subsets. We report on the official TREC evaluation metrics, including Mean Average Precision (MAP ) [11] on disk1&2, disk4&5, WT10G, and GOV2, and nDCG@20 [11] on ClueWeb09 B. We use the official TREC evaluation metrics as we trust the TREC organizers to pick the appropriate measures for different retrieval tasks. In addition, in a comparison to the state-of-the-art method in [8] , nDCG@10 is used instead, since it is the reported metric in [8] . All statistical tests are based on the t-test at the 0.05 significance level, which is a popular setting used in a number of recent related studies [34] [35] [39] . Table 6 Comparison to QLM P RF +Sim d-Q [38] . The results of ClueWeb09B (CW09B) is reported on nDCG@20, and the rest are reported on MAP. A statistically significant difference is marked with a *. The best result on each collection is in bold. Table 2 presents the results against the classical BM25 model. According to the results, the integration of semantic relevance score (i.e. SEM ) has statistically significant improvements over BM25 in all cases, indicating the effectiveness of our approach. Tables 3 and 4 present the evaluation results against BM25 with Rocchio's PRF method and QLM with the RM3 relevance model, respectively. It is encouraging to see that statistically significant improvements are still observed with the use of PRF in most cases, especially on the three Web collections, showing the effectiveness of our approach.
Tables 2-4 also present the comparison of three different models (i.e. Word or Para2Vec, LDA and TF-IDF) in generating the vector representations of documents. Out of the three models for document vector generating, Word or Para2Vec achieves the best effectiveness. LDA outperforms TF-IDF, but both of them are not as effective as Word or Para2Vec. The comparison result between Word or Para2Vec and LDA is consistent with the findings in other NLP tasks [37, 6] . As the TF-IDF vector representations of documents do not have the ability in capturing the semantic relation between texts, the comparison results between TF-IDF and the other two models can be expected.
The comparison between our approach and the approach proposed in [38] is presented in Tables 5 and 6 . According the results, our approach outperforms the D2Q-based approach proposed in [38] in all cases, in which the semantic relevance of a document is measured by the cosine similarity between the embeddings of the document and the given query. As explained in Section 3.1, our proposed D2D-based approach has the ability to deal with the problem of "multiple degrees of similarity" when using embeddings to IR, and therefore the improvement over the D2Q approach in [38] is expected. 
(d) Sensitivity to |D k P RF | when using dpv Fig. 2 The sensitivities of our approach to parameter λ and |D k P RF | when using d add or dpv. Table 7 The impact of embedding dimensionality on retrieval performance obtained on WT10G by BM 25 P RF + SEM d add . Parameter b in BM25 is set to 0.60 with PRF. 
Further Evaluation and Analysis
In this section, we study the sensitivity of our approach to the tunable parameters, the impact of the quality of pseudo relevance document set on our approach, compare our approach with recently proposed state-of-the-art approaches, and apply the proposed approach to the Clinical Decision Support (CDS) task.
Parameter Sensitivity Analysis
As described in Section 4.2, our approach has the following tunable parameters, hyper-parameter λ (see Equation (17)) and top k documents in D k P RF (Q) (|D k P RF |). Embedding dimensionality (# Dimensions) is also a hyper-parameter in our approach. Note that the presented results in this section are all based on BM 25. Similar results can be observed using QLM .
For hyper-parameter λ, grid search algorithm is utilized to find the optimal value of λ with an interval of 0.01 from 0 to 1. According to Equation (17) , when λ is set to 1, only BM 25 is used. When λ is set to 0, only the semantic relevance score (SEM) is used. (a) and (b) of Figure 2 present the sensitivity of our approach to hyper-parameter λ on MAP without th use of PRF when using d add and d pv , respectively. From (a) and (b) of Figure 2 we can see that, the optimal values of λ usually fall in the interval of [0.25, 0.45] in most cases. As hyper-parameter λ controls the influence of the content-based model and the semantic relevance score shown in Equation (17) , the optimal values of λ in Figure 2 indicate that the impact of semantic relevance score should be greater than BM 25. In addition, we can find that the optimization curves of Paragraph Vector and Term Addition follow similar trends.
According to (c) and (d) of Figure 2 , the optimal values of parameter |D k P RF | are usually set to less than 50. As the parameter |D In addition, in order to analyze the impact of embedding dimensionality on the retrieval performance, we train word and document embeddings by setting a dimensionality interval of [100, 1000], with step 100. According to Table 7 , with a wide range of possible settings, the number of dimensions of the word and document embeddings has little impact on the retrieval performance, showing that our approach has very stable retrieval effectiveness with respect to the change of the number of dimensions of the embeddings. 
Influence of the Quality of the Pseudo Feedback Set
To explore how the quality of pseudo relevance set influences the effectiveness of our approach, we study the correlation between our approach's improvement in percentage over baseline and the quality of pseudo relevance set. The results are presented in Figure 3 . In Figure 3 , the x-axis represents the quality of the pseudo relevance set, measured by AP @k, while the yaxis represents our approach's improvement in percentage over baseline. Each sample point in Figure 3 represents a query and k is the optimized number of feedback documents parameter for training queries. In addition, Table 8 presents the mean of our approach's improvement in percentage over baseline at different levels of pseudo relevance set quality. Only the results obtained by BM 25 + SEM dpv are presented in this section as it has overall better performance than BM 25 + SEM d add in our experiments in previous sections. From Figure 3 we can see that the performance of our approach does not obviously correlate to the quality of pseudo relevance document set. According to Table  8 , our approach achieves improvement over the baseline on average at different levels of pseudo relevance set quality for all collections with only one exception on GOV2, which has only 5 queries with AP @k > 0.9. Moreover, according to Table 8 , our approach appears to be robust with respect to the low-quality pseudo relevance set D k P RF . Also, we find no clear pattern on how the effectiveness of our approach is related to the quality of pseudo relevance set, measured by AP @k. We then conduct additional experiment on disk1&2, by replacing the top-20 initial results returned by BM 25 P RF with 20 randomly selected non-relevant documents from the qrels. The BM 25 P RF baseline obtains MAP=0.1811 in this case. We then use the top-30 documents as the pseudo relevance set D k P RF , which has only a few relevant documents ranked between 21-30 in the initial results. Despite the poor quality of the pseudo relevance set, our method BM 25 P RF + SEM dpv still obtains MAP=0.2116, i.e. a 16.84% statistically significant improvement over the BM25 baseline. One possible explanation is that the non-relevant documents in the PRF set have only a random effect on the SEM score such that the retrieval performance is not evidently affected. In this case, the relevant documents in the D k P RF set are still able to improve the results through our D2D similarity approach.
Comparison to Other embedding-based Methods
This section compares our approach with the published results in a list of recently proposed neural models. Note that the results of different approaches cited in this section are obtained under different experimental settings. Therefore, the comparison is only provided for reference. Table 9 The comparison between our approach and the locally trained QE in [8] on nDCG@10. The results of the locally trained method are the best results reported in [8] . The results of our approach are obtained by BM 25 + SEM dpv .
Model disk1&2 disk4&5 CW09B
Locally-T rained 0.563 0.517 0.258
We first compare the results of the proposed approach with a state-ofthe-art query expansion approach based on locally trained embeddings [8] . This approach can also deal with the problem of multiple degrees of similarity by training the word embeddings on only the top-1000 documents. As only nDCG@10 is used in [8] , Table 9 compares the best nDCG@10 reported in [8] with our approach on each of the three publicly available TREC collections. From the comparison results we can see that our method is at least comparable to [8] on all three TREC test collections. In addition to [8] , we also compare our approach with other recently proposed works using embeddings or deep neural networks [1, 9, 13, 19, 35, 39, 40, 42, 14] . A recent work [41] using matrix factorization for pseudo relevance feedback is also considered. Figure 4 compares our proposed D2D similarity approach to a list of recent methods on utilizing embeddings for IR, in which the experiments are also conducted on the publicly available TREC collections. The results obtained by the related methods in Figure 4 are taken from those reported in the respective references. The results obtained by our approach are taken from Table 3 . The solid lines represent the best results of these works while the dashed lines are the corresponding baselines. We can at least conclude from Figure 4 that compared to the previous methods, the proposed D2D similarity approach scores the best retrieval effectiveness over the strongest baseline. In addition, we are puzzled by the fact that our baseline, BM25 with Rocchio's PRF, appears to be stronger than those related studies, although more or less similar models and algorithms are applied. Our guess is that we tune the free parameters, including BM25's parameter b, the numbers of feedback documents and expansion terms, and the interpolation parameter beta of Rocchio's PRF, to optimal, while those related studies set the parameters of their baselines to default, or by cross-validation. Nonetheless, we believe it is not a disadvantage in evaluating with as strong as possible baselines. Our baseline can be downloaded from [44] . Source code implementation is available upon request. Table 10 The evaluation results on the TREC 2015 CDS task. The difference in percentage is measured against the best result WSU-IR [2] in the task. A statistically significant difference is marked with a *. The best result of each evaluation metric is in bold. 
Method

Application to Clinical Decision Support
In this section, our proposed approach is applied to the TREC Clinical Decision Support (CDS) task of 2015 [31] , to illustrate the effectiveness of our approach on long documents with long queries. The collection used in the task is composed of 733,138 full-text biomedical articles with an average length of 2,583 tokens, and the topics are patient records with an average length of 80 tokens. The goal of the TREC CDS task is to retrieve relevant biomedical articles with respect to the patient records. The official evaluation metric used in the task is infNDCG [31] . The evaluation results are presented in . The free parameters in our approach are trained on the topics of the 2014 CDS task. In Table 10 , WSU-IR [2] is the best run in 2015 [31] , which combines different sources of evidence in a machine learning framework. W SU -IR + SEM d-D k P RF is a linear combination of WSU-IR with our proposed semantic relevance score (SEM). According to the results, a straight-forward application of our approach (BM 25 P RF + SEM d-D k P RF ) is able to achieve the best official evaluation metric, infNDCG, in this task. In addition, a linear combination of WSU-IR with SEM has statistically significant improvement over WSU-IR in infNDCG, suggesting that it would be beneficial to include semantic relation as an important feature in a learning to rank framework.
Conclusions and Future work
In this paper, we have studied how to effectively improve the performance of IR models by utilizing the embeddings. In order to overcome the problem "multiple degrees of similarity" when using embeddings to IR, we propose a novel D2D-based approach, which measures the semantic similarity between a document and the highly relevant documents, simulated by corresponding pseudo feedback set. Experimental results show that the integration of our proposed semantic relevance score can lead to significant improvements over the classical retrieval models and PRF methods. The effectiveness of different document vector generation models in estimating the semantic similarity between documents, including Word or Para2Vec, LDA, and TF-IDF, are also compared in the experiments. Results show that Word or Para2Vec outperform the other two methods. Finally, it is interesting to see that the effectiveness of our approach does not correlate with the quality of the pseudo feedback set. The D2D similarity approach appears to be robust even if there are only very few not top-ranked relevant documents in the pseudo feedback set, outnumbered by the non-relevant ones. We plan to investigate in an explanation on this finding in future research.
In future research, we also plan to investigate in the application of query reformulation using embeddings in our approach. In addition to the method in [40] , other recent approaches such as those proposed in [42, 18, 30] are expected to be able to further improve the retrieval performance of our approach. Moreover, we plan to apply our proposed approach to other IR tasks, such as microblog search [28] , where the keyword mismatch could have an important impact on the results as microblogs are usually very short.
