The problem of presliding friction identification based upon the Maxwell Slip model structure, which is capable of accounting for the presliding hysteresis with nonlocal memory, is considered. The model structure's basic properties are examined, based upon which a priori identifiability is established, the role of initial conditions on identification is investigated, and the necessary and sufficient conditions for a posteriori identifiability are derived. Using them, guidelines for excitation signal design are also formulated.
Introduction
Friction is the result of an extremely complex interaction between two surfaces, as well as other substances (such as lubricants) that may be present. It is well known that friction includes two operating regimes, referred to as the presliding regime and sliding regime [1] .
In the presliding (micro-slip) regime, the relative displacement between the two contacting surfaces is infinitesimal (on the order of 2 − 5 µm for steel materials [1] ). The friction force in this regime is mainly a function of displacement [1] , and is due to the adhesive forces derived from the asperity junction elastoplastic deformation. As the displacement increases, more and more junctions break, and finally there is a breakaway displacement beyond which gross sliding (the sliding regime) begins. In the sliding regime the asperity junctions have been broken, and a macroscopic relative displacement of the surfaces in contact takes place. In this case the friction force is mainly a function of the relative velocity [1] .
In many pointing and tracking applications with high precision requirements, presliding friction is the ascendant friction phenomenon that dominates the behavior of positioning systems at velocity reversals, or near the goal position. For this reason, precise presliding friction modelling is important for purposes such as dynamic analysis, fault diagnosis, and control.
Dedicated experiments focusing on the presliding friction regime [2, 3] , have indicated that there is a hysteretic relationship characterized by nonlocal memory between the presliding displacement and the applied force. Such a relationship is characterized by dependency of the force not only on the current value of the displacement, but also on past extremum values of it [4] .
Accurate modelling of presliding friction dynamics based upon first principles and material / surface properties is not possible to date. For this reason identification techniques based upon experimentally obtained data are typically used. These may be classified under two broad categories: Black-box methods, for which no prior knowledge on the presliding friction dynamics is utilized [5, 6] , or grey-box methods (also referred to as physics based ), for which some a priori information is used. Depending upon the form of the model structure, they may be also classified as state-independent and state-dependent.
The state-independent methods directly relate the presliding friction to the measured displacement.
Kim et al. [7] employ the Armstrong model [1] (a linear spring connecting presliding friction and displacement) and attempt estimation based upon an evolutionary algorithm based optimization. Wu and Presliding Friction Identification Based Upon the Maxwell Slip Model Structure 4 Tung [8] modify the Coulomb friction model by assuming that the presliding displacement is proportional to friction force changes, rather than the friction itself. Awabdy et al. [9] relate friction and displacement via the Todd and Johnson modified Dahl model [10] and estimate the parameters via curve fitting. In this case the presliding hysteresis seems to be described well, but parameter dependency upon the excitation is reported. It should be also noted that all of the aforementioned methods employ properly designed (dedicated) experiments.
The state-dependent methods relate the presliding friction to displacement via unmeasured state variables which account for the asperity deformations. The underlying dynamics is generally better described, but, at the same time, the identification becomes more challenging. A class of state-dependent methods is based upon the LuGre model structure [11] (and also its extension, referred to as the Elastoplastic friction model [12] ) and suitable time domain identification using nonlinear optimization. Although their implementation is relatively simple, a sequence of properly designed (dedicated) experiments is, again, required. In an attempt to overcome this difficulty, a method based upon a linearized version of the LuGre model and frequency domain identification has been also proposed [13, 14] . Yet, none of these methods accounts for the hysteresis phenomena with nonlocal memory that are present in presliding friction.
An alternative method is based upon the Leuven friction model [3] , in which two stacks that store the positive and negative displacement extrema associated with nested hysteresis loops, are utilized.
Identification is based upon curve fitting, much like in the Preisach model case [4] . The advantage of this method is that hysteresis with nonlocal memory is accounted for; yet the size of the stacks must be preselected and in real-time systems this may result into stack overflow in cases where the number of the initiated loops exceeds the preselected value.
A recent attempt for overcoming this is based upon the Maxwell Slip model structure which utilizes a piecewise approximation of the presliding hysteresis through the use of a number of elementary operators subjected to Coulomb friction [15, 16] . Identification is based upon regression type criteria combined with the arbitrary prior assignment of certain physical parameters (thresholds).
This study aims at a detailed consideration of presliding friction identification based upon the Maxwell Slip model structure. This structure has the advantage of conceptual simplicity, coupled with the capability of accounting for the hysteresis with nonlocal memory phenomena. The model structure's baPresliding Friction Identification Based Upon the Maxwell Slip Model Structure 5 sic properties are examined, based upon which a priori identifiability is established, the role of initial conditions on identification is investigated, and the necessary and sufficient conditions for a posteriori identifiability are derived. Using these, guidelines for excitation signal design are also formulated.
Based upon these, two new methods, referred to as Dynamic Linear Regression (DLR) and NonLinear Regression (NLR), for presliding friction identification are postulated (also see [17] ). Both may be thought of as different extensions of the conventional Linear Regression (LR) that uses threshold preassignemnt [15, 16] : The DLR by introducing extra dynamics in the form of a vector finite impulse response filter, and the NLR by relaxing threshold preassignment through a special nonlinear regression procedure.
These methods also circumvent the need for dedicated experiments, as a single experiment under "usual" operating conditions suffices for proper identification. The effectiveness of both methods is assessed via
Monte Carlo experiments and identification based upon laboratory signals, while comparisons with the LR method are also made.
The rest of this paper is organized as follows: The Maxwell Slip model structure is presented in section 2, in which its basic properties are also studied. The structure's a priori and a posteriori identifiability are studied in section 3, where guidelines for excitation signal design are also formulated. The DLR and NLR identification methods are introduced in section 4, and their effectiveness is assessed via Monte Carlo experiments and actual laboratory signals in section 5. The conclusions from this study are finally summarized in section 6. 2 The Maxwell Slip Model Structure
Mathematical Description
The basic Maxwell Slip model structure is pictorially presented in Figure 1 . It consists of a parallel configuration of M elasto-slide operators, each one characterized by negligible inertia. Each operator is characterized by its own linear stiffness k i and maximum spring deformation ∆ i (threshold). For spring deformations smaller, in magnitude, than ∆ i the operator sticks; otherwise it slips. The operator's current mass position is designated as x i (t). The difference between the exerted (common to all operators) displacement x(t) and the i-th operator position x i (t) provides the corresponding current spring Presliding Friction Identification Based Upon the Maxwell Slip Model Structure 6 deformation δ i (t):
Obviously, δ i (t) > 0 corresponds to extension and δ i (t) < 0 to compression.
When the i-th operator sticks its mass is fixed and δ i (t) changes proportionally to x(t), with |δ i (t)| < ∆ i . Alternatively, when it slips its mass is moving and |δ i (t)| attains its maximum value (|δ i (t)| = ∆ i ).
Thus:
The i-th operator remains sticking as long as |δ i (t)| < ∆ i , while slipping until the exerted displacement reaches a local extremum, that is the exerted velocity v(t) =
dx(t) dt
goes through zero (changes sign).
The application of a forward differencing scheme on Eq.(2) yields (note that from this point on t = 1, 2, . . . refers to discrete time):
Since |δ i (t)| ≤ ∆ i , ∀ t, Eqs.(3) yield for the magnitude of δ i (t + 1):
The sign of δ i (t + 1) is provided for by Eqs.
Hence, the direction (extension or compression) of the i-th spring deformation (within the slip or stick regimes) may be incorporated into Eq.(4) as follows:
State Equation (for each i):
Distinguishing the slip regime as positive or negative, each operator may be thought of as having three distinct operational regimes:
It should be noted that transitions from any regime to any other are possible, depending upon the exerted displacement.
The Maxwell Slip model provides the total presliding friction force, F M (t), as the sum of the operators' forces:
Output Equation (sum of spring forces):
with the deformations δ i (t) (∀ i = 1, . . . , M ) evolving according to Eq.(5).
In the sequel the input-output mapping provided by a Maxwell Slip model characterized by M operators [Eqs. (5), (6)] will be designated as
, with δ 1 , k and d being the Mdimensional initial deformation vector, stiffness vector, and threshold vector, respectively 1 :
The Maxwell Slip model structure is subject to the following assumptions:
Assumption A1. The operator stiffness values are nonzero:
Assumption A2. The operator thresholds are strictly positive and distinct, say:
The Maxwell Slip model has the capability of describing the hysteretic relationship between the displacement (excitation) and friction force (response) in the presliding friction regime [15, 16] . Typical examples of the hysteretic behavior obtained from a single operator and a multi operator Maxwell Slip model are illustrated in Figures 2 and 3 , respectively. The former presents the δ 1 (t) evolution (for ∆ 1 = 0.5) when the exerted displacement x(t) varies linearly between two extreme values. The latter corresponds to a Maxwell Slip model with M = 10 operators with exerted displacement: x(t) = sin(0.2πt) · sin(5πt).
A number of useful definitions follow:
Definition 2.1 (Slip border crossing) Assume that there are two successive time instants, t 0 and t 0 + 1, 
It is then said that the i-th state variable δ i (t) changes slip direction at time t 0 + 1.
As the above definitions imply, there are three general types of operational regime transitions: slip border crossing, stick border crossing, and slip direction change.
Definition 2.4 (Reachability) The i-th operator is reachable iff its state variable δ i (t) may reach any point p ∈ S i , starting from any arbitrary point q Proof: Considering Eq. (5), it is straightforward to construct at least one exerted displacement sequence that forces δ i (t) to reach any point p ∈ S i starting from any arbitrary initial state. 
Basic Properties
(ii) Slip direction change:
(iii) Stick border crossing:
Proof:
thus,
The proof for δ i (t 0 ) = −∆ i is similar. 
Proof: Since δ j (t 0 ) = ∆ j and δ j (t 0 + 1) = ∆ j , then δ j (t) crosses its positive stick border or changes slip direction at t = t 0 + 1. Thus, x(t 0 + 1) − x(t 0 ) < 0 [Properties 2.3 (ii) and (iii)]. Since all operators are subject to the same x(t), and and (c), respectively. Notice also that in case that both δ j (t 0 ) = ∆ j and Figure   5 (b) at time t max + 1 (
Property 2.5 (Conditions for stick to slip transitions) Let |δ i (t)| < ∆ i , ∀t ∈ (t 0 , t i ]. Then:
. . .
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(10) into this yields: (10) into this yields:
Assuming that t 0 is the initial time instant (t 0 = 1), then Property 2.5 demonstrates how the initial state influences the time appearance of the first slip border crossing (see Figures 5(a) and (c) at time t 2 ).
is demonstrated [Eq. (9)] how the evolution of δ i (t) within the operator's stick regime, as well as its next slip border crossing, gets influenced by ∆ i , the previous local extremum (this that corresponds to the previous stick border crossing) and the current value of x(t).
and x(t) decreasing (resp: increasing) for t > t 0 , with −2∆ i < x(t 0 + 1) − x(t 0 ) (resp:
crosses its negative (resp: positive) slip border at time t j > t 0 , then δ i (t) has already crossed its negative (resp: positive) slip border.
, then both state variables cross their positive stick border at time t 0 + 1 (Properties 2.3(iii) and 2.4). Notice that they may remain stuck for some time.
Then, let δ j (t) cross its negative slip border at a later time t j . Thus
The proof for δ i (t 0 ) = −∆ i and δ j (t 0 ) = −∆ j is similar.
A schematic representation of Property 2.6 is depicted at Figure 5 (b). Notice that δ 2 (t) crosses its negative slip border at time t ′ and ∆ 1 < ∆ 2 . 
Maxwell Slip Model Identifiability
Identifiability is a fundamental issue for successful model identification and incorporates the concepts of a priori identifiability and a posteriori identifiability. The former examines the question of whether
or not a postulated model structure may be uniquely identified from a designed experiment, under the ideal conditions of noise free observations and model structure correctness [18] (uniqueness property).
The latter deals with whether a real data set is "informative enough" to allow for the discrimination of a particular model from the pool of models belonging to the model structure [19] .
Although a priori identifiability is necessary, it is not sufficient for guaranteeing a posteriori identifiability [18] . The form of excitation employed has an apparently fundamental role within this context.
A Priori Identifiability of the Maxwell Slip Model Structure
Maxwell Slip model identification in general deals with the estimation of the initial state vector δ 1 (which is unavailable), stiffness vector k and threshold vector d from available excitation-response (displacement -presliding friction force) data. 
for at least one excitation sequence x(t) and for each common initial state vector δ 1 =δ 1 .
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A Posteriori Identifiability of the Maxwell Slip Model Structure
In order for a posteriori identifiability, with respect to k and d, to be obtained, the excitation should provide for clear discrimination among models belonging to the a priori identifiable (with respect to k and d) Maxwell Slip model structure. The issue is examined in the following three subsections: The first is devoted to initial state effects, the second to a posteriori identifiability, and the third to excitation design. Consequently, in order to avoid problems with the identification due to misspecified initial states, their effects (transients) should be eliminated. A way to do is by taking advantage of Property 2.7, which indicates that the initial state effects disappear right after the first slip border crossing. This leads to the following condition for the exerted excitation:
Initial state effects
Condition on the exerted excitation (condition C0): The excitation x(t) needs to be designed such that it gets increased (or decreased), in an arbitrary way, up to a critical maximum (or minimum) 
. . , M , may be used for identification.
A posteriori identifiability
As is also indicated in the proof of Proposition 3.1 (Appendix A), the identifiability of the Maxwell Slip model is closely related to the type of operational regime transitions enforced by the excitation x(t). In 
. , M ).
The LT L is defined as that quantity, entirely depending upon the given excitation, for which the operators with thresholds smaller or equal to it undergo no stick border crossing for the given x(t). That is:
∆ i ≤ LT L =⇒ the i-th operator undergoes no stick border crossing (12)
Given an exerted displacement sequence x(t), the Lower Threshold Limit (LTL) is determined as:
with t e designating a time instant at which the exerted displacement sequence exhibits a local extremum.
Proof: The proof is a direct consequence of Properties 2.3 (ii) and (iii). First observe that an operator leaves its slip regime right after a local extremum of the excitation x(t). 
M there is at least one t j > t cr + 1 such that:
and C2 should be properly adjusted for x(t cr ) being a minimum].
Proof: See Appendix C.
Since ∆ 1 is the smallest threshold, condition Condition C2 implies that as x(t) decreases (for t > t cr ), the operators cross their corresponding negative slip borders sequentially (following their simultaneous positive stick border crossing at time t cr + 1), in such a way that δ j (t) [∀j = 2, . . . , M ] remains sticking for at least two time instants after δ j−1 (t) crosses its negative slip border. Notice that if δ j−1 (t) remains sticking then δ j (t) is impossible to be within its negative slip regime (assumption A2 and Property 2.6).
Condition C2 may be violated in two possible ways by at least one operator j ∈ [2, M ]:
(a) δ j−1 (t) and δ j (t) cross their negative slip border at the same time instant t j > t cr + 1. Then (Property 2.5):
(b) δ j−1 (t) and δ j (t) cross their negative slip border at successive time instants t j and t j + 1, with t j + 1 > t j > t cr + 1. Then (Property 2.5):
Expressions (14), (15) imply that if there are successive thresholds ∆ j−1 and ∆ j that satisfy any one of the following relationships:
the a posteriori identifiability condition C2 is violated (loss of a posteriori identifiability).
Viewed in a slightly different way, condition C2 implicitly states that successive thresholds which lie within the ranges prescribed by Eq. (16) or Eq. (17) cannot be discriminated by the given excitation x(t).
Observe that the aforementioned ranges depend exclusively upon the excitation x(t) and get narrower as x(t) gets smoother.
Excitation design
The guidelines for designing a proper excitation signal x(t) are provided for by conditions C0, C1 and C2. Based upon them, a procedure for designing a very simple excitation that is sufficiently rich for identification may be described as follows.
Let, at first, x(t) increase (linearly or otherwise) up to a value x cr = x(t cr ) that is sufficient for getting all operators slipping (condition C0). The data to be used in the identification correspond to the time instant t cr forward. Next, let x(t) get slowly and monotonically decreased (linearly or otherwise) up to a point x ′ cr = x(t ′ cr ) in such a way as to meet conditions C1 and C2. This design involves the selection of x cr , x ′ cr and the form of the excitation variation within these bounds (hereby referred to as the "excitation smoothness factor"):
Selecting x cr and x ′ cr : A potential choice for x cr and x ′ cr may be the displacements exerted right before positive-direction and negative-direction, respectively, gross sliding begins.
Smoothness factor of x(t):
The required excitation smoothness is closely related to conditions C1 and C2. The former condition implies that the decrement x(t cr + 1) − x(t cr ) dictates the smallest threshold ∆ 1 that may be identified. The latter condition dictates that:
(i) How close two successive thresholds can be in order to be identifiable [Eqs. (16) - (17)].
(ii) The second largest threshold that may be identified:
Notice that the maximum threshold may be arbitrarily large:
for j = M and t M + 1 = t ′ cr ).
Maxwell Slip Model Structure Based Presliding Friction Identification
In this section two new methods for the Maxwell Slip model structure based identification of presliding friction dynamics are postulated: The Dynamic Linear Regression (DLR) and the NonLinear Regression (NLR) methods. They may be both thought of as different extensions of the conventional Linear Regression (LR) method that uses (arbitrary) threshold (maximum spring deformations ∆ i 's ) preassignment [15, 16] ): The DLR by introducing extra dynamics in the form of a vector finite impulse response filter, and the NLR by relaxing threshold preassignemnt through a special nonlinear regression procedure.
All methods, including the conventional LR which is presented first for purposes of completeness, on one hand, but also for forming the basis for the introduction of the DLR and NLR methods, on the other, are based upon minimization of a quadratic cost function of the form:
Presliding
with N designating the number of excitation -response signal samples used in identification, and e(t) the error defined as the difference between the measured force F (t) and the model provided force F M (t):
As is conventionally done, this error is assumed to be a stationary zero mean and uncorrelated (white)
sequence with variance σ 2 e [19] (note that relaxation of the error assumptions is generally possible, but is beyond the scope of the present study).
The Linear Regression (LR) Method
The conventional Linear Regression (LR) is the simplest possible method accomplishing partial identification of the Maxwell Slip model [15, 16] . The nonlinear part of the model [Eq. (5)] is assumed known, as the thresholds (∆ i 's) are preassigned, while only the remaining linear part [Eq. (6)] is estimated. As the presliding friction regime is considered, the thresholds are (arbitrarily) uniformly preassigned as: LR(M, k):
subject to Eq.(5). As the model structure is linear in the parameters, minimization of the cost function (18) leads to a Linear Regression type estimator for k.
The Dynamic Linear Regression (DLR) Method
This DLR method is based upon a suitable extension of the Maxwell Slip model structure. Once again, partial identification is performed, as the nonlinear part of the model [Eq. (5)] is assumed known (the thresholds being preassigned). Nonetheless, the linear part of the original model is extended by having the presliding friction force depending not only upon present, but also past values of the spring deformations [δ i (t)'s]. This is accomplished by having each spring deformation driven through a Finite Impulse Response (FIR) filter of order n in producing the presliding friction force. Equivalently, the spring deformation vector δ(t), defined as:
T is driven through an M -dimensional FIR filter with vector coefficients θ i (i = 0, . . . , n).
The DLR(M ,n,θ) model is thus of the form:
DLR(M, n, θ):
subject to Eq.(5). The vector θ used in the model representation designates the composite FIR filter parameter vector (which is to be estimated) and e(t) the model error.
Observe that the DLR model structure conserves linearity in the parameters, hence minimization of the cost function of Eq. (18) 
The NonLinear Regression (NLR) Method
The NonLinear Regression (NLR) method aims at complete estimation of the Maxwell Slip model, that is estimation of both the thresholds and stiffnesses. The NLR(M ) model thus is of the form:
subject to Eq. (5), with e(t) designating the model error.
The relaxation of the threshold preassignment is naturally expected to lead to increased accuracy.
Yet, the price to be paid for this benefit is that linearity in the model parameters is lost. Therefore, minimization of the cost function J [Eq. (18) ] now leads to a NonLinear Regression type estimator. By observing that the model is nonlinear only with respect to the threshold vector d, while remaining linear with respect to the stiffness vector k, the estimator may be realized via a succession of nonlinear and linear regression operations, that is 2 :
The nonlinear regression operation is based upon a postulated two-phase, hybrid, optimization scheme.
The first (pre-optimization) phase utilizes Genetic Algorithm (GA) based optimization [21] 
Model Order Selection
Since the main objective of presliding friction identification is simulation and control, model selection is tailored to these needs and is primarily judged in terms of the identified model's simulation ability. This is measured via a normalized quadratic function of the model error, referred to as the Normalized Output Error (NOE):
where F (t) and F M (t) designate the actual friction and its model-based simulated counterpart, respectively,μ F the sample mean of the actual friction force, and N the signal length. An advantage of this criterion is that it focuses on the excitation-response dynamics and is applicable to any model structure.
In addition, the condition number of the information matrix [19] is used as a means of avoiding model overfitting. Table 1 . Each excitation realization (displacement) is a zero mean uncorrelated Gaussian distributed random signal consisting of N = 1, 000 samples. The responses are either noise free or corrupted by zero mean uncorrelated noise at the 5% standard deviation level.
LR(M ) and NLR(M ) model order selection (that is

Identification Results
Identification results with two different types, referred to as
No noise case
The (ii) Estimating initial states (Type II result for NLR).
(iii) Eliminating initial state effects via condition C0 (Type III results for LR and NLR).
The estimated model parameters results are contrasted to the true parameters in function which are introduced due to the lack of identifiability of the initial states.
The overall best NOE criterion (with enormous differences from the rest) is thus achieved by the NLR(3) model for the Type III results. This underlines the effectiveness and significance of eliminating the initial state effects for achieving highly accurate stiffness and threshold estimates.
5% noise case
In this case both model order selection and parameter estimation are investigated with noise-corrupted response (force) signals. The initial state effects have been eliminated via condition C0.
Model order selection results are, for all three methods, presented in Figure 7 . DLR identification leads to generally decreasing NOE as the FIR order n increases (n = 1, . . . , 10). The FIR order n beyond which the reduction in the NOE is practically insignificant (below 1%) is selected and presented in the DLR(M, n) models in Figure 7 .
The NOE, as a function of the number of operators M and for the three types of models, is presented in Figure 7 . It is worth observing that the NLR(M ) models uniformly achieve the best accuracy as their NOE values are significantly lower than those of their counterparts. Furthermore, a plateau in the NOE sequence is achieved for M ≥ 3, hence the NLR(3) model is selected (notice that this model is characterized by the correct number of operators). The DLR(M, n) models achieve the second best accuracy. The minimal NOE value in this case is achieved by the overdetermined DLR(5, 6) model. Model order selection results by all three methods are presented in Figure 9 , which depicts the Normalized Output Error (NOE) criterion as a function of the number of operators included in the model.
Concerning the DLR method, Figure 9 presents the FIR order n (for each M ) beyond which the NOE decrease is practically insignificant. Figure 9 (a) refers to the estimation set and Figure 9 (b) to the validation set.
As Figure 9 (a) indicates, the NOE criterion is, for all models, decreasing as the order increases.
Nevertheless, the rate of NOE decrease for the LR models becomes small for M ≥ 6, while for the NLR models the NOE reaches an approximate plateau for M ≥ 6. Thus the LR(6) and NLR(6) models are selected. Regarding the DLR models, the NOE is decreasing for M ≤ 7, remains almost unchanged for M = 8, and continues its decrease for M ≥ 9. For purposes of model economy (principle of parsimony) the DLR (7, 8) model is in this case selected.
The behavior of the selected models within the validation set is analogous [ Figure 9 (b)]. This suggests that the estimated models may be considered as valid approximate representations of the presliding friction dynamics. However, for the NLR sequence of models, there appears to be an increase in the NOE criterion for M ≥ 9 [ Figure 9 (b)]. Nevertheless, examination of the NLR(9) and NLR(10) models indicates that they incorporate operators with almost equal thresholds and opposite stiffnesses. Thus, the fundamental assumption A2 is violated. Furthermore, the individual responses of these operators are mutually cancelled (Property 2.7). Thus, these models are clearly overdetermined (probably in an attempt to account for friction dynamics not accounted for by the Maxwell Slip model structure).
The fact that all selected models appear capable of capturing, though at different degrees, the underlying presliding friction dynamics may be also confirmed by the results presented in Figure 10 . This compares the actual presliding friction to the presliding friction obtained by driving each one of the estimated models [LR(6), DLR (7, 8) and NLR (6)] by the measured excitation (part of the validation set is shown). The corresponding model error signals are, for each model case, also presented.
A detailed comparative performance assessment, within the validation set, of the selected models is presented in Table 2 . This shows the NOE criterion along with the corresponding absolute maximum error. The parametric complexity of each model (number of estimated parameters), along with the computational time required for its estimation, are also presented. As it may readily observed, the DLR(7, 8) model achieves the lowest NOE value combined with a maximum error that is second best [the NLR(6) maximum error is somewhat smaller]. Yet, it is characterized by the (by far) highest parametric complexity, which (due to the linearity of the method) is not reflected in the computational time (which, due to the nonlinear regression, is much higher for the NLR method). In terms of achieved accuracy, the DLR(7, 8) model is followed by the NLR(6) model, with the and LR(6) model being worst.
From these results it is evident that the NLR(6) model achieves drastically better simulation performance than its LR(6) counterpart, while both models are characterized by six operators. On the other hand, the DLR (7, 8) model achieves the lowest NOE criterion [less than half of that of the NLR (6)]. This is due to the versatility exhibited by the DLR models in accounting (through their significantly increased parametric complexity) for the extra dynamics that are, expectedly, present in an actual presliding friction experiment and which may not be accounted by the Maxwell Slip model structure. Nevertless, the NLR(6) model (with estimated parameters presented in Table 3 ) strikes a very good balance between accuracy and parametric complexity. Its required computational time is clearly high, but this is not necessarily a concern as long as the model is estimated off line.
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Conclusions
The problem of presliding friction dynamics identification based upon the Maxwell Slip model structure has been addressed. This structure is closely related to models with linear-stop operators, and is capable of accounting for the hysteresis with nonlocal memory phenomena that characterize the presliding friction dynamics. The model structure's basic properties have been examined, based upon which a priori identifiability has been established. The role of initial conditions on identification has been also investigated, and the necessary and sufficient conditions for a posteriori identifiability have been derived. Using these results, guidelines for excitation signal design have been also formulated. (ii) The conventional LR method achieves partial model estimation and leads to the highest errors and asymptotically biased parameter estimates.
(iii) The DLR method also achieves partial model estimation. Yet, its structure allows for the representation of additional dynamics, and, also, for the alleviation (to a certain degree) of the effects of false threshold preassignment. The DLR generally achieves the lowest error, but, at the same time, exhibits the highest parametric complexity.
(iv) The NLR method achieves complete model identification via nonlinear regression. It attains excellent parameter accuracy, and strikes a very good balance between overall accuracy and parametric complexity.
It should be finally noted that most of the results of this study pertain to the Maxwell Slip model structure without being necessarily limited to the presliding friction case. As such, they may be used
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for the identification of a number of systems or phenomena that may be adequately described by the Maxwell Slip model structure (for instance magnetic materials and piezo-actuators which also exhibit hysteresis with nonlocal memory characteristics).
7 Appendix A: Proof of Proposition 3.1
Consider two Maxwell Slip models, subject to assumptions A1 − A2, with M operators and parameters k, d andk,d, respectively. Both are excited by a common x(t) and provide identical responses, thus Eq. (6):
Without loss of generality, let the threshold ordering be (also see assumption A2):
Also let the excitation x(t) be ramped up to a maximum x max = x(t max ), such that δ i (t max ) = ∆ i and 
(26) at time t max yields:
Adding Eqs. (26) and Eq.(28) yields:
state variables cross their positive stick border simultaneously at time t max + 1 (Properties 2.3 (iii) and 2.4 ; notice that∆ 1 is the smallest threshold).
As long as a state variable remains sticking for t > t max , its evolution is given by Eq.(9) with x(t 0 ) = x max and δ i (t 0 ) = ∆ i , that is:
Substituting this into Eq.(29) for t = t max + 1 and also using Eq.(28) yields: 
while Eq.(29) for t = t M gives ∆ M =∆ M .
The iteration of this procedure for j = M − 1, . . . , j = 2, each time using the results of the previous iteration, yields:
This, coupled with Eqs. (28) and (31), finally yields: k 1 =k 1 and ∆ 1 =∆ 1 .
Appendix B: Proof of Proposition 3.2
For the proof of this proposition it is sufficient to provide a case of a Maxwell Slip model that is not identifiable with respect to the initial state vector. This is done by demonstrating that a model features the exact same response when subject to two different initial state vectors δ 1 andδ 1 (the excitation x(t)
being the same).
Let a Maxwell Slip model with M = 2 operators and
Let F 2 (t) andF 2 (t) designate the responses due to the same x(t), but under the initial state vector 
Assume that the initial states satisfy the above, and also the following two conditions:
Then, due to Property 2.5, both δ 1 (t) andδ 2 (t) cross their positive slip border at t 1 + 1, whileδ 1 (t) and δ 2 (t) remain sticking. Employing Eq. (9) 
and∆ j subject to:
Now subtract the responses [Eq. (6)] of the two models, keeping in mind that some of their parameters are identical (as above). This yields:
Since condition C1 is valid for both models, then all state variables cross their positive stick border at time t cr + 1. Owing to Eq.(40) and Property 2.5, δ j−1 (t) and δ j (t), as well asδ j−1 (t) andδ j (t), cross their negative slip borders at time t j (condition C2 is not satisfied). Thus, these state variables remain sticking for the [t cr + 1, t j − 1] time interval, and, therefore, their corresponding evolutions, within this interval, are given by Eq.(9) (with 
Since x(t) decreases ∀ t > t cr , then according to Property 2.3(i), δ j−1 (t), δ j (t),δ j−1 (t) andδ j (t) remain within the negative slip regime ∀ t ≥ t j . Thus Eq.(41), using Eq.(39), becomes:
Eqs. (42) - (43), combined with the fact that at t cr all state variables are in positive slip, imply that F M (t)
andF M (t) coincide ∀ t ≥ t cr . Thus a posteriori identifiability is not possible.
Case B: Now assume that δ j−1 (t) and δ j (t) cross their negative slip borders at successive time instants t j and t j +1, respectively [∆ j−1 and ∆ j subject to Eq. (15) 
If a similar to the previous algebraic procedure is applied, keeping in mind that here (since C2 is not satisfied) both δ j−1 (t) andδ j−1 (t) cross their negative slip borders at time t j [Eq. (45) (3) NLR ( 
