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Summary
The multiple sequence alignment of protein sequences or DNA sequences has
become one of the most important tools in the modern molecular biology, espe-
cially with the implementation of the “Human Genome Project”, more and more
sequences have been obtained and need to do the insightful analysis. In order to
do the fast and eﬃcient multiple sequence alignment analysis, a lot of methods
or algorithms such as dynamic programming, progressive and iterative alignment
method have been developed. This thesis introduces a “Sequential Iterative Re-
ﬁnement Optimization Algorithm” (SIROA) approach. The basic procedure of the
SIROA is a heuristic progressive approach, however, we suggest to use an iterative
reﬁnement approach for some sub-aligned sequences group in each step of the pro-
gressive alignment. This iterative precess increase the sensitivity of the traditional
progressive alignment method and can get a relatively good result in aligning the
long length or low similarity sequence sets. In order to reduce the additional com-
putational complexity from the iterative procedures, we partition the sequence set
xvi
LIST OF TABLES xvii
into some blocks before the progressive alignment. This based on he additive prop-
erties of the alignment scores and the independence assumption of the alignment
between the remote subsequence part. Numerical multiple sequence alignment re-
sults reference to BAliBASE database have been done for evaluating the SIROA
method and comparing it with other approaches.
Key Words: Multiple Sequence Alignment Iterative Algorithm Score
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Chapter 1
Introduction
1.1 Basic Concept of Sequence Alignment
Nature is a tinkerer and not an inventor [Jacob 1977]. It means that new sequences
are normally adapted from pre-existing sequences rather than invented.One of the
most important results of the evolutionary analysis in molecular biology is that
we ﬁnd the DNA sequences of diﬀerent organisms are often related. Similar genes
are conserved across widely divergent species and it often performs a similar or
even identical function. Thus, the similar biological sequences often provide useful
information that help scientists to discover functional, structural and evolutionary
information.
One method in determining the similarity of sequences is the sequence alignment.
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Suppose we have k sequences S1,· · ·, Sk, (k≥2), each sequence consists of characters
taken from letters of the alphabet, denoted as A. A can be { A, C, G, T } for
DNA sequences or { A, R, N, D, C, Q, E, G, H, I, L, K, M, F, P, S, T, W, Y,
V } for protein sequences. We also use the symbol “–” to denote the gap which
can make the lengths of the sequences under comparison equal. We write our
alignment using the alphabet A′, which is A plus the gap character “ – ”(e.g. A′
can be {A,C,G,T,–} for DNA sequences). The multiple alignment of k sequences
is a rectangular array, consisting of characters taken from the alphabet A′. If the
sequences are
S1 = S1,1 S1,2 · · · S1,|S1|
S2 = S2,1 S2,2 · · · S2,|S2|
· · ·
Sk = Sk,1 Sk,2 · · · Sk,|Sk|,
then the multiple alignment will be




1,2 · · · S ′1,|A′|




2,2 · · · S ′2,|A′|
· · ·




k,2 · · · S ′k,|A′|,
where |A′| is the length of the ﬁnal alignment array.
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The multiple sequences alignment satisﬁes 3 conditions:
1. There are exactly k rows.
2. Ignoring the gap character, row i is exactly the sequence Si.









Figure 1.1: A sample of multiple sequence alignment.
Figure 1.1 is a sample of multiple sequence alignment which aligns 8 diﬀerent
protein sequences together. In an alignment, we normally place the identical or
similar residues in the same column. On the other hand, non-identical ones are
either placed in the same column which means a mismatch or just opposite to
a gap. Therefore, we need to place as many as the identical or similar residues
together in order to get an optimal alignment. To deﬁne an optimal alignment,
we can construct a scoring scheme in which the optimal alignment can give the
optimal scores. The most commonly used scoring scheme is the SP (sum-of-pairs)
score. Normally, better alignments will have lower scores. Therefore, we can get
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the optimal alignment by minimizing the SP score. Given a cost/weight schema









Where w(–,–) = 0, |A| is the width of the alignment and { (i,j), i<j } is the set of
all pairs.
1.2 Pairwise Sequence Alignment Method
Firstly, we consider the “pairwise sequences alignment” which means we only need
to align two sequences together. Generally, there are two kind of sequence align-
ment, global and local. Global alignment optimizes the alignment over the full
length of the sequences. It is more appropriate for comparing sequences that are
expected to share similarity over the entire sequence. As for local alignment, we
are more concern about aligning a certain part of the ﬁrst sequence against another
part of the second sequence. Thus, local alignment are often used when we need
to point out conserved regions between two sequences, in the situation that two
sequences overlapping or one is a subsequence of another. Figures 1.2 and 1.3 give
examples of global and local alignments.
CHAPTER 1. INTRODUCTION 5
HEAGAWGHE-E
--P-AW-HEAE
Figure 1.2: A sample of global sequence alignment.
AWGHE
AW-HE
Figure 1.3: A sample of a local alignment of the same sequences as above.
Suppose there are two sequences X and Y to be aligned, where |X | = m, and
|Y | = n. If gaps are allowed to be placed in any position of the alignment, then the
maximum potential length of the alignment is m+n. It means that there are 2m+n
subsequences with space for each sequence. Therefore,if we want to determine the
optimal alignment (either global or local) and use a brute force method to compare
the two sequences, it will require 2m+n × 2m+n = 4m+n compares. we can easily
ﬁnd that a short sequence will lead to an impossible search.
1.2.1 Dynamic Programming Method
In order to reduce the computing time complexity, Needleman and Christian Wun-
sch [1970] describe a dynamic programming (DP) method which uses an optimal-
substructure property of the sequence alignment. The DP algorithm solves an
optimization problem by dividing the original problem into independent subprob-
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lems. After solving all independent subproblems, it will assemble the answers of the
subproblems into a solution for the original problem. Each subproblem is stored
in a table only once in order to avoid recompute it in the later steps.
When the DP algorithm is used in sequence alignment, it assumes that each align-
ment up to a certain “preﬁxed” point in a global optimal alignment must be an
optimal alignment. Therefore, a dynamic programming matrix will be computed
in the DP algorithm . The optimal alignment score for any particular point in the
matrix corresponds to the optimal alignment that has been computed up to that
point. The DP algorithm aligns two sequences from the end of them and use a
scoring scheme for match, mismatch and gaps. The alignment corresponding the
path with highest score will be the optimal one.Dynamic programming approach
guarantees to provide the optimal alignment. Figure 1.4 shows the alignment of 3
sequences in term of a path traversing from a corner (original corner) of a cube to
the other corner (end corner).
Dynamic programming methods are central to the computational sequence analysis.
The methods I will introduce in this thesis make use of the dynamic programming
algorithm.
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Figure 1.4: The optimal path of an alignment of 3 sequence and the actual optimal
alignment(right).
1.2.2 Global Alignment and N-W Algorithm
The dynamic programming algorithm for solving global alignment problem is called
Needleman-Wunsch (N-W) algorithm. It ﬁrst constructs a matrix G indexed by
i and j, one index for each sequence. The ith row and jth column of the matrix,
G(i, j), gives the score of the optimal alignment between the sequence segment x1
to xi of x and y1 to yj of y. The G(i, j) will be built recursively in the algorithm:
If we know G(i− 1, j− 1), G(i− 1, j) and G(i, j− 1), then we can calculate G(i, j)
by:
G(i, j) = max


G(i− 1, j − 1) + s(xi, yi),
G(i− 1, j) + d,
G(i, j − 1) + d.
(1.2)
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where s(xi, yj) is the score of aligning the residue pair xi and yj, computed from
the scoring scheme used by N-W algorithm. If G(i, j) comes from this option, it
means that the alignment of this point will be a pair of residues from sequence x
and y. The d is the gap cost, it can be variate according diﬀerent sequence. If
G(i, j) comes from this option, it means that the alignment of this point will be a
residue oppositing a gap.
This equation is applied repeatedly to ﬁll the matrix G. The value in the ﬁnal cell
of the matrix is the score of the optimal global alignment of x to y. As we ﬁll the
matrix G, we also have a pointer in each cell back to the cell from which its G(i, j)
was derived. To ﬁnd the path of the global alignment, we need to do the trace
back procedure. This procedure will start from the last cell of the matrix, follow
the pointers that we stored and end in the start of the matrix. Note that if there
are two equal derivations at a point, an random choice will be made. It means that
the optimal path may not be unique when we do the global alignment using the
N-W algorithm.
1.2.3 Local Alignment and S-W Algorithm
In 1981, Temple Smith and Mike Waterman described a method for local sequence
alignment which modiﬁed the Needleman-Wunsch’s algorithm. There are two main
modiﬁcations made to the N-W algorithm. First, the mismatch scores in the Smith-
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Waterman algorithm must be negative. The second one is that when the dynamic
programming scoring matrix value becomes negative, the value will be set to zero.
This means that the alignment will be terminated at that point. Suppose L(i, j)
is the score of the optimal alignment between the sequence segment x1 to xi of x
and y1 to yj of y, then we can calculate the L(i, j) by:
L(i, j) = max


L(i− 1, j − 1) + s(xi, yi),
L(i− 1, j) + d,
L(i, j − 1) + d,
0.
(1.3)
The local alignment are constructed by starting at the highest-scoring positions in
the scoring matrix and trace back following the pointers we stored at the matrix
ﬁlling steps. The alignment will be stopped to a box that scores zero. Note, same
as the global alignment, the local alignment made by S-W algorithm will be various
if there are equal derivations at one or more points.
1.3 Multiple Sequence Alignment
For multiple sequence alignment (K ≥ 3), each alignment can be cast as a unique
path through a K−dimension lattice. The alignment can be obtained by traversing
through the lattice. Suppose the length of the sequence is n, then the number need
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to ﬁll in the score lattice is nK . This means that the computing time complexity
of the DP algorithm is proportional to the product of the length of the alignment
sequences. Thus, if we do not modify the DP algorithm, it can be slow and memory
intensive for long sequences.
1.3.1 Carrillo-Lipman Algorithm and MSA Program
In 1988, Carrillo and Lipman introduced a method, called Multiple Sequence Align-
ment (MSA) program, to reduce the numbers of cells to be examined in the dynamic
programming algorithm. The MSA imposes a pairwise alignment for each pair of
the sequences in a multiple sequence alignment. In Figure 1.5, the heavy arrow
represents the path in the cube to ﬁnd the alignment for three sequences. At the
same time, the projected path on sides of the cube can be deﬁned as a pairwise
alignment for each pair of the sequences. Then, the alignment found for each pair
of the sequences provide a bound on the location of the multiple sequence align-
ment in the cube and thus provide the positions that have to be examined in order
to ﬁnd the multiple sequence alignment in that cube. This will signiﬁcantly reduce
the number of cells to be examined.
In practice, the MSA program ﬁrst ﬁnd the alignment for each pair of sequences.
Then a trial multiple sequence alignment is produced after predicting a evolutionary
tree for the sequences. At last, sequences are multiply aligned in the order of their

















Figure 1.5: Alignment of three sequences by dynamic programming.
relationship on the tree. MSA calculates the multiple alignment score within the
lattice by the sum-of-pairs (SP)measure. The optimal alignment is based on the
best SP score. Using the C-L algorithm, the MSA program can align up to eight
sequences which have approximately 480 residues at a reasonable computing time.
The disadvantage of the MSA program is that the number of sequences that can
be aligned is limited because the computing time complexity is proportional to the
exponential of the numbers of the sequences to be analyzed.
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1.3.2 Other Heuristic Methods
Various heuristic methods have been developed due to the limitation of the MSA
algorithm and a lot of program have also been written using diﬀerent strategies and
algorithms. Generally, there are three kind of alignment strategies: Maximizing
(or minimizing) score, progressive pairwise and the probabilistic approach. The
maximizing score method ﬁrst ﬁnd a function to estimate the “goodness” of the
alignment. Then it try to align sequences in order to optimize this function. The
MSA and SAGA belong to this kind of method. Progressive alignment methods
align the most similar pairs with each other ﬁrst, then it merges and optimizes
those alignments. There are several commonly known method using this strategy
and the main diﬀerence among these method is the initial procedure they per-
form. ClustalW (Thompson,1994), PileUp and MAP methods start progressive
pairwise alignment with ﬁnding the global similarities in aligned sequences. On
the other hand, DIALIGN (Morgenstern, 1996), Macaw (Schuler, 1991), IterAlign
(Brocchieri, 1998) and prrp (Gotoh, 1996) methods ﬁnd the local similarities ﬁrst.
The probabilistic approach starts the alignment by ﬁnding a probabilistic model
which can describe the pre-aligned sequences family, then align each sequence to
the model independently. The most commonly used programs for this approach
are MaxHom (Sander, 1991), HMMER2.0, COVE and SAM. We will give a more
detail introduction of some most commonly used methods in next chapter.





















Figure 1.6: Schematic showing the relation between the diﬀerent alignment programs
and algorithm.
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1.4 Importance and Application of Sequence Align-
ment in Biology
We know that the most reliable way to determine the structure and the functions
of biological sequences is biological experiment. However, getting the DNA/protein
sequences is much easier and cheaper than determining their functions or structure
experimentally. This provides a strong motivation to ﬁnd a tool which can infer the
sequences’ functions and structure from the sequences only. Sequences alignment
is one of the most powerful tools to do this work. Using sequence alignment, we
can ﬁnd the similarity from the huge amount of sequence data. Then we can deﬁne
the conserved consensus parts in the sequences or divide the sequences data into
some domains by diﬀerent degrees of similarities. A strong (good) alignment can be
used to represent the evolutionary history of the group of sequences (Nicholas and
Graves,1983; Zkerandl and Pauling,1965). By sequence alignment, we can ﬁnd the
speciﬁc residues which changed without aﬀecting the sequences’ essential structure
and functions during the evolution process.
Sequence alignments have been the essential representation of the data in investi-
gations that successfully identiﬁed the sequence residues necessary for the correct
functioning of diﬀerent families of transfer RNAs (Nicholas and McClain, 1987;
McClain and Nicholas, 1987) and for determining the correct secondary structure
of many families of structural RNAs (Gutell et al., 1994). Such alignments also
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provide a means of testing hypotheses about gene duplication events and the ori-
gins of regulatory genes (Nicholas et al.,1995). Multiple sequences alignments also
form the basis for database of motifs, patterns that are diagnostic for membership
in particular families of bio molecules (Bairoch et al., 1995) or for identifying the
sequence features deﬁning the sites for post translational modiﬁcations (Rosenquist
and Nicholas, 1993) as well as predicting the outcome of RNA selection experiments
(Schmidt et al.,1996). With the rapid increase in the numbers of protein and DNA
sequences, especially from the Human Genome Project, better and faster method
for ﬁnding the optimal multiple sequence alignment is needed.
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Chapter 2
Review of Current Methods
With the increasing of the numbers of the biological sequences and the impor-
tance in aligning multiple protein or DNA sequences, more and more methods and
programs have been developed in these years. In this chapter we selected a few
most commonly used multiple sequence alignment methods and introduce the basic
concepts, deﬁnitions and procedures of these methods.
2.1 CLUSTALW Program
CLUSTAL (Higgins and Sharp 1988; Thompson et al. 1994a; Higins et al.
1996) is a program for multiple sequences alignment which uses the “progressive”
approach by Feng-Doolittle. ClUSTALW is the latest version of this series ex-
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cept the X version which provide a graphic interface. The W means “weight-
ing”, it can provide the “weights” to the sequences and the program parameters.
ClUSTALW improves the sensitivity of the progressive multiple sequences align-
ment through three additional heuristics including sequence weighting, position-
speciﬁc gap penalties and weight matrix choice.
2.1.1 The Basic Algorithm of the CLUSTALW
The CLUSTALW program ﬁrst performs a pairwise alignment of all sequences
and calculates a similarity matrix that represents the similarity of each pair of
sequences. The program then uses the alignment score matrix to produce a guide
tree. Finally, the sequences are progressively aligned according to the guide tree.
Build the similarity matrix
In the previous CLUSTAL programs, the pairwise alignment scores are calculated
by “the fast approximate method”. The score in this method is equal to the
k− tuple matches scores minus a ﬁxed penalty scores for every gap in the optimal
pairwise alignment. In CLUSTALW, the program provides another method which
uses a full dynamic programming alignment. This method uses two kinds of gap
penalties, open and extend, which can make the program more accurate. In ﬁgure
2.1, the score matrix on the top-left side is calculated through the later method.
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Produce the guide tree
The program uses the alignment score matrix to produce a phylogenetic tree ac-
cording to the “Neighbor-Joining” method.
Suppose we have a tree T and dijs are leaves of this tree which represents the
pairwise distance. We deﬁne








and |L| denotes the size of the set L of leaves. A pair of leaves i, j for which Di,j is
minimal is a pair of neighboring leaves. The algorithm for the “Neighbor-Joining”
method is as follows:
Initiaization:
Deﬁne T to be the set of leaf nodes, one for each given sequence, and put L = T .
Iteration:
1. Pick a pair i, j in L for which Dij, deﬁned by (2.2), is minimal.
2. Deﬁne a new node k and set dkm =
1
2
(dim + djm − di,j), for all m in L.
3. Add k to T with edges of lengths dik =
1
2
(dij + ri− rj) and djk = dij − dik, then
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join k to i and j, respectively.
4. Remove i and j from L and add K.
Termination:
When L consists of two leaves i and j, add the remaining edge between i and j,
with length dij.
The tree produced by this method is un-rooted and its branch lengths are propor-
tional to estimated divergence along each branch. Then, the root is placed at the
position which can make the equal branch length on either side of the root. The
tree produced in this step is also used to derive a weight for each sequence. The
weight of a sequence depends on the distance from its branch to the root. If a
sequence have a common branch with another sequence, the two or more sequences
will share the weight calculated from the shared branch. In ﬁgure 2.2, the weight
of S7 is 0.442, which is the length of the branch from the root to it. The weight of
the sequence S1 is calculated by:
0.081 + 0.226/2 + 0.061/4 + 0.015/5 + 0.062/6 = 0.223.
S1 and S2 share the length of the branch 0.026, so we divide it by 2. S1, S2, S3 and
S4 share the length 0.061, therefore we divide it by 4, etc.
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Progressive Alignment
The sequences are aligned following the phylogenies relationship indicated by the
guide tree and a series of pairwise alignment will be produced to align the clusters
of sequences. Figure 2.1 provide a example of this procedure: S1vs.S2 ; S3vs.S4 ;
(S1, S2)vs.(S3, S4) ; (S1 · · ·S4)vs.S5 ; (S1 · · ·S5) vs.S6 and ﬁnally (S1 · · ·S6)vs. S7.
At each step, the pair of sequence or a sequence versus a cluster or two clusters
are aligned by a full dynamic programming method using a substitution matrix
and two kind of gap penalties: open and extend. The average of all the pairwise
scores from the residues in the two cluster is used to calculate the score between a
position in the two cluster. For example, the scores at each position in the Figure
2.1 is the average of 8 comparisons. If we need to compare a gap versus a residue,
the score will be set to zero (the higher score is better). For weighted sequences,
the score of the pairwise comparison is obtained through the substitution matrix
multiplied the weights of the two sequences.
2.1.2 Additional Heuristics of CLUSTALW
In order to increase the sensitivity of the CLUSTALW program, three kind of mod-
iﬁcations including sequence weighting, position speciﬁc gap penalties and substi-
tution matrix have be used to the progressive alignment step in the CLUSTALW
program.
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Sequence Weighting
Sequence weights will be calculated from the guide tree obtained from the second
step of the CLUSTALW program. The sequence weights reﬂect the relationship
between diﬀerent sequences. Closely related sequence group will received lower
weights because they contain much duplicated information. On the other hand,
the divergent sequence will receive the higher weight. We can see the usage of it
from the Figure 2.1. The weights are used as a simple multiplication factor for
scoring positions from diﬀerent sequences or sequence groups.
Position-speciﬁc Gap Penalties
Like other alignment methods, CLUSTAL also uses a penalty for opening a gap in
the alignment sequence and an additional penalty for extending gaps. In CLUSTALW,
the main modiﬁcation for the gap penalties is that the gap penalties in the pro-
gressive alignment will be changed according to the average match value in the
substitution matrix, the similarity between the sequences and the length of the
sequences. If the alignment has higher similarity, the gap penalty will be increased
to discourage gap opening. The gap penalty for the sequence with a shorter length
will also be increased to limit the placement of gaps. Gap penalties will be de-
creased where gaps already occurred and will be increased in the regions near an
already gapped regions. A gap table will be calculated by the program in order
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to limited the gaps to the less conserved regions and the stretches of hydrophilic
regions where the gaps are easily open. These rules are very useful when a correct
alignment of some sequences is already know.
Substitution Matrix
PAM and BLOSUM are the two series of substitution matrices used in this program.
CLUSTALW will choose the diﬀerent kinds of substitution matrix to use according
to the similarities of the sequences to be aligned. Some matrices will used to align
closely related sequences. While other matrices works with sequences which have
relatively low similarity.
2.1.3 Advantages and Disadvantages
The main advantage of CLUSTALW is that it improves the sensitivity of the pro-
gressive multiple sequence alignment method without sacriﬁcing the speed and eﬃ-
ciency. It achieved this by using sequence weighting, position speciﬁc gap penalties
and dynamically choosing the substitution matrices. CLUSTALW can get a very
good alignment for closely related sequences and also works well with sequences
data which have diﬀerent degree of similarities. Another advantage of CLUSTALW
is that it is a free software and can be used with most of the operation systems.
The graphic user interface of the new version CLUSTALX also makes this program
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easier to use and understand.
The major problem of CLUSTAL is the initial pairwise alignment which uses the
ultimate multiple sequence alignment method. The most closely related sequences
will be aligned ﬁrst. If these sequences are aligned very well, there will be few
errors in the initial alignment. However, the error in the alignment of the more
distantly related sequences can not be corrected in the rest alignment steps and
the error will be more and more serious during the rest alignment procedures. The
second problem is the diﬃculty in the choice of suitable scoring matrices and gap
penalties for diﬀerent sequence sets.
Figure 2.1: The scoring scheme for comparing two positions from two alignment. Two
sections of alignment with 4 and 2 sequences respectively are shown. The score of the
position with residues T,L, K,K versus the position with residues V and I is given with
and without sequence weights. M(X,Y) is the substitution matrix entry for residue X
versus residue Y. Wn is the weight for sequence n.
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--------VHLT PEEKSAVTALWGKV  N-- VDVEGGEALGRLLVV  YP WTQR  FFESFGDLST
--------VQLS GEEKAAVLALWDKV  N-- EEEVGGEALGRLLVV  YP WTQR  FFDSFGDLSN
---------VLS PADKTNVKAAWGK V GAH AGEYGAEALERMFLS  FP TTKT  YFPHFDLS--
---------VLS AADKTNVKAAWSKV  GGH AGEYGATALERMFLG  FP TTKT  YFPHFDLS--
---------VLS EGEWQLVLHVWAKV  EAD VAGHGQDILIRLFKS HP ETLE  KFDRFKHLKT
PIVDTGSVAPLS AAEKTKIRSAWAPV  YST YETSGVDILVKFFTS  TP AAQE  FFPKFKGLTT
--------GALT ESQAALVKSSWEEF  NAN IPKHTHRFFILVLET  AP AAKD  LFSFLKGTSE
PDAVMGN PKVKAHGKKVLGAFSDG L AHLD-----NL KGTFATLSSLHCD  KLHVD PENFRL
PGAVMGN PKVKAHGKKVLHSFGEGV HHLD-----NL KGTFAALSELHCD  KLHVD PENFRL
----HGS AQVKGHGKKVADALTNAV  AHVD-----DM PNALSALSDLHAH  KLRVD PVNFKL
----HGS AQVKAHGKKVGHALTLAV  GHLD-----DL PGALSNLSDLHAH  KLRVD PVNFKL
EAEMKAS EDLKKHGVTVLTALGAIL  KKKG-----HH EAELKPLAQSHAT  KHKIP IKYLEF
ADQLKKS ADVRWHAERIINAVNDAV  ADMDDT?EKM SMKLRDLSGKHAA  SFQVD PQYFKV
VP?QNN PELQAHAGKVFKLVYEAA  IQLQVTGVVVT DATLKNLGSVHVS  KG-VA DAHFPV
LGNVLVCVLAHH  FGKEFTPPVQA AYQKVVAGVANALA  HKYH------
LGNVLVVVLARH  FGKDFTPELQA SYQKVVAGVANALA  HKYH------
LSHCLLVTLAAH  LPAEFTPAVHA SLDKFLASVSTVLT  SKYR------
LSHCLLSTLAVH  LPNDFTPAVHA SLDKFLSSVSTVLT  SKYR------
ISRAIIHVLHSR  HPGDFGADAQG AMNKALELFRKDI A AKYKELGYQG
LAAVIADTVAAG  ---------DA GFEKLMSMICILLR  SAY-------
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Figure 2.2: The basic progressive alignment procedure, illustrated using a set of 7 globin
of known tertiary structure. In the distance matrix, the mean number of diﬀerences per
residue is given. The un-rooted tree shows all branch lengths drawn to scale. In the
rooted tree, all branch lengths are given as well as weights for each sequences. In the
multiple alignment, the approximate positions of the 7 α-helices common to all 7 proteins
are shown(bold residues). This alignment was derived using CLUSTALW with default
parameters and the PAM3 series of weight matrices.
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2.2 PRRP Program
The problem of the progressive alignment method such as CLUSTAL is the error
which occurs in the initial alignment will be propagated to the rest of alignment
procedures. This problem is more serious when we do the sequence alignment for
the more distantly related sequences. In order to prevent this kind of problem,
a new strategy, an iterative method, has been developed. The iterative method
attempts to correct this problem by repeated realigning all sequences so that the
overall alignment score, such as the SP score, can be improved. The PRRP program
belongs to this kind of methods. PRRP uses an algorithm called “Doubly Nested
Randomized” (DNR) iterative to optimizes the “weight sum-of-pairs”(WSP) scores
to get the optimal alignment. The main advantage of this method is that it can
obtain the relatively accurate alignment for the sequence set with low similarity
(<20%).
2.2.1 DNR Algorithm
The PRRP program ﬁrst uses a simple method to get a preliminary alignment
which can be used as a “seed” in the future alignment. After that, a phylogenetic
tree will be constructed through the distance between sequences or sequence pair
in the initial alignment. Then a set of weights for each pair of sequences will be
calculated according the guide tree. A single series iterative reﬁnement will be
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done next to the sequences set. After convergence, a new phylogenetic tree will
be reconstructed through the UPGMA method and pair weights are recalculated
too. This starts the second cycle of iterative alignment. The DNR method will
be continued until the WSP score converges. Figure 2.3 gives the procedure of the
DNR method.
A special feature of the DNR algorithm is to use a heuristic routine to locate the
well conserved regions which are called the “anchor points”. These “anchor points”
will be ﬁxed in the iterative reﬁnement cycle in order to reduce the computational
time. If some “anchor points” can be found in the alignment procedure, the space
that needs to be scanned in the iterative cycle will be reduced respectively. On the
other hand, some closely related sequences can be found according to the place of
the “anchor points”, these sequences can be grouped together and ﬁxed the internal
alignment of these sequences in the rest of iterative reﬁnement cycles. This also
reduces the computational time signiﬁcantly.
2.2.2 Advantages and Disadvantages
The main advantage of the PRRP program is that it can align sequence set with low
similarity (<20%) accurately which few other alignment methods can do. Using the
DNR algorithm, the accuracy of the alignment tends to increase with the decreasing
average sequence similarity. This feature makes the PRRP a powerful tool to align
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remotely related sequences. However, PRRP program is not as good as the program
using the progressive algorithm (e.g. CLUSTALW) when the alignment sequences
have high similarity (>40%).
Figure 2.3: Schematic diagram of the procedure of the doubly nested randomized iter-
ative (DNR) method for multiple sequence alignment.
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2.3 SAGA
SAGA (Sequences Alignment by Genetic Algorithm) is a computer package
developed by Notredame and Higgins in 1996 which uses the genetic algorithm to
perform multiple sequence alignment. The basic idea of the genetic algorithm is try
to generate as many as diﬀerent alignments of the sequences set. Rearrangement
of the simulated gap insertion and recombination events will be done during the
generating procedure in order to ﬁnd higher and higher alignment scores which are
measured by the objective function (OF). SAGA can ﬁnd the “best” or almost the
“best” alignment for many sequences according to the OF criteria.
2.3.1 Objective Function(OF)
The SAGA program uses the Objective Function (OF) to measure the quality
of sequence alignment. Each pair of the aligned residues in each column of the
alignment will be given a substitution cost and a gap cost will be given to the
residue which aligned to a gap. Furthermore, each pair of alignment sequences will
be given a weight according to the similarity to other sequences in order to reduce
the redundant information. Thus, the cost of a multiple sequences alignment A






Wi,jCOST (Ai, Aj) (2.3)
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where COST is the alignment cost between two aligned sequences (Ai and Aj),
which is calculated by summing up all the costs of each aligned residue (or gap)
pairs. The Wi,j is the weight of this alignment.The weight can be get from diﬀerent
methods. One is from the phylogenetic tree of MSA program, another is from the
CLUSTALW.
SAGA provides two OFs according to the two weights. OF1 uses the PAM250
substitution matrices with quasi-natural aﬃne gap penalties and MSA weights,
while OF2 uses the PAM250 substitution matrices with natural aﬃne gap penalties
and CLUSTALW weights.
2.3.2 Genetic Algorithm Used by SAGA
SAGA uses a population of alignments which evolve by means of the natural se-
lection. First, SAGA randomly creates an initial alignment called generation zero
(G0). This is made by writing up to 20 sequences in a row which allows overlaps of
a random length. Gaps will be padded to the ends of these sequences. Typically,
100 initial alignments will be made in G0. The initial alignment will be scored by
the OF which use to measure the ﬁtness of the alignment. At the same time, a
small integer called Expected Oﬀspring (EO) will be derived from the OF scores.
Next, the initial alignment will be replaced to give another generation of the multi-
ple alignments. However, not all the alignments in the previous generation will be
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replaced. About one half of the multiple sequence alignments which have higher
ﬁtness scores will be kept unchanged in the next generation. This will be done by
assigning the sequence alignment a probability which is inversely proportional to
the SP scores. It means that the sequence alignments which have weak ﬁtness in
G0 are more likely to be replaced by the children which come from the mutation
process.
The children will come from the selected parents of the last generation. The crite-
rion of being parents is decided by the EO of each alignment. The higher EO, the
more children will be produced from it. In the mutation process, gaps are inserted
into the sequences by operators according to the mutation and rearrangement in
order to create a better scoring alignment. The operator is a small independent
program for modifying the sequence alignment. 22 diﬀerent operators will be cho-
sen by SAGA according to their probabilities. In the mutation steps, the sequences
are split into two sets based on an estimated phylogenetic tree, and gaps of random
lengths are inserted into random positions in the alignment.
The alignment population generated by SAGA will not allow any duplicate align-
ment. All alignments must be diﬀerent. The children come from the mutation
process will be checked in order to ensure it is not a duplicate.
The steps described above will be repeated a number (100-1000) of times. The
best scoring multiple alignment is then obtained. Note that this step does not
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guarantee to that the optimal scoring alignment will be found. The entire process
is repeated several times and started from a diﬀerent initial alignment each time.
The best scoring multiple sequence alignment is then chosen and reported. Figure
2.4 shows an outline of the SAGA method.
2.3.3 Advantages and Disadvantages
The genetic algorithm is a general type of machine-learning technique which has
already been used to solve many kind of problems in many areas. The SAGA
program is the ﬁrst program which adopted this algorithm for multiple sequences
alignment. The main advantage of this method is that it can align many kind
of sequences. Users can give any kind of objective functions which measure the
similarity of the sequences set. SAGA will obtain the optimal alignment (or close
to it) by optimizing the OFs. If we choose a good OF, SAGA has been shown to
be able to give the satisﬁed result. Another advantage of SAGA is its tiny memory
requirement.
The main disadvantage of SAGA is also related to the OFs. If we choose a “bad”
objective function which cannot represent the overall similarity of the sequences
set very well, the result from SAGA will be unacceptable. Another disadvantage
of SAGA is the speed problem. Although SAGA can generate alignment for many
sequences, it is slow for aligning the sequence set with more than 20 sequences.
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Figure 2.4: The layout of the SAGA algorithm.G0 is the initial population.Gn is one
generation cycle. The method continues until the terminal conditions are met. Boxes Pn1




m indicate the children of these
parents. Parents and children are alignments. Bold boxes indicate alignments selected to
survived unchanged from one generation to the next. OP is a randomly chosen operator.
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2.4 Multiple Alignment By Proﬁle HMM Train-
ing
Hidden Markov Models(HMMs) is a well known statistical model which has been
successfully used for speech recognition (Rabiner 1989). In multiple sequences
alignment problems, the HMMs consider all possible combinations of matches,
mismatches and gaps and give each of them a probability that depends on the
parameter values in the model in order to generate an alignment of the sequences
set. The most commonly used program is HMMer (Durbin 1998). The HMMer
program ﬁrst produces and initializes a proﬁle model for a sequence sets with
the prior information from the existing heuristic alignment or from the supposed
distribution of the amino acids. A small group of 20-100 sequences from this
sequences set will then be used to “train” the model. The trained model will then
be used to produce a multiple sequences alignment or used to search the sequence
data base in order to ﬁnd the new member belong to this family.
2.4.1 Basic Algorithm Of HMMer
Krogh et al. (1994) devised that the HMMs could represent a multiple sequence
alignment that includes deletion and insertion. As ﬁgure 2.5 shows, the object of
the HMMs method is to adjust the parameters (e.g. the transition probabilities
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between the states of deletion,transition and the amino acids compositions) of the
HMMs so that the model can represent the variations in a group of related protein
sequences. The HMMer program will do this mainly by following steps:
Initializating Model Construction
The model is initialized using the estimated transition probabilities and numbers of
amino acid compositions for each match, mismatch and deletion or insertion. If we
already knew an alignment of this kind of sequence group or some other information
on the structure of some particular positions, it will also be used in determining
the parameters of the initial model. Otherwise, a supposed prior distribution (e.g.
Dirichlet distribution) of the amino acids will be used. The initial model normally
gives higher transition probabilities which transit form the match states to another
match one than a insert or delete state.
Model Training And Parameters Adjustment
Next, the program will examined all the possible paths through the initial model
for generating each sequence in turn. In this step the HMMer will use the Forward-
Backward algorithm to reduce the computational time. The probability of observ-
ing one particular sequence given all possible paths through the model will be
obtained then. At the same time, the HMMer uses the Baum-Welch algorithm to
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count the numbers of the state to state transition and each amino acid is used by
a particular match state to generate the corresponding sequence position.
After that, a new HMM will be produced using the result from the F-B algorithm
and the B-W algorithm. This new HMM will be used to generate the new transi-
tion probabilities and match-insertion-deletion states. The parameter adjustment
process will repeat 10 more times until the parameters do not signiﬁcantly changed.
Alignment Using The Trained Model
For each given sequence, the HMMer uses the Viterbi algorithm to calculate the
most probable alignment path. The Viterbi algorithm uses a dynamic programming
technique which is similar to the“progressive” approach used by Feng-Doolittle in
order to reduce the computational time. The collection of paths generated by the
viterbi algorithm then gives the multiple alignment of the sequences set. The amino
acids generated from the same match state in the HMM will be placed in the same
column in the multiple sequences alignment. The gap will add to the alignment if
the column correspond to an insertion or deletion.
The HMMer can also be used to identify the new members which have similar
structures to an already known sequence database. To achieve this, HMMer ﬁrst
constructs a HMM which can represent the sequence variation of the sequence
database. Then the sum of the probability which shows the all possible alignment
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of the new members can be made from the HMM model will be calculated by the
forward part of the F-B algorithm above. From this, we can get a score which
represents how well the new sequences ﬁt the model and the distance between the
new sequences and the database.
2.4.2 Advantages and Disadvantages
The HMMs methods often provide a multiple sequences alignment at least as good
as other method. One of advantage of this method is that the sequences do not
need to be sorted according to the guide tree ﬁrst. We do not need to provide and
adjust the gap penalties which are very diﬃcult in the other methods. We can also
use the known prior information of the sequences set or supposed distribution of
the sequence residues when we produce the HMMs.
The main disadvantage of the HMMs method is that we need at least 20 or more
sequences to train the HMM before we pursue the alignment. This means that the
HMMs method can only be used in sequence sets for which we already have some
knowledge of or used to improve some existing heuristic method.
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M-M 4  3  2  4
M-D 1  1  0  0
M-I 0  0  1  0
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D-D -  1  0  0
D-I -  0  2  0
I-M 0  0  2  0
I-D 0  0  1  0
I-I 0  0  4  0
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Transitions
Figure 2.5: As an example of model construction from an alignment, a small DNA
multiple alignment is given (a), with three columns marked above with x′s. These three
columns are assigned to position 1-3 in the model architecture (b). The assignment of
columns to model positions determines the symbol emission and state transition counts
(c) from which probability parameters would be estimated.
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Chapter 3
SIROA Method
Among all the available multiple sequence alignment methods, most of them use
the traditional progressive alignment procedures (Feng and Doolittle 1987) as their
basic alignment algorithm. The most important heuristic of the progressive align-
ment algorithm is the orders they align the sequences. They usually align the two
sequences which have the highest similarity ﬁrst, then followed by the next similar
one, and so on until all the sequences have been aligned.
One problem with the progressive alignment method is that the sequences in the
sub-alignment are “frozen”. It means that the sub-alignment of a set of sequences
cannot be changed at a later alignment stage as more sequences are added. If we
made some mistakes in the early stage, they would not be corrected in the later
stage. Therefore, when we align the sequences with low similarity, the alignments
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made by progressive methods are usually unsatisfactory. In order to circumvent
this problem, a diﬀerent kind of approach called “iterativerefinement” algorithm
has been constructed. The basic philosophy of this approach is that one or more
sequences will be iteratively taken out after an initial alignment has been con-
structed and then re-aligned to a proﬁle of the remaining alignment to see if we
can get a better alignment score. After that, another sequence will be picked out
and re-aligned, and so on until the ﬁnal alignment does not signiﬁcantly change.
Although the iterative reﬁnement method can prevent the “frozen” problem in the
traditional progressive alignment algorithm, it also has the “high computational
demands” problem. The iterative alignment algorithm always needs more com-
puting times and memories than the progressive methods when aligning the same
sequence set.
In the multiple sequence alignment, there is an assumption that the alignment
scores of each column is independent of each other. It means that the align-
ment scores have the additive property. From this assumption, we constructed
a “Sequential Iterative Refinement Optimization Algorithm” which increased
the sensitivity of the traditional progressive alignment method by iteratively re-
aligning the sub-alignment sequences and reduced the computational complexity
by partitioning the whole sequence set.
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3.1 Basic Idea
There are two main steps in the SIROA method.
At the step one, the sequences set S1, S2, S3, · · · , SN will be partitioned into several
blocks ﬁrst. After that, an evolutionary tree will be constructed for each sequences
block according to the sequences distance. Then the pairwise weights for the SP
alignment will be calculated from the evolutionary tree. Then, each block will be
aligned using a stepwise iterative reﬁnement algorithm (details will be introduced
in next section). After we get the optimal multiple alignment of each block of
sequences, we will combine them together to create an initial alignment of the
sequence set.
After we get the initial alignment from the step one, the whole set of sequences will
be partition into blocks of same length as step one again. Note that the blocks in
step two will include gaps. After that, the blocks of sequences will aligned again
with a overlapped manner. The number of overlapped alignments will be decided by
the length of the blocks. This overlapped alignment will use the iterative reﬁnement
algorithm again. We use the overlapped alignment to reduced the possible error
made by inaccuracy partition positions in the initial alignment.
A detail description of SIROA method will be given in the next section. After that,
some features of SIROA, advantages and disadvantages will be discussed. At last,
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we will give an example of multiple sequence alignment made by SIROA.
3.2 Details of SIROA
3.2.1 Step 1: Initial Alignment
Suppose we need to align a set of N sequences.
First, the whole set of sequences will be partitioned into several blocks (see ﬁgure
3.1). The method to decide the length of each subsequence in the blocks is the
same as the method in [10]. Let Li be the length of sequence Si and Lmax be the
length of the longest sequence. Similarly, let lij be the length of the subsequence
Sij and the lmax will represent the longest subsequence in each block. When we
partition the sequences set, we will decide the value of the lmax and the others
lengths of the subsequences (lijs) will be calculated from following equations which













1 ≤ j ≤ M − 1, 1 ≤ i ≤ N . (3.2)
liM = Li − li1(M − 1) 1 ≤ i ≤ N . (3.3)












Figure 3.1: The sequences blocks after partition. N is the number of sequences, M is
the number of blocks, Si is the ith sequence, Bj is the jth block and Sij represents the
ith sequence in the jth block.
Now the sequence set will be partitioned into M blocks of sub-sequences B1 =
{S11, S21, . . . , SN1}, B2 = {S12, S22, . . . , SN2},. . .,BM = {S1M , S2M , . . . , SNM}. Then,
the B′is will be aligned individually using a “stepwise iterative reﬁnement algo-
rithm”. The detail of this method is described as following,
1. First, pairwise distances are calculated according to the PAM250 substitution
matrix, then an evolutionary tree of the sequence blocks will be constructed ac-
cording to these distance using the neighborhood joining method. The evolutionary
tree will be used to assign weights to each pairwise alignment in order to calculate
the SP scores of the alignment which can show the performances of the alignment.
The rational-2 described in Altschul et al., J.Molec.Biol.208 will be used when we
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assign the weights to each pairwise alignment.
2. The two sub-sequences (e.g. X1 and X2)with highest pairwise similarity will be
aligned ﬁrst using the standard pairwise progressive alignment method. Then, the
next sequence (e.g. X3) which is most similar to the proﬁle of the ﬁrst two sequences
will be aligned to the proﬁle by proﬁle sequence alignment method. Repeat this
procedure until at least four sequences have been included in the sub-multiple
sequence alignment.
3. When the number of the aligned sequences is equal or more than four, the
proﬁle alignment process will be paused. Then remove the X1 and realigned it to
the proﬁle of the remainder three sequences. Repeat this for X2 and X3.
4. After the alignment of these four sequence is steady, we resume the whole
alignment process. The ﬁfth sequence (or proﬁle) will be added to the multiple
alignment.
5. Repeat step 2 to 4 until all the sequences have been added into the multiple
alignment (Figure3.2 shows this procedure).

































Figure 3.2: For each individual blocks, Bi will be aligned using the SIROA method.we
can obtain the multiple alignment for each blocks.
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After we get all the multiple sequence alignment of each block of sequences set,
denoted as B′1, B
′
2, . . . , B
′


















Figure 3.3: After we combine all the alignment of sequence blocks together, we will
obtain the initial alignment A0.
3.2.2 Step 2: Overlapped Iterative Alignment
After we get the initial alignment A0, the next iterative alignment procedure will
start. In this step, We also partition the multiple sequence alignment and re-align
blocks using the stepwise iterative reﬁnement method. However, there are two
diﬀerences between the alignment process in step one and step two.
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First, because the initial multiple alignment A0 includes gaps now, the length of
the sequence set will increase and the numbers of blocks will also increase if we do
not change the length of lmax. The number of the blocks can be calculated from
the formulas 3.1-3.3 nce more, we denote it as M1.
The second diﬀerence is that the alignment procedures will be done in a overlapped
manner this time. Suppose we have ﬁnished the re-alignment of the ﬁrst block,we
will get the block alignment B′′1 . Before we do the re-alignment for the second block
of A0, we ﬁrst combine the last few columns of residues of the B
′′
1 into the front
part of the second block. Suppose the length of the second block of A0 is l2 and
we combine the last v columns of residues of B′′1 to the second block. Then this
new block of sequences with length l2 + v will be aligned by the stepwise iterative
reﬁnement algorithm. After we get the multiple alignment for this new block, the
last v columns of residues of this new aligned block will be picked out and combined
with the third block. After this new block is re-aligned, repeat this procedure until
all new partitioned blocks has been realigned.
At last we combine the all new re-aligned blocks, denoted as B′′1 , B
′′
2 , . . . , B
′′
M1,
together to get the new multiple alignment for the sequence set,denoted as A1.If
it is necessary, the second and third times of the overlapped iterative alignment
procedure will be done in order to get the satisﬁed alignment. Figure 3.4 shows
this procedure.


























Figure 3.4: The initial alignment A0 will be realigned in the iterative step. Each block
will be realigned in the overlapped manner in the iterative step and the bold line represent
the part that have been realigned.
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3.3 Some Special Features Of SIROA
3.3.1 Block Size And Overlap Size
From some previous research works such as [7] and [16], we know that the rational
partition for the sequence set before doing the multiple alignment is a good and
eﬀective method to reduce the computational time and complexity. In our SIROA
method, we also partition the sequence set before doing the alignment process.
However, the block size for our alignment method is longer than the SOA method
in [16]. we chose length of 20-25 residues for the block size for aligning the short
sequences(<100 residues), length of 30-45 residues for aligning the medium length
sequences(200-300 residues) and 45-55 residues for the long length sequences(> 400
residues). The overlap size we use is 10 for short sequence,15-20 for medium and
25-30 for the long sequences. we can do this because the computational complexity
of our alignment algorithm is lower than the MSA algorithm. It means we do not
need to partition the sequence too many times in order to lower the computational
complexity. This also can prevent some errors in alignment procedures lead by too
short partition blocks. Another reason is the a motif in the protein is normally
represented by 6-7 residues so that our block and overlap size will ensure that we
have enough length to cover at least one motif.
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3.3.2 Iterative Method
When doing the multiple sequence alignment for each sequence block, a iterative
algorithm called ”stepwise iterative refinement algorithm” is used. This iterative
method is diﬀerent from the traditional iterative algorithm such as PRRP. The
traditional iterative algorithm normally obtain a multiple alignment of the whole
sequence set ﬁrst, then iteratively remove one sequence or sequences proﬁle from
the multiple alignment and re-align it to the rest of the sequence proﬁle alignment.
However, our iterative process will start when the number of aligned sequence is
more than three. It means that this algorithm will do a series iterative reﬁnement
alignments in each step of the rest of the dynamic progressive alignment procedures.
When we add a new sequence or sequence proﬁle into the pre-aligned sequence set,
a iterative procedure will be done in order to ensure the sub-multiple sequence
alignment in each step of the dynamic progressive alignment is reasonable and the
early made mistake can be found in time.
3.3.3 Advantages And Disadvantages
In the alignment process of each block, the SIROA method basically use a tradi-
tional dynamic progressive algorithm. The two sequence with highest similarity
was aligned ﬁrst, then the rest of the sequence will be dynamic added in according
the sequence distance and the evolutionary tree which calculate before the align-
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ment. A drawback of this method is once a group of sequences has been aligned,
their alignment to each other cannot be changed at the later stage when more
new sequences are added into this multiple alignment. If we make some improper
alignments in the early stage of the whole multiple alignment process, they could
not be found at later stage. However, in our SIROA method, this problem can be
solved by the stepwise iterative reﬁnement process at the each step of the progres-
sive alignment. By the iterative reﬁnement aligning to the pre-aligned sequences
set when the new sequence or sequence proﬁle is added, the improper alignment
made at the early stage can be found and corrected.
Another advantage of this method is the iterative steps increase the sensitivity
of the this alignment method. With the quickly increasing of the computational
capability today, small or medium group of sequences can be aligned very well
and fast by using the optimal progressive method such as MSA and CLUSTALW.
Then how to align a relatively big and long sequence group well is more and more
important. In the later chapter we can see that the alignments made by SIROA
is good reference to the BAliBASE benchmark of the long sequences set with low
similarity.
One of the drawback of this method is the more computational complexity come
from the iterative process. Although the stepwise iterative alignment increase
sensitivity, it also sacriﬁces more computational time and steps. However, we
improved this problem by partitioning the sequence set before the alignment and
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this reduce some computational complexity eﬃciently. By partitioning the sequence
set with average length L to blocks with length of l, the computing time have been
changed from O(L2) to O(l2). This procedure will increase the numbers of sequence
can be aligned by this method.
Another criticism is that the ﬁnal alignment made by SIROA will not be the optimal
alignment for the whole sequence set by doing the partition. It means the result of
SIROA is will not be as“optimal” as the method such as MSA which can get the
optimal alignment for whole sequence set when aligning the small or short sequence
set. However, the diﬀerence of the alignment scores is insigniﬁcant at most of time,
this can be shown by the results in next chapter. Moreover, for most of the long
sequence sets with low similarity, the SIROA can get the better results while the
ordinary MSA even can not obtain the alignment.
3.4 A Example Of Multiple Alignment Using SIROA
Method
In this example, we will align the protein, homeodomain basique (1fjlA) using the
SIROA method. There are N=6 sequences in the set 1fjlA. L1=65, L2 = Lmax=70,
L3=68, L4=69, L5=68 and L6 = Lmin=58. We will use lmax=25 and v(overlap
size)=10 to do the alignment. By the equations (3.1) − (3.3), we can obtain that
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M=3, l1j=24, l2j=25, l3j=25, l4j=25, l5j=25 and l6j=21 for j=1 and 2, and l13=17,
l23=20, l33=18, l43=19, l53=18 and l63=16.
In step one, We ﬁrst partition the whole sequences into 3 blocks, then each block
will be aligned by the SIROA method. After we obtain all the multiple sequence
alignment of sequence blocks, the initial alignment for 1fjlA, A0, will be obtained
by combine all the aligned sequence blocks together. Figure 3.5− 3.7 represent the









































Figure 3.5: The protein 1fjlA will be partitioned into 3 blocks. Sij is the ith subsequence
in the block j.
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Sequences   Pair. Cost   Weight  Weight*Cost
  1   2          389        1         389
  1   3          387        1         387
  1   4          396        1         396
  1   5          415        1         415
  1   6          398        4        1632
  2   3          372        1         372
  2   4          410        4        1640
  2   5          395        1         395
  2   6          401        1         401
  3   4          405        1         405
  3   5          379        4        1516
  3   6          412        1         418
  4   5          427        1         436
  4   6          390        1         422


































































Figure 3.6: The second block B2 is then aligned by SIROA method. (1) is the pairwise
alignment costs and sequence weights of each pairwise alignment. (2) is the unrooted
evolutional tree which is constructed according the pairwise alignment cost and distances
by neighborhood joining method. In step (3), the sequence in the block B2 is aligned
by standard progressive alignment method according the evolutional tree. When the
number of aligned sequence is equal or bigger than four,in step (4), the aligned sequence
will be treated a stepwise iterative reﬁnement realignment procedure. After the itera-
tive reﬁnement ﬁnished, the new sequence will be added until all the subsequences are
added(5)and(6).
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Figure 3.7: The initial alignment of 1fjlA,A0, is obtained by combining all the aligned
sequence blocks.
After we obtain the initial alignment, we will go to the next overlapped iterative
aligning step. Due to the added gaps, we will partition the A0 into four blocks and
each sequence block will be aligned in a overlapped manner. Figure 3.8 shows the
detail procedures of this step.





































































Figure 3.8: The ﬁrst iterative process of step two. The sequence blocks are aligned in
overlapped manner and the overlap size is 10. We obtain A1 after this process.
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Chapter 4
Numerical Results Reference To
BAliBASE
In order to evaluate the quality of our SIROA method and compare its performance
to other popular sequence alignment methods, we choose a well-known benchmark
alignment database, BAliBASE, as our objective criteria to evaluate this method.
4.1 BAliBASE
The BAliBASE benchmark alignment database contains 142 reference alignments
which were divided into ﬁve reference sets. Each set contains at least 12 repre-
sentatives alignment. Due to the limit of the facilities, we only concentrate on
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the sequence in reference set 1 (REF 1) which contains 81 sets of sequences. The
sequences in REF 1 are ﬁrst divided into three test groups by average length:
the short length sequence (<100 residues), the medium length sequences (200-300
residues) and the long length sequences (>400 residues). In each group, there are
three subgroups which are divided according the residue identity. There are three
class of residue identities, V1(<25% identity), V2(20-40% identity) and V3(>35%
identity). Table 4.1 gives the details of REF1.
REFERENCE 1 Short (<100 residues) Medium (200-300 residues) Long (>400 residues)
V1 (<25% identity) 7 8 8
V2 (20-40% identity) 10 9 10
V3 (>35% identity) 10 10 8
Table 4.1: The number of the sequence sets in each class of the BAliBASE reference set
1.
4.2 Alignment Scoring Schemes
We will use two score schemes, SP(sum-of-pairs) score and baliscore, to evaluate
the performance of SIROA method.
4.2.1 SP (Sum-Of-Pairs) Score
The most commonly used scoring scheme is the SP(sum-of-pairs) score which
has been deﬁned in (1.1). We will use the PAM250 substitution matrix as the
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cost/weight scheme w. For gaps, we deﬁne w(–,–)=0. For internal gaps such as
w(a,−) or w(−, a), we deﬁne a aﬃne gap costs γ by,
γ = d + (g − 1)e (4.1)
where g is the length of the gap and d=20 is the gap-open penalty and e=12 as
gap extension penalty.
4.2.2 Baliscore(BS)
The second scoring scheme we used to assess the performance of SIROA method
is the baliscore(BS). The BS score is calculated such that the score increases with
the number of the sequence correctly aligned. It is used to determined how many
residue pairs in the sequence set have been correctly aligned.
Suppose we need to test a sequence alignment of N sequences and M columns. We
denote the ith column in the alignment as Aij, where j is form 1 to N. Then for




1 Aij and Aik are aligned with each other in the reference alignment.
0 Otherwise.
(4.2)
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while the range for BS score is form 0 to 1. BS=0 means the test alignment is totally
diﬀerent from the reference alignment, if the BS=1, it means the test alignment is
as same as the reference alignment. So if we can get a BS score near 1, it means
the test alignment is good.
4.3 Performance Of SIROA Method In Term Of
SP And BS Score
For the sequence sets in the REF1 of BAliBASE, we calculate the SP scores and the
baliscores of alignment according to the alignments made by the SIROA method
and the reference alignment. For the SP score comparison, we compare the SP
scores calculate from SIROA method with the SP score calculate from the reference
alignment provided by the BAliBASE. For baliscore comparison, we also calculate
the baliscore of SIROA method and other 10 commonly used sequence alignment
methods.
CHAPTER 4. NUMERICAL RESULTS REFERENCE TO BALIBASE 60
4.3.1 SP Scores
In order to evaluate the performance of the SIROA method in the mathematical
aspect, the best SP (sum-of-pairs) scores for the alignments of all sequence sets in
REF1 have been calculated. We use various block sizes in SIROA method to obtain
the “optiaml” alignment. Then, SP scores of all alignments were calculated and the
best SP score in each sequence set alignments was shown in the table 4.2-4.4. For
evaluating the performance of the SIROA method, the SP scores of the reference
alignments provided by the BAliBASE were calculated too. By comparing the SP
scores from the SIROA method with the SP score from the reference alignments,
we can ﬁnd that SIROA achieved better results in most of sequence sets.
From the table 4.2 we can see that the SIROA method get a good alignment in
term of the SP scores. Almost all (24 out of 27) SP scores calculated from the
alignment by the SIROA is lower (better) than the SP score calculated from the
reference alignments. The worst alignment score is set 1dox, the SP score of the
reference alignment is 4.219% lower than the alignment from SIROA method.
The Table 4.3 shows the alignment performance in the medium length sequence set.
All SP scores from the SIROA method are lower than the SP scores of reference
alignment. This also exists in the alignment results of the long length sequence.
Although the diﬀerence of the SP scores between the SIROA method and reference
alignment is not very large, the SIROA method achieved better results in most of
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sequence sets. It shows that the SIROA has good performance in term of the SP
scores. We think this should be imputed to the iterative reﬁnement steps in the
SIROA.
In next part we will discuss the performance of the SIROA in term of the biological
aspect.
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Sequence Name Block size SP OF SIROA SP OF REF REF-SIROA (REF-SIROA)/REF(%)
Ref 1 Short, V1
1aboA 25 21006 21286 280 1.315%
1idy 25 18601 19125 524 2.740%
1r69 20 9952 9800 -152 -1.551%
1tvxA 20 8873 8931 58 0.649%
1ubi 20 11884 11922 38 0.319%
1wit 25 32964 33855 891 2.632%
2trx 25 12415 12638 223 1.765%
Ref 1 Short, V2
1aab 25 9294 9308 14 0.150%
1fjlA 25 50889 50889 0 0.000%
1hfh 20 38441 38588 147 0.381%
1hpi 20 9100 9126 26 0.285%
1csy 20 21218 21387 169 0.790%
1pfc 25 35235 35481 246 0.693%
1tgxA 25 7580 7643 63 0.824%
1ycc 20 14036 14190 154 1.085%
3cyr 20 13080 13136 56 0.426%
451c 20 26247 26716 469 1.756%
Ref 1 Short, V3
1aho 25 19409 19623 214 1.091%
1csp 20 19535 19625 90 0.459%
1dox 25 12031 11544 -487 -4.219%
1fkj 20 31602 31487 -115 -0.365%
1fmb 20 11642 11696 54 0.462%
1krn 20 22636 22643 7 0.031%
1plc 25 28087 28150 63 0.224%
2fxb 20 16090 16152 62 0.384%
2mhr 25 33050 33169 119 0.359%
9rnt 25 28760 28895 135 0.467%
Table 4.2: We did 5 alignments for each sequence set with block size 20 and 25. SP OF
SIROA is the sum-of-pair score we obtained from the 10 alignments. SP OF REF is the
sum-of-pair score calculated according to the reference alignment provided by BAliBASE.
REF-SIROA is the diﬀerence between the two scores and the (REF-SIROA)/REF(%)is
the percentage diﬀerence. The lower value means the better performance of the SIROA
method.
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Sequence Name Block Size SP OF SIROA SP OF REF REF-SIROA (REF-SIROA)/REF(%)
Ref 1 Medium, V1
1bbt3 40 31213 31862 649 2.037%
1sbp 30 43408 44287 879 1.985%
1havA 40 31946 33488 1542 4.605%
1uky 40 21225 21764 539 2.477%
2hsdA 40 25347 25903 556 2.146%
2pia 40 27135 27178 43 0.158%
3grs 40 23720 24241 521 2.149%
Kinase 35 46332 46764 432 0.924%
Ref 1 Medium, V2
1ad2 40 19681 19815 134 0.676%
1aym3 30 22065 22197 132 0.595%
1gdoA 35 24091 24310 219 0.901%
1ldg 35 29828 29982 154 0.514%
1mrj 30 24124 24183 59 0.244%
1pgtA 40 20111 20125 14 0.070%
1pii 35 24351 24538 187 0.762%
1ton 35 37903 38081 178 0.467%
2cba 35 40468 40729 261 0.641%
Ref 1 Medium, V3
1amk 25 36570 36641 71 0.194%
1ar5A 35 17650 17698 48 0.271%
1ezm 35 43702 43722 20 0.046%
1led 35 21753 21892 139 0.635%
1ppn 40 31773 31777 4 0.013%
1pysA 35 22535 22558 23 0.102%
1thm 35 25004 25121 117 0.466%
1tis 35 41360 41554 194 0.467%
1zin 30 19190 19208 18 0.094%
5ptp 40 34782 34929 147 0.421%
Table 4.3: We did 5 alignments for each sequence set with block size 30,35 and 40. SP OF
SIROA is the sum-of-pair score we obtained from the 15 alignments. SP OF REF is the
sum-of-pair score calculated according to the reference alignment provided by BAliBASE.
REF-SIROA is the diﬀerence between the two scores and the (REF-SIROA)/REF(%)is
the percentage diﬀerence. The lower value means the better performance of the SIROA
method
CHAPTER 4. NUMERICAL RESULTS REFERENCE TO BALIBASE 64
Sequence Name Block size SP OF SIROA SP OF REF REF-SIROA (REF-SIROA)/REF(%)
Ref 1 Long, V1
1ajsA 55 39022 40098 1076 2.683%
1cpt 45 39860 40646 786 1.934%
1lvl 55 45195 45562 367 0.805%
1pamA 50 88952 89069 117 0.131%
1ped 45 18155 18264 109 0.597%
2myr 35 44288 45331 1043 2.301%
4enl 45 19088 19542 454 2.323%
gal4 50 63654 64026 372 0.581%
Ref 1 Long, V2
1ac5 45 43553 43830 277 0.632%
1bgl 50 90959 91223 264 0.289%
1dlc 50 54961 55287 326 0.590%
1eft 45 36601 36815 214 0.581%
1fieA 45 61592 61753 161 0.261%
1gowA 50 45587 46076 489 1.061%
1pkm 45 42083 42310 227 0.537%
1sesA 45 67126 67302 176 0.262%
2ack 50 77278 77745 467 0.601%
arp 50 64494 64603 109 0.169%
glg 50 74388 75451 1063 1.409%
Ref 1 Long, V3
1ad3 45 39095 39351 256 0.651%
1gpb 50 117874 117951 77 0.065%
1gtr 40 64172 64293 121 0.188%
1lcf 55 106377 106734 357 0.334%
1rthA 35 80515 80732 217 0.269%
1taq 55 167101 167493 392 0.234%
3pmg 35 47991 48260 269 0.557%
actin 45 56952 57100 148 0.259%
Table 4.4: We did 5 alignments for each sequence set with block size 45,50 and 55. SP OF
SIROA is the sum-of-pair score we obtained from the 15 alignments. SP OF REF is the
sum-of-pair score calculated according to the reference alignment provided by BAliBASE.
REF-SIROA is the diﬀerence between the two scores and the (REF-SIROA)/REF(%)is
the percentage diﬀerence. The lower value means the better performance of the SIROA
method
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4.3.2 BS Scores
In order to ensure that the alignments made by SIROA is acceptable in the biolog-
ical aspect and the SIROA is at least comparable to other commonly used multiple
sequences alignment method, we calculate the BS scores of the alignments made by
SIROA method and other 10 commonly used multiple sequence alignment method.
In the ﬁrst part, we compare the BS scores made by SIROA to the highest BS
score in the results of the 10 commonly used method. In this comparison, we can
ﬁnd that whether the SIROA method have the signiﬁcant diﬀerence to the best
result we can get from the commonly used method. In the second part, we list all
the BS scores calculated from the SIROA and other 10 commonly used method.
From virous tables and ﬁgures, we can see the performance of the SIROA method
compare to the commonly used methods today.
The table 4.5-4.7 shows the diﬀerence between the baliscore of SIROA and the
highest BS score of all the tested alignment method. From table 4.5 we can see
that most of them (19 out of 27) have small diﬀerence to the best BS score( <10%).
It means that SIROA get the acceptable alignments in most of sequence sets of the
short sequence group. However, in the subgroup V1 which has the low similarity,
the alignment performance has some problem. There are 4 alignments have the
signiﬁcant diﬀerence to the best alignment result. Due to the good alignment
performance in the subgroup V2 and V3 which have the higher similarity, we think
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that the “bad” alignment performance may lead by the incorrect partition places.
We cannot get the optimal alignment to the whole sequence set due to the partition
and this leads to the worse alignment performance compare to the method which
can get the optimal alignment for whole set(e.g. MSA).
Table 4.6 and 4.7 shows the performance of the alignment to the longer sequence
sets. We ﬁnd that the SIROA also can obtain good alignment performance in
medium and long length sequence set. In the subgroup with the normal or high
similarity, the diﬀerence is quite small, moreover, SIROA get the best alignment in
some sequence sets. In the sequence set with lower similarity, the alignment perfor-
mance is also better than the short sequence group. The “bad” alignment(diﬀerence
bigger than 15%) is quite small(4 out of 16). It show that the SIROA method can
get better alignment for aligning sequence set with medium and long length. We
think this achievement may come from the iterative procedure and the overlap
alignment procedure.
We noticed that the alignment performance of all tested methods for the sequence
sets with low similarity in the REF 1 are not very good and most of them only
can get the alignment with baliscore less than 0.5. We think that this maybe come
from the long gap region when we align the low similarity sequence set and we
think that this should be overcome by choosing the partition place according the
sequence set structure.
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In the second part, we compare the BS scores of SIROA to other 10 commonly
used programs. From Table 4.8-4.16 and ﬁgure 4.1-4.9 we can see that the SIROA
method is at least comparable to the other programs and even made best alignment
results in some sequence sets.
In table 4.8 we noticed that though there are some unsatisﬁed alignment(e.g. 2trx),
SIROA method still obtain 2 highest BS scores. The ﬁgure 4.1 also shows that
the overall median baliscore of the SIROA is comparable to the other alignment
methods. For the sequence sets in the Ref 1 short V2, there are 4 out of 10 best
BS scores obtained by SIROA method. Moreover, the ﬁgure4.2 also shows that the
SIROA obtained satisﬁed result.
From the table 4.8-4.16 we noticed that the SIROA method also gives the satisﬁed
result. We can see that the alignments made by SIROA for the medium and long
sequence sets are relatively more stable compare to the alignment for the short
sequences. This conclusion also can be drawn from the ﬁgure 4.4-4.9, the overall
median baliscore of the SIROA method normally in the ﬁrst 3 ranks in the all
alignment method.
From the tables and ﬁgures below, we can see that the SIROA can produced the
comparable alignment result and even can get better performance in the medium
and long sequence sets.
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Sequence Name Block Size BS OF SIROA BEST BS BEST-SIROA (BEST-SIROA)/BEST(%)
Ref 1 Short, V1
1aboA 25 0.506 0.602 0.096 15.95%
1idy 25 0.405 0.61 0.205 33.61%
1r69 20 0.5 0.598 0.098 16.39%
1tvxA 20 0.467 0.467 0 0.00%
1ubi 20 0.565 0.565 0 0.00%
1wit 25 0.653 0.711 0.058 8.16%
2trx 25 0.253 0.688 0.435 63.23%
Ref 1 Short, V2
1aab 25 0.939 0.939 0 0.00%
1fjlA 25 1 1 0 0.00%
1hfh 20 0.888 0.888 0 0.00%
1hpi 20 0.9 0.9 0 0.00%
1csy 20 0.723 0.881 0.158 17.93%
1pfc 25 0.843 0.87 0.027 3.10%
1tgxA 25 0.815 0.869 0.054 6.21%
1ycc 20 0.821 0.821 0 0.00%
3cyr 20 0.856 0.856 0 0.00%
451c 20 0.536 0.695 0.159 22.88%
Ref 1 Short, V3
1aho 25 0.8 0.92 0.12 13.04%
1csp 20 0.968 0.972 0.004 0.41%
1dox 25 0.564 0.929 0.365 39.29%
1fkj 20 0.887 0.922 0.035 3.80%
1fmb 20 0.966 0.969 0.003 0.31%
1krn 20 0.964 0.994 0.03 3.02%
1plc 25 0.915 0.933 0.018 1.93%
2fxb 20 0.978 0.985 0.007 0.71%
2mhr 25 0.94 0.981 0.041 4.18%
9rnt 25 0.949 0.987 0.038 3.85%
Table 4.5: We did 5 alignments for each sequence set with block size 20 and 25. BS OF
SIROA is the best BS score we obtained from the 10 alignments. BEST BS is the best
BS score among the baliscores calculate from the alignments made by SIROA and other
10 commonly used msa methods. BEST-SIROA is the diﬀerence between the two scores
and the (BEST-SIROA)/BEST(%)is the percentage diﬀerence. The lower value means
the better performance of the SIROA method.
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Sequence Name Block Size BS OF SIROA BEST BS BEST-SIROA (BEST-SIROA)/BEST(%)
Ref 1 Medium, V1
1bbt3 40 0.447 0.535 0.088 16.45%
1sbp 30 0.42 0.46 0.04 8.70%
1havA 40 0.31 0.398 0.088 22.11%
1uky 40 0.435 0.469 0.034 7.25%
2hsdA 40 0.528 0.627 0.099 15.79%
2pia 40 0.579 0.623 0.044 7.06%
3grs 40 0.356 0.356 0 0.00%
Kinase 35 0.654 0.694 0.04 5.76%
Ref 1 Medium, V2
1ad2 40 0.887 0.893 0.006 0.67%
1aym3 30 0.917 0.924 0.007 0.76%
1gdoA 35 0.817 0.857 0.04 4.67%
1ldg 35 0.936 0.944 0.008 0.85%
1mrj 30 0.924 0.924 0 0.00%
1pgtA 40 0.905 0.928 0.023 2.48%
1pii 35 0.812 0.812 0 0.00%
1ton 35 0.885 0.885 0 0.00%
2cba 35 0.725 0.745 0.02 2.68%
Ref 1 Medium, V3
1amk 25 0.978 0.984 0.006 0.61%
1ar5A 35 0.945 0.974 0.029 2.98%
1ezm 35 0.989 0.989 0 0.00%
1led 35 0.933 0.948 0.015 1.58%
1ppn 40 0.985 0.985 0 0.00%
1pysA 35 0.953 0.955 0.002 0.21%
1thm 35 0.912 0.923 0.011 1.19%
1tis 35 0.981 0.981 0 0.00%
1zin 30 0.967 0.977 0.01 1.02%
5ptp 40 0.951 0.952 0.001 0.11%
Table 4.6: We did 5 alignments for each sequence set with block size 30,35 and 40. BS
OF SIROA is the best BS score we obtained from the 15 alignments. BEST BS is the
best BS score among the baliscores calculate from the alignments made by SIROA and
other 10 commonly used msa methods.BEST-SIROA is the diﬀerence between the two
scores and the (BEST-SIROA)/BEST(%)is the percentage diﬀerence. The lower value
means the better performance of the SIROA method.
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Sequence Name Block size BS OF SIROA BEST BS BEST-SIROA (BEST-SIROA)/BEST(%)
Ref 1 Long, V1
1ajsA 55 0.42 0.449 0.029 6.46%
1cpt 45 0.697 0.71 0.013 1.83%
1lvl 55 0.423 0.484 0.061 12.60%
1pamA 50 0.452 0.49 0.038 7.76%
1ped 45 0.653 0.718 0.065 9.05%
2myr 35 0.401 0.442 0.041 9.28%
4enl 45 0.512 0.563 0.051 9.06%
gal4 50 0.434 0.579 0.145 25.04%
Ref 1 Long, V2
1ac5 45 0.768 0.824 0.056 6.80%
1bgl 50 0.861 0.863 0.002 0.23%
1dlc 50 0.857 0.888 0.031 3.49%
1eft 45 0.921 0.921 0 0.00%
1fieA 45 0.947 0.947 0 0.00%
1gowA 50 0.698 0.764 0.066 8.64%
1pkm 45 0.902 0.902 0 0.00%
1sesA 45 0.947 0.947 0 0.00%
2ack 50 0.742 0.771 0.029 3.76%
arp 50 0.821 0.869 0.048 5.52%
glg 50 0.812 0.812 0 0.00%
Ref 1 Long, V3
1ad3 45 0.949 0.949 0 0.00%
1gpb 50 0.978 0.982 0.004 0.41%
1gtr 40 0.934 0.962 0.028 2.91%
1lcf 55 0.954 0.96 0.006 0.63%
1rthA 35 0.921 0.932 0.011 1.18%
1taq 55 0.865 0.885 0.02 2.26%
3pmg 35 0.961 0.962 0.001 0.10%
actin 45 0.944 0.948 0.004 0.42%
Table 4.7: We did 5 alignments for each sequence set with block size 45,50 and 55. BS
OF SIROA is the best BS score we obtained from the 15 alignments. BEST BS is the
best BS score among the baliscores calculate from the alignments made by SIROA and
other 10 commonly used msa methods.BEST-SIROA is the diﬀerence between the two
scores and the (BEST-SIROA)/BEST(%)is the percentage diﬀerence. The lower value
means the better performance of the SIROA method.
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1aboA 1idy 1r69 1tvxA 1ubi 1wit 2trx Median
CLUSTALX 0.562 0.61 0.235 0.304 0.377 0.711 0.628 0.562
DIALIGN 0.133 0.062 0.199 0.226 0.185 0.593 0.639 0.199
ML PIMA 0.211 0.067 0.303 0.119 0.251 0.31 0.41 0.251
MSA 0.602 0.579 0.202 0.223 0.352 0.654 0.658 0.579
MULTAL 0.242 0.021 0.383 0.189 0.374 0.537 0.197 0.242
MULTALIGN 0.6 0.483 0.175 0.144 0.397 0.542 0.476 0.476
PILEUP8 0.34 0.033 0.363 0.185 0.338 0.513 0.472 0.34
PRRP 0.484 0.435 0.503 0.293 0.387 0.696 0.513 0.484
SAGA 0.424 0.279 0.407 0.185 0.39 0.689 0.688 0.407
SB PIMA 0.211 0.087 0.598 0.119 0.21 0.583 0.353 0.211
SIROA 0.506 0.405 0.500 0.467 0.565 0.653 0.253 0.500
Table 4.8: Baliscores of the multiple sequence alignments of the sequence groups in the
Ref 1 short V1 which obtained by the 11 diﬀerent programs. The last column (Median)
gives the median baliscore of each program in this set.














































Figure 4.1: Median Baliscores of all programs for the set, Ref 1 Short, V1.
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1aab 1fjlA 1hfh 1hpi 1csy 1pfc 1tgxA 1ycc 3cyr 451c Median
CLUSTALX 0.842 0.994 0.744 0.759 0.881 0.848 0.692 0.724 0.755 0.541 0.757
DIALIGN 0.902 0.939 0.333 0.684 0.839 0.702 0.827 0.649 0.594 0.631 0.693
ML PIMA 0.86 0.983 0.861 0.794 0.733 0.729 0.599 0.641 0.723 0.391 0.731
MSA 0.896 1.000 0.853 0.887 NA 0.87 0.772 0.749 0.789 0.695 0.853
MULTAL 0.842 0.989 0.729 0.724 0.773 0.673 0.548 0.804 0.716 0.532 0.727
MULTALIGN 0.872 1.000 0.855 0.791 0.824 0.852 0.761 0.776 0.792 0.548 0.808
PILEUP8 0.851 0.994 0.695 0.769 0.719 0.831 0.615 0.771 0.685 0.502 0.744
PRRP 0.89 0.966 0.838 0.828 0.731 0.833 0.869 0.79 0.775 0.605 0.831
SAGA 0.685 0.948 0.883 0.796 0.826 0.832 0.798 0.782 0.795 0.552 0.797
SB PIMA 0.848 0.983 0.756 0.794 0.809 0.709 0.769 0.641 0.723 0.351 0.763
SIROA 0.939 1.000 0.888 0.9 0.723 0.843 0.815 0.821 0.856 0.536 0.850
Table 4.9: Baliscores of the multiple sequence alignments of the sequence groups in the
Ref 1 short V2 which obtained by the 11 diﬀerent programs. The last column (Median)
gives the median baliscore of each program in this set.
















































Figure 4.2: Median Baliscores of all programs for the set, Ref 1 Short, V2.
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1aho 1csp 1dox 1fkj 1fmb 1krn 1plc 2fxb 2mhr 9rnt median
CLUSTALX 0.854 0.953 0.929 0.922 0.96 0.957 0.893 0.98 0.981 0.949 0.951
DIALIGN 0.809 0.941 0.869 0.861 0.969 0.902 0.9 0.985 0.935 0.868 0.901
ML PIMA 0.83 0.972 0.873 0.887 0.931 0.889 0.824 0.978 0.847 0.975 0.888
MSA 0.92 0.975 0.951 0.912 0.967 0.988 0.933 0.978 0.97 0.944 0.959
MULTAL 0.762 0.572 0.429 0.543 0.478 0.895 0.917 0.978 0.945 0.957 0.8285
MULTALIGN 0.759 0.948 0.792 0.897 0.969 0.972 0.925 0.978 0.909 0.934 0.9295
PILEUP8 0.745 0.966 0.81 0.826 0.969 0.865 0.912 0.978 0.92 0.934 0.916
PRRP 0.859 0.922 0.894 0.903 0.936 0.994 0.933 0.978 0.979 0.956 0.9345
SAGA 0.834 0.966 0.89 0.922 0.959 0.914 0.919 0.985 0.94 0.96 0.931
SB PIMA 0.73 0.959 0.876 0.865 0.931 0.88 0.86 0.978 0.917 0.987 0.8985
SIROA 0.8 0.968 0.564 0.887 0.966 0.964 0.915 0.978 0.940 0.949 0.945
Table 4.10: Baliscores of the multiple sequence alignments of the sequence groups in the
Ref 1 short V3 which obtained by the 11 diﬀerent programs. The last column (Median)
gives the median baliscore of each program in this set.














































Figure 4.3: Median Baliscores of all programs for the set, Ref 1 Short, V3.
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1bbt3 1sbp 1havA 1uky 2hsdA 2pia 3grs kinase median
CLUSTALX 0.418 0.462 0.26 0.469 0.545 0.623 0.343 0.589 0.4655
DIALIGN 0.209 0.326 0.061 0.335 0.434 0.533 0.213 0.597 0.3305
ML PIMA 0.145 0.309 0.185 0.41 0.307 0.471 0.271 0.51 0.308
MULTAL 0.081 0.389 0 0.266 0.348 0.425 0.197 0.474 0.307
MULTALIGN 0.362 0.371 0.225 0.439 0.349 0.546 0.238 0.541 0.3665
PILEUP8 0.214 0.405 0.251 0.34 0.435 0.575 0.272 0.555 0.3725
PRRP 0.535 0.46 0.398 0.43 0.627 0.613 0.275 0.707 0.4975
SAGA 0.373 0.434 0.237 0.405 0.576 0.523 0.354 0.694 0.4195
SB PIMA 0.149 0.31 0.137 0.41 0.307 0.471 0.271 0.603 0.3085
SIROA 0.447 0.420 0.310 0.435 0.528 0.579 0.356 0.654 0.441
Table 4.11: Baliscores of the multiple sequence alignments of the sequence groups in
the Ref 1 medium V1 which obtained by the 11 diﬀerent programs. The last column
(Median) gives the median baliscore of each program in this set.












































Figure 4.4: Median Baliscores of all programs for the set, Ref 1 Medium, V1.
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1ad2 1aym3 1gdoA 1ldg 1mrj 1pgtA 1pii 1ton 2cba median
CLUSTALX 0.88 0.867 0.818 0.899 0.899 0.928 0.754 0.846 0.745 0.867
DIALIGN 0.86 0.854 0.737 0.898 0.828 0.844 0.79 0.754 0.725 0.828
ML PIMA 0.846 0.859 0.857 0.936 0.887 0.826 0.636 0.729 0.702 0.846
MULTAL 0.871 0.87 0.812 0.895 0.849 0.885 0.742 0.666 0.619 0.849
MULTALIGN 0.846 0.89 0.815 0.939 0.907 0.85 0.77 0.777 0.678 0.846
PILEUP8 0.838 0.89 0.798 0.895 0.879 0.89 0.734 0.695 0.644 0.838
PRRP 0.893 0.924 0.826 0.944 0.915 0.875 0.778 0.874 0.749 0.875
SAGA 0.846 0.833 0.771 0.924 0.817 0.88 0.78 0.862 0.686 0.833
SB PIMA 0.846 0.909 0.857 0.936 0.887 0.821 0.701 0.795 0.706 0.846
SIROA 0.887 0.917 0.817 0.936 0.924 0.905 0.812 0.885 0.725 0.885
Table 4.12: Baliscores of the multiple sequence alignments of the sequence groups in
the Ref 1 medium V2 which obtained by the 11 diﬀerent programs. The last column
(Median) gives the median baliscore of each program in this set.
















































Figure 4.5: Median Baliscores of all programs for the set, Ref 1 Medium, V2.
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1amk 1ar5A 1ezm 1led 1ppn 1pysA 1thm 1tis 1zin 5ptp median
CLUSTALX 0.969 0.944 0.974 0.948 0.984 0.955 0.891 0.947 0.955 0.946 0.9515
DIALIGN 0.977 0.872 0.93 0.459 0.6 0.969 0.871 0.963 0.937 0.859 0.901
ML PIMA 0.964 0.92 0.976 0.907 0.981 0.935 0.923 0.948 0.885 0.938 0.9365
MULTAL 0.981 0.945 0.583 0.858 0.972 0.938 0.862 0.967 0.893 0.932 0.935
MULTALIGN 0.984 0.974 0.971 0.911 0.968 0.939 0.9 0.936 0.937 0.931 0.938
PILEUP8 0.976 0.946 0.964 0.901 0.977 0.94 0.878 0.951 0.94 0.952 0.9485
PRRP 0.964 0.898 0.968 0.933 0.969 0.951 0.907 0.96 0.977 0.961 0.9605
SAGA 0.984 0.9 0.956 0.899 0.974 0.902 0.885 0.949 0.96 0.938 0.9435
SB PIMA 0.964 0.986 0.976 0.944 0.961 0.935 0.923 0.926 0.885 0.944 0.944
SIROA 0.978 0.945 0.989 0.933 0.985 0.953 0.912 0.981 0.967 0.951 0.959
Table 4.13: Baliscores of the multiple sequence alignments of the sequence groups in
the Ref 1 medium V3 which obtained by the 11 diﬀerent programs. The last column
(Median) gives the median baliscore of each program in this set.


















































Figure 4.6: Median Baliscores of all programs for the set, Ref 1 Medium, V3.
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1ajsA 1cpt 1lvl 1pamA 1ped 2myr 4enl gal4 Median
CLUSTALX 0.36 0.678 0.409 0.361 0.685 0.286 0.498 0.362 0.3855
DIALIGN 0.147 0.655 0.484 0.402 0.501 0.227 0.404 0.418 0.411
ML PIMA 0.351 0.635 0.364 0.303 0.607 0.405 0.496 0.261 0.3845
MULTAL 0.24 0.658 0.37 0.038 0.535 0.376 0.563 0.299 0.373
MULTALIGN 0.307 0.668 0.383 0.354 0.589 0.266 0.526 0.257 0.3685
PILEUP8 0.31 0.702 0.407 0.409 0.607 0.442 0.454 0.314 0.4255
PRRP 0.449 0.71 0.475 0.49 0.718 0.33 0.516 0.579 0.503
SAGA 0.351 0.636 0.409 0.353 0.567 0.168 0.351 0.335 0.352
SB PIMA 0.32 0.635 0.364 0.296 0.607 0.41 0.496 0.261 0.387
SIROA 0.420 0.697 0.423 0.452 0.653 0.401 0.512 0.434 0.443
Table 4.14: Baliscores of the multiple sequence alignments of the sequence groups in the
Ref 1 Long V1 which obtained by the 11 diﬀerent programs. The last column (Median)
gives the median baliscore of each program in this set.












































Figure 4.7: Median Baliscores of all programs for the set, Ref 1 Long, V1.
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1ac5 1bgl 1dlc 1eft 1fieA 1gowA 1pkm 1sesA 2ack arp glg Median
CLUSTALX 0.824 0.845 0.844 0.838 0.918 0.764 0.845 0.936 0.751 0.859 0.734 0.844
DIALIGN 0.717 0.844 0.757 0.816 0.94 0.754 0.85 0.931 0.721 0.857 0.746 0.816
ML PIMA 0.739 0.781 0.783 0.798 0.894 0.721 0.809 0.859 0.669 0.835 0.739 0.783
MULTAL 0.717 0.851 0.797 0.785 0.902 0.79 0.742 0.83 0.585 0.813 0.714 0.79
MULTALIGN 0.777 0.853 0.874 0.839 0.918 0.722 0.847 0.927 0.68 0.848 0.793 0.847
PILEUP8 0.659 0.832 0.857 0.795 0.922 0.749 0.859 0.921 0.654 0.816 0.768 0.816
PRRP 0.756 0.863 0.888 0.879 0.934 0.667 0.882 0.943 0.771 0.869 0.803 0.869
SAGA 0.711 0.845 0.781 0.841 0.906 0.724 0.902 0.912 0.747 0.836 0.748 0.836
SB PIMA 0.739 0.795 0.783 0.798 0.869 0.721 0.795 0.859 0.695 0.838 0.753 0.795
SIROA 0.768 0.861 0.857 0.921 0.947 0.698 0.902 0.947 0.742 0.821 0.812 0.857
Table 4.15: Baliscores of the multiple sequence alignments of the sequence groups in the
Ref 1 long V2 which obtained by the 11 diﬀerent programs. The last column (Median)
gives the median baliscore of each program in this set.













































Figure 4.8: Median Baliscores of all programs for the set, Ref 1 Long, V2.
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1ad3 1gpb 1gtr 1lcf 1rthA 1taq 3pmg actin Median
CLUSTALX 0.943 0.975 0.94 0.95 0.932 0.808 0.955 0.927 0.9415
DIALIGN 0.936 0.943 0.962 0.91 0.879 0.834 0.944 0.935 0.9355
ML PIMA 0.927 0.942 0.897 0.93 0.901 0.831 0.952 0.948 0.9275
MULTAL 0.946 0.942 0.927 0.94 0.873 0.829 0.946 0.934 0.9345
MULTALIGN 0.939 0.973 0.922 0.95 0.928 0.855 0.959 0.928 0.9335
PILEUP8 0.939 0.963 0.938 0.94 0.924 0.851 0.962 0.926 0.9385
PRRP 0.947 0.982 0.954 0.96 0.924 0.885 0.947 0.948 0.9475
SAGA 0.934 0.97 0.944 0.93 0.911 0.885 0.952 0.927 0.9305
SB PIMA 0.927 0.942 0.897 0.92 0.911 0.873 0.952 0.933 0.9245
SIROA 0.949 0.981 0.934 0.954 0.951 0.974 0.961 0.947 0.950
Table 4.16: Baliscores of the multiple sequence alignments of the sequence groups in the
Ref 1 long V3 which obtained by the 11 diﬀerent programs. The last column (Median)
gives the median baliscore of each program in this set.














































Figure 4.9: Median Baliscores of all programs for the set, Ref 1 Long, V3.
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Chapter 5
Conclusion and Discussion
From the results in last chapter we can see that the SIROA is a useful tool for
producing the multiple sequence alignment. The stepwise iterative step in the
alignment process increase the sensitivity of this method, this can be shown in the
performance of aligning the long sequence set with low similarity. Although the
iterative step may sacriﬁce more computational time than the traditional heuristic
progressive alignment, we have tried to solve this problem by partition the sequence
ﬁrst and this method have been shown to be eﬃcient. For example, SIROA still can
get the alignment for the set 1lcf and 1taq in the reference 1 of BAliBASE while the
MSA program can not. The iterative method usually not as good as the dynamic
programming method, such as MSA, in aligning the short and small sequence set
because the diﬀerence of the “optimal criteria”, however, the SIROA still can get
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at least comparable alignments to the short sequence sets in the database.
One of the possible improvement for this method is that we only use a simple
dynamic progressive alignment as the basic alignment process for aligning the se-
quence blocks. This procedure can be improved by adding more heuristics such as
position-speciﬁc gap penalties or dynamic weight matrix choosing. These heuristics
will increase the sensitivity of this method farther.
Another area we can improve is the partition procedure. We only do a simple
partition for the sequence set this time. In the further research works, the size and
the position of the partition can be optimized decided by the diﬀerent structures
of the sequence family. For example, we can construct a heuristic alignment for
the sequence set and ﬁnd the consistent parts of the sequence and partition the
sequence at a more accurate position such that the consistent parts are all inside
the blocks. This can prevent the possible divergent of the later iterative procedures.
We believe that the SIROA could be a powerful tool for multiple sequence alignment
after these optimization works.
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C Codes For SIROA Method
1. the code for sequence partition is get from the appendix of
[16].
2. pairwise.c
This program calculates pairwise costs using the current
cost file and pairwise distances based on number of
identities.The distances are used to calculate an evolutionary
tree.
#include "defs.h" #include <stdio.h>
extern char *S[NUMBER+1]; extern int K,G,GG,fflag,oflag; extern
int N[NUMBER+1]; extern int scale[NUMBER+1][NUMBER+1]; extern
short D[SIGMA][SIGMA]; extern int min3(); extern void
fatal(),fix(); extern int costs[NUMBER+1][NUMBER+1]; extern int
Con[NUMBER+1][NUMBER+1][LENGTH+1]; extern int *dd [LENGTH+1],
/* forward diagonal distance */
*hh [LENGTH+1], /* forward horizontal distance */
*vv [LENGTH+1]; /* forward vertical distance */
static char *A, *B;
void pairwise() {
register int I,J,i,j,Gi,Gj,n,m,q;





if (!fflag) for (i=1;i<=LENGTH;++i) C[i]=0;
for (I=1;I<=K;I++) for (i=N[I];i>=0;i--) Con[I][I][i]=i;
















vv[i][0]=vv[i-1][0]+(C[i] ? BIG : D[A[i]][DASH]);
Con[I][J][i]= -1;
}
for (i=1;i<=n;i++) for (q=C[i],Gi= i==n?GG:G,j=1;j<=m;j++) {
Gj= j==m ? GG : G;
dd[i][j]=min3(dd[i-1][j-1],hh[i-1][j-1],vv[i-1][j-1])+















/* Evolutionary distances based on PAM model of molecular
evolution */
#ifdef PAMDIST int ED[101]={ 0,
10, 20, 30, 40, 51, 62, 73, 84, 95, 107,
118, 130, 142, 154, 166, 179, 192, 205, 218, 231,
245, 259, 273, 287, 302, 317, 332, 348, 364, 380,
400, 410, 430, 450, 470, 480, 500, 520, 540, 560,
580, 600, 630, 650, 670, 700, 720, 740, 770, 800,






/* Calculate percent mismatch between sequences and convert it to






int dir=DIAG; /* Direction of previous edge in traceback */
int match=0; /* Number of matches in an optimal alignment */
float f,g;
for (i=n,j=m; i||j;) {
V=vv[i][j]-(dir==VERT ? (j==m ? GG:G) : 0);
H=hh[i][j]-(dir==HORZ ? (i==n ? GG:G) : 0);
M=min3(V,H,dd[i][j]);
if (!j || M==V) { dir=VERT; --i; }


















Program to make unrooted evolutionary tree from pairwise distance
matrix using the Neighbor Joining method. Output is preorder
traversal of tree (depth first). See associated program "read.c"
for input routine of tree structure
#include <stdio.h> #include "defs.h"
#define ROOT -9 #define INOD -1














NODE **node_index; int *Dij[NUMBER]; int vcount, indexlen,
count, count2; NODE *vlist[2*NUMBER]; NODE *makenode();
float dist(),subdist(),br_len(),compute_S(); int rdist(); void




/* read in dist. matrix, initialize starting data structure */
init_data();
/* determine optimum node pairs, and make them neighbors */
minimize_Sij();
/* finish up turning initial data structure into binary tree */




len -= subdist(node_index[0],0.0) / count2;
count2 = 1;
len -= subdist(node_index[1],0.0) / count2;
node_index[0]->ltop = len;
/* Print out rooted tree */
rpt(ancestor);
printf("\n");
/* Calculate weights */
whts();
}
/* Routine: makenode */ /* Arguments:
sqn - sequence number or -1 for internal nodes */ /*
dtop - distance to parent node */ /* lt,rt -
pointers to child nodes */ /* purpose: creates
nodes for the tree */
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/* Function: dist */ /* Arguments: i,j -
indices to node_index */ /* Purpose: computes the
average distance between the nodes pointed */ /* to by







/* Function: rdist */ /* Arguments: A,B -
pointers to nodes */ /* Purpose: recursively
traverse the tree to compute the sum of path */ /* lengths




if (A->sqn < 0) {
++count;
return(rdist(A->lt, B) + rdist(A->rt, B));
}
else if (B->sqn < 0) {
++count;





/* Function: subdist */ /* Arguments: A
- a pointer to a node, total - cumulative path length */ /*
Purpose: recursively traverses the tree to compute the sum of










/* Function: br_len */ /* Arguments:
i,j - indices to node_index */ /* Purpose:
computes the least squares estimate for the length of the */ /*











diz = diz / (indexlen - 2);
djz = djz / (indexlen - 2);
return((dist(i,j) + diz - djz)/2 - subdist(node_index[i],0.0)/count2);
}
/* Function: compute_S */ /* Arguments:
i,j - indices to node_index */ /*
Purpose: Computes the sum of path lengths resulting from making








for (t=0;t<indexlen;t++) if (t!=i && t!=j) s1 += dist(i,t)+dist(j,t);
s1 = s1 / (2 * (indexlen- 2));
for (t=0; t<indexlen; t++) for (tt=t+1; tt<indexlen; tt++)
if (t!=i && t!=j && tt!=i && tt!=j) s2 += dist(t,tt);
s2 = s2 / (indexlen- 2);
return(s1 + s2 + dist(i,j) / 2);
}
/* Function: coalesce */ /* Arguments:
i,j - indices to node_index */ /* Purpose: creates
an internal node with *node_index[i] and */ /*
*node_indes[j] as children, and replaces node_index[i] */ /*












/* Function: minimize_Sij */ /* Arguments:
none */ /*
Purpose: selects the optimum pair of nodes from amongst the
nodes */ /* currently pointed to by node_index to make
neighbors, */ /* joins them through and internal node,
and repeats the */ /* process until only two nodes
remain */
void minimize_Sij() {
int i, j, min_i=0, min_j=0;
float tmp, min = BIG +1;
for (i=0; i<indexlen; i++) for (j=i+1; j<indexlen; j++) {
tmp = compute_S(i,j);








if (indexlen > 2) minimize_Sij();
}
/* Function: init_data */ /* Arguments:
none */ /* Purpose: reads in a pairwise distance matrix, creates





for (t=0;t<K;t++) Dij[t] = (int *) calloc(K, sizeof(int));
node_index = (NODE **) malloc(K * sizeof(NODE *));




/* Function: rpt */ /* Arguments: A -
pointer to the root node */ /*
Purpose: traverses the tree in preorder form, writes node out to




if (A->sqn >= 0) printf("Leaf #
else {
if (A->sqn == ROOT) printf("
Tree given from ancestor
\n");
else printf("Internal Node Distance to parent = %7.2f\n",A->ltop);
printf("On the left: ");
rpt(A->lt);





Program to calculate pair weights given an evolutionary tree.
NODE **pN; static float B[NUMBER][NUMBER]; void trace();
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/* Calculate the weights of all trees hanging from all internal
nodes */




for (; (no= *pN)->sqn > ROOT; ++pN) {
no->w = no->lt->w * no->rt->W + no->lt->W * no->rt->w;






no->v = no->par->v * no->bro->W + no->par->V * no->bro->w;
no->V = no->ltop * no->v + no->par->V * no->bro->W;
}
while (pN != vlist);
/* Calculate weights for leaf pairs using precomputed subtree
weights */
for (; (no= *pN)->sqn >INOD; ++pN) trace(1.0,no->ltop,no->par,no->bro);
/* Scale pair weights so that smallest is about 8 */
sm=1.0E+30;
for (j=1;j<K;++j) for (i=0;i<j;++i) if (B[i][j]<sm) sm=B[i][j];
sm /= 7.9;
for (i=0;i<K-1;++i) for (j=i+1;j<K;++j) scale[i+1][j+1]=B[i][j]/sm+0.5;
}
/* trace is a recursive function that traverses tree to find all






if (no->sqn > INOD) B[(*pN)->sqn][no->sqn] = sum*prod;
else if (sis==NULL) {
trace(prod * no->lt->W, sum + no->rt->ltop, no->rt, NULL);
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trace(prod * no->rt->W, sum + no->lt->ltop, no->lt, NULL);
}
else {
trace(prod * no->V, sum + sis->ltop, sis, NULL);
if (no->sqn != ROOT)
trace(prod * sis->W, sum + no->ltop, no->par, no->bro);
}
}





for (pN=vlist; (no= *pN)->sqn >INOD; ++pN) trace(1.0, no->par, no->bro);
for (sm=BIG,j=1;j<K;++j) for (i=0;i<j;++i) if (B[i][j]<sm) sm=B[i][j];
for (i=0;i<K-1;++i) for (j=i+1;j<K;++j) scale[i+1][j+1]=B[i][j]/sm+0.5;
}
/* trace is a recursive function that traverses tree to find all






if (no->sqn > INOD) B[(*pN)->sqn][no->sqn] = prod;
















#define FREE(x) free((char *) x)
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typedef struct coordinate COORDINATE;
typedef struct
coordinate_values COORDINATE_VALUES;
typedef struct vertex VERTEX;
typedef struct edge EDGE;
typedef struct heap HEAP;
/* array for accessing vertices by lattice coordinate */ struct
coordinate {
int lo, hi; /* lower and upper limits on array indices */
COORDINATE_VALUES *coord_vals; /* next coordinate array indices */
COORDINATE_VALUES *prev_coord_val;/* previous coordinate array index */
COORDINATE *next_on_free_list; /*maintains available records*/
int refer; /* how many valid coordinate values do I have */
};
/* index in array */ struct coordinate_values {
COORDINATE *next_coord; /* next coordinate array */
COORDINATE *curr_coord; /* current coordinate array */
/* short value; value of this coordinate in absolute
terms*/ };
/* lattice vertex */ struct vertex {
EDGE *out; /* outgoing edge adjacency list */
COORDINATE_VALUES *prev_coord_val; /* father in array */
EDGE *nonextracted_inedges;/* incoming edges still not extracted from heap */
};
/* lattice edge */ struct edge {
VERTEX *tail, *head; /* edge tail and head vertices */
int dist; /* distance to head from source along edge */
int refer; /* how many backtrack edges point to me */
EDGE *next, *prev; /* edge adjacency list links */
EDGE *heap_succ, *heap_pred; /* heap bucket links */
EDGE *nonextracted_next,
*nonextracted_prev; /* nonextracted_inedges links */
EDGE *backtrack; /* edge to previous edge in path */
};
/* discrete heap of edges ranked by distance */ struct heap {
EDGE **min, **max; /* minimum and maximum buckets of heap */
EDGE *bucket[1]; /* buckets of edges */
};
char *S [NUMBER+1]; /* sequences */ int K;
/* number of sequences */ int N [NUMBER+1]; /* lengths
of sequences */ int delta; /* upper and lower bound
difference */ int epsi[NUMBER+1][NUMBER+1]; /* projected &
pairwise cost diff. */ int scale[NUMBER+1][NUMBER+1]; /* pairwise
cost weight scale */ int Con[NUMBER+1][NUMBER+1][LENGTH+1]; /*
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consistency check */ int proj [NUMBER+1] [NUMBER+1]; /*
projected costs */ char cname[20]="pam250"; /* name of
cost file */ int Upper, Lower; /* upper and lower bounds on
alignment distance */ int bflag,gflag,fflag,oflag; int *dd
[LENGTH+1], /* forward diagonal distance */
*hh [LENGTH+1], /* forward horizontal distance */
*vv [LENGTH+1]; /* forward vertical distance */
VERTEX *presource; /* Vertex before source; tail of
first edge */
void main()
-g penalizes terminal gaps
-b sets all pairwise weights to 1 (does not compute tree)
<input filename> sequences to be aligned
#define USAGE struct timeval starttime, endtime; double deltatime;






FILE *stream, *efile, *fopen();
gettimeofday(&starttime, NULL); /* Get start time */





if ( argc > MAX_ARGS )
fatal(USAGE);
for ( ++argv; --argc; argv++ )
else if ( (*argv)[1] == ’g’ ) gflag = 0;




data(stream,must_open(Fname,"r")); /* get input sequences */







dd[0] = (int *) alloc(size);
hh[0] = (int *) alloc(size);































gettimeofday(&endtime, NULL); /* Get end time */
}
/*Define strings in two different ways depending on whether ANSI*/
/*standards are used or not*/ #if defined(__STDC__) #define
strng(a) #a #else #define strng(a) "a" #endif
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#define SUB(a,b) D[strng(a)[0]][strng(b)[0]] =
D[strng(b)[0]][strng(a)[0]] #define DAG(a)
D[strng(a)[0]][strng(a)[0]]
short D [SIGMA] [SIGMA]; /* symbol distance */ int
T[3][3][3][3]; /* Altschul gap counts */ int
*Tpointer[NUMBER+1][NUMBER+1][3]; /* cuts off first two dimensions
of T*/ int G,GG; /* gap cost */
/* data : read input data */ void data (stream,Ffile) FILE
*stream,*Ffile; {
static char buffer [LENGTH+1];
auto char a, b;
auto int c, n;
auto int i, j;




fatal("Cannot exceed %d sequences.",NUMBER);
N[K] = n;




/* initialize gap cost, gap count table,
and positive symmetric integer distance table */
if ( stream ) {
/* distance file contains gap cost
followed by triples of the form <a, b, d(a,b)> */
fscanf(stream," %d\n",&G);
while (fscanf(stream," %c %c %d\n",&a,&b,&c)==3)
D[a][b] = D[b][a] = c;
fclose(stream);
}















































































































































































































































GG= gflag ? 0 : G;
T[0][0][0][0] = 0; /* -- : -- */
T[0][0][0][1] = G; /* -- : -x */
T[0][0][1][0] = G; /* -x : -- */
T[0][0][1][1] = 0; /* -x : -x */
T[0][1][0][0] = 0; /* -- : x- */
T[0][1][0][1] = 0; /* -- : xx */
T[0][1][1][0] = G; /* -x : x- */
T[0][1][1][1] = 0; /* -x : xx */
T[1][0][0][0] = 0; /* x- : -- */
T[1][0][0][1] = G; /* x- : -x */
T[1][0][1][0] = 0; /* xx : -- */
T[1][0][1][1] = 0; /* xx : -x */
T[1][1][0][0] = 0; /* x- : x- */
T[1][1][0][1] = G; /* x- : xx */
T[1][1][1][0] = G; /* xx : x- */

















while (fgets(buf,256,fp) && buf[0]!=’>’) {
l=strlen(buf);
for (j=0;j<l;j++)
if (buf[j] >= ’A’ && buf[j] <= ’Z’) {
seq[n]=buf[j];
if (++n > maxl)








/* heap insertion and deletion */
#define INSERT(e,h)\
{ register EDGE **b = (h)->bucket + (e)->dist;\
if (*b != NULL)\
(*b)->heap_pred = (e);\
(e)->heap_succ = *b; (e)->heap_pred = NULL;\
*b = (e); }
#define DELETE(e,h)\
{ register EDGE **b = (h)->bucket + (e)->dist;\




if ((e)->heap_succ != NULL)\
(e)->heap_succ->heap_pred = (e)->heap_pred; }
HEAP *h;
/* msa : compute multiple sequence alignment */
EDGE *msa () {
static int p [NUMBER+1], q [NUMBER+1], r [NUMBER+1];
register int d,inc;
register int ccost=0;
register VERTEX *v, *w, *t;
auto VERTEX *s;
register EDGE *e, *f;
auto char C [NUMBER+1];



















while ((e=extract()) != NULL && (v=e->head) != t) {




if (e->dist <= Upper) {
/*put coordiantes of tail into p array
and coordinates of head of edge into q*/
coord(e->tail,p);
safe_coord(e->head,q);
/*next loop is from cost function
difference between p and q*/
for (I=1;I<=K;I++)















if(v->out == NULL) /* If first time visiting v */
adjacent(e,q);
for(f=v->out; f!=NULL; f=f->next) {
difference = f->dist - e->dist;
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if (difference > 0) {
/*get coordinates of next vertex into r*/
safe_coord(f->head,r);
for (I=1;I<=K;I++) {
C[I] = (r[I]>q[I] ? S[I][r[I]] : DASH);




















if( -- f->backtrack->refer == 0)
free_edge(f->backtrack);
















void display (e) register EDGE *e; {
static int p [NUMBER+1], q [NUMBER+1], r [NUMBER+1];
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auto int d, I, J;
register EDGE *f;
/* shortest sink to source path in lattice within bound? */
if (e==NULL || (d=e->dist)>Upper)
fatal("Multiple alignment within bound does not exist.");









/* display alignment corresponding to path */
printf("\n Optimal Multiple Alignment\n\n");
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