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1. Introduction
Throughout this paper N, Z, R and C denote the sets of positive integers, integers, reals and complex numbers, respec-
tively. Moreover N0 := N ∪ {0}, K ∈ {R,C}, X is a Banach space over K, S is a nonempty set, f : S → S , F : S → X , m ∈ N,
and a j : S → K for j = 1, . . . ,m, unless explicitly stated otherwise. As usual, for each p ∈ N0, f p denotes the p-th iterate
of f (i.e., f 0(x) = x, f p+1(x) = f ( f p(x)) for every p ∈ N0, x ∈ S) and, if f is bijective, f −p = ( f −1)p . Next, given ε0 : S → R,
we say that a function ϕs : S → X is an ε0-approximate solution (abbreviated in the sequel to ε0-solution) of the linear
functional equation
ϕ
(
f m(x)
)= m∑
i=1
ai(x)ϕ
(
f m−i(x)
)+ F (x) (1)
(where ϕ : S → X is the unknown function) provided∥∥∥∥∥ϕs( f m(x))−
m∑
i=1
ai(x)ϕs
(
f m−i(x)
)− F (x)∥∥∥∥∥ ε0(x), ∀x ∈ S. (2)
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to, e.g., [26,27] (cf. also [6]); for some recent applications see, e.g., [29, Ch. 4]. One of the simplest examples of Eq. (1), with
S ∈ {N0,Z}, is the linear recurrence (or difference equation)
yn+m =
m−1∑
j=0
am− j(n)yn+ j + bn, ∀n ∈ S (3)
for sequences (yn)n∈S in X , where (bn)n∈S is a ﬁxed sequence in X ; clearly (1) becomes (3) with f (n) = n+ 1, yn := ϕ(n) =
ϕ( f n(0)) and bn := F (n).
We show that, under suitable assumptions, every ε0-solution of (1) generates a solution of (1) that is close to it (in
some sense); we give estimation of that distance between an approximate solution and the solution to (1) generated by
it (see Theorems 1, 2 and Corollaries 2, 3 and 4) and give a description of a procedure that yields such a solution (see
Remark 8). That property of the equation is connected with the notion of Hyers–Ulam stability for functional equations,
which was motivated by a problem of S.M. Ulam (cf. [37]) and D.H. Hyers’s [20] solution to it (see also [22]). Improvements
of the result in [20] were given by T. Aoki [2] (cf. [28]) (and rediscovered in a bit modiﬁed forms in [18] and [32]; for some
further information we refer, e.g., to [15,21,23]). At the moment the Hyers–Ulam stability of functional equations is a very
popular subject of research and some recent results one can ﬁnd, e.g., in [9,13,14,19,25,30,33–35].
Stability of equations in single variable is discussed extensively in [1]. The Hyers–Ulam stability of Eq. (1) has been
investigated so far mainly for m = 1 and, except some results in [8,10,31,36] concerning the case where the coeﬃcient
functions a1, . . . ,am are constant, hardly any result for m > 1 has been published till now (see, e.g., [1,3,7,17]). This is
caused probably by the fact that the classical method does not work directly in this case. We show that the inductive
approach is very useful in this situation. Existence of approximate solutions of functional equations in single variable has
been investigated, e.g., in [4,5,11,12].
2. Preliminaries
In what follows the subsequent hypothesis will be very useful.
(H) Functions r1, . . . , rm : S → C satisfy the condition
m∏
i=1
(
z − ri(x)
)= zm − m∑
j=1
a j(x)z
m− j, ∀x ∈ S, z ∈ C. (4)
Remark 1. Hypothesis (H) means that, for every x ∈ S , r1(x), . . . , rm(x) ∈ C are the complex roots of the characteristic equa-
tion zm −∑mj=1 a j(x)zm− j = 0. Clearly functions r1, . . . , rm are not unique, but for every x ∈ S the sequence (r1(x), . . . , rm(x))
is uniquely determined up to a permutation. Moreover, note that 0 /∈ am(S) if and only if 0 /∈ r j(S) for j = 1, . . . ,m.
Deﬁnition 1. We say that a function ϕ : S → X is f -invariant provided ϕ( f (x)) = ϕ(x) for x ∈ S .
Remark 2. Let ι := {(x, y) ∈ S2: f m(x) = f k(y) with some k,m ∈ N0} (cf. [26, p. 14]) and for x ∈ S write [x] := {y ∈ S:
(x, y) ∈ ι}. Note that a function ϕ : S → X is f -invariant if and only if ϕ is constant on [x] for every x ∈ S .
Remark 3. Let (H) be valid. If r1, . . . , rm are f -invariant, then clearly, by (4), a1, . . . ,am are f -invariant. On the other hand,
if a1, . . . ,am are f -invariant, then zm −∑mj=1 a j(x)zm− j = zm −∑mj=1 a j( f (x))zm− j for x ∈ S, z ∈ C, whence, by (4), for
each x ∈ S there is a permutation σ of the set {1, . . . ,m} with (r1(x), . . . , rm(x)) = (rσ(1)( f (x)), . . . , rσ(m)( f (x))). So (see
Remark 2), we have proved that a1, . . . ,am are f -invariant if and only if r1, . . . , rm can be chosen f -invariant.
To simplify some statements we assume in the sequel that restriction to the empty set of any function is injective.
Moreover, for every h : S → S , λ : S → K, x ∈ S , ∏0p=1 λ(hp(x)) := 1. The next lemma is a useful generalization of [35,
Theorem 2.1].
Lemma 1. Let ε0 : S → R, a : S → K, S ′ := {x ∈ S: a( f p(x)) = 0 for p ∈ N0}, ϕs : S → X,
ε′(x) :=
∞∑
k=0
ε0( f k(x))∏k
p=0 |a( f p(x))|
< ∞, ∀x ∈ S ′,
∥∥ϕs( f (x))− a(x)ϕs(x) − F (x)∥∥ ε0(x), ∀x ∈ S, (5)
f
(
S \ S ′)⊂ S \ S ′ and a(S \ S ′)⊂ {0}. (6)
Suppose that f0 := f |S\S ′ is injective. Then the limit
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n→∞
[
ϕs( f n(x))∏n−1
j=0 a( f j(x))
−
n−1∑
k=0
F ( f k(x))∏k
j=0 a( f j(x))
]
(7)
exists for every x ∈ S ′ and the function ϕ : S → X, given by
ϕ(x) :=
⎧⎨⎩
ϕ′(x), if x ∈ S ′;
F ( f −10 (x)), if x ∈ f (S) \ S ′;
ϕs(x) + u(x), if x ∈ S \ [S ′ ∪ f (S)],
(8)
with any u : S → X, ‖u(x)‖ ε0(x) for x ∈ S, is a solution of the equation
ϕ
(
f (x)
)= a(x)ϕ(x) + F (x) (9)
with ‖ϕs(x) − ϕ(x)‖ ε′(x) for x ∈ S, where
ε′(x) :=
{
ε0( f
−1
0 (x)), if x ∈ f (S) \ S ′;
ε0(x), if x ∈ S \ [S ′ ∪ f (S)].
Moreover, ϕ is the unique solution of (9), with ‖ϕs(x) − ϕ(x)‖ ε′(x) for x ∈ S, if and only if S = S ′ ∪ f (S).
Proof. Write ϕ′s := ϕs|S ′ . Clearly f (S ′) ⊂ S ′ and ‖ϕ′s( f (x))− a(x)ϕ′s(x)− F (x)‖ ε0(x) for x ∈ S ′ . Hence, by [35, Theorem 2.1
and the proof of it], for every x ∈ S ′ , the limit (7) exists and ϕ′ : S ′ → X is the unique solution of Eq. (9) such that ‖ϕ′s(x) −
ϕ′(x)‖ ε′(x) for x ∈ S ′ . Next, by (6), f (S \ S ′) \ S ′ = f (S) \ S ′ , a(S \ S ′) ⊂ {0}, and ‖ϕs( f (x)) − F (x)‖ ε0(x) for x ∈ S \ S ′ .
Since f0 is injective, it is enough to deﬁne ϕ : S → X by (8). 
Corollary 1. Let a : S → K, ε0 : S → R, ϕs : S → X satisfy (5), f be bijective, S ′′ := {x ∈ S: a( f −p(x)) = 0 for p ∈ N}, f (S ′′) ⊂ S ′′ ,
a(S \ S ′′) ⊂ {0}, and ε′′(x) :=∑∞k=1 ε0( f −k(x))∏k−1p=1 |a( f −p(x))| < ∞ for x ∈ S ′′ . Then the limit
ϕ′′(x) := lim
n→∞
[
ϕs
(
f −n(x)
) n∏
j=1
a
(
f − j(x)
)+ n∑
k=1
F
(
f −k(x)
) k−1∏
j=1
a
(
f − j(x)
)]
(10)
exists for every x ∈ S ′′ and the function ϕ : S → X, given by
ϕ(x) :=
{
ϕ′′(x), if x ∈ S ′′;
F ( f −1(x)), if x ∈ S \ S ′′, (11)
is the unique solution of Eq. (9) such that ‖ϕs(x) − ϕ(x)‖ ε′′(x) for x ∈ S, where ε′′(x) = ε0( f −1(x)) for x ∈ S \ S ′′ .
Proof. First observe that, according to the deﬁnition of S ′′ , f −1(S ′′) ⊂ S ′′ . So f (S ′′) = S ′′ and f (S \ S ′′) = S \ S ′′ . Replacing x
by f −1(y) in (5), for every y ∈ S ′′ we obtain ‖ϕs(y) − a( f −1(y))ϕs( f −1(y)) − F ( f −1(y))‖ ε0( f −1(y)) and consequently∥∥∥∥ϕs( f −1(y))− 1a( f −1(y))ϕs(y) + 1a( f −1(y)) F ( f −1(y))
∥∥∥∥ ε0( f −1(y))|a( f −1(y))| .
Hence, by Lemma 1 (with S replaced with S ′′), for every x ∈ S ′′ , the limit (10) exists, ‖ϕs(x) − ϕ′′(x)‖ ε′′(x), and
ϕ′′
(
f −1(x)
)= 1
a( f −1(x))
ϕ′′(x) − 1
a( f −1(x))
F
(
f −1(x)
)
. (12)
Clearly ϕ′′ : S ′′ → X is a solution of Eq. (9). Now it is enough to deﬁne ϕ : S → X by (11). Since, by Lemma 1, ϕ′′ is the
unique solution of Eq. (12) (in the class of functions mapping S ′′ into X ) with ‖ϕs(x) − ϕ′′(x)‖ ε′′(x) for x ∈ S ′′ , ϕ is the
unique solution of (9) with ‖ϕs(x) − ϕ(x)‖ ε′′(x) for x ∈ S . 
Remark 4. Let f be bijective, S ′′ be deﬁned as in Corollary 1 and f (S ′′) ⊂ S ′′ . Then, for each z ∈ S ′′ , f (z) ∈ S ′′ and conse-
quently a(z) = a( f −1( f (z))) = 0, which means that actually we have S ′′ = {x ∈ S: a( f −p(x)) = 0 for p ∈ N0}.
Lemma 2. Assume that f is bijective, ε0 : S → R and a : S → K are f -invariant, S := {x ∈ S: |a(x)| = 1}, and ϕs : S → X satisﬁes (5).
Then there exists a unique solution ϕ : S → X of Eq. (9) such that∥∥ϕs(x) − ϕ(x)∥∥ ε0(x)|1− |a(x)|| , ∀x ∈ S. (13)
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f (Sk) = Sk for k = 0,1,2. Write ψk := ϕs|Sk for k = 0,1,2. Clearly ‖ψk( f (x)) − a(x)ψk(x) − F (x)‖  ε0(x) for x ∈ Sk ,
k = 0,1,2. Let ϕ0(x) := F ( f −1(x)) for x ∈ S0. Then it is easily seen that ϕ0 is the unique solution of (9) (in the class of
functions mapping S0 into X ) and ‖ϕ0(x)−ψ0(x)‖ ε0( f −1(x)) = ε0(x) for x ∈ S0. Next, take k ∈ {1,2}. Then, by Lemma 2.1
(if k = 1) and Corollary 2.1 (if k = 2), there exists a unique solution ϕk : Sk → X of (9) such that ‖ϕk(x) − ψk(x)‖ ε0(x)|1−|a(x)||
for x ∈ Sk . Let ϕ(x) := ϕk(x) for x ∈ Sk , k = 0,1,2. Then ϕ is a solution of (9) and (13) holds. Since ϕk , k = 0,1,2, are unique,
so is ϕ . 
Remark 5. From the proof of Lemma 2 one can easily deduce the form of ϕ . Namely, from Lemma 1 and Corollary 1, it
follows that the limits
ϕ′(x) := lim
n→∞
[
ϕs( f n(x))
a(x)n
−
n−1∑
k=0
F ( f k(x))
a(x)k+1
]
,
ϕ′′(y) := lim
n→∞
[
ϕs
(
f −n(y)
)
a(y)n +
n∑
k=1
F
(
f −k(y)
)
a(y)k−1
]
exist for x ∈ S1 := {x ∈ S: |a(x)| > 1}, y ∈ S2 := {x ∈ S: 0< |a(x)| < 1} and, for each z ∈ S ,
ϕ(z) :=
⎧⎨⎩
ϕ′(z), if |a(z)| > 1;
F ( f −1(z)), if a(z) = 0;
ϕ′′(z), if 0< |a(z)| < 1.
Lemma 3. Assume that  : S → R, hypothesis (H) holds, r j is f -invariant for j > 1, ϕ1,ϕ2 : S → X are solutions of (1), ‖ϕ1(x) −
ϕ2(x)‖ (x) for x ∈ S,
r1(x), . . . , rm(x) ∈ K, ∀x ∈ S, (14)
and, for each j ∈ {1, . . . ,m}, one of the following two conditions is valid.
(i) r1(S \ S ′1) ⊂ {0}, the sequence {r1( f n(x))}n∈N is bounded for x ∈ S ′1 , S \ S ′j ⊂ f (S \ S ′j), and
lim
n→∞
(
f n(x)
) n−1∏
i=0
∣∣r j( f i(x))∣∣−1 = 0
for x ∈ S ′j , where S ′j := {x ∈ S: r j( f p(x)) = 0 for p ∈ N0};
(ii) f is bijective, the sequence {r1( f −n(x))}n∈N is bounded for x ∈ S ′′ := {x ∈ S: r1( f −p(x)) = 0 for p ∈ N}, and
lim
n→∞
(
f −n(x)
) n∏
i=1
∣∣r j( f −i(x))∣∣= 0
for x ∈ S.
Then ϕ1 = ϕ2 .
Proof. First suppose that m = 1 and take x ∈ S . If (i) holds and x ∈ S \ S ′1, then x = f (z) for some z ∈ S \ S ′1 and r1(z) = 0.
Consequently ϕ1(x) = ϕ1( f (z)) = r1(z)ϕ1(z)+ F (z) = F (z) = r1(z)ϕ2(z)+ F (z) = ϕ2( f (z)) = ϕ2(x). Next, in the case where (i)
holds and x ∈ S ′1, ‖ϕ1(x)−ϕ2(x)‖ = |a1(x)|−1‖ϕ1( f (x))−ϕ2( f (x))‖ ( f (x))|a1(x)|−1 and, in the case where (ii) holds (i.e.,
f is bijective), ‖ϕ1(x)−ϕ2(x)‖ = |a1( f −1(x))|‖ϕ1( f −1(x))−ϕ2( f −1(x))‖ ( f −1(x))|a1( f −1(x))|. Analogously, by induction
on n, one can show that, for every x ∈ S , n ∈ N, ‖ϕ1(x) − ϕ2(x)‖  ( f n(x))∏n−1i=0 |a1( f i(x))|−1 if condition (i) holds and
x ∈ S ′1, and ‖ϕ1(x) − ϕ2(x)‖ ( f −n(x))
∏n
i=1 |a1( f −i(x))| if (ii) holds. Since a1 = r1, this implies that ϕ1 = ϕ2.
Now ﬁx k ∈ N and assume that the lemma is true for m = k, with any functions a1, . . . ,am : X → K. We are to show
that this is also the case for m = k + 1. Note that, by (4) and the Vieta formula, for i = 1,2, x ∈ S , ϕi( f k+1(x)) =
(−1)0(∑k+1j=1 r j(x))ϕi( f k(x)) + · · · + (−1)k(∏k+1j=1 r j(x))ϕi(x) + F (x). Write ψi(x) := ϕi( f (x)) − rk+1(x)ϕi(x) for x ∈ S , i = 1,2.
Then, for i = 1,2, x ∈ S , we have
ψi
(
f k(x)
)− [(−1)0( k∑ r j(x)
)
ψi
(
f k−1(x)
)+ · · · + (−1)k−1( k∏ r j(x)
)
ψi(x)
]
j=1 j=1
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(
f k+1(x)
)− rk+1( f k(x))ϕi( f k(x))−
[
(−1)0
(
k∑
j=1
r j(x)
)(
ϕi
(
f k(x)
)− rk+1( f k−1(x))ϕi( f k−1(x)))+ · · ·
+ (−1)k−1
(
k∏
j=1
r j(x)
)(
ϕi
(
f (x)
)− rk+1(x)ϕi(x))
]
= ϕi
(
f k+1(x)
)− [(−1)0( k+1∑
j=1
r j(x)
)
ϕi
(
f k(x)
)+ · · · + (−1)k( k+1∏
j=1
r j(x)
)
ϕi(x)
]
= F (x).
Moreover, ‖ψ1(x) − ψ2(x)‖ ‖ϕ1( f (x)) − ϕ2( f (x))‖ + |rk+1(x)|‖ϕ1(x) − ϕ2(x)‖ ( f (x)) + |rk+1(x)|(x) =: 0(x) for every
x ∈ S .
If (i) holds, then it is easy to see that we have
lim
n→∞0
(
f n(x)
) n−1∏
i=0
∣∣r j( f i(x))∣∣−1 = lim
n→∞
(
f
(
f n(x)
)) n−1∏
i=0
∣∣r j( f i(x))∣∣−1 + ∣∣rk+1(x)∣∣ lim
n→∞
(
f n(x)
) n−1∏
i=0
∣∣r j( f i(x))∣∣−1
= lim
n→∞
∣∣r j( f n(x))∣∣( f n+1(x)) n∏
i=0
∣∣r j( f i(x))∣∣−1 = 0
for j ∈ {1, . . . ,k}, x ∈ S ′j . If (ii) holds, then analogously we obtain that
lim
n→∞0
(
f −n(x)
) n∏
i=1
∣∣r j( f −i(x))∣∣= lim
n→∞
(
f
(
f −n(x)
)) n∏
i=1
∣∣r j( f −i(x))∣∣+ ∣∣rk+1(x)∣∣ lim
n→∞
(
f −n(x)
) n∏
i=1
∣∣r j( f −i(x))∣∣
= lim
n→∞
∣∣r j( f −n(x))∣∣( f −(n−1)(x)) n−1∏
i=1
∣∣r j( f −i(x))∣∣= 0
for j ∈ {1, . . . ,k}, x ∈ S . Consequently we can use the inductive hypothesis, from which it follows that ψ1 = ψ2 =: ψ , whence
ϕi( f (x)) = rk+1(x)ϕi(x) + ψ(x) for x ∈ S , i = 1,2. So we have shown that ϕ1, ϕ2 are solutions of (1) with m = 1, a1 = rk+1
and F = ψ .
Take x ∈ S . If (ii) holds or x ∈ S ′k+1, analogously as in the case m = 1, we obtain ϕ1(x) = ϕ2(x). If (i) holds and x ∈ S \ S ′k+1,
then x = f (z) for some z ∈ S \ S ′k+1 and rk+1(z) = 0 (because rk+1 is f -invariant and S \ S ′k+1 ⊂ f (S \ S ′k+1)) and consequently
ϕ1(x) = ϕ1( f (z)) = rk+1(z)ϕ1(z) + ψ(z) = ψ(z) = rk+1(z)ϕ2(z) + ψ(z) = ϕ2( f (z)) = ϕ2(x). 
Remark 6. Clearly conditions (i), (ii) of Lemma 3 can be weakened to some degree. However, from Lemma 1 and from the
following simple example it results that we cannot avoid this kind of assumptions in Lemma 3.
Let ε > 0 and ϕ1(x) = x, ϕ2(x) = x + ε for x ∈ S := R. Then ϕ1, ϕ2 are solutions of Eq. (1) with m = 1 and f (x) = x + 1,
F (x) = 1, a1(x) = 1 for x ∈ S , but ϕ2(x) − ϕ1(x) = ε for x ∈ S .
3. The main results
Now we are in a position to prove the following theorem.
Theorem 1. Let ε0 : S → R, (H) be valid, ϕs : S → X be an ε0-solution of Eq. (1) (i.e., (2) holds), r j be f -invariant for j > 1,
(i1, . . . , im) ∈ {−1,1}m and s j := 12 (1 − i j) for j = 1, . . . ,m. Let S1 := {x ∈ S: r1( f i1p(x)) = 0 for p ∈ N0} and, for each j ∈{1, . . . ,m}, one of the following three conditions holds:
1◦ i j = 1 for j = 1, . . . ,m and 0 /∈ am(S);
2◦ i j = 1 for j = 1, . . . ,m, f is injective, f (S \ S1) ⊂ S \ S1 , r1(S \ S1) ⊂ {0};
3◦ f is bijective, f (S1) ⊂ S1 , and r1(S \ S1) ⊂ {0}.
Further, suppose that, for every j ∈ {1, . . . ,m},
ε j(x) :=
∞∑
k=s
ε j−1
(
f i jk(x)
) k−s j∏
p=s j
∣∣r j( f i j p(x))∣∣−i j < ∞, ∀x ∈ S j, (15)
j
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ε j(x) :=
{
ε j−1( f −1(x)), if x ∈ f (S) \ S j;
ε j−1(x), if x ∈ S \ [S j ∪ f (S)]
for x ∈ S \ S j , j ∈ {1, . . . ,m}. Then Eq. (1) has a solution ϕ : S → X with∥∥ϕs(x) − ϕ(x)∥∥ εm(x), ∀x ∈ S. (16)
Moreover, if r1 is f -invariant and S \ S j ⊂ f (S \ S j) for j = 1, . . . ,m, then Eq. (1) has exactly one solution ϕ : S → X such that
‖ϕs(x) − ϕ(x)‖ h(x)εm(x) for x ∈ S, with some f -invariant function h : S → R.
Proof. First consider the case K = C, when condition (14) holds. For m = 1 the conclusion of Theorem 1 is true in virtue of
Lemma 1 (if i1 = 1) and Corollary 1 and Remark 4 (if i1 = −1).
Now take n ∈ N and assume that the theorem is true for m = n, with any a1, . . . ,am : X → K. To complete the proof we
are to show that this is also the case for m = n + 1. Then, by (4) and the Vieta formula, condition (2) can be written in the
form ∥∥∥∥∥ϕs( f n+1(x))−
[
(−1)0
n+1∑
j=1
r j(x)ϕs
(
f n(x)
)+ · · · + (−1)n n+1∏
j=1
r j(x)ϕs(x)
]
− F (x)
∥∥∥∥∥ ε0(x), ∀x ∈ S.
Write ψs(x) := ϕs( f (x)) − rn+1(x)ϕs(x) for x ∈ S . Then, for x ∈ S , we have
ψs
(
f n(x)
)− [(−1)0( n∑
j=1
r j(x)
)
ψs
(
f n−1(x)
)+ · · · + (−1)n−1 n∏
j=1
r j(x)ψs(x)
]
− F (x)
= ϕs
(
f n+1(x)
)− rn+1( f n(x))ϕs( f n(x))− [(−1)0( n∑
j=1
r j(x)
)(
ϕs
(
f n(x)
)− rn+1( f n−1(x))ϕs( f n−1(x)))+ · · ·
+ (−1)n−1
n∏
j=1
r j(x)
(
ϕs
(
f (x)
)− rn+1(x)ϕs(x))]− F (x)
= ϕs
(
f n+1(x)
)− [(−1)0( n+1∑
j=1
r j(x)
)
ϕs
(
f n(x)
)+ · · · + (−1)n n+1∏
j=1
r j(x)ϕs(x)
]
− F (x).
So, for every x ∈ S , (2) yields ‖ψs( f n(x))−[(−1)0(∑nj=1 r j(x))ψs( f n−1(x))+· · ·+ (−1)n−1(∏nj=1 r j(x))ψs(x)]− F (x)‖ ε0(x).
Hence, by the inductive hypothesis, there is a function ψ : S → X with
ψ
(
f n(x)
)= (−1)0 n∑
j=1
r j(x)ψ
(
f n−1(x)
)+ · · · + (−1)n−1 n∏
j=1
r j(x)ψ(x) + F (x) (17)
and ‖ψs(x) − ψ(x)‖  εn(x) for x ∈ S . Hence, according to the deﬁnition of ϕs , ‖ϕs( f (x)) − rn+1(x)ϕs(x) − ψ(x)‖  εn(x)
for x ∈ S , whence, by Lemma 1 (if in+1 = 1) and Corollary 1 (if in+1 = −1), there exists a function ϕ : S → X such that
ϕ( f (x)) = rn+1(x)ϕ(x) + ψ(x) for x ∈ S and ‖ϕs(x) − ϕ(x)‖ εn+1(x) for x ∈ S . Consequently, ψ(x) = ϕ( f (x)) − rn+1(x)ϕ(x)
for x ∈ S and, on account of (17), ϕ( f n+1(x)) = a1(x)ϕ( f n(x)) + · · · + an+1(x)ϕ(x) + F (x) for x ∈ S . This means that ϕ is a
solution of Eq. (1) with m = n + 1.
Now we show the uniqueness of ϕ . So, suppose that h : S → R and r1 are f -invariant, and ϕ,ϕ′ : S → X are solutions of
Eq. (1) with ‖ϕs(x) − ϕ′(x)‖ h(x)εm(x) and ‖ϕs(x) − ϕ(x)‖ h(x)εm(x) for x ∈ S . Then∥∥ϕ(x) − ϕ′(x)∥∥ ∥∥ϕs(x) − ϕ(x)∥∥+ ∥∥ϕs(x) − ϕ′(x)∥∥ 2h(x)εm(x), ∀x ∈ S.
According to the deﬁnition of εm , for every x ∈ S , we have
εm(x) =
∞∑
tm=sm
εm−1
(
f imtm (x)
)∣∣rm(x)∣∣−im(tm+im)
=
∞∑
tm=sm
∣∣rm(x)∣∣−im(tm+im)
( ∞∑
tm−1=sm−1
εm−2
(
f im−1tm−1
(
f imtm (x)
))× ∣∣rm−1(x)∣∣−im−1(tm−1+im−1)
)
= · · ·
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∞∑
tm=sm,...,t1=s1
ε0
(
f i1t1+···+imtm (x)
)∣∣rm(x)∣∣−im(tm+im) · · · · · ∣∣r1(x)∣∣−i1(t1+i1)
=
∞∑
t j=s j
( ∞∑
tm=sm
. . .
∞∑
t j+1=s j+1
∞∑
t j−1=s j−1
. . .
∞∑
t1=s1
ε0
(
f i1t1+···+imtm (x)
)× ∣∣rm(x)∣∣−im(tm+im) · · · · · ∣∣r1(x)∣∣−i1(t1+i1)
)
,
because r j is f -invariant for j = 1, . . . ,m. Hence, for j = 1, . . . ,m, n ∈ N, x ∈ S ,
εm
(
f i jn(x)
) n−i j−s j∏
p=s j
∣∣r j( f i j p(x))∣∣−i j
= εm
(
f i jn(x)
)∣∣r j(x)∣∣−i jn
=
∞∑
t j=s j+n
( ∞∑
tm=sm
. . .
∞∑
t j+1=s j+1
∞∑
t j−1=s j−1
. . .
∞∑
t1=s1
ε0
(
f i1t1+···+imtm (x)
)× ∣∣rm(x)∣∣−im(tm+im) · · · · · ∣∣r1(x)∣∣−i1(t1+i1)).
Since h is f -invariant, so
lim
n→∞h
(
f i jn(x)
)
εm
(
f i jn(x)
) n−i j−s j∏
p=s j
∣∣r j( f i j p(x))∣∣−i j = h(x) lim
n→∞εm
(
f i jn(x)
) n−i j−s j∏
p=s j
∣∣r j( f i j p(x))∣∣−i j = 0
for each j ∈ {1, . . . ,m}, x ∈ S , εm(x) < ∞. Hence, by Lemma 3, ϕ = ϕ′ . This ends the proof in the case K = C.
Now assume that K = R, which means that condition (14) may not hold. Then it is known (see e.g. [16, p. 39] or
[24, 1.9.6, p. 66]) that X2 is a complex Banach space with the linear structure and norm ‖ · ‖1 given by (x, y) + (z,w) :=
(x+ z, y + w), (α + iβ)(x, y) := (αx− β y, βx+αy), ‖(x, y)‖1 := sup0θ2π‖(cos θ)x+ (sin θ)y‖ for x, y, z,w ∈ X , α,β ∈ R.
Then max{‖x‖,‖y‖} ‖(x, y)‖1  ‖x‖ + ‖y‖ for x, y ∈ X .
Write ϕˆs(x) := (ϕs(x),0) and Fˆ (x) := (F (x),0) for x ∈ S . Clearly, we have ‖ϕˆs( f m(x))−∑mi=1 ai(x)ϕˆs( f m−i(x))− Fˆ (x)‖1 
ε0(x) for x ∈ S and, by the ﬁrst part of the proof, there is a solution ϕˆ : S → X2 of (1) with ‖ϕˆs(x) − ϕˆ(x)‖1  εm(x) for
x ∈ S . Let ϕ(x) := p1(ϕˆ(x)) for x ∈ S , where p1 : X2 → X is given by p1(x, y) := x. It is easily seen that ϕ is a solution of (1)
and (16) holds.
It remains to prove the uniqueness of ϕ . Let ϕ∗ : S → X be a solution of (1) with supx∈S‖ϕs(x) − ϕ∗(x)‖ εm(x). Write
p2(x, y) := y for x, y ∈ X and ϕˆ∗(x) := (ϕ∗(x), p2(ϕˆ(x))) for x ∈ S . Clearly ϕˆ∗ is a solution of (1) with F (x) replaced by Fˆ (x).
Moreover, for every x ∈ S , ‖ϕˆ(x) − ϕˆ∗(x)‖1  ‖ϕ(x) − ϕ∗(x)‖ ‖ϕ(x) − ϕs(x)‖ + ‖ϕs(x) − ϕ∗(x)‖ 2εm(x). Hence, in similar
way as in the above proof of the uniqueness of ϕ while K = C, we can show that ϕˆ = ϕˆ∗ , which yields ϕ = ϕ∗ . 
Example 1. Let A ∈ K \ {0}, a : S → K \ {0}. By Theorem 1 (with m = 2, i1 = i2 = 1, and r1(x) = a(x), r2(x) = A, a1(x) =
a(x) + A, a2(x) = −Aa(x) for x ∈ S), for every ϕs : S → X , ε0 : S → R such that supx∈S‖ϕs( f 2(x)) − (a(x) + A)ϕs( f (x)) +
Aa(x)ϕs(x) − F (x)‖  ε0(x) and (15) holds for j = 1,2, there is a solution ϕ : S → X of the equation ϕ( f 2(x)) = (a(x) +
A)ϕ( f (x))− Aa(x)ϕ(x)+ F (x) such that ‖ϕs(x)−ϕ(x)‖ ε2(x) for x ∈ S . Moreover, if a is f -invariant, then such solution is
unique.
Remark 7. Condition (15) can be expressed in the following simpler form: ε j(x) :=∑∞k=s j ε j−1( f i jk(x))|r j(x)|−i j(k+i j) < ∞
for j > 1, x ∈ S , because r j is f -invariant for j > 1. Conditions (i), (ii) of Lemma 3 and the formulas deﬁning ϕ′ and ϕ′′ in
Lemma 1 and Corollary 1 can be simpliﬁed analogously.
Remark 8. From the proof of Theorem 1 it follows that ϕ = ϕm , where, for K = C, ϕm can be described by the following
procedure.
Let, for j = 1, . . . ,m, u j : S → X , ‖u j(x)‖  ε j(x) for x ∈ S \ [S j ∪ f (S)], and ψm = ϕs , ψ j−1(z) = ψ j( f (z)) − r j(z)ψ j(z),
for z ∈ S . For k = 1, . . . ,m, x ∈ S write
ϕk(x) :=
⎧⎨⎩
ϕk(x), if x ∈ Sk;
ϕk−1( f −1(x)), if x ∈ f (S) \ Sk;
ψk(x) + uk(x), if x ∈ S \ [Sk ∪ f (S)],
where ϕ0 := F and, for x ∈ Sk ,
ϕk(x) = lim
n→∞
[
ψk( f ikn(x))∏n−1
p=0 rk( f ik(p+sk)(x))ik
− ik
n−1∑ ϕk−1( f ik( j+sk)(x))∏ j
p=s rk( f ik p(x))ik
]
.j=0 k
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ϕk(x) = lim
n→∞
[
ψk( f ikn(x))
rk(x)ikn
− ik
n−1∑
j=0
ϕk−1( f ik( j+sk)(x))
rk(x)ik( j+1−sk)
]
.
Clearly, in the case K = R, we follow analogous steps, but with X replaced by X2 (with the linear structure and norm
described in the proof of Theorem 1) and ϕs , ϕm , F replaced by ϕˆs , p1 ◦ ϕm , Fˆ , respectively.
The next theorem is much simpler than Theorem 1.
Theorem 2. Suppose that hypothesis (H) holds, f is bijective, ε0 : S → R and a1, . . . ,am are f -invariant, S˜ := {x ∈ S: |r j(x)| = 1 for
j = 1, . . . ,m}, and ϕs : S → X is an ε0-solution of Eq. (1). Then there exists a unique solution ϕ : S˜ → X of (1) such that∥∥ϕs(x) − ϕ(x)∥∥ ε0(x)|(1− |r1(x)|) · · · · · (1− |rm(x)|)| , ∀x ∈ S˜. (18)
Moreover, ϕ is the unique solution of (1) such that ‖ϕs(x) − ϕ(x)‖ ε(x) for x ∈ S˜ , with some f -invariant function ε : S˜ → R.
Proof. In view of Remark 3, we may assume that r1, . . . , rm are f -invariant. So f (˜S) ⊂ S˜ and to prove the existence of ϕ it
is enough to argue as in the proof of Theorem 1 with Lemma 1 and Corollary 1 replaced by Lemma 2, S replaced by S˜ , and
ε j(x) := ε j−1(x)|1−|r j(x)|| for x ∈ S , j ∈ {1, . . . ,m}. Note that since r1 and ε0 are f -invariant, so is ε1 and it is easily seen that, step
by step, we obtain that ε j is f -invariant for j = 0, . . . ,m; ﬁnally we get εm(x) = ε0(x)|(1−|r1(x)|)· ··· ·(1−|rm(x)|)| for x ∈ S .
For the proof of uniqueness of ϕ suppose that ε : S˜ → R is an f -invariant function, ϕ′ : S˜ → X is a solution of Eq. (1)
and ‖ϕs(x) − ϕ′(x)‖ ε(x) for x ∈ S˜ . Then∥∥ϕ(x) − ϕ′(x)∥∥ ε(x) + ε0(x)|(1− |r1(x)|) · · · · · (1− |rm(x)|)| := ε′(x), ∀x ∈ S˜.
Since ε0 is f -invariant, so is ε′ . Consequently it is enough to show that ϕ1 = ϕ2 for every solutions ϕ1,ϕ2 : S → X of (1)
with ‖ϕ1(x) − ϕ2(x)‖ ε′(x) for x ∈ S˜ with some f -invariant ε′ : S → R. The reasoning, by induction on m, is analogous as
in the proof of Lemma 3, but for the convenience of readers we present it below.
First, let K = C. Take m = 1 and x ∈ S˜ . Then we have ‖ϕ1(x) − ϕ2(x)‖ = |r1( f −1(x))|‖ϕ1( f −1(x)) − ϕ2( f −1(x))‖ 
ε′( f −1(x))|r1( f −1(x))| = ε′(x)|r1(x)| and, in the case where r1(x) = 0, ‖ϕ1(x) − ϕ2(x)‖ = |r1(x)|−1‖ϕ1( f (x)) − ϕ2( f (x))‖ 
ε′( f (x))|r1(x)|−1 = ε′(x)|r1(x)|−1. Further, by induction, for every x ∈ S˜ , n ∈ N we get ‖ϕ1(x) − ϕ2(x)‖ ε′(x)|r1(x)|n and, if
r1(x) = 0, ‖ϕ1(x) − ϕ2(x)‖ ε′(x)|r1(x)|−n . This yields ϕ1 = ϕ2.
Now ﬁx k ∈ N. Let the statement hold for m = k, with any f -invariant ε′,a1, . . . ,am . We show that this is also the
case for m = k + 1. Write ψi(x) := ϕi( f (x)) − rk+1(x)ϕi(x) for x ∈ S˜ , i = 1,2. Then, as in the proof of Theorem 1, we
obtain ψi( f k(x)) − [(−1)0(∑kj=1 r j(x))ψi( f k−1(x)) + · · · + (−1)k−1(∏kj=1 r j(x))ψi(x)] = F (x) for i = 1,2, x ∈ S˜ . Moreover,
‖ψ1(x) − ψ2(x)‖ ‖ϕ1( f (x)) − ϕ2( f (x))‖ + |rk+1(x)|‖ϕ1(x) − ϕ2(x)‖ ε′( f (x)) + |rk+1(x)|ε′(x) =: ε′0(x) for every x ∈ S˜ .
Clearly ε′0 is f -invariant. So, by the inductive hypothesis, ψ1 = ψ2 =: ψ , whence ϕi( f (x)) = rk+1(x)ϕi(x)+ψ(x) for x ∈ S˜ ,
i = 1,2. Now, in a similar way as in the case m = 1, for every x ∈ S˜ , n ∈ N we get ‖ϕ1(x) − ϕ2(x)‖ ε′(x)|rk+1(x)|n and, if
rk+1(x) = 0, ‖ϕ1(x) − ϕ2(x)‖ ε′(x)|rk+1(x)|−n . This yields ϕ1 = ϕ2 and completes the proof of uniqueness of ϕ in the case
K = C. If K = R, we argue analogously as at the end of the proof of Theorem 1. 
Remark 9. In the case K = R and r j(S) ⊂ [0,∞) for j = 1, . . . ,m, estimation (18) in Theorem 2 is the best possible. Namely,
let ϕs(x) ≡ 0 and F be f -invariant (e.g., F (x) ≡ const). Then (2) holds with ε0 = ‖F‖. Following the steps described in
Remark 8, we obtain ϕ(x) = F (x)
(1−r1(x))· ··· ·(1−rm(x)) for x ∈ S˜ . Since |r j(x)| = r j(x) for j = 1, . . . ,m, x ∈ S , we have ‖ϕs(x) −
ϕ(x)‖ = ε0(x)|1−|r1(x)||· ··· ·|1−|rm(x)|| for x ∈ S˜ .
Clearly Theorem 2 yields the following corollary.
Corollary 2. Let f be bijective, a1, . . . ,am and ε0 : S → R be f -invariant, ϕs : S → X be an ε0-solution of (1), (H) hold, and l j :=
infx∈S |1− |r j(x)|| > 0 for j ∈ {1, . . . ,m}. Then (1) has a unique solution ϕ : S → X with ‖ϕs(x) − ϕ(x)‖ ε0(x)l1· ··· ·lm for x ∈ S.
4. The Hyers–Ulam stability
Now we present some remarks concerning the Hyers–Ulam stability of Eq. (1). To this end let us introduce the following
two deﬁnitions.
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bounded function ψ : S → X with supx∈S‖ψ( f m(x)) −
∑m
i=1 ai(x)ψ( f m−i(x)) − F (x)‖ < ∞, there exists a solution ϕ : S → X
of (1) such that supx∈S‖ϕ(x) − ψ(x)‖ < ∞.
Deﬁnition 3. Eq. (1) is said to be strongly Hyers–Ulam stable (in the class of functions ψ : S → X ) provided there exists
α ∈ R such that, for every δ > 0 and for every ψ : S → X satisfying supx∈S‖ψ( f m(x)) −
∑m
i=1 ai(x)ψ( f m−i(x)) − F (x)‖ δ,
there exists a solution ϕ : S → X of (1) with supx∈S‖ϕ(x) − ψ(x)‖ αδ.
It is easily seen that strong stability implies the weak one and every equation that is not weakly Hyers–Ulam stable is
not strongly Hyers–Ulam stable either.
Remark 10. Let f be bijective. Then from Corollary 2, in the case where l j > 0 for j ∈ {1, . . . ,m} and a1, . . . ,am are f -
invariant, we deduce that (1) is strongly Hyers–Ulam stable; assumption that l j > 0 is necessary, because otherwise the
equation can be, even, not weakly Hyers–Ulam stable, which shows the subsequent example.
Example 2. Let ε > 0, f : S → S be a bijection, r : S → R \ {−1,1} be f -invariant, ϕ0 : S → R be a solution of the equation
ϕ( f (x)) = |r(x)|ϕ(x), and ϕs : S → R be given by the formula: ϕs(x) = ϕ0(x) + ε1−|r(x)| . Then ϕs( f (x)) − |r(x)|ϕs(x) = ε
for each x ∈ S . Suppose that there is a solution ϕ : S → R of that equation with s0 := supx∈S |ϕs(x) − ϕ(x)| < ∞. Write
(x) := 2max{s0, ε|1−|r(x)|| } for x ∈ S . Then  is f -invariant and |ϕ(x) − ϕ0(x)|  |ϕ(x) − ϕs(x)| + |ϕs(x) − ϕ0(x)|  (x) for
x ∈ S , whence, according to Lemma 3, ϕ0 = ϕ . But, in the case where infx∈S |1 − |r(x)|| = 0, we have s0 = supx∈S |ϕs(x) −
ϕ(x)| = supx∈S |ϕs(x) − ϕ0(x)| = ∞, which is a contradiction. In this way we have proved that the equation is not weakly
Hyers–Ulam stable if infx∈S |1− |r(x)|| = 0.
One can ﬁnd many examples of functions f , r, ϕ0 satisfying the conditions given above. For instance it is enough to take
S = R \ Z, f (x) = x + 1, r(x) = h(x − x), and ϕ0(x) = |r(x)|x for x ∈ S , where x denotes the integer part (i.e., ﬂoor) of x
and h is any function mapping (0,1) onto (0,1).
Finally, let a1, . . . ,am ∈ K; we present two examples of immediate consequences of Theorems 1 and 2 concerning the
following special case of (1):
ϕ
(
f m(x)
)= a1ϕ( f m−1(x))+ · · · + am−1ϕ( f (x))+ amϕ(x) + F (x). (19)
Corollary 3. Let r1, . . . , rm ∈ C be the roots of the characteristic equation of (19), ε0 : S → R, and ϕs : S → X be an ε0-solution of
Eq. (19). Suppose that one of the following three conditions is valid.
(i) am = 0 and, for every j ∈ {1, . . . ,m},
ε j(x) =
∞∑
k=0
ε j−1
(
f k(x)
)|r j|−k−1 < ∞, ∀x ∈ S. (20)
(ii) f is injective and, for every j ∈ {1, . . . ,m} with r j = 0, condition (20) holds.
(iii) f is bijective and, for every j ∈ {1, . . . ,m} with r j = 0, there exists i j ∈ {−1,1} with ε j(x) =∑∞k=s j ε j−1( f i jk(x))|r j |−i j(k+i j) <
∞ for x ∈ S, where s j := 12 (1− i j).
Then there exists a solution ϕ : S → X of Eq. (19) with ‖ϕs(x) − ϕ(x)‖ εm(x) for x ∈ S. In particular, if (i) holds, ε0( f (x)) ε0(x)
for x ∈ S and |r j| = 1 for j = 1, . . . ,m, then εm(x) ε0(x)||r1|−1|· ··· ·||rm|−1| for x ∈ S.
Corollary 4. Suppose that r1, . . . , rm ∈ C are the roots of the characteristic equation of (19), δ > 0, and one of the following three
conditions holds.
(i) |r j | > 1 for every j ∈ {1, . . . ,m}.
(ii) f is injective and |r j| ∈ {0} ∪ (1,∞) for every j ∈ {1, . . . ,m}.
(iii) f is bijective and |r j | = 1 for every j ∈ {1, . . . ,m}.
Let ϕs : S → X and ‖ϕs( f m(x)) −∑mi=1 aiϕs( f m−i(x)) − F (x)‖  δ for x ∈ S. Then (19) has a solution ϕ : S → X with ‖ϕs(x) −
ϕ(x)‖ δ||r1|−1|· ··· ·||rm|−1| for x ∈ S.
Corollary 4 proves that Eq. (19) is strongly Hyers–Ulam stable under the assumption that characteristic equation of (19)
has no roots of module one. That assumption is necessary as it is shown in [8] (see also [10,31]).
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