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problemAbstract To solve the receding horizon control (RHC) problem in an online manner, a novel
numerical method called the indirect Radau pseudospectral method (IRPM) is proposed in this
paper. Based on calculus of variations and the first-order necessary optimality condition, the
RHC problem for linear time-varying (LTV) system is transformed into the two-point boundary
value problem (TPBVP). The Radau pseudospectral approximation is employed to discretize the
TPBVP into well-posed linear algebraic equations. The resulting linear algebraic equations are
solved via a matrix partitioning approach afterwards to obtain the optimal feedback control law.
For the nonlinear system, the linearization method or the quasi linearization method is employed
to approximate the RHC problem with successive linear approximations. Subsequently, each linear
problem is solved via the similar method which is used to solve the RHC problem for LTV system.
Simulation results of three examples show that the IRPM is of high accuracy and of high compu-
tation efficiency to solve the RHC problem and the stability of closed-loop systems is guaranteed.
 2016 The Authors. Production and hosting by Elsevier Ltd. on behalf of CSAA & BUAA. This is an
open access article under the CC BY-NC-ND license (http://creativecommons.org/licenses/by-nc-nd/4.0/).1. Introduction
Receding horizon control, also known as model predictive
control, originates from process industry in the early 1970s,1
and has been successfully applied in different fields such as
aerospace engineering,1–8 environmental sciences,9 chemicalengineering10 and robotics.11,12 The basic idea of receding
horizon control (RHC) is that, an optimal control problem
based on current states of a dynamic system is repeatedly
solved online over a moving horizon, while only the first
sequence of the obtained optimal control laws is implemented
as the current control input. Since the time interval of the per-
formance index for the RHC problem is finite, the optimal
feedback control law can be determined even for a system
which is not open-loop stable.13
In most cases, it is difficult to find analytical solutions for
RHC problems, especially for time-varying systems. Tradi-
tional methods13,14 rely on solving the two-point boundary
value problem (TPBVP) resulting from the RHC problem by
backward sweep of the Riccati differential equation or by tran-
sition matrices. It is well-known that these methods are not
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numerically unstable and time consuming.7,15–18 To address
the above issue, many numerical methods6,15–18 have been pro-
posed. By employing standard numerical integration and
quadrature formulas to approximate the state derivatives and
the integral cost, Lu15 transformed the RHC problem for lin-
ear time-varying (LTV) system into a quadratic programming
(QP) problem and then obtained approximate closed-form
time-varying control laws by solving the resulting QP problem
analytically. Yan,16 Williams17 and Yang et al.6 proposed the
indirect Legendre pseudospectral method, the indirect Jacobi
pseudospectral method, and the indirect Gauss pseudospectral
method to solve the RHC problem, respectively. The core idea
of the preceding methods was that the corresponding pseu-
dospectral approximations were utilized to transform the
TPBVP resulting from the RHC problem into a set of linear
algebraic equations. With the variational principle and the
generating function, Peng et al.18 proposed an efficient sparse
approach which transforms the resulting TPBVP into a set
of sparse symmetric positive definite linear algebraic equa-
tions. As linear algebraic equations could be efficiently and
accurately solved, both the indirect pseudospectral meth-
ods6,16,17 and Peng’s approach18 were highly effective for
online implementation of RHC.
In this paper, motivated by Refs.6,16,17, we propose a novel
numerical method called the indirect Radau pseudospectral
method to solve the RHC problem in an online manner. The
proposed method utilizes the Radau pseudospectral approxi-
mation to transform the TPBVP, which results from the
RHC problem for LTV system based on calculus of variations
and the first-order necessary optimality condition, into well-
posed linear algebraic equations. The optimal feedback control
law at the current time is then obtained by solving the resulting
linear algebraic equations via a matrix partitioning approach.
For the nonlinear system, successive linear approximations are
obtained through the linearization method or the quasi lin-
earization method. Then all that remains is to solve the result-
ing linear problems using the similar method for solving the
RHC problem for LTV system. Since the collocation points
of each pseudospectral approximation are distinguishing, the
indirect Radau pseudospectral method (IRPM) and other indi-
rect pseudospectral methods6,16,17 employing different pseu-
dospectral approximations transform the resulting TPBVP
into linear algebraic equations with different forms and dimen-
sions. Moreover, the boundary conditions of TPBVP are
incorporated in different ways in each method. The effective-
ness of the proposed method is validated by three examples.
The first one is an open-loop unstable LTV system with an
analytical model. The second one is the single inverted pendu-
lum which is a nonlinear system. The third one is the space
shuttle reentry guidance problem which can be viewed as a tra-
jectory tracking problem for nonlinear system. Simulation
results demonstrate that the IRPM can solve the RHC prob-
lem online with high accuracy and high computation efficiency
and the closed-loop systems are stable with the resulting
optimal feedback control law.
Recently, the Radau pseudospectral method (RPM),19–22 as
a direct collocation method for numerically solving optimal
control problems, has attracted wide attention. The RPM
transforms the optimal control problem into the nonlinear
programming problem which is then solved by numerical
optimization methods such as the sequential quadraticprogramming method and the interior point method, whereas
the IRPM transforms the TPBVP resulting from the RHC
problem into a set of linear algebraic equations which is then
solved efficiently and accurately by a matrix partitioning
approach. The only similarity of the IRPM proposed in this
paper and the RPM19–22 is that the Radau pseudospectral
approximation is employed by both methods to approximate
the derivatives of corresponding variables.2. Problem formulation
2.1. RHC problem for LTV system
Consider a LTV system expressed as
_x ¼ AðsÞxþ BðsÞu
xðs0Þ ¼ x0

ð1Þ
where x 2 Rn and u 2 Rm are state and control variables,
respectively; A(s) 2 Rnn and B(s) 2 Rnm are continuous coef-
ficient matrices; x0 is the initial condition. The system is
assumed to be uniformly completely controllable.15
The RHC problem for LTV system at any fixed time
tP s0, as described in Refs.15,18, is defined to be an optimal
control problem in which the performance index
J ¼ 1
2
Z tþT
t
xTðsÞQðsÞxðsÞ þ uTðsÞNðsÞuðsÞ ds ð2Þ
is minimized for some chosen d 6 T 61 (T is the horizon
length and d is a positive constant), the nonnegative definite
symmetric weighted matrix Q 2 Rnn and the positive definite
symmetric weighted matrix N 2 Rmm, subject to the LTV sys-
tem dynamics with the initial condition shown as Eq. (1) and
the constraint
xðtþ TÞ ¼ 0 ð3Þ
The goal of RHC for LTV system is to solve the optimal
control uoptm(s) for the above problem at the time interval
s 2 [t, t+ T] with the current state x(t) as the initial condition,
where only the first data uoptm(t) is used as the current control
input u(t) to the system, and the rest of uoptm(s) is discarded.
For the next instantaneous time t, the preceding solution pro-
cess is repeated and the control input is recomputed. Accord-
ing to Ref.23, the control input obtained by such an RHC
strategy is given by
uðtÞ ¼ N1ðtÞBTðtÞP1ðt; tþ TÞxðtÞ ð4Þ
where P(t, t+ T) 2 Rnn satisfies the matrix differential Ric-
cati equation (MDRE)
_Pðs; tTÞ ¼ AðsÞPðs; tTÞ þ Pðs; tTÞATðsÞ
þ Pðs; tTÞQðsÞPðs; tTÞ  BðsÞN1ðsÞBTðsÞ ð5Þ
at any time s 2 ½t; tþ T () ½t; tT with the terminal boundary
condition
PðtT; tTÞ ¼ Pðtþ T; tþ TÞ ¼ 0nn ð6Þ
To get the current control input u(t) from Eq. (4), the
MDRE shown as Eq. (5) needs to be integrated backward
from t+ T to t for every current time t with the boundary con-
dition shown as Eq. (6). As noted above, online integration of
the MDRE for every tP s0 is a time-consuming work and
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gration of MDRE and improve the efficiency in real-time com-
putation of RHC for LTV system, the IRPM is developed to
transform the above problem into linear algebraic equations
which can be efficiently and accurately solved online.
2.2. RHC problem for nonlinear system
Consider a nonlinear system with the initial condition
expressed as
_x ¼ fðxðsÞ; uðsÞ; sÞ
xðs0Þ ¼ x0

ð7Þ
where f is a function vector in which all elements are continu-
ous and differentiable. The RHC problem for nonlinear system
at any fixed time tP s0, as described in Ref.17, is defined to
find the optimal control uoptm(s) that minimizes the perfor-
mance index
~J ¼ 1
2
ðMfxðtþ TÞ  wÞTSfðMfxðtþ TÞ  wÞ
þ 1
2
Z tþT
t
ðxðsÞ  xdðsÞÞTQðsÞðxðsÞ  xdðsÞÞ
h
þ ðuðsÞ  udðsÞÞTNðsÞðuðsÞ  udðsÞÞ
i
ds ð8Þ
subject to the nonlinear system dynamics and the initial
condition shown as Eq. (7), where xd 2 Rn and ud 2 Rm are
desired time-varying state and control variables, respectively;
Sf 2 Rnn is the nonnegative definite symmetric weighted
matrix; w 2 Rn is the desired vector of values for linear
combination of desired final state variable Mfx(t+ T) and
Mf 2 Rnn is a given matrix.
As same as the goal of RHC for LTV system mentioned in
Section 2.1, the nonlinear optimal control problem defined by
Eqs. (7) and (8) is solved repeatedly as time goes on, while the
obtained optimal control input is only applied at the current
time.
3. Indirect Radau pseudospectral method
3.1. Method for solving RHC problem for LTV system
Based on calculus of variations and the first-order necessary
optimality condition, the solution of the RHC problem for
LTV system should satisfy the following Hamiltonian
canonical equation18:
_x ¼ oHok ¼ AðsÞx BðsÞN1ðsÞBTðsÞk
_k ¼  oHox ¼ QðsÞx ATðsÞk
xðtÞ ¼ ~x0
xðtþ TÞ ¼ 0
8>>><
>>:
ð9Þ
where H is the Hamiltonian function expressed as
H ¼ 1
2
xTQðsÞxþ uTNðsÞu þ kTðAðsÞxþ BðsÞuÞ ð10Þ
k 2 Rn is the costate variable and ~x0 is the current state
variable. The optimal control is given by
uoptm ¼ N1ðsÞBTðsÞk ð11ÞTo compute the optimal control uoptm, the Hamiltonian
canonical equation shown as Eq. (9) needs to be solved first.
The Hamiltonian canonical equation can be expressed in the
form of state space as
_x
_k
 
¼ AðsÞ BðsÞN
1ðsÞBTðsÞ
QðsÞ ATðsÞ
" #
x
k
 
xðtÞ ¼ ~x0
xðtþ TÞ ¼ 0
8>><
>>:
ð12Þ
which is the TPBVP. The IRPM is proposed to solve the above
TPBVP with the detailed description given as follows.
The state and costate variables are discretized at the end
point ~sNþ1 ¼ 1 and N Legendre–Gauss–Radau (LGR) points
~skðk ¼ 1; 2; . . . ;NÞ distributed on the interval [1, 1). N
LGR points including the initial point ~s1 ¼ 1 are defined as
the roots of the polynomial PNð~sÞ þ PN1ð~sÞ; where
PNð~sÞ ¼ 1
2NN!
 d
N
d~sN
ð~s2  1ÞN
h i
ð13Þ
is the Nth degree Legendre orthogonal polynomial. Since the
discrete points lie in the interval [1,1], the TPBVP shown
as Eq. (12) is transformed to this interval by the following lin-
ear transformation for time ~s 2 ½~s1;~sNþ1 ¼ ½1; 1:
~s ¼ 2ðs tÞ
T
 1 ð14Þ
It follows that the TPBVP shown as Eq. (12) can be
replaced by
_x
_k
 
¼ T
2
Að~sÞ Bð~sÞN1ð~sÞBTð~sÞ
Qð~sÞ ATð~sÞ
" #
x
k
 
ð15Þ
xð~s1Þ ¼ ~x0
xð~sNþ1Þ ¼ 0

ð16Þ
The state and costate variables are approximated as Nth
degree polynomials through Lagrange interpolation as
xð~sÞ ¼
XNþ1
j¼1
‘jð~sÞxð~sjÞ ð17Þ
kð~sÞ ¼
XNþ1
j¼1
‘jð~sÞkð~sjÞ ð18Þ
where for j= 1,2, . . .,N+ 1,
‘jð~sÞ ¼
YNþ1
l¼1
l – j
~s ~sl
~sj  ~sl ð19Þ
are Nth degree Lagrange interpolation basis functions; ~sj are
N+ 1 interpolation points which are equal to the N+ 1 dis-
crete points.
The derivatives of xð~sÞ and kð~sÞ at N LGR points are given
by
_xð~skÞ ¼
XNþ1
j¼1
o‘jð~skÞ
o~s
xð~sjÞ ¼
XNþ1
j¼1
Dkjxð~sjÞ ð20Þ
_kð~skÞ ¼
XNþ1
j¼1
o‘jð~skÞ
o~s
kð~sjÞ ¼
XNþ1
j¼1
Dkjkð~sjÞ ð21Þ
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matrix D 2 RN(N+1).
Dkj ¼
_gð~skÞ
ð~sk  ~slÞ _gð~sjÞ k – j
€gð~sjÞ
2 _gð~sjÞ k ¼ j
8>><
>>:
gð~sÞ ¼ ð~s 1ÞðPNð~sÞ þ PN1ð~sÞÞ
8>>><
>>>:
ð22Þ
The dynamic equations shown as Eq. (15) are discretized by
imposing the condition that the derivatives of state and costate
approximations expressed as Eqs. (20) and (21) satisfy the dif-
ferential equation exactly at the LGR points.
Thus, by substituting Eqs. (20) and (21) into Eq. (15) and
collocating at N LGR points ~sk; Eq. (15) is transformed into
the following algebraic equations:
2
T
XNþ1
j¼1
Dkjxj  ðAkxk  BkN1k BTkkkÞ ¼ 0 ð23Þ
2
T
XNþ1
j¼1
Dkjkj þ ðQkxk þ ATkkkÞ ¼ 0 ð24Þ
where for a generic matrix Xð~sÞ, the notation Xk denotes
Xð~skÞ; ðX ¼ A;B;N;Q; k; xÞ. Rewriting Eqs. (23) and (24) in
block matrix notation, the following equation is obtained:
E F
G H
 
xlin
klin
 
¼ VZ ¼ 0 ð25Þ
where E, F, G, H 2 RNn(N+1)n whose the (k, j)th blocks are
n  n matrices of the following form:
½Ekj ¼
2
T
DkjInn  Ak k ¼ j
2
T
DkjInn k – j
8><
>:
½Fkj ¼
BkN
1
k B
T
k k ¼ j
0nn k – j
(
½Gkj ¼
Qk k ¼ j
0nn k – j

½Hkj ¼
2
T
DkjInn þ ATk k ¼ j
2
T
DkjInn k – j
8><
>:
ð26Þ
where xlin ¼ ½xT1 ; xT2 ; . . . ; xTNþ1T 2 RðNþ1Þn; klin ¼ ½kT1 ; kT2 ; . . . ;
kTNþ1T 2 RðNþ1Þn; Z ¼ ½xTlin; kTlin
T 2 Rð2Nþ2Þn; V 2 R2Nn(2N+2)n.
Since the boundary conditions of state variable are known
as Eq. (16), Eq. (25) can be rewritten as
E F
G H
 
xlin
klin
 
¼ VZ ¼ V1 VNþ1 Ve½ 
x1
xNþ1
Ze
2
64
3
75
¼ V1x1 þ VNþ1xNþ1 þ VeZe ¼ 0
ð27Þ
where Ze ¼ ½xT2 ; xT3 ; . . . ; xTN; kT1 ; kT2 ; . . . ; kTNþ1
T 2 R2Nn includes
all the unknown variables; V1 ¼ ½ETk1;
h
½GTk1
iT
2 R2Nnn and
VNþ1 ¼ ½½ETkðNþ1Þ; ½GTkðNþ1Þ
T 2 R2Nnn are submatrices of V;
Ve 2 R2Nn2Nn includes the rest parts of V. Then, thewell-posed linear algebraic equations expressed as Eq. (27) is
solved for obtaining Ze as
Ze ¼ V1e ðV1x1 þ VNþ1xNþ1Þ
¼ V1e ðV1~x0 þ VNþ10Þ ¼ V1e V1~x0 ð28Þ
and Z can be rewritten as
Z ¼
x1
xNþ1
Ze
2
664
3
775 ¼
Inn
0nn
V1e V1
2
664
3
775~x0 ¼
Inn
0nn
W
2
664
3
775~x0 ¼ Wx
Wk
" #
~x0
ð29Þ
where Wx;Wk 2 RðNþ1Þnn are partitions of the matrix
½ Inn; 0nn; WT T; so that xj and kj are given by
xj ¼ ðWxÞj~x0
kj ¼ ðWkÞj~x0
(
ð30Þ
where ðWxÞj; ðWkÞj 2 Rnn are partitions of Wx and Wk;
respectively. The subscript j refers to the jth discrete points.
Thus, by substituting Eq. (30) into Eq. (11), the discretization
for the optimal control law is obtained as
ðuoptmÞj ¼ N1j BTj kj ¼ N1j BTj ðWkÞj~x0 ð31Þ
It is obvious that if the current state variable ~x0 is known,
state, control and costate variables at the discrete points can be
solved from Eqs. (30) and (31), and the values of variables at
instants of time between the discrete points can be obtained
by interpolation. It should be noted that the preceding optimal
control law is obtained without any complex and time-
consuming computation.
3.2. Method for solving RHC problem for nonlinear system
To solve the RHC problem for nonlinear system, the lineariza-
tion method or the quasi linearization method is employed to
transform the preceding nonlinear optimal control problem, as
described in Section 2.2, into a sequence of linear optimal con-
trol problems first.
In the linearization method, the performance index shown
as Eq. (8) is expanded up to second order and the system
dynamics as shown in Eq. (7) are expanded up to first order
with higher order terms neglected around the desired trajectory
(xd, ud). The original problem is transformed into the following
linear optimal control problem.
(1) Problem 1
To minimize
~J1 ¼ 1
2
ðMf~xðtþ TÞ  wÞTSfðMf~xðtþ TÞ  wÞ
þ 1
2
Z tþT
t
ð~xðsÞ  xdðsÞÞTQðsÞð~xðsÞ  xdðsÞÞ
h
þ ð~uðsÞ  udðsÞÞTNðsÞð~uðsÞ  udðsÞÞ
i
ds ð32Þ
subject to
_~x ¼ A^ðsÞ~xþ B^ðsÞ~u; ~xðtÞ ¼ ~x0 ð33Þ
where
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ox

xdðsÞ;udðsÞ
ð34Þ
B^ðsÞ ¼ ofðxðsÞ; uðsÞ; sÞ
ou

xdðsÞ;udðsÞ
ð35Þ
In the quasi linearization method, the performance index is
expanded up to second order and the system dynamics are
expanded up to first order around the nominal trajectory.
The original problem is transformed into the following linear
optimal control problem.
(2) Problem 2
To minimize
~J2 ¼ 1
2
ðMf~xðtþ TÞ  wÞTSfðMf~xðtþ TÞ  wÞ
þ 1
2
Z tþT
t
ð~xðsÞ  xdðsÞÞTQðsÞð~xðsÞ  xdðsÞÞ
h
þ ð~uðsÞ  udðsÞÞTNðsÞð~uðsÞ  udðsÞÞ
i
ds ð36Þ
subject to
_~x ¼ A^

ðsÞ~xþ B^

ðsÞ~uþ w

ðsÞ; ~xðtÞ ¼ ~x0 ð37Þ
where
A^

ðsÞ ¼ ofðxðsÞ; uðsÞ; sÞ
ox

xðsÞ;uðsÞ
ð38Þ
B^

ðsÞ ¼ ofðxðsÞ; uðsÞ; sÞ
ou

xðsÞ;uðsÞ
ð39Þ
w

ðsÞ ¼ fðx

ðsÞ; u

ðsÞ; sÞ  ðA^

ðsÞx

þ B^

ðsÞ u

Þ ð40Þ
where w

ðsÞ are the higher order terms of the system dynamics;
x

ðsÞ and u

ðsÞ are the state and control variables for the preced-
ing iteration; ~xðsÞ and ~uðsÞ are the state and control variables
for the current iteration. It should be noted that since the
desired trajectory and the nominal trajectory are only related
to time, the coefficient matrices of the linearized dynamics as
shown in Eqs. (33) and (37) can be reformulated as pure func-
tion of time by substituting the values of the desired trajectory
or the nominal trajectory into them at each time point.
Problem 1 can be regarded as the special case of Problem 2
with the higher order terms of the system dynamics for the lin-
earization of the nonlinear system neglected and the nominal
trajectory fixed to the desired trajectory. In view of generality,
the following derivation process is based on Problem 2.
The Hamiltonian function for Problem 2 is expressed as
~H ¼ 1
2
ð~xðsÞ  xdðsÞÞTQðsÞð~xðsÞ  xdðsÞÞ
h
þ ð~uðsÞ  udðsÞÞTNðsÞð~uðsÞ  udðsÞÞ
i
þ ~kTðA^

ðsÞ~xþ B^

ðsÞ~uþ ðsÞÞ ð41Þ
where ~k 2 Rn is the costate variable for the current iteration.
Based on calculus of variations and the first-order necessary
optimality condition, the costate equation, the transversality
condition, and the optimal control law are obtained as_~k ¼  o
~H
o~x
¼ QðsÞð~xðsÞ  xdðsÞÞ  A^
TðsÞ~kðsÞ ð42Þ
~kðtþ TÞ ¼MTf SfðMf~xðtþ TÞ  wÞ ð43Þ
@ ~H
@~u
¼ 0) ~uðsÞ ¼ udðsÞ N1ðsÞB^
TðsÞ~kðsÞ ð44Þ
Substituting Eq. (44) into Eq. (37) and combining it with
Eq. (42), Eq. (43) and the current state variable ~xðtÞ ¼ ~x0;
the TPBVP in the form of state space is expressed as
_~x
_~k
" #
¼
A^

ðsÞ  B^

ðsÞN1ðsÞB^

TðsÞ
QðsÞ A^

TðsÞ
2
64
3
75 ~x~k
 
þ B^ðsÞud þ wðsÞ
QðsÞxd
" #
~xðtÞ ¼ ~x0
~kðtþ TÞ ¼MTf SfðMf~xðtþ TÞ  wÞ
8>>>>>>><
>>>>>>:
ð45Þ
As before, the IRPM is proposed to transform the above
TPBVP into linear algebraic equations. Since the processes
of discretizing and collocating are similar to that in Section 3.1,
the details are not described. Here, the results transformed
from the dynamics equations in Eq. (45) for k= 1,2, . . .,N
are given by
2
T
XNþ1
j¼1
Dkj~xj  A^ k~xk þ B^kN
1
k B^
T
k
~kk ¼ B^kðudÞk þ wk ð46Þ
2
T
XNþ1
j¼1
Dkj~kj þQk~xk þ A^
T
k
~kk ¼ QkðxdÞk ð47Þ
Combining Eqs. (46) and (47) with Eq. (43), the following
equation in block matrix notation is obtained:
~E ~F
~G ~H
~P1 ~P2
2
64
3
75 ~xnon~knon
 
¼ ~V~Z ¼ T ð48Þ
where ~E; ~F; ~G; ~H 2 RNnðNþ1Þn whose (k, j)th blocks are n  n
matrices of the following form:
½~Ekj ¼
2
T
DkjInn  A^ k k ¼ j
2
T
DkjInn k– j
8><
>:
½~Fkj ¼
B^
k
N1k B^
T
k k ¼ j
0nn k – j
(
½~Gkj ¼
Qk k ¼ j
0nn k – j

½ ~Hkj ¼
2
T
DkjInn þ A^
T
k k ¼ j
2
T
DkjInn k – j
8><
>:
ð49Þ
~P1 ¼ ½0nn; 0nn; . . . ; 0nn;MTf SfMf
~P2 ¼ ½0nn; 0nn; . . . ; 0nn;Inn
(
ð50Þ
T ¼
B^
k
ðudÞk þ wk
QkðxdÞk
MTf Sfw
2
664
3
775 ð51Þ
Fig. 1 Comparison between results of IRPM and the first-order
control law.15
220 Y. Liao et al.where ~P1; ~P2 2 RnðNþ1Þn; T 2 R(2N+1)n; ~xnon ¼ ½~xT1 ; ~xT2 ; . . . ;
~xTNþ1T 2 RðNþ1Þn; ~knon ¼ ½~kT1 ; ~kT2 ; . . . ; ~kTNþ1
T 2 Rð2Nþ1Þn; ~Z ¼
½~xTnon; ~kTnon
T 2 Rð2Nþ2Þn; ~V 2 Rð2Nþ1Þnð2Nþ2Þn.
Since the initial condition of state variable is known as
shown in Eq. (45), Eq. (48) can be rewritten as
~E ~F
~G ~H
~P1 ~P2
2
664
3
775 ~xnon~knon
" #
¼ ~V~Z ¼ ~V1~x1 þ ~Ve ~Ze ¼ T ð52Þ
where ~Ze ¼ ½~xT2 ; ~xT3 ; . . . ; ~xTNþ1; ~kT1 ; ~kT2 ; . . . ; ~kTNþ1
T 2 Rð2Nþ1Þn
includes all the unknown variables; ~V1 ¼ ½½~ETk1; ½~G
T
k1; 0nn
T
2
Rð2Nþ1Þnn is a submatrix of ~V; ~Ve 2 Rð2Nþ1Þnð2Nþ1Þn includes
the rest parts of ~V. Then, the well-posed linear algebraic
equations expressed as Eq. (52) is solved for obtaining ~Ze as
~Ze ¼ ~V1e ðT ~V1~x1Þ ¼ ~V1e ðT ~V1~xðtÞÞ
¼ ~V1e ðT ~V1~x0Þ ð53Þ
and ~Z can be rewritten as
~Z ¼ ~x1
~Ze
 
¼ Inn~V1e ~V1
 
~x0 þ
0nn
~V1e T
 
¼ Inn
~W1
 
~x0 þ
0nn
~W2
 
¼
~W1 x
~W1 k
" #
~x0 þ
~W2 x
~W2 k
" # ð54Þ
where ~W1 x; ~W1 k 2 RðNþ1Þnn are partitions of the matrix
½ Inn; ~WT1 
T
; ~W2 x; ~W2 k 2 RðNþ1Þnn are partitions of the
matrix ½ 0nn; ~WT2 
T
; so that ~xj and ~kj are given by
~xj ¼ ð ~W1 xÞj~x0 þ ð ~W2 xÞj
~kj ¼ ð ~W1 kÞj~x0 þ ð ~W2 kÞj
(
ð55Þ
where ð ~W1 xÞj; ð ~W1 kÞj 2 Rnn are partitions of ~W1 x and ~W1 k;
respectively; ð ~W2 xÞj; ð ~W2 kÞj 2 Rnn are partitions of ~W2 x and
~W2 k; respectively. Thus, by substituting Eq. (55) into Eq. (44),
the discretization for the optimal control law is obtained as
~uj ¼ ðudÞj N1j B^
T
j
~kj
¼ ðudÞj N1j B^
T
j ðð ~W1 kÞj~x0 þ ð ~W1 kÞjÞ ð56Þ
The procedure for implementing the RHC for nonlinear
problem similar to that in Ref.17 is summarized as follows:
Step 1. For the given horizon length T and the desired
trajectory (xd, ud), guess a nominal trajectory
for the interval s 2 [t, t+ T] and apply the quasi
linearization method to the RHC problem for
nonlinear system. A suitable guess would be the
desired trajectory.
Step 2. Solve the sequence of TPBVPs:
(a) Solve the linear equations Eq. (52).
(b) Update the nominal trajectory using
Eqs. (55) and (56).
(c) Repeat steps (a) and (b) using the solution
from the previous iteration as initial guess
until the 2-norm of the change in state vari-
able k~x x

k is within a prescribed tolerance
e or a given iteration number is exceeded.Step 3. Apply the optimal control input at the current
time which is obtained from the converged trajec-
tory from Step. 2 to the nonlinear system, and
repeat Steps 1 and 2 until s= sf (sf is the end time).
As mentioned above, as the quasi linearization method is
employed, in order to get the optimal control at any instanta-
neous time tP s0; the resulting TPBVPs need to solved repeat-
edly at the current time until the state deviations between the
current iteration and the previous iteration are within a pre-
scribed tolerance or a given iteration number is exceeded.
However, as the linearization method is employed, the result-
ing TPBVP only needs to be solved once at the current time.
4. Applications
4.1. LTV system with an analytical model
The following two-dimension LTV system with an analytical
model is considered:15
_x1
_x2
 
¼ 2s 1
0 sþ 1
 
x1
x2
 
þ
1
2sþ 2
2sþ 3
2
4
3
5u ð57Þ
with the performance index and the terminal constraint shown
as Eqs. (2) and (3), respectively. The preceding system is an
open-loop unstable system, but it is controllable for all sP 0.
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T, the weight matrices
Q= diag{1, 1} and N= 1, the simulation step 0:01 s, the LGR
points’ number N= 2, and the horizon length T ¼ 0:6 s; the
preceding RHC problem is solved using the method proposed
in Section 3.1. The results are shown in Fig. 1 alongside the
results obtained from the first-order control law derived in
Ref.15. As the first-order control law is derived based on the
subinterval number N ¼ 2 and the subinterval length
h ¼ 0:3 s, the horizon length T ¼ Nh ¼ 0:6 s equals that was
used in the IRPM. The responses as shown in Fig. 1 clearly
demonstrate that the closed-loop system is stable in both cases,
while the results of the IRPM have a smaller control input
peak value and a smaller overshoot. Thus, with the same hori-
zon length and the same subinterval number, the IRPM has a
better performance than the first-order control law.15
Next, simulations are made with various LGR points’ num-
bers and horizon lengths to learn more about the effects on the
results.
The computation time for the optimal control input at the
current time in all cases are shown in Table 1. It is observed that
all the maximum computation time tcal_max and the average
computation time tcal_ave are much shorter than the specified
simulation step 0:01 s, demonstrating high computation effi-
ciency of the proposed method. Two key related features are
also seen from Table 1. First, as the LGR points’ number NTable 1 Computation time in all cases.
N T ðsÞ tcal max ð103 sÞ tcal ave ð104 sÞ
2 0.6 3.3 2.0436
4 0.6 5.8 4.2122
6 0.6 3.3 7.9902
8 0.6 3.8 9.5169
10 0.6 4.6 14.0000
2 0.3 4.5 1.9171
2 0.9 3.2 1.9975
2 1.2 3.0 1.8979
2 1.5 2.7 1.7453
Fig. 2 Comparisons between results for cases of differenincreases while the horizon length is fixed, the average computa-
tion time tcal_ave increases. Second, as the horizon length
increases while the LGR points’ numberN is fixed, there are lit-
tle differences between the average computation time tcal_ave in
all cases. This is because that the most time-consuming work
in the IRPM is the inverse of Ve as shown in Eq. (28), and
increasing the LGR points’ number leads to increase of the
dimension of Ve which results in a longer average computation
time, while increasing the horizon length has no effect on the
dimension of Ve.
Fig. 2(a)–2(c) give the results for the LGR points’ number
N= 2 to N= 10 by steps of 2 with the horizon length
T ¼ 0:6 s. It is observed that there are only small differences
between the results for cases of different LGR points’ numbers
with the same horizon length. Regarding the result for N= 10
as the reference, it can be seen that state and control curves of
other cases converge to the reference curves (x1_ref, x2_ref, uref)
with great rapidity. The maximum absolute errors between the
reference result and another result are defined as
ex1 ¼ maxðlgjx1  x1 refjÞ
ex2 ¼ maxðlgjx2  x2 refjÞ
eu ¼ maxðlgju urefjÞ
8><
>: ð58Þ
The values of ex1 ; ex2 ; eu are shown in Fig. 2(d). It can be
seen that all errors decrease nearly over a linear trend until
N= 8, demonstrating the spectral convergence rate of the
Radau pseudospectral approximation.
Fig. 3 gives the results for horizon length T ¼ 0:3 s to
T ¼ 1:5 s by steps of 0:3 s with LGR points’ number N= 2.
It is observed that there are large differences between the
results for cases of different horizon lengths with the same
LGR points’ number. For smaller horizon length which can
be viewed as achieving the control objective in a faster way,
the control input peak value and the overshoot are larger while
the stabilization time is shorter.
Thus, it can be concluded that the computation efficiency of
the optimal control law depends on the LGR points’ number,t LGR points’ numbers with horizon length T ¼ 0:6 s.
Fig. 3 Comparisons between results for cases of different
horizon length with LGR points’ number N= 2.
222 Y. Liao et al.while the gains of the optimal control law are mainly affected
by the horizon length.
4.2. Single inverted pendulum
The single inverted pendulum depicted in Fig. 4 is a complex,
nonlinear, coupling, and open-loop unstable system with equa-
tions of motion expressed as follows:
ðMþmÞ€xþ b2 _xml€/ cos/þml _/2 sin/ ¼ u
ðIþml2Þ€/þ b1 _/ml€x cos/mgl sin/ ¼ 0
(
ð59ÞFig. 4 Single inverted pendulum.where M ¼ 0:5 kg and m ¼ 0:2 kg are mass of the driving cart
and the pole, respectively; x is the position of the driving cart;
l ¼ 0:3 m is the length of the pole; / is the inclined angle
between the pole and the vertical upward direction measured
counterclockwise for the vertical upward direction; F is the
traction on the driving cart which is the control variable u of
the inverted pendulum; I= ml2/3 is the rotational inertia of
the pole; b1 ¼ 0:001 N m  s=rad is the friction coefficient
between the pole and the driving cart; b2 ¼ 0:1 N  s=m is the
friction coefficient between the driving cart and the horizontal
plane. The performance index is shown as Eq. (8).
The control task is set as x0 ¼ ½x; _x;/; _/Tjs¼0 ¼ ½0:5 m;
0 m=s; 0:1 rad;0 rad=sT and xf ¼ w ¼ ½0 m;0 m=s;0 rad;
0 rad=sT with the weight matrices Q= diag{100, 0, 40, 0},
N= 1, Sf =Mf = I44, and the simulation step 0:01 s. The
desired state is set as xd = xf and the desired control is set
as ud = 0. The preceding RHC problem is solved using the
method proposed in Section 3.2 with the LGR points’ number
N= 10 and the horizon length T ¼ 2 s: In this example, we
have ignored the computation time delay between solving
the RHC problem and the implementation of the control since
we mainly focus on the performance of the IRPM and the
corresponding controller.
Fig. 5 gives the results of the linearization method and the
quasi linearization method with the tolerance e= 1  106
and the maximum iteration number n= 3. E/;E _/;Ex;E _x
and Eu in Fig. 5 denote the errors for corresponding variables
between the results of the linearization method and the results
of the quasi linearization method. It can be seen that there are
small differences between the results of both methods and
errors of the results converge to 0 rapidly. Both of the methods
have achieved the control objective and both of the results
demonstrate the closed-loop stability of controlling the
preceding system using the IRPM.
Since the RHC problem for nonlinear system is approxi-
mated with successive linear approximations via the lineariza-
tion method or the quasi linearization method, the effects
caused by the LGR points’ number and the horizon length
on the results would be similar to that of the RHC problem
for LTV system. Simulations are made with various maximum
iteration numbers and tolerances to further study the effects on
the results with the quasi linearization method. Results show
that the control objective has been achieved in all simulation
cases.
First, results of cases for various tolerances without limit of
maximum iteration number are compared. We choose the
result of the case e= 1  1010 as the reference result. The
errors of the performance index, state variables, costate vari-
ables, and control variables between the reference result and
the result of another case are defined as
e^J ¼ jJ Jj
e^x ¼ maxðj/ /j; j _/ _/j; jx xj; j _x _xjÞ
e^k ¼ maxðjk/  k/j; jk _/  k_/j; jkx  kxj; jk _x  k_xjÞ
e^u ¼ maxðju ujÞ
8>><
>>:
ð60Þ
where the symbol * represents the reference result. Table 2
shows the errors of cases for various tolerances. It is observed
that the errors of all cases are very small and results are closer
to the reference result as the tolerance e decreases. It is worth
noticing that with the prescribed tolerance, more iteration
Fig. 5 Comparison between results of linearization method and quasi linearization method.
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iteration numbers decrease as time goes on. Table 2 demon-
strates the high accuracy of the IPRM.
Then, results of cases for various maximum iteration num-
bers without limit of tolerance are compared. The errors are
defined as
~eJ ¼ jJk  Jk1j
~ex ¼ maxðj/k  /k1j; j _/k  _/k1j; jxk  xk1j; j _xk  _xk1jÞ
~ek ¼ maxðjkk/  kk1/ j; jkk_/  kk1_/ j; jkkx  kk1x j; jkk_x  kk1_x jÞ
~eu ¼ maxðjuk  uk1jÞ
8>><
>>>:
ð61ÞTable 2 Errors between reference results and results of other cases
e e^J e^x
1 2.36  104 4.49  10
1  102 2.82  106 8.90  10
1  104 6.62  108 1.01  10
1  106 8.03  1010 7.02  10
1  108 2.43  1011 8.05  10where the symbol k represents the result of maximum iteration
number n= k. Table 3 shows the errors of the cases for vari-
ous maximum iteration numbers. It is observed that the errors
decrease fast as the maximum iteration number increases
before the maximum iteration number reaches 7, and then
the errors remain relatively unchanged. Table 3 demonstrates
the fast convergence speed of the IRPM.
It is evident that both the decrease of the tolerance and the
increase of maximum iteration number require more computa-
tion time when using the quasi linearization method. Thus, we
should properly choose the tolerance and the maximum itera-with various tolerances.
e^k e^u
3 1.06  101 1.50  102
5 2.46  103 1.01  103
6 1.20  105 9.23  106
9 1.22  107 7.81  108
11 4.55  109 9.03  1010
Table 3 Errors between result of maximum iteration number
n= k and results of maximum iteration number n= k  1.
k ~eJ ~ex ~ek ~eu
1 1.66  104 1.01  102 4.48  101 5.68  102
3 4.24  107 4.23  106 6.68  105 1.60  105
5 1.93  1010 6.36  109 1.14  107 3.33  108
7 3.14  1011 5.12  1011 4.16  109 1.07  109
9 1.79  1011 4.81  1011 4.49  109 1.10  109
11 1.00  1011 9.16  1011 4.16  109 1.21  109
224 Y. Liao et al.tion number to ensure the computation efficiency and meet the
requirement of accuracy at the same time.
4.3. Space shuttle reentry guidance
The space shuttle reentry guidance problem3,7 is considered in
this section. The equations of translational motion for the
space shuttle over a spherical, non-rotating earth are given
by3,7
_r ¼ V sin c
_h ¼ V cos c sinw
r cosu
_u ¼ V cos c cosw
r
_V ¼  D
m1
 g sin c
_c ¼ 1
V
L cosr
m1
þ V
2
r
 g
 	
cos c
 
_w ¼ 1
V
L sin r
m1 cos c
þ V
2
r
cos c sinw tanu
 	
8>>>>>>>>>><
>>>>>>>>>>:
ð62Þ
where r, h, u, V, c and w are radial distance, longitude,
latitude, velocity, flight-path angle and heading angle,
respectively; m1 ¼ 92709 kg is the mass of the space shuttle;
g= l/r2 is the gravity acceleration and l= 3.9805 
1014 m3/s2 is the geocentric gravitational constant; r is the
bank angle; L and D are lift force and drag force, respectively,
and are expressed as
L ¼ CLqS; D ¼ CDqS ð63Þ
where S ¼ 249:9092 m2 is the reference area; q= 0.5qV2 is the
dynamic pressure; q is the atmosphere density and is based on
the exponential model q ¼ q0eðrR0Þ=H; q0 ¼ 1:225 kg=m3 is
the sea level atmosphere density; R0 ¼ 6371004 m is the earth
radius; H ¼ 7254:24 m is the density scale height; the lift
coefficient CL and the drag coefficient CD are given as
CL ¼ CL0 þ CLaa
CD ¼ CD0 þ CDaaþ CDa2a2

ð64Þ
where CL0 = 0.207, CLa = 1.6756, CD0 = 0.0785, CDa =
0.3529, CDa2 ¼ 2:04, a is the angle of attack measured in
radians. The angle of attack a and the bank angle r are the
trajectory control inputs.
The path constraints consisting of the heating rate
constraint, the dynamic pressure constraint and the total load
constraint are expressed as
_Q ¼ QaQr 6 _Qmax ¼ 2 106 W=m2 ð65Þq ¼ 0:5qV2 6 qmax ¼ 2 104 Pa ð66Þ
n ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
L2 þD2
p
=ðm1gÞ 6 nmax ¼ 2:5 ð67Þ
where Qa = 1.067  1.101a+ 0.6988a2  0.1903a3, Qr =
1.7822  104q0.5V3.07. The constraints on the control inputs
are given as
a 2 ½0; 40; _a 2 ½5ðÞ=s;5ðÞ=s
r 2 ½85; 85; _r 2 ½20ðÞ=s;20ðÞ=s

ð68Þ
The initial state constraints are h0 ¼ 79250 m; h0 = 0,
u0 = 0, V0 ¼ 7800 m=s; c0 = 1 and w0 = 90, and the ter-
minal state constraints are hf ¼ 24380 m, hf = 80, uf = 30,
Vf ¼ 762 m=s and cf = 5.
The desired trajectory is generated using the open source
software GPOPS.24 In GPOPS, the Radau pseudospectral
method19–22 is employed to discretize the trajectory optimiza-
tion problem and the resulting nonlinear programming prob-
lem is solved by the limit version of the software SNOPT.25
The LGR points’ number is N= 100 and the object function
expressed as follows is to minimize the maximum heating rate
of the whole trajectory
Jref ¼ minðmaxð _QðtÞÞÞ ð69Þ
The time histories of the desired trajectory, the correspond-
ing trajectory control inputs and the path constraints are
shown in Figs. 6 and 7 by solid lines, where it can be seen that
all constraints are satisfied. The flight time is 2047.59 s and the
maximum heating rate of the whole trajectory is
7:6452 105 W=m2.
With the desired trajectory and subject to the nonlinear
equations of motion shown as Eq. (62), the space shuttle reen-
try guidance problem, which is regarded as a trajectory track-
ing problem, can be formulated as an RHC problem for
nonlinear system and is solved through the proposed method
in Section 3.2. The approximation method used in this example
is the linearization method. The nonzero elements of the
Jacobian matrices A^ðsÞ 2 R66 and B^ðsÞ 2 R63 in Eq. (33)
can be analytically expressed as A^14 ¼ sin c; A^15 ¼ V cos c;
A^21 ¼ V cos c sinw
r2 cos h
; A^23 ¼ V cos c sinw tan h
r cos h
; A^24 ¼
cos c sinw
r cos h
; A^25 ¼ V sin c sinw
r cos h
; A^26 ¼ V cos c cosw
r cos h
; A^31 ¼
V cos c cosw
r2
; A^34 ¼ cos c cosw
r
; A^35 ¼ V sin c cosw
r
;
A^36 ¼ V cos c sinw
r
; A^41 ¼ KCDV
2
H
þ 2g sin c
r
; A^44 ¼
2KCDV; A^45 ¼ g cos c; A^51 ¼ KCLV cos r
H
 V cos c
r2
þ 2g cos c
Vr
; A^54 ¼ KCL cos rþ
 g
V2
þ 1r

cos c; A^55 ¼ g
V
þ Vr

sin c; A^61 ¼ KCLV sinr
H cos c
V cos c sinw tan h
r2
;
A^63 ¼ V cos c sinwð1þ tan
2 hÞ
r
; A^64 ¼ KCL sin r
cos c
þ
cos c sinw tan h
r
; A^65 ¼ KCLV sin r tan c
cos c
 V sin c sinw tan h
r
;
A^66 ¼ V cos c cosw tan h
r
; B^41 ¼ kV2ðCDa þ 2CDa2aÞ;
B^51 ¼ KVCLa cos r; B^52 ¼ KVCL sin r; B^61 ¼ KVCLa sinr;
B^62 ¼ KVCL cos r with K= 0.5 qS/m1, and are valued based
Fig. 6 Time histories of state variables and control variables.
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matrices are pure functions of time.
In the closed-loop guidance simulation, both the simulation
step and the guidance cycle are set as 1s and the weight matri-
ces are valued as Q ¼ diag 7 107; 1:3 106; 5:8 105;
2:5 103;1:5 105; 1:5 105; N= diag{130, 8}, Sf = 0 with
the horizon length T¼ 200 s and the LGR points’ number for
the IRPM N= 20. Two test cases with the initial state devia-
tions set as Dh0 ¼ 600m; Dh0 = 0.05, Du0 = 0.05,
DV0 ¼ 20m=s; Dc0 = 0.1, Dw0 = 0.1 for case 1 and
Dh0 ¼600m; Dh0 = 0.05, Du0 = 0.05, DV0 ¼
20m=s; Dc0 = 0.1, Dw0 = 0.1 for case 2 are simulated.
Table 4 shows the computation time for the optimal guid-
ance law and the errors of terminal states between the
closed-loop trajectories and the desired trajectory. It isobserved that the maximum computation time tcal_max and
the average computation time tcal_ave for two cases are much
shorter than the simulation step and the guidance cycle, which
demonstrates that the optimal guidance law is obtained by the
proposed IRPM with high computation efficiency. Fig. 6 gives
the results of the closed-loop trajectories, the corresponding
control inputs and their errors relative to the desired ones.
Eh;Eh;Eu;EV;Ec;Ew;Ea and Er in Fig. 6 denote the errors
for corresponding variables between the results of the closed-
loop trajectories and the results of the desired trajectory. It
is observed that the closed-loop trajectory can track the
desired trajectory with small terminal state errors in the pres-
ence of a rational range of initial state deviations. Fig. 7 shows
the curves of path constraints of the closed-loop trajectories,
where it can be seen that all path constraints are satisfied when
Table 4 Computation time for optimal guidance law and
errors of terminal states between closed-loop trajectories and
desired trajectory.
Variable No. of cases
1 2
Dhf (m) 43.16 50.89
Dhf () 1.64  103 1.61  103
Duf () 1.70  103 3.41  103
DVf (m/s) 4.97 6.14
Dcf () 2.39  103 9.70  103
Dwf () 3.20  104 3.34  104
tcal max (s) 0.15 0.13
tcal ave (s) 7.88  102 7.09  102
Fig. 7 Time histories of path constraints.
226 Y. Liao et al.the guidance law is applied. From the simulation results, it can
be concluded that the IRPM is effective to deal with the space
shuttle reentry guidance problem.
5. Conclusions
(1) Using the IRPM, the TPBVP resulting from the RHC
problem is discretized into well-posed linear algebraic
equations which is solved efficiently and accurately via
a matrix partitioning approach. Since complexcomputations such as backward sweep of the Riccati dif-
ferential equation and transition matrices are avoided,
the numerical stability and the high computation effi-
ciency can be guaranteed.
(2) As the Radau pseudospectral approximation, employed
in the IRPM, has an exponential convergence rate for
smooth problems, highly accurate optimal solutions
can be obtained via a small number of LGR points,
which in turn can save computer memory storages and
improve computation efficiency.
High computation efficiency and high accuracy of the
IRPM and stability of the closed-loop systems with the result-
ing optimal feedback control law are validated through three
numerical examples. Future work will concentrate on the
application of the proposed method to other practical aero-
space problems such as formation and station keeping of
spacecraft, nanosatellite fast deorbit using electrodynamic
tether, etc.Acknowledgments
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