We quantize the generalized-Witt algebra in characteristic 0 with its Lie bialgebra structures discovered by ). Via a modulo p reduction and a modulo "restrictedness" reduction process, we get 2 n −1 families of truncated p-polynomial noncocommutative deformations of the restricted universal enveloping algebra of the Jacobson-Witt algebra W(n; 1) (for the Cartan type simple modular restricted Lie algebra of W type). They are new families of noncommutative and noncocommutative Hopf algebras of dimension p 1+np n in characteristic p. Our results generalize a work of Grunspan (J. Algebra 280 (2004), 145-161, [6]) in rank n = 1 case in characteristic 0, whereas in modular case, the argument for a refined version does need follow a different modulo reductions' approach with some techniques from the modular Lie algebra theory.
Introduction and Definitions
In a paper by Michaelis ([7] ) a class of infinite-dimensional Lie bialgebras containing the Virasoro algebra was presented, afterwards, this type of Lie bialgebras was further classified by Ng and Taft ([8] ). Recently, Song and Su ( [10] ) classified all Lie bialgebra structures on the Lie algebras of generalized Witt type, which were proved to be coboundary triangular (for the definition, see p. 28, [4] ).
In Hopf algebra or quantum group theory, two standard methods to yield new bialgebras from old ones are by twisting the product by a 2-cocycle but keeping the coproduct unchanged, and by twisting the coproduct by a Drinfel'd twist but preserving the product. Constructing quantizations of Lie bialgebras is an important approach to producing new quantum groups (see [3] , [4] and references therein). Recently, Grunspan in [6] obtained the quantizations of the (infinite-dimensional) Witt algebra W in characteristic 0 by using the twist discovered by Giaquinto and Zhang in [5] , as well as of its simple modular Witt algebra W(1; 1) of dimension p in characteristic p by a reduction modulo p. While in modular case, the original treatment didn't work for the restricted universal enveloping algebra u(W (1; 1) ). The reasoning is that the quotient w.r.t. the ideal J (see Definition 5, p. 158 [6] ) resulted in some extra relations like [e p−2 , e 2 ] = 4e p ≡ 4e o = 0 imposed on it. So in which case we need seek another way to treat it. On the other hand, we notice that the assertion in Theorem 2 [6] with a refined version is valid only for one specific case i = 1 (except for the other cases i = 2, · · · , p−1). This means that just one family (rather than p−1 families asserted in [6] ) of polynomial noncocommutative deformation of u(W(1; 1)) can be obtained via a modulo reductions' process. The correct modulo p reduction approach should be clarified as stated below.
In this paper, we at first use the general quantization method by a Drinfel'd twist (cf. [1] ) to quantize explicitly the newly defined triangular Lie bialgebra structure on the generalized-Witt algebra in characteristic 0 ( [10] ). Actually, this process completely depends on the construction of Drinfel'd twists which, up to integral scalars, are controlled by the classical Yang-Baxter r-matrix. To study the modular case in characteristic p, the unique right way is to turn to work over the so-called "positive" part subalgebra W + of the generalized-Witt algebra W. It is a simple Lie algebra of infinite-dimension when defined over a field of characteristic 0, while considering it to be defined over a field of characteristic p it thus contains a maximal ideal J 1 and the corresponding quotient is exactly the Jacobson-Witt algebra W(n; 1), which is a Cartan type restricted simple modular Lie algebra of W type. In order to yield the expected finite-dimensional quantizations of the restricted universal enveloping algebra for the Jacobson-Witt algebra W(n; 1), we need give a precise definition (see Definition 3.3) in concept at first, and then go on two steps of our reductions: modulo p reduction and modulo "restrictedness" reduction. As a crucial immediate step for the modulo p reduction, we need first develop the quantization integral forms for the Z-form W + Z in characteristic 0, in which case we find a new phenomena appeared, that is, there exist n the so-called basic Drinfeld twists whose piecewise products among them afford all possible Drinfeld twists (see Proposition 2.12) . Accordingly, we get 2 n −1 new quantization integral forms for W + Z in characteristic 0, which eventually leads to 2 n −1 new examples of Hopf algebra of dimension p 1+np n with indeterminate t or of dimension p np n with specializing t into a scalar in K in characteristic p. A remarkable point is that these Hopf algebras contain the well-known Radford algebra as a Hopf subalgebra. Our work extends the class of examples of noncommutative and noncocommutative finite-dimensional Hopf algebra in finite characteristic (see [12] ).
1.1. Generalized-Witt algebra and its Lie bialgebra structure. Let F be a field with char(F) = 0 and let n > 0. Let F[x ±1 1 , · · · , x ±1 n ] be a Laurent polynomial algebra and ∂ i coincide with the degree operator
1 , · · · , x ±1 n ]) is a Lie algebra of generalized-Witt type (see [2] ) under the following bracket
a i ∂ i ∈ T and β = (β 1 , · · · , β n ) ∈ Z n . The bilinear map ·, · : T × Z n −→ Z is non-degenerate in the sense: ∂(α) = ∂, α = 0 (∀ ∂ ∈ T ), =⇒ α = 0, and ∂(α) = ∂, α = 0 (∀ α ∈ Z n ), =⇒ ∂ = 0. W is a simple Lie algebra of infinite dimension over F.
The following result is due to [10] .
There is a triangular Lie bialgebra structure on W given by the classical Yang-Baxter r-matrix r :
. From Proposition 1.1, we notice that the classical Yang-Baxter r-matrix r is uniquely expressed as the antisymmetric tensor of two distinguished elements
In fact, for the given r-matrix, we may take two distinguished elements of the form h :
is the derivation Lie algebra of polynomial ring K[x 1 , · · · , x n ], which, via the identification x α D i with x α−ǫi ∂ i , can be considered as a Lie subalgebra (the "positive" part) of the generalized-Witt algebra W over a field K. Evidently, we have the following result (see Ex. 8, p. 153 in [11] ) Lemma 1.2. (1) If K = F, i.e., char(K) = 0, then W + is a simple Lie algebra of infinite dimension, which is a Lie subalgebra of W.
(2) If char(K) = p, then there exists a maximal ideal
and the others with 0, where W(n; 1) is the Jacobson-Witt algebra defined in the subsection below.
1.3. Jacobson-Witt algebra W(n; 1). Assume now that char(K) = p, then by definition, the Jacobson-Witt algebra W(n; 1) is a restricted simple Lie algebra over a field K. Its structure of p-Lie algebra is given by D [p] = D p , ∀ D ∈ W(n; 1) with a basis { x (α) D j | 1 ≤ j ≤ n, 0 ≤ α ≤ τ }, where 1 = (1, · · · , 1), τ = (p−1, · · · , p−1) ∈ N n ; ǫ i = (δ 1i , · · · , δ ni ) such that x (ǫi) = x i and D j (x i ) = δ ij ; and A(n; 1) := { x (α) | 0 ≤ α ≤ τ } is the restricted divided power algebra with x (α) x (β) = α+β α x (α+β) and a convention:
. Moreover, W(n; 1) ∼ = Der K (A(n; 1)). By definition (cf. [11] ), the restricted universal enveloping algebra u(W(n; 1)) is isomorphic to U (W(n; 1))/I where I is the Hopf ideal of U (W(n; 1)) generated by
Since dim K W(n; 1) = np n , we have dim K u(W(n; 1)) = p np n .
Quantization by Drinfel'd twists.
The following result is well-known (see [1] , [3] , [4] , etc.). Lemma 1.3. Let (A, m, ι, ∆ 0 , ε 0 , S 0 ) be a Hopf algebra over a commutative ring.
then (A, m, ι, ∆, ε, S) is a new Hopf algebra, called the twisting of A by the Drinfel'd twist F .
] be a ring of formal power series over a field F with char(F) = 0. Assume that L is a triangular Lie bialgebra over F with a classical Yang-Baxter r-matrix r (see [3] , [4] ). Let U (L) denote the universal enveloping algebra of L, with the standard Hopf algebra structure (U (L), m, ι, ∆ 0 , ε 0 , S 0 ).
Now let us consider the topologically free F[[t]]-algebra U (L)[[t]
] (for definition, see p. 4, [4] ), which can be viewed as an associative F-algebra of formal power series with coefficients in U (L). Naturally, U (L)[[t]] equips with an induced Hopf algebra structure arising from that on U (L), by abuse of notation, denoted still by
, and F is determined by its r-matrix r (namely, its Lie bialgebra structure).
A crucial Lemma.
For any element x of a unital R-algebra (R a ring) and a ∈ R, we set (see [5] ) (1) x n a := (x + a)(x + a + 1) · · · (x + a + n − 1) and x n := x n 0 . We also set (2) x [n] a := (x + a)(x + a − 1) · · · (x + a − n + 1) and x [n] := x
[n] 0 . Lemma 1.5. ( [5] , [6] ) For any element x of a unital F-algebra with char(F) = 0, a, b ∈ F and r, s, t ∈ Z, one has
2. Quantization of Lie bialgebra of generalized-Witt type 2.1. Some commutative relations in U (W). For the universal enveloping algebra U (W) of the generalized-Witt algebra W over F, we need do some necessary calculations, which are important to the construction of the Drinfel'd twists in the sequel.
Lemma 2.1. Maintain the two distinguished elements h := ∂ 0 (γ) −1 ∂ 0 and e := ∂ 0 (γ)x γ ∂ ′ 0 with ∂ 0 (γ) ∈ Z * for W. For a ∈ F, α ∈ Z n , m, k are non-negative integers, the following equalities hold in U (W) :
So it is easy to see that (8) is true for m = 1. Suppose that (8) is true for m, then
Hence (8) holds for all m. Similarly, we can get (9), (10) and (11) by induction.
Formula (12) is a consequence of the fact (see Proposition 1.3 (4), [11] ) that for any elements a, c in an associative algebra, one has
together with the formula
Let us denote by (U (W), m, ι, ∆ 0 , S 0 , ε 0 ) the standard Hopf algebra structure on U (W), i.e., we have the definitions of the coproduct, the antipode and the counit as follows
, we need to construct explicitly such a Drinfel'd twist. In what follows, we shall see that such a twist in our case depends heavily upon the choice of two distinguished elements h, e arising from its r-matrix r (see subsection 1.1). Now we proceed with our construction. For a ∈ F, we set
−a and S 0 (e r ) = (−1) r e r , we obtain
−b e r t r .
Proof. Using Lemma 1.5, we obtain
We complete the proof. 
for any s ∈ F.
Proof. By induction on r, it is easy to see that it is true for r = 1. If it is true for r, then
Therefore, the formula holds by induction.
, that is to say, the equalities hold
Proof. The second equality holds evidently. For the first one, by Lemmas 2.
It suffices to show that
Having the above Proposition in hand, by Lemma 1.3, now we can perform the process of twisting the standard Hopf structure (U (W)
The following Lemma is very useful to our main result in this section.
Proof. For (14): By (9), one has
By induction on s, we obtain the result.
Then using (12) we get
For (16): Using (8), (10) and (12), we get
As for (17): By (13), we get
Combining with (16), we get that (17) is true for s = 1. Using the derivation property of d (ℓ) , we easily obtain that
By induction on s, we have
where we get the first and second "=" by using the inductive hypothesis and (16) Thus, we complete the proof.
The following theorem gives the quantization of U (W) by the Drinfel'd twist F , which is essentially determined by the Lie bialgebra triangular structure on W.
Theorem 2.7. With the choice of two distinguished elements h : 
, and for ℓ < 0, make a convention ℓ j=0 ∂ ′ 0 (α+jγ) = 0.
Proof. By Lemmas 1.3 and 2.2, it follows from (14) and (15) that
By (16) and Lemma 2.2, we obtain
Hence, we get the result.
For the later use, we need to make the following
Proof. By (18) and Lemma 2.2, we obtain
Again by (17) and Lemma 2.2, we get
So we complete the proof. According to this Lemma, we see that if we take ∂ ′ 0 = ∂ 0 , then A ℓ and B ℓ are integers. However, those coefficients occurred in the expansions of (1 − et) ± 1 r are not integral unless r = 1. Consequently, the case we are interested in is only when h = ∂ k , e = x ǫ k ∂ k (1 ≤ k ≤ n), namely, r = 1. Denote F (k) by the corresponding Drinfel'd twist. As a result of Theorem 2.7, we have 
Quantization integral forms of
Remark 2.11. It is interesting to consider those products F (j 1 ) · · · F(j s ) of some piecewise Drinfel'd twists F (j 1 ), · · · , F (j s ) in the system of the n so-called basic Drinfel'd twists { F (1), · · · , F (n) }, using the same argument as the proof of Theorem 2.7, one can get much more new Drinfel'd twists (which depends on a bit more calculations to be carried out), which will not only lead to much more new quantization integral forms over the U (W + Z )[[t]], but all possible quantizations over the u t,q (W(n; 1)) as well, via our modulo reductions' approach developed in the next section.
More precisely, we note that [F (i), F (j)] = 0 for any 1 ≤ i, j ≤ n. This fact, according to the definition of F (i), implies the commutative relations in the case i = j:
which give rise to the following property.
. Proof. Note that ∆ 0 ⊗ id, id ⊗ ∆ 0 , ε 0 ⊗ id and id ⊗ ε 0 are algebraic homomorphisms. According to Proposition 2.5, it suffices to show
Using ( * ), we have
As a result, F η is also a Drinfel'd twist, which offers a quantization of U (W + Z ). 
Using (14) and Lemma 2.2, we get
Using (15), we get 
Therefore, we complete the proof.
Let I = {1, · · · , n}, η = (η 1 , · · · , η n ) (η i ∈ {0, 1}), ℓ = (ℓ 1 , · · · , ℓ n ) ∈ N n . Then
More generally, we can get the following result.
Theorem 2.14. The corresponding quantization integral form of
] by the Drinfel'd twist F η = F (1) η1 · · · F(n) ηn with the algebra structure undeformed is given by
Quantization of the Jacobson-Witt algebra in modular case
In this section, our main purposes are twofold: Firstly, in view of Lemma 1.2, we make the modulo p reduction for the quantization of U (W + Z ) in characteristic 0 obtained in Corollary 2.10 to yield the quantization of U (W(n; 1)), for the restricted simple modular Lie algebra W(n; 1) in characteristic p. Secondly, based on the first step, we shall further make the "restrictedness" reduction for the quantization of U (W(n; 1)), which will lead to the required quantization of u(W(n; 1)), the restricted universal enveloping algebra of W(n; 1).
3.1. Modulo p reduction. Let Z p the prime subfield of K with char(K) = p. When considering W + Z as a Z p -Lie algebra, namely, making a modulo p reduction for the defining relations of W + Z , denoted by W + Zp , combining with Lemma 1.2 (2), we see that (J 1 ) Zp = Span Zp {x α D i | ∃j : α j ≥ p } is a maximal ideal of W + Zp , and
Moreover, we have W(n; 1) = K ⊗ Zp W(n; 1) Zp = KW(n; 1) Zp , and W + K = KW + Zp . Observe that the ideal J 1 := K(J 1 ) Zp generates an ideal of U (W + K ) over K, denoted by J := J 1 U (W + K ), where W + K /J 1 ∼ = W(n; 1). Based on the formulae (24) & (25), we see that J is a Hopf ideal of U (W + K ) satisfying U (W + K )/J ∼ = U (W(n; 1)). Note that the elements 1 α! x α D i in W + K for 0 ≤ α ≤ τ will be identified with x (α) D i in W(n; 1) and those in J 1 with 0. Hence, by Corollary 2.10, we get the quantization of U (W(n; 1)) over U (W(n; 1))[[t]] as follows.
, the corresponding quantization of U (W(n; 1)) over U (W(n; 1))[[t]] with the algebra structure undeformed is given by
3.2. Modulo "restrictedness" reduction. Assume that I is the ideal of U (W(n; 1)) over K generated by (x (ǫi) D i ) p − x (ǫi) D i and (x (α) D i ) p with α = ǫ i for 0 ≤ α ≤ τ and 1 ≤ i ≤ n. u(W(n; 1)) = U (W(n; 1))/I is of dimension np n . In order to get a reasonable quantization of finite dimension for u(W(n; 1)) in characteristic p, at first, it is necessary to clarify in concept the underlying vector space in which the required t-deformed object exists. According to our modulo p reduction approach, it should be induced from the topologically free K[[t]]algebra U (W(n; 1))[[t]] given in Theorem 3.1, or more naturally, related with the topologically free K[[t]]-algebra u(W(n; 1))[[t]]. As u(W(n; 1)) is finite dimensional, as algebras, we have (see p. 2, [4] )
So the standard Hopf algebra structure (u(W(n; 1))[[t]], m, ι, ∆ 0 , S 0 , ε 0 ) can be viewed as the tensor Hopf algebra structure of the standard ones on u(W(n; 1)) and on Proof. (i), (ii) follow from e p = 0 in u(W(n; 1)). (iii) For ℓ ∈ Z + , there is a unique decomposition ℓ = ℓ 0 + ℓ 1 p with 0 ≤ ℓ 0 < p and ℓ 1 ≥ 0. Using the formulae (1) & (3), we have
where we used the facts that (x + 1)(x + 2) · · · (x + p − 1) ≡ x p−1 − 1 (mod p), and (x + a + ℓ 0 ) p ≡ x p + a + ℓ 0 (mod p). Hence, h ℓ a ≡ 0 (mod p, I) for ℓ ≥ p.
This Lemma, combining with Theorem 3.1, indicates that the required tdeformation of u(W(n; 1)) (if it exists) only happens in a p-truncated polynomial ring (with degrees of t less than p) with coefficients in u(W(n; 1)). Let K[t] p be a p-truncated polynomial ring (of small possible dimension) over K, which should inherit a standard Hopf algebra structure from that on K[[t]] with respect to modulo a Hopf ideal of it. In modular case, such a Hopf ideal in K[[t]] has to take the form (t p − qt) generated by a p-polynomial t p − qt of degree p for a parameter q ∈ K.
Denote by K[t]
(q) p the corresponding quotient ring. That is, (37)
Thereby, we obtain the underlying ring for our required t-deformation of u(W(n; 1)) over K[t]
(q) p , denoted by u t,q (W(n; 1)), namely, as the standard Hopf algebras, (38) u t,q (W(n; 1)) ∼ = u(W(n; 1)) ⊗ K K[t] (q) p . Hence, dim K u t,q (W(n; 1)) = p · dim K u(W(n; 1)) = p 1+np n . Definition 3.3. Maintain notations as above. A Hopf algebra (u t,q (W(n; 1)), m, ι, ∆, S, ε) is said a quantization of u(W(n; 1)) (in characteristic p) if it is a twisting of the standard Hopf algebra structure (as a tensor Hopf algebra of the standard ones on u(W(n; 1)) and on K[t]
(q) p ) with u t,q (W(n; 1))/tu t,q (W(n; 1)) ∼ = u(W(n; 1)).
To describe u t,q (W(n; 1)) explicitly, we still need an auxiliary Lemma.
Proof. (i) For 0 ≤ α ≤ τ , by (19) and Theorem 3.1 (noting B ℓ = δ ik A ℓ−1 ), we get
(ii) Noting that
we obtain the following If i = k:Ā 0 = 1,Ā ℓ = 0 for ℓ ≥ 1 and,B 0 = 0,B 1 = 2,B ℓ = 0 for ℓ ≥ 2. So by Lemma 3.4 (i), we have d (1) 
In both cases, we arrive at the result as required.
(iii) From (12), we obtain that for 0 ≤ α ≤ τ ,
where the last "≡" by using the identification w.r.t modulo the ideal J as before,
Consequently, by definition of d (ℓ) , we obtain d (ℓ) ((x (α) D i ) p ) = 0 in u(W(n; 1)) for 2 ≤ ℓ ≤ p − 1 and any 0 ≤ α ≤ τ . (q) p with its algebra structure undeformed, whose coalgebra structure is given by
where 0 ≤ α ≤ τ , which is finite dimensional with dim K u t,q (W(n; 1)) = p 1+np n .
Proof. Let I t denote the ideal of (U (W(n; 1))[[t]], m, ι, ∆, S, ε) generated by I and t p − qt (q ∈ K). In what follows, we shall show that the ideal I t is a Hopf ideal of the twisted Hopf algebra U (W(n; 1))[[t]] given in Theorem 3.1. To this end, it suffices to verify that ∆ and S preserve the elements in I since ∆(t p − qt) = (t p − qt) ⊗ 1 + 1 ⊗ (t p − qt) and S(t p − qt) = −(t p − qt).
(I) By Lemmas 2.8, 3.2 & 3.4 (iii), we obtain
Hence, when α = ǫ i , we get
When α = ǫ i , by Lemma 3.4 (ii), (27) becomes
Combining with (42), we obtain
Thereby, we prove that the ideal I t is also a coideal of the Hopf algebra U (W(n; 1)) [[t] ].
(II) By Lemmas 2.8, 3.2 & 3.4 (iii), we have
When α = ǫ i , by Lemma 3.4 (ii), (28) reads as S(
Thereby, we show that the ideal I t is indeed preserved by the antipode S of the quantization U (W(n; 1))[[t]] in Theorem 3.1.
(III) It is obvious to notice that ε((x (α) D i ) p ) = 0 for all 0 ≤ α ≤ τ .
In other words, we prove that I t is a Hopf ideal in U (W(n; 1))[[t]]. We thus obtain the required t-deformation on u t,q (W(n; 1)) for the Cartan type simple modular restricted Lie algebra of W type -the Jacobson-Witt algebra W(n; 1). Remark 3.6. (i) If we set f = (1 − et) −1 , then by Lemma 3.4, Theorem 3.5, we have
where f is a group-like element, and S(h) = −hf −1 , ε(h) = 0. So the subalgebra generated by h and f is a Hopf subalgebra of u t,q (W(n; 1)), which is isomorphic to the well-known Radford Hopf algebra over K in characteristic p.
(ii) According to our argument above, given a parameter q ∈ K, one can specialize t to any one of roots of the p-polynomial t p − qt ∈ K[t] in a split field of K. For instance, if take q = 1, then one can specialize t to any scalar in Z p . If set t = 0, then we get the original standard Hopf algebra structure of u(W(n; 1)). In this way, we indeed get a new Hopf algebra structure over the same restricted universal enveloping algebra u(W(n; 1)) over K under the assumption that K is algebraically closed, which has the new coalgebra structure induced by Theorem 3.5 but has dimension p np n .
More quantizations.
Carrying out the modulo reductions' process for those piecewise products of some basic Drinfel'd twists as stated in Remark 2.11, we will get much more new families of noncommutative and noncocommutative Hopf algebras of dimension p 1+np n with indeterminate t or of dimension p np n with specializing t into a scalar in K. We have the following general results about the quantizations under concern.
Maintain the notations as in Theorem 2.14 and set d
Then we have Theorem 3.7. For each given η = (η 1 , · · · , η n ) with η i ∈ {0, 1}, there exists a noncommutative and noncocummtative Hopf algebra (u t,q (W(n; 1)), m, ι, ∆, S, ε)
over K[t]
(q) p with the algebra structure undeformed, whose coalgebra structure is given by
For the proof, it suffices to work with the case in Lemma 2.13. To this end, we begin to perform the modulo reductions' process for the quantization integral form corresponding to the Drinfel'd twist F = F (m)F (k) (m = k). , the corresponding quantization of U (W(n; 1)) over U (W(n; 1))[[t]] with the algebra structure undeformed is given by
We have the following two Lemmas about the quantization of U (W(n; 1)) over U (W(n; 1))[[t]] in Lemma 3.8. 
Proof. By Lemma 2.8, (18), (14) and Lemma 2.2, we obtain Thereby, we prove that the ideal I t is also a coideal of the Hopf algebra U (W(n; 1))[[t]]. 
Hence, when α = ǫ i , we get S (x (α) D i ) p ≡ −(x (α) D i ) p ≡ 0 (mod I t ).
When α = ǫ i , by Lemmas 3.4 and 3.9, (48) reads as S(x (ǫi) D i ) = −x (ǫi) D i +δ ik e(i)· h(k) Thereby, we verify that I t is preserved by the antipode S of the quantization U (W(n; 1))[[t]] in Lemma 3.8.
The proof is completed.
Remark 3.12. Theorem 3.7 gives 2 n −1 new Hopf algebra structures of Kdimension p np n over the same restricted universal enveloping algebra u(W(n; 1)) under the assumption that K is algebraically closed and specializing t into a root of the p-polynomial t p − q t with q ∈ K * .
