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Recently introduced angular-memory-effect based 
techniques enable non-invasive imaging of objects hidden 
behind thin scattering layers. However, both the speckle-
correlation and the bispectrum analysis are based on the 
statistical average of large amounts of speckle grains, 
which determines that they can hardly access the 
important information of the point-spread-function (PSF) 
of a highly scattering imaging system. Here, inspired by 
notions used in astronomy, we present a phase-diversity 
speckle imaging scheme, based on recording a sequence 
of intensity speckle patterns at various imaging planes, 
and experimentally demonstrate that in addition to being 
able to retrieve diffraction-limited image of hidden 
objects, phase-diversity can also simultaneously estimate 
the pupil function and the PSF of a highly scattering 
imaging system without any guide-star nor reference.  
 
The interaction between light and complex samples with 
inhomogeneous refractive index in many imaging scenarios induces 
light scattering, which is always seen as an obstacle for imaging objects 
hidden inside or behind such samples and makes direct observation 
impossible, instead, generates a complex speckle pattern [1]. In recent 
years, wavefront shaping techniques have emerged as a powerful tool 
for imaging hidden objects or focusing through highly scattering media 
by controlling the incident light [2-11]. However, these techniques are 
complex and lengthy, since they require a detector or an 
optical/acoustical probe in the plane of interests. A recent breakthrough 
reported by Bertolotti et al. [12] avoided the use of guide-stars and 
enabled non-invasive imaging through thin scattering layers by 
exploiting the inherent angular-correlations, known as “memory effect” 
in the scattered speckle patterns [13, 14]. The angular signal is the 
convolution between the object that is placed within the range 
determined by the angular-memory-effect and the system’s point-
spread-function (PSF), which is a highly complex speckle pattern, as 
generated by any light point source on the object. Since the 
autocorrelation of the PSF is close to a   function, the Fourier-
amplitude of object is retrieved from a large speckle pattern (i.e. 
sufficient speckle grains) by calculating its autocorrelation, and the lost 
phase information is recovered via an iterative phase-retrieval 
algorithm [15].  Katz et al. [16] put forward a single-shot approach of the 
aforementioned concept, inspired by astronomical techniques in which 
they regarded the scattering imaging system as an incoherent imaging 
system, and directly obtain the signal on a camera. Bispectrum analysis 
[17] also allows imaging from a single image in the same scenario, by 
exploiting the fact that the Fourier-phase of an object can be 
deterministically extracted from a large speckle pattern by relying on 
the property that the bispectrum of the system’s PSF is real-valued [18]. 
Although the speckle-correlation and the bispectrum analysis can 
retrieve hidden objects, they cannot directly access the scatterer’s exact 
phase distortion, i.e. the PSF, since both methods are based on the idea 
of statistical average and the influence of PSF is eliminated or ignored in 
the reconstruction processes. Alternatively, if a light point source is 
present, one can measure the intensity PSF of the highly scattering 
imaging system [19] and then perform image reconstruction by 
deconvolution. However, it is inconvenient and unpractical to introduce 
such a guide-star in most real applications, e.g. in biomedical imaging. 
Yet, the prospect of accessing not only the object, but the scattering 
layer’s properties, and the exact PSF, would be highly beneficial for non-
invasive imaging, for instance to image more complex objects.  
In this Letter, we experimentally demonstrate a non-invasive imaging 
scheme based on angular-memory-effect. Inspired by the phase-
diversity technique used in astronomy imaging [20], a sequence of 
speckle patterns from multiple planes are sequentially collected by a 
translational camera. From only a small region of such speckle patterns 
sequence, we can jointly retrieve the diffraction-limited image of 
incoherently illuminated objects, hidden behind a thin, but highly 
scattering layer, and estimate the local PSF of the highly scattering 
imaging system, without any reference nor additional experimental 
constraint on the object side. In addition, our method is straightforward 
to implement and to the best of our knowledge, is the first experimental 
demonstration that phase-diversity technique can be used in highly 
scattering cases, well beyond the aberration regime.  
The principle of the experiments for phase-diversity speckle imaging 
and a numerical simulation are presented in Fig. 1. An object, hidden at 
a distance u behind a highly scattering medium, is illuminated by a 
spatially incoherent and narrowband source. The scattered light is 
recorded by a camera, which is initially placed at a distance v from the 
other side of the scattering medium. Since the object is located within 
the range determined by angular-memory-effect, each point on the 
object generates a nearly identical, but shifted, random speckle pattern 
on the camera. The camera image is a simple incoherent superposition 
of these shifted random speckle patterns, generated by all the points on 
the object.  Therefore, it allows the system in Fig. 1(a) to be regarded as 
an incoherent imaging system with a shift-invariant PSF, i.e. the identical 
random speckle pattern, and the camera image is the convolution of the 
object and the PSF [16]. In order to jointly retrieve the image of the 
object and estimate the PSF of the system, we continuously change the 
position of the camera with a fixed interval   and collect the camera 
image  nI x  at each position (Fig. 1(b)), which reads:  
        n n nI x O x S x w x    (1) 
where 0,1, 2, ..., 1-n N  and 0n   means the initial position.  O x  
is the image of object,  nS x  denote the corresponding PSFs of the 
system when camera is placed at different positions and  nw x  is a 
noise term.  Since the speckle is very large (up to millions of speckle 
grains) the full problem is numerically extremely challenging. We 
therefore apply a phase-diversity algorithm to various sub-regions of 
the speckle patterns, and retrieve simultaneously the diffraction-limited 
image (Fig. 1(c)) and the corresponding sub-PSF (Fig. 1(d)) for the 
selected sub-region. Detailed information of the method is given below 
and in Fig. 2. 
 
 
Fig. 1 Concept and numerical simulations:  Jointly imaging hidden 
objects and estimating the PSF of a highly scattering imaging system. (a) 
An object is illuminated by a spatially incoherent light. The scattered 
light is recorded by a camera at various positions with a fixed interval 
 . P0 is the initial position; (b) Simulated diversity speckle patterns, in 
which the selected sub-region is marked by a dashed box; (c) Retrieved 
image and diffraction-limited image; (d) Estimated sub-PSF and true 
sub-PSF (only the intensity is shown). Scale bar: 400 camera pixels in (b) 
and 10 camera pixels in (c) and (d). 
 
As an early technique in astronomy imaging, phase-diversity has been 
used to estimate the unknown phase aberrations and eliminate the 
small distortions caused by the atmosphere turbulence, often by taking 
one or multiple snapshots around the focus, producing a set of blurred, 
but recognizable images for weak aberrations [20]. However, in highly 
scattering cases, only a 3D propagating speckle pattern is produced and 
sampled by the camera, containing no obvious visual information on the 
hidden object. Nonetheless, when introducing diversity, the generalized 
set of pupil functions of the highly scattering imaging system can still be 
written as follows in its most general form: 
         expn n nH f H f i f f      (2) 
where f is the position in the pupil,   f is the unknown random 
phases on the pupil, and  n f denotes the known phase function, 
corresponding to the n-th diversity image. We consider that the 
modulus of the generalized pupil function  nH f  is 1 over a round 
pupil and 0 elsewhere. The effective pupil diameter is determined by the 
lateral decorrelation length of speckle grains,  1.0X v D  [1], 
where D denotes the diameter of the aperture stop placed between the 
scattering medium and the camera. In conventional phase-diversity (in 
the aberration regime), the unknown phases on the pupil of the system 
are smooth and can be conveniently parametrized with the basic 
functions of discretized Zernike polynomials. However, in our highly 
scattering case, the unknown phases  f  are totally random and the 
complex phase distribution is better sampled in the canonical (pixel) 
basis. In order to determine the local phase values, multiple diversity 
images are required to provide sufficient information. For simplicity 
and accessibility, we use a simple axial translation of the camera, which 
corresponds to the known parabolic diversity phase function of defocus 
[21] : 
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where   is the wavelength of the incident light, v is the imaging 
distance and f  is the distance to the center of the pupil. 
 
 
Fig. 2 Detailed information of the reconstruction of the speckle patterns 
in phase-diversity speckle imaging. Only a small region of speckle 
patterns is sufficient to reconstruct. Additional apodization function is 
required to smooth the edges of each sub-image. Scale bar: 10 camera 
pixels. 
 
If we assume that the additive white Gaussian noise is the dominant 
noise (e.g. thermal noise) in the speckle patterns on the camera, a cost 
function can be found to estimate the local phase values on the pupil of 
the system via a maximum-likelihood estimation [20, 22]: 
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where  , ,k j nI f ,  , ,k j nS f are the Fourier transforms of  nI x and 
 nS x in Eq. (1). “  ”denotes the complex conjugation and  is a 
positive parameter to improve the convergence and stability of the 
optimization process. The PSF of the system is the squared modulus of 
the coherent impulse response function, which is the inverse Fourier 
transform of the generalized pupil function: 
     
2
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 F  (5) 
where 1 F implies the inverse Fourier transform. The image of the 
hidden object is simultaneously retrieved  from [20, 22]: 
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Interestingly, since the phase-diversity speckle imaging method is not 
based on the statistical average of speckle grains, only a small region of 
speckle pattern, as is marked by the dashed box in Fig. 2(a), is sufficient 
to retrieve the hidden object and simultaneously estimate a sub-PSF of 
the system, provided it is larger than the object autocorrelation. Larger 
sub-image can certainly provide more accurate estimation of PSF, yet 
simultaneously, increase the computational complexity. Considering a 
sub-region of the speckle pattern gives rise to an inevitable problem of 
the discontinuities of the edges of the sub-image [23]. The 
discontinuities produce artifacts in the Fourier transforms, which are 
implemented as two-dimensional, discrete fast Fourier transforms. 
These artifacts affect the accuracy of the reconstruction of the object and 
the estimation of the sub-PSF. The way in our method to overcome this 
problem is to smooth the edges of the sub-image by adding an 
apodization function (e.g. Hanning window). It is worth nothing that the 
lateral diffusion of scattered light during axial propagation would cause 
a boundary effect. More specifically, when moving the camera in the 
axial direction, the scattered light propagates and therefore diffuses 
laterally (together with a global translation for off-axis regions). This 
means that because we keep the size of phase-diversity images, there 
will always be a mismatch between the propagated images and the 
captured sub-images. In order to minimize the influence of the 
boundary effect, the selection of the sub-image is advantageously done 
near the optical axis and the maximum translation of camera from the 
initial position should be limited. It depends on the number of speckle 
grains contained in the sub-image and on the amount of translation. As 
an example, in our numerical simulation of Fig. 1, the lateral 
decorrelation length is 2.25 pixels, and there are 70 pixels in one 
dimension of sub-images, corresponding to around 31 speckle grains. 
19 diversity images are collected corresponding in total to 6 axial 
decorrelation length, meaning in our case that we sample 6 speckle 
grains along the axial direction. This number is well below the number 
of speckle grains contained in one lateral dimension of the sub-image 
and the apodization window, ensuring a limited boundary effect.  
In the experimental demonstration of this concept, the light source is a 
spatially incoherent light-emitting diode (Thorlabs, M625L3), whose 
nominal wavelength is 625nm and bandwidth is 18nm, filtered by a 
narrow band-pass filter (Andover, 633FS02-50, 1.0+/-0.2nm) mounted 
on the camera (Andor, ZYLA-5.5-USB 3.0), to ensure the high contrast of 
the speckle patterns. The incoherent light illuminates the object, digit “2” 
(Edmund, 1951 USAF Negative Target, 2” × 2”, ~350um), which is 
shown in Fig. 4(a) and hidden ~60cm behind a scattering medium 
(Edmund, Ground Glass Diffuser). The illuminated area on the 
scattering medium is adjusted by a contiguous iris with a diameter of 
5.21mm to control the size of speckle grains. The camera is initially 
placed at a distance of ~12cm in front of the scattering medium to 
collect the scattered light and a 50mm linear translation stage (Thorlabs, 
DDSM50) is used to move the camera. 
 
 
Fig. 3 Experimental set-up. A light-emitting diode is used as the spatially 
incoherent source, and a narrow band-pass filter is mounted on the 
camera to ensure the high contrast of the speckle patterns. The camera 
is moved step-by-step with a linear translation stage. L: Lens. 
 
Fig. 4(b) shows some of the 19 acquired frames of raw diversity camera 
images with a fixed interval 3Z   , where  
2
7.1Z v D  is the 
axial decorrelation length [1]. The camera images are spatially 
normalized for the slowly varying envelope of the scattered light pattern, 
and then smoothed by a Gaussian kernel. We select three independent 
groups of sub-images around the center of the processed camera 
images. Each sub-image contains 84 camera pixels in one dimension 
and is smoothed by a Hanning window to solve the problem of 
discontinuities of edges in discrete Fourier transforms and limit the 
boundary effect. A quasi-Newton algorithm from Matlab Optimization 
Toolbox is used to solve the optimization problem in Eq. (4) to 
reconstruct each group of sub-images, respectively. The initial guess of 
the local phase values are zero and the parameter   is 10-5, which is 
selected by trial and error. If   is too small, the reconstructions 
degrade because of the amplification of error; while if it is too large, it 
overly smooths the reconstructions. The optimized random phases are 
estimated after 1200 iterations, as is shown in the first column of Fig. 
4(c). The estimated sub-PSFs of the system and the retrieved images of 
hidden object are naturally obtained via Eq. (5) and Eq. (6). 
 
 
Fig. 4 Experimental results of phase-diversity speckle imaging. (a) 
Original image of hidden object, digit “2”; (b) Raw diversity camera 
images, in which three independent groups of sub-images are selected 
and reconstructed, respectively; (c) First column: estimated random 
local phase values, corresponding to different groups; second column: 
estimated sub-PSFs; third column: retrieved images of the hidden object 
from the three groups of speckle patterns. Scale bar: 500 camera pixels 
in (a) and (b); 10 camera pixels in (c). 
 
As presented, our phase-diversity speckle imaging method can not only 
image the hidden object behind a thin, but complex scattering layer, as 
the speckle-correlation and the bispectrum analysis, but also estimate 
the pupil function and the PSF of a highly scattering imaging system 
without any reference. As long as the PSF is acquired, we can directly 
and efficiently recover the image of other hidden objects from the 
complex speckle pattern via simple deconvolutions, instead of repeating 
foregoing procedures or using other complex imaging methods. 
As a demonstration of this concept, after estimating the PSF, we replace 
digit “2” with another object, digit “3” (~350um), which is from the same 
USAF target and shown in Fig. 5(a). The linear translation stage is used 
to move the camera back to the initial position to capture the speckle 
pattern (Fig. 5(b)). After implementing the same pre-processing to the 
raw camera image, we select the sub-images at the same areas, where 
the sub-PSFs have been estimated. The Hanning window is used to 
smooth each sub-image, as is shown in the first column of Fig. 5(c). Then, 
deconvolutions are implemented by applying the Lucy-Richardson 
method with the iterations between 30 and 50, using codes from the 
Matlab Image Processing Toolbox. Deconvolution results of the three 
groups are shown in Fig. 5(c), which demonstrates the feasibility of the 
deconvolution method, and moreover, verifies the validity of the 
estimated sub-PSFs via our phase-diversity speckle imaging method. 
Beyond this simple demonstration, more complex objects, and even 
broadband or polychromatic objects, could be in principle retrieved, 
since the local pupil phase function is known. 
 
 
Fig. 5 Experimental results of imaging hidden object by simple 
deconvolution with the estimated sub-PSFs from phase-diversity 
speckle imaging method. (a) Original image of hidden object, digit “3”, 
placed at the same position as digit “2”; (b) Raw camera image. Selecting 
the same three areas, where the sub-PSFs are estimated in advance; (c) 
First column: selected three sub-images, smoothed by the Hanning 
window; second column: retrieved results from three sub-images by 
deconvolution. Middle images are the corresponding sub-PSFs 
estimated by phase-diversity speckle imaging method as in Fig.4. Scale 
bar: 500 camera pixels in (a) and (b); 10 camera pixels in (c). 
 
In conclusion, we experimentally demonstrated a phase-diversity 
speckle imaging method, which allows non-invasive imaging of hidden 
objects behind a thin, but highly complex scattering layer, and can jointly 
estimate the pupil function and the PSF of a highly scattering imaging 
system without any reference. Since our method is not based on the 
statistical average of large amounts of speckle grains, only a small region 
of speckle pattern is sufficient, at the cost of multiple frame acquisition. 
The smallest dimension of the sub-image depends on the image of 
hidden objects, whose size can be roughly determined by the 
autocorrelation of the camera image, and on the amount of translation 
performed. Larger region certainly allows us to acquire more accurate 
information of PSF, but on the other hand, it means more complex phase 
values on the pupil to determine, which increases the computational 
complexity. Furthermore, while we only obtain the local PSF within a 
sub-region of the speckle pattern, the process can easily be parallelized 
on multiple sub-apertures and a complete and high resolution 
reconstruction of the scatterer’s topography could in principle be 
achieved, as in ptychography. For this proof of concept, we used a simple 
quasi-Newton algorithm to solve the optimization problem, which is 
possible to be trapped in the local minima and fail to converge. Slightly 
changing the available information (e.g. the frames of speckle patterns) 
or using random initial guesses would be potential solutions. In addition, 
other advanced optimization algorithms are expected to perform more 
efficiently. To this end, we freely make available the source codes and 
experimental data to use by the scientific community, as shown in the 
Codes and Data file. 
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