Dedicated to the memory of my dear friend and colleague, Lynn Olzak.
Introduction
Under most normal viewing conditions the two eyes receive very similar monocular images that are of virtually the same brightness and contrast. These images are fused in the visual cortex starting in V1 to produce a single view of the world with depth generated by the small disparities between the images. Under unusual or laboratory conditions, however, the two monocular views may contain either radically different spatial patterns (e.g. opposite oblique gratings) or identical images of very different contrast. In the former case binocular rivalry ensues, with a perceptual alternation of the different monocular views. In the latter case, the brain combines the monocular contrasts in a nonlinear fashion that has been fit classically by the square root of the sum of monocular contrasts squared (Legge, 1984; Legge & Rubin, 1981) .
Previous work includes models of each of these aspects of binocular combination, but generally in isolation from the others. Models for binocular contrast combination between gratings with identical orientations originated with Legge and Rubin (1981) and their square root of the sum of squared monocular contrasts descriptive model. More recent work has generated neurally plausible models that incorporate two stages of gain controls (Ding & Sperling, 2006; Meese, Georgeson, & Baker, 2006) . None of these models, however, deal with stereopsis, binocular rivalry, or the transition between stereopsis and rivalry. Binocular rivalry is another phenomenon which has been extensively modeled in isolation (Laing & Chow, 2002; MorenoBote, Rinzel, & Rubin, 2007; Noest, van Ee, Nijs, & van Wezel, 2007; Wilson, 2003 Wilson, , 2007 . None of these models generates fusion, binocular contrast combination, or depth. This was natural, as rivalry can be generated independently of fusion in the laboratory by simply restricting study to very different monocular images.
The earliest attempt to put fusion and rivalry together within a single neural framework was a model by Blake (1989) . This was a logical rather than dynamical model that focused on the observation that two horizontal plus vertical monocular plaids fuse without rivalry, whereas horizontal in one eye and vertical in the other produces rivalry. The key to this model was a neural circuit that generated a logical exclusive OR (XOR) by having inhibitory interneurons monocularly excited by one orientation but inhibited by the same orientation in the other eye. This circuitry has also been incorporated in a recent model that combines plaid fusion with rivalry alternation (Said & Heeger, 2013) . As will be seen, a dynamical version of this XOR operation is incorporated into the current model. Note, however, that the Blake (1989) model does not incorporate binocular contrast combination or stereopsis.
The current paper develops a neural model that accurately predicts binocular contrast combination, produces a stereoscopic signal for slightly different grating orientations, and defaults to binocular rivalry for large orientation differences. Further, the model predicts that the transition from fusion to rivalry involves hysteresis, as has been observed experimentally (Buckthought, Kim, & Wilson, 2008; Wilson, 1977) . Finally, the model makes a novel prediction regarding perceived surface tilt when two monocular gratings with slightly different orientations also have unequal contrasts. Experimental results are presented confirming this prediction.
Neural model
The neural model for binocular contrast gain control, orientation based stereopsis, and rivalry will be developed in three stages. The model comprises three classes of neurons: orientation selective monocular neurons that provide input to binocular cells, local inhibitory normalization neurons (IN), and long range inhibitory neurons mediating rivalry (IR). First, the local inhibitory circuitry of IN neurons that mediates binocular contrast will be described. This will be followed by discussion of IR neurons that generate longer range inhibition mediating rivalry. Finally, local IN to IR inhibitory interactions, which suppress rivalry in the case of balanced binocular (plaid) inputs, will be described. It is important to emphasize that all of these neural connections are present in every simulation presented in Results; discussing them sequentially is merely a didactic ploy to simplify description of a complex model.
The basic input and output neurons of the network are monocularly driven orientation selective cells as described by Hubel and Wiesel (1968) . Equations governing orientation cell responses are a variant of the Wilson and Cowan (1972) equations that was subsequently optimized for rivalry (Wilson, 2007) :
L b is the response of a left monocular neuron with preferred orientation b. LPSP + evaluates to max(LPSP, 0) thus providing a response threshold (set to zero here), while the exponent of 0.8 in the denominator of the first equation produces a suprathreshold nonlinear compression of the response. This form of sigmoid nonlinearity was previously shown to be optimal for describing rivalry, including Levelt's (1965) second law (Wilson, 2007) , and it provides an excellent fit to human cortical pyramidal cell firing rates over a physiologically reasonable range (Avoli, Hwa, Lacaille, Olivier, & Villemure, 1994) . The variable H Lh is the variable representing the effect of a K + mediated Ca ++ hyperpolarizing current responsible for self-adaptation (McCormick & Williamson, 1989) . Setting the hyperpolarizing gain to g = 2.0 produces an approximately 2/3 reduction in firing rate over time. Noise can easily be added to the H Lh equation to produce the gamma distribution of rivalry dominance epochs (Fox & Herrmann, 1967) The peak orientations of orientation selective units were spaced at 15°intervals, yielding a total of 12. Half amplitude half bandwidth was likewise 15°represented by a Gaussian spread of the input stimulus. This effectively means that a stimulus at the preferred orientation of a unit will produce half-maximum input to units ±15°away and zero input at greater orientation differences. This input is represented by C Lh in Eq. (1). All other orientations are described by interpolation among these three neuron responses, and simulations show that this is almost a perfectly linear function. All comments above apply to both left and right eye driven monocular orientation units.
Let us now consider the local inhibitory neural circuitry responsible for interocular contrast gain control. The relevant units are shown as blue circles in Fig. 1A . The left and right orientation selective neurons, tuned to vertical in the illustration, each stimulate one of the inhibitory blue neurons (black arrows), and these interneurons in turn generate divisive inhibition (black lines ending with a black circle) onto the other vertically tuned neuron. This represents a recurrent interocular gain control, which is represented by IN h in the denominator of LPSP in Eq. (1). The summation pools activity of IN neurons over the range ±30°from the preferred orientation with a weighting of k = 18.5.
There is now strong evidence that in addition to divisive interocular normalization (Moradi & Heeger, 2009) , there must also be a divisive gain control of the inhibitory gain control neurons themselves (Ding & Sperling, 2006; Meese et al., 2006) . This is illustrated in Fig. 1A by the feedforward divisive inputs from the left and right contrast signals (depicted by black connections ending in a black circle) to the opposing monocular IN neuron. This double divisive gain control circuit was inspired by Ding and Sperling (2006) but with one important difference: the first divisive stage is recurrent, whereas the previous model was entirely feedforward. The equation for each IN neuron is: The time constant s I = 10 ms, reflecting the fact that fast spiking inhibitory neurons respond faster than excitatory neurons (Connors & Gutnick, 1990; Foehring, Lorenzon, Herron, & Wilson, 1991) . Thus, IN L is driven by the left monocular response, L h , which is divisively normalized by the right contrast squared. A second class of interocular inhibitory neuron forms the final neural component of the model. These neurons, added in red in Fig.1B , receive excitation from the local monocular orientation neuron and generate intense inhibition at orientations remote from the local orientation by 30°up to 90°. This long range reciprocal inhibition in orientation space is consistent with standard rivalry models (Noest et al., 2007; Wilson, 2007) and also agrees with data showing that rivalry inhibition is roughly constant outside the fusion range (Blake & Lema, 1978) . Thus, this model has different inhibitory neurons for binocular contrast normalization, IN, and for long range rivalry inhibition, IR. The unique aspect is that each local monocular IN neuron also strongly inhibits the other eye's IR neuron, as shown in Fig.1B . This connection is labeled SO, as this inhibition is powerful enough to Switch Off the local IR neuron. This will be critical to understanding how orientation plaids avoid rivalry. A similar idea has been proposed previously (Said & Heeger, 2013) . The equation for the left IR neuron is:
where the + subscript indicates a threshold at zero and increasing monotonic response above.
The model with all orientations present is illustrated in Fig.2A . Local interocular contrast normalization is mediated by the blue inhibitory neurons (detailed circuitry depicted in Fig.1A) . A long range inhibitory IR neuron is shown in red for one eye and vertical orientation only to maintain clarity of the figure. The full model incorporates all of the equations and connections above, with left and right exchanged for the right eye driven units. All simulations were preformed in Matlab TM . Finally, binocular contrast was defined as the sum of maximum left and right model responses, an operation assumed to occur in binocular summation neurons.
Experimental methods
To evaluate the model, two experiments were conducted. Both were programmed in VPixx TM utilizing a 120 Hz monitor. To generate stereo images, LCD shutter glasses were worn by each subject so that alternate images were presented to the separate eyes at 60 Hz each. Mean luminance was 18.0 cd/m 2 as measured through the glasses. Stimuli were 4.0 cpd cosine gratings of variable contrast. Each grating was presented in a 1.0°circular window. One experiment measured binocular contrast equivalence for vertical gratings between stimuli with different contrasts in each eye as compared to a standard with fixed contrast in one eye and a mean luminance screen in the other. The second measured perceived tilt using binocular grating pairs of slightly different orientations relative to vertical. In this case also the two monocular contrasts were generally different.
In both experiments data were obtained using a 1 up, 1 down, staircase to provide an estimate of the 50% point of subjective equality. Presentations were two alternative spatial forced choice in which the subject was presented simultaneously with two grating patches separated horizontally by ±2.0°from the center of the screen. The stimuli remained on the screen until the subject made a choice, thus permitting fixation first on one and then on the other patch. Subjects rarely took more than two seconds to make a decision. The subject had to choose the pattern containing either the maximum perceived contrast (experiment 1) or the pattern with maximum surface tilt (experiment 2). The author plus four naive subjects participated in each experiment, and informed consent was obtained from all subjects. The work was carried out in accordance with the Code of Ethics of the Declaration of Helsinki.
Results
All simulations were conducted with the full model described above, with only the stimulus description being changed to describe different conditions. The first such simulation calculated contrast equality for 4.0 cpd grating stimuli that were vertical in each eye and had a fixed contrast ratio of 3:1, 2:1, 1:1, 1:2, or 1:3. For each contrast ratio the point of subjective equality to a monocular grating of fixed contrast (with a uniform gray field in the other eye) was estimated using the staircase procedure described above. This is similar to the experiment by Legge and Rubin (1981) , except that they used equal contrast gratings in both eyes as the fixed contrast standard. Our data are plotted in Fig. 3 for four fixed matching contrasts: 0.15, 0.35, 0.5, and 0.7. These data are similar to Legge and Rubin (1981) , except that those authors collapsed their data across matching contrasts.
Model simulations mimicked the experimental procedure. First, the criterion response of vertical units to a monocular grating of specified contrast was calculated. Next, a binocular contrast ratio was chosen, and both contrasts were scaled until the binocular contrast response equalled the criterion. These simulations are plotted as solid black lines in Fig. 3 . The model clearly performs well in explaining the data. It should be emphasized that the model automatically adjusts to the contrast of the stimuli over the entire range. This is a consequence of having a feedforward divisive gain control operating on the feedback gain control interneurons (see Fig.1A ). Failure to include this second divisive gain control produces a model that can be fit to one criterion contrast but fails at the others. This is further evidence for the two stage binocular gain controls proposed previously (Ding & Sperling, 2006; Meese et al., 2006) . One might question whether inclusion of retinal effects on the stimulus contrast would alter these conclusions. A previous model of retinal light adaptation provided evidence that the retina functions mainly for light adaptation and produces a fairly linear contrast response, especially in the P cell pathway (Wilson, 1997) . In the current model, therefore, retinal factors have been de facto incorporated, as different light adaptation levels were not considered.
The data and simulation just described relate to vertical monocular gratings with different contrasts in the two eyes. What happens if different contrasts are combined with slightly different monocular orientations? It is well known that interocular orientation differences around vertical by themselves produce a percept of tilt in which either the top or bottom (depending on which eye receives the positive orientation) of the grating surface appears closer to the viewer (Blakemore, Fiorentini, & Maffei, 1972; Gillam & Rogers, 1991; Nelson, Kato, & Bishop, 1977; Ninio, 1985) . To determine whether the model predicted an effect of unequal monocular contrasts on perceived stereo tilt, model responses were converted to perceived orientation for each monocular image. This was done by finding the orientation producing the maximal response and then fitting a quadratic function to that point and its nearest neighbors at ±15°. The peak of this parabolic interpolation produces a very accurate read-out of the angle represented by the orientation unit population code. The difference between left and right interpolated monocular angles was assumed to be monotonically related to perceived stereo slant. The angular difference predicted by the model was then computed using a contrast of 1.0 in one monocular image and 0.125, 0.25, or 0.5 in the other eye, with the monocular gratings at ±5.0°to vertical. In order to compare this with experiments (see below), this angular difference was then matched by varying the angular difference from vertical for two unity contrast images. The resulting angles as a function of the lower image contrast are plotted by the dashed black line in Fig. 4 . It is clear that as the contrast imbalance increases, the angular difference required for the match decreases. Thus, the model predicts a reduction in perceived slant as one monocular contrast is reduced relative to the other.
To test this model prediction, a two interval spatial forced choice experiment was conducted. One stimulus contained a 1.0 contrast grating presented to one eye and a lower contrast grating presented to the other eye, with the gratings oriented at ±5°to vertical to provide a tilt signal. The other stimulus contained two 1.0 contrast gratings at angles of ±h to vertical. The angle h was varied in a one up, one down staircase procedure to estimate the point of subjective equality at which the tilts in the two intervals appeared equal. All gratings were 4.0 cpd, and were presented in 1.0°circular apertures left and right of the screen center.
Results for five observers (four naive) presented in Fig. 4 clearly demonstrate that the perceived slant of the grating surface declines as the contrast of one monocular image decreases relative to the other. Even when the contrast of one monocular image was half that of the other, the angle required for slant matching was reduced to approximately 2.5°for four of the five subjects. Thus, the predicted reduction in perceived slant based on the computed angle difference is confirmed, although the data obviously fall well below the angle difference itself. A simple approach to greatly improve the model prediction is to assume that the angle difference is weighted by the ratio of lower to higher monocular input contrasts to produce the slant signal. This produces the solid black line in Fig. 4 , which fits the mean data fairly well (see Discussion). It has been shown that unequal monocular contrasts significantly increased stereoacuity thresholds for position disparity (Halpern & Blake, 1988; Legge & Gu, 1989) , and the data above extend this to a large range of suprathreshold conditions for orientation disparity as well. These gratings were at orientations of ±5°. The ordinate plots the angle ±h required for two gratings at 1.0 contrast to generate the same perceived tilt. The simple model prediction based on computed orientation difference is shown by the dashed black curve. Experiments on five subjects to test this prediction (colored symbols) show that perceived tilt does indeed decrease as the lower monocular grating contrast decreases, thereby increasing the interocular contrast ratio. Although the simple model prediction falls well above the data, a modified prediction (solid black line) weighted by the ratio of minimum to maximum monocular contrast provides a fairly accurate fit to the average.
Rivalry and hysteresis
When monocular gratings differing in orientation by more than about ±6.0°from vertical are turned on abruptly, stereopsis breaks down and binocular rivalry ensues (Blake & Wilson, 2011) . Furthermore, this transition from tilt to rivalry has been shown to involve hysteresis (Wilson, 1977) (Buckthought et al., 2008; Wilson, 1977) . In the present model rivalry replaces fusion when the two abruptly presented monocular gratings are at ±6.4°rela-tive to one another. At relative angles of ±40°, rivalry with a dominance duration of 1.76 s is generated, and the time course of the dominance fluctuations is essentially the same as that depicted in Fig. 2 of a previous publication (Wilson, 2007) . This pattern is also depicted in Fig. 5 below. In the current distributed model, it should be emphasized that this rivalry is between neural populations with preferred orientations at ±(30°, 45°& 60°) in the two monocular views, which represents an extension over previous models.
The transition between fusion and rivalry has been studied by starting with identical vertical orientations in the two eyes and then slowly rotating them in opposite directions until fusion with tilt vanished and rivalry ensued. This procedure was then repeated in the opposite direction starting with a large orientation disparity in the rivalry range and decreasing the orientations toward vertical until fusion occurred (Buckthought et al., 2008) . With monocular grating contrasts of 25%, this resulted in a hysteresis loop that averaged 5.3 ± 0.72 s in duration. A simulation of this using the current model is depicted in Fig. 5 . The simulation involved a convergence or divergence of angle of 1.2°per monocular image per simulated second. Simulation of the neural response of the right eye 0°orientation unit for the divergence condition is plotted in Fig. 5A . As the grating orientation diverges from 0°, the neural response of the right monocular unit tuned to 0°progressively decreases until at about 15 s (angle of ±18°) fusion disappears and rivalry ensues. The converging case, starting at ±24°, is depicted for the neural response of the 0°right eye unit in Fig. 5B . (Note that this is plotted backwards in time to reflect the convergence of grating orientations toward vertical.) Rivalry is naturally the first response, as ±24°is far outside the fusion range. This rivalry continues until about 9.8 s (vertical dashed line), when rivalry vanishes and fusion ensues. The width of this hysteresis loop in time is 5.4 s. This model duration is plotted along with model predictions for 100% contrast gratings in Fig. 6 . Also plotted are mean experimental data (Buckthought et al., 2008) . The model correctly predicts that hysteresis loop width should decrease with increasing contrast, and it also falls within the standard deviation of the human experimental data.
It is natural to ask which aspects of the model are responsible for the hysteresis effect in the switch from fusion to rivalry. Mathematical analysis of neural networks shows that a combination of positive feedback serving to stabilize each state plus inhibition that generates competition between them is the typical requirement for hysteresis (Wilson, 1999) . The weak collinear facilitation (term eL h in Eq. (1)) subserves the first function, along with inhibition of the IR neurons during fusion. Indeed, the role of collinear facilitation has been demonstrated by the propagation of rivalry dominance waves along collinear contours (Wilson, Blake, & Lee, 2001) . During rivalry the IR neurons provide the competition. An analogous combination of terms produces hysteresis between a limit cycle, akin to rivalry, and a stable steady state in the Hodgkin-Huxley Equations (Guttman, Lewis, & Rinzel, 1980) .
As noted above, when only one monocular grating is presented to each eye at orientations of ±45°, rivalry ensues. However, when each eye is presented with two gratings at ±45°(and 50% or lower contrast), the percept of a fused plaid is generated. As has been previously observed, in the absence of any circuitry to prevent it, rivalry models incorrectly predict that the components of plaids should rival (Said & Heeger, 2013 ). The present model resolves this with the suppression of inhibitory rivalry neurons (IR) by activity of the inhibitory normalization neurons (IN) depicted in Figs. 1B, 2B,C and described in Eq. (3). A simulation in which two oblique gratings forming a plaid were presented as the monocular input to each eye in the model is depicted in Fig. 7 . So that the responses of both sets of monocular neurons would be visible, the plaid components in the left eye were each at 0.5 contrast, while those in the right eye were set at 0.475 contrast to produce a slightly weaker response. Obviously, the simulated neural responses represent plaids in each eye, and examination of the temporal evolution of responses shows that stable plaid responses are present throughout the stimulus duration. Thus, the model successfully produces rivalry, hysteresis (Fig. 5) , and stable plaid responses (Fig. 7 ) dependent on the nature of the stimulating patterns.
Discussion
The model presented above unifies a number of themes in binocular vision. First, it accurately describes binocular contrast normalization over a wide matching contrast and interocular contrast ratio range. Second, it reproduces binocular rivalry for monocular gratings of very different orientations. As shown in a previous paper, Levelt's (1965) second and fourth laws are also reproduced by the dynamics discussed here. Also, the model accurately generates the hysteresis inherent in the transition between fusion and rivalry (Buckthought et al., 2008; Wilson, 1977) . Finally, the model correctly fuses pairs of monocular plaids, which has been pointed out as a lack of generality in previous models dealing exclusively with rivalry (Said & Heeger, 2013) .
Two experimental tests of the model were also performed. In the first, contrast matching data similar to those reported previously (Legge, 1984; Legge & Rubin, 1981) were presented and shown to be accurately fit by the model. The difference with previous studies was that a monocular grating paired with uniform gray at the mean luminance served as the matching stimulus, so the critical point at which there was a 1:1 contrast ratio could also be measured. As data were not collapsed across matching contrasts, the entire range of model predictions could be explored, as illustrated in Fig. 3 . Note that matching contrasts above 0.7 were not used to avoid a ceiling effect in the matching procedure.
The second experiment was designed to test a novel prediction of the model: when different interocular orientations in the fusible range are presented, the model predicted a diminished perception of tilt when the interocular contrasts are imbalanced. Experimental data corroborated this prediction qualitatively (see Fig. 4 ), although the experimental results fell well below the basic model prediction. As noted, however, a good model fit can be produced if the monocular signals combined by binocular neurons are weighted by the ratio of the lower to the higher monocular contrast. This ratio scaling has the added advantage that the interocular orientation difference signal defaults to zero when only one monocular grating is present, a condition under which a frontoparallel surface without tilt is indeed perceived. In short, when there is a minimal or absent contribution to stereopsis from one monocular image, the visual system represents the remaining monocular pattern as being fronto-parallel, and the simple weighting used here incorporates this. The model is also consistent with the observation that stereoacuity becomes much worse for unequal interocular contrasts (Halpern & Blake, 1988; Legge & Gu, 1989 ). In the model, this is an unavoidable consequence of the effect of the inhibitory inter-ocular contrast gain control on population orientation signals when both contrasts and orientations differ. Further work is clearly mandated to corroborate this.
Key elements of the model derive from several previous studies. The first is employment of a two stage gain control for binocular contrast normalization (Ding & Sperling, 2006; Meese et al., 2006) . The current model embellishes this previous work in two ways. First, one of the two gain control stages is recurrent, while both stages in the two earlier models were feedforward. Second, the inhibitory neurons mediating binocular contrast normalization also play a key role in switching off long range rivalry inhibition between very different orientations. This enables stable plaid perception in which the binocular gain control remains intact. As the previous models did not deal with rivalry, this embellishment was not present.
The first model to deal with the problem of combining both rivalry between two widely disparate monocular orientations and fusion of plaids when both orientations were present in each eye was proposed by Blake (1989) . The key to that model was a logical XOR inhibitory interneuron that generated rivalry when one or the other orientation was present but not both. The present model embodies this dynamically via the operation of the IN normalization neurons in switching off the broad orientation range rivalry neurons, and this has been shown above to effectively produce both rivalry between very different monocular orientations and fusion for plaids. Said and Heeger (2013) have produced a dynamical model implementing Blake's XOR neurons and showed that it indeed produced stable plaid responses. The opponency units in their model function very similarly to the IR neurons in the current model. One major difference is that the model developed above generalizes to a complete range of orientations, which enables it to also simulate hysteresis effects in the transition between fusion and rivalry, while the Said and Heeger (2013) model includes only ±45°orientations and therefore cannot deal with either hysteresis or tilt produced by small orientation differences.
In conclusion, the model developed here takes a significant step toward a generalized model of binocular contrast, fusion, and stereopsis from orientation differences. A future, more general model must also include spatial location and position disparity. A first approach to this has been incorporated in modeling the spread of rivalry dominance waves across the cortex (Wilson et al., 2001) , and striking support has been obtained from fMRI (Lee, Blake, & Heeger, 2007) . Combining such spatial circuitry with the local interactions mediating fusion and rivalry described above should produce new insights and testable hypotheses concerning binocular vision.
