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Abstract
We introduce and study A∞-persistence of a given homology fil-
tration of topological spaces. This is a family, one for each n ≥ 1, of
homological invariants which provide information not readily available
by the (persistent) Betti numbers of the given filtration. This may help
to detect noise, not just in the simplicial structure of the filtration but
in further geometrical properties in which the higher codiagonals of the
A∞-structure are translated. Based in the classification of zigzag mod-
ules, a characterization of the A∞-persistence in terms of its associated
barcode is given.
Introduction
Persistent Homology [4, 7, 10, 20], a topological technique which has proved
to be useful in areas such as digital imaging [18], sensor networks [6] or
bioinformatics [2], allows to extract global structural information about data
sets (specially high dimensional ones) which may contain noise.
The strategy consists on building first a filtration of topological spaces
describing the behavior of the original data set concerning either its evolution
in time or different scales or thresholds of fineness with respects to certain
inherent properties of the data. Then, the analysis of the homology sequence
induced by that filtration, particularly of those homology classes which are
“resistent to vanish”, might be interpreted in term of noise produced by the
initial data.
∗This work has been supported by the Ministerio de Educacio´n y Ciencia grant
MTM2010-18089 and by the Junta de Andaluc´ıa grant FQM-213.
Key words and phrases: persistent homology, A∞-persistence, A∞-coalgebra, applied
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However, plain homology, i.e., the Betti numbers of the filtration, may
not be always enough to analyze noise with respect to finer geometrical-
homological properties of the data. For instance, Betti numbers cannot tell
apart a torus from the wedge of spheres S1∨S1∨S2 and the computation of
the cup product is needed. But again, the Borromean rings and three un-
linked rings have both trivial cohomology algebra and one needs to compute
the set of Massey product of the resulting links to set them apart.
In this paper we present a way of overcoming these obstacles by intro-
ducing persistence of the standard A∞-coalgebra structure associated to the
homology of the original topological filtration. In general, see next section
for precise definition and details, an A∞-coalgebra structure on a graded
module M is a sequence of operations
∆n : M −→M
⊗n n ≥ 1
satisfying certain coassociativity relations. Roughly speaking, each ∆n makes
M a coassociative coalgebra up to the operations ∆j, j ≤ n. Given a topo-
logical space X, its homology H∗(X) is always endowed with a standard
A∞-coalgebra structure for which ∆2 is the induced map in homology by
any approximation to the diagonal.
In this context, we define A∞-persistence, a family of homological in-
variants of the filtration, one for each n ≥ 1, to understand the resistance of
any of these high diagonals to vanish along the filtration. After observing
that A∞-persistence contains classical persistence as the first invariant of the
family, we see that, unlike in this classical setting, homology classes may be
born and die several times along the filtration with respect to any high di-
agonal ∆n, see Theorem 3.1. Nevertheless, using the classification of finitely
generated zigzag modules [3], we are able to prove that A∞-persistence of
the given filtration is characterized in term of barcodes, see Theorem 2.7.
We point out that this paper contains the mathematical foundations of
A∞-persistence over which the experimental and applicable continuation is
to be built. The dualization of the presented results, which in particular
contains a new approach to persistence of cup product [12], the specific
algorithms needed to compute A∞-persistence of a given filtration, a germ
of which can be found in [1] for ∆2 and ∆3, and their implementations in
different applications (3D-image processing, data analysis...), will be treated
elsewhere.
The organization of this paper is as follows: in Section 1 we briefly
present the algebraic tools to be used and the standard A∞-coalgebra struc-
ture to be considered in any given topological space. We also show, see
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Theorem 1.3, that even under heavy constraints, spaces may have isomor-
phic cohomology algebras and different A∞-coalgebra structures. Section 2
is devoted to define A∞-persistence, obtain their first properties, and prove
Theorem 2.7, the description of A∞-persistence of a given filtration. In Sec-
tion 3 we prove Theorem 3.1, which shows the A∞-persistence particular
behavior by which homology classes may be born and die several times. Fi-
nally, as some of the results in the paper lie heavily in classical facts from
rational homotopy theory, we include for completeness an appendix contain-
ing an overview of this theory and the results we use.
1 A∞-coalgebras
Here, we recall the basic facts we shall use from A∞-structures. Unless
explicitly stated otherwise, we fix a ring K, often a field, as coefficient for any
considered graded algebraic object, including the homology of topological
spaces. We assume the reader is familiar with the usual objects in differential
homological algebra.
An A∞-coalgebra structure (M, {∆n}n≥1) on a graded moduleM consists
of a sequence of morphisms
∆n : M −→M
⊗n =M ⊗ . . .⊗M︸ ︷︷ ︸
n
of degree n− 2 such that, for any n ≥ 1,
n∑
i=1
n−i∑
k=0
(−1)i+k+ik
(
1⊗n−i−k ⊗∆i ⊗ 1
k
)
∆n−i+1 = 0.
In particular, ∆1 is a differential onM and (∆1⊗1+1⊗∆1)∆2 = ∆2∆1.
Note that a differential graded coalgebra, DGC henceforth, (M,∆) is an
A∞-coalgebra for which ∆n = 0 for n ≥ 3.
Remark 1.1. It is convenient to note that A∞-coalgebra structures in the
graded module M are in one-to-one correspondence with differentials in the
complete tensor algebra T̂ (s−1M) = Πn≥1T
n(s−1M) with T n(s−1M) =
s−1M⊗n. Here, s−1M denotes the desuspension of M , that is, (s−1M)p =
Mp+1. In fact, a differential d in this algebra is determined by its image
on s−1M , which can be written as a sum d =
∑
n≥1 dn, with dn(s
−1M) ⊂
T n(s−1M), for n ≥ 1. Then, the operators {∆n}n≥1 and {dn}n≥1 uniquely
determine each other via
∆n = −s
⊗n ◦ dn ◦ s
−1 : M →M⊗n,
dn = −(−1)
n(n−1)
2 (s−1)⊗n ◦∆n ◦ s : s
−1M → T n(s−1M).
(8)
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A morphism of A∞-coalgebras f : (M, {∆n}n≥1) → (N, {∆
′
n}n≥1) is a
family of linear maps
f(k) : M −→ N
⊗k, k ≥ 1,
each of which is of degree k − 1, and satisfying the following identities for
each i ≥ 1:∑
p+q+k=i
j=p+k+1
(1⊗p ⊗∆q ⊗ 1
⊗k)f(j) =
∑
k1+···+kℓ=i
(f(k1) ⊗ · · · ⊗ f(kℓ))∆ℓ.
This is equivalent to the existence of a morphism of differential graded al-
gebras (DGA henceforth), which we denote in the same way,
f : (T̂ (s−1M), d) −→ (T̂ (s−1N), d′),
being d and d′ the differentials corresponding, via Remark 1.1, to the
A∞-coalgebra structures on M and N respectively. Indeed, write f|
s−1M
=∑
k≥0 fk with fk : s
−1M → T k(s−1N) and consider the morphisms
f(k) : M → N
⊗k induced by fk eliminating desuspensions. Then, it is
straightforward to check that the equality fd = d′f translates to identi-
ties as above satisfied by the maps {f(k)}k≥0.
The classical Perturbation Lemma [11, 13, 14], known nowadays as the
Homotopy Transfer Theorem [15, 16], is a common tool to find A∞-coalgebra
structures as deformations of DGC’s. We recall this result here in the best
adapted form for our purposes.
Theorem 1.2. Let
φ << (M,d)
p
//
(N, d)
ι
oo (1.0.1)
be a diagram of chain complexes in which (M,d) is a DGC with diagonal
∆. Assume that pι = idN , pφ = φι = φ
2 = 0 and φ is a chain homotopy
between idM and ιp, i.e., φd + dφ = ιp − idM . Then, there is an explicit
A∞-coalgebra structure on N and morphisms of A∞-coalgebras,
M
P //
N
I
oo ,
Such that P(1) = p and I(1) = ι.
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In what follows, a diagram like 1.0.1 satisfying the required properties
will be called a transfer diagram. As we will only use functorial general
properties of the transfered A∞-structure, we will not make it explicit and
refer the reader to the given references.
Via this result, there is a standard and functorial way of endowing the
singular homology of a given complex with a structure of A∞-coalgebra. For
it, consider the DGC structure on the singular chains C∗(X) given by the
Alexander-Whitney diagonal. Then, it is easy to find a transfer diagram of
the form
φ << (C∗(X), d)
p
//
(H∗(X), 0).
ι
oo
Indeed, write C∗(X) = A ⊕ dA ⊕ H with H ∼= H∗(X), choose ι to be the
inclusion, and construct p and φ recursively so that they satisfy the required
properties.
From now on, whenever we refer to the A∞-structure on H∗(X), this
will be the one obtained via Theorem 1.2 applied to the above diagram.
We finish this section by exhibiting a class of spaces for which the cup
product on H∗(X) does not determine the A∞-structure on H∗(X). For it,
and until the end of the section the coefficient field will be Q and we refer
the reader to the Appendix which contains the notation and basic tools we
will use from rational homotopy theory.
Theorem 1.3. Let X be a non formal simply connected CW-complex of
finite type and let Y be the formal space associated to H∗(X;Q). Then, X
and Y have isomorphic rational homology, isomorphic rational cohomology
algebras but non isomorphic A∞-coalgebra structures.
Proof. Obviously, both spaces have isomorphic rational cohomology alge-
bras, and in particular, isomorphic rational homology H∗(X,Q) ∼= H∗(Y,Q)
which we will denote by V . By contradiction, assume that the A∞-coalgebra
structures on V induced by X and Y are isomorphic. This is equivalent to
say that there is an isomorphism of DGA’s
(T̂ (s−1V ), dX) ∼= (T̂ (s
−1V ), dY )
which restricts to an isomorphism of DGL’s
(L(s−1V ), ∂X) ∼= (L(s
−1V ), ∂Y )
being these the Quillen minimal models of X and Y respectively. However,
as X is non formal and Y is the formal space associated to its rational
cohomology, X and Y cannot have the same homotopy type and thus, they
do not have isomorphic Quillen models.
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Example 1.4. An explicit example given by the Theorem above is the fol-
lowing. Consider X = (S3 ∨ S3)(5) to be the 5th Postnikov stage of the
wedge S3 ∨ S3. Its rational cohomology can be easily computed via Sullivan
approach to rational homotopy theory to yield,
H∗(X;Q) ∼= H∗(Λ(x3, y3, z5), d),
where: Λ(x3, y3, z5) denotes the free commutative (in the graded sense)
algebra generated by two elements x3, y3 of degree 3 and one element z5 of
degree 5; the differential d is zero on x3, y3 and dz5 = x3y3.
A straightforward computation show that this cohomology algebra has
a basis (as graded vector space)
{1, α3, β3, γ8, ρ8, ξ11}
in which subscripts denote degree, and the only non trivial products are
α3ρ8 = −β3γ8 = −ξ11.
A standard argument in rational homotopy theory shows that, if Y is the
formal space associated to this cohomology algebra, the rational homotopy
of Y is infinite dimensional contrary to the behaviour of X and thus, they do
not have the same rational homotopy type. This shows that X is non-formal
and the theorem above applies.
2 ∆n-persistence and ∆n-barcodes
From now on, and unless explicitly stated otherwise, any topological space
considered will be of finite type over the field K, that is, its homology with
coefficients in K is finite dimensional in each degree.
Let K be a finite sequence of maps between topological spaces
K0 // K1 // . . . // KN .
For computational purposes, and in most of applied situations, just like as
in ordinary persistence, the above sequence will be a filtration of simplicial
or cubical complexes, i.e., each of the maps are inclusion of subcomplexes of
the complex KN . However, from a theoretical point of view, no restriction
is needed.
Denote by
H∗ (Ki)
f i,j
// H∗ (Kj) ,
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the morphism induced in singular homology by the composition Ki → · · · →
Kj .
We endow each H∗(Ki) with the canonical structure of A∞-coalgebra
denoted by {∆in}n≥1, provided in Section 1. Moreover, each composition
Ki → · · · → Kj induces, via the DGC morphism C∗(Ki) → · · · → C∗(Kj),
a morphism of A∞-coalgebras f
i,j : H∗(Ki) → H∗(Kj) such that f
i,j
(1)
= f i,j.
This data will be fixed along the remaining of this section. To avoid extra
notation, we shall often write ∆n instead of ∆
i
n, as it will be always clear
which term of the filtration we are considering.
Definition 2.1. For every 0 ≤ i ≤ j ≤ N , and any p ≥ 0, we define the pth
∆n-persistent group between Ki and Kj as
(∆n)
i,j
p (K) = Im f
i,j
p |∩j
k=iKer
(
∆n◦f
i,k
p
),
where f i,jp : Hp(Ki) → Hp(Kj). We denote (∆n)
i,j (K) = ⊕p≥0(∆n)
i,j
p (K).
Observe that we may also write,
(∆n)
i,j
p (K) =
⋂j
k=iKer
(
∆n ◦ f
i,k
p
)
⋂j
k=iKer
(
∆n ◦ f
i,k
p
)
∩Kerf i,jp
.
This definition generalizes the classical persistence. In fact, if we denote
by H i,j(K) the classical (i, j)-persistence of K, we have:
Proposition 2.2. (∆1)
i,j (K) = H i,j(K)
Proof. Note that in each H∗(Ki), ∆1 = 0. Hence,
(∆1)
i,j (K) = H∗(Ki)/ ker f
i,j ∼= Im f i,j = H i,j(K).
Remark 2.3. To get a picture of what ∆n-persistence controls, broadly
speaking, the pth ∆n-persistent group between Ki and Kj “captures” the
elements α ∈ Hp(Ki) such that
Hp(Ki) −→ Hp(Ki+1) −→ . . . −→ Hp(Kj)
α 6= 0 f i,i+1α 6= 0 . . . f i,jα 6= 0
∆nα = 0 ∆nf
i,i+1α = 0 . . . ∆nf
i,jα = 0,
modded out by the classes which have “merged” in Kj or before. We say
that α ∈ H∗(Kr) and β ∈ H∗(Ks) are merged in Kk if
f r,kα = f s,kβ ∈ H∗(Kk).
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When dealing with persistent homology over a field, its effective com-
putation as well as its known geometrical meaning, are best understood
through the barcode of the homology of the given filtration K [4, 10], which
is obtained via the classification of finite graded modules over a principal
ideal domain.
This process cannot be mimicked in ∆n-persistence, the main obstruction
being the following general fact: for a given A∞-coalgebra (M, {∆n}n≥1),
and a given n ≥ 2, the submodule ker∆n is not preserved by A∞-morphisms,
i.e., if f : (M, {∆n}n≥1) → (N, {∆
′
n}n≥1) is a morphism of A∞-coalgebras,
f(1)(ker∆n) * ker∆
′
n in general.
In our particular case, this translate to the fact that, for any 0 ≤ i ≤
N − 1, and any n > 2 (as ∆1 = 0), in the general case,
f i,i+1
(
ker∆in
)
6⊆ ker∆i+1n .
Thus, we do not have an appropriate subsequence
ker∆0n // ker∆
1
n
// . . . // ker∆Nn , (2.0.2)
of the homology sequence of K
H∗ (K0)
f0,1
// H∗ (K1)
f1,2
// . . .
fN−1,N
// H∗ (KN ) ,
to which the standard barcode method of persistence homology could be
applied.
Nevertheless, in the remaining of this section, we show how to assign
to each filtration K a canonical code of bars which effectively computes its
∆n-persistence.
For completeness, we start by briefly recalling the concepts of birth and
death of homology classes in classical persistence.
Definition 2.4. Let p ≥ 0 and 0 ≤ i ≤ j ≤ N . A homology class α ∈
Hp(Ki):
• Is Alive at Kj if f
i,jα 6= 0.
• Is Born at Ki if α is alive at Ki (i.e., α 6= 0) and α /∈ Im f
i−1,i.
• Dies at Kj if α is alive at Kj−1 but not at Kj .
Next, we generalize the above to ∆n-persistence.
Definition 2.5. Let p ≥ 0 and 0 ≤ i ≤ j ≤ N . We say that a non zero
class α ∈ Hp(Ki) is:
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• ∆n-awake at Kj if f
i,jα 6= 0 and ∆nf
i,jα = 0.
• ∆n-wakes up at Ki if α is awake at Ki (i.e., ∆nα = 0), but it is not
the image by f i−1,i of any awake class of Hp(Ki−1).
• ∆n-falls asleep at Kj if α is ∆n-awake at Kj−1 but not at Kj . In other
words, if
f i,j−1α 6= 0 and ∆nf
i,j−1α = 0,
and either, α dies at Kj (i.e., f
i,jα = 0), or else, ∆nf
i,jα 6= 0.
Remark 2.6. (i) Observe that, as ∆1 = 0 for any H∗(Ki), the concepts of
∆1-awakening and ∆1-falling asleep coincide with those of birth and death
in classical persistence.
(ii) It is important to point out, see Theorem 3.1 below, that in general,
a non zero class α can ∆n-wake up and ∆n-fall asleep several times along
K.
Nevertheless, the existence of a canonical barcode for ∆n-persistence will
be easily deduced from the main result of this section which we now state.
Theorem 2.7. Given n ≥ 1, and p ≥ 0, there exists a basis B of H(K) =
⊕Ni=1H∗(Ki) such that, for any 1 ≤ i ≤ j ≤ N ,
dim(∆n)
i,j
p (K) = #{β ∈ B ∩Hp(Ki), β is ∆n-awake at Kk for k = i, . . . , j}.
The rest of the section is devoted to the proof of this result. For that,
to avoid extra notation, as n and p are fixed integers which do not depend
on the methods of the proof, we will omit them and write ∆i instead of the
restriction of ∆n to Hp(Ki).
We begin by considering V
V0 V1 · · · VN ,
W0
ι
``❆❆❆❆❆❆❆❆ f0,1
>>⑥⑥⑥⑥⑥⑥⑥⑥
W1
ι
``❆❆❆❆❆❆❆❆ f
1,2
@@✁✁✁✁✁✁✁✁
WN−1
ι
aa❇❇❇❇❇❇❇❇❇ fN−1,N
;;✇✇✇✇✇✇✇✇✇
to be the zigzag module [3] in which ι denotes inclusion and
Vi = ker∆
i, i = 0, . . . , N
Wi = ker∆
i ∩ ker∆i+1 ◦ f i,i+1, i = 0, . . . , N − 1.
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For this kind of sequences there is a classification theorem which we now
recall. In general, see [3] for a comprehensive treatment of this topic, a
zigzag module U is a sequence of vector spaces over the field K,
U1
p1
↔ U2
p2
↔ · · ·
pr−1
↔ Ur,
in which each pi can be either a forward map
fi
−→ or a backward map
gi
←−.
A submodule X ⊂ U of U is a zigzag module
X1
p1
↔ X2
p2
↔ · · ·
pr−1
↔ Xr,
defined by subspaces Xi ⊂ Ui, i = 1, . . . , r, such that, for any i, either
fi(Xi) ⊂ Xi+1 or gi(Xi+1) ⊂ Xi. A submodule X ⊂ U is a direct summand,
or simply, a summand of U, if there exists another submodule Y ⊂ U such
that Ui = Xi ⊕ Yi, for all i. We write U = X⊕Y. It is important to remark
that submodules are not, in general, summands. For instance [3, Ex. 2.1],
in the zigzag module U = K
1
−→ K, the map X = 0 −→ K constitutes a
submodule but not a summand.
Given integers 1 ≤ a ≤ b ≤ r, an interval I[b, d] of birth time b or that
is born at Ib, and death time d or that dies at Ib, is a zigzag module
I1
p1
↔ I2
p2
↔ · · ·
pr−1
↔ Ir,
in which,
Ii =
{
K, a ≤ i ≤ b,
0, otherwise,
and
pi =
{
1K, a ≤ i ≤ b− 1,
0, otherwise.
Then, the Classification Theorem states that every zigzag module U is iso-
morphic to a direct sum of intervals,
U ∼= ⊕jI[aj , bj ].
For it, [9] is the original statement, [5] contains a friendlier form, and fi-
nally, in [3, 4.1] the reader can find an extended and constructive version
of this statement which can be used to develop explicit algorithms for the
computation of the involved intervals.
It is important to remark that, given a zigzag module U, the existence
of a sequence xi ∈ Ui, i = 1, . . . , n, such that either xi+1 = fi(xi) or xi =
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gi(xi+1), whichever is applicable, does not produce an interval I[1, n], see [3,
Caution 2.9 and Ex. 2.10]. In fact, our proof of Theorem 2.7 consists in
showing that this is the case for zigzag modules which behave as V.
We begin by applying the Classification Theorem to obtain that V is
isomorphic as zigzag module to a finite direct sum
I =
⊕
m
Im,
where each Im is an interval
Im0 I
m
1 · · · I
m
N ,
Jm0
``❆❆❆❆❆❆❆❆
>>⑥⑥⑥⑥⑥⑥⑥⑥
Jm1
``❆❆❆❆❆❆❆❆
@@✂✂✂✂✂✂✂✂✂
JmN−1
``❅❅❅❅❅❅❅❅❅
<<②②②②②②②②
of a ?? certain birth and death time. Notice that, from the isomorphism
V ∼= I, we can choose a basis of each ker∆i = Vi ,and then enlarge it to get
a basis B of the entire complex H(K) = ⊕Ni=1H∗(Ki), so that
#{β ∈ B ∩Hp(Ki) |β is ∆
k − awake, k = i, . . . , j} = Nij,
where Nij is the number of intervals Im whose birth time is at most at Imi ,
and its death time is at least at Imj . Hence, to prove Theorem 2.7, it suffices
to show that,
dim(∆)i,j (K) = Nij.
To this end, we introduce some notation. Choose an explicit zigzag
isomorphism,
Φ: V
∼=
−→ I
which consists of K-linear isomorphisms,
φk : Vk
∼=
−→ ⊕mI
m
k , 0 ≤ k ≤ N,
ϕk : Wk
∼=
−→ ⊕mJ
m
k , 0 ≤ k ≤ N − 1,
making commutative the corresponding zigzag squares:
Vk
∼=φk

Wk
fk,k+1
//
∼= ϕk

?
_ιoo Vk+1
φk+1 ∼=

⊕mI
m
k ⊕mJ
m
k
//oo ⊕mI
m
k+1.
(2.0.3)
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We first show that dim(∆)i,j (K) ≤ Nij . Keep in mind that a class
α ∈ (∆)i,j(K) = Im f i,j|
∩j
k=i ker∆
k◦f i,k
if and only if there exist elements,
αℓ ∈Wℓ ⊂ Vℓ, ℓ = i, . . . , j − 1,
such that,
f ℓ,ℓ+1(αℓ) = αℓ+1, ℓ = i, . . . , j − 2, and f
j−1,j(αj−1) = α.
In particular, given a non-zero α ∈ (∆)i,j (K), the mth coordinate of φj(α),
which we denote by φmj (α) henceforth, has to be non zero for some m,
i.e., Imj
∼= K. As α = f j−1,j(αj−1), at the sight of diagram 2.0.3 above,
ϕmj−1(αj−1) 6= 0 and thus, J
m
j−1
∼= K as well.
On the other hand, as Vk
ι
←֓ Wk are inclusions and φk, ϕk are isomor-
phisms, also at the sight of 2.0.3 we have that φmj−1(αj−1) 6= 0, that is,
Imj−1
∼= K.
Apply this process repeatedly to conclude that Imi
∼= K has birth time
at most at Imi , and its death time is at least at I
m
j . In particular, this shows
that, while a given interval Im may have death at some Jj , its birth is always
at some Ii.
Finally, note that any set of linearly independents elements of (∆)i,j(K)
give raise to a set, of the same cardinal, of different intervals, for it is enough
to start the process above with a different m for each of the elements of the
linearly independent set. This shows the required inequality.
A similar argument shows that Nij ≤ dim(∆)
i,j (K), and concludes the
proof of Theorem 2.7.
Definition 2.8. Let Imim and I
m
jm
or Jmjm be the birth and death time respec-
tively of the interval Im in the canonical decomposition V ∼= ⊕mIm. The
barcode associated to the ∆n-persistence of K in degree p ≥ 0 is defined as
the collection of bars, one for each m, with origin at im and end at jm.
Corollary 2.9. dim(∆)i,j (K) equals the number of bars in the barcode con-
taining the interval [i, j]. 
3 Classes that wake up and fall asleep several times
In this section we show how, contrary to the case of the classical persistence
environment, homology classes can wake up and fall asleep several times
along the given filtration. We will assume the coefficient field to be Q and
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refer the reader again to the Appendix for the basics of rational homotopy
theory.
Let K be the filtration of finite complexes
K0
i0
→֒ K1
i1
→֒ K2
i2
→֒ K3
defined as follows:
• K0 = (S21 ∨ S
2
2 ∨ S
2
3 ∨ S
4)∪g1 e
6
1 ∪g2 e
6
2 in which S
2
1,S
2
2,S
2
3 simply denote
three different copies of S2 and the (homotopy classes of the) attaching
maps for the 6-cells e61, e
6
2 are the following Whitehead products:
g1 = [idS4 , idS21 ] + [idS21 , [idS21 , [idS21 , idS22 ]]], g2 = [idS4 , idS22 ].
• K1 = K0 ∪g3 e
4 in which
g3 = [idS21 , idS22 ].
• K2 = K1 ∪g4 e
6 in which
g4 = [idS4 , idS21 ]− [idS22 , [idS22 , [idS22 , idS23 ]]].
• K3 = K2 ∪g5 e
4 in which
g5 = [idS22 , idS23 ].
• The maps i1, i2, i3 are the inclusions.
Then, we prove,
Theorem 3.1. In
H∗(K0;Q)
f0
−→ H∗(K1;Q)
f1
−→ H∗(K2;Q)
f2
−→ H∗(K3;Q),
all the morphisms are injective, and the non zero homology class γ6 ∈
H6(K0), created by the cell e
6
1, is ∆4-asleep at K0, it ∆4-wakes up at K1, it
is ∆4-asleep again at K2 and finally, it ∆4-wakes up at K3.
Proof. Via Theorem 4.2 of the Appendix, the Quillen minimal model of K0
is (from now on, subscripts will always denote degree),
(L(V0), ∂) = (L(x1, x
′
1, x
′′
1 , y3, z5, z
′
5), ∂)
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where
∂x1 = ∂x
′
1 = ∂x
′′
1 = ∂y3 = 0,
∂z5 = [y3, x1] + [x1, [x1, [x1, x
′
1]]],
∂z′5 = [y3, x
′
1].
Observe, either by direct computation or in light of the isomorphism (i)
of the Appendix, that
H˜∗(K0;Q) = 〈α2, α
′
2, α
′′
2 , β4, γ6, γ
′
6〉 = sV0.
Next, a short computation shows that, in the universal enveloping algebra
(T (V0), d) = U(L(V0), ∂) (see Appendix for its definition),
d4z5 = x1⊗x1⊗x
′
1⊗x1+x1⊗x1⊗x1⊗x
′
1−x
′
1⊗x1⊗x1⊗x1−x1⊗x
′
1⊗x1⊗x1.
In other words, in the A∞-coalgebra structure on H∗(K0;Q),
∆4γ6 6= 0,
and thus, γ6 is ∆4-asleep.
Next, again by Theorem 4.2, a Quillen model of the inclusion
i0 : K0 →֒ K1
is
(L(x1, x
′
1, x
′′
1 , y3, z5, z
′
5), ∂) →֒ (L(x1, x
′
1, x
′′
1 , y3, y
′
3, z5, z
′
5), ∂),
in which
∂y′3 = [x1, x
′
1].
To describe in simpler terms the morphism induced in rational homology
by the inclusion i0, consider the isomorphism of (non differential!) free Lie
algebras
ψ : L(x1, x
′
1, x
′′
1 , y3, y
′
3, u5, z
′
5)
∼=
−→ L(x1, x
′
1, x
′′
1 , y3, y
′
3, z5, z
′
5)
which sends u5 to z5 − [x1, [x1, y
′
3]] and any other generator to itself. Then,
set in the first free Lie algebra the differential
∂ = ψ−1∂ψ
so that ψ becomes an isomorphism of DGL’s. A short computation shows
that the only generator on this isomorphic DGL in which the differential
has changed is:
∂u5 = [y3, x1].
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To simplify the notation, set
(L(V1), ∂) = (L(x1, x
′
1, x
′′
1 , y3, y
′
3, u5, z
′
5), ∂),
and observe that the DGL morphism
(L(V0), ∂)→ (L(V1), ∂)
which sends z5 to u5+[x1, [x1, y
′
3]], and any other generator to itself, is again
the Quillen minimal model of i0 : K0 →֒ K1. In particular, the map induced
by this morphism on the suspension of the indecomposables sV0 → sV1 is
precisely the morphism f0 = H∗(i0).
Thus, on the one hand,
f0 : H˜∗(K0;Q) −→ H˜∗(K1;Q)
is naturally identified to the inclusion
sV0 = 〈α2, α
′
2, α
′′
2 , β4, γ6, γ
′
6〉 →֒ 〈α2, α
′
2, α
′′
2 , β4, β
′
4, η6, γ
′
6〉 = sV1,
for which f0(γ6) = η6.
On the other hand, one sees that in the universal enveloping algebra
(T (V1), d) = U(L(V1), ∂),
du5 = d2u5 = y3 ⊗ x1 − x1 ⊗ y3.
Equivalently, in the A∞-coalgebra structure on H∗(K1;Q),
∆4η6 = ∆4f0(γ6) = 0.
In other words, the class γ6 ∆4-wakes up at K1.
In the next stage, Theorem 4.2 produces a Quillen model of the inclusion
i1 : K1 →֒ K2,
(L(x1, x
′
1, x
′′, y3, u5, z
′
5), ∂) →֒ (L(x1, x
′
1, x
′′, y3, y
′
3, u5, z
′
5, v5), ∂),
in which
∂v5 = [y3, x1]− [x
′
1, [x
′
1, [x
′
1, x
′′
1 ]]].
Once again, to describe in simpler terms the morphism induced in rational
homology by the inclusion i1, consider the isomorphism of (non differential!)
free Lie algebras
L(x1, x
′
1, x
′′, y3, y
′
3, w5, z
′
5, v5)
∼=
−→ L(x1, x
′
1, x
′′, y3, y
′
3, u5, z
′
5, v5)
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which sends w5 to u5 − v5 and any other generator to itself. Then endow
the left hand side free Lie algebra with the differential so that the above
becomes an isomorphism of DGL’s. A short computation shows that the
only generator on this isomorphic DGL in which the differential has changed
is:
∂w5 = [x
′
1, [x
′
1, [x
′
1, x
′′
1 ]]].
Set
(L(V2), ∂) = (L(x1, x
′
1, x
′′
1, y3, y
′
3, w5, z
′
5, v5), ∂),
and observe that the DGL morphism
(L(V1), ∂)→ (L(V2), ∂)
which sends u5 to w5 + v5, and any other generator to itself, is the Quillen
minimal model of i1 : K1 →֒ K2. In particular the map induced by this
morphism on the suspension of the indecomposables sV1 → sV2 is precisely
f1 = H∗(i1).
Thus, on the one hand,
f1 : H˜∗(K1;Q) −→ H˜∗(K2;Q)
is naturally identified to the inclusion
sV1 = 〈α2, α
′
2, α
′′
2 , β4, β
′
4, η6, γ
′
6〉 →֒ 〈α2, α
′
2, α
′′
2 , β4, β
′
4, ρ6, γ
′
6, γ
′′
6 〉 = sV2,
for which f1(η6) = ρ6.
On the other hand, one sees that in the universal enveloping algebra
(T (V2), d) = U(L(V2), ∂),
dw5 = x
′
1⊗x
′
1⊗x
′′
1⊗x
′
1+x
′
1⊗x
′
1⊗x
′
1⊗x
′′
1−x
′′
1⊗x
′
1⊗x
′
1⊗x
′
1−x
′
1⊗x
′′
1⊗x
′
1⊗x
′
1.
Equivalently, in the A∞-coalgebra structure on H∗(K1;Q),
∆4ρ6 = ∆4f
0,1(γ6) 6= 0.
In other words, the class γ6 ∆4-falls asleep at K2.
Finally, we repeat this process once again, exhibiting via Theorem 4.2,
a Quillen model of the inclusion i2 : K2 →֒ K3,
(L(x1, x
′
1, x
′′, y3, y
′
3, w5, z
′
5, v5), ∂) →֒ (L(x1, x
′
1, x
′′, y3, y
′
3, y
′′
3 , w5, z
′
5, v5),
in which
∂y′′3 = [x
′
1, x
′′
1 ].
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As in previous steps, we get a DGL isomorphism
(L(x1, x
′
1, x
′′, y3, y
′
3, y
′′
3 , s5, z
′
5, v5), ∂)
∼=
−→ (L(x1, x
′
1, x
′′, y3, y
′
3, y
′′
3 , w5, z
′
5, v5), ∂),
which sends s5 to w5 − [x
′
1, [x
′
1, y
′′
3 ]] and is such that ∂s5 = 0. Set
(L(V3), ∂) = (L(x1, x
′
1, x
′′
1 , y3, y
′
3, y
′′
3 , s5, z
′
5, v5), ∂),
and observe that the DGL morphism
(L(V2), ∂)→ (L(V3), ∂)
which sends w5 to s5 + [x
′
1, [x
′
1, y
′′
3 ]], and any other generator to itself, is
the Quillen minimal model of i2 : K2 →֒ K3. In particular the map induced
by this morphism on the suspension of the indecomposables sV2 → sV3 is
precisely the morphism f2 = H∗(i2).
Thus, on the one hand,
f2 : H˜∗(K2;Q) −→ H˜∗(K3;Q)
is naturally identified to the inclusion
sV2 = 〈α2, α
′
2, α
′′
2 , β4, β
′
4, ρ6, γ
′
6, γ
′′
6 〉 →֒ 〈α2, α
′
2, α
′′
2 , β4, β
′
4, β
′′
4 , ϕ6, γ
′
6, γ
′′
6 〉 = sV3,
for which f2(ρ6) = ϕ6.
On the other hand, in the in the universal enveloping algebra (T (V3), d) =
U(L(V3), ∂),
ds5 = 0.
Equivalently, in the A∞-coalgebra structure on H∗(K3;Q),
∆4ϕ6 = ∆4f
0,2(γ6) = 0,
and the class γ6 ∆4-wakes up again at K3.
4 Appendix: basics of rational homotopy theory
In this appendix, for completeness, we recall the basic facts and classical
results from rational homotopy theory used along the paper. For a com-
pendium of this theory, we direct the reader to the standard reference [8].
A differential graded Lie algebra (DGL henceforth) is a differential graded
vector space (L, ∂) in which:
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• L = ⊕p∈ZLp in endowed with a linear operation, called Lie bracket,
[ , ] : Lp ⊗ Lq −→ Lp+q, p, q ∈ Z,
satisfying antisymmetry,
[x, y] = (−1)|x||y|+1[y, x],
and Jacobi identity,[
x, [y, z]
]
=
[
[x, y], z
]
+ (−1)|x||y|
[
y, [x, z]
]
,
for any homogeneous elements x, y, z ∈ L. In other words, L is a
graded Lie algebra.
• The differential ∂, of degree −1, satisfies the Leibniz rule,
∂[x, y] = [∂x, y] + (−1)|x|[x, ∂y],
for any pair of homogeneous elements x, y ∈ L.
The tensor algebra T (V ) = ⊕n≥0T
n(V ) generated by the graded vector
space V is endowed with a graded Lie algebra structure with the brackets
given by commutators:
[a, b] = a⊗ b− (−1)|a||b|b⊗ a
for any homogeneous elements a, b ∈ T (V ). Then, the free Lie algebra L(V )
is the Lie subalgebra of T (V ) generated by V .
Observe that L(V ) is filtered as follows,
L(V ) = ⊕n≥1L
n(V ),
in which Ln(V ) is the vector space spanned by Lie brackets of length n, that
is Ln(V ) = L(V ) ∩ T n(V ). In particular, to set a differential in L(V ), it is
enough to define linear maps,
∂n : V −→ L
n(V ), n ≥ 1
in such a way that ∂ =
∑
n≥1 ∂n squares to zero and it satisfies the Leibniz
rule. Note that ∂1, the so called linear part of ∂, is therefore a differential
in V .
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Remark 4.1. It is important to remark that, if T (V ) is endowed with a
derivation d for which (T (V ), d) is a differential graded (non commutative)
algebra, L(V ) does not inherit a differential as d may not respect commu-
tators. However, every time we have a DGL of the form (L(V ), ∂), the
differential ∂ can be extended as a derivation of graded algebras to T (V ) to
make it a differential graded algebra. In other words, consider the functor
U : DGL −→ DGA
which associates to every DGL (L, ∂) its universal enveloping algebra UL
which is the graded algebra
T (L)/〈[x, y] − (x⊗ y − (−1)|a||b|y ⊗ x)〉, x, y ∈ L,
with the differential induced by ∂. Then, whenever (L, ∂) = (L(V ), ∂), one
has,
U(L(V ), ∂) = (T (V ), ∂).
In [17], D. Quillen associates to every 1-connected topological space X
of the homotopy type of a CW-complex, a particular differential graded Lie
algebra (L(V ), ∂) which is reduced, i.e., V = ⊕p≥1Vp for which:
(i) H∗(V, ∂1) ∼= s
−1H˜∗(X;Q) = H˜∗−1(X;Q).
(ii) H∗(L(V ), ∂) ∼= π∗(ΩX)⊗Q ∼= π∗+1(X) ⊗Q.
This is a Quillen model of X and it is called minimal whenever ∂ is
decomposable, i.e., ∂1 = 0. In this case, (i) becomes,
V ∼= s−1H˜∗(X;Q).
The minimal Quillen model is unique up to isomorphism. Moreover,
its construction is functorial and it defines an equivalence between the ho-
motopy category of 1-connected spaces of the homotopy type of rational
CW-complexes and that of reduced differential graded Lie algebras over Q.
Thus, two simply connected complexes have isomorphic Quillen minimal
models if and only if they have the same rational homotopy type.
In particular, if ϕ : (L(U), ∂U ) → (L(V ), ∂V ) is the Quillen minimal
model of the map f : X → Y , the morphism H∗(ϕ) : H∗(L(U), ∂U ) →
H∗(L(V ), ∂V ) is naturally identified to π∗(Ωf) : π∗(ΩX) → π∗(ΩY ). In the
same way, the morphism induced by ϕ at the “indecomposables” ϕ0 : U →
V is naturally identified to s−1H∗(f) : s
−1H˜∗(X;Q) → s−1H˜∗(Y ;Q), the
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desuspension of the morphism induced by f in rational homology. To ex-
plicitly obtain ϕ0, write, for each u ∈ U , ϕ(u) = v + Γ, with v ∈ V and
Γ ∈ L≥2(V ). Then ϕ0(u) = v.
In the A∞-language, Remark 4.1 together with the isomorphism (i)
above, asserts that H˜∗(X;Q) can be functorially endowed with a structure
of A∞-coalgebra which is precisely the standard structure defined in §1.
Given a 1-connected CW-complexX, a (non necessarily minimal) Quillen
model of X can be described in terms of a CW-decomposition of X via the
following,
Theorem 4.2. [19, III.3] Let Y = X∪f e
n+1 be the space obtained attaching
an n + 1-cell to X via the map f : Sn → X. Let (L(V ), ∂) be a Quillen
model of X and let Φ ∈ L(V )n−1 be a cycle representing the homology class
in Hn−1(L(V ), ∂) which is identified, via the isomorphism (ii) above, with
the homotopy class [f ] ∈ πn(X)⊗Q. Then, the injection
(L(V ), ∂) →֒ (L(V ⊕Qa), ∂), ∂a = Φ
is a Quillen Model of the inclusion
X →֒ Y.
Finally, we recall that a simply connected complex is formal if its rational
homotopy type depends only on its rational cohomology algebra. Given a
commutative graded algebra H there is a formal simply connected complex
X, unique up to rational homotopy, such that H∗(X;Q) = H.
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