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1 Introduction
Recently codes over finite rings have received much attention. In [1]
MacDonald codes of type α and β over the ring F2 + uF2 were given
as a generalization of MacDonald codes over Z4 [5]. In this paper, we
construct MacDonald codes over the ring F2+uF2+u2F2, where u3 = 0
and F2 = {0, 1} by using simplex codes over the ring F2+uF2+u2F2,
besides we describe their properties such as minimum Hamming, Lee
and generalized Lee weights.
2 Preliminaries
The ring R = F2+uF2+u2F2 = F2[u]/〈u3〉 is a commutative chain ring
of 8 elements which are {0, 1, u, u2, v, v2, uv, v3}, where u3 = 0, v =
1 + u, v2 = 1 + u2, v3 = 1 + u+ u2, uv = u+ u2.
The ring R is a commutative chain ring with maximal ideal uR =
{0, u, u2, uv}. Since u is nilpotent with nilpotent index 3, we have
R ⊃ (uR) ⊃ (u2R) ⊃ (u3R) = 0.
Moreover R/uR ∼= F2, and |uiR| = 2|(ui+1R)| = 23−i, i = 0, 1, 2.
A linear code C of length n over the ring R is an R- submodule of
Rn. An element of C is called a codeword of C. The Hamming weight
wtH(c) of a codeword c is the number of nonzero components. The
minimum Hamming weight wtH(c) of a code C is the smallest weight
among all its nonzero codewords. For x = (x1, x2, · · · , xn), and y =
(y1, y2, · · · , yn) ∈ Rn, dH(x, y) = |{i : xi 6= yi}| is called Hamming
distance between any distinct vectors x, y ∈ Rn and is denoted by
dH(x, y) = wtH(x − y). The minimum Hamming distance between
distinct pairs of codewords of a code C is called minimum distance of
C and denoted by dH(C) = wtH(C) . The Lee weight of an element
r ∈ R is analogous to the definition of the Lee weight of the elements
of the ring Z8 [7]. The Lee weight ar of an element r of the ring R is
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0 if r = 0
1 if r = 1, or v2
2 if r = u or uv
3 if r = v or v3
4 if r = u2






Example 2.1. Let x = (1, 0, 0, u, v, v2, u2, uv) then wtL(x) = 13.
The Lee distance between x and y ∈ (R)n is denoted; dL(x,y) =
wtL(x− y). The minimum Lee distance dL of a code C is defined anal-
ogously in [7]. Given x = (x1, x2, · · · , xn), y = (y1, y2, · · · , yn) ∈ Rn
their scalar product is, xy = x1y1 + x2y2 + · · ·+ xnyn. Two words x, y
are called orthogonal if xy = 0. For the codes C over R, its dual C⊥
is defined as follows, C⊥ = {x : xy = 0,∀y ∈ C}. If C ⊆ C⊥, we say
that the codes C is self-orthogonal and if C = C⊥ we say that the code
is self-dual. Two codes are equivalent if one can be obtained from the
other by permuting the coordinates.
Any code over R is permutation equivalent to a code C with gen-
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where Aij are binary matrices for i > 0. A code with a generator
matrix in this form is of type {k0, k1, k2} and has 8k04k12k2 vectors [6].
In reference [2], the generalized gray map φGL was defined as fol-
lows:
φGL : R
n −→ F4n2 .
φGL(x + uy + u
2z) = (z, x + z, y + z, x + y + z),where x, y and z ∈
Fn2 and (x+ uy + u2z) ∈ Rn.
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Proposition 2.1. The generalized gray map φGL is distance preserv-
ing linear map or isometry from ((R)n, dGL)to ((F2)
4n, dH) [2].
In ref. [2], the generalized Lee weight of the elements t ∈ R are
given by the following equations:




0 if t = 0,
2 if t 6= u2,
4 if t = u2.
.
The generalized Lee distance dGL of C is defined analogously in [2].
Corollary 2.2. Let C be a linear code over R, then
dH ≥ ddL
4
e, and dH ≥ ddGL
4
e.







Definition 2.1. [5] For each 1 ≤ i ≤ n, let AH(i)(AL(i) or AGL(i))
be the number of codewords of Hamming (Lee) or generalized Lee
weight i in C.
Then {AH(0), AH(1), ......AH(n)}, ({AL(0), AL(1), ......AL(n)}) or
({AGL(0), AGL(1), ......AGL(n)}) is called the Hamming (Lee) or gen-
eralized Lee weight distribution of C.
The presence of zero divisors in R creates problem in finding linear
dependence of vectors in Rn. Consequently, defining the dimension of
a module as a cardinality of its basis is not meaningful. Recently in
[8] Vazirani, Saran and Sundar Rajan have introduced the notion of
p-dimension for finitely generated modules over Zps . As a consequence
we define the 2-dimension for a code C over R in the following.
A vector v ∈ Rn is a 2-linear combination of the vectors v1,v2, · · · ,vk
if v = l1v1 + l2v2 + · · · lkvk with li ∈ F2 for 1 ≤ i ≤ k. A subset
B = {v1,v1, · · · ,vk} of C is a 2- basis for the linear code C over
4
R if for each i = 1, 2, · · · , k − 1, uvi is a 2-linear combination of
vi+1, · · · ,vk, uvk = 0. C is the 2-linear span of B and B is 2-linearly
independent. The number of elements in the 2-basis for C is the 2-
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form a 2-basis for a code C generated by the matrix G given by
equation (2.1). A linear code C over R of length n, 2-dimension
k =
∑2
i=0(3 − i)ki, minimum distance dH , dL and dGL is called an
[n, k, dH , dL, dGL]([n, k, dH ]) or simply [n, k] code.
The higher torsion codes were defined in ref. [3]. In ref. [6] for a code
over R, the authors defined the following torsion codes over the field
F2. For 0 ≤ i ≤ 2, Tori(C) = {v : uiv ∈ C}.
In general we note that, Tor0(C) ⊆ Tor1(C) ⊆ Tor2(C).
If i = 0, T or0(C) is called the residue code and is denoted by Res(C).
If C is a free module then Tor0(C) = Tor2(C).
3 Main Results
In this section we will study the Macdonald codes of types α and β
over R and also we study the properties of their images under the
Generalized Gray map.
3.1 R-Macdonald codes of types α and β
The simplex codes over R of type α and β have been constructed in
[2]. A type α simplex code Sαk is a linear code over R constructed
inductively by the following generator matrix. Let Gαk be a k × 23k
matrix over R defined inductively by
Gαk =
[









; k ≥ 2 (3.1)
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where
Gα1 = [0, 1, u, v, u
2, uv, v2, v3].
A type β simplex code Sβk is a linear code over R constructed by omit-
ting some columns from Gαk .
Let Gβk be the k × 22(k−1)(2k − 1) matrix defined inductively by
Gβ2 =
[
111 . . . 1 0 u u2 uv
0, 1, u, v, u2, uv, v2, v3 1 1 1 1
]
,
and for k > 2,
Gβk =
[
















k is obtained from
Gαk by deleting 2
2(k−1)(3 · 2k + 1) columns.
We will now construct the Macdonald codes by using the generator
matrices of simplex codes. For 1 ≤ t ≤ k − 1, Let Gαk,t (Gβk,t) be the
matrix obtained from Gαk (G
β
k) by deleting columns corresponding to
















denotes the matrix obtained from the matrix A by deleting the matrix
B and 0 in (3.2)(respectively) (3.3)) is a (k − t)× e3t (respectively
(k − t)× 22(t−1)(2t − 1)) zero matrix. The code Mαk,t(Mβk,t) was gen-
erated by the matrix Gαk,t (G
β





is called a MacDonald code. i.e. (The MacDonald codes are obtained
by deleting some columns of the generator matrices Gαk (G
β
k) of the





The code Mαk,t is an R−code of length n = 23k − 23t and is a 2-
dimension 3k and Mβk,t is an R− code of length n = 22(k−1)(2k − 1)−
22(t−1)(2t − 1) = 33k−2 − 22k−2 − 23t−2 +22t−1 and is a 2-dimension 3k.
Lemma 3.1. The torsion code Tor2(C) of Mαk,t is a binary linear code
[23k − 23t, k, 23k−1 − 23t−1] two weight code with weight distributions
1) AH(0) = 1.
2) AH(2
3k−1 − 23t−1) = 2k − 2k−t = 2k−t(2t − 1).
3) AH(2
3k−1) = (2k−t − 1).
Proof. Since the torsion code of Mαk,t is the set of codewords obtained
by replacing u2 by 1 in all linear combinations of the rows of the matrix
u2Gαk,t, (where G
α
k,t is defined in (3.2)). We prove by induction with
respect to k and t. For k = 2, and t = 1 the result holds. Suppose the
result holds for k− 1 and 1 ≤ t ≤ k− 2. Then for k and 1 ≤ t ≤ k− 1






Each nonzero codeword of u2Mαk,t has Hamming weight either 23k−1−
23t−1 or 23k−1 and the dimension of the torsion code of Mαk,t is k, then
there will be 2k−2k−t codewords of Hamming weight 23k−1−23t−1 and
the number of codewords with Hamming weight 23k−1 is (2k−t − 1).
The result now follows.
Lemma 3.2. The torsion code of Mβk,t is a binary linear code [22(k−1)(2k−
1)− 22(t−1)(2t − 1), k, 23k−3 − 23t−3] with weight distributions
1) AH(0) = 1.
2) AH(2
3k−3 − 23t−3) = 2k−t(2t − 1) and
3) AH(2
3k−3) = (2k−t − 1).
Proof. Same as the proof in lemma 3.1.
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Remark 3.1. Each of the first k − t rows of (3.2) has total number of
units 23k−1 and total number of nonzero divisors 3 · 23k−3 and the last
t rows has total number of units 23k−1 − 23t−1 and total number of
nonzero divisors 3 · (23k−3 − 23t−3).
Theorem 3.3. The Hamming, Lee and Generalized Lee weight distri-
butions of Mαk,t are
1) AH(0) = 1, AH(2
3k−1 − 23t−1) = 2k−1(2t − 1), AH(23k−1) =
(2k−t−1), AH(3·23k−2) = 2k−t(2k−t−1), AH(3·(23k−2−23t−2)) =
22k−t(2t − 1), AH(3 · 23k−2 − 22t−1) = 2k−t(2t − 1)(2k−t − 1).
AH(7·23k−3) = 22k−t(2k−t−1), AH(7·(23k−3−23t−3)) = 23k−t(2t−
1), AH(7 · 23k−3 − 22t−1) = 22k−t − (2t − 1)(2k−t − 1).
2) AL(0) = 1, AL(2
3k+1) = 23(k−t)−1, AL(23k+1−23t+1) = 23k−3t(23t−
1).
3) AGL(0) = 1, AGL(2
3k+1) = 23(k−t) − 1, AGL(23k+1 − 23t+1) =
23((k−t)(23k − 1).
Proof. Each non zero codeword of Mk,t has Hamming weight either
23k−1 − 23t−1, 23k−1, 3 · 23k−2, 3(23k−2 − 23t−2), 3 · 22k−2 − 22t−1, 7 ·
23k−3, 7(23k−3−23t−3), or 7·23k−3−22t−1, Lee weight either 23k+1, 23k+1−
23t+1 and Generalized lee weights 23k+1 or 23k+1−33t+1. The counting
of the weight followed by the weight distribution of the torsion code
of Mk,t, (see lemma 3.1) and the argument is similar to that used in
[2].
Theorem 3.4. The image of Mαk,t under the generalized Gray map is
a linear [23k+2 − 23t+2, 23k, 23k+1 − 23t+1] binary two weight code with
possible weight 23k+1 − 23t+1 and 23k+1.
Proof. The binary image of the generalized Gray map is linear by
proposition 2.1. We prove by induction with respect to k. For k = 2





Suppose the result is true for k − 1, then the possible Generalized
weight of Mαk−1,t are 23(k−1)+1 − 23(t−1)+1 and 23(k−1)+1 and the possi-
ble Generalized Lee weight of Mαk,k−1 are 23k+1 − 23(k−1)+1 and 23k+1.
Then the possible lee weight of Mαk,t are 23k−2−23t+1+23k+1−23k−2 =
23k+1 − 23t+1 and 23k+1. Since by proposition 2.1 the minimum Ham-
ming weight of the binary image of the generalized Gray map of Mαk,t
is equal the minimum Lee weight of Mαk,t then the result follows.
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Theorem 3.5. The image of Mβk,t under the generalized Gray map is
a linear [23k+1 − 23t+1 − 22k+1 + 22t+1, 23k] binary code.
Proof. Similar to the proof in theorem 3.4.
3.3 Conclusion
In this paper we have studied R- MacDonald codes and some of their







nFp, where p is a prime integer and
us+1 = 0.
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