The authors estimated components of variance and intraclass correlation coefficients (ICCs) to aid in the design of complex surveys and community intervention studies by analyzing data from the Hearth Survey for England 1994. This cross-sectional survey of English adults included data on a range of lifestyle risk factors and health outcomes. For the survey, households were sampled in 720 postal code sectors nested within 177 district health authorities and 14 regional health authorities. Study subjects were adults aged 16 years or more. ICCs and components of variance were estimated from a nested random-effects analysis of variance. Results are presented at the district health authority, postal code sector, and household levels. Between-cluster variation was evident at each level of clustering. In these data, ICCs were inversely related to cluster size, but design effects could be substantial when the cluster size was large. Most ICCs were below 0.01 at the district health authority level, and they were mostly below 0.05 at the postal code sector level. At the household level, many ICCs were in the range of 0.0-0.3. These data may provide useful information for the design of epidemiologic studies in which the units sampled or allocated range in size from households to large administrative areas. Am J Epidemiol 1999;149:876-83. data collection; epidemiologic methods; intraclass correlation; random allocation; sampling studies; statistics; variance Epidemiologic studies commonly treat individuals as independent units of observation, but individual healthy subjects or patients are usually clustered within higher-level units of social organization. In communitybased studies, individuals can be considered to reside within households, which are located within neighborhoods, which in turn are located within cities or counties. In health-care-based studies, individuals may be clustered within hospitals, health insurance plans, or physician practices. The responses of individuals within the same cluster are often more similar to each other than to those of individuals in other clusters. This is because individuals may select the cluster to which they belong, may interact and influence each other, producing a tendency to conform, or may be exposed to the shared influence of cluster-level characteristics.
These effects, singly or in combination, may cause individual responses to be correlated within clusters (1).
In large-scale population surveys, cluster sampling is often used because it may be more efficient than random sampling of individuals. In some circumstances, it may be easier to devise a sampling frame consisting of clusters such as villages or households rather than individual subjects. Intervention studies in which the cluster is the unit of allocation are increasingly being used to evaluate health interventions which are implemented at the level of geographic area or health service organization unit (2) .
When a survey is carried out using cluster sampling, or when an intervention study is carried out using the cluster as the unit of allocation, analyses will often be conducted at the individual level. For example, a survey might estimate the mean systolic blood pressure of a population or the proportion of persons with hypertension in a population. An intervention study might aim to determine whether a health promotion intervention will reduce the mean systolic blood pressure or the proportion with hypertension. When individual-level analyses are to be carried out, between-cluster variation contributes an additional source of variation, which must be allowed for in addition to between-subject, within-cluster variation, in order to estimate parameters with a given level of precision or to test their significance. When between-cluster variation is present, the number of individuals needed for a clusterbased study is larger than for a study of the same power in which individuals are randomly allocated (3) .
In order to estimate the required sample size, the design effect must be incorporated into standard sample size formulae (4, 5) . The design effect is a function of the average cluster size and the intraclass correlation coefficient (ICC) (6) :
where n is the average cluster size (or average number of individuals sampled per cluster) and p is the ICC of the outcome. The ICC, p, quantifies the extent of between-cluster variation. It represents the proportion of the true total variation in the outcome that can be attributed to differences between the clusters: One of the problems investigators face in designing cluster-based surveys or intervention studies is that estimates of the ICC need to be obtained from previous studies. Nearly every author commenting on this subject has called for the publication of ICCs which could be used to aid the design of future cluster-based studies. This report presents components of variance and ICCs estimated from data obtained from the Health Survey for England 1994 (7). This survey is conducted annually in England and measures a range of risk factors and disease outcomes, with data being obtained by interview as well as by anthropometric and biochemical measurement. The sampling design of the survey allows estimation of variance components for several units of clustering, including households, postal code sectors, which have populations of approximately 6,500, and district health authorities, which have populations of approximately 250,000. In this paper, we present our methods and the results obtained for different geographic levels of clustering.
MATERIALS AND METHODS

Data
Data from the Health Survey for England 1994 (Crown Copyright 1994; used by permission of the UK Office for National Statistics) were obtained from the Data Archive, University of Essex, Essex, England. The survey is carried out annually in England on behalf of the UK Office for National Statistics and provides information on health, lifestyle, and illness in the general population. The survey uses a multistage sampling design, with postal code sectors as the primary sampling unit and households sampled from each of the postal code sectors (7) . Sampling of postal code sectors was stratified by regional health authority as well as by four sociodemographic variables: the proportion of persons aged >65 years; the proportion of households without an automobile; the proportion of economically active males who were unemployed; and the proportion of nonwhite adults. Within households, all adults aged 16 years or more were eligible for inclusion in the survey. The same sampling fraction was used in all regions.
Colhoun and Prescott-Clarke (7) provide a detailed description of the measurement methods used in the survey. Variables selected for these analyses included serum cholesterol concentration (cholesterol oxidase/peroxidase method); total glycated hemoglobin level (boronate affinity chromatography); plasma fibrinogen level (nephelometric method); serum ferritin level (immunoassay method); and hemoglobin concentration (direct colorimetric method). Blood pressure was measured using an electronic blood pressure monitor. Height was measured using a portable stadiometer, and weight was measured using electronic scales according to a standard protocol. Waist and hip circumferences were measured using tape calibrated in millimeters. The waist was defined as the point midway between the iliac crest and the costal margin. Hip circumference was defined as the widest circumference over the buttocks and below the iliac crest. We also analyzed body mass index (as weight (kg)/height (m) 2 ) and whether subjects were overweight (body mass index >25) or obese (body mass index >30).
Other data were obtained by interview. The categories of qualitative variables were reduced to two categories. Each of the dichotomous variables should be understood to contrast the condition's being present with it's being absent-for example, eating fruit at least once per day or not. Physical activity was assessed by questionnaire, and activities were classified into four intensity levels based on an estimate of their energy cost. "Vigorous" activities have an energy cost > 7.5 kcal/minute; "moderate" activities have an energy cost > 5 kcal/minute and < 7.5 kcal/minute. Physical activity levels at work, at home or in the garden, and in sporting activities were considered separately. The study questionnaire included a number of items concerning eating habits. Subjects were asked whether they used salt at the table. Those who "rarely" or "never" added salt to food were contrasted with those who "occasionally" or "generally" added salt, with or without tasting. Those who generally added salt in cooking were contrasted with those who did not use salt or used a salt alternative (3 percent of the total). Subjects were asked whether a doctor had ever diagnosed "diabetes," "stroke," or "angina or heart attack." Current smokers were defined to include all current cigarette, pipe, or cigar smokers. Pipe or cigar smokers made up 10 percent of all current smokers in this sample. The item "drinks more than the recommended limit" was derived as the proportion drinking more than 21 UK units of alcohol per week for men or 14 units per week for women. A UK unit is 8 grams of ethanol and is equivalent to half a pint of beer, one small glass of wine, or one measure of spirits.
Analysis
For analysis, we considered that individual values were clustered within households (HH), which in turn were clustered within postal code sectors (PCS). Postal code sectors were considered to be clustered within district health authorities (DHA) and regional health authorities (RHA). Analyses were performed using the procedure NESTED in the Statistical Analysis System (8) . This procedure performs a random-effects analysis of variance which is appropriate for a multistage nested sampling design. The NESTED procedure is computationally more efficient than alternative procedures in the Statistical Analysis System such as GLM, MIXED, and VARCOMP, resulting in greatly reduced analysis times. Results identical to those obtained using PROC NESTED were obtained using the type 1 method with PROC VARCOMP, but analyses using VARCOMP took approximately 4 hours to run on a Unix machine for a single dependent variable.
We used a four-level completely nested model to estimate components of variance for each level of clustering:
to estimate the following intraclass correlations:
where y is the value of the dependent variable observed for the rth subject in the /th household, fcth postal code sector, jth district health authority, and tth regional health authority; |i is the overall mean of the sampled population; and a, p /0 , y 8 W and e^ are uncorrelated random effects with zero means and respective variances a 2^, a 2 DHA , a 2^, a 2 m , and c\. Each of the effects was considered to be random, because we wanted to generalize the results to the population of units from which the sample was drawn. We used variance components from the four-level model For each equation, the numerator represents the between-cluster component of variance and the difference between the numerator and denominator represents the within-cluster component of variance. In using this model, we have assumed that if randomization were to be carried out at a lower level, variation at higher levels would be accounted for by the use of stratification. For example, we have assumed that randomization by district health authority would entail stratification according to regional health authority. If RHA-level variation were to be subsumed into DHAlevel variation, then the DHA component of variance would be correspondingly larger.
The same models were used for continuous and binary variables. In the case of binary variables, it is appropriate to include a dichotomous outcome as the dependent variable in the analysis of variance, but because the distributional assumptions are not met, it is not appropriate to attempt interval estimation. For continuous variables, approximate confidence intervals for p may be estimated when the design is unbalanced, as described by Dormer and Wells (9), but so far these methods have only been evaluated for smaller clusters such as families. Therefore, we have not included confidence intervals for p. Data presented include the number of clusters, the overall mean for continuous variables or the overall prevalence for binary variables, the within-area and between-area components of variance, the ICC, and the design effect A weighted form of the mean cluster size is given as the average cluster size. Where the betweencluster component of variance was negative, the ICC was truncated at zero. Data are presented in the same format as that used in earlier papers, with results rounded to five decimal places (10, 11) .
RESULTS
The data file included 15,809 participants representing an estimated 71 percent response rate from the initial sample. Response rates were higher for the interview than for measurements. We analyzed all of the data available for each variable, and the number of participants included in analyses is shown in tables 1 and 2. The same totals applied to the analyses shown in tables 3-6.
In the tables, we have presented data for a limited range of variables at the district health authority level (177 clusters), the postal code sector level (720 clusters), and the household level (-6,400-9,100 clusters). Additional data for a wider range of variables and for the regional health authority level (14 clusters) are available from the authors. Results for continuous and binary variables using district health authority as the level of clustering are presented in tables 1 and 2, respectively. Tables 3 and 4 give results using postal code sector as the level of clustering. Results for the household level are given in tables 5 and 6.
The most obvious feature of the results is the inverse relation between cluster size and ICC. At the district health authority level, ICCs were all below 0.01. At the postal code sector level, ICCs were generally less than 0.05, but at the household level ICCs were mostly in the range of 0.0-0.3. For larger cluster sizes, even small ICCs might be associated with substantial design effects that could not be ignored in designing studies.
The design effects encountered will be dependent on the choice of study design. Table 7 shows estimated design effects for study designs in which the unit of allocation is the household or postal code sector. The table shows the effect of altering the number of individuals sampled per cluster and of using stratified designs as compared with nonstratified designs. Stratification according to higher levels of clustering made little difference in the design effect when the unit of allocation was the household, because betweenhousehold variation is many times larger than variation between postal code sectors or health authorities. When the unit of allocation was a larger unit such as postal code sector or district health authority, stratification according to district or region had a significant impact on the design effect, because variation between postal code sectors is more similar in magnitude to variation between districts or regions. Increasing the number of subjects sampled per cluster necessarily increased the magnitude of the design effects.
DISCUSSION
In this report, we have presented components of variance and ICCs for a range of outcomes which may be relevant in the design of community-based studies. The types of units which might be sampled or allocated in a community-based study may vary in different countries, but the three levels for which we have presented data may be broadly generalized. The household, for example, will generally correspond fairly closely to a family. In England, there are 7,223 postal code sectors, each with an average total population of about 6,500. (Approximately 80 percent of the total population in England is aged >16 years.) These areas correspond fairly closely in size to electoral wards, which have average populations of approximately 5,200. District health authorities are administrative areas responsible for the administration of health care services, and at the time of the 1994 survey they had average populations of slightly more than 250,000. District health authorities are commonly based on small towns, counties, or sections of cities.
Estimating components of variance from observational data has the advantage that large numbers of clusters may be included, leading to more precise estimates of intraciass correlations. Data from a national survey may be considered more generalizable than data obtained through intervention in a single locality. Nevertheless, potential users of the present data will need to consider the extent to which the findings may be generalized to different settings. For example, varying the age and sex composition of the population might influence the magnitude of the ICCs. To simpli- fy data presentation for this paper, we have presented data for both sexes and for all age groups combined. These estimates are likely to have the widest application, but it must be acknowledged that sampling according to age or sex might be expected to influence estimates of intradass correlation.
There may be a danger in extrapolating the ICC from one study to another, because one or other of the components of variance (berween-cluster or withincluster) may vary from one population to another and is likely to depend on the sampling strategy. For this reason, we have presented components of variance as well as ICCs. The examples included in table 7 show how the choice of design may have a considerable influence on the magnitude of the design effect. Dormer has suggested that some stratification is usually advisable in cluster-randomized studies (12) . The extent to which stratification may influence the design effect will depend on the relative sizes of components of variance at different levels. Thus, at the household level, stratification for higher levels of clustering has a minimal effect, because between-household variation is much larger than variation between postal code sectors.
In spite of a widespread appreciation of the need to obtain ICCs and components of variance for the design of cluster-based studies, the data presently available are limited in scope. Hannan et al. (10) reported ICCs for 23 variables for the cities included in the Minnesota Heart Health Program. Murray et al. (11) and Siddiqui et al. (13) reported ICCs for measures of adolescent smoking behavior, with schools or classes used as the units of clustering. Katz and colleagues analyzed data obtained from low income countries and reported on the correlation of nutritional indicators (14) , diarrhea (15) , cough and fever (16) , and ocular disease (17) within households and villages. Verma and Le (18) reported a range of design effects concerning reproductive health for sampling units included in 48 nationally representative surveys. Mickey and Goodwin (19) studied variability in design effects estimated for mortality due to cardiovascular disease and cancer among counties in the United States.
The general conclusions which can be drawn from these reports are that design effects are often appreciable and cannot be ignored. Design effects may vary substantially among different types of variables and different study designs. The ICC is generally considered to be more generalizable than the design effect, because the latter is dependent on the cluster size. However, an inverse relation between cluster size and the degree of between-cluster variation has been well described. Smith (20) described an inverse relation between plot area and the variation in yield between plots in agricultural experiments. Dormer (21) analyzed data for hypertension, smoking, alcohol drinking, and body fatness and reported higher ICCs for spouse pairs and lower values for counties in comparison with general practices. Our data, which included a wide range of variables, confirm that ICCs tend to be larger for smaller clusters such as households than for larger clusters such as district health authorities. In these data, because relatively small numbers of individuals were sampled over a large number of clusters, the actual cluster size was only modest, even at the district health authority level, but we suggest that the ICC will be related to true cluster size rather than to the number of people sampled per cluster. However, the design effect will be influenced by the number sampled per cluster, and substantial design effects will result when the number per cluster is large, even if the ICC is small.
