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Abstract We address here the topological equivalence of knots through the so-called Reidemeister moves.
These topology-conserving manipulations are recast into dynamical rules on the crossings of knot dia-
grams. This is presented in terms of a simple graphical representation related to the Gauss code of knots.
Drawing on techniques for reaction-diffusion systems, we then develop didactically an operator formalism
wherein these rules for crossing dynamics are encoded. The aim is to develop new tools for studying
dynamical behaviour and regimes in the presence of topology conservation. This necessitates the intro-
duction of composite paulionic operators. The formalism is applied to calculate some differential equations
for the time evolution of densities and correlators of crossings, subject to topology-conserving stochastic
dynamics. We consider here the simplified situation of two-dimensional knot projections. However, we
hope that this is a first valuable step towards addressing a number of important questions regarding the
role of topological constraints and specifically of topology conservation in dynamics through a variety of
solution and approximation schemes. Further applicability arises in the context of the simulated annealing
of knots. The methods presented here depart significantly from the invariant-based path integral descrip-
tions often applied in polymer systems, and, in our view, offer a fresh perspective on the conservation of
topological states and topological equivalence in knots.
Keywords Knots · Topological equivalence · Reidemeister moves · Stochastic dynamics · Reaction-
diffusion systems
1 Introduction
In this article we address topological constraints related to entanglements in a statistical physical setting.
Entanglements occur naturally, for instance in the setting of polymer systems, where they impose con-
straints on conformational freedom. Several factors contribute to (and impose) topological constraints.
Firstly, strands physically cannot move through each other. This self-exclusion property is not trivial to
incorporate into mathematical polymer descriptions. (In path integral formulations of excluded volume
interactions in flexible polymers, for instance, a perturbation expansion in terms of the excluded vol-
ume parameter diverges when treated in fewer than four spatial dimensions. The divergence occurs since
monomer contacts for random walks are unlikely for dimensions above four, but grow as a function of
polymer length for dimensions below four [1, 2]. Other descriptions of self-avoiding walks (SAWs) exist.
Simple examples include Flory’s basic scaling arguments for the entropy and energy of SAWs [2], and
mapping the excluded volume interaction onto the n→ 0 limit of n-component spin model [3].)
Secondly, we need to consider how topological constraints are affected by whether strands are open or
closed. Closed loops have “frozen in” topological constraints that are absent for open strands. For open
strands, the relative entanglement of the strands is not a fixed property of a particular configuration
since strands may slide along each other – a process known as reptation [3] in poylmer physics – until
entanglements disappear. In contrast, the conformational freedom in closed loops depends greatly on
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2whether loops are interlocking or not. Individual closed loops can be self-entangled, and therefore also
have frozen-in topological constraints that are absent for open strands. (In the setting of polymers, for
instance, further types of frozen-in topological states may exist, e.g. in cross-linked polymer networks
[4, 5].)
Here we shall consider individual closed loops, viewed mathematically as knots. There exist several
biological systems where closed polymer loops appear naturally. A suited example is that of ring closure
observed in DNA molecules, which has been the subject of much theoretical and experimental study;
see, for instance [6], where it was concluded that “short DNA fragments are surprisingly flexible” and
that “covalent joining of the ends of linear DNAs by ligase to form closed circular molecules is a fast
reaction”. Several experimental observations in biological systems, many of them pertaining to coiling
states DNA strands, have been addressed through topological approaches [7]. In a cellular context the role
of topology is highlighted by the requirement for compact packaging of DNA strands. Indeed, specialised
topoisomerase enzymes regulate winding properties of DNA by altering its topological states [8]. On the
other hand, developments in experimental techniques have made possible the synthesis of molecular knots
and a direct study of their topological properties [9].
The theoretical understanding of the role of topological constraints has, not surprisingly, been the
focus of considerable research efforts. Monographs by Kauffman [10] and Nechaev [11] and a review
article by Kholodenko and Vilgis [12], amongst others, provide a wide range of background from different
perspectives. The last two references are particularly relevant for questions of entanglements of polymers.
The preservation of the knotted state of polymers is a reduction of their configurational freedom in
comparison to ghost-like chains (i.e. which move through one another). The physical picture of such
a constrained polymer is amenable to very useful effective descriptions such as models restricting the
chains to tubes (for example, [2, 13]); but there are also very successful path-integral implementations of
the actual topological restriction of other objects on a closed polymer loop (see, e.g. [14]). The effective
tube descriptions do not, however, capture the topology of polymer knots completely, although they are
mathematically much simpler to implement. Historically, topological constraints on closed polymers have
typically been addressed in the context of knot theory, with the goal of classifying knots which possess
some common topological property or knot invariant. Given two knots, K1 and K2, a sensibly defined knot
invariant I(Ki) should allow for some conclusions about the topological equivalence of K1 and K2. Several
knot invariants have been defined on knot diagrams (planar projections of knots) — see, for instance,
[10, 15, 16]. Examples include simple numbers like winding or linking numbers, and polynomial invariants
like the Jones and Alexander polynomials. However, as yet it is uncertain whether any invariant provides a
complete classification scheme for knots. Alexander polynomials, for instance, do not distinguish between
all types of knots. Jones and Kauffman polynomials provide a more powerful classification scheme, but
do not distinguish all knot types either [17]. Algebraic invariants and other algebraic approaches have
been applied extensively to the problem of knot simplification and statistical properties of knots, see e.g.
works by Grosberg and Nechaev [11, 18, 19]. In application to polymer systems with closed loops, then,
typically some knot invariant I(K) is included into polymer path integrals through a delta functional
which is then exponentiated through the Fourier representation. In this way some aspects of topology
conservation are captured by restricting the conformations for the partition function. These mathematical
descriptions are complicated as even using the simplest knot invariants to determine the partition function
of a constrained polymer system is a non-trivial matter. In a seminal article by Edwards [20], a closed
polymer wound around a rod is investigated through the use of winding numbers as a knot invariant.
This problem has been revisited and extended [21, 22] to include geometric confinement. The references
[11, 12] discuss and point to a wealth of physics connections, applications and implementations of knots,
including field theories.
In the present work, which is inspired by the above themes from polymer physics, we take a slightly
different approach: instead of asking whether knots K1 and K2 have a common knot invariant, we focus
on the conservation of the topological state of a particular knot . Our aim is therefore not to find
a comparative schema for knot classification through invariants, but rather to pursue a formalism that
will allow us to explore knots that are topologically equivalent to a given knot. Our approach is based on
the Reidemeister moves, which are fundamental to knot theory [23] since they provide a necessary and
sufficient recipe for manipulating knot diagrams in a way that leaves the knots’ topology unchanged. Two
knots that are related by any sequence of these moves are generally referred to as being regularly isotopic
[10]. This is sufficient where we consider topology conservation and no further classification scheme is
needed.
The article is organised as follows. In Section 2 we set out basic definitions of knots and describe
how they may be represented in terms of planar projections. We address there the Reidemeister moves
and their implications for topological equivalence. Thereafter, we introduce an intuitive and instructive
representation of knot diagrams (which we call the “arc diagram” representation) in terms of their
crossing structure, not unlike the Gauss code. The topology-conserving Reidemeister moves are then
3cast into dynamical rules for these arc diagrams in Section 3. After reviewing some operator techniques
for describing reaction-diffusion systems in Section 4, we set out in Section 5 an operator formalism for
stochastic crossing dynamics on knot projections, subject to topology conservation. The aim there is to
consider dynamics that evolve knot diagrams according to topology-conserving rules. Similar techniques
have been applied to studying various dynamical regimes and steady states in the presence of birth and
decay processes, e.g. contact processes and pair-contact processes [24, 25, 26]. Our formalism extends these
ideas to composite species with restricted occupation numbers, and allows for the systematic derivation of
differential equations for the evolution of various densities and correlators for crossings of knot diagrams
whose topological state is conserved, as is discussed in detail for the zeroth and first Reidemeister moves.
This opens the door to a different perspective for investigating the role of topological constraints in
dynamical processes. Applications and limitations of this operator formalism, as well as the connection
to physical three-dimensional knots, will need to be studied in terms of specific examples, as set out in
our outlook to future work.
Although the question of knot simplification is not our focus, we present in Appendix A some sug-
gestions toward an algorithm for simulated annealing of knots (knot simplification), incorporating the
representation and dynamical rules from previous sections.
2 Knots, crossings and their representations
As mentioned above, several motivations from biological, chemical and polymer systems exist to incor-
porate knot theory into theoretical polymer descriptions. Indeed, a closed, self-entangled polymer loop
could be viewed as a knot. We will be concerned simply with knot projections. In this section we discuss
some aspects of knots and their representations. We further address the Reidemeister moves — local ma-
nipulations on planar knot diagrams that conserve the knot topology. In particular, we show how these
moves may be translated into rules for dynamics of the crossings of knot diagrams.
2.1 On knots and knot diagrams
We consider here only classical knots — embeddings of a circle in three-dimensional Euclidean space.
Virtual knots, which are a generalisation of standard knots [27], will not be dealt with. Physically such
embeddings could be realised by taking an open piece of string, entangling it with itself in some chosen
way, and closing it on itself. The closing captures (freezes) some aspects of the particular entanglement.
Clearly different knots may be such that one cannot be continuously deformed into the other. This forms
the basis for our notion of topological equivalence.
The shadow of a knot is defined as the two-dimensional (i.e., planar) projection of the knot. We
deal here with regular projections, for which the shadow is a regular graph with vertices that all have a
degree of four. A knot diagram is then a shadow where some line-segments are deleted at the crossings
to indicate over- or undercrossings; examples are shown in Figure 1. Link diagrams are knot diagrams
comprised of multiple components that do not intersect, but may be knotted / linked. We shall consider
only individual knots, i.e., links with a single component.
31 41
Fig. 1 Knot diagrams for the knots 31 (trefoil knot) and 41.
Prime knots cannot be reduced or decomposed to simpler knots through manipulations that do not
break strands, and are classified according to the number of crossings they contain. The knots 31 and
41 in Figure 1 are prime knots; they are in their “simplest form” in that the number of their crossings
cannot be reduced through topology-conserving manipulations. Clearly these knots are topologically
distinct. The question arises as to how topologically distinct knots may be classified. As stated, many
knot invariants have been defined to this end, examples including winding numbers, linking numbers
and several polynomial invariants; see, for instance [15, 16]. Alternatively one may ask in what way
topologically equivalent knots are related. Indeed, it is this question that is of interest to us here. With
that goal we now turn to a set of topological manipulation rules — the Reidemeister moves.
42.2 Reidemeister moves and knot equivalence
In his seminal work on knot theory [23], Reidemeister set out that rules for how knots or links may be
manipulated without altering their topology. These manipulations, the Reidemeister moves, here denoted
as R1, R2 and R3, involve local manipulation of strands on a knot diagram, and are illustrated in Figure
2. R1 involves the removal of a single loop from a strand that is crossing with itself (or the addition of
such a loop to a naked strand). R2 entails the separation of two strands that cross each other in two
places (or moving two separate strands so that they cross each other). Finally, R3 involves moving one
strand across a single crossing of two other strands. Naturally all three moves are reversible, and none
forces strands to intersect.
R1
si si+1
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Fig. 2 The Reidemeister moves on parts of some (unspecified) knot.
We have included in Figure 2 an orientation on the strands involved, and indicated discretised arc-
length coordinates si in the projection (relative to some starting point on the knot in question). Overpasses
and underpasses are indicated with red and blue dots at the crossings, respectively. (The two dots at a
given crossing are understood to be on top of each other in the planar projection.)
A further move involves basic topological deformations of planar curves that do not alter the crossing
structure of the knot. This move is topologically trivial, and may be viewed as stretching and pulling a
knot without affecting its crossings [15], as shown in the top of Figure 3. Frequently this move is referred
to as R0 [10]. However, we shall reserve the notation R0 for the topologically trivial move that alters the
relative lengths of different segments between crossings by sliding strands across each other at a crossing
in such a manner that no crossings disappear and no new crossings are introduced — see the bottom
scenario in Figure 3.
pull pull
R0
si sj si sj+1
Fig. 3 Trivial manipulations on knot diagrams.
In his famous theorem, Reidemeister established that two knots are equivalent (isotopic) if and only
if there exists some sequence of the Reidemeister moves that relates them [23]. This notion will be used
as the definition of topological equivalence of knots here.
In the following section we present a scheme for representing knot diagrams according to their cross-
ings. This scheme will be used to derive rules on crossings of knots that encode the topology conservation
captured by the Reidemeister moves.
52.3 Crossings: allocation of signs and representation on arc diagrams
We wish to record positions of crossings on a knot diagram. Restricting the discussion to tame knots with
a finite length L, we introduce an arc length parameter s ∈ [0, L], which describes the position relative
to an arbitrary “starting point” in the knot diagram where s = 0 (and/or where s = L, since the knot is
unbroken and periodic). We discretise s, so that si = i where  =
L
N would be a minimal length-scale /
Kuhn length of the strands.
Signs are allocated to crossings on the knot diagram according to the following procedure,
1. Choose a reference point on the knot to be labelled as s = 0, and choose an orientation for the knot
diagram (arbitrary).
2. Follow the strand until a crossing is encountered, say at si. Note the coordinate of the other strand
involved with the crossing, say sj .
3. If the current strand, si, is an overpass (red dot), record σ(si, sj) = +. If the current strand is an
underpass (blue dot), record σ(si, sj) = −. The ordering si < sj is assumed.
4. On a line with sites representing the discretized coordinates, draw an arc connecting si and sj , labeled
with σ(si, sj).
5. Continue in this manner until all crossings have been visited.
Recall the usual assumption [15] that the projection is such that at most two strands lie above each other
at a given crossing. This implies that a given site on an arc diagram be occupied by at most one arc foot.
Diagrams generated in this manner will henceforth be referred to as arc diagrams. Two examples
illustrate these ideas in Figure 4.
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Fig. 4 Arc diagrams corresponding to the two prime knots 51 and 52. Distances on the arc diagrams are not
drawn to scale.
2.4 Boundary conditions on arc diagrams
Consider an arc diagram, generated from a knot diagram (i.e., from a closed loop), with an arc between
s0 and si, i.e., one arc foot is on the boundary s0 = sN . An R0 move is executed such that the crossing
is now between si and sN−1. Due to the ordering convention set out above, the sign on the arc diagram
would now change, since s0 < si < sN−1. This is illustrated in Figure 5. Arc diagrams therefore have
periodic boundary conditions (due to the periodicity in the arc length coordinate), but a sign change
occurs when one arc foot is moved across the boundary s0 = sN .
s0 si si sN−1
+/−
−/+
Fig. 5 Boundary conditions on arc diagrams: moving an arc foot across the boundary s0 = sN results in a sign
change for the arc. (This is obviously reversible.)
62.5 Reconstructing the knot: arc diagrams and the Gauss code
Our arc diagram representation of crossings of knots is very similar to the Gauss code. We describe the
Gauss code briefly, drawing on the discussions of Kauffman et al. [27, 28].
The Gauss code is a sequence of labels for the crossings of a knot. Each label (crossing) is repeated
twice, since each crossing would be encountered twice while walking once along the entire length of any
unbroken knot. In addition to the crossing sequence, a Gauss code also records whether a particular
strand segment is at the top or bottom of a given crossing. In Figure 6 we show a trefoil knot and its
corresponding arc diagram. The Gauss code corresponding to this trefoil is
gtref. = O1U2O3U1O2U3, (1)
where O and U refer to “over” and “under”, respectively. This sequence contains the same information
as the arc diagram in Figure 6. Following the s axis of the arc diagram from left to right, we see that the
signs of the arcs encountered are analogous to the sequence of Os and Us. Since each arc corresponds to a
crossing, it is trivial to reconstruct the Gauss code in equation(1) from the arc diagram. The arc diagram,
however, further records the arc distance between consecutive crossings along the projected arc-length
coordinate, and not only their order.
s1
s2
s5
s3
s6
s4
1
2
3
O (s = 0) + +−
s1 s2 s3 s4 s5 s6
Fig. 6 The trefoil knot is shown on the left. An origin and an orientation have been chosen and the three
crossings (circled in orange) have been numbered. The s co-ordinate of each strand at the crossings is indicated
by si, i = 1, 2, . . . , 6 (not to scale). On the right the corresponding arc diagram is shown.
An extension of the standard Gauss code is the signed Gauss code, which further records the orienta-
tion of each crossing, as defined in Figure 7. This orientation is denoted as + if a crossing is “right-handed”
and as − if it is “left-handed”.
+ −
Fig. 7 Standard knot theory convention for assigning orientation to a crossing according to its “handedness”.
The signed Gauss code for the trefoil knot in Figure 6 is
g
(s)
tref. = O1 + U2 +O3 + U1−O2− U3− . (2)
Note that this is not the same convention chosen to allocate signs to crossings in our arc diagrams. Indeed,
the + and − signs of arcs denote the Os and Us of a Gauss code, i.e., the overpasses and underpasses.
Arc diagrams do not capture the orientation of crossings as defined in Figure 7.
A natural question arises: can a knot diagram be reconstructed unambiguously from an arc diagram?
Indeed, there exists an algorithm for reconstructing a knot shadow from a particular Gauss code (this
code need not be be signed) [28]. The one proviso here is that the Gauss code underlying the construction
be planar, i.e., that there is no need to introduce virtual crossings during the reconstruction of the planar
shadow [27, 28]. (Knot diagrams with virtual crossings do not have physical realisations as embeddings in
three-dimensional space.) Since we are considering classical (read “non-virtual”) knots, this requirement
is trivially satisfied: we work with planar Gauss codes that were generated from a real knot. For such
Gauss codes, the reconstruction of the knot shadow is possible up to isotopy on a sphere [29]. As regards
over- and underpasses, reconstruction using the aforementioned algorithm leaves one arbitrary initial
choice in crossing orientation, but the orientation of the remaining crossings is fixed by the order of over-
and underpasses [28]. Arc diagrams contain the same information as a Gauss code and thus one may
reconstruct the knot shadow from a given arc diagram (up to an initial choice of crossing orientation).
This is crucial to our discussion, as we are considering the rules that relate topologically equivalent
7knots. We omit the explicit discussion of Kauffman’s reconstruction algorithm since our focus is on the
representation of the Reidemeister moves as rules on arc diagrams.
It should be noted that the manipulation of Gauss codes according to the Reidemeister moves has
been studied; see, for instance, the appendices of Kauffman’s book [10].
3 Representations of the Reidemeister moves on arc diagrams
In lieu of the arc diagram representation for the crossing structure of a given knot, we now investigate
how the Reidemeister moves would look on arc diagrams. Given an arc diagram, how can we generate
equivalent arc diagrams? We shall view such manipulations as dynamical rules for the arc feet, governed
by the Reidemeister moves since these relate topologically equivalent knots. For an arc diagram of a given
knot, the + and − arcs therein are treated as dynamical objects, whose feet “diffuse” between sites on
the arc diagram (like particles on a lattice) as various crossings “slide” around in the planar projection.
The latter processes occur in accordance with the topologically trivial moves illustrated in Figure 3. The
Reidemeister moves from Figure 2 then determine the interaction rules.
We now consider each Reidemeister move individually, as seen on segments of a knot in Figures 2
and 3. Since we only consider the segments of the knot which are close to the crossings involved, the
orientations of line segments will be chosen arbitrarily. In practice, these orientations would be determined
by the specifics of the remainder of the knot in question. This will prove to be of particular importance
for the representations of R2 and R3.
3.1 The move R0
Since the first move in Figure 3 does not alter the distance between crossings, we denote R0 the (topo-
logically trivial) move that alters the relative lengths of different segments in the strand; see the second
scenario in Figure 3. This corresponds to “diffusion” of the arc feet on arc diagrams, assumed to be to
nearest-neighbouring sites. This move leaves the number of crossings (arcs) unchanged. In our projection
we require that at most two strands ever cross each other, and the associated occupation restriction for
sites on an arc diagram implies that diffusion can only occur to empty neighbouring target sites. This
process is subject to the boundary conditions shown in Figure 5. We illustrate R0 on arc diagrams in
Figure 8, where we have suppressed the s label.
ji
+/−
j + 1i
+/−
ji
+/−
j − 1i
+/−
Fig. 8 The move R0 on an arc diagram. One arc foot “diffuses” to an adjacent site on the line, provided that
this site is empty. A corresponding scenario where the left foot (labelled i) diffuses is not shown here.
3.2 The move R1
Consider the forward direction for the first case of the move R1 in Figure 2. As the loop is shortened,
the arc feet of the crossing in question would approach each other on the arc diagram. As the loop is
removed from the strand, the arc between sites si and si+1 is removed from the arc diagram. If instead
we consider the reverse direction of the first case of the move R1 in Figure 2 where a crossing is created
in a strand that was previously crossing-free, the corresponding process on an arc diagram would be the
“creation” of an arc between nearest neighbouring sites.
The move R1 thus involves the creation / annihilation of a single arc at two adjacent sites on the arc
diagram. The creation process may only happen if the two sites are unoccupied. This is shown in figure
9.
i + 1i
+/−
i + 1i
empty n.n. sites
Fig. 9 R1 on an arc diagram: creation / annihilation of a single arc (of any sign) at neighbouring sites on the
line.
8Note that the sign of the arc being created / annihilated depends on which of the R1 scenarios in
Figure 2 is being considered. In principle, a combination move of R0 and R1 is possible, where an arc
that does not have nearest-neighbouring arc feet is inserted to or removed from the arc diagram. We shall
assume the scenario where R1 only occurs at nearest-neighbouring sites.
3.3 The move R2
Next we consider the move R2 in Figure 2. During this move a pair of crossings is created / annihilated
in the knot diagram. On an arc diagram this is represented by the creation / annihilation of an equal-
sign arc pair, where the left feet of both arcs are adjacent and the right feet of both arcs are adjacent.
This is illustrated in Figure 10. For the annihilation process the relative orientation of the two strands
is unimportant. Consequently the forward processes shown in Figure 10 can both happen assuming that
two arcs of equal sign can be found in the correct configuration on a given arc diagram. For the R2
annihilation process on an arc diagram it is thus unimportant whether the two arcs cross each other (top
of Figure 10) or whether they are “nested” (bottom of Figure 10).
ji i + 1 j + 1
ji i + 1 j + 1
Fig. 10 R2 on an arc diagram: creation / annihilation of an equal-sign arc pair. Top: parallel strands, bottom:
anti-parallel strands.
For the R2 creation process (i.e., the reverse processes in Figure 10), however, care must be taken
with the relative orientations of the two strands. Suppose we wish to create an arc pair at points i, i+ 1
and j, j + 1 as in Figure 10. To determine whether the crossings are created on parallel or anti-parallel
strands, we must count how many times the strand between i + 1 and j crosses itself. This corresponds
to counting the number of arcs completely contained in the red regions in Figure 10. For the creation of
an R2 pair on parallel strands this region would contain an odd number of complete arcs. In this case
the reverse process at the top of Figure 10 would occur. For the creation of an R2 pair on anti-parallel
strands the red region would contain an even number of complete arcs. In this case the reverse process at
the bottom of Figure 10 would occur. (It is not sufficient to simply count the number of arc feet in the
red region. If an arc has one arc foot in this region and the other outside, this represents a crossing of the
strand between i+ 1 and j with another strand in the knot, which does not affect the relative orientation
of the strands involved in the R2 move.)
3.4 The move R3
Finally we take a look at the last Reidemeister move in Figure 2. Again, the orientations of strands in
that figure were chosen arbitrarily and points on the strands were labelled correspondingly. The move is
applied to the strands in two parts: the strand containing points sj and sj+1 is moved past the crossing
of the other two, and then the other two strands are shifted along to return to a convenient configuration
for labelling. (This is technically a combination of R0 and R3, but is absorbed into our definition of the
latter move.) Note that the move R3 can only be executed when one of the three strands has an over-
and an undercrossing, and the remaining two strands either have two overcrossings or two undercrossings.
In the case where all three strands have an overcrossing and an undercrossing, it would be impossible to
move one of the strand past the crossing of the other two; see Figure 11.
Fig. 11 In this configuration it is impossible for one strand to move past the crossing of the two remaining
strands.
9In terms of arc diagrams, the execution of R3 translates into three pairwise exchanges of the positions
of neighbouring arc feet. An example of this is shown in Figure 12.
j
i i + 1
j + 1
k k + 1
j
i i + 1
j + 1
k k + 1
−
− −
−
++
Fig. 12 R3 on an arc diagram. This particular arrangement of signs corresponds to scenario from Figure 2.
Execution of the move results in exchange of positions of nearest neighbour arc feet.
Precluding the scenario in Figure 11 necessitates restrictions on the sign combinations of arcs involved
such that two of the three nearest-neighbouring pairs of arc feet have unequal signs, and the third has
equal signs.
3.5 Summary of allowed “dynamics” on arc diagrams
– Only one arc foot is allowed per site on the arc diagram, since at most two strands may cross each
other in the projection.
– Arc feet may “diffuse” on the arc diagram. This may only occur if the nearest neighbouring target
sites are unoccupied. This process corresponds to relative lengthening / shortening of various strands
in the knot diagram, as governed by R0. If two arc feet are in adjacent sites, they may not move past
each other. See Section 3.1 for more details.
– Arcs on the arc diagram “interact” according to the remaining Reidemeister moves:
– R1: a single arc (of either sign) may be created or annihilated at nearest neighbouring sites on
the arc diagram. This corresponds to introducing new single loops into the knot projection, or
removing single loops. For the creation process, adjacent nearest neighbouring sites on the arc
diagram must be unoccupied. See Section 3.2 for more details.
– R2: equal sign arc pairs are created or annihilated on the arc diagram. For the creation process,
the two pairs of nearest neighbouring target sites must be unoccupied, and relative orientation of
the strands must be taken into consideration. This corresponds to moving two strands across each
other or separating them on the knot diagram. See Section 3.3 for details.
– R3: given that one of the allowed triplet combinations of arcs is present, nearest neighbouring arc
feet can exchange sites on the arc diagram. See Section 3.4 for more details.
– Importantly, ONLY R3 allows arc feet to exchange sites on the arc diagram. Without this move,
arc feet cannot move past each other.
3.6 Prime knots and their representation
As mentioned, prime knots are the “simplest” knots in that they cannot be reduced to contain fewer
crossings through some sequence of Reidemeister moves. A theorem by Schubert [30] states that any knot
may be expressed uniquely as the connected sum of prime knots. (This can be viewed as cutting prime
knots open and splicing them together.) In this sense prime knots provide a categorisation scheme for
fundamental (i.e., undecomposeable) knots according to the number of crossings they have. Extensive
tables of prime knots are readily available [31].
Prime knots will be particularly relevant for us. Consequently our labelling schemes must indeed
distinguish between different prime knots with the same number of crossings. Our representations of the
Reidemeister moves may also not alter the minimal number of crossings for a given prime knot. These
requirements are indeed met, as is manifest in the distinct arc diagrams in in Figure 4. Furthermore it is
easy to verify that none of the Reidemeister moves on arc diagrams (as set out in Section 3) can reduce
the number of arcs (i.e., crossings) for the examples in Figure 4. The minimal number of crossings of
prime knots is maintained as required, since no crossings can be removed through R1 or R2, and no
triplet of arcs exists that allows the execution of R3.
Indeed, it is an interesting question to ask what is the prime knot underlying some randomly generated
knot which is not in its simplest form (i.e., the form with the least number of crossings). In Appendix
A we shall present some ideas on how the representation of arc diagrams could perhaps be used in the
setting of a Monte Carlo type simulation to address such matters.
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3.7 Arc diagrams: what have we achieved?
With arc diagrams we have a simple graphical representation of the crossing structure of knots, where
information about distances between crossings in the projection is retained. We record arcs that each
have two positional degrees of freedom (the position of the two arc-feet) and a sign (indicating an over- or
undercrossing). This representation has numerous benefits. It allows for quick identification of scenarios
where the various Reidemeister moves may be executed. Occupancy restrictions on sites of the arc diagram
amount to a simple one-dimensional (albeit sometimes non-local) check. The nearest-neighbour checks for
the various Reidemeister moves are also easily realised. Consequently the generation of various equivalent
arc diagrams and, by implication, knot diagrams is now a simple task.
Topology conservation through the Reidemeister moves was translated into dynamical rules on arc
diagrams. The aim is now to encode these rules into stochastic dynamics on a lattice representation of
arc diagrams. We present this discussion in the language of master equations for a system with restricted
occupation numbers, and establish an operator formalism for the Reidemeister moves. The purpose is to
explore how the topological constraints affect dynamical quantities and correlations. Section 4 contains
an overview of operator techniques for master equations for reaction-diffusion systems. (Readers familiar
with these techniques may wish to proceed directly to Section 5.) Some relevant applications will be
considered. Drawing on these examples, we then derive a formalism for the dynamics on arc diagrams
and study densities and correlators in Section 5.
4 Review of some operator techniques for reaction-diffusion systems
Many physical systems can be modelled in terms of processes such as creation, annihilation, diffusion
and reactions of particles on a lattice. Occupation numbers for lattice sites provide a natural language
to represent states of a reaction-diffusion system. Typically the aforementioned processes are described
in terms of stochastic differential equations, such as master equations or Fokker-Planck equations, which
govern the time-evolution of the probability that the system occupies each state. Standard references
include the books of Gardiner [32] and Risken [33].
In 1976 Doi presented an elegant formalism for translating master equations (describing the rate of
change of probability in bosonic occupation number systems) into a field theoretical description [34]. Peliti
later expanded on this work in an extensive article [35] where descriptions of birth and decay processes
on a lattice are discussed. This formalism stemming from Doi’s work has become a broadly-used tool in
the study of reaction-diffusion systems, and has opened the door to powerful field theoretic techniques
such as renormalisation techniques [36, 37]. Typically bosonic systems are considered in this setting,
i.e., occupation numbers of individual lattice sites or states are not restricted in any way. There exist,
however, prescriptions for systems with restricted occupation numbers [38, 39, 40, 41]. One may expect
that the extension to this formalism simply involves replacing bosonic degrees of freedom with fermionic
ones on an operator level. This is indeed not the case, since fermions encode an anti-symmetry under
exchange of particles which is not desired in this setting: we are considering dynamic processes on lattice
sites and simply want the occupation number of each site to be restricted. The solution to this involves
the introduction of so-called “paulions” which have both fermionic attributes (restricted occupation
number) and bosonic attributes (symmetry under exchange of particles). Systems with occupation number
restrictions have been studied in the context of aggregation reactions [38, 42] and frameworks have been
suggested for finding their classical actions in terms of modified Grassmann variables [39] and in the
context of fermionic field theories [40, 41]. It may be of interest that master equations for some one-
dimensional non-equilibrium systems can be written as Schro¨dinger equations describing certain quantum
chains; see, for instance, [43] and references therein.
In the following sections we provide a brief outline of Doi’s formalism and some basic extensions
thereof, referring to some standard examples. We point out in particular how one may arrive at differential
equations for the time-evolution of densities and correlators under stochastic dynamics. This mathematical
toolbox will later be used when recasting the rules for crossing dynamics into master equations and
developing an associated operator formalism.
4.1 Mapping master equations onto an operator formalism
Here we present a brief overview of the techniques alluded to above. The discussion is an amalgamate of
the early ideas of Doi [34], and the later extensions thereof by Peliti [35], Mattis and Glasser [36] and
Ta¨uber et al. [37]. In Section 4.2 we discuss systems with restricted occupation numbers. Here we begin
by considering a bosonic system whose states are labeled completely by a vector of occupation numbers
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on N lattice sites,
n = (n1, n2, . . . , ni, . . . , nN ), ni = 0, 1, 2, . . . . (3)
The dynamics of such systems may be understood in terms of master equations for the rate of change of
the probability for certain configurations,
∂tP (n|t) =
∑
n′
{
ω(n′→n)P (n′|t)− ω(n→n′)P (n|t)
}
. (4)
The first term on the right of (4) indicates flux from all states n′ that could precede the sate n (hence-
forth termed “precursor states”), and the second indicates flux to all states n′ that could result from
n (henceforth termed “descendant states”). The transition rates ω need not be simple constant linear
quantities, but typically depend on the configurations n and n′.
It is the specific dynamical processes of the system (diffusion, creation, annihilation, aggregation, etc.)
that relate the state n to precursor and descendant states. Consider diffusion of a particle from site i to
site j. A possible precursor state to n under this process is the state
n′ = (n1, n2, . . . , ni + 1, . . . , nj − 1, . . . , nN ), (5)
whereas a possible descendant state from n is
n′′ = (n1, n2, . . . , ni − 1, . . . , nj + 1, . . . , nN ). (6)
We introduce for each site a set of bosonic creation and annihilation operators obeying
[ai, a
†
j ] = δi,j and [ai, aj ] = [a
†
i , a
†
j ] = 0. (7)
Here [A,B] = AB −BA is the standard commutator. The N -site vacuum state,
|0〉 = |0〉 ⊗ |0〉 ⊗ . . .⊗ |0〉 ≡ |n1 = 0, . . . , nN = 0〉 , (8)
vanishes under the action of any ai. A general occupation number state is written as
|n〉 =
N∏
i=1
(a†i )
ni |0〉 = |n1, . . . , nN 〉 . (9)
Normalisation here differs from that usually considered in a quantum mechanical setting: pre-factors of
1√
ni!
have been omitted. This convention has been adopted ubiquitously in the literature pertaining to
this method since it simplifies later steps. The states in equation (9) are orthogonal with respect to the
following inner product,
〈n|n′〉 =
N∏
i=1
(ni!) δni,n′i . (10)
The operators in (7) act on the occupation number state (9) as follows,
ai |n〉 = ni |n1, . . . , ni − 1, . . . , nN 〉 and a†i |n〉 = |n1, . . . , ni + 1, . . . , nN 〉 , (11)
where departure from standard normalisation should again be noted.
To connect the operator formalism and the master equation (4) we define a state vector
|φ(t)〉 ≡
∑
n
P (n|t) |n〉 , (12)
which is just a sum over all occupation states of the system, appropriately weighted by their respective
(time-dependent) probabilities. The probability of a particular state n˜ may be recovered through
P (n˜|t) = 1∏
i n˜i!
〈n˜|φ(t)〉 . (13)
This equation allows the identification of a Liouvillian operator Lˆ that governs the time-evolution of the
state vector,
∂t |φ(t)〉 = Lˆ |φ(t)〉 . (14)
Lˆ encodes the physical processes that relate current, precursor and descendant states in the master
equation (4). In Section 4.3 we shall discuss some basic examples of applications; also see [36, 37] for
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discussions of pair annihilation / creation, diffusion, aggregation, multi-species processes and higher-order
decay processes.
Note that Lˆ need not be Hermitian in general. Indeed, probability conservation is not encoded through
unitary time-evolution as would be the case in a quantum mechanical setting. Instead we define a “sum”
state
|s〉 ≡ e
∑N
i=1 a
†
i |0〉 =
∑
n
|n〉 . (15)
This state is a uniform superposition of all possible combinations of occupation numbers, as can be seen
by Taylor expansion of the exponential, subject to the commutation relations in (7). Equation (15) is an
eigenstate of all ai with an eigenvalue of unity. Consequently, due to the orthogonality condition (10),
〈s|n〉 = 1 for all states |n〉. Supposing Lˆ is known, the formal solution to (14) is
|φ(t)〉 = eLˆt |φ(0)〉 (16)
for some initial state |φ(0)〉. For any initial state it must hold that 1 = 〈s|φ(t)〉 = 〈s| eLˆt |φ(0)〉. Therefore
probability conservation implies the requirement
〈s| Lˆ = 0. (17)
This is automatically satisfied by Liouvillians derived from probability-conserving master equation [37].
The condition (17) is thus the analogue of hermiticity in quantum mechanics. For observable quantities
A(n, t) that depend on the occupation numbers, time-averages may be calculated through
〈A(t)〉 =
∑
n
P (n|t)A(n) =
∑
n
P (n|t) 〈s| Aˆ |n〉 = 〈s| Aˆ |φ(t)〉 . (18)
The operator Aˆ is obtained by the association ni ↔ nˆi ≡ a†iai. The average 〈·〉 here refers to an average
over all realisations of the stochastic dynamics encoded in the master equation. From (14) and (17) follows
the equation of motion for observables,
∂t〈A(t)〉 = 〈s| AˆLˆ |φ(t)〉 = 〈s| [Aˆ, Lˆ] |φ(t)〉 . (19)
This allows us to calculate the rate of change of averages and correlators of various quantities [38, 39]. In
particular we point out for the single-site occupancy (nˆI) that
∂t〈nˆI〉(t) = 〈s| [a†iai, Lˆ] |φ(t)〉 . (20)
This can, for instance, be used to study time-evolution of the two-site correlator
CI,J = 〈nInJ〉 − 〈nI〉〈nJ〉. (21)
This establishes a mapping between master equations and a time-evolution equation formulated in
terms of creation and annihilation operators. Average quantities can be calculated through (19), and the
operator formulation opens the door to techniques such as time-slicing to obtain a field theoretical repre-
sentation of equation (16) [35, 36, 37, 39]. This has been addressed, for instance, through renormalisation
methods [37]. It is further possible to calculate the corresponding action through a coherent state path
integral; a discussion for bosonic systems is found in [37].
In the present work we wish to express the Reidemeister moves as represented on arc diagrams (see
Section 3) in terms of Liouvillians that are obtained from the corresponding master equations. As stated,
the occupation numbers in arc diagrams are subject to certain restrictions that will need to be encoded
into this description. To this end the bosonic commutation relations (7) will need to be modified. We
briefly discuss these modifications in a general setting in the following section.
4.2 Operator formalism for restricted occupation numbers: the paulionic case
Suppose we repeat the preceding analysis, but for systems with restricted occupation numbers n =
(n1, . . . , nN ) such that ni ∈ {0, 1}, i = 1, . . . , N . We summarise briefly the consequences of this
restriction, following the discussions in [36, 37, 38].
A straightforward replacement of the bosonic commutation relations (7) with fermionic ones brings
about anti-symmetry of states. We merely seek the restriction of occupation numbers, but wish to retain
symmetry under particle exchange. Consequently we define operators that commute at different lattice
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sites but obey fermionic anti-commutation relations on-site, referred to as paulions [36] since they may
be represented in terms of a set Pauli matrices that commute off-site. Explicitly we require
{ai, a†j} = δi,j ,
[ai, aj ] = [a
†
i , a
†
j ] = 0,
a2i = (a
†
i )
2 = 0,
[ai, a
†
j ] = δi,j(1− 2a†iai). (22)
Here {A,B} = AB + BA is the standard anti-commutator. The last line of equation (22) is easily
seen to be a consequence of the first three. These mixed commutation relations preclude the undesired
anti-symmetry of completely anti-commuting fermionic operators. (Paulions may be related to standard
fermions through the Jordan-Wigner transformation [36, 40, 41], although we shall not use this fact
explicitly.)
Barring the modifications in (22), the remainder of the formalism set out in Section 4.1 is not altered.
States are still labelled by an occupation number vector |n〉 as in equation (9), except that ni ∈ {0, 1}.
The sum state |s〉 from equation (15) is unchanged. However, the paulionic relations (22) imply that |s〉
is no longer an infinite superposition, but rather a superposition (of 2N terms for N lattice sites) with
all possible combinations ni ∈ {0, 1}.
The definition of the state vector (12), the time-evolution equation (14) and the calculation of stochas-
tic averages in equations (18) and (19) are all unchanged. Any expansions of exponentials of the operators
from (22) will truncate after the first order term, since all paulionic operators square to zero. Conveniently
ni ∈ {0, 1} further implies that all factorials in the bosonic inner product (10) need not be considered ex-
plicitly for paulions; this also holds for the mapping from the state vector to the probabilities in equation
(13). The specific dynamics of such a system (and the corresponding Liouvillian) would have to include
the restriction of occupation numbers; see, for instance, [38]. We consider a few examples of dynamical
processes to illustrate the differences between bosonic and paulionic systems in this setting.
4.3 Examples of applications to dynamical processes
Here we briefly illustrate the concepts of Section 4.1 through applications to specific physical processes.
In particular, we point out the differences between the bosonic and paulionic descriptions. Throughout
we shall assume that we are dealing with a single species (described in terms of operators ai and a
†
i ) on a
lattice with N sites. The following ideas will be developed for the application to crossing dynamics later.
4.3.1 Diffusion
Diffusion on a lattice may be viewed as hopping of particles between nearest-neighbouring sites i and j.
We base the following discussion loosely on references [37] and [39].
Bosonic case For a bosonic system, the master equation for diffusion from site i to site j is
∂tP (n|t) = D
∑
<i,j>
{(ni + 1)P (. . . , ni + 1, nj − 1, . . . |t)− niP (n|t)} . (23)
The summation is over nearest-neighbour sites, and could also be written as
∑
i
∑
j(i) where j(i) are
nearest neighbouring sites of i. D is a diffusion constant. The first term on the right captures the possible
precursor states of the state |n〉 (see (5)); the (ni + 1) encodes multiplicity of the process. The second
term on the right indicates probability flux out of state |n〉 through this process, which can happen in
ni ways. For bosons there is no restriction on the descendant state. From equation (13), the Liouvillian
corresponding to the bosonic diffusion master equation (23) is found as
Lˆdiff., bos. = D
∑
<i,j>
{a†jai − a†iai}, (24)
where the as obey the bosonic relations (7). It is the backward action of Lˆ and the factorials in (13) that
generate the appropriate prefactors in equation (23). It is easy to verify that this Liouvillian is probability
conserving through equation (17) since
〈s| a†jai = 〈s| ai = 〈s| a†iai. (25)
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This follows since 〈s| is an infinite superposition of all (bosonic) occupation numbers which is unaffected
by laddering down once at any site. We can now calculate the average occupation number at site I
through equation (19),
∂t〈nˆI〉 = 〈s| [nˆI , Lˆdiff., bos.] |φ(t)〉 = D
∑
i(I)
〈s| a†Iai − a†iaI |φ(t)〉 = D
∑
i(I)
{〈nˆi〉 − 〈nˆI〉} . (26)
Summation is over sites i that are nearest neighbours to I. The result is a standard discrete diffusion
equation.
A similar calculation may be performed for the two-site correlator (21); see [39].
Paulionic case For the paulionic case the diffusion master equation reads
∂tP (n|t) = D
∑
<i,j>
{(ni + 1)P (. . . , ni + 1, nj − 1, . . . |t)− (1− nj)niP (n|t)} . (27)
In contrast to the bosonic case (23), the descendant state undergoes a selection. A pre-factor (1 − nj)
enforces that diffusion from i to j can only occur if site j is unoccupied. Correspondingly,
Lˆdiff., paul. = D
∑
<i,j>
{a†jai − aja†ja†iai}, (28)
where the as now obey the paulionic commutation relations (22) and the operator aja
†
j = 1 − nˆj is
included with the second term generates. The selection of descendant states in the master equation is
thus modified through the occupation number restriction. Other pre-factors in the master equation are
unchanged, but now subject to the constraint ni ∈ {0, 1} ∀i.
Formally, average quantities may be computed as for the bosonic case but while using the paulionic
relations (22) instead of the bosonic ones (7). Therefore the calculation of commutators with the Liou-
villian as in see (19) requires more care. Furthermore, for paulions it is no longer true that 〈s| a†k = 〈s|∀k. Instead, for paulions
〈s| a†k = 〈s| aka†k and 〈s| ak = 〈s| a†kak. (29)
The paulionic diffusion Liouvillian (28) is easily shown to be probability conserving, using (29). Despite
the departures from the bosonic case, the density at site I is unchanged. Indeed, for a non-interacting
diffusion system the differences between restricted and unrestricted occupation numbers is only seen on
the level of correlators [39].
4.3.2 Particle creation and annihilation
Again we contrast the bosonic and paulionic cases.
Bosonic case The master equation for creation of a boson at site i is
∂tP (n|t) = g
∑
i
{P (. . . , ni − 1, . . . |t)− P (n|t)} , (30)
where g determines the rate of creation. The precursor state must have one less particle at that site,
and the bosonic system can exit the current state through creation of a particle at site i without any
restrictions. These conditions are encoded in the following Liouvillian,
Lˆcr.,bos. = g
N∑
i=1
(
a†i − 1
)
, (31)
as found in [37]. This mapping is easily established through (11) and (13). For boson annihilation at site
i the master equation is
∂tP (n|t) = h
∑
i
{(ni + 1)P (. . . , ni + 1, . . . |t)− niP (n|t)} , (32)
where h is a rate constant. The precursor state to annihilating a particle at i must have one more particle
at that site, andthe prefactor ni + 1 indicates multiplicity. The system can only exit the current state
through annihilation at site i if there is indeed a particle at this site; this can happen in ni ways. Again
we find the corresponding Liouvillian through (11) and (13),
Lˆan.,bos. = h
N∑
i=1
(
ai − a†iai
)
. (33)
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Paulionic case In the paulionic case we must consider how occupation number restrictions affect the
Liouvillians. We present here some extensions to the results of [37]. If ni ∈ {0, 1} ∀i, a particle can only
be created at site i if it is unoccupied. The corresponding paulionic Liouvillian is
Lˆcr.,paul. = g
N∑
i=1
(
a†i − aia†i
)
. (34)
The first term in the summation is as with (31). Since (a†i )
2 = 0, the precursor state must indeed be
unoccupied at i, as required. The second term, however, is altered: a paulion can only be created at site
i if this site is unoccupied. This is ensured by the operator aia
†
i = 1− a†iai.
For annihilation to occur at site i, the only requirement is that some particle must be at this site.
Consequently the paulionic Liouvillian for this process is the same as the bosonic operator in (33),
Lˆan.,paul. = h
N∑
i=1
(
ai − a†iai
)
. (35)
Here the occupation number restriction is enforced by a2i = 0; again, see (22). The second term again
indicates that the system can only depart from the current state through annihilation of a particle at i if
indeed there is a particle at this site; this is enforced by the number operator a†iai which has eigenvalues
of 0 or 1 for paulions.
4.3.3 Other processes and multiple species
For our purposes the illustrative examples of diffusion and creation / annihilation suffice. The operator
formalism can however be applied to a various other processes, including aggregation (A+ A→ A) and
multi-particle birth and decay processes (0↔ Am, m ≥ 2). For detailed discussions, see [36, 37] and the
references therein.
It is also possible to generalise the above discussions to multi-species processes such as A + B → 0
or A + B → C, and “harvesting”-type reactions (A + B → A) relevant to aggregation-limited diffusion
[38]. Extension of the framework from Sections 4.1 and 4.2 for two species, A and B, simply requires
independent creation and annihilation operators ai, a
†
i , bi and b
†
i . All operators for species A commute
with all operators for species B, but operators for each species individually obey the on-site bosonic or
paulionic commutation relations, as in (7) and (22), respectively. Corresponding Liouvillians can then be
defined in terms of these operators.
5 Reidemeister moves as stochastic dynamics: Occupation numbers, master equations and
Liouvillians for arc diagrams
In Section 3 we set out how the crossings of a particular knot may be captured in an arc diagram,
and derived rules on these diagrams that encode topology conservation through the Reidemeister moves.
We now discuss how an occupation number labelling scheme for arc diagrams, and cast the dynamical
rules into stochastic dynamics through operator techniques from Section 4. As mentioned, the aim is to
develop new approaches to studying the role of topology conservation in dynamics of knot projections.
The methods considered here have found application in the study of dynamical regimes in systems with
birth and decay processes, e.g. [24, 25, 26]. We represent here the topology conserving manipulations
(Reidemeister moves) on knot diagrams as processes in a stochastic dynamical formalism. Although our
dynamics are defined on projections (as opposed to three-dimensional knots), we hope that this work is
a first step and a new approach to addressing this important question.
We represent a given arc diagram in terms of a set of occupation numbers,
Λ = {Ni,j,σ}, (36)
where
– i, j = 1, 2, . . . , N label two positions on the line of an arc diagram that has been discretised into N
sites,
– Ni,j,σ = 1 if there exists an arc of species σ ∈ {+,−} between sites i and j, and
– i 6= j and i < j are assumed (ordering convention).
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Λ is the two-index analogue of the vector of occupation numbers n from (3). The restrictions on occupation
numbers for arc diagrams, as discussed in Section 3, imply that, for some i < j,
Ni,j,σ ∈ {0, 1},
Ni,j,σ = 1 =⇒ Ni,k,σ′ = 0 ∀ k 6= j, ∀σ′, and∑
k(<i)
∑
σ
Nk,i,σ +
∑
k(>i)
∑
σ
Ni,k,σ ≤ 1. (37)
(In the second line it is implied that the same conditions hold on Nk,i,σ′ if k < i.) The aim now is to
formulate a master equation for a configuration Λ,
∂tP (Λ|t) =
∑
Λ′
ω(Λ′→Λ)P (Λ′|t)−
∑
Λ′′
ω(Λ→Λ′′)P (Λ|t). (38)
In this case, precursor and descendant states are related to Λ through the Reidemeister moves on arc
diagrams.
In the next section we construct occupation number states corresponding to (36) and consider how
the restriction on occupation numbers may be encoded through appropriate operator relations. This is
then applied in finding Liouvillians to represent the Reidemeister moves.
5.1 Operator representation: arc diagrams as occupation number states
The occupation number restrictions for arc diagrams, as in (37), necessitate two species of paulions (see
Section 4.3.3). The host space for states is a tensor product of the two state spaces,
H = S ⊗ B. (39)
Here S represents arc feet at single sites on the line of the arc diagram. Basis states for S, |ns〉, are labelled
by a vector ns = (n1, n2 . . . , nN ) containing individual occupation occupation numbers for sites, as with
the vector (3). Since ni ∈ {0, 1} in arc diagrams, dim(S) = 2N . The space B represents arcs between sites,
and has basis states |nb〉 labelled by the numbers {ni,j,σ} (i, j = 1, . . . , N and σ = ±1), indicating the
presence of arcs between sites and their species. It is implied that i < j for a given ni,j,σ. Since there are
two species σ ∈ {+,−} and we choose two of N sites for each arc, dim(B) = 2(N2 ) = N(N − 1).
Basis states for S and B are obtained from the vacuua of the spaces S and B with paulionic creation
operators a†i and b
†
i,j,σ akin to those in equation (22), such that
|ns〉 =
∏
i
(a†i )
ni |0〉S (40)
and
|nb〉 =
∏
i,j,σ
(b†i,j,σ)
ni,j,σ |0〉B . (41)
The states in equation (40) are orthogonal with respect to the usual inner product (10), subject to
ni ∈ {0, 1}. The states in equation (41) obey
〈nb|n′b〉 =
N∏
i,j=1
∏
σ=±
δni,j,σ,n′i,j,σ . (42)
Creation and annihilation operators obey paulionic commutation relations, i.e., if all indices on two
operators are equal they anti-commute, otherwise they commute. For the operators on S this is simply
given by (22). For the operators on B we have
{bi,j,σ, b†i′,j′,σ′} = δi,i′ δj,j′ δσ,σ′ ,
[bi,j,σ, bi′,j′,σ′ ] = [b
†
i,j,σ, b
†
i′,j′,σ′ ] = 0,
(bi,j,σ)
2 = (b†i,j,σ)
2 = 0,
[bi,j,σ, b
†
i′,j′,σ′ ] = δi,i′ δj,j′ δσ,σ′ (1− 2b†i,j,σbi,j,σ). (43)
This may be interpreted as the three-index version of paulions. Further, any operator on S commutes
with any operator on B.
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Any state in H may be written as
|ns〉 ⊗ |nb〉 ∈ H, with |0〉H ≡ |0〉 = |0〉S ⊗ |0〉B . (44)
The operator relations in (43) alone are not sufficient to encode the required exclusion statistics for arc
diagrams (see equation (37)). Indeed, any individual site on the arc diagram cannot be occupied by more
than one arc foot. We therefore need to restrict ourselves to a particular subspace of H. To this end we
define the composite operators
ci,j,σ = aiajbi,j,σ (45)
and their adjoints
c†i,j,σ = a
†
ia
†
jb
†
i,j,σ. (46)
The action on the vacuum of H is defined as
c†i,j,σ |0〉 = |0, . . . , ni = 1, 0, . . . , nj = 1, . . . , 0〉 ⊗ |0, . . . , ni,j,σ = 1, 0, . . . , 0〉 . (47)
Clearly the operators in equations (45) and (46) are only non-zero if i 6= j, due to the paulionic nature
of the as. For the same reason it is further evident that for k, j > i, c†i,j,σc
†
i,k,σ = 0, with a corresponding
condition holding for the annihilation operators. Avoiding explicit ordering of indices, it holds in general
that the product of any two c†s that share a position label is zero; similarly for the cs. It is this property
of the compound operators (45) and (46) that captures the important restrictions on occupation numbers
for arc diagrams set out in (37). We reiterate that the operator relations (43) alone would not be sufficient
to achieve this. To see this we define super-occupation numbers,
Ni,j,σ = ni nj ni,j,σ, (48)
which count the compound species created by the operators in (46): there must be an a-particle at each
site i and j, and there must be an arc of species σ between i and j in order for Ni,j,σ = 1. This set
of super-occupation numbers obeys the conditions (37). Single-site occupation numbers ni label some
arc-foot at site i on the arc diagram, where the other end of the arc could be at any other site. The arc
occupation numbers ni,j,σ label an arc of species σ between sites i and j. Thus if Ni,j,σ = 1, there must
be an arc-foot at each site i and j, and there must be an arc (of species σ) connecting sites i and j.
To the set Λ of occupation numbers for a given arc diagram (as in equation (36)), we now associate
the occupation number state
|Λ〉 =
∏
i,j,σ
(c†i,j,σ)
Ni,j,σ |0〉 . (49)
This is in analogy with (9). We further define a time-dependent state vector as in (12),
|φ(t)〉 ≡
∑
Λ
P (Λ|t) |Λ〉 , (50)
from which the probabilty of a particular configuration Λ′ may be obtained through
P (Λ′|t) = 〈Λ′|φ(t)〉 . (51)
Equation (51) again provides the link between the master equation and the operator representation
thereof, as set out in Section 4.1. This enables us to write down the Liouvillian Lˆ for a given physical
process so that formally
|φ(t)〉 = eLˆt |φ(0)〉 (52)
for some initial state |φ(0)〉 of the system. Lastly we require a sum state on H. In analogy to equation
(15), this is a uniform superposition of all possible occupation number states,
|s〉 = e
∑
i a
†
i+
∑
i,j,σ b
†
i,j,σ |0〉 . (53)
Given a Liouvillian, we can describe the time-evolution of quantities Aˆ as in equation (19),
∂t〈A(t)〉 = 〈s| [Aˆ, Lˆ] |φ(t)〉 . (54)
Here the quantity A could be some function of the super-occupation numbers Ni,j,σ, the arc-occupation
numbers ni,j,σ or the single-site occupation numbers ni. Correspondingly the operator Aˆ would then be
a function of the respective number operators
Nˆi,j,σ ≡ c†i,j,σci,j,σ, nˆi,j,σ ≡ b†i,j,σbi,j,σ, and nˆi ≡ a†iai. (55)
This equips us to describe dynamical behaviour of densities and correlators of crossings on arc-segments.
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5.2 The physical subspace P ⊂ H and physical sum state
The “creation of arcs” on the vacuum state of H with the composite operators c†i,j,σ according to(46)
and (49) ensures that the requirements for valid arc diagrams set out in equation (37) are encoded into
the physical states. We define the subspace P ⊂ H of “physical” states as the span of all possible states
created by the composite operators from the vacuum in H. For instance, a†i b†i,j,σ |0〉 /∈ P, since the j index
on the b† is not paired with a corresponding a†j .
If we assume that |φ(0)〉 ∈ P, and that the Liouvillian leaves P invariant, then (52) implies |φ(t)〉 ∈ P.
It is thus sufficient to restrict our sum state (53) to physical states,
|sP〉 = e
∑
i,j,σ c
†
i,j,σ |0〉 . (56)
Instead of (54) we may therefore write
∂t〈A(t)〉 = 〈sP | [Aˆ, Lˆ] |φ(t)〉 . (57)
Use of this equation for time evolution therefore requires that Lˆ must leave P invariant,
Lˆ |φ〉 ∈ P ∀ |φ〉 ∈ P. (58)
Lastly, all Liouvillians must be probability conserving. Assuming that condition (58) is met, and |φ(0)〉 ∈
P, probability conservation is encoded in terms of the physical sum state (56) through
〈sP | Lˆ = 0. (59)
5.3 Important relations of occupation numbers and properties of the physical subspace
We have defined the physical subspace P as the span of all states created by the action of the compound
paulionic creation operators in (46) on the vacuum in H. States of this form — see (49) — are labelled
with super-occupation numbers Ni,j,σ as defined in (48). We consider now some properties for relating
super-occupation numbers, arc-occupation numbers and single site occupation numbers of any physical
state, thereby encoding properties of arc diagrams.
1. Ni,j,σ = ni nj ni,j,σ with ni, nj , ni,j,σ ∈ {0, 1},
2. ni,j,σ = 1 =⇒ ni = nj = 1 since if ∃ an arc between i and j there must be arc feet at these sites,
3. ni,j,σ = 0 6=⇒ ni = 0 or nj = 0 since the absence of an arc between i and j does not imply that
feet of other arcs may not be at these sites,
4. ni = 0 and / or nj = 0 =⇒ ni,j,σ = 0 since the absence of arc feet at sites i and / or j implies that
there also cannot be an arc between them, and
5. ni = 1 and / or nj = 1 6=⇒ ni,j,σ = 1 since the presence of arc feet at sites i and j does not imply
that there is an arc between them.
Consequently it is clear that Ni,j,σ = ni,j,σ. By considering the possible different combinations, one may
also conclude that, for instance,
ni ni,j,σ = ni,j,σ. (60)
This equivalence also holds on the level of the corresponding number operators (55). Therefore some
operators are equivalent on P. For instance, instead of checking whether there exists some arc that
has a foot at site i, one could simply check whether site i is occupied by some arc foot, i.e., a†iai =∑
σ
{∑
k(<i) b
†
k,i,σ bi,k,σ +
∑
k(>i) b
†
i,k,σ bi,k,σ
}
=
∑
σ
{∑
k(<i) c
†
k,i,σ ci,k,σ +
∑
k(>i) c
†
i,k,σ ci,k,σ
}
. Several
other examples exist, but all are based on the above properties. It is further useful to note the following
properties of expectation values of the form 〈·〉 = 〈sP | · |φ(t)〉:
1. 〈ci,k,σ〉 = 〈c†i,k,σci,k,σ〉 = 〈Nˆi,k,σ〉 since 〈sP | ci,k,σ = 〈sP | c†i,k,σci,k,σ (in analogy to (25)),
2. similarly 〈c†i,k,σ〉 = 〈ci,k,σc†i,k,σ〉,
3. 〈ai〉 6= 〈a†iai〉 since 〈sP | ai 6= 〈sP | a†iai,
4. 〈Nˆi,k,σci,j,σ′〉 = 〈a†iaia†kakb†i,k,σbi,k,σaiajbi,j,σ′〉 = 0 ∀j, k, σ, σ′ since a2i = 0,
5. similarly 〈ci,j,σ′Nˆi,k,σ〉 = 〈Nˆi,k,σc†i,j,σ′〉 = 〈c†i,j,σ′Nˆi,k,σ〉 = 0, due to the states that the number
operators select and the cs and c†s annihilate or create when acting on 〈sP |,
6. 〈ci,j,σc†i,j,σ〉 = 〈aia†iaja†jbi,j,σb†i,j,σ〉 = 〈(1− nˆi)(1− nˆj)(1− nˆi,j,σ)〉 6= 〈1− Nˆi,j,σ〉, and
7. 〈(1− nˆi)(1− nˆj)(1− nˆi,j,σ)〉 = 〈(1− nˆi)(1− nˆj)〉 due to equation (60).
These properties will be needed for calculations involving equation (57).
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5.4 R0: Liouvillian and dynamical quantities
Here we shall describe the move R0 on arc diagrams (see Section 3.1) in terms of the operator formalism
set out above. We construct the Liouvillian corresponding to this process, drawing on the example of
single-species paulionic diffusion set out in equation (28) where diffusion of a particle from site i to site
j was considered. In the context of arc diagrams, we have in mind an arc whose one foot is at site i, and
then “diffuses” to site j. The other foot of the arc, at site k, is not involved in this process and remains
stationary. The corresponding Liouvillian is
LˆR0 = D
∑
<i,j>
∑
σ
{min(i,j)∑
k=1
[
c†k,j,σck,i,σ − aja†j c†k,i,σck,i,σ
]
+
N∑
k=max(i,j)
[
c†j,k,σci,k,σ − aja†j c†i,k,σci,k,σ
]}
, (61)
where D is some diffusion constant. The outer summation runs over nearest neighbours i and j, and
the two summations over k account for the two cases k < i, j and k > i, j. The latter summations
encode that the same arc undergoes diffusion of its one foot, and includes all possible arcs that could
undergo this step. In both cases the operator aja
†
j = 1− a†jaj allows diffusion to occur only if the target
site is unoccupied, as with equation (28). It is indeed sufficient to perform this check on the single-site
occupancy number nj , since nj = 0 =⇒ Nk,j,σ = 0 ∀k (see (37) and Section 5.3). The interpretation of
the other terms is clear: the positive term “picks out” a pre-cursor state where an arc, whose one foot
is based at site k, has its other arc foot at site i, but not at site j. The negative term indicates that the
diffusion step out of the current state may only occur if j is unoccupied and there is some arc with a foot
at site i. The Liouvillian in equation (61) leaves the physical subspace P invariant since all contributions
that add or remove particles (arc feet) are written in terms of cs and c†s. It remains to check that LˆR0
is probability conserving, i.e., that 〈sP | LˆR0 = 0 or equivalently Lˆ†R0 |sP〉 = 0. Consider the action of
the adjoint of the operators in the first line of (61) on the physical sum state. For instance, c†k,i,σck,j,σ
annihilates all terms in |sP〉 except the ones for which Nk,j,σ = 1, setting Nk,j,σ = 0 in these terms. Of
the remaining terms, all are annihilated except those where Nk,i,σ = 0, and then Nk,i,σ = 1 is enforced.
What remains are all terms where Nk,j,σ = 0 and Nk,i,σ = 1. The operator aja
†
j c
†
k,i,σck,i,σ annihilates
all terms in |sP〉 where nj = 1 and also all terms where Nk,i,σ = 0, leaving those where nj = 0 and
Nk,i,σ = 1. However, if Nk,i,σ = 1, the two statements nj = 0 and Nk,j,σ = 0 are equivalent for any state
in P since Nk,j,σ = 0 =⇒ nj = 0, and conversely (Nk,i,σ = 1 and nj = 0) =⇒ Nk,j,σ = 0; see again
(37). Similar reasoning applies to the other terms in (61), and thus this LˆR0 is probability conserving, as
required.
We now calculate some dynamical quantities using the machinery set out in Section 4, and therefore
repeat here the time-evolution equation for dynamical quantities (57),
∂t〈A(t)〉 = 〈sP | [Aˆ, Lˆ] |φ(t)〉 = 〈[Aˆ, Lˆ]〉. (62)
We begin with the single-site number operator nˆI = a
†
IaI for a particular site I. This operator clearly
commutes with the negative terms of the Liouvillian for R0 in (61). For k < i, j, for instance, we have
[nˆI , aja
†
j c
†
k,i,σck,i,σ] = 0. (63)
The non-trivial commutators are with the positive terms in (61), e.g.,
[nˆI , c
†
k,j,σck,i,σ] = a
†
kakb
†
k,j,σbk,i,σ [a
†
IaI , a
†
jai]
= a†kakb
†
k,j,σbk,i,σ
{
a†j [a
†
IaI , ai] + [a
†
IaI , a
†
j ]ai
}
. (64)
For the case k > i, j the position labels on the b and b† would be exchanged. Using the paulionic
commutation relations in equation (22) we find that
[a†αaα, aβ ] = δα,β (2a
†
αaα − 1) aα = −δα,β aα, and
[a†αaα, a
†
β ] = a
†
α δα,β (1− 2a†αaα) = δα,β a†α. (65)
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Inserting this into (64) and then performing cancellations and relabellings in the summations of the
Liouvillian (61) in the time-evolution equation yields
∂t〈nˆI〉R0 = D
∑
σ
∑
i(I)
{min(i,I)∑
k=1
(
〈c†k,I,σck,i,σ〉 − 〈c†k,i,σck,I,σ〉
)
+
N∑
k=max(i,I)
(
〈c†I,k,σci,k,σ〉 − 〈c†i,k,σcI,k,σ〉
)}
. (66)
Here i(I) are again sites i that are nearest neighbours of I. Let us consider a generic term in this
expression,
〈c†k,I,σck,i,σ〉 = 〈(1− nˆk)(1− nˆI)(1− nˆk,I,σ)ck,i,σ〉
= 〈ck,i,σ〉︸ ︷︷ ︸
〈Nˆk,i,σ〉
−〈nˆkck,i,σ〉︸ ︷︷ ︸
0
−〈nˆIck,i,σ〉 − 〈nˆk,I,σck,i,σ〉
+ 〈nˆknˆIck,i,σ〉︸ ︷︷ ︸
0
+ 〈nˆknˆk,I,σck,i,σ〉︸ ︷︷ ︸
0
+〈ck,i,σ nˆI nˆk,I,σ︸ ︷︷ ︸
nˆk,I,σ
〉 − 〈Nˆk,I,σck,i,σ〉︸ ︷︷ ︸
0
= 〈Nˆk,i,σ(1− nˆI)〉
= 〈nˆk,i,σ(1− nˆI)〉 (67)
where we have used the fact that i 6= I and also the properties set out in Section 5.3. We can now do the
summations over k and σ explicitly in (66), since we know that
∑
σ(
∑
k(<i) nˆk,i,σ +
∑
k(>i) nˆi,k,σ) = nˆi.
We obtain the simple relation
∂t〈nˆI〉R0 = D
∑
i(I)
[〈nˆi〉 − 〈nˆI〉] , (68)
which is exactly the same discrete diffusion equation obtained in equation (26) for diffusion of a single
species of paulions or bosons. (The right side above is simply the discrete version of the second order
spatial derivative of the density.) We conclude the following important result: the diffusion of arc-feet is
a local process, which is insensitive to the location of the non-diffusing arc-feet.
We now calculate the single-site correlator,
∂t〈nˆI nˆJ〉R0 = 〈[nˆI nˆJ , LˆR0]〉. (69)
Consequently we require commutators of the following type,
[nˆI nˆJ , c
†
k,j,σck,i,σ] = a
†
kakb
†
k,j,σbk,i,σ [a
†
IaI a
†
JaJ , a
†
jai]
= a†kakb
†
k,j,σbk,i,σ
{− δi,Ja†j nˆIai − δi,Ia†jainˆJ + δj,J nˆIa†jai + δj,Ia†j nˆJai}
= c†k,j,σck,i,σ
{
δi,J δi,I + δj,J δj,I − δj,J δi,I − δj,I δi,J
+nˆI (δj,J − δi,J) + nˆJ (δj,I − δi,I)
}
. (70)
We note that, since I 6= J , terms such as δi,J δi,I vanish. Using equation (67) we conclude that
∂t〈nˆI nˆJ〉R0 = D
∑
k 6=i,j
∑
σ
{
− δ<I,J> (〈nˆk,I,σ(1− nˆJ)〉+ 〈nˆk,J,σ(1− nˆI)〉)
+
∑
i(J)
〈nˆk,i,σ(1− nˆJ)nˆI〉+
∑
j(J)
〈nˆk,J,σ(1− nˆj)nˆI〉
+
∑
i(I)
〈nˆk,i,σ(1− nˆI)nˆJ〉+
∑
j(I)
〈nˆk,I,σ(1− nˆj)nˆJ〉
}
. (71)
In the summation over k we have implied the correct ordering of indices on the nˆs according to k < i, j
or k > i, j. Using the properties from Section 5.3 this summation and that over σ may be done explicitly,
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yielding
∂t〈nˆI nˆJ〉R0 = D
{
− δ<I,J> (〈nˆI〉+ 〈nˆJ〉)
+
∑
i(J)
(〈nˆinˆI〉 − 〈nˆJ nˆI〉)
+
∑
i(I)
(〈nˆinˆJ〉 − 〈nˆI nˆJ〉)
}
. (72)
For the case that I and J are not nearest neighbours, a continuum version of this equation would could
be written as ∂t c(x, y) = D
′( ∂
2
∂x2 c+
∂2
∂y2 c) where D
′ is some rescaled diffusion constant arising from the
continuum limit. If I and J are nearest neighbours, one simply obtains discrete versions of the gradient.
Next we turn to the number operator for arcs, nˆI,J,σ˜ = b
†
I,J,σ˜bI,Jσ˜. This operator also commutes
with the negative terms in Liouvillian (61). In analogy to equation (64), non-trivial commutators of the
following type remain,
[nˆI,J,σ˜, c
†
k,j,σck,i,σ] = a
†
kaka
†
jai [b
†
I,J,σ˜bI,Jσ˜, b
†
k,j,σbk,i,σ]
= a†kaka
†
jai
{
b†k,j,σ[nˆI,J,σ˜, bk,i,σ] + [nˆI,J,σ˜, b
†
k,j,σ]bk,i,σ
}
. (73)
We may now use the relations (43) to derive the following condition,
[nˆα,β,σ, bγ,δ,σ′ ] = −δα,γ δβ,δ δσ,σ′ bα,β,σ, and
[nˆα,β,σ, b
†
γ,δ,σ′ ] = δα,γ δβ,δ δσ,σ′ b
†
α,β,σ. (74)
This may be re-inserted into the time-evolution equation for nˆI,J,σ˜, and simplified through equation (67)
to obtain
∂t〈nˆI,J,σ˜〉R0 = D
∑
σ
∑
<i,j>
{min(i,j)∑
k=1
(δI,k δσ,σ˜) (δK,j − δK,i) 〈Nˆk,i,σ(1− nˆj)〉
+
N∑
k=max(i,I)
(δI,k δσ,σ˜) (δK,j − δK,i) 〈Nˆi,k,σ(1− nˆj)〉
}
. (75)
The first line of this equation (the case where k < i, j) could be simplified as follows,∑
σ
∑
<i,j>
∑
k(<i,j)
δI,k δσ,σ˜ (δJ,j − δJ,i) 〈Nˆk,i,σ(1− nˆj)〉
=
∑
<i,j>
(δJ,j − δJ,i) 〈NˆI,i,σ˜(1− nˆj)〉
=
∑
i(J)
〈NˆI,i,σ˜(1− nˆJ)〉 −
∑
j(J)
〈NˆI,J,σ˜(1− nˆj)〉
=
∑
i(J)
(
〈NˆI,i,σ˜(1− nˆJ)〉 − 〈NˆI,J,σ˜(1− nˆi)〉
)
. (76)
Again recalling that Ni,j,σ = ni,j,σ and multiplying out the terms above, we conclude that for the case
k < i, j
∂t〈nˆI,J,σ˜〉R0 = D
∑
i(J)
(
〈nˆI,i,σ˜〉 − 〈nˆI,J,σ˜〉
)
+D
∑
i(J)
(
〈nˆI,J,σ˜nˆi〉 − 〈nˆI,i,σ˜nˆJ〉
)
. (77)
The first summation is simply a discrete diffusion equation for the right foot of an arc where the left one
is kept fixed — compare to the single-site diffusion equation (68). The second summation shows that arc
diffusion also involves a correlation between the diffusing arcs and the single-site occupancies. The result
for k > i, j is trivially obtainable in a similar manner.
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Lastly we calculate the correlator for arc occupancies. We shall require the following commutator,
[nˆI,J,σ1 nˆK,L,σ2 , c
†
k,j,σck,i,σ] = a
†
kaka
†
jai [nˆI,J,σ1 nˆK,L,σ2 , b
†
k,j,σbk,i,σ]
= c†k,j,σck,i,σ
{(
δk,K δj,L δσ,σ2 − δk,K δi,L δσ,σ2
)
nˆI,J,σ1
+
(
δk,I δj,J δσ,σ1 − δk,I δi,J δσ,σ1
)
nˆK,L,σ2
}
. (78)
Inserting this into the time-evolution equation (62) with the Liouvillian (61) we obtain
∂t〈nˆI,J,σ1 nˆK,L,σ2〉R0
D
=
∑
i(L)
[
〈nˆK,i,σ2(1− nˆL)nˆI,J,σ1〉 − 〈nˆK,L,σ2(1− nˆi)nˆI,J,σ1〉
]
+
∑
i(J)
[
〈nˆI,i,σ1(1− nˆJ)nˆK,L,σ2〉 − 〈nˆI,J,σ1(1− nˆi)nˆK,L,σ2〉
]
. (79)
Comparing this with the arc-diffusion equation (76), we note that nˆI,J,σ1 is only correlated with nˆK,L,σ2
if the arc between sites K and L is undergoing diffusion (and vice versa). Since we are considering only
the R0-move in this correlator, the expected encoding of the diffusive behaviour is manifest here. This
result would lend itself well to a mean field approximation for decoupling arc diffusion terms of the type
(76) and arc densities.
5.5 Boundary conditions on arc diagrams
The periodic boundary condition set out in Section 3 (see Figure 5) must be encoded into the R0 process.
Diffusion of an arc foot across this boundary must result in a sign change of the arc. This could be done by
augmenting the Liouvillian for R0 with a sign-changing term at the boundary. Alternatively, quantities
can be calculated “in the bulk” (i.e., away from this boundary), and a corresponding boundary current
term can be included by hand.
5.6 R1: Liouvillian and dynamical quantities
Reidemeister 1 involves the creation and annihilation of a single arc at nearest-neighbour sites on the
line, as stated in Section 3.2 (see Figure 9). The Liouvillian for the arc-creation process is
LˆR1,cr. = g
N∑
i=1
∑
σ
{
c†i,i+1,σ − ci,i+1,σc†i,i+1,σ
}
, (80)
where g is some rate constant. The analogies to the paulionic Liouvillian for single-species particle cre-
ation (34) are clear. The positive term selects all precursor states which do not have an arc at nearest-
neighbouring sites i and i + 1. The negative term ensures that flux out of the current state through
creation of an arc may only happen if the current state has no arcs at these nearest neighbouring sites.
LˆR1,cr. leaves P invariant, and can beshown to be propability conserving by considering the action of the
adjoint of each operator in (80) on the physical sum state.
The Liouvillian for the arc-annihilation process is
LˆR1,an. = h
N∑
i=1
∑
σ
{
ci,i+1,σ − c†i,i+1,σci,i+1,σ
}
, (81)
where h is some rate constant. Here, too, the analogies to the corresponding paulionic Liouvillian for
single-species particle annihilation (35) are evident. The positive term selects a precursor state with one
more arc between sites i and i + 1 than the current state. The negative term enforces that the current
state may only be exited through annihilation of an arc between these sites if indeed such an arc exists. It
is easy to verify that the Liouvillian for arc-annihilation (81) also leaves the physical subspace P invariant
and is probability conserving, as required.
Next we calculate dynamical quantities for the R1 Liouvillians (80) and(81). As for R0, all number
operators commute with the negative parts of both of these Liouvillians. Again we require the several
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commutators, obtained from the paulionic relations (22) and (43). For the single-site quantities we need
the following,
[nˆI , c
†
i,i+1,σ] = (δI,i + δI,i+1) c
†
i,i+1,σ,
[nˆI , ci,i+1,σ] = −(δI,i + δI,i+1) ci,i+1,σ,
[nˆI nˆJ , c
†
i,i+1,σ] = c
†
i,i+1,σ
{
δi+1,J (nˆI + δi+1,I + δi,I) + δi,J (nˆI + δi+1,I + δi,I)
+δi+1,I nˆJ + δi,I nˆJ
}
,
[nˆI nˆJ , ci,i+1,σ] = ci,i+1,σ
{
− δi+1,J (nˆI + δi+1,I − δi,I)− δi,J (nˆI − δi+1,I − δi,I)
−δi+1,I nˆJ − δi,I nˆJ
}
. (82)
For the arc quantities we will need the following additional commutators,
[nˆI,J,σ˜ , c
†
i,i+1,σ] = δI,i δJ,i+1 δσ,σ˜ c
†
i,i+1,σ,
[nˆI,J,σ˜ , ci,i+1,σ] = −δI,i δJ,i+1 δσ,σ˜ ci,i+1,σ,
[nˆI,J,σ1 nˆK,L,σ2 , c
†
i,i+1,σ] = c
†
i,i+1,σ
{
δI,i δJ,i+1 δσ1,σ nˆK,L,σ2
+δK,i δL,i+1 δσ2,σ nˆI,J,σ1
}
,
[nˆI,J,σ1 nˆK,L,σ2 , ci,i+1,σ] = ci,i+1,σ
{
− δI,i δJ,i+1 δσ1,σ nˆK,L,σ2
−δK,i δL,i+1 δσ2,σ nˆI,J,σ1
}
. (83)
Furthermore, 〈ci,i+1,σ〉 = 〈Nˆi,i+1,σ〉 = 〈nˆi,i+1,σ〉 and 〈c†i,i+1,σ〉 = 〈(1− nˆi)(1− nˆi+1)〉. This, together with
the commutators (82) and (83), allows for calculating the time-evolution of several average densities.
We begin with the single-site density. For the creation of an arc we obtain
∂t〈nˆI〉R1,cr. = g
∑
σ
[〈(1− nˆI)(1− nˆI+1)〉+ 〈(1− nˆI−1)(1− nˆI)〉]. (84)
The interpretation here is clear: the creation of an arc can only increase the single-site density nˆI , and
this can only happen if both the site I and one of its neighbours are unoccupied. Saturation effects of the
restricted occupancy are evident. Note that this differential equation only depends on single-site densities,
and entails no coupling to arc densities.
The single-site correlator for the R1 creation process is found to be
∂t〈nˆI nˆJ〉R1,cr. = g
∑
σ
{
δ<I,J>
[〈(1− nˆI)(1− nˆJ)〉+ 〈(1− nˆI)(1− nˆI)〉]
+
[〈(1− nˆJ−1)(1− nˆJ)nˆI〉+ 〈(1− nˆJ)(1− nˆJ+1)nˆI〉]
+
[〈(1− nˆI−1)(1− nˆI)nˆJ〉+ 〈(1− nˆI)(1− nˆI+1)nˆJ〉]}. (85)
This correlator is a complicated function of higher orders of single-site correlators. The first term on
the right indicates correlation if I and J are nearest neighbours. The remaining terms show that site
occupancy at site I is correlated with an unoccupied site J and one of its unoccupied nearest neighbours,
and vice-versa. This makes sense, since the process under consideration here is the creation of arcs, which
happens at empty nearest-neighbouring sites. Again the saturation brought about by occupancy restric-
tions is evident. In equation (85) one could, in principle, multiply out the various terms. A continuum
version would then include gradient terms and triplet correlator terms.
We now repeat this analysis for the arc-density, obtaining
∂t〈nˆI,J,σ˜〉R1,cr. = g
∑
i
∑
σ
δI,i δJ,i+1 δσ,σ˜ 〈c†i,i+1,σ〉
= g δ<I,J>〈(1− nˆI)(1− nˆJ)〉, (86)
where the δ<I,J> ensures that the arc-density nˆI,J,σ˜ can only increase through the creation of an arc if
indeed I and J are nearest neighbours. It is further clear from the term 〈(1− nˆI)(1− nˆJ)〉 that the sites
must be unoccupied in order for an arc to be created — the restriction of occupation numbers is manifest.
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One may also calculate the correlator for arc quantities,
∂t〈nˆI,J,σ1 nˆK,L,σ2〉R1,cr. = g
{
δ<I,J>〈(1− nˆI,J,σ1)nˆK,L,σ2〉
+ δ<K,L>〈(1− nˆK,L,σ2)nˆI,J,σ1〉
}
. (87)
This result may be interpreted as follows: under the R1-creation move, two arcs are only correlated if
the occupancy conditions for a creation move are met. This is ensured by the “1 − n” terms and the
Kronecker delta functions.
Turning to the Liouvillian for the annihilation process, we obtain for the single-site density
∂t〈nˆI〉R1,an. = −h
∑
σ
[〈nˆI,I+1,σ〉+ 〈nˆI−1,I,σ〉]. (88)
The implication is that the single-site density nˆI can only be decreased by the annihilation of an arc if
there exists an arc (of either species) that has one foot at site I and another foot at a nearest neighbouring
site. In contrast to equation (84), this differential equation involves explicit dependence of a single-site
quantity on the arc densities.
The single-site correlator for the R1 annihilation process is found to be
∂t〈nˆI nˆJ〉R1,an. = h
∑
σ
{
δ<I,J>
[〈nˆI,J,σ〉+ 〈nˆJ,I,σ〉]
−[〈nˆJ−1,J,σnˆI〉+ 〈nˆJ,J+1,σnˆI〉]
−[〈nˆI−1,I,σnˆJ〉+ 〈nˆI,I+1,σnˆJ〉]}. (89)
Unlike equation (85) for the creation process, this correlator for the annihilation process is not only a
function of higher order single-site correlators. Indeed, the correlation of single sites with arcs is evident.
The first term on the right indicates correlation if I and J are nearest neighbours. The remaining terms
show that site occupancy at site I is correlated with the presence of an arc between J and one of its
nearest neighbours, and vice-versa. This makes sense, since the process under consideration here is the
annihilation of arcs, which can only occur if an arc is present between nearest-neighbouring sites. It is
for this reason that correlation to arc number operators (and not just single-site operators) is observed.
For the annihilation process we obtain the following result for the arc density,
∂t〈nˆI,J,σ˜〉R1,an. = −h
∑
i
∑
σ
δI,i δJ,i+1 δσ,σ˜ 〈ci,i+1,σ〉
= −h δ<I,J>〈nˆI,J,σ˜〉. (90)
Here it is clear that there must be an arc species σ˜ present in order for the R1 annihilation process to
decrease the arc-density nˆI,J,σ˜, and this can only happen if I and J are nearest neighbouring sites.
Lastly we calculate the arc correlator for the annihilation process,
∂t〈nˆI,J,σ1 nˆK,L,σ2〉R1,an. = −h
{
δ<I,J>〈nˆI,J,σ1 nˆK,L,σ2〉
+ δ<K,L>〈nˆK,L,σ2 nˆI,J,σ1〉
}
. (91)
Since we are only considering the R1-annihilation move, it makes sense that two arcs can only be corre-
lated if one of them could be removed through R1. This is ensured by the Kronecker delta functions and
the occupancy number combinations. In equations (90) and (91) we note an explicit dependence on the
initial conditions: if the initial configuration is such that two arc feet at sites I and J can never become
nearest neighbours through R0 arc diffusion, then this arc cannot be removed. Here it is instructive to
consider the two cases in Figure 13.
JI K L KI J L
Fig. 13 Two different initial conditions. In the first case, it is impossible that dynamics under R0 and R1 ever
result in removal of either arc. In the second case this is not true.
25
It is thus clear that these dynamics encode the required topology conservation. This makes explicit
the dependence on initial conditions (consider, for instance, stochastic evolution of different prime knots
such as in Figure 4).
To obtain a comprehensive picture of the dynamics it would be instructive to combine the differential
equations for the densities or correlators subject to all Reidemeister moves considered thus far. This
would make explicit the competing effects of annihilation and creation, and may be of particular interest
when investigating rate-limiting behaviour of the various dynamical processes.
5.7 R2 and R3: first steps and perspective
The Liouvillian for the R2-annihilation process is easy to write down,
LˆR2,an. = h
N∑
i=1
N∑
j=i
∑
k(i)
∑
l(j)
∑
σ
{
ci,j,σck,l,σ − c†i,j,σci,j,σ︸ ︷︷ ︸
Nˆi,j,σ
c†k,l,σck,l,σ︸ ︷︷ ︸
Nˆk,l,σ
}
. (92)
As required, this Liouvillian leaves P invariant. Through similar reasoning as in previous sections, it
may also be shown to be probability conserving. The first term checks that the precursor state has two
neighbouring arcs that that are not present in the “current” state. The second term ensures that the
current state can only be “exited” if the correct configuration is present.
The creation Liouvillian is more difficult to write down, because we need to count the number of arcs
completely contained between the sites where we are creating the arc pair. This is required in order to
get the orientation of the two strands right — see Section 3.3. This counting procedure is, of course,
extremely non-local. In a very rough approximation one could neglect this non-local counting to obtain
LˆR2,cr. ≈ g
N∑
i=1
N∑
j=i
∑
k(i)
∑
l(j)
∑
σ
{
c†k,l,σc
†
i,j,σ − ci,j,σc†i,j,σ ck,l,σc†k,l,σ
}
, (93)
which is no more difficult to deal with than the R2-annihilation Liouvillian (92).
As for R0 and R1 one can now derive a hierarchy of equations for densities and correlators under
R2, although various commutators would be more tricky to calculate. A Liouvillian for the R3 move,
encoding the rules set out in Section 3.4, would be very complex since it requires many different case
checks for valid configurations (recall Figure 11). However, this can be done systematically through our
operator formalism.
Extension of the above analyses to the higher order Reidemeister moves would therefore entail the
pairwise nearest-neighbouring creation and annihilation processes set out above, and triplet nearest-
neighbouring exchange operations subject to configuration checks.
6 Concluding remarks and outlook
In this article we have addressed the topological equivalence of knots under the Reidemeister moves.
Simple arc diagram representations of knot projections allowed us to recast the Reidemeister moves in
terms of dynamical rules on crossings.
We then established an operator formalism that captures the occupancy restrictions and topological
rules on arc diagrams. This necessitated the introduction of composite paulionic operators. Using ideas
from reaction-diffusion systems, we showed explicitly how the moves R0 and R1 may be described in
terms of these operators. The Liouvillians for R2 were presented with a suggested approximation for
handling the non-local aspects of the creation process. In principle the Liouvillian for R3 is derivable. In
this way, crossings on a single self-entangled loop were described as particles in a quasi-one-dimensional
system, subject to motions mapped from the Reidemeister moves. Extension of this description to a
complete knot would involve the inclusion of a current term that captures the boundary conditions on
arc diagrams.
Using the operator formalism, differential equations for single-site and arc densities and correlators
were calculated, subject to stochastic dynamics under R0 and R1 creation and annihilation. Suggestions
were presented for dealing with the higher order Reidemeister moves. We have therefore set out here a
systemisation from which differential equations for densities and correlators for crossings of knots are
derivable. It is manifest in the evolution of correlation functions for topologically distinct arc diagrams
that the dynamics encode rules that leave the knot topology invariant. Some lower order equations are
derivable by hand, but this formalism allows in principle for computation of all orders of correlators.
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Our approach opens the door to several interesting questions pertaining to the role of topological
constraints in rate-limiting behaviour and slowing of dynamics. For instance, one could address time-
scales associated with rearrangements, alterations or simplifications of a given knot. Analytical results
may be useful for the determination of time-scales in a possible Monte Carlo-type simulation of these
dynamics. Through arc correlation functions, for instance, one could investigate (average) time-scales
associated with the growth or shrinking of a particular arc. Coupled with appropriate initial conditions,
this could be used to study simplification of knots to underlying simpler knots; some concrete suggestions
are addressed in Appendix A.
Further investigation of our dynamics could allow for the identification of various dynamical regimes
of the system and of steady-state solutions. In particular, it is interesting to ask whether these purely
topological dynamics may exhibit some significant slowing in certain regimes, as is known for single-file
dynamics (see e.g. [44]). Our approach therefore opens new doors to analysing systematically the role of
topology conservation in the relaxation or rate-limiting behaviour of crossings subject to Reidemeister
moves. It will further be important to study the dependence on initial conditions, since different knot
projections may be topologically distinct, and the dynamics conserve topological properties. Therefore
various dynamical sectors may arise in dependence on initial conditions. Sensitivity to the rate constants
related to the various moves will also need to be considered.
Our rules are derived from two-dimensional projections of the three-dimensional knot, but we propose
that in future this might be an ansatz by which the topology conservation and polymer interactions
might be separated. Since we have recast these rules in the setting of particle dynamics, a variety of
other techniques is available for further study. It would be particularly useful to seek a coherent state
path integral description as has been done for other reaction-diffusion systems with restricted occupation
numbers (e.g. [39, 40, 41]). Such paulionic and fermionic field theories are rather complex. However, with
the aid of some clearly-established techniques set out in aforementioned references, we believe that this
idea could indeed shed further light on topological dynamics.
The descriptions here can be refined in several ways. One could, for instance, make the rate constants
for various processes dependent on length-scales to mimic bending energies or to penalise great curvatures.
One may also ask whether a particular prime knot underlies some more complex knot. Naturally the
discretisation length is relevant in this context, since at most N crossings are possible for N discrete
sites on an arc diagram. Drawing on these ideas, we present in Appendix A a brief outlook on a possible
computational scheme for simulated annealing of knots, based on the rules for dynamics of crossings.
As stated, these analytical results could be of use in estimating relevant time-scales for the different
dynamical processes in such an algorithm.
Our main aim here is to establish a new link between statistical physics tools for studying dynamical
regimes of reaction-diffusion systems, and the question of the role of topology conservation in dynamics.
As mentioned, our formalism may have limitations regarding tractability, and the connection to physical
degrees of freedom (for instance those of a three-dimensional polymer knot) will certainly require careful
consideration. However, we hope that this link, which is amenable to a wealth of calculational techniques,
provides some fresh perspectives.
A Thoughts towards simulated annealing of knots
It is interesting to ask how one may reduce or simplify a given knot to its “simplest form”. For instance, some
complex knotted structure could perhaps be untangled and simplified to yield the underlying topologically equiv-
alent prime knot. Indeed, analytical approaches to knot and braid reduction, based on algebraic techniques for
reduction of words, have been considered (e.g. [18, 45]). How then does one quantify complexity of a knot? The
crossing number has featured extensively here, for instance in the study of topological effects in polymer dynamics
[46], the estimation of the number of knots with n crossings through path integral techniques [47] and for analysing
complexity of polygonal lattice knots [48]. The crossing number is also used in computer simulations addressing
the relation of knot complexity and knotting probability [49]. Other measures of knot complexity include powers
of some algebraic invariants, applied in studying knot entropies in the setting of braids and locally free groups
[18].
A very physical approach to finding a “simplest configuration” of a knot is through minimisation of suitably
defined knot energies. Indeed, energy spectra for knots have been defined through fluid mechanical techniques
[50], and knot simplification has been studied in terms of electrostatic repulsion of equidistantly spaced charges
along knots [51]. Extensions to this include bending energies [52] and Mo¨bius knot energies defined in terms of
integrals of curves [53]. It is even possible to obtain a minimal configuration of knots that is an invariant of knot
type through global minimisation of knot energies based on the total curvature and electrostatic-type interactions
[54].
Another physical idea is to “inflate” a knot to drive its geometric simplification [55]. Various definitions of
knot thickness [56] and rope length of knots [57] have been applied to knot classification and simplification, and
the relation of knot thickness to crossing number has been studied[58].
Since many of the above-mentioned ideas are very difficult to deal with analytically, the simplification of knots
has also been studied extensively through computational / algorithmic techniques. Indeed, it is this question which
we address below. Such procedures require two ingredients, namely a measure of knot complexity (e.g., the crossing
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number), and a driving process for the simplification / reduction (e.g., minimisation of knot energy). We briefly
outline here how these concepts have been employed in simulations. Thereafter we suggest how our labelling
scheme and dynamical rules could be employed to yield a simple algorithm for knot simplifications.
A.1 Algorithmic untangling knots: a brief overview
One key motivation for finding algorithmic prescriptions to simplify knots is the study of probability distributions
of randomly generated knots [49] and to test for the equivalence of given knots. The latter question is particularly
challenging, since it would otherwise involve testing for the existence of some sequence of Reidemeister moves that
relates two knots (computationally an open problem), or calculating some knot invariant (an incomplete test for
knot equivalence) [17].
Knot simplification simulations typically involve the improvement of some cost function related to the knot
complexity. It has, for instance, been suggested to evolve knots iteratively along the gradient of some chosen energy
function deterministically (e.g. [51]) or stochastically (e.g. [59]) through the introduction of small perturbations
that are accepted if they affect the cost function favourably. Such techniques, however, are sensitive to getting
stuck in local stationary states [17]. To avoid this issue, the problem has been tackled through simulated annealing
[17, 60]. This approach involves the occasional acceptance of configurational changes that evolve the system against
the gradient of the cost function. The acceptance of such “uphill” perturbations is often related to a temperature
parameter, so that initially they are more likely to occur. The system is then gradually “cooled off” with time, and
uphill perturbations become less likely. (The applicability of such Metropolis-type algorithms to annealing and
optimisation problems in statistical physics has been demonstrated extensively; see, for instance, the highly-cited
article of Kirkpatrick et al. [61].) Various uphill perturbation methods have been used, including placing point
charges near the (charged) knot and allowing it to evolve under electrostatic forces, tightening or loosening various
parts of the knot [17], and perturbing the vertices of a piecewise linear curve representation of the knot [60]. More
recently, a considerable improvement in computation times has been achieved through algorithms that combine
energy minimisation and tree-based probabilistic planning [62].
Several of the techniques addressed above are computationally intensive. We shall therefore outline here some
ideas for a simple annealing algorithm contingent on our dynamical rules.
A.2 Simulated annealing: suggestions based on arc diagrams or the Gauss code
The steps of a suggested algorithm for simulated annealing of knots are discussed below.
A. Generation of a random knot
If this step is required, a random knot can be generated using pivot-type algorithms [63] or closures of random
walks (see [64] and references therein).
B. Projection of the knot
The random knot can now be projected to yield an arc diagram according to Section2. Alternatively, existing
tools for finding the Gauss code of the random knot could be augmented to further record distances between
consecutive crossings in the projection. (A possible point of departure is the Mathematica package KnotTheory
[65, 66].)
C. Cost function
For the purpose of driving the evolution of the annealing algorithm, we suggested a cost function with two
core attributes. Firstly, a large crossing number should be penalised so that simplification (i.e., reduction of the
crossing number) is favoured. Secondly, free loops should be penalised. Free loops on the random knot are any
simple loops that could be removed through R1 annihilation; see Figure 13. This aspect of the cost function
would depend on the arc-length of such a loop (obtainable from the arc diagram), so that small loops are heavily
penalised.
The total cost function for the complete knot is then the sum of contributions of all trivial loops together with
the part that depends on the crossing number.
D. Simulated annealing
We split the simulation processes into several classes.
D1. Random stochastic evolution of the knot
This is done according to the Reidemeister moves R0 and R3 (these govern “diffusion-type” processes), and
annihilation moves R1 and R2 (these govern “simplification-type” processes that reduce the crossing number).
Begin by selecting an occupied site on the arc diagram and allowing that arc-foot to diffuse under the following
provisos.
– R0 allows the segments of the knot to “diffuse” relative to each other. Diffusion may only occur to empty
nearest-neighbouring sites.
– If the selected arc foot is part of a primitive loop, then there is a probability of removing this loop through
an R1 annihilation step, related to the net reduction of the cost function.
– Should the selected arc foot be adjacent to an occupied site, test for the following:
– If a valid R3 configuration is present, allow execution of R3. If not, the particle may not diffuse.
– If the configuration allows for an annihilation move of the R2-type, allow this move with a certain prob-
ability (depending on the improvement of the cost function through reduction of the crossing number).
Every diffusion step should be such that it either reduces the cost function or leaves it unaltered.
D2. Perturbations
The second class of simulation processes involves the introduction of new crossings at empty sites on the arc
diagram. This can be done in two ways.
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– Introduce new primitive loops into the arc diagram through an R1 creation step. This is an “uphill” per-
turbation: both the crossing number aspect and the primitive loop aspect of the cost function are affected
against the simplification gradient. Likelihood of such an uphill perturbation is then related to a temperature
parameter in the system (see D3). If a new primitive loop has been introduced into the arc diagram, there is
a chance of it “diffusing” into the rest of the knot through the stochastic evolution; see D1.
– Introduce crossing pairs through an through an R2 creation step. The cost function is affected through the
resulting increase in crossing number, again against the simplification gradient. These crossings, too, may
diffuse into the rest of the knot through the stochastic evolution; see D1.
D3. Cooling
The temperature parameter (i.e., the likelihood of uphill perturbations) is then reduced as simulation time
progresses, inducing the system to settle to a minimal configuration.
The core ingredient to our algorithm is therefore a cost function that penalises trivial loops of the knot and
favours smaller crossing numbers. Stochastic evolution and perturbations of the knot may were suggested, based
on the Reidemeister moves. The introduction of uphill perturbations implies that our algorithm should be less
sensitive to local minima of the cost function. The manipulations are on a quasi-one-dimensional representation
of the knot, and therefore the computational cost of the algorithm would be minimal. Such an algorithm could be
particularly useful in investigating the importance of the individual Reidemeister moves in a purely topological
dynamical setting, for instance through relative weighting of rates that govern the different processes. In this
way one could study rate-limiting effects in our topological dynamics, possibly as an indicator of topologically-
induced glassy behaviour. The relevance and usefulness of our algorithm remains to be tested. It is not clear
whether the projection procedure is necessarily easy, or whether sufficiently much information about the real-
space configuration of the knot is maintained after the projection. Consequently other types of cost functions
could be considered.
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