In many areas of research/ production, a lot of factors are combined to obtain a desired product. To be able to analyze which factors (or combinations of factors and at what level) are significant, the experiment has to be replicated. For economic or practical reasons, it may not be feasible to perform the experiment more than once therefore unreplicated factorial designs are often employed. This is especially true in the field of Medicine, Pharmacy and Industrial production units. The traditional method of analysis of variance (ANOVA) cannot be employed in unreplicated factorial designs, therefore many methods have been proposed in literature. In this paper, a new method of analyzing unreplicated factorial designs is proposed and was compared with some of the existing methods. The four existing methods considered were: Lenth, Berk and Picard, Juan and Pena, and Dong. The comparison was performed using Monte Carlo simulation method. The criteria used in evaluating the performances of the methods are Power and Individual Error Rate (IER). Using these criteria of evaluation, the results showed that on overall performance, Dong method is the best among the four existing methods considered and was closely followed by Berk and Picard, Lenth, then Juan and Pena methods in that order. It was also found that not only is the proposed method simpler to compute, it competed favourably with Dong and even performed better than all the others when IER is used for assessment.
INTRODUCTION
Experimentation is one of the most common activities that people engage in. It covers a wide range of applications from household work like food preparation to technological innovation in material, science, agriculture, engineering etc. Experiments are conducted in order to understand and/or improve a system. Experimentation allows an investigator to find out what happens to output or response when the settings of the input variables in the system are purposely altered (Hohn (1984) and Danohue (1984 
)). Statistical design of experiments was developed in 1930 by
Fisher at the Rothamsted Agricultural Experiment Station, London England and it has come to play a vital role in many industries and organizations in terms of improving process efficiency, higher quality and reducing process variability and cost of production. Another important use of design of experiment is in screening which effects are significant from a host of effects.
Design of experiments involves definition of size and number of experimental units, the manner in which treatments are allocated to the units, how experimental units are grouped and the type of grouping that is to be adopted. It is based on the principles adopted in the experimental design that the validity, interpretation and accuracy of the results obtained are ensured.
Factorial Experiments
The common designs used in experimentation are the Complete Random Design (CRD), Randomized Complete Block Design (RCBD), Lattice design and Youden square design. Any of these designs may be considered for either simple or factorial treatment structure. On many occasions, the magnitude of the changes in the level of one factor depends in one way or the other on the levels of other factors but this factor cannot be discovered unless different combinations of levels of factors are tested.
A factorial experiment written as F K is an experiment where more than one treatment is considered at a time and each treatment has more than one level. 
where the estimates of the model parameters are as follows;
The regression model coefficients are exactly one half the factor estimates.
Unreplicated Designs
Replication is the allocation of treatment to a number of units that are representations of the population. Replication enables us to estimate the experimental error as well as increase the power to detect important effects by decreasing the variance of the treatment effect estimates.
When there is no estimate for experimental error, the higher order interactions are often sacrificed for the estimate of error term, which are then used for computing the required statistics in testing for the significance of the design factors.
Unreplicated factorial designs are frequently used in industrial experiments in order to cut costs or due to some operational or economic reasons. Sometimes, it is only possible to run a single replicate of a F K design because of constraint on resources and time. In such cases, replication is sacrificed for run size and this can present serious difficulties in the analysis of such design.
In unreplicated designs, there is no estimate for experimental error, so the higher order interactions are often sacrificed for the estimate of error term, which are then used for computing the required statistics in testing for the significance of the design factors. In the initial stage of developing an industrial process and improving a product design or a manufacturing process, experimental studies based on factorial designs are often used to determine which factors among a number of possibilities can affect the process. As factorial designs require a number of runs that grows exponentially with the number of factors to be analyzed, the replicated fully factorial 405 A PROPOSED METHOD OF IDENTIFYING SIGNIFICANT EFFECTS designs are not applicable when the experiment is expensive and the number of factors is large. To decrease the number of runs, unreplicated factorial designs are often used. These designs and other orthogonal arrays have proven useful in a screening to isolate preponderant factors. Because experimenters always consider as many factors as possible in a screening experiment, unreplicated fractional designs usually are saturated.
In full factorial designs, or in high-resolution designs, the higher order interactions can be assumed to be not active, and the squared mean of their estimates can be used to estimate the error variance. However, for saturated designs, although we can estimate all n effects (including the overall mean) with no observations, there are no degrees of freedom left to estimate the error variance. Consequently, we can no longer use standard ANOVA (F-tests or t-tests) to identify the active effects. Hence, the analysis of unreplicated factorial designs presents a challenge.
Statistical Models for Analyzing Unreplicated Factorial Designs
For simplicity, the full 2 k factorial is considered, although similar results are equally It is easy to derive that in the orthogonal case under assumptions (a) and (b), the estimate of β is which is the best linear unbiased estimate for βi , and ̂ ~( , 2 ( 1 ) −1 ) with Cov(βi, βi) = 0 for every i ≠ j. Significance is declared by noticing if some of the points on the plot deviate from a straight line.
The interpretation of the resulting plot is subjective.
Some existing methods of identification of significant effect in unreplicated designs and the proposed method were discussed in section two while data simulation and empirical comparison of the methods were given in section three and section four was on discussions of results and conclusion.
PRELIMINARIES
In an unreplicated experimental design, the error sum of squares cannot be obtained as the model fits the data perfectly and no degrees of freedom are available to calculate the error sum of squares. In the absence of error sum of squares, hypothesis tests to identify significant factors cannot be conducted using the conventional ANOVA techniques (Angelopoulus et al, 2012) .
A number of methods of analyzing information obtained from unreplicated 2 k designs are available. These include pooling higher order interactions, using the normal probability plot of The first acceptable solution for the analysis of unreplicated designs is the normal or half-normal probability plot proposed by Daniel (1959) . His method consists of drawing in normal or half-normal probability paper the estimates of the effects on the graph, the estimates corresponding to inactive columns (the majority) form an approximately straight line and the significant effects appear at a distance as outliers in a regression line.
Though the method is superior in performance to Lenth and Step-Down Lenth methods (Ibraheem et al 2006) , the main disadvantage of graphical methods is that their interpretation is subjective. Even when all effects are noise, the plotted points, due to randomness, will not lie After obtaining an estimate ̂ of τ, we can use the following test statistics = |̂| to test the significance of contrasts. The critical region of the test is then t > tdf, 1-α. Lenth's (1989) , uses an iterative procedure. Dong(1993) also similar to Lenth (1989) except that it uses the mean instead of the median. In a study by Costa and Pereira (2007), it was observed that most of the methods work well under the effects sparsity principle. Though the principle is generally true, it does not always work in practice since prior knowledge on number and magnitude of active effects or whether abnormalities (outliers) exist in the data set is unknown.
Methods for identifying Active Location Effects

Lenth's Method
Lenth ( 
Berk and Picard's Method: BP (1991)
Berk and Picard (1991) proposed an ANOVA-based method using a trimmed mean square error (TMSE). Similar to Lenth's method, they also considered a robust scale estimator used for significance test. The TMSE is formed by pooling a fixed number h of the smallest contrast sum of squares into a pseudo-error term assuming they correspond to inactive effects. Effects with larger
sums of squares are then tested using the ratio of their sums of square (SS) to the TMSE:
.
where SS (1) is the ith smallest contrast mean square, and h is the fixed number for pooling. Berk and Picard (1991) suggested that 60% of the smallest mean squares be reserved for construction of TMSE. That is to say, in a 2 4 design, 60% of 15 = 9 smallest mean squares are pooled to construct the TMSE.
Berk and Picard (1991) obtained critical values based on a numerical study. The critical values given in Table 1 of their paper were computed for samples of sizes N = 8, 12, 16, 20, 32.
Berk and Picard's method controls individual error rate (IER) exactly at 0.05.
Juan and Pena: JP (1992)
Juan and Pena (1992) suggested a different estimator IMAD0 for . It is similar to Lenth 's (1989) PSE except that the calculation is iterative. Their study showed that the estimator based on the inter-quartile range df, behaves poorly and IMAD0 has better MSE than PSE when more than 25% of the effects are active. It also showed that using the trimmed median is generally better than the trimmed mean when more than 20% of the effects are active. Their testing procedure can be written as follows: 
Dong (1993)
Similar to Lenth (1989) , Dong (1993) considered an estimator for , the adaptive standard error (ASE) based on the trimmed mean of squared contrasts rather than the trimmed median of the unsigned contrasts:
where minactive is the number of inactive contrasts declared by |̂| ≤ 2.5 0 and s0 is defined earlier. He used.
|̂| > ,
to test whether a contrast ̂ is active or not, where = (1 + 0.98 1/ )/2 Dong (1993) also suggested iteratively calculating ASE until it stops changing when there is a large number of active effects.
The Proposed Method
This proposed method is obtained as a result of modification to Lenth's method. The procedure is as follows: 
Simulation Procedure
The comparison was performed using Monte Carlo simulation method.
Data were simulated for 2 4 
MAIN RESULTS
Data Analysis and Results
The analysis of result are presented in On the overall, combining the two criteria of assessment, the proposed method and Dong are consistent in performance. They have the advantage of performing in all situations, the proposed method also has the additional advantage of being easy to compute.
It is suggested that for future study, situation when the response variable does not follow normal distribution should be explored.
