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Abstract
We consider non-spherically symmetric perturbations of the uncharged black
string/flat black brane in the large dimension (D) limit of general relativity.
We express the perturbations in a simplified form using variables introduced
by Ishibashi and Kodama. We apply the large D limit to the equations, and
show that this leads to decoupling of the equations in the near-horizon and
asymptotic regions. It also enables use of matched asymptotic expansions
to obtain approximate analytical solutions and to analyze stability of the
black string/brane. For a large class of non-spherically symmetric pertur-
bations, we prove that there are no instabilities in the large D limit. For
the rest, we provide additional matching arguments that indicate that the
black string/brane is stable. In the static limit, we show that for all non-
spherically symmetric perturbations, there is no instability. This is proof
that the Gross-Perry-Yaffe mode for semiclassical black hole perturbations
is the unique unstable mode even in the large D limit. This work is also a
direct analytical indication that the only instability of the black string is the
Gregory-Laflamme instability.
1sadhuamruta@students.iiserpune.ac.in
2suneeta@iiserpune.ac.in
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I Introduction
Perturbative stability of black strings and black branes is an important issue
in gravitation and string theory. Since the discovery of the instability of the
black string in dimension greater than four by Gregory and Laflamme (GL)
[1], [2], research has focussed on understanding questions such as the end-
point of the GL instability (an account of this can be found in [3]). The GL
instability for the five dimensional black string is related to the semiclassical
instability found by Gross, Perry and Yaffe (GPY) [4] of the four dimensional
Schwarzschild instanton after a suitable gauge choice [5]. Similar instabilities
have been found in the analysis of perturbations of black branes (see [6] and
references therein). Much of this work has centered on spherically symmetric
perturbations of black strings and black branes, as the equations are more
tractable, and the GL instability falls in this category (for a review, see [7]).
The perturbation equations for non-spherically symmetric perturbations are
coupled and it is not possible to solve them analytically in general. Due
to a study of the link between local thermodynamic instability and classi-
cal instability of extended objects [8], [9] [5], [10], [11], [12], it is expected
that non-spherically symmetric perturbations do not cause instabilities (see
section 6, [6] for a review of the correlated stability conjecture)3. However,
there exists no fully analytical proof of this even for the asymptotically flat
black string in general dimensions, due to the difficulty in analyzing the cou-
pled non-spherically symmetric perturbations. Furthermore, the study of
the evolution of stable non-spherically symmetric perturbations, particularly
quasinormal modes, is also of interest in physics.
In this paper, we obtain the first breakthrough in the analysis of the cou-
pled equations corresponding to non-spherically symmetric perturbations of
black strings and branes. This is achieved in the large dimension (D) limit
of general relativity which was first employed in [14] to study the spherically
symmetric GPY mode for the Schwarzschild instanton. A bigger framework
for the large dimension limit, with applications to perturbations of black
holes/branes has been developed by Emparan, Suzuki and Tanabe [15]. We
apply this limit, for the first time, to the non-spherically symmetric pertur-
bations of the black string/flat black brane. Using this, we provide the first
analytical proof of the stability of the black string/flat black brane under
3An analogy of the GL instability to the Rayleigh-Plateau instability of fluids has also
been used to argue this.[13]
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a vast class of non-spherically symmetric perturbations. Classifying pertur-
bations based on their decomposition in terms of scalar, vector and tensor
spherical harmonics, the evolution of the tensor mode is the easiest to ana-
lyze as it can be reduced to a single ordinary differential equation (ODE). It
has been shown by Kodama to not lead to instabilities [16].4 It is the vector
and scalar modes which are difficult to analyze analytically, since each set
of perturbations involves many coupled equations. To analyze these modes,
we choose a gauge such that perturbations with an index on the brane/extra
dimension vanish (this was used by Reall [5] to prove equivalence of the GL
and GPY modes). The perturbations are then expressed in terms of variables
introduced by Ishibashi and Kodama [20], [21]. The vector perturbations re-
duce to a set of two coupled ODEs, and the non-spherically symmetric scalar
perturbations are a set of three coupled ODEs. Both sets of equations do
not decouple even in the large D limit. However, they decouple in the near-
horizon and asymptotic regions. By using matched asymptotic expansions,
we prove that the vector equations and part of the scalar equations do not
lead to instabilities. We perform an additional matching procedure to argue
that the rest of the scalar perturbations are also not likely to lead to insta-
bilities. In the static limit, we show that for all classes of non-spherically
symmetric perturbations, there is no instability. This is a proof that the
GPY mode is the unique unstable mode of semiclassical perturbations of the
Schwarzschild-Tangherlini black hole in the large D limit. It is also direct
evidence that the Gregory-Laflamme instability is the unique instability for
the uncharged black string. Furthermore, these techniques provide approxi-
mate analytical solutions to the perturbation equations and can also be used
to obtain quasinormal modes corresponding to non-spherically symmetric
perturbations.
In the case of spherically symmetric perturbations, quasinormal modes
of black strings have been analyzed in [22]. In the context of anti-de Sit-
ter holography, quasinormal modes corresponding to scalar field perturba-
tions and non-spherically symmetric perturbations of branes in anti-de Sitter
spacetime have been discussed in [23], [24]. The largeD limit has been used to
discuss quasinormal modes and instabilities of black holes in [25, 26, 27, 28].
Other applications of the large D limit to the dynamics of black holes, black
4Kudoh [17] has partly analyzed non-spherically symmetric perturbations of the black
string. However the analysis has incorrect equations and claims that do not agree both
with our results and related work of Kodama [16] (see also [18]) and Gibbons and Hartnoll
[19]. This is discussed in Appendix A.
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rings and black branes include [29, 30, 31, 32, 33, 34, 35, 36]. An effective
description of black holes in the large D limit by surfaces has been explored
in [37]. An interesting direction is the study of nonlinear evolution of per-
turbations of black strings/branes in the large D limit [38, 39, 40, 41].
The plan of the paper is as follows: in section II, we outline the method-
ology. We discuss the gauge-fixing procedure employed, the perturbation
equations, certain perturbation variables defined by Ishibashi and Kodama,
as well as their application to our problem. In section III, we discuss vector
perturbations. We derive the vector perturbation equations in a simplified
form and analyze them in a large n limit, where n is the dimension of the
n-sphere part of the metric. We discuss matching of solutions from the near-
horizon and the asymptotic regions. In section IV, we do this procedure to
the non-spherically symmetric scalar perturbations. Section V is a summary
of our results, and section VI is a brief discussion of future projects. There
are four appendices with lengthy calculations used in the paper: Appendix
A discusses tensor perturbations. Appendix B discusses how source terms
in some of the equations are handled. Appendix C derives in great detail,
a very crucial part of our paper: the simplified non-spherically symmetric
scalar equations. Appendix D discusses a certain asymptotic expansion of
modified Bessel functions which is used in many places.
II Non-spherically symmetric perturbations
of the black string: Methodology
In this section, we will outline the strategy for the analysis of the non-
spherically symmetric perturbations of the black string/flat black brane. We
will also summarize the tools required. For simplicity of notation, we will
discuss the black string — the same computation extends to the flat black
brane as well.
The (uncharged) black string metric is D = n + 3 dimensions, obtained
by adding a flat extra dimension to an n + 2 dimensional Schwarzschild-
Tangherlini metric is
gµνdx
µdxν = −f(r)dt2 + f−1(r)dr2 + r2dΩ2n + dz2; (II.1)
where f(r) =
(
1− bn−1
rn−1
)
and r > b (r = b is the location of the horizon).
In the case of a flat black brane of dimension D = n+ 2 + p, the flat metric
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corresponding to p extra dimensions is added.
We will use capital Roman indices A,B, ... to denote coordinates on the black
string (or brane). Greek indices µ, ν, ... will be used to denote indices only in
the Schwarzschild-Tangherlini part of the metric, and coordinates in this part
of the metric will be denoted collectively by y. We consider perturbations of
the metric (II.1), with the perturbed metric g¯AB = gAB + h¯AB, in linearized
perturbation theory. We first make a gauge choice used by Reall [5] that
allows us to set h¯Az = 0. Similarly, for the flat black brane, this can be used
to set all metric perturbations with an index on the brane to zero. Reall
used this gauge to study scalar s-wave perturbations, but it can be used
for all black brane perturbations, and the only non-zero perturbations left
after gauge-fixing are thus the ones with indices in the Schwarzschild part of
the metric. Furthermore, as showed in [5], some of the linearized Einstein
equations then imply that these perturbations have to be transverse and
traceless. The linearized Einstein equation for the black string perturbations
is
δRMN = 0 (II.2)
The linearized Ricci tensor δRMN is expressed in terms of the Lichnerowicz
Laplacian ∆L acting on the perturbations as
2δRMN = ∆Lh¯MN −∇M∇N h¯+∇M∇Sh¯SN +∇N∇Sh¯SM (II.3)
∆Lh¯MN = −∇L∇Lh¯MN +RMLh¯LN +RNLh¯LM − 2RMLNSh¯LS. (II.4)
All curvature tensors are those of the black string metric (II.1). h¯ = gMN h¯MN .
For this background metric, the Laplacian acting on symmetric tensors splits
in the form
∇L∇L = ∇µ∇µ + ∂2z . (II.5)
For the metric (II.1), the gauge choice h¯Mz = 0 reduces (II.2) to
∆SchL h¯µν −∇µ∇νh¯ +∇µ∇σh¯σν +∇ν∇σh¯σµ = ∂2z h¯µν (II.6)
∆SchL h¯µν denotes the Lichnerowicz Laplacian of the Schwarzschild-Tangherlini
metric acting on perturbations of this metric. Following Gregory and Laflamme,
we choose the ansatz for h¯µν(y, z)
h¯µν(y, z) = e
iλzhµν(y). (II.7)
(II.6) then becomes
∆SchL hµν −∇µ∇νh+∇µ∇σhσν +∇ν∇σhσµ = −λ2hµν (II.8)
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Here, h = gµνhµν . As emphasized by Reall [5], we have already fixed gauge,
but now the other Einstein equations with indices on the brane can be used
to show that hµν must be transverse and traceless. Putting this back in
(II.8), we get
∆SchL hµν = −λ2hµν . (II.9)
Thus, we finally obtain an eigenvalue equation for the Lichnerowicz Lapla-
cian in the Schwarzschild-Tangherlini background. Negative eigenvalues cor-
responding to normalizable eigentensors (normalizable with respect to the
volume form of the background) are relevant for perturbations of the black
string. For the black brane, the generalization of the ansatz (II.7) is h¯µν =
eiλkz
k
hµν(y) where k runs from 1 to p (the number of extra dimensions)
and λ2 = Σpk=1λ
2
k. Setting λ = 0 gives the equation for classical pertur-
bations of the Schwarzschild-Tangherlini black holes, and Ishibashi and Ko-
dama have already proved their stability [20]. To explore stability of black
strings/branes, the nontrivial case to analyze is solutions to (II.9) with λ 6= 0.
For future reference, we note that for a transverse, traceless hµν , (II.9) is
equivalent to
δGµν = −1
2
λ2hµν ; (II.10)
where δGµν is the first variation of the Einstein tensor evaluated for the
transverse traceless perturbation hµν on the Schwarzschild-Tangherlini back-
ground. Equivalently, we could have set the linearized Einstein tensor for
the brane to zero and obtained (II.10).
(II.10) is a set of many coupled equations for the perturbations hµν . The
perturbations can be decomposed in terms of scalar, vector and tensor (for
n > 2) spherical harmonics on the n-sphere with metric dΩ2n — each class
(which we call scalar, vector and tensor perturbations, respectively) decou-
ples and can be studied separately. Tensor perturbations have already been
discussed in [16] — they do not lead to instability. The vector and scalar
perturbations are each solutions of intricately coupled equations.
To analyze the vector and scalar perturbation equations, we will adapt a
formalism due to Ishibashi and Kodama (IK) originally developed for study-
ing classical gravitational perturbations of Schwarzschild-Tangherlini space-
times [20]. Since the linearized Ricci tensor is invariant under a gauge trans-
formation, for λ = 0, (II.10) is invariant. Ishibashi and Kodama introduced
manifestly gauge-invariant variables by taking suitable combinations of met-
ric perturbations of the Schwarzschild spacetime. The linearized Ricci tensor
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can be written entirely in terms of these variables. We will use their variables
even for λ 6= 0, and take appropriate combinations of the various equations to
obtain equations for the black string perturbations written entirely in terms
of the IK variables. This is done mainly for computational simplicity. How-
ever, both in the vector and scalar case, we are still left with coupled ODEs,
and in subsequent sections, we will employ the large D limit, as well as the
method of matched asymptotic expansions to analyze them.
The Ishibashi-Kodama variables
We will set up the notation for our paper by quickly stating the pertur-
bation variables proposed by Ishibashi and Kodama in ([20], [21]) for doing
gravitational perturbation theory. Their variables are useful for studying
perturbations of the Schwarzschild-Tangherlini metric
gµνdy
µdyν = gab(x)dx
adxb + r2(x)dΩ2n;
= −f(r)dt2 + f−1(r)dr2 + r2dΩ2n. (II.11)
Since, after gauge-fixing, we also work with perturbations of the metric
(II.11), we will use the IK variables. Here gab(x) is the r−t part of the metric
and dΩ2n = γijdy˜
idy˜j is the metric of a n-dimensional sphere of unit radius
with Ricci tensor given by Rˆij = (n− 1)γij.
We use indices a, b to denote indices from the set r, t and indices i, j of
coordinates on sphere. Indices µ, ν denote any coordinate in the spacetime
with metric (II.11). Covariant derivatives and Ricci tensors on each space
are denoted as
gµν → ∇µ, Rµν
gab → Da,mRab
γij → Dˆi, Rˆij.
We consider perturbations of the metric (II.11) with the perturbed metric
denoted by gpµν = gµν + hµν in linearized perturbation theory, where hµν
is defined in terms of the original black string perturbation by (II.7). The
scalar, vector and tensor components of hµν are defined as those that are
decomposed in terms of scalar, vector and tensor spherical harmonics on
the n-sphere, respectively. The components hab are scalars with respect to
transformations on the n-sphere. The other components can be written as
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follows:
hai = Dˆiha + h
(1)
ai (II.12)
hij = h
(2)
T ij + 2Dˆ(i)h
(1)
T j + hLγij + Lˆijh
(0)
T . (II.13)
where
Dˆjh
(2)
T ij = h
(2)i
T i = 0 (II.14)
Dˆah
(1)
ai = 0, Dˆ
jh
(1)
T j = 0. (II.15)
Here h
(2)
T ij is the ‘tensor’ part, the ‘vector’ set is (h
(1)
T j, h
(1)
ai ), and the ‘scalar’
set is (hab, ha, hL, h
(0)
T ). The eigenvalue equations for the linearized Ricci
tensor decouple for these three classes, and they can be studied separately.
Ishibashi and Kodama consider combinations of perturbations in each set
which are gauge invariant. To do this, the generator of a gauge transforma-
tion ξµ is also decomposed into a ‘vector’ part and a gradient of a scalar.
We recall that under a gauge transformation generated by any infinitesimal
vector ξµ, the perturbation transforms as
h
′
µν = hµν −∇µξν −∇νξµ. (II.16)
Vector perturbations: We use the notation of [20], [21] to describe the
vector perturbations.5
hab = 0 hai = rf
vector
a Vi hij = 2r
2HvectorT Vij. (II.17)
Here f vectora , H
vector
T are functions of r, t. Vector harmonics Vi and Vij are
defined by
(∆ˆ + k2v)Vi = 0, DˆiV
i = 0 (II.18)
Vij = − 1
2kv
(DˆiVj + DˆjVi). (II.19)
5 Ishibashi and Kodama use the notation fa and HT to denote distinct quantities in
the vector and scalar case. Here we add a superscript vector in the vector case to avoid
confusion.
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k2v = l(l+n−1)−1 and l = 2, .... We denote ∆ˆ = γijDˆiDˆj . Gauge-invariant
variables in the class of vector perturbations are given by the combination
Fa = f
vector
a +
r
kv
DaH
vector
T (II.20)
Scalar perturbations: Similarly one can construct gauge-invariant vari-
ables for scalar perturbations. Scalar perturbations are given by [21], [20]
hab = fabS hai = rfaSi hij = 2r
2(HLγijS +HTSij) (II.21)
S, Si and Sij are scalar harmonics satisfying
(∆ˆ + k2)S = 0 Si = −1
k
DˆiS DˆiS
i = kS
Sij =
1
k2
DˆiDˆjS +
1
n
γijS S
i
i = 0
k2 = l(l + n − 1) and l = 0, 1, 2.... We will not consider l = 0 which cor-
responds to spherically symmetric perturbations, since this case has already
been extensively analyzed by Gregory and Laflamme and the GL instabili-
ties fall in this class. The modes with k2 = n (i.e., l = 1) are exceptional
modes, in the sense that the construction of gauge-invariant variables is not
possible in this case (for details, see [21]). We will eventually work in a large
n approximation where it is not possible to consider the exceptional mode.
Therefore, for the discussion that follows on scalar modes, we will consider
only l ≥ 2. Gauge invariant variables for scalar perturbations (not defined
for l = 0 and l = 1)are constructed as follows: First we define
Xa =
r
k
(
fa +
r
k
DaHT
)
(II.22)
In terms of Xa, the gauge invariant variables are
Fab = fab +DaXb +DbXa (II.23)
F = HL +
1
n
HT +
1
r
DaXa (II.24)
In the next two sections, we will consider the equations for the vector
and scalar perturbations arising from (II.10), written using IK variables. To
analyze the coupled equations in each case, we will use the large n approxi-
mation.
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III Vector Perturbations
In this section, we will look at solutions to (II.10) for the class of vector
perturbations (II.17). Our goals are two-fold: (i) to prove that the black
string (brane) is stable under this class of perturbations. (ii) to develop
approximate solutions for vector perturbations.
We can write the equations (II.10) in terms of the IK variables Fa defined
in the previous section (II.20). For the expression of the variation of the
Einstein tensor in terms of these variables, we refer the reader to [21], [20].
Upon using these results, the equations δGai = −12λ2hai and δGij = −12λ2hij
are written in terms of the IK variables as
1
rn+1
Db
[
rn+2
[
Db
(
Fa
r
)
−Da
(
Fb
r
)]]
− α
r2
Fa = λ
2f vectora
kv
rn
Da(r
n−1F a) = λ2HvectorT ; (III.25)
where α = k2v − (n− 1).
We can use the equations (III.25) to obtain second order differential equations
for the variables Fa (i.e., Fr and Ft).
Fa −DbDaFb +DaDbFb + nD
brDbFa
r
− 2D
brDaFb
r
− r
r
Fa − n(Dr)
2
r2
Fa
− (n− 2)D
brDar
r2
Fb +
DbDar
r
Fb + (n− 1)DaD
br
r
Fb − α
r2
Fa = λ
2Fa
(III.26)
Explicitly evaluating the covariant derivatives, we get a system of coupled
equations for Fr and Ft.
f∂2rFt−
1
f
∂2t Ft +
nf
r
∂rFt −
[
nf
r2
+
α
r2
]
Ft +
[
f ′ − 2f
r
]
∂tFr = λ
2Ft (III.27)
f∂2rFr −
1
f
∂2t Fr +
[
2f ′ +
(n− 2)f
r
]
∂rFr
+
[
f ′′ +
(n− 2)f ′
r
− 2(n− 1)f
r2
− α
r2
]
Fr +
f ′
f 2
∂tFt = λ
2Fr (III.28)
The equations (III.27) and (III.28) we have obtained match with those of
Kodama[16]. Kodama has an additional equation owing to the fact that [16]
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employs gauge-invariant variables in the entire black brane, while we work
with gauge-fixed variables in the black hole spacetime. We first do a modal
decomposition of Ft and Fr.
Ft = A(r)e
iωt Fr =
B(r)
f
eiωt (III.29)
The resulting equations for A(r) and B(r) are:
d2A
dr2
+
n
r
dA
dr
+
(
− n
r2
− α
fr2
− λ
2
f
+
ω2
f 2
)
A =
(
2
rf
− (n− 1)b
n−1
f 2rn
)
iωB
(III.30)
d2B
dr2
+
(n− 2)
r
dB
dr
+
(
−2(n− 1)
r2
− α
fr2
− λ
2
f
+
ω2
f 2
)
B = −(n− 1)b
n−1
f 2rn
iωA
(III.31)
In order to analyze the coupled equations (III.30) and (III.31), it is nec-
essary to resort to the large n limit, where n is the number of dimensions of
the sphere part of the metric. The various motivations for the large n limit
are discussed in [15]. Here, we will only summarize the main steps of the
method in [15] and what we hope to achieve in our analysis of the coupled
equations.
The function f =
(
1− bn−1
rn−1
)
which appears in the background metric
(II.1) is an increasing function and f(r) → 1 as r → ∞. In the large n
limit, this function increases steeply from zero in the interval b < r < b + b
n
and is almost constant for r > b
n
. The appearance of distinct regions with a
steep change in f(r) in this limit is suited to the application of the method
of matched asymptotic expansions. First we define a near-horizon region and
far region as follows:
Near region r − b≪ b
Far region r − b≫ b
n− 1
The definition of the near region is standard. The definition of the far
region as done here is made possible by the large n limit, in which f(r) is
almost constant in the far region. The two regions overlap in b
n−1 ≪ r−b≪ b.
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The next step is to define a new coordinate R = ( r
b
)n−1. In term of this
coordinate, the near and far regions are
Near region lnR≪ n− 1
Far region lnR≫ 1
In the near-region approximation, r can be written in terms of R as
r ∼ b
[
1 +
lnR
n− 1
]
(III.32)
We will now look at the coupled equations (III.30) and (III.31) in the
near and far regions. The equations decouple in the large n approximation
in both these regions and can be solved. Then the far limit of the near region
solution satisfying appropriate boundary conditions at the horizon and the
near limit of an appropriate far region solution are compared in the overlap
region to see if they can be matched. For discussions on stability, we need to
investigate if there are normalizable solutions to the set of coupled equations
that are regular at the horizon, with ω = −iΩ and Ω real (so that the solution
grows in time). We will show that there are no such solutions, indicating the
stability of the black string (brane) under vector perturbations. The same
analysis can be applied for other choices of boundary conditions, such as
those corresponding to quasinormal modes.
III.1 The equations in the near region, large n approx-
imation
We wish to analyze (III.30) and (III.31) in the near region. We also substitute
iω = Ω in order to study black string (brane) stability. Among like terms
in these equations, we only keep pieces which are of leading order in n. We
assume kv, λ and ω to be at least of order n. We use the notation k
2
v/n
2 = kˆv
2
,
λ2/n2 = λˆ2, iω = Ω and Ω2/n2 = Ωˆ2. To study solutions where they are of
lower order in n, we can simply set them to zero. As α = k2v − (n − 1), we
replace it by k2v for large n. We then rewrite the equations in terms of the
variable R = ( r
b
)n−1. To write functions of r in terms of the variable R in
the equations, we use the approximate relation (III.32) which is valid in the
near region. We also implicitly assume an expansion of A and B as
A =
∑
i≥0
Ai
ni
B =
∑
i≥0
Bi
ni
(III.33)
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Thus, in the near region, large n approximation, the equations obeyed by
A and B are
d2A
dR2
+
2
R
dA
dR
−
[
kˆ2v
R(R− 1) +
λˆ2b2
R(R − 1) +
Ωˆ2b2
(R− 1)2
]
A
= − Ωˆb
R(R − 1)2B +
2Ωˆb
nR(R− 1)B.
d2B
dR2
+
2
R
dB
dR
−
[
kˆ2v
R(R− 1) +
λˆ2b2
R(R − 1) +
Ωˆ2b2
(R− 1)2
]
B = − Ωˆb
R(R − 1)2A.
(III.34)
We notice that the right-hand side of the first equation in (III.34) contains
a term of the form 2Ωˆb
nR(R−1)B, which seems sub-leading in n in comparison to
a similar term kˆ
2
v+λˆ
2b2
R(R−1)A on the left-hand side. This statement is true if the
leading order behaviour in n of A and B in (III.33) is similar. Indeed, this is
the likely scenario in such systems of coupled equations. In such a case, this
term on the right can be dropped. If on the other hand, A is sub-leading in
n in comparison with B, the term must be retained. We will analyze both
cases (while discussing the second case, we will also discuss the possibility of
B being sub-leading in comparison with A).
Case 1: Leading order behaviour in n of A and B is similar.
We can take A = A0 + A1/n + ... and B = B0 + B1/n + ..., where
A0, B0 6= 0. In what follows, we will drop the subscripts of the leading terms
in n in A and B. In this case, in the large n limit, (III.34) reduces to
d2A
dR2
+
2
R
dA
dR
−
[
kˆ2v
R(R− 1) +
λˆ2b2
R(R− 1) +
Ωˆ2b2
(R− 1)2
]
A = − Ωˆb
R(R − 1)2B.
(III.35a)
d2B
dR2
+
2
R
dB
dR
−
[
kˆ2v
R(R− 1) +
λˆ2b2
R(R− 1) +
Ωˆ2b2
(R− 1)2
]
B = − Ωˆb
R(R − 1)2A.
(III.35b)
It is clear from the form of (III.35a) that a simple sum and difference of the
two equations decouples them. We define
ξ = (R − 1)−Ωˆb(A+B) ζ = (R− 1)Ωˆb(A− B)
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The equation obeyed by ξ is
R(1−R) d
2ξ
dR2
+
[
2− (2Ωˆb+ 2)R
] dξ
dR
− [Ωˆb− (kˆ2v + λˆ2b2)]ξ = 0. (III.36)
This is an hypergeometric equation whose solutions, for 2Ωˆb not an integer
are:
ξ = C1F (p, q, 2Ωˆb; 1−R) + C2(R− 1)1−2ΩˆbF (2− p, 2− q, 2− 2Ωˆb; 1−R);
(III.37)
where
p =
1
2
[
1 + 2Ωˆb+
√
1 + 4Ωˆ2b2 + 4(kˆ2v + λˆ
2b2)
]
q =
1
2
[
1 + 2Ωˆb−
√
1 + 4Ωˆ2b2 + 4(kˆ2v + λˆ
2b2)
]
Physical considerations require that A,B to be, at the very least, finite at
the horizon. For Ωˆb > 1, this implies C2 = 0. For Ωˆb < 1, both linearly
independent solutions for (A+B) approach zero as R→ 1. However, in fact,
we need finiteness of the perturbation variables Ft and Fr at the horizon,
which are related to A,B by (III.29). This requires Ωˆb > 1. Henceforth,
we shall assume this. We will impose the boundary condition C2 = 0. The
solution for (A+B) is
(A+B) = (R− 1)ΩˆbC1F (p, q, 2Ωˆb; 1−R) (III.38)
The equation and general solution for ζ can be obtained by replacing Ωˆb by
−Ωˆb in (III.36) and (III.37) respectively. Since (A− B) = (R − 1)−Ωˆbζ , the
solution (A− B) that is regular at the horizon is now given by C1 = 0.
For Ωˆb = N a positive integer, and p 6= 1, 2, ...., 2N − 1, the general
solution for ξ is now
ξ = C1F (p, q, 2Ωˆb; 1− R) + C2 ln(R− 1)F (p, q, 2Ωˆb; 1−R).
Finiteness of the perturbation at the horizon implies C2 = 0. If p is one
of the integers 1, 2, ...., 2N − 1, then the general solution for ξ is given by
(III.37). We will not discuss these cases further as the finite solution in all
cases is the same.
Case 2: A is sub-leading in n in comparison to B (or vice-versa).
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If A is sub-leading in n, then in the expansion (III.33), where A = A0 +
A1/n+ ..., and B = B0 +B1/n+ ...), we set A0 = 0. The equations (III.34)
then imply B0 = 0 which brings us back to Case 1. A similar analysis
follows when B0 = 0.
III.2 The far region in the large n approximation
The far region is defined by r ≫ b + b
n
. Therefore, in this limit f → 1
as (bn−1/rn−1) ∼ e−n ln r is a small quantity for large n and large r. We
can neglect terms that have f ′ (or f ′′) in (III.30) and (III.31) because they
fall off at least as bn−1/rn and are negligible compared to other terms that
fall off as 1/r2. We then use the large n approximation to retain only the
leading n parts in like terms. To consider the most general case, we have
assumed k2v,Ω
2 = −ω2 and λ2 are of order n2. To consider the case when
these quantities are of lower order in n, we can take them to zero in our final
answer.
We observe, that, for example, the term on the right-hand side of (III.31)
is, in this limit, − (n−1)bn−1
rn
ΩA. Decaying terms we consider in this approxima-
tion on the left-hand side are of the form 1
r2
B. For the two to be comparable,
we need at least A ∼ rn−2B. If this were true, we could neglect the right-hand
side of the equation for A (III.30) in this limit. If this were not true, then the
right-hand side of the equation for B (III.31) can be neglected in this limit.
In either case, one of the equations will have the right-hand side zero - one
could solve this and substitute the solution in the other equation as a source
term. We also note that in either situation, we additionally require normal-
izability of both sets of perturbations. We will assume that the right-hand
side of equation (III.31) can be neglected. The other case - neglecting the
right-hand side of the equation (III.30) is almost identical computationally.
This is due to the fact that in the large n approximation, noting that λ2, for
example, is at least of order n2, the left-hand side of (III.31) is identical to
that of (III.30) with the replacement of A by B. The only difference between
the two cases is in the type of source term in each of the equations.
Neglecting the right-hand side of (III.31), we have, in the large n far
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region,
d2A
dr2
+
n
r
dA
dr
+
(
−k
2
v
r2
− λ2 − Ω2
)
A =
(
2
r
)
ΩB (III.39)
d2B
dr2
+
n
r
dB
dr
+
(
−k
2
v
r2
− λ2 − Ω2
)
B = 0 (III.40)
The general solution for B is given in terms of modified Bessel functions of
order ν =
√
(n−1)2
4
+ k2v as
B = r
1−n
2 [D1Iν(
√
λ2 + Ω2r) +D2Kν(
√
λ2 + Ω2r)] (III.41)
We note that the large n limit implies the limit of large order and large ar-
gument for the modified Bessel functions, due to ν ∼ O(n) and √λ2 + Ω2 ∼
O(n). Rewriting
√
λ2 + Ω2r = νz where z =
√
λ2+Ω2
ν
r, we use standard ex-
pansions for large order and large argument for the modified Bessel functions.
Iν(νz) ∼ eνz → ∞ as r →∞, whereas Kν(νz) ∼ e−νz → 0. Normalizability
thus implies in (III.41) that D1 = 0.
We now need to match the solutions in the near region and the far region
in the overlap region b
n−1 ≪ r−b≪ b. To do this, first we use the asymptotic
expansion for large order and large argument of the modified Bessel functions
in B to obtain
B = D2r
1−n
2
√
pi
2ν
e−ν
√
1+z2
(
1 +
√
1 + z2
z
)ν
(1 + z2)−
1
4
[
1 +O(
1
n
)
]
.
(III.42)
The form of (III.42) in the overlap region suitable for matching is given by
changing variables from r to R in (III.42) using the approximate formula
(III.32) valid in the overlap region. In the large n approximation, this is
B = D1R
− 1
2
−
√
1+4Ωˆ2b2+4(kˆ2v+λˆ
2b2)
2 (III.43)
The relevant asymptotic expansion of the modified Bessel function used here
is given in Appendix D.
We need to substitute the expression for B from (III.42) and (III.43)
in the right-hand side of the first equation in (III.39) to get A. As can be
checked (for details of handling source terms, we refer to Appendix B), A has
the same behaviour as B as r →∞. Further, in the overlap region, we have
the same power law behaviour, A = (const.)R−
1
2
−
√
1+4Ωˆ2b2+4(kˆ2v+λˆ
2b2)
2 . Thus
A+B and A−B have the same behaviour.
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Matching of Solutions
For matching, we need to extend the near region solution to overlap region.
In order to do this, we use the transformation properties of hypergeometric
functions relating functions of argument (1 − R) to those of argument 1/R.
We will first consider the variable A+B in sub-section III.1.
A+B = (R− 1)ΩˆbC1F (p, q, 2Ωˆb; 1− R)
= (R− 1)ΩˆbC1
[
c˜1R
−pF (p, p− 1, p− q + 1; 1/R)
+ c˜2R
−qF (q, q − 1, q − p+ 1; 1/R)];
where constants c˜1, c˜2 depend on p, q . To extend the solution to the overlap
region, we put (R − 1) ≈ R as we are sufficiently far from horizon and take
the limit R→∞ in hypergeometric function. After this extension, explicitly
putting the values of c˜1 and c˜2, we get
A+B = C1
Γ(p+ q − c+ 1)Γ(q − p)
Γ(q)Γ(q − c + 1) R
− 1
2
−
√
1+4Ωˆ2b2+4(kˆ2v+λˆ
2b2)
2 +
C1
Γ(p+ q − c+ 1)Γ(p− q)
Γ(p)Γ(p− c + 1) R
− 1
2
+
√
1+4Ωˆ2b2+4(kˆ2v+λˆ
2b2)
2 (III.44)
Here c is a constant from the original hypergeometric equations and c = 2.
As we are looking for stable solutions for λ,Ω positive, for such values
1
2
<
√
1 + 4Ωˆ2b2 + 4(kˆ2v + λˆ
2b2)
2
; (III.45)
hence we get a growing solution in R with pieces R−1/2+d and R−1/2−d where
d =
√
1+4Ωˆ2b2+4(kˆ2v+λˆ
2b2)
2
. Note that this solution will always have the growing
piece R−1/2+d since its coefficient does not vanish for any Ωˆ ≥ 0. This can
be seen as follows:
The coefficient of the growing piece is
Γ(p+ q − c+ 1)Γ(p− q)
Γ(p)Γ(p− c + 1) ,
and the Gamma function is non-zero. The coefficient can go to zero only at
the poles of Gamma functions in the denominator. This can only occur when
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either p or p− c+ 1 is a non-positive integer. These two quantities are;
p =
1
2
[
1 + 2Ωˆb+
√
1 + 4Ωˆ2b2 + 4(kˆ2v + λˆ
2b2)
]
p− c+ 1 = −1
2
+ Ωˆb+
√
1 + 4Ωˆ2b2 + 4(kˆ2v + λˆ
2b2)
2
.
It is easy to see that for our situation when Ωˆ ≥ 0 and kˆv > 0 these
quantities can never be non-positive integers. Thus the solution from the
near region will always have the growing piece. But the normalizable solution
in the far region is
A+B = (Const.)R−
1
2
−
√
1+4Ωˆ2b2+4(kˆ2v+λˆ
2b2)
2 ; (III.46)
which is a decaying solution. Therefore we cannot match the solutions from
near and far region. There are no unstable solutions for λ,Ω positive. A
similar statement holds for (A − B). Its expansion in the overlap region
is similar to (III.44) in that it has both pieces R−1/2+d and R−1/2−d. The
normalizable solution in the far region extended to the overlap region has
only the decaying term R−1/2−d. Hence a match is not possible.
So far, we have considered kv,Ω, λ ∼ O(n) at least. We could consider
Ω, λ of lower order by setting them to be zero. The match is still not possible
unless we additionally set kv = 0. Since the IK variables are not defined for
kv = 0, we cannot set it to be zero. In particular, in the static limit, with
Ω = 0, we have no instability.
Thus we conclude that for Ωˆ real and non-negative, there are no normaliz-
able solutions to the vector perturbation equations, and the black string/brane
is stable.
By considering ω = −iΩ and looking for oscillatory solutions, we find
that in the asymptotic region, the modified Bessel functions are replaced by
Bessel functions. Both the linearly independent Bessel functions have similar
behaviour asymptotically, and can be considered. Hence the solution from
the far region will be any arbitrary linear combination of the pieces R−1/2+d
and R−1/2−d with the replacement ω = −iΩ in d. It can be matched to a
solution from the near-region obeying suitable boundary conditions at the
horizon. This can be used to construct approximate solutions to the per-
turbation equations. One can also consider boundary conditions suitable for
quasinormal modes, such as ingoing at the horizon and outgoing at infinity,
and use the matching procedure to evaluate the quasinormal modes.
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IV Non-spherically symmetric scalar pertur-
bations
The IK variables defined for scalar perturbations, Fab and F are (II.23)
Fab = fab +DaXb +DbXa
F = HL +
HT
n
− D
ar
r
Xa.
Our goal is to write eigenvalue equations 2δGµν = −λ2hµν in terms of
the IK variables to make them more tractable, where δGµν is the linearized
Einstein tensor of the Schwarzschild-Tangherlini black hole metric. This
involves a lengthy computation for which we outline the steps. We first use
[21] to express 2δGµν in terms of Fab and F . We note that the right hand
side of the eigenvalue equations is not expressed in terms of either Fab of
F . There are four IK variables (Frr, Frt, Ftt, F ). To simplify the equations
further, following IK [42], we construct three functions from Fab, F ;
W = rn−2(F tt − 2F ) Y = rn−2(F rr − 2F ) Z = rn−2F rt . (IV.47)
The goal is to take appropriate combinations of the eigenvalue equations
for δGµν so that they can be expressed entirely in terms of just three pertur-
bation variables W,Y and Z. To accomplish this, we can invert the relations
(IV.47) to obtain F aa and F in terms of W,Y and Z. For this, we need the
traceless part of the equation 2δGij = −λ2hij (written partly in terms of the
new variables):
W + Y + 2nF = 2λ2
r2
k2
HT (IV.48)
We can write F in terms of W , Y and HT using this relation. Subsequently
using (IV.48) and (IV.47) we get:
F = −W + Y
2nrn−2
+
λ2
nk2
(r2HT ) (IV.49a)
F rt =
Z
rn−2
(IV.49b)
F tt =
W (n− 1)− Y
2nrn−2
+
2λ2
nk2
(r2HT ) (IV.49c)
F tt =
Y (n− 1)−W
2nrn−2
+
2λ2
nk2
(r2HT ) (IV.49d)
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Our choice of variables is motivated by those of Ishibashi and Kodama who
studied the linearized Einstein equation — their variables therefore corre-
spond to (IV.47) with λ is zero. Hence their expressions of F aa , F in terms of
W,Y and Z do not have the factors of HT that ours have.
Substituting our new variables in the eigenvalue equations, we obtain six
equations (VI)-(XI) which are given in Appendix C. Due to the HT factors in
(IV.49), these equations have terms containing derivatives of HT in addition
to components of hµν .
Our goal is to get the final equations completely in terms of W,Y and
Z by taking suitable combinations of the eigenvalue equations, in analogy
with the work of Ishibashi and Kodama, and despite the extra HT factors
present in our expressions. After a lengthy calculation, we have succeeded
in obtaining the final equations completely in terms of these variables, and
all the HT factors cancel out. These equations and the relevant details are
given in (a)-(c) in Appendix C. The important fact for us in the subsequent
analysis is that the scalar perturbation equations can be reduced to three
coupled second order partial differential equations for W , Y and Z. Our
later computations are made simpler by the further change of variables:
ψˆ =
f 1/2
r(n−4)/2
W φˆ =
f 1/2
rn/2
Y ηˆ =
1
r(n−2)/2f 1/2
Z; (IV.50)
where f =
(
1− bn−1
rn−1
)
. We can assume a time dependence of the form
ψˆ(r, t) = eiωtψ(r) for all three variables. Finally, the three coupled pertur-
bation equations are:
− d
2ψ
dr2
+
[
n3 − 2n2 + 8n− 8
4nr2
+
f ′2
4f 2
− (n
2 + 2n− 4)
2n
f ′
fr
− f
′′
2f
− 2(n− 1)
nr2f
+
k2
fr2
+
λ2
f
− ω
2
f 2
]
ψ =[
4
f
− 2f
′r
f 2
]
(iω)η +
[
2(n− 1)
nf
+
2
n
− n + 2
n
rf ′
f
− r
2f ′′
f
+
f ′2r2
2f 2
]
φ (IV.51)
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− d
2φ
dr2
+
[
n3 − 2n2 + 8n− 8
4nr2
+
f ′2
4f 2
− (n
2 + 2n− 4)
2n
f ′
fr
− f
′′
2f
− 2(n− 1)
nr2f
+
k2
fr2
+
λ2
f
− ω
2
f 2
]
φ =
2f ′
f 2r
η(iω) +
[
2(n− 1)
nr4f
− 2(n− 1)
nr4
− 2− n
nr3
f ′
f
− f
′′
r2f
+
f ′2
2f 2r2
]
ψ (IV.52)
− d
2η
dr2
+
[
n2 − 2n
4r2
− (n + 2)f
′
2rf
+
3f ′2
4f 2
− 3f
′′
2f
+
k2
fr2
− ω
2
f 2
+
λ2
f
]
η
=
[
f ′
f
− 2
r
]
r(iω)
f
φ− f
′
f 2
(iω)
r
ψ (IV.53)
Although we have described the details in Appendix C, we will state the
eigenvalue equations that have been used to obtain these coupled equations.
The equation for φ is obtained by combining the eigenvalue equations cor-
responding to δGrr, trace of δGij , δGri and δGti. Similarly, the equation
for ψ is obtained by taking suitable combinations of equations corresponding
to δGrr, trace of δGij , δGri and δGti. The equation for η is obtained by
combining δGrt, δGri and δGti.
The equations (IV.51)—(IV.53) cannot be solved analytically. In order to
solve them, we have to take the large n limit of the equations. The equations
do not decouple, but as we did for the vector case, we analyze the large
n limit of (IV.51)—(IV.53) in the near-horizon and far regions. We then
investigate using matched asymptotic expansions, if the two solutions match
in the overlap region.
IV.1 Far region
The far region is defined, as before, by r ≫ b+ b
n
. In this limit, we will take
f → 1 and use the large n limit as well, to neglect terms that have f ′, f ′′
in the equations for ψ, φ and η. Further, we retain only leading order in n
pieces in like terms. We have assumed k2, ω2 and λ2 are at least of order n2 as
it is the most general case. We can recover cases where these quantities are
of lesser order by putting them to zero in our final answer (with some minor
modifications), except for k = 0 (which would correspond to the s-mode).
In the far limit, the equations (IV.52)—(IV.53) are (replacing Ω = iω since
we want to do a stability analysis):
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− d
2ψ
dr2
+
[
n2
4r2
+
k2
r2
+ λ2 + Ω2
]
ψ = 2φ+ 4Ωη (IV.54)
− d
2φ
dr2
+
[
n2
4r2
+
k2
r2
+ λ2 + Ω2
]
φ =
−f ′′
fr2
ψ +
2f ′
f 2r
Ωη (IV.55)
− d
2η
dr2
+
[
n2
4r2
+
k2
r2
+ λ2 + Ω2
]
η = −2Ωφ− f
′
f 2r
Ωψ (IV.56)
We first consider the φ equation. We have listed terms on the left-hand
side of the type (φ/r2). We note that terms on the right-hand side are of
the type (ψ/rn+3), (η/rn+1). For any of these terms to be considered, for
example, (η/rn+1), the magnitude of η must be at least η ∼ φrn−1. The
same argument also holds for ψ - its magnitude must be at least ψ ∼ φrn+1
for the term proportional to it on the right to be considered. As we will
discuss later, there is no solution to the equations (IV.51)—(IV.53) in the
large n limit, corresponding to this situation. Hence, in what follows, we will
assume that η and ψ are comparable in in magnitude to φ in the large n
limit so that the right-hand side of (IV.55) can be neglected.
We can solve for φ and subsequently solve equation for ψ and η.
− d
2φ
dr2
+
[
n2
4r2
+
k2
r2
+ λ2 + Ω2
]
φ = 0 (IV.57)
Let ν =
√
n2+1
4
+ k2. The general solution of (IV.57) is given in terms of
modified Bessel functions as:
φ = D1
√
rIν(
√
λ2 + Ω2r) +D2
√
rKν(
√
λ2 + Ω2r) (IV.58)
The order ν of the modified Bessel functions is proportional to n. As we
have λ,Ω of order n, the large n limit implies the large order and argument
limit of the modified Bessel functions. In this limit, Iν(νz) ∼ eνz is a growing
solution and for normalizability, we need to choose D1 = 0. Hence
φ = D2
√
rKν(
√
λ2 + Ω2r). (IV.59)
As in the vector case, we need to find the expansion of this solution in
the overlap region next. We use the large argument and order expansion
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of Kν(
√
λ2 + Ω2r) and retain terms to leading order in n. We then change
coordinates from r to R using (III.32) which is valid in the overlap region.
The outline of this calculation is given in Appendix D. In terms of R, the
leading order far solution for φ in the overlap region becomes
φ = D0R
−
√
1+4(kˆ2+λˆ2b2)+4Ωˆ2b2
2 (IV.60)
We henceforth denote scaled k, λ as k2/n2 = kˆ2 and λ2/n2 = λˆ2. To solve
the equations for ψ and η, we will use (IV.59). The η equation (IV.56) is
tackled first. In this equation, the term proportional to ψ on the right can be
neglected, due to the f ′ term. −2Ωφ, with φ given by (IV.59) appears as a
source on the right in this equation. We can find a particular solution to this
equation by the method of variation of parameters exactly as we did in the
vector case (detailed in Appendix B). The computation is similar, and the
relevant facts are: the particular solution will decay exponentially as r →∞,
and will have the power law behaviour η = (const.)R−
√
1+4(kˆ2+λˆ2b2)+4Ωˆ2b2
2 in the
overlap region. A similar statement can be made for ψ.
IV.2 Near region
For the near region behaviour, it is convenient to analyze equations (IV.51)—
(IV.53) in the R variable given in the near region by (III.32). We also expand
φ, ψ and η in terms of n as
ψ =
∑
i≥0
ψi(R)
ni
φ =
∑
i≥0
φi(R)
ni
η =
∑
i≥0
ηi(R)
ni
(IV.61)
Taking the large n limit of (IV.51)—(IV.53), we obtain:
d2ψ
dR2
+
1
R
dψ
dR
−
[
1
4R2
+
1
4(R− 1)2R2 −
1
nR2(R− 1) +
kˆ2 + λˆ2b2
R(R− 1) +
Ωˆ2b2
(R− 1)2
]
ψ =
−
[
2
n2(R − 1)R +
2
n3R2
+
1
R2(R− 1) +
1
2R2(R− 1)2
]
φb2
−
[
4
nR(R− 1) −
2
R(R− 1)2
]
Ωˆb2η (IV.62)
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d2φ
dR2
+
1
R
dφ
dR
−
[
1
4R2
+
1
4(R− 1)2R2 −
1
nR2(R− 1) +
kˆ2 + λˆ2b2
R(R− 1) +
Ωˆ2b2
(R− 1)2
]
φ =
−
[
2
n2(R− 1)R −
2
n2R2
+
1
R2(R− 1) +
1
2R2(R− 1)2
]
ψ
b2
−
[
2
R(R− 1)2
]
Ωˆb2η
(IV.63)
d2η
dR2
+
1
R
dη
dR
−
[
1
4R2
+
3
4(R− 1)2R2 +
1
R2(R− 1) +
kˆ2 + λˆ2b2
R(R− 1) +
Ωˆ2b2
(R− 1)2
]
η =
−
[
1
(R− 1)2R −
2
n(R − 1)R
]
Ωˆφb2 +
Ωˆ
R(R− 1)2ψ (IV.64)
Our notation is: k2/n2 = kˆ2, λ2/n2 = λˆ2, iω = Ω and Ω2/n2 = Ωˆ2.
We have implicitly used the expansion (IV.61) in these equations. In
fact, we are solving for the leading term in the expansion of φ, ψ and η in
the large n limit. From the equations (IV.62)—(IV.64), it is clear that the
leading terms φ0, ψ0 and η0 in the expansion (IV.61) all have to be non-zero.
Hence we will not use the subscripts in the following equations.
Taking linear combinations of φ and ψ simplifies the system to a great
extent. Denote ηb2 = η˜ and φb2 = φ˜ , define
H = ψ + φ˜ and G = ψ − φ˜. (IV.65)
The equation for H decouples as η terms cancel out.
d2H
dR2
+
1
R
dH
dR
−
[
1
4R2
− 1
4R2(R− 1)2 −
1
R2(R− 1) +
(kˆ2 + λˆ2b2)
R(R− 1) +
Ωˆ2b2
(R− 1)2
]
H = 0
(IV.66)
This equation can be written as an hypergeometric equation with regular
singular points at 0, 1 and ∞ by making the ansatz H = R(R− 1) 12+ΩˆbM
R(1−R)d
2M
dR2
+[3− (4+2Ωˆb)R]dM
dR
+[(kˆ2+ λˆ2b2)−3Ωˆb−2]M = 0 (IV.67)
If 1+2Ωˆb 6= m where m is a positive integer, the solution of this equation
is of the form
M = C1F (p, q, 1+2Ωˆb, 1−R)+C2(1−R)−2ΩˆbF (3−p, 3− q, 1−2Ωˆb, 1−R);
(IV.68)
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where
p =
1
2
[
3 + 2Ωˆb−
√
1 + 4(kˆ2 + λˆ2b2) + 4Ωˆ2b2
]
q =
1
2
[
3 + 2Ωˆb+
√
1 + 4(kˆ2 + λˆ2b2) + 4Ωˆ2b2
]
(IV.69)
In this case, for Ωˆb > 1
2
, there is an unambiguous way to choose the be-
haviour of the solution at the horizon. Finiteness of H implies that in the
general solution for M , we must set C2 = 0. For Ωˆb ≤ 12 , both linearly inde-
pendent solutions for H are finite. Thus there seems to be some ambiguity
in the choice of boundary condition at the horizon. As in the vector case,
we argue that it is the original perturbation variables that need to be finite
at the horizon. Consulting (IV.50) for the definitions of the variables φ, ψ, η˜
in terms of W,Y, Z, we see that finiteness of W,Y, Z at the horizon implies
that C2 = 0 even in this case.
We thus set C2 = 0. Therefore in the near region,
H = C1R(R− 1)
1
2
+ΩˆbF (p, q, 1, 1− R) (IV.70)
Even in the case 1 + 2Ωˆb = m, (IV.70) is the appropriate solution for
finiteness of the perturbation at the horizon. For matching, we need to write
the asymptotic expansion of the near region solution in the overlap region.
In order to do this, we use the standard transformation formula:
H = R(R− 1) 12+ΩˆbC1F (p, q, 1 + 2Ωˆb; 1 −R) (IV.71)
= R(R− 1) 12+ΩˆbC1
[
c˜1R
−pF (p, p− 2Ωˆb, p− q + 1; 1/R)+
c˜2R
−qF (q, q − 2Ωˆb, q − p + 1; 1/R)]; (IV.72)
where constants c˜1, c˜2 depend on p, q. The asymptotic expansion for H in
the overlap region is obtained by putting (R − 1) ≈ R and evaluating the
hypergeometric functions in the large R approximation.
The asymptotic expansion of the near region solution for H in the overlap
region is
H = C1
[
c˜1R
√
1+4Ωˆ2b2+4(kˆ2+λˆ2b2)
2 + c˜2R
−
√
1+4Ωˆ2b2+4(kˆ2+λˆ2b2)
2
]
(IV.73)
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By the same reasoning as employed in vector case (III.44), it can be
argued that for Ωˆ ≥ 0 and kˆ > 0, the coefficient of the growing piece c˜1 is
never zero for any value of Ωˆ.
We would like to do a similar procedure for the other perturbation equa-
tions for G and η˜. The equations for G and η˜ in the near region are:
d2G
dR2
+
1
R
dG
dR
−
[
1
4R2
+
3
4R2(R− 1)2 +
1
R2(R− 1) +
(kˆ2 + λˆ2b2)
R(R− 1) +
Ωˆ2b2
(R− 1)2
]
G
=
4Ωˆ
R(R− 1)2 η˜ (IV.74)
d2η˜
dR2
+
1
R
dη˜
dR
−
[
1
4R2
+
3
4R2(R− 1)2 +
1
R2(R− 1) +
(kˆ2 + λˆ2b2)
R(R − 1) +
Ωˆ2b2
(R− 1)2
]
η˜
=
Ωˆb2
R(R− 1)2G (IV.75)
Unfortunately they are coupled. We cannot solve these equations analyt-
ically in the near region as we did for H . First, let us consider the special
case when either one of G or η˜ is zero. Since the left-hand sides of both
(IV.74) and (IV.75) have the same differential operator, the two possibilities
are computationally identical. Let us take the case η˜ = 0. Then we obtain
the following general solution for G (with η˜ = 0):
G =D1(R− 1) 12+
√
1+Ωˆ2b2F (p˜, q˜, 1 + 2
√
1 + Ωˆ2b2; 1− R)+
D2(R− 1) 12−
√
1+Ωˆ2b2F (1− p˜, 1− q˜, 1− 2
√
1 + Ωˆ2b2; 1− R). (IV.76)
Here,
p˜ =
1
2
+
√
1 + Ωˆ2b2 +
√
1 + 4Ωˆ2b2 + 4(kˆ2 + λˆ2b2)
2
and
q˜ =
1
2
+
√
1 + Ωˆ2b2 −
√
1 + 4Ωˆ2b2 + 4(kˆ2 + λˆ2b2)
2
.
Finiteness at the horizon implies we must set D2 = 0.
This solution can be written in the overlap region using the asymptotic
expansion of the hypergeometric function as with H . In the overlap region,
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the form of G is nearly identical to (IV.73) - the only difference is in the
numerical values of the constants c˜1 and c˜2. As before coefficient of the
growing piece is never zero. The solution for G in the static limit is given by
plugging Ωˆ = 0 and D2 = 0 in (IV.76), since in the static limit, the equations
for G and η˜ decouple. The solution for η˜ is identical to that of G in this limit.
What is relevant is that in the asymptotic region, we are still left with an
expansion for either of these functions, of the form (IV.73) with Ωˆ = 0, and
the coefficient of the growing piece non-zero.
Let us now consider the equations for G and η˜ in the general case when
they are both coupled. We split the near region into the very near horizon
region and the far limit of the near region. In the very near horizon region
we use the approximation R − 1 << 1 so that R ∼ 1 and keep only the
dominant terms with highest powers of (R−1) in the denominator in (IV.74)
and (IV.75). This is the region 1 < R << 2. The far limit of the near region
is defined by the regime where R >> 1, so that (R − 1) ≈ R, which can be
applied to the coupled equations (IV.74) and (IV.75). We will evaluate the
solutions to the coupled equations in both regimes and present a matching
argument between these two regimes in the ‘overlap’ region 1 < R < 2. We
note that the definition of the overlap region here is not as precise as the
overlap region between the near and far region in the large n limit.
In the very near horizon region approximation, the equations (IV.74) and
(IV.75) reduce to
d2G
dR2
+
dG
dR
+
[
−3
4
− Ωˆ2b2
]
1
(R − 1)2G =
4Ωˆ
(R − 1)2 η˜ (IV.77a)
d2η˜
dR2
+
dη˜
dR
+
[
−3
4
− Ωˆ2b2
]
1
(R− 1)2 η˜ =
Ωˆb2
(R − 1)2G. (IV.77b)
These equations are still coupled. To simplify them further, we rewrite
(IV.77) in terms of the new coordinate y = ln(R − 1). Also we write G
and η˜ as
η˜ = ey/2P G = ey/2Q
In the very near horizon limit y → −∞, we now obtain coupled differential
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equations with constant coefficients which can be solved analytically.
d2Q
dy2
=
(
1 + Ωˆ2b2
)
Q+ 4ΩˆP
d2P
dy2
=
(
1 + Ωˆ2b2
)
P + Ωˆb2Q
In the case Ωˆb 6= 1, the general solutions for η˜ and G are:
G =C1(4Ωˆ)(R− 1) 32+Ωˆb + C2(4Ωˆ)(R− 1)− 12−Ωˆb
+ C3(4Ωˆ)(R− 1)−
1
2
+Ωˆb + C4(4Ωˆ)(R− 1)
3
2
−Ωˆb (IV.78)
η˜ =C1(2Ωˆb)(R − 1) 32+Ωˆb + C2(2Ωˆb)(R − 1)− 12−Ωˆb
+ C3(−2Ωˆb)(R− 1)− 12+Ωˆb + C4(−2Ωˆb)(R − 1) 32−Ωˆb (IV.79)
As expected, four arbitrary constants characterize the general solutions
for these two coupled ordinary differential equations. Let us now discuss the
boundary conditions. A natural choice is finiteness of G and η˜ at the horizon.
However, we recall that it is the original perturbations variablesW,Y, Z that
need to be finite at the horizon for consistency of linearized perturbation
theory. If we again refer back to (IV.50) for the definitions of the variables
φ, ψ, η˜ in terms of W,Y, Z, we see that finiteness of W,Y, Z at the horizon
makes the choice of boundary conditions very simple. W,Y are related to G
by a factor (R − 1)− 12 . This implies the following: Regardless of the value
of Ωˆb, we must set C2 = 0. For 0 < Ωˆb < 1, C3 = 0 and C1, C4 6= 0. For
Ωˆb > 1, C4 = 0 and C1, C3 6= 0.
A special case is Ωˆb = 1. The solutions for G and η˜ for which the original
perturbation variables are finite at the horizon are:
G = C1(R− 1) 52 + C4(4Ωˆ)
√
R − 1;
η˜ = C1
b
2
(R− 1) 52 − 2C4
√
R− 1. (IV.80)
Let us now look at (IV.74),(IV.75) in the far limit of the near region
where we consider R to be large. In this limit (R− 1) ≈ R.
d2G
dR2
+
1
R
dG
dR
−
[
1
4
+ kˆ2 + λˆ2b2 + Ωˆ2b2
]
1
R2
G =
4Ωˆ
R3
η˜ (IV.81)
d2η˜
dR2
+
1
R
dη˜
dR
−
[
1
4
+ kˆ2 + λˆ2b2 + Ωˆ2b2
]
1
R2
η˜ =
Ωˆb2
R3
G (IV.82)
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To analyze this equation, we first consider G and η˜ to have a similar R
dependence in the large R limit. In this case we can neglect the right hand
side of both the equations as it will be subleading for large R. The resulting
equations are decoupled and are Euler differential equations with solution
G = η˜ = a1R
−
√
1+4Ωˆ2b2+4(kˆ2+λˆ2b2)
2 + a2R
√
1+4Ωˆ2b2+4(kˆ2+λˆ2b2)
2 ; (IV.83)
and similarly for η˜.
An alternative scenario in the far limit of the near region is one where
G has a higher power of R than η˜ in the far region. We can then neglect
the right hand side in (IV.81). The solution for G will be same as (IV.83).
We can solve for η˜ using this solution as a source term in (IV.82). By doing
this using standard Green’s function methods, we obtain a solution for η˜
which does not tally with the form of the solution for η˜ from the far region.
This indicates we cannot have this alternative scenario. The possibility of η˜
having a higher power of R than G can be ruled out in a similar way.
IV.3 Matching of Solutions
We are investigating if the black string is unstable under scalar perturbations
(λ,Ω > 0). In the overlap region, the solution from the near region for
H is a growing solution with both exponents of R, R
√
1+4Ωˆ2b2+4(kˆ2+λˆ2b2)
2 and
R−
√
1+4Ωˆ2b2+4(kˆ2+λˆ2b2)
2 present and the coefficient of the growing piece always
non-zero.
However, the normalizable solution from the far region is of the following
form in the overlap region:
φ = D0R
−
√
1+4Ωˆ2b2+4(kˆ2+λˆ2b2)
2 ; (IV.84)
with the same exponent for ψ and η as well. Since G, H and η˜ are sums,
differences or scalar multiples of φ, ψ, η, the form of H from the far region
has only the decaying piece R−
√
1+4Ωˆ2b2+4(kˆ2+λˆ2b2)
2 . Thus there are no unstable
modes of the type H for the black string/brane for scalar perturbations with
angular momentum l 6= 0.
Further, in the static limit Ωˆ = 0, the same matching argument can be
used to conclude from (IV.76) with D2 = 0 that there are no unstable modes
of any type (H , G or η˜). The same statement can also be made in the
non-static case when either one of G or η˜ is zero.
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Let us now consider the general case when both G and η˜ are non-zero.
In the far limit of the near region, G is of the form (IV.83), and a similar
expression holds for η˜ since the equations decouple. In the overlap region
1 < R < 2, the far region (decoupled) solution is of the form (IV.76) with
arbitrary constants D1 and D2. The solution for G from the far limit of the
near region, in the overlap region is
G =D1(R− 1)
1
2
+
√
1+Ωˆ2b2F (p˜, q˜, 1 + 2
√
1 + Ωˆ2b2; 1− R)+
D2(R− 1) 12−
√
1+Ωˆ2b2F (1− p˜, 1− q˜, 1− 2
√
1 + Ωˆ2b2; 1− R). (IV.85)
The hypergeometric functions in this expression for G in the overlap region
are expanded as a series in R−1. Now, from the very near horizon region, the
solutions for G and η˜ are given by (IV.79), with finiteness of the perturbation
required at the horizon. For example, let us consider Ωˆb > 1. In the very
near horizon region,
G = C1(4Ωˆ)(R− 1) 32+Ωˆb + C3(4Ωˆ)(R− 1)− 12+Ωˆb. (IV.86)
η˜ = C1(2Ωˆb)(R − 1) 32+Ωˆb + C3(−2Ωˆb)(R − 1)− 12+Ωˆb. (IV.87)
If we consider C1, C3 > 0, then in the very near horizon region, bothG and G
′
are positive. Similarly, if both C1, C3 < 0 then both G and G
′ are negative.
If C1 > 0, C3 < 0, then both η˜ and η˜
′ are positive. If C1 < 0, C3 > 0, then
both η˜ and η˜′ are negative. Thus, irrespective of the sign of the constants,
either one of the two functions, G or η˜ will be such that the function and its
derivative are of the same sign in the very near horizon region. For example,
let this function be G. It needs to match with the expression for G from the
far limit of the near region (IV.76) in the overlap region for some D1 and D2.
We cannot match exact powers of (R − 1) from both sides, as this overlap
region is not very precisely defined. The exponents coming from the very
near horizon region depend crucially on the coupling terms, whereas in the
far limit of the near region, the solutions are decoupled. However, if Ωˆ is large
and b > 1, the coupling terms will not be significant in the overlap region.
This can be seen from the equation for G, (IV.74) for example, where the
coupling term is 4Ωˆ
R(R−1)2 η˜. A comparable term on the left is
Ωˆ2b2
(R−1)2G which
in the overlap region could be larger than the coupling term for sufficiently
large Ωˆ. We can match features of the solutions from both sides. Let G and
G′ have the same sign from the very near horizon region. Then at leading
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order in (R−1), in order to match this feature with (IV.76), we need D1 6= 0,
since a solution with D1 = 0 will have a sign opposite to its derivative. If
D1 6= 0, then in the far limit of the near region, we will have an expansion
containing a piece R
√
1+4Ωˆ2b2+4(kˆ2+λˆ2b2)
2 which will not match with the solution
from the asymptotic region. Thus G must be the trivial solution. Plugging
this in the equation for η˜, we can conclude the same for it.
This heuristic argument is not as water-tight as the case of the perturba-
tion H due to the overlap region between the very near horizon region and
the far limit of the near region not being very precisely defined. However,
since the problematic coupling terms are not significant for Ωˆ large, we do
not believe there are any unstable modes of the form G or η˜ at least in that
case.
We can discuss the case of λ and Ω being lower order in n by setting them
to zero. This is still no match between the near and far region solutions. We
cannot set k = 0 since we are considering non-spherically symmetric modes.
If we wish to study stable oscillatory modes with real ω = −iΩ, then in
the far region, modified Bessel functions are replaced by Bessel functions.
In this case, normalizability of the perturbation allows for both the linearly
independent Bessel functions. Thus, in the overlap region, the far region
solution is an arbitrary linear combination of both R
√
1+4Ωˆ2b2+4(kˆ2+λˆ2b2)
2 and
R−
√
1+4Ωˆ2b2+4(kˆ2+λˆ2b2)
2 . This can be matched to any solution from the near
region, such as one obeying quasinormal mode boundary conditions. The
technique of matched asymptotic expansions yields an approximate solution.
V Summary
In this paper, we report on substantial progress in the analysis of non-
spherically symmetric perturbations of the black string/flat black brane. The
perturbations are decomposed in terms of the scalar, vector and tensor spher-
ical harmonics on the n-sphere part of the brane metric. By an appropriate
choice of gauge, and by generalizing perturbation variables introduced by
Ishibashi and Kodama for black hole perturbation theory, we have rewritten
the brane perturbation equations in a vastly simplified form. The tensor
perturbations which reduce to an ODE for a single function have already
been discussed in [16] and do not lead to instabilities. It is the vector and
scalar perturbations that have eluded analysis before. In our formulation, the
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vector perturbations reduce to a system of two coupled ODEs. The scalar
perturbations reduce to three coupled ODEs. To analyze stability of the
black string/brane, we have assumed a time behaviour eΩt for the perturba-
tions, and investigated if there are normalizable solutions to the perturbation
equations with Ω real and positive.
A breakthrough in the analysis of the vector and scalar perturbations
comes from the use of the large n limit of general relativity [14], [15]. The
vector equations decouple in the near-horizon region and the asymptotic
region. Due to the large n limit, these regions are well-defined, and we employ
the technique of matched asymptotic expansions to rule out instabilities.
We require finiteness of the perturbations at the horizon for consistency of
perturbation theory and normalizability asymptotically. One minor detail
in the vector perturbations is that defining Ω = nΩˆ, for 0 < Ωˆb < 1 (r =
b being the horizon location), both linearly independent solutions to each
equation are not finite at the horizon. We therefore need Ωˆb ≥ 1. We
do not understand if this is of any significance in the large n limit. Static
perturbations with Ωˆ = 0 do not lead to instabilities.
Of the three scalar perturbation equations, one decouples in the near-
horizon and asymptotic regions. As in the vector case, we show this does
not lead to instabilities. The other two perturbations remain coupled in
the near-horizon region, although they can be solved asymptotically. If any
one of them is zero, the other does not lead to instabilities. In the case
when both are non-zero, we employ a two step matching procedure. We
split the near-horizon region into two regions with an overlap, solve the two
coupled equations in the two regions, and match their features in the overlap
region. We then argue that this solution does not match with the asymptotic
solution, and that these perturbations cannot also lead to instability. The
split of the near-horizon region into two, and the overlap region of the two
is not as neat as the large n split of the spacetime into a near-horizon and
far region. However, for reasons outlined at the end of section IV, we believe
these perturbations do not lead to instability. In the static limit Ω = 0, we
can show that none of the three scalar perturbations leads to an instability.
Taken together, these results in the large n limit provide direct evidence
from the analysis of the equations themselves that the Gregory-Laflamme
instability is the only instability of the flat black brane. We have also shown
that the corresponding Gross-Perry-Yaffe mode for semiclassical black hole
perturbations is the unique unstable mode in the large n limit. The above
analysis can also be used to study stable perturbations with time dependence
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eiωt, such as quasinormal modes. In this case, the matching procedure we
have outlined can be used to obtain the quasinormal mode frequencies and
approximate analytical solutions for the perturbations.
VI Discussion
The results of this paper have demonstrated the power of the large D limit of
general relativity in tackling difficult problems in black brane perturbation
theory. This has many immediate applications. As a natural next step, we
are working on the non-spherically symmetric quasinormal modes of the black
string in this limit. Computing the leading order quasi-normal modes is very
simple given the results of our paper. However, we need an understanding of
the effect of 1/D corrections on the modes computed by matching the near
region and far region solutions at leading order. We have not considered these
corrections in our paper because we have done a stability analysis for which
there are no unstable modes at the leading order and no match between the
near region and asymptotic solutions.
Other projects we hope to address immediately are a study of brane
perturbations with a nonzero cosmological constant, as well as an analysis
of the perturbations of charged black p-branes considered by Gregory and
Laflamme in [2]. It was found in [43] that the GL instability disappears
for the extremal black p-brane. It would be interesting to know how the
perturbation analysis of non-spherically symmetric perturbations of extremal
black p-branes differs from the non-extremal ones.
Our simplified perturbation equations are amenable to a numerical study
to investigate several aspects of stable black brane perturbations. We hope
this work also serves as a pointer for tackling more difficult problems such
as a direct study of non-spherically symmetric perturbations of curved black
branes.
A Appendix A: Tensor perturbations
For n ≥ 3, we consider metric perturbations proportional to the tensor spher-
ical harmonics Tij on S
n, which are symmetric tensors defined by
(∆ˆn + k
2
T )Tij = 0; T
i
i = 0; DˆjT
j
i = 0.
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k2T = l(l + n− 1)− 2; l = 1, 2, ..... (A.1)
These metric perturbations satisfy hab = hai = 0; hij = 2r
(4−n)/2ΦTij . For
these perturbations of the black string, we assume the ansatz Φ(t, r, z) =
Φ˜(r)eiωteiλT z. Unstable (normalizable) modes of the string correspond to
imaginary values of ω. The equation for Φ˜ follows from the Einstein equa-
tions. This was derived in [18] for static perturbations with ω = 0, and the
time dependence adds only one extra term. Defining the coordinate r∗ by
dr∗ = dr/f , the equation for Φ˜ is of the form
[− d
2
dr2∗
+ V ]Φ˜ = ω2Φ˜; (A.2)
where
V (r) =
f
r2
[
k2T + 2n+
(n2 − 10n+ 8)
4
+
n2
4
(
b
r
)n−1]
+ λ2Tf.
As can be seen, this potential is positive, and thus there are no normalizable
solutions to (A.2) with ω pure imaginary. The black string is stable under
this class of perturbations, and with ω = 0, this also proves the semi-classical
stability of the Schwarzschild-Tangherlini black holes under tensor perturba-
tions without the need to resort to a large n limit. This analysis has been
done by H Kodama [16] and in the context of stability of the Schwarzschild-
Tangherlini metric under Ricci flow, in [18].
Kudoh [17] has analyzed the tensor and vector perturbations of the black
string, and a numerical analysis of scalar perturbations in an approximation.
This has been done using the IK variables. However, the work suffers from
serious errors. For example, a cross-check is that the eigenvalue equation
(A.2) must reduce to the linearized Einstein equations on Schwarzschild-
Tangherlini black holes for λ = 0, given in Ishibashi and Kodama’s paper
[20] as well as older work of Gibbons and Hartnoll [19]. It indeed does.
However, Kudoh’s equation for tensor perturbations, given by equation(39)
in [17], does not match (A.2) and does not reduce to the relevant equations
of Ishibashi and Kodama, or Gibbons and Hartnoll upon setting λ = 0. We
believe the likely errors are typos in the coefficients of the f and f ′ terms in
equation (39) in [17]. Similarly for the vector case, it is claimed in [17] that
the equations for (Fr, Ft) completely decouple. We explicitly show that the
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same equations do not decouple even in the large n limit. Our equations in the
vector case match those of H Kodama in [16] — Kodama uses gauge invariant
variables on the brane, and we use a gauge-fixed formalism. However, this
only results in an extra constraint and equation in Kodama’s case. Thus
we believe that there are errors in the analysis of Kudoh [17] that invalidate
many of the claims in that paper.
B Appendix B: Handling source terms
Here, we take as an example, the first of the equations (III.39), which is given
by
d2A
dr2
+
n
r
dA
dr
+
(
−k
2
v
r2
− λ2 − Ω2
)
A =
(
2
r
)
ΩB. (B.3)
In sub-section (III.2), B was evaluated and found to be r−(n−1)/2Kν(νz) where
z =
√
λ2+Ω2
ν
r. Let us take A = r−(n−1)/2S. Then the equation (B.3) becomes
a modified Bessel equation with source terms. This is
d2S
dz2
+
1
z
dS
dz
− [1 + ν
2
z2
]S =
2Ωˆ√
λˆ2 + Ωˆ2z
Kν(νz). (B.4)
The Wronskian of the two linearly independent solutions to the homoge-
neous equation W [Iν(νz), Kν(νz)] =
1
z
. We use the method of variation of
parameters to write the solution to (B.4). This takes the form (replacing
dz =
√
λ2+Ω2
ν
dr)
S = −2Ωˆ
ν
Iν(νz)
∫
(Kν(νz))
2 dr +
2Ωˆ
ν
Kν(νz)
∫
Kν(νz)Iν(νz) dr. (B.5)
Inserting the asymptotic expansions for modified Bessel equations for
large argument and order, we note that as r → ∞, S → 0 exponentially
as e−νz. In the overlap region, we can change variables from r to R using
(III.32) and Kν(νz)Iν(νz) ∼ [1 + (λ2+Ω2ν2 )b2]−1/2. We have dr ∼ dR/R, and
from Appendix D we observe that in the large n approximation in the overlap
region, Kν(νz) = cR
−d where c is a constant and d =
√
1+4Ωˆ2b2+4(kˆ2v+λˆ
2b2)
2
.
By a similar computation, Iν(νz) = c˜R
d. Using this, we evaluate (B.5)
in the overlap region to obtain S = (const.)R−d, and A = r−(n−1)/2S =
(const.)R−1/2−d.
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C Appendix C: Equations for Scalar Pertur-
bations
In this section we give an outline of the procedure to get equations in terms
of W,Y, Z variables. We first write equations 2δGµν = −λ2hµν in terms of
these.
Equation for δGti :
∂tW + ∂rZ = λ
2rn−2
[
Xt +
1
k2
∂t(r
2HT )
]
(VI)
Equation for δGri :
∂rY +
f ′
2f
Y − f
′
2f
W − 1
f 2
∂2t Z = λ
2rn−2
[
Xr +
1
k2
∂r(r
2HT )
]
(VII)
Equation for δGrt :[
k2
r2
− f ′′ − nf
′
r
]
Z + f∂t∂rY +
(
2f
r
− f
′
2
)
∂tY
+ f∂t∂rW −
(
(n− 2)f
r
+
f ′
2
)
∂tW = −λ2rn−2f rt
− 2λ
2
nk2
[
n∂t∂r(r
2HT )− nf
′
2
∂r(r
2HT )
]
(VIII)
Equation for δGrr :
1
f
∂2tW −
f ′
2
∂rW +
1
f
∂2t Y −
(
f ′
2
+
nf
r
)
∂rY
+
[
n− 1
r2
(f − 1) + (n + 2)f
′
2r
+
f ′′
n
]
W
+
[
1− f
r2
− 3n− 2
2r
f ′ − n− 1
n
f ′′ +
k2 − nK
r2
]
Y
+
2n
rf
∂tZ = −λ2rn−2f rr
− 2λ
2
nk2
[
−nk
2
r2
(HT r
2)− n
f
∂2t (r
2HT ) +
nf ′
2
∂r(r
2HT ) +
n2f
r
∂r(r
2HT )
]
(IX)
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Equation for δGii :
1
2f
∂2tW +
f ′
4
∂rW − f
2
∂2rY −
(
3f ′
4
+
f
r
)
∂rY
+
[
(n− 1)(n− 2)(f − 1)
2nr2
+
(6n− 4− n2)f ′
4nr
+
f ′′
2n
]
W
+
[
(n− 1)(n− 2)(f − 1)
2nr2
+
(−n2 + 2n− 4)f ′
4nr
− (n− 1)f
′′
2n
]
Y
+
(
1
rf
− f
′
2f 2
)
∂tZ +
1
f
∂t∂rZ = −λ2rn−2HL − λ
2
nk2
[
(n− 1)k2
r2
(HTr
2)
− nf∂2r (r2HT ) +
n
f
∂2t (r
2HT )− nf ′∂r(r2HT )− n(n− 1)f
r
∂r(r
2HT )
]
(X)
Equation for δGtt :
− f∂2rW +
(
n− 4
r
f − f
′
2
)
∂rW − f∂2rY −
(
f ′
2
+
4f
r
)
∂rY
−
[
n− 1
r2
− (2n− 3)f
r2
+
n− 2
2r
f ′ +
n− 1
n
f ′′ − k
2
r2
]
W
−
[
n− 1
r2
− n− 3
r2
f +
(n− 2)f ′
2r
− f
′′
n
]
Y = −λ2rn−2f tt
− 2λ
2
nk2
[
−nk
2
r2
(HT r
2) + nf∂2r (r
2HT ) +
nf ′
2
∂r(r
2HT ) +
n2f
r
∂r(r
2HT )
]
(XI)
As discussed before, the right-hand side of these equations have com-
ponents of (fab, Xa, HL, HT ). To get them in terms of W,Y, Z, we have to
combine these equations. Let us expand our variables in terms of these com-
ponents.
W
rn−2
= f tt −
2
f
∂tXt +
(
f ′ − 2f
r
)
Xr − 2HL − 2HT
n
Y
rn−2
= f rr + 2f∂rXr +
(
f ′ − 2f
r
)
Xr − 2HL − 2HT
n
Z
rn−2
= f rt + f∂rXt + f∂tXr − f ′Xt
The final W,Y and Z equations are as follows: Looking at the expression
of Z, we see that adding (VIII), and derivatives of (VI) and (VII) with
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appropriate coefficients will give the right-hand side of the resulting equation
in terms of the Z variable.
∂2rZ −
1
f 2
∂2tZ −
(
(n− 2)
r
+
f ′
f
)
∂rZ−[
k2
fr2
− f
′′
f
− nf
′
fr
]
Z −
(
2
r
− f
′
f
)
∂tY − f
′
f
∂tW =
λ2
f
Z (a)
Similarly adding (IX), the derivative of (VII) and (X) will give us the
equation for Y .
∂2rY −
1
f 2
∂2t Y −
(
n
r
− f
′
f
)
∂rY−[
−2(n− 1)
nr2f
+
−n2 + 2n− 2
nr2
+
(2− n)
nrf
f ′ − f
′′
f
+
f ′2
2f 2
+
k2
r2f
]
Y−[
−2(n− 1)
nr2f
+
2n− 2
nr2
+
2− n
nrf
f ′ +
f ′′
f
− f
′2
2f 2
]
W +
2f ′
f 3
∂tZ =
λ2
f
Y (b)
To obtain the equation for W , we add (XI), the derivative of (VI), (X)
and (VII).
∂2rW −
1
f 2
∂2tW −
(
(n− 4)
r
− f
′
f
)
∂rW−[
−2(n− 1)
nr2f
+
n2 − 2
nr2
+
(2− 3n)
nrf
f ′ − f
′′
f
+
f ′2
2f 2
+
k2
r2f
]
W−[
−2(n− 1)
nr2f
− 2
nr2
+
2 + n
nrf
f ′ +
f ′′
f
− f
′2
2f 2
]
Y −
(
2f ′
f 3
− 4
rf 2
)
∂tZ =
λ2
f
W
(c)
We see that the extra HT terms automatically vanish and the equations
are coupled. In the static limit, the Z equation decouples and we get coupled
equations for (W,Y ).
D Appendix D: Expansion of Modified Bessel
Functions
In this section, we write the expansion of Kν(
√
λ2 + Ω2r) in terms of R. In
the modified Bessel function Kν(
√
λ2 + Ω2r) , both the Bessel function order
ν and argument
√
λ2 + Ω2r are of same order in n. As we are working in
the large n approximation, we have to use expansions for modified Bessel
functions of large order and large argument.
Let us denote κ =
√
λ2 + Ω2. For simplicity of calculation, we define a
new coordinate z = κr/ν. Here
ν =
√
n2 + 1
4
+ k2 ≈ n
2
√
1 + 4kˆ2 (a)
The far region solution (IV.59) can be now written as
φ = D2
ν
κ
√
zKν(νz)
The large order and large argument expansion of this expression is,
√
zKν(νz) =
√
pi
2ν
√
z
(1 + z2)1/4
e−νη
[
1 +
∞∑
m=1
(−1)mum(t˜)
νm
]
(b)
where
η =
√
1 + z2 + ln
[
z
1 +
√
1 + z2
]
t˜ =
1√
1 + z2
and um(t˜) are polynomials in t˜. We are only considering terms to high-
est order in n. We ignore the polynomial terms as they are divided by ν.
Substituting for η we get, up to a constant,
√
zKν(νz) ≈ 1
zν
(
1 +
√
1 + z2
) √z
(1 + z2)1/4
exp
[
−ν
√
1 + z2
]
. (c)
In order to express Kν(νz) in the overlap region, we write this expression
in terms of R. Here, R = r
n−1
bn−1
. To expand the expression in orders of n, we
use the following definition of r in terms of R, valid in the overlap region,
r = b
[
1 +
lnR
n− 1
]
.
We will now look at each term in (c) individually. For zν , the term is
directly proportional to rn. Hence we use the definition rn = bnR for large
n.
1
zν
=
(ν
κ
)ν 1
rν
=
(ν
κ
)ν
b−νR−
ν
n =
( ν
κb
)ν
R−
√
1+4kˆ2
2 (d)
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The next term becomes
[
1 +
√
1 + z2
]ν
=exp
[
ν ln
{
1 +
(
1 +
κ2b2
ν2
(
(1 + 2
lnR
n
))1/2}]
=
(
1 +
√
1 +
κ2b2
ν2
)ν
exp

 κ
2b2
√
1 + κ
2b2
ν2
νn
(
1 +
√
1 + κ
2b2
ν2
) lnR

 .
(e)
κ and ν are of order n. Hence the constant multiplying lnR is of order
1. Similarly substituting for z we get,
exp
[
−ν
√
1 + z2
]
=
(
1 +
κ2b2
ν2
)−ν/2
exp

 −κ2b2
nν
√
1 + κ
2b2
ν2
lnR

 (f)
The coefficient of lnR is of order 1 in this term. The remaining term in
(c) becomes,
√
z
(1 + z2)1/4
=
(
1 +
ν2
κ2b2
)−1/4
exp
[
ν2
2nκ2b2
(
1 +
ν2
κ2b2
)−1
lnR
]
(g)
Here, the constant multiplying lnR is of order 1/n. Therefore, this term
is sub-leading in comparison with the other terms in expansion. We are
interested in terms that are leading order in n. In the final expression, we
neglect this term. Substituting all the expressions in R back in (c), we get
the following expression for φ (we have absorbed all the constants in D0) :
φ = D0R
−
√
1+4Ωˆ2b2+4(kˆ2+λˆ2b2)
2 (h)
Notice that in the final expression, we have neglected terms coming from√
z as they are sub-leading. Hence we can write
Kν(νz) = (const.)R
−
√
1+4Ωˆ2b2+4(kˆ2+λˆ2b2)
2 (i)
Expansion for the modified Bessel function of first kind Iν(νz) for large
order and large argument is
Iν(νz) =
1√
2piν
1
(1 + z2)1/4
eνη
[
1 +
∞∑
m=1
um(t˜)
νm
]
(j)
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We can obtain expansion of Iν(νz) in the overlap region in the large n
approximation by replacing (−ν) by ν in the expansion of Kν(νz). The final
expression for Iν is
Iν(νz) = (const.)R
√
1+4Ωˆ2b2+4(kˆ2+λˆ2b2)
2 (k)
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