Abstract-Globally, the rate of preterm births are increasing, thus resulting in significant health, development and economic problems. Current methods for the early detection of such births are inadequate. Nevertheless, there has been some evidence that the analysis of uterine electrical signals, collected from the abdominal surface, could provide an independent and easier way to diagnose true labour and detect the onset of preterm delivery. Using advanced machine learning algorithms, in conjunction with Electrohysterography signal processing, numerous studies have focused on detecting true labour several days prior to the event. However, in this paper, the Electrohysterography signals have been used to detect preterm births. for sensitivity, 84% for specificity, 94% for the area under the curve and 12% for the mean error rate.
1.

Introduction:
The World Health Organisation (WHO) defines preterm birth as the delivery of any baby born alive before 37 weeks of gestation. In other words, births that occur before 259 days of pregnancy are defined as preterm and births that occur between 259 and 294 days, term (WHO, 2012) . Preterm births have a significant adverse impact on the new born, including an increased risk of death and other health defects. In particular, infant death rates (less than 24 weeks) are increasing. In 2009, preterm births accounted for approximately 7% of live births, in England and Wales (Bulletin, 2011) .
During pregnancy, the monitoring of uterine contractions is vital in order to differentiate between those that are normal and those that may lead to premature birth. The early onset of such contractions can be caused by a number of conditions, including abnormalities in the cervix and uterus, recurrent antepartum haemorrhage and infection (Lucovnik et al., 2011) . In the USA, the cost of treatment is reportedly $25.6 billion, whilst in England and Wales, it is estimated to be £2.95 billion, annually (Bulletin, 2011) . Consequently, in the last twenty years, a great deal of research has been undertaken to detect and prevent the threat of preterm birth. This has been achieved using different monitoring techniques, which detect uterine contractility.
Many approaches have focused on the use of external Tocography and Intrauterine Pressure Catheters. However, they have proven ineffective in the detection of preterm births.
One promising technique, which has gained recognition in monitoring uterine activity, is the use of advanced machine learning algorithms and Electrohysterography (EHG) signal processing. This method records signals from the abdominal surface of pregnant women. These readings are then used to study the electrical activity produced by the uterus. The results are convincing, suggesting that it is an interesting line of enquiry to pursue.
In conjunction with EHG signal processing, the research in Lucovnik et al. (Lucovnik et al., 2011) and Hassan et al. (Hassan, Muszynski, Alexandersson, & Marque, 2013) illustrates that extracting features from EHG signals is key to finding particular spectral information that is specific to term and preterm deliveries. The aim of this paper is to evaluate the use of selected features in conjunction with several advanced artificial neural network classification algorithms and their ability to distinguish between term and preterm births.
There are several features of the artificial neural networks which make them attractive to medical data classifications. First, artificial neural networks are data driven in that there is no need to make prior assumptions about the model under study. This means that neural network are well suited to problems where their solutions requires some knowledge that is difficult to specify however there enough data or observations. Second, neural network can generalise (Huang, 1998) . This means that after the training, they often can produce good results even if the training data contains unseen input patterns. Third, neural networks with the flexible parallel structures can obtain simultaneously the problem solutions (Huang, 2004 ).
An open dataset has been used, which contains 300 records of pregnant subjects The remainder of the paper is structured as follows. Section 2 discusses related studies in this field. Section 3 describes the experimental methodology and the selected extracted feature sets, including the design of the experiment. The results have been presented in section 4 and are discussed in Section 5, before the paper is concluded in Section 6.
Related Studies
Over the past 20 years, an extensive amount of research has focused on the use of pattern recognition techniques to extract features from EHG signals. These include linear and nonlinear methods, in both the time and frequency domains, to improve the results obtained from classification algorithms. The extraction of features often forms part of the data pre-processing stage. In one study, Zardoshti et al. (M. Zardoshti, B. C. Wheeler, K. Badie, 1993) , evaluated a number of features commonly used when dealing with EHG signals. These include integrated absolute value, zero crossings and auto-regression coefficient. However, despite their good discriminant capabilities, a precise frequency threshold for accurate contraction distinction and delivery prediction, over different patients, could not be determined. In our previous work (Paul Fergus et al., 2013) , features such as peak frequency, median frequency, root mean square and sample entropy, performed particularly well when discriminating between term and preterm records. Furthermore, several studies have also mentioned very good results, within their reporting, using the same features.
However, it is in the Electromyography (EMG) domain that we find new and interesting works. In one study, Lucovnik et al. (Lucovnik et al., 2011) investigated whether uterine EMG could be used to evaluate propagation velocity (PV). In this study, the electrical signals of the uterus were measured both in labour and nonlabour patients who delivered at term and prematurely. The results indicate that, the combination of power spectrum (PS) and PV peak frequency parameters yielded the best predictive results in identifying true preterm labour. However, only one dimension of propagation is considered at a time, which is based on the estimation of time delays between spikes. In comparison, Lange et al. (Lange et al., 2014) estimate the PV of the entire EHG burst that occurs during a contraction. This has been achieved by calculating the bursts corresponding to a full contraction event.
The results illustrate that the estimated average propagation velocity is 2.18 (60.68) cm/s. No single preferred direction of propagation was found.
Meanwhile, Alamedine et al. (Alamedine, Khalil, & Marque, 2013) This has been achieved by using an algorithm that generates the Tocography TOCO signal, derived from the EHG, and detects windows with significant changes in amplitude. In order to develop the classifier, a total of eleven spectral, temporal, and nonlinear features were extracted from the EHG signal windows of 12 women, which were classed by experts as being in the first stages of labour. The combination of characteristics that led to the highest degree of accuracy in detecting artefacts was then determined. Using only seven features, the results produced a precision of 92.2%. This study determined that it is possible to obtain automatic detection of motion artefacts in segmented EHG recordings. during contractions, is characterized by its power density spectrum (PDS). The diagnosis of labour has been made if the patient was in active labour, with no increase in dilation, for at least two hours. The data was analysed to calculate the Intra-class correlation coefficients. This has been achieved by comparing the variance of contraction characteristics, within subjects, to the variance between subjects. The result illustrated that mean peak frequency in women undergoing caesarean delivery, for first-stage labour, was significantly higher (0.55 Hz), than in women delivering vaginally without (0.49 Hz) or with (0.51 Hz) augmentation of labour (P = .001 and P = .01, respectively). Augmentation of labour increased the mean PDS frequency when comparing contractions before and after the start of augmentation. This increase was only significant in women who eventually delivered vaginally. However, the paper fails to use additional aspects of intra-partum recordings into vitro analysis, testing the hypothesis of a link between an increase in peak frequency and lactic acidosis and impaired in vitro contractility. Furthermore, it also fails to consider other parameter analysis subsets (i.e. sample entropy, root mean square or wavelet). This could be because, depending on the dataset and parameter analysis equation, the use of different parameter analysis techniques is more challenging in getting meaningful EMG signals. Additionally, if these methods had been applied effectively, it would have led to greater classification results.
Methodology
This paper uses the TPEHG dataset, which contains the raw EHG signals that are necessary for our study (PhysioNet, 2012) . This data has been pre-processed using data segmentation, feature extraction and classification. The study in (Leman H, Marque C, 1999) illustrates how EHG signals can be pre-processed using various frequency related parameters. The study uses several linear and non-linear signal pre-processing techniques, via three different channels, to discern term and preterm deliveries. The pre-processing technique used in (Leman H, Marque C, 1999) passed the EHG signal through a Butterworth filter configured to filter 0.8-4 Hz, 0.3-4
Hz, and 0.3-3Hz frequencies. However, (Maner, 2003) found that uterine electrical activity occurred within 1Hz and that the maternal heart-rate was always higher than 1Hz. Furthermore, 95% of the patients measured had respiration rates of 0.33 Hz or less. Based on these findings, in this paper, the raw TPEHG signals have been passed through the same Butterworth filter to focus on data between 0.34 and 1Hz.
Raw Data Collection
The raw EHG signals, obtained from the Physionet database (PhysioNet, 2012),
have been recorded using four bipolar electrodes. These have been adhered to the abdominal surface and spaced at a horizontal and vertical distance between 2.5 and 7cm apart. The total number of records in the EHG dataset is 300 (38 preterm records and 262 term records x represents the n sample in the EHG signals in the segment; P represents the power spectrum (calculated using the Fast Discrete Fourier Transform), while N denotes the length of the EHG signal. The main difference between our work and (Angkoon Phinyomark, 2009; Phinyomark, A. Nuidod, P.Phukpattaranont, 2012 ) is in the analysis of the electrical activity in the uterus, rather than other muscle activity.
Given that the uterus is a muscle, this paper investigates whether techniques used to capture EMG activity can also work as well on EHG activity.
Feature Selection
Using the features defined in Table 1 , feature vectors have then been generated.
The literature reports that peak frequency, median frequency, sample entropy and root mean squares have the most potential to discriminate between term and preterm records. Furthermore, the literature also reports that in EMG studies, the features described in Table 1 are equally as good at discriminating between different muscle activities. However, there is no mention of the uterus in many studies on EMG. To validate these findings, the discriminate capabilities of all the features reported in Table 1 (i.e. feature ranking) have been determined. This has been achieved using several measures, including statistical significance, linear discriminant analysis using independent search (LDAi), linear discriminant analysis using forward search (LDAf), linear discriminant analysis using backward search (LDAb) and gram-schmidt (GS) analysis. Using these measures, the features have been ranked, and the top four uncorrelated features have been selected from the feature space. Table 2 illustrates that the best performing classifier was the Radial Basis Function Neural Network (RBNC), using the Linear Discriminant Analysis Forward Search feature ranking technique. This classifier achieved the best result using the features, sample entropy, waveform length, log detector, and variance. As a result, this set of features have been used to evaluate the capabilities of the classifiers considered in this paper.
Oversampling of EHG Signals
The TPEHG dataset is unbalanced and contains 262 term and 38 preterm records.
This has a significant impact on machine learning algorithms, as classifiers are more prone to detecting the majority class. Therefore, given that there are more term records, the probability of detecting a preterm record is low. To address this issue, the minority class (preterm) is oversampled using the Synthetic Minority OverSampling Technique (SMOTE). The technique is effective in solving class skew problems (Richman & Moorman, 2000) . Using the 38 preterm records that are already available, SMOTE has been utilized to generate 262 preterm records. The oversampled results have then been compared with the original feature set extracted from the original TPEHG database (262 term and 38 preterm).
Validation Method Used in Experiment
In order to determine the overall accuracy of each of the classifiers several validation techniques have been considered. These include Holdout Cross-validation, K-fold Cross-validation, Sensitivities, Specificities, Receiver Operating Curve (ROC) and Area Under the Curve (AUC).
Classifiers
This study evaluates the use of seven advanced artificial neural network classifiers.
This includes the back-propagation trained feed-forward neural network classifier However, the problem with this classifier is that it does not have a hidden layer therefore this leads to bias in result accuracy.
The radial basis function neural network classifier (RBNC) is mostly used in complicated pattern recognition and classification problems, such as biomedical datasets that are nonlinear (Huang, 1999) . The classifier has one hidden layer with unit radial basis units. The mapping properties of the RBCN can be modified through the weights in the output layer.
The Random neural net classifier (RNNC) is a feed-forward neural network with one hidden layer consisting of N sigmoid neurons. The input layer rescales the input features to unit variance; the hidden layer has normally distributed weights and biases with zero mean and standard deviation (37steps, 2013).
The voted perceptron classifier is an improved version of perceptron networks which was proposed by (Freund and Schapire, 1999) . The algorithm takes advantages of the data that are linearly separable with a large margin. Similar the support vector machine, the network can be used with the kernel function.
Discriminative Restricted Boltzmann Machine classifier (DRBMC) is a powerful classifier based on latent variables which are usually binary numbers for the modelling of input distributions (Larochelle, Bengio, 2008) . In this case, the variables in the visible layer are separated into two parts. The first represents the input data and the second represents the label of input.
Results
This section presents the classification results for term and preterm delivery records.
This has been achieved using the extracted feature set from the 0.34-1 Hz filter on The performance of each classifier has been evaluated using the mean sensitivity, specificity, errors, standard deviation, and AUC values. Each experiment has been repeated 30 times, with randomly selected training and test sets for each run.
Classifier Performance
The first evaluation uses the original TPEHG dataset, which contains 38 preterm and 262 term observations. Table 3 , illustrates the mean averages obtained over 30 simulations for the sensitivity, specificity, and AUC values. As it can be noticed, the sensitivities (i.e. the ability to classify a preterm record), in this initial test, are low for all classifiers. This is expected since the dataset is unbalanced in favour of term observations, thus there are a limited number of preterm records from which the classifiers can learn. Consequently, specificities are much higher than sensitivities. The k-fold cross-validation results, using five folds and one repetition illustrate that k-fold cross-validation has improved the error rates, for some of the classifiers.
However, these are negligible. Furthermore, the lowest error rates could not be improved below the minimum error rate expected, which is 12.67%.
Results for 0.34-1 Hz TPEHG filter on Channel 3 -Oversampled using SMOTE
In order to improve the results, the preterm observations have been oversampled using SMOTE technique. This algorithm balances the dataset by oversampling the minority class (38 preterm records) to 262. A new dataset is generated that contains an even split between term and preterm records.
Classifier Performance Table 5 illustrates that the sensitivities, for all of the algorithms, have significantly improved, while specificities have decreased. In addition, the AUC results also show a significant improvement in accuracy for all of the classifiers. In particular, the RBNC classifier has dramatically improved with an accuracy of 90%. Table 6 illustrates the resulting mean error rates of the oversampled dataset. As it can be seen, the mean error rates, produced by all of the classifiers, are lower than the cross-validation mean errors and the expected error rate, which is 262/524, i.e. 50%. Classifier Performance Table 7 illustrates that the results have improved slightly to those presented in Table   5 . Several of the classifiers have now produced higher values for the AUC and both the sensitivities and specificities. This is despite having to reduce the size of the dataset to account for missing values in the clinical data (in the case of preterm 22 observations had to be removed; and in the case of term 110 observations had to be removed). Table 8 illustrates the resulting mean error rates of the dataset containing the clinical data. As it can be seen, the mean error rates produced by several of the classifiers, are much lower than the expected error rate, which is 153/304, i.e. 50%, and are comparable with the cross-validation mean errors. Building on our previous work (Fergus et al., 2013) , this experiment combines features from that work that produced good results. These additional features are root mean squares, peak frequency and median frequency.
Classifier Performance Table 9 illustrates that the results have improved on those presented in Table 7, indicating that the additional features provide better separation between the two classes. Table 10 illustrates the resulting mean error rates of the dataset containing the clinical data. As it can be seen, the mean error rates, produced by several of the classifiers, are much lower than the expected error rate, which is 50%, and comparable with the cross-validation mean errors. The results from the previously run experiments have now been compared in Table 9 , with several of the classifiers producing higher values for the AUC and both the sensitivities and specificities. This suggests that by combining the predictive capabilities from each classifier, better results can be obtained. The results illustrate that using machine learning techniques are encouraging. Within a wider context, this approach might be able to utilise real-life pregnancy data to predict, with high confidence, whether an expectant mother is likely to have a premature birth or proceed to full term.
Discussion
Most of the uterine EHG signal studies concentrate on predicting true labour, which is based on the last stage of the pregnancy duration. This paper has studied the uterine EHG signals of women in order to classify the preterm and term deliveries from the early stages of the pregnancy. It has been suggested that ANN is a better solution for nonlinear medical decision support systems than traditional statistical techniques (Li et al. 2000) . Therefore, this experiment is based on applying seven different types of neural networks for the classification of term/preterm data.
The initial classification with the data set in its original form achieved very low sensitivity, below 20%, while the specificity is higher. This means that the classifiers were classifying most of the cases into the majority class, which are term subjects.
The main reason for the ineffective classification was the unequal amount of term records to preterm records. Therefore, in these experiments, the oversample SMOTE method has significantly improved the sensitivity and specificity rates for most of the ANN classifiers. The results demonstrate that the best performing classifier was the RBNC with 85% sensitivity, 80% specificity, 90% AUC and a 17% mean error rate.
These results are encouraging and suggest that the approach posited in this paper is a line of enquiry worth pursuing.
Perhaps one negative aspect of the work is the need to utilize oversampling to increase the number of preterm samples. A better way would have been to balance the dataset using actual recordings obtained from pregnant women who delivered prematurely. This will be the focus of future research, alongside a more extensive investigation into different machine learning algorithms and techniques.
