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Abstract
In this paper self-adjoint 2 2 block operator matrices A in a Hilbert space H1"H2
are considered. For an interval D which does not intersect the spectrum of at least one
of the diagonal entries of A; we prove angular operator representations for the
corresponding spectral subspace LDðAÞ of A and we study the supporting subspace
in this angular operator representation of LDðAÞ; which is the orthogonal projection
of LDðAÞ to the corresponding component H1 or H2: Our main result is a description
of a special direct complement of this supporting subspace in its component in terms of
spectral subspaces of the values of the corresponding Schur complement of A in the
endpoints of D:
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1. Introduction
In this paper we consider a block operator matrix
A ¼ A B
B* D
 !
in a Hilbert spaceH ¼H1"H2 with bounded linear operators A; B; and D; where
A; D are self-adjoint. If the spectra of the diagonal operators A and D are separated,
say, e.g., d :¼ max sðDÞomin sðAÞ ¼: a; it was shown in [AL], that the interval
ðd; aÞ belongs to rðAÞ; the resolvent set ofA; and that the sets sðAÞ-½a;þNÞ and
sðAÞ-ðN; d are not empty. The corresponding spectral subspaces L½a;þNÞðAÞ
and LðN;dðAÞ of the operator A admit angular operator representations, e.g.,
L½a;þNÞðAÞ ¼
x
Kx
 !
: xAH1
( )
ð1:1Þ
with a contraction K fromH1 intoH2: Note that some generalizations of this result
non-self-adjoint A were obtained in [LMMT].
In the present paper we consider the situation where the spectra of the diagonal
entries A and D of A need not be separated. In Section 2 we show that if, e.g., the
operator A has spectrum in a closed interval D which belongs to rðDÞ; then the
spectral subspaceLDðAÞ still admits a representation of form (1.1) with an angular
operator K which is not necessarily a contraction and is deﬁned only on a subspace
HD1 of H1; that is, on the right-hand side of (1.1) the element x runs only through
HD1 ¼ dom KCH1: If the interval DCrðDÞ is half open or open and one of its
boundary points belongs to sðDÞ; the operator K may be unbounded. It is shown
that, for a closed interval D; HD1 can be considered as the spectral subspace of the
ﬁrst Schur complement S1ðlÞ ¼ A  l BðD  lÞ1B* corresponding to D (see
Theorem 2.6).
For an interval D ¼ ½a; bCrðDÞ; the inequality S01ðlÞp I implies that
S1ðaÞbS1ðbÞ: If, in particular,
S1ðaÞb0; S1ðbÞ50; ð1:2Þ
thenHD1 ¼H1 (see [MS]). As was mentioned before, this always holds for the case
d ¼ max sðDÞoa ¼ min sðAÞ and aAðd; aÞ; b sufﬁciently large (see (1.1)).
In the present paper we consider intervals D ¼ ½a; bCrðDÞ for which condition
(1.2) is not satisﬁed. If at least one of the operators S1ðaÞ or S1ðbÞ is indeﬁnite, then
HD1 is a proper subspace of H1 (see Remark 4.9). One of our main results is the
description of a special direct complement of the subspace HD1 in H1: If, e.g., the
endpoints a; b of the interval D belong to the resolvent set of A; then
HD16LðN;0ÞðS1ðaÞÞ6Lð0;þNÞðS1ðbÞÞ ¼H1 ð1:3Þ
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and, under weaker assumptions, the left-hand side is still dense inH1 (see Theorem
4.7). In Section 5 the latter result is extended to the case where D is open or half open
and, e.g., the left endpoint a of D belongs to sðDÞ: To this end, the limit of the Schur
complement S1ðlÞ for lra is introduced. It exists in the strong operator topology
because of the monotonicity of S1; however, in general it is not an operator but
merely a self-adjoint relation.
Decomposition (1.3) is related to some results from [ADS,Kr,MM] on the
codimension of the linear span of the eigenvectors of a certain self-adjoint operator
function (see Section 4). In [LLT] the angular operator representation ofLDðAÞ and
(1.3) are used in order to prove variational principles for isolated eigenvalues of the
operator A in gaps of the essential spectrum of A: The main results of the present
paper admit generalizations to the situation where some or all of the operators A; B;
and D are unbounded. This will be considered elsewhere.
2. Angular operator representations of spectral subspaces
We consider a Hilbert space H ¼H1"H2 with elements x ¼ ðx1 x2Þt; x1AH1;
x2AH2; and we denote by Pk the orthogonal projection inH ontoHk; k ¼ 1; 2: Let
the bounded self-adjoint operator A in H be given by the block operator matrix
A ¼ A B
B* D
 !
ð2:1Þ
with bounded linear operators A; B; and D; where A ¼ A* ; D ¼ D* :
In the following, if T is an arbitrary linear operator, then ker T ; ran T ; and dom T
denote its kernel, range, and domain. If T is self-adjoint and DCR is an interval,
thenLDðTÞ denotes the spectral subspace of T corresponding to D: Here the interval
D can be open, closed or half open. Then, e.g., L½a;bðTÞ ¼ kerðT  aÞ"Lða;bðTÞ:
Theorem 2.1. (i) If D is an interval such that its closure %D belongs to rðDÞ; then the
spectral subspace LDðAÞ admits the representation
LDðAÞ ¼
x
KD1 x
 !
: xAHD1
( )
ð2:2Þ
with a bounded linear operator KD1 from a subspace H
D
1 of H1 into H2:
(ii) If D is an interval such that its closure %D belongs to rðAÞ; then the spectral
subspace LDðAÞ admits the representation
LDðAÞ ¼
KD2 y
y
 !
: yAHD2
( )
ð2:3Þ
with a bounded linear operator KD2 from a subspace H
D
2 of H2 into H1:
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Proof. We prove only (i); the proof of (ii) is analogous. Let a :¼ inf D; b :¼ sup D
and set l0 :¼ ðaþ bÞ=2; d :¼ ðb aÞ=2: Then, for any element h ¼ ðx yÞtALDðAÞ;
we have jjðA l0Þhjjpdjjhjj: Hence also jjP2ðA l0Þhjjpdjjhjj or
jjðD  l0Þy þ B*xjjpdðjjxjj2 þ jjyjj2Þ1=2pdðjjxjj þ jjyjjÞ:
Denote R :¼ distðl0; sðDÞÞ ð4dÞ: Then
jjðD  l0ÞyjjX 1jjðD  l0Þ1jj
jjyjjXRjjyjj;
and hence
Rjjyjj  jjBjj jjxjjpjjðD  l0Þy þ B*xjjpdðjjxjj þ jjyjjÞ;
or jjyjjpdþjjBjjRd jjxjj: This inequality implies statement (i). &
Corollary 2.2. Let D be an interval such that its closure %D is contained in rðAÞ-rðDÞ:
Then the spectral subspace LDðAÞ admits the representations
LDðAÞ ¼
x
KD1 x
 !
: xAHD1
( )
¼ ðK
D
1 Þ1y
y
 !
: yAHD2
( )
ð2:4Þ
with a bounded linear operator KD1 which maps the subspace H
D
1 of H1 bijectively onto
the subspace HD2 of H2:
If D is an interval as in Theorem 2.1(i) ((ii), respectively), then HD1 ðHD2 ;
respectively), is called the D-spectral supporting subspace of A in H1 (in H2;
respectively).
Theorem 2.3. Let D be an open or half open interval such that DCrðDÞ: Then the
spectral subspace LDðAÞ admits the representation
x
KD1 x
 !
: xAdom KD1
( )
ð2:5Þ
with a closed linear operator KD1 from a linear manifold dom K
D
1CH1 into H2:
Proof. Let, e.g., D ¼ ða; bÞCrðDÞ with aAsðDÞ: We use the same reasoning and also
the numbers l0 and d as in the proof of Theorem 2.1. Assume that an element
h0 :¼ ð0 y0Þt with y0a0 belongs to LDðAÞ: Then we have the inequality
jjðD  l0Þy0jj ¼ jjðA l0Þh0jjodjjh0jj ¼ djjy0jj and, ﬁnally,
jjðD  l0Þy0jjX 1jjðD  l0Þ1jj
jjy0jjXdjjy0jj4jjðD  l0Þy0jj;
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a contradiction. This implies representation (2.5) with some in general unbounded
operator KD1 : It is closed since the subspace LDðAÞ is closed. &
Note that, under the assumption of Theorem 2.1, the domain HD1 (H
D
2 ;
respectively) of the operator KD1 (K
D
2 ; respectively) is the orthogonal projection of
LDðAÞ onto the subspace H1 ðH2; respectively). Later, for an open or half open
interval D; by HD1 we also denote the orthogonal projection of LDðAÞ onto H1;
which, in general, need not be a closed subspace ofH1; in fact it is the domain of the
operator KD1 in Theorem 2.3.
In the following we consider only D-spectral supporting subspaces of A in H1;
analogous considerations hold for D-spectral supporting subspaces of A in H2:
Theorem 2.4. Let D ¼ ½a; bCrðDÞ; aogob; and D1 :¼ ½a; g; D2 :¼ ðg; b: Then
HD1 ¼HD11 6HD21
and the subspaces HD11 and H
D2
1 are orthogonal with respect to the following inner
product on HD1 :
/x; yS :¼ x
KD1 x
 !
;
y
KD1 y
 ! !
; x; yAHD1 ;
where KD1 is the angular operator in representation (2.2) of H
D
1 :
Proof. By Theorem 2.1 we have
LDðAÞ ¼
x
KD1 x
 !
: xAHD1
( )
; LDj ðAÞ ¼
x
K
Dj
1 x
 !
: xAHDj1
( )
; j ¼ 1; 2;
with bounded linear operators KD1 ; K
D1
1 ; K
D2
1 from H1 into H2: But
LD1ðAÞCLDðAÞ; LD2ðAÞCLDðAÞ;
hence KD11 ; K
D2
1 are the restrictions of K
D
1 to H
D1
1 and H
D2
1 ; respectively. The
projection P1 maps LDðAÞ isomorphically ontoHD1 ; LD1ðAÞ isomorphically onto
HD11 ; and LD2ðAÞ isomorphically onto HD21 : Therefore the well-known relation
LDðAÞ ¼LD1ðAÞ"LD2ðAÞ implies the ﬁrst statement. The second statement is
obvious. &
Let PD1 be the orthogonal projection in H1 onto H
D
1 ; introduce the subspace
HD :¼HD1"H2
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of H and consider the compression AD of A to H
D; i.e.,
AD ¼
PD1 AP
D
1 P
D
1 B
B*PD1 D
 !
: ð2:6Þ
Theorem 2.5. Let D ¼ ½a; bCrðDÞ; and denote by O the component of rðDÞ-R
containing D: Then for the operator AD the following relations hold:
(i) LDðADÞ ¼LDðAÞ;
(ii) sðADÞ-OCD:
Proof. (i) The subspace LDðAÞ is invariant under AD and ADjLDðAÞ ¼
AjLDðAÞ: Hence sðADjLDðAÞÞCD and therefore LDðAÞCLDðADÞ: Now we
apply Theorem 2.1 to the operator AD and obtain the representation
LDðADÞ ¼
xeKD1 x
 !
: xAfHD1
( )
;
where fHD1 ¼ P1LDðADÞ is a subspace ofHD1 and eKD1 is a bounded linear operator.
If we compare this with (2.2), then the inclusionLDðAÞCLDðADÞ yieldsfHD1 ¼HD1
and eKD1 ¼ KD1 ; which means that (i) holds.
(ii) Let D1 be any closed interval such that DCD1CO and consider the subspace
LD1ðADÞ: By Theorem 2.1 we have
LD1ðADÞ ¼
xbKD11 x
 !
: xAcHD1
( )
;
where cHD1 is a subspace of HD1 : From (i) and Theorem 2.1 it follows that
LDðADÞ ¼
x
KD1 x
 !
: xAHD1
( )
:
The inclusion LDðADÞCLD1ðADÞ implies that cHD1 ¼HD1 and bKD11 ¼ KD1 ; that is,
LD1ðADÞ ¼LDðADÞ; and hence sðADÞ-D1 ¼ sðADÞ-D: Since D1 is an arbitrary
interval in O which contains D; the statement follows. &
For the block operator matrix A in (2.1), the Schur complements
S1ðlÞ :¼ A  l BðD  lÞ1B* ; lArðDÞ;
S2ðlÞ :¼ D  l B* ðA  lÞ1B; lArðAÞ ð2:7Þ
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play an important role. In the following we will only work with the ﬁrst Schur
complement S1; similar results hold for the second Schur complement S2: Recall that
for lArðDÞ we have
A l ¼ I BðD  lÞ
1
0 I
 !
S1ðlÞ 0
0 D  l
 !
I 0
ðD  lÞ1B* I
 !
ð2:8Þ
and hence
S1ðlÞ1 ¼ P1ðA lÞ1P1; lArðDÞ:
In some sense, the D-spectral supporting subspace HD1 of A in H1 is the maximal
spectral subspace of the analytic operator function S1 corresponding to the interval
D: To see this, we consider a simple closed contour GD which surrounds D and
intersects R orthogonally in the endpoints a and b of D and introduce the operator
QD :¼  1
2pi
Z 0
GD
S1ðzÞ1 dz; ð2:9Þ
where the prime at the integral denotes the Cauchy principal value.
Theorem 2.6. If D is a closed interval belonging to rðDÞ; then
HD1 ¼ ran QD:
Proof. Let PDðAÞ denote the orthogonal projection on LDðAÞ: We introduce the
operator
PˆDðAÞ :¼ 1
2
ðPDðAÞ þ PD 3 ðAÞÞ ¼  1
2pi
Z 0
GD
ðA zÞ1 dz;
where D1 denotes the open interval ða; bÞ: Evidently, ran PˆDðAÞ ¼LDðAÞ: The
inclusion ran QDCHD1 follows from the relation
P1PˆDðAÞ
x
0
 !
¼ QDx:
Consider an element x0AHD1 such that x0>P1PˆDðAÞðx 0Þt ¼ QDx for all xAH1:
This implies
PˆDðAÞ
x
0
 !
;
x0
0
 ! !
¼ 0; xAH1:
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Setting x ¼ x0 and using the nonnegativity of PˆDðAÞ; we conclude that
PˆDðAÞðx0 0Þt ¼ 0: On the other hand, there exists an element y0 ð¼ KD1 x0ÞAH2
such that ðx0 y0Þt belongs to the range of PˆDðAÞ: Hence
jjx0jj2 ¼
x0
y0
 !
;
x0
0
 ! !
¼ 0;
and therefore ran QD is dense inH
D
1 : The proof that these sets even coincide uses a
similar reasoning. Suppose that ran QD is not closed. Then there exists a sequence
ðxnÞCHD1 ; jjxnjj ¼ 1; such that jjQDxnjj-0 if n-N: Hence
PˆDðAÞ1=2
xn
0
 !























2
¼ PˆDðAÞ
xn
0
 !
;
xn
0
 ! !
¼ P1PˆDðAÞ
xn
0
 !
; xn
 !
¼ðQDxn; xnÞ-0; n-N:
Obviously, the relation PˆDðAÞðxn 0Þt-0 implies that PDðAÞðxn 0Þt-0 if n-N: If
we set yn :¼ KD1 xn; then ðxn ynÞtALDðAÞ and we obtain the contradiction
1 ¼ jjxnjj2 ¼
xn
0
 !
;
xn
yn
 ! !
¼ xn
0
 !
; PDðAÞ
xn
yn
 ! !
¼ PDðAÞ
xn
0
 !
;
xn
yn
 ! !
-0; n-N: &
3. Deﬁniteness properties of D-spectral supporting subspaces
The Schur complement S1 from (2.7) is deﬁned for all lArðDÞ; and
S01ðlÞ ¼ I  BðD  lÞ2B*p I ; lArðDÞ-R; ð3:1Þ
implies that it is a decreasing function in any component of rðDÞ-R with
liml-þN S1ðlÞ ¼ NI : It is well-known (and follows from (2.8)) that outside sðDÞ
the spectra of A and of the analytic operator function S1 coincide.
Lemma 3.1. Let D ¼ ½a; bCrðDÞ:
(i) If x ¼ u þ v where uAHD1 and ðS1ðbÞv; vÞX0; then ðS1ðaÞx; xÞX0:
(ii) If x ¼ u þ v where uAHD1 and ðS1ðaÞv; vÞp0; then ðS1ðbÞx; xÞp0:
Proof. We prove only (i); the proof of (ii) is similar. Denote by u˜ the element
of LDðAÞ such that P1u˜ ¼ u; in fact, u˜ ¼ ðu KD1 uÞt: For all uAHD1 and lAD
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we obtain
S1ðlÞu ¼P1ðA lÞu˜  BðD  lÞ1B* u  BKD1 u
¼P1ðA lÞu˜  BðD  lÞ1P2ðA lÞu˜;
and hence
jjS1ðlÞujjpð1þ jjBðD  lÞ1jjÞjjðA lÞu˜jjpgjjðA lÞu˜jj ð3:2Þ
with g :¼ maxlAD ð1þ jjBðD  lÞ1jjÞp1þ jjBjjðdistðD; sðDÞÞÞ1:
Now let nAN be arbitrary. We decompose the interval D into n parts:
Dk :¼ aþ ðk  1Þðb aÞ
n
; aþ kðb aÞ
n
 
; k ¼ 1; 2;y; n  1;
Dn :¼ aþ ðn  1Þðb aÞ
n
; b
 
:
With the corresponding spectral projections EDkðAÞ of the operator A; denote
u˜k :¼ EDkðAÞu˜ and uk :¼ P1u˜k; k ¼ 1; 2;y; n: Then u ¼
Pn
k¼1 uk: For k ¼ 1; 2;y; n;
we choose arbitrary points lkADk: Relation (3.2) implies that
jjS1ðlkÞukjjpgjjðA lkÞu˜kjjpg b a
n
jju˜kjj:
It follows that
ðS1ðaÞx; xÞ ¼ ðS1ðaÞðu þ vÞ; u þ vÞXðS1ðl1Þðu þ vÞ; u þ vÞ
¼ S1ðl1Þ
Xn
k¼2
uk þ v
 !
;
Xn
k¼2
uk þ v
 !
þ ðS1ðl1Þu1; u þ vÞ
þ
Xn
k¼2
uk þ v; S1ðl1Þu1
 !
X S1ðl2Þ
Xn
k¼2
uk þ v
 !
;
Xn
k¼2
uk þ v
 !
 jjS1ðl1Þu1jj jju þ vjj

Xn
k¼2
uk þ v























jjS1ðl1Þu1jj:
Since
Xn
j¼k
uj























p Xn
j¼k
u˜j























pjju˜jj; k ¼ 1; 2;y; n;
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we ﬁnd that
ðS1ðaÞx; xÞX S1ðl2Þ
Xn
k¼2
uk þ v
 !
;
Xn
k¼2
uk þ v
 !
 2g1
b a
n
jju˜1jj;
with g1 :¼ gðjjvjj þ jju˜jjÞ: Repeating these considerations, we obtain
ðS1ðaÞx; xÞX S1ðl3Þ
Xn
k¼3
uk þ v
 !
;
Xn
k¼3
uk þ v
 !
 2g1
b a
n
ðjju˜1jj þ jju˜2jjÞ
Xy
X ðS1ðlnÞv; vÞ þ ðS1ðlnÞun; un þ vÞ þ ðv; S1ðlnÞunÞ  2g1
b a
n
Xn1
k¼1
jju˜kjj
X ðS1ðbÞv; vÞ  2g1
b a
n
Xn
k¼1
jju˜kjj
X  2g1
b a
n
ﬃﬃﬃ
n
p Xn
k¼1
jju˜kjj2
 !1=2
¼ 2g1
b aﬃﬃﬃ
n
p jju˜jj:
Since n can be chosen arbitrarily large, it follows that ðS1ðaÞx; xÞX0: &
Theorem 3.2. If D ¼ ½a; bCrðDÞ; then, for all xAHD1 ;
ðS1ðaÞx; xÞX0; ðS1ðbÞx; xÞp0:
Proof. The second relation follows immediately from Lemma 3.1(ii) if we set v ¼ 0:
The proof of the ﬁrst relation is similar. &
Under the assumptions of Theorem 3.2, if O denotes the component of rðDÞ-R
which contains D; then we have
ðS1ðlÞx; xÞX ða lÞjjxjj2 if loa;
ðS1ðlÞx; xÞp  ðl bÞjjxjj2 if l4b;
for all xAHD1 and lAO: This follows immediately from relation (3.1).
Theorem 3.3. If D ¼ ½a; bCrðDÞ; then
xAHD1 þL½0;þNÞðS1ðbÞÞ ) ðS1ðaÞx; xÞX0:
Proof. Since ðS1ðbÞv; vÞX0 for vAL½0;þNÞðS1ðbÞÞ; the claim follows immediately
from Lemma 3.1. &
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4. The defect subspace of a D-spectral supporting subspace
In this section a description of a complement of the D-spectral supporting
subspaceHD1 inH1 in terms of the Schur complement S1 is derived. We make use of
the following well-known fact (see, e.g., [BS, (9.4.4)]).
Lemma 4.1. Let S1; S2 be bounded self-adjoint operators in a Hilbert space so that
ðm; nÞCrðS1Þ and jjS2  S1jjon m: If S1pS2; then ðmþ jjS2  S1jj; nÞCrðS2Þ; if
S2pS1; then ðm; n jjS2  S1jjÞCrðS2Þ:
The next lemma is a consequence of Lemma 4.1. As usual, we set min | ¼ þN and
max | ¼ N:
Lemma 4.2. Let ½a; aþ gÞCrðDÞ for some g40 and 0ArðS1ðlÞÞ for all lAða; aþ gÞ:
If we set
aðlÞ :¼ maxðsðS1ðlÞÞ-ðN; 0ÞÞ; bðlÞ :¼ minðsðS1ðlÞÞ-ð0;þNÞÞ;
then a and b are continuous nonincreasing functions of l in ða; aþ gÞ; and for any
l0Aða; aþ gÞ
ð0; bðl0ÞÞCrðS1ðaÞÞ; ðaðl0Þ; 0ÞCrðS1ðaþ gÞÞ:
Proof. Suppose ﬁrst that aðlÞ and bðlÞ are ﬁnite. The continuity of a and b on
ða; aþ gÞ follows from [K, Remark V.4.9] since S1 is a continuous function of l with
respect to the operator norm. In order to show that b is nonincreasing, it is sufﬁcient
to prove that for arbitrary l0Aða; aþ gÞ there exists an e40 such that
bðlÞXbðl0Þ; l0  eolol0: ð4:1Þ
Choose e40 such that jjS1ðlÞ  S1ðl0Þjjojaðl0Þj for all lAðl0  e; l0Þ: Then, since
ðaðl0Þ; bðl0ÞÞCrðS1ðl0ÞÞ and S1ðlÞ4S1ðl0Þ; Lemma 4.1 implies that for points
lAðl0  e; l0Þ we have
ð0; bðl0ÞÞCðaðl0Þ þ jjS1ðlÞ  S1ðl0Þjj; bðl0ÞÞCrðS1ðlÞÞ;
and (4.1) follows.
In order to prove the last statement for b; let l0Aða; aþ gÞ be arbitrary and
suppose that there exists a bAð0; bðl0ÞÞ such that bAsðS1ðaÞÞ: Then, again since
S1ðlÞ-S1ðaÞ; lra; in the operator norm, by [K, Remark V.4.9] there exists a l0ol0
sufﬁciently close to a such that
ð0; bðl0ÞÞ-sðS1ðl0ÞÞa|;
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and hence bðl0Þobðl0Þ; a contradiction to the fact that bðlÞ is nonincreasing. The
proofs for aðlÞ are analogous, and it is also easy to check that all assertions remain
true if aðlÞ ¼ N or bðlÞ ¼ þN: &
Theorem 4.3. Suppose that aArðDÞ-R: Then:
ða; aþ gÞCrðAÞ for some g40 3 ð0; dÞCrðS1ðaÞÞ for some d40;
ða g; aÞCrðAÞ for some g40 3 ðd; 0ÞCrðS1ðaÞÞ for some d40:
Proof. We only prove the ﬁrst relation, the proof of the second one is analogous.
If ða; aþ gÞCrðAÞ; then 0ArðS1ðlÞÞ for all lAða; aþ gÞ; and the assertion
immediately follows from Lemma 4.2. Conversely, if ð0; dÞCrðS1ðaÞÞ; then, for
arbitrary e40;
ðe; d eÞCrðS1ðaÞ  eÞ:
It is easy to check that S1ðaþ eÞoS1ðaÞ  e: Choose a number e040 such that
jjS1ðaÞ  e S1ðaþ eÞjjod e; 0oeoe0:
Applying Lemma 4.1 (for the case S2oS1), we get
ðe; d e jjS1ðaÞ  e S1ðaþ eÞjjÞCrðS1ðaþ eÞÞ:
Thus
0ArðS1ðaþ eÞÞ; 0oeoe0;
and hence ða; aþ e0ÞCrðAÞ: &
Lemma 4.4. Let Sn; n ¼ 1; 2;y; and S be bounded self-adjoint operators in a Hilbert
space G such that the operators Sn are invertible, jjS1n jj jjS  Snjjpo for some o40
and all n ¼ 1; 2;y; and jjS  Snjj-0 if n-N: If x; xˆAG are such that x ¼ Sxˆ ; then
lim
n-N
ðS1n x; xÞ ¼ ðSxˆ ; xˆ Þ: ð4:2Þ
Proof. We have S1n x ¼ S1n Sxˆ ¼ xˆ þ S1n ðS  SnÞxˆ and hence
jjS1n xjjpð1þ oÞjjxˆ jj: ð4:3Þ
Further,
ðS1n x; xÞ ¼ ðxˆ ; xÞ þ ðS1n ðS  SnÞxˆ ; xÞ ¼ ðxˆ ; Sxˆ Þ þ ððS  SnÞxˆ ; S1n xÞ;
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and therefore
jðS1n x; xÞ  ðxˆ ; Sxˆ ÞjpjjS  Snjj jjxˆ jj jjS1n xjj:
Now (4.2) follows from the assumption jjS  Snjj-0 and from (4.3). &
Lemma 4.5. Let L1 and L2 be subspaces of a Hilbert space G and let S be a bounded
self-adjoint operator in G:
(i) If the inequalities
ðSx; xÞ40 for xAL1; xa0; ðSy; yÞp0 for yAL2 ð4:4Þ
hold, then L1-L2 ¼ f0g; and hence the sum of L1 and L2 is direct.
(ii) If the first inequality in (4.4) is sharpened to
ðSx; xÞXdjjxjj2; xAL1; ð4:5Þ
with some d40; then the direct sum L16L2 is closed.
Proof. The ﬁrst assertion is obvious. In order to prove the second assertion,
it is sufﬁcient to show that there do not exist sequences ðxnÞCL1 and ðynÞCL2
such that
jjxnjj ¼ 1; jjxn  ynjj-0; n-N; ð4:6Þ
see, e.g., [GK, Theorem 2.1.1]. But the relations ðSyn; ynÞp0 and (4.6) would imply
that lim supn-N ðSxn; xnÞp0; which is impossible because of (4.5). &
Lemma 4.6. Let D ¼ ½a; bCrðDÞ: Then the sum of the three subspaces
LðN;0ÞðS1ðaÞÞ; HD1 ; Lð0;þNÞðS1ðbÞÞ
is direct.
Proof. Applying Theorem 3.2 and Lemma 4.5 (with S ¼ S1ðbÞÞ; we conclude that
the sum
HD1 þLð0;þNÞðS1ðbÞÞ ð4:7Þ
is direct, and from Theorem 3.3 and Lemma 4.5 it follows that also the sum
LðN;0ÞðS1ðaÞÞ þ ðHD16Lð0;þNÞðS1ðbÞÞÞ
is direct. &
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Theorem 4.7. Let D ¼ ½a; bCrðDÞ: Then the following statements hold:
(i) If, for some g40; either
ða; aþ gÞ,ðb g; bÞCrðAÞ ð4:8Þ
or
ða g; aÞ,ðb; bþ gÞCrðAÞ; ð4:9Þ
then
H1 ¼LðN;0ÞðS1ðaÞÞ6HD16Lð0;þNÞðS1ðbÞÞ: ð4:10Þ
(ii) If a and b are isolated points of sðAÞ or in rðAÞ; then
H1 ¼LðN;0ÞðS1ðaÞÞ6HD16Lð0;þNÞðS1ðbÞÞ: ð4:11Þ
Proof. According to Theorem 4.3, the assumptions in (4.8) are equivalent to
ð0; dÞCrðS1ðaÞÞ and ðd; 0ÞCrðS1ðbÞÞ for some d40: The assumptions in (ii) are
equivalent to the fact that ranðA aÞ and ran ðA bÞ are closed. From the Schur
factorization (2.8) it is clear that this is equivalent to ran S1ðaÞ and ran S1ðbÞ being
closed, which means that 0 is an isolated point of sðS1ðaÞÞ ðsðS1ðbÞÞ; respectively) or
in rðS1ðaÞÞ ðrðS1ðbÞÞ; respectively).
The sum in (4.10) is direct because of Lemma 4.6. In order to prove (4.10),
assume to the contrary that an element x0a0 is orthogonal to the right-hand side
of (4.10). The relation x0>H
ða;bÞ
1 implies that ðx0 0Þt>Lða;bÞðAÞ; therefore the
vector function ðA zÞ1ðx0 0Þt; deﬁned, e.g., for all nonreal z; has an analytic
continuation onto the whole interval ða; bÞ; and the same holds for the scalar
function
jðzÞ :¼ ðA zÞ1 x0
0
 !
;
x0
0
 ! !
¼ ðS1ðzÞ1x0; x0Þ: ð4:12Þ
Obviously,
j0ðzÞ ¼ ðA zÞ2 x0
0
 !
;
x0
0
 ! !
for all nonreal z; hence j0ðlÞ40 on the interval ða; bÞ and the function jðlÞ is
increasing on this interval.
Now we prove (4.10) under assumption (4.8). For any sequence ðlnÞCða; aþ gÞ;
lnra if n-N; the operators Sn :¼ S1ðlnÞ and S :¼ S1ðaÞ satisfy the assumptions of
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Lemma 4.4. Indeed, obviously jjS  Snjj-0 if n-N and
jjS1n jj ¼ jjS1ðlnÞ1jjpjjðA lnÞ1jjpðln  aÞ1:
Further,
S1ðlnÞ  S1ðaÞ ¼ a ln  ða lnÞBðD  lnÞ1ðD  aÞ1B* ;
and hence jjS  Snjjpoðln  aÞ and jjS1n jj jjS  Snjjpo with some constant o40:
Let S˜ :¼ S1ðaÞjLð0;þNÞðS1ðaÞÞ: Since ð0; dÞCrðS1ðaÞÞ; also ð0; dÞCrðS˜Þ: Therefore, 0 is
either a point of rðS˜Þ or an isolated point of sðS˜Þ: However, the second case is
excluded since kerS1ðaÞ-Lð0;þNÞðS1ðaÞÞ ¼ f0g; the second case is excluded. Hence
the operator S˜ is invertible. From the assumption x0>LðN;0ðS1ðaÞÞ it follows that
x0ALð0;þNÞðS1ðaÞÞ: If we set xˆ 0 :¼ S˜1x0; then x0 ¼ S1ðaÞxˆ 0; and by Lemma 4.4
lim
n-N
ðS1ðlnÞ1x0; x0Þ ¼ ðS1ðaÞxˆ 0; xˆ 0Þ40
since xˆ 0ALð0;þNÞðS1ðaÞÞ:
Analogously we prove that for any sequence ðmnÞCðb g; bÞ; mnsb if n-N;
there exists an xˆ 1ALðN;0ÞðS1ðbÞÞ such that
lim
n-N
ðS1ðmnÞ1x0; x0Þ ¼ ðS1ðbÞxˆ 1; xˆ 1Þo0:
We obtain that, for sufﬁciently large n; jðlnÞ40; jðmnÞo0: Since lnomn for
sufﬁciently large n; this contradicts the fact that jðlÞ is increasing on ða; bÞ; and we
have shown that (4.8) implies (4.10).
Now we prove that (4.9) implies (4.10). To this end we consider the subspace
R :¼LR\½a;bðAÞ¼L½a;bðAÞ> and the operator *A :¼AjR: Obviously, ða; bÞCrð *AÞ;
and from (4.9) it follows that
ða g; aÞ,ðb; bþ gÞCrð *AÞ:
Therefore the points a and b are either points of rð *AÞ or isolated points of sð *AÞ:
Since kerðA aÞ-R ¼ f0g and kerðA bÞ-R ¼ f0g; the second possibility is
excluded, and we have proved that
ða g; bþ gÞCrð *AÞ: ð4:13Þ
Now we consider again a nonzero element x0 which is orthogonal to the right-hand
side of (4.10). Obviously, ðx0 0ÞtAR; and because of (4.13) the vector function
ðA zÞ1ðx0 0Þt and the corresponding scalar function jðzÞ (see (4.12)) have
analytic continuations onto the whole interval ða g; bþ gÞ; and jðlÞ is increasing
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there. If we deﬁne
u
v
 !
:¼ ð *A aÞ1 x0
0
 !
;
then
ðA aÞ u
v
 !
¼ x0
0
 !
;
and hence S1ðaÞu ¼ x0: The element x0 belongs to Lð0;þNÞðS1ðaÞÞ; therefore the
element u can also be chosen in this subspace.
For any sequence ðlnÞCða g; aÞ; ln-a if n-N; the operators Sn :¼ S1ðlnÞ;
S :¼ S1ðaÞ and the elements x0 and u satisfy the assumptions of Lemma 4.4. Hence,
since uALð0;þNÞðS1ðaÞÞ;
lim
n-N
ðS1ðlnÞ1x0; x0Þ ¼ ðS1ðaÞu; uÞ40:
Therefore there exists an n0AN such that
jðlnÞ ¼ ðS1ðlnÞ1x0; x0Þ40; nXn0: ð4:14Þ
Similarly we prove that for any sequence ðmnÞCðb; bþ gÞ; mn-b; n-N;
jðmnÞo0; nXn1; ð4:15Þ
for some n1AN: Inequalities (4.14), (4.15) contradict the fact that jðlÞ is increasing
on ða g; aþ gÞ: Thus we have proved that (4.9) implies (4.10).
It remains to be proved that the direct sum in (4.11) is closed. By Theorem 3.2,
ðS1ðbÞx; xÞp0; xAHD1 :
The assumption that 0 is either an isolated point of sðS1ðbÞÞ or in rðS1ðbÞÞ implies
that for some d40:
ðS1ðbÞx; xÞXdjjxjj2; xALð0;þNÞðS1ðbÞÞ:
It follows from Lemma 4.5(ii) that the sum in (4.7) is closed. By Theorem 3.3,
ðS1ðaÞx; xÞX0; xAHD16Lð0;þNÞðS1ðbÞÞ
and the assumption that 0 is either an isolated point of sðS1ðaÞÞ or in rðS1ðaÞÞ
implies that for some d40
ðS1ðaÞx; xÞp djjxjj2; xALðN;0ÞðS1ðaÞÞ:
Now Lemma 4.5(ii) yields that also the sum in (4.11) is closed. &
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Note that sinceH
fag
1 ¼Lf0gðS1ðaÞÞ ¼ ker S1ðaÞ; in relations (4.10) and (4.11) we
can replace LðN;0ÞðS1ðaÞÞ by LðN;0ðS1ðaÞÞ and, at the same time,HD1 byHða;b1 :
The same holds for the point b: Further, if a4max sðDÞ and b4max sðAÞ; then
relations (4.10) and (4.11) become
H1 ¼LðN;0ÞðS1ðaÞÞ6H½a;þNÞ1 ; H1 ¼LðN;0ÞðS1; ðaÞÞ6H½a;þNÞ1 ; ð4:16Þ
respectively.
In the sequel, if S is a self-adjoint operator we denote
jSj :¼ ðS2Þ1=2; S7 :¼ 1
2
ðS7jSjÞ:
Corollary 4.8. If the conditions of Theorem 4.7(ii) are satisfied, then
H1 ¼ ranðS1ðaÞÞ6HD16ranðS1ðbÞÞþ ð4:17Þ
and, consequently,
dimðH1~HD1 Þ ¼ dimðS1ðaÞÞ þ dimðS1ðbÞÞþ: ð4:18Þ
We mention that equalities (4.17) and (4.18) also hold if ½a; bCrðDÞ and the
operators ðS1ðaÞÞ and ðS1ðbÞÞþ are ﬁnite dimensional.
Certain analogues of the dimension formula (4.18), but not of the decomposition
(4.17), were proved in the papers [ADS,Kr,MM] for a rather general class of
operator functions S; including even the nonanalytic case. In [MM] instead of
S0ðlÞ50 the condition S0ðlÞb0 was used (which is, of course, not essential), and in
the last two papers the condition S0ðlÞb0 was replaced by a weaker condition, called
Virozub–Matsaev condition in [Kr] and condition (S) in [ADS]. In all three papers a
strong additional assumption is imposed which implies the discreteness of the
spectrum of S; and in (4.18) instead ofHD1 the closed span of all eigenvectors of S to
eigenvalues in D appears, which is natural in the case of discrete spectrum. It is easy
to prove that in the situation of [MM] (or [M, Section 33]) an analogue of (4.17)
holds as well. Another approach to this decomposition problem, based on the paper
[LMM], allows to obtain a relation of type (4.17) for an arbitrary analytic self-
adjoint operator function S on the interval D ¼ ½a; b such that SðaÞ; SðbÞ are
invertible and, e.g., S0ðlÞb0 on ½a; b: In this decomposition the spaceHD1 is replaced
by ran QD with QD as in (2.9) (compare Theorem 2.6). This result will be published
elsewhere. We only mention that in this approach the role of the block operator
matrix A is played by the linearization L of the operator function S; see [LMM].
This L is a self-adjoint operator in some Krein spaceK*H; for which the interval
½a; b consists of spectral points of positive type.
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Remark 4.9. Let D ¼ ½a; bCrðDÞ: Then the following are equivalent:
(i) HD1 ¼H1;
(ii) S1ðaÞX0; S1ðbÞp0:
Proof. That (i) implies (ii) follows immediately from Theorem 3.2. If, conversely, (ii)
holds, then we choose two sequences ðanÞ; ðbnÞ such that ansa; bnrb; n-N; and
½a1; b1CrðDÞ: According to (3.1), we have S1ðanÞb0; S1ðbnÞ50 for all n: Hence for
every interval Dn :¼ ½an; bn the conditions (1.2) are satisﬁed, and therefore HDn1 ¼
H1; see Theorem 4.7 or [MS]. Obviously, LDðAÞ ¼
TN
n¼1 LDnðAÞ; and hence
HD1 ¼
\N
n¼1
HDn1 ¼H1: &
If S is a self-adjoint operator in some Hilbert space G; a subspaceL of G is called
S-nonnegative (S-positive, respectively, etc.) if ðSx; xÞX0 for all xALððSx; xÞ40 for
all xAL; xa0; respectively, etc.), and uniformly S-positive if there exists an o40
such that ðSx; xÞXojjxjj2 for all xAL: It is called maximal S-nonnegative if it is not
properly contained in another S-nonnegative subspace, etc. If, e.g., aArðAÞ; the
second relation in (4.16) implies thatH
½a;þNÞ
1 is a maximal uniformly S1ðaÞ-positive
subspace. We conjecture that if only ða; aþ gÞCrðAÞ for some g40; or even without
this assumption,H
½a;þNÞ
1 is a maximal S1ðaÞ-nonnegative subspace ofH1 (compare
the ﬁrst relation in (4.16)).
5. The boundary value of the Schur complement as a self-adjoint relation
If one of the endpoints of the interval D ¼ ½a; b belongs to sðDÞ; an analogue of
the decomposition formula (4.10) in Theorem 4.7 continues to hold. Suppose, e.g.,
that aAsðDÞ: In order to formulate this analogue, we ﬁrst have to deﬁne S1ðaÞ as the
limit limlra S1ðlÞ; which, as will follow from the next lemma, exists strongly in
generalized sense as a self-adjoint linear relation.
Recall that a linear relation S in a Hilbert space G is a subspace of the space G6G;
we denote its elements by fx; yg; x; yAG: The adjoint relation of the linear relation S
is the linear relation S * in G given by
S * :¼ ffu; vgAG6G : ðx; vÞ ¼ ðy; uÞ for all fx; ygASg;
and S is called a self-adjoint linear relation if S ¼ S * : For these deﬁnitions and the
simple facts about self-adjoint relations which we use in the following we refer the
reader to [DLS,O]. For a self-adjoint relation S in G; the Hilbert space G admits a
decomposition
G ¼ G0"GN ð5:1Þ
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with the following properties: There exists a (densely deﬁned) self-adjoint operator
Sop in G0; the operator part of S; and the relation S is the linear span of all elements
of G"G of the form fx; Sopxg; xAdomðSopÞ; and f0; yg; yAGN: If we identify an
operator with its graph, then the decomposition of S corresponding to (5.1) can be
written as
S ¼ Sop"SN where SN ¼ ff0; yg: yAGNg: ð5:2Þ
Clearly, for a self-adjoint linear relation S the resolvent ðS  zÞ1 exists for all
nonreal z:
ðS  zÞ1 ¼ ðSop  zÞ1"f0g:
Note that the resolvent of a linear relation is always an operator.
A sequence ðSnÞ of self-adjoint linear relations in the Hilbert space G is said to
converge strongly in generalized sense to the self-adjoint relation S; if for some (and
hence for all) nonreal numbers z the sequence of resolvents ðSn  zÞ1 converges
strongly to the resolvent ðS  zÞ1; here z can also be a real number which has a
uniformly positive distance from all the spectra sðSnÞ; n ¼ 1; 2;y . This deﬁnition
makes sense since for another point z0 instead of z; which also has a positive distance
from all the spectra sðSnÞ; n ¼ 1; 2;y; and for which the sequence of the resolvents
ðSn  z0Þ1 converges strongly to ðS0  z0Þ1; the relations S and S0 coincide. Indeed,
if we denote T :¼ ðS  zÞ1 and T 0 :¼ ðS0  z0Þ1; it easily follows that
T  T 0 ¼ ðz  z0ÞTT 0: ð5:3Þ
Therefore, ker T ¼ ker T 0; and so the spaces GN and G0N corresponding to the self-
adjoint relations S and S0 coincide because of GN ¼ ker S1 ¼ kerðS  zÞ1
¼ kerðS0  z0Þ1 ¼ ker S01 ¼ G0N: As T and T 0 are normal, G>N is an invariant
subspace for T and T 0: If T1 and T 01 denote the restrictions of T and T
0; respectively,
to G>N; relation (5.3) implies that
T1  T 01 ¼ ðz  z0ÞT1T 01: ð5:4Þ
But the inverses T11 and ðT 01Þ1 are linear operators and coincide with the operator
parts Sop  z and S0op  z0 of S  z and S0  z0; respectively. Hence, by (5.4) we have
ðT 01Þ1  T11 ¼ z  z0; or S0op ¼ Sop: This shows that the linear relations S and S0
coincide.
If Sn; n ¼ 1; 2;y; and S are linear operators, then the concept of strong
generalized convergence as deﬁned above coincides with the notion of strong
generalized convergence introduced by Kato in [K, VIII.1].
It is easy to see that the strong convergence in generalized sense of the sequence
ðSnÞ of self-adjoint linear relations to a self-adjoint linear relation S is equivalent to
the following: S consists of all pairs fx; ygAG6G for which there exists at least one
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sequence of elements fxn; yngASn; n ¼ 1; 2;y; such that xn-x; yn-y if n-N: This
deﬁnition immediately implies that such a sequence ðSnÞ converges strongly in
generalized sense to a self-adjoint linear relation S if and only if the sequence of the
self-adjoint linear relations S1n converges in the same sense to S
1 if n-N:
For the following lemma compare [K, Theorem VIII.3.13a].
Lemma 5.1. Let ðSnÞ be a nondecreasing sequence of bounded self-adjoint operators in
G: Then the following statements hold:
(i) The operators Sn converge strongly in generalized sense to a self-adjoint relation S
in G:
(ii) If Sop denotes the operator part of S; then an element xAG belongs to domjSopj1=2
if and only if limn-N ðSnx; xÞoN; moreover,
lim
n-N
ðSnx; xÞ ¼ ððsgnSopÞjSopj1=2x; jSopj1=2xÞ; xAdomjSopj1=2; ð5:5Þ
where the right-hand side becomes ðSopx; xÞ for xAdom Sop:
Proof. Choose aAR so that SnXa þ 1; n ¼ 1; 2;y; and deﬁne Sn;a :¼ Sn  a; n ¼
1; 2;y: Then the sequence of positive operators Tn;a :¼ S1n;a; n ¼ 1; 2;y; is
nonincreasing and uniformly bounded in norm by 1 whence it converges strongly
to a bounded nonnegative operator Ta: Indeed (see [AG, VII.85]),
jjTn;ax  Tm;axjj2 ¼ sup
jjyjjp1
jððTn;a  Tm;aÞx; yÞj2
p ððTn;a  Tm;aÞx; xÞ sup
jjyjjp1
ððTn;a  Tm;aÞy; yÞ;
where the ﬁrst factor on the right-hand side tends to zero if m; n-N and the second
factor remains bounded because jjTn;ajj ¼ 1; n ¼ 1; 2;y . Thus the sequence ðSn;aÞ
converges strongly in generalized sense to the linear relation Sa: This proves (i). Note
that also the sequence of operators S
1=2
n;a ; n ¼ 1; 2;y; converges strongly to T1=2a :
Next we show that
lim
n-N
ðSn;ax; xÞoN 3 xAran T1=2a ¼ domðSaÞ1=2op ; ð5:6Þ
and that, for these x;
lim
n-N
ðSn;ax; xÞ ¼ ððSaÞ1=2op x; ðSaÞ1=2op xÞ: ð5:7Þ
Suppose that xAran T1=2a ; x ¼ T1=2a y with yAran T1=2a (the closure of ran T1=2a ) and
assume that
lim
n-N
ðSn;ax; xÞ4jjyjj2 ¼ jjðSaÞ1=2op xjj2:
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If limn-N ðSn;ax; xÞ is ﬁnite, we set d :¼ limn-N ðSn;ax; xÞ  jjyjj2; otherwise d can be
an arbitrary positive number. Then there exists an n0AN such that
ðSn;ax; xÞXjjyjj2 þ d=2; nXn0:
Fix such an index n: Then
lim
m-N
ðSn;aS1=2m;a y; S1=2m;a yÞ ¼ ðSn;ax; xÞXjjyjj2 þ d=2
and hence there exists an index m0ðnÞ such that
ðSn;aS1=2m;a y; S1=2m;a yÞXjjyjj2 þ d=4; mXmaxfm0ðnÞ; ng:
It follows that for all such m:
ðy; yÞ ¼ ðSm;aS1=2m;a y; S1=2m;a yÞXðSn;aS1=2m;a y; S1=2m;a yÞXjjyjj2 þ d=4;
a contradiction. Thus we have shown limn-N ðSn;ax; xÞpjjðSaÞ1=2op xjj2 if xAran T1=2a :
The bounded sequence ðS1=2n;a xÞ contains a weakly convergent subsequence, which we
denote again by ðS1=2n;a xÞ; say
S1=2n;a x-y
0 ðweaklyÞ if n-N;
and hence jjy0jjplim infn-NjjS1=2n;a xjj2: It follows that x ¼ T1=2n;a S1=2n;a x-T1=2a y0
(weakly) if n-N; and hence y0  yAker T1=2a : But y> ker T1=2a ; and therefore
y0 ¼ ðy0  yÞ þ y yields jjy0jjXjjyjj: This ﬁnally implies that
jjðSaÞ1=2op xjj2 ¼ jjyjj2pjjy0jj2p lim infn-N jjS
1=2
n;a xjj2 ¼ limn-N ðSn;ax; xÞ;
and relation (5.7) is proved.
Conversely, let x be such that limn-N ðSn;ax; xÞoN: We can suppose that for
n-N the sequence of the elements yn :¼ S1=2n;a x; n ¼ 1; 2;y; converges weakly to
some element y: With xn :¼ T1=2a yn it follows that
xn ¼ T1=2a yn-T1=2a y ðweaklyÞ if n-N:
On the other hand, x ¼ S1=2n;a yn and for arbitrary uAH we obtain
ðTn;ayn  T1=2a y; uÞ ¼ ðyn; Tn;auÞ  ðyn; T1=2a uÞ þ ðyn; T1=2a uÞ  ðy; T1=2a uÞ
p jjynjj jjTn;au  T1=2a ujj þ ðyn  y; T1=2a uÞ-0
for n-N; hence T1=2a y ¼ x; which completes the proof of (5.6).
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Now we deﬁne the self-adjoint relation S by the formula S :¼ T1a þ a: According
to the remarks above, S does not depend on the choice of a: In particular, also the
subspace GN in decomposition (5.1) for S is independent of the choice of a and for
each a it coincides with the kernel of Ta: Denote by Tˆ a the restriction of the operator
Ta to ðker TaÞ> (which is invariant for Ta since Ta is normal). Then the operator part
Sop of S is given by Sop ¼ Tˆ 1a þ a: The ﬁrst claim in (ii) follows if we observe that
ran T
1=2
a ¼ ran Tˆ 1=2a ¼ domðSop  aÞ1=2 ¼ domjSopj1=2 and
lim
n-N
ðSnx; xÞoN 3 lim
n-N
ððSn  aÞx; xÞoN:
To prove (5.5), we denote by Et the spectral function of Sop and use (5.7):
lim
n-N
ðSnx; xÞ ¼ lim
n-N
ððSn  aÞx; xÞ þ ajjxjj2
¼ððSaÞ1=2op x; ðSaÞ1=2op xÞ þ ajjxjj2
¼
Z N
a
ðt  aÞ dðEtx; xÞ þ ajjxjj2 ¼
Z N
a
t dðEtx; xÞ
¼ ððsgn SopÞjSopj1=2x; jSopj1=2xÞ: &
Now we consider an interval ða; bCrðDÞ such that aAsðDÞ: Denote D0 :¼
fxAH1 : B*xAranða DÞ1=2g and Vx :¼ ða DÞ1=2B*x; where ða DÞ1=2 is
considered as an operator from ranða DÞ1=2 into ranða DÞ: Then V is a closed
linear operator from the dense subset D0 of the Hilbert space D0 into the Hilbert
space ranða DÞ: Its adjoint V * acts from ranða DÞ into D0: By P0 we denote the
orthogonal projection onto D0 in H1:
Theorem 5.2. Let ða; bCrðDÞ and aAsðDÞ: Then:
(i) The self-adjoint linear operators S1ðlÞ; converge strongly in generalized sense for
lra to a self-adjoint relation S1ðaÞ in H1: Decomposition (5.1) for the relation
S1ðaÞ becomes H1 ¼ D0"D>0 and the operator part ðS1ðaÞÞop of S1ðaÞ is
ðS1ðaÞÞop ¼ P0ðA  aÞjD0 þ V *V :
(ii) If there exists a nontrivial interval ða; aþ gÞCrðAÞ; then we have
lim
lra
ðS1ðlÞ1x; xÞX0; xALð0;þNÞððS1ðaÞÞopÞ"D>0 :
Proof. Since the Schur complement S1 is a decreasing function of l in a nontrivial
interval with left endpoint a (see (3.1)), Lemma 5.1 immediately yields the ﬁrst claim
of (i). In fact, limlra ðððD  lÞ1B*x; B*xÞÞ is ﬁnite if and only if xAD0; and then
this limit equals jjVxjj2: Thus (i) is proved.
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To prove (ii), choose ao0 such that S1ðaþ gÞXa þ 1 (compare the proof of
Lemma 5.1), and deﬁne TaðlÞ :¼ ðS1ðlÞ  aÞ1; lAða; aþ gÞ: Denote by TaðaÞ the
strong limit of TaðlÞ for lra: Then S1ðaÞ ¼ TaðaÞ1 þ a: Hence, by (i), ker TaðaÞ ¼
D>0 ; which is independent of a; is the component GN of the decomposition (5.1)
for S1ðaÞ:
Let again bðlÞ ¼ minðsðS1ðlÞÞ-ð0;þNÞÞ as in Lemma 4.2. We claim that
ððbðlÞ  aÞ1;a1ÞCrðTaðaÞÞ; lAða; aþ gÞ: ð5:8Þ
Indeed, assuming the contrary, we conclude that there exists a l0Aða; aþ gÞ such
that
ððbðl0Þ  aÞ1;a1Þ-sðTaðaÞÞa|:
Then, by [K, Theorem VIII.1.14], there exists a number l0Aða; l0Þ; which is
sufﬁciently close to a; such that
ððbðl0Þ  aÞ1;a1Þ-sðTaðl0ÞÞa|:
The spectral mapping theorem yields
ð0; bðl0ÞÞ-sðS1ðl0ÞÞa|;
and therefore bðl0Þobðl0Þ; which is impossible because of the monotonicity of bðlÞ
(see Lemma 4.2). Thus we have proved (5.8). Since
rðTaðaÞÞ ¼ rððS1ðaÞÞop  aÞ1Þ;
inclusion (5.8) together with the spectral mapping theorem again yields the existence
of an interval ð0; dÞCrððS1ðaÞÞopÞ; e.g., we can set d :¼ bðlÞ for any lAða; aþ gÞ:
For lAða; aþ gÞ; we consider the operators TðlÞ :¼ ðS1ðlÞÞ1: If lra; then,
according to Lemma 5.1, the operators TðlÞ converge strongly in generalized sense
to a self-adjoint relation TðaÞ; and it is easy to see that this relation coincides
with S1ðaÞ1:
Consider now an element
xALð0;þNÞððS1ðaÞÞopÞ ¼L½d;þNÞððS1ðaÞÞopÞ
¼Lð0;1=dððTðaÞÞopÞCdomðTðaÞÞop:
Then, according to Lemma 5.1(ii),
lim
lra
ðS1ðlÞ1x; xÞ ¼ lim
lra
ðTðlÞx; xÞ ¼ ððTðaÞÞopx; xÞX0:
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If yAD>0 ; then yAker S1ðaÞ1 ¼ ker TðaÞ; and hence
lim
lra
S1ðlÞ1y ¼ lim
lra
TðlÞy ¼ 0:
Finally, we obtain for xALð0;þNÞððS1ðaÞÞopÞ; yAD>0 ;
lim
lra
ðS1ðlÞ1ðx þ yÞ; x þ yÞ ¼ lim
lra
ðS1ðlÞ1x; xÞX0: &
As an example, consider a one-dimensional operator B; say B :¼ ð; vÞu with
uAH1; vAH2; and let ða; b be as in Theorem 5.2. If vAranða DÞ1=2; v ¼
ða DÞ1=2w with w>kerðD  aÞ; then
S1ðaÞ ¼ A  a jjwjj2ð; uÞu:
If veranða DÞ1=2 then D0 ¼ fug> and
ðS1ðaÞÞop ¼ P0ðA  aÞj %D0 ;
where P0 is the orthogonal projection onto fug>:
The following theorem can now be proved in the same way as Theorem 4.7(i).
Theorem 5.3. Let ða; bCrðDÞ; aAsðDÞ; and suppose that there exists a g40 such that
ða; aþ gÞCrðAÞ and ðb g; bÞCrðAÞ: Then
H1 ¼LðN;0ððS1ðaÞÞopÞ6Hða;b1 6Lð0;þNÞðS1ðbÞÞ:
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