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Introduzione
L’oggetto di questo lavoro di tesi consiste in una analisi delle possibili correlazioni tra
la caratteristica variabilita´ dello spettro di potenza dell’emissione nell’X di sistemi
binari di piccola massa contenenti un oggetto compatto (LMXRBs) ed i meccanismi
che regolano la dinamica complessa del plasma in accrescimento, in una regione ca-
ratterizzata da un campo di gravita’ forte.
La considerevole variabilita´ dell’emissione ad alta energia di questi sistemi, su tempi
scala inferiori al millisecondo, fornisce una misura diretta dei tempi scala dinamici
che caratterizzano il moto della materia sotto l’influenza della Relativita´ Generale.
Le frequenze caratteristiche osservate appaiono infatti indipendenti dai tassi di ac-
crescimento e mostrano proprieta´ simili sia in presenza di buco nero centrale che di
stella di neutroni, indicando una probabile natura gravitazionale. In questo senso,
gli spettri di emissione di questi oggetti rappresentano l’informazione di base tramite
cui ricostruire la dinamica dei processi di accrescimento in un ambiente particolar-
mente complesso, in cui gli effetti del campo gravitazionale forte sono combinati
ai fenomeni non-lineari legati alla dinamica e alle instabilita´ del plasma magneto-
idrodinamico.
Il punto di partenza fondamentale dell’analisi svolta, sta nel carattere quasi-periodico
delle curve di variabilita’ spettrale dei sistemi binari osservati.
Qualsiasi sistema in cui due o piu’ frequenze caratteristiche siano accoppiate in
modo non-lineare, sia per via di una perturbazione esterna che per accostamento
spontaneo, manifesta una ricca varieta´ di effetti, dalla sincronizzazione, alla quasi-
peridicita´, all’intermittenza, fino alla produzione di stati complessivamente caotici.
Tutti questi effetti sono evidenti e comuni in natura, ad esempio nei fluidi, dove i
processi dipendono da scale di tempo e di lunghezza diverse, ed in qualche modo
sono accomunati dalla complicata varieta´ di frequenze caratteristiche.
In particolare, la quasi-periodicita´ e’ indicazione precisa di un regime dinamico strut-
turalmente instabile, ma stazionario, tipicamente prodotto dalla perturbazione di un
sistema periodico. In generale, il carattere quasi-periodico ci permette di sfruttare
il formalismo della teoria dei sistemi dinamici come chiave interpretativa iniziale dei
processi osservati.
In un disco di accrescimento, il moto orbitale fornisce naturalmente al sistema un
carattere periodico e la presenza di un campo di gravita´ forte ne arricchisce a sua
volta il contenuto armonico. L’accoppiamento non-lineare delle frequenze caratteri-
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stiche di questi sistemi e’ stato interpretato, nei vari modelli prodotti fino ad oggi,
prevalentemente in termini di moto relativistico di singola particella, trascurando la
natura magneto-idrodinamica della materia in accrescimento.
Assumendo che l’origine del carattere quasi-periodico degli spettri derivi da mecca-
nismi di risonanza non-lineare dei modi oscillatori del disco (Abramowicz), lo scopo
della tesi sara’ individuare nella dinamica del plasma in accrescimento alcuni pro-
cessi candidabili come meccanismi di eccitazione e di sostentamento energetico di
tale fenomeno.
In questa direzione, un elemento fondamentale del lavoro sara’ caratterizzare il no-
stro sistema dinamico ideale in termini stocastici. La complessita´ della trattazione
non-lineare delle equazioni magneto-idrodinamiche ci porta a cercare una analogia
che permetta di descrivere il plasma magnetizzato con le sue principali proprieta´ in
modo piu’ diretto e piu’ pratico in termini analitici. L’apparente dicotomia tra la
descrizione di singola particella e le equazioni MHD per il mezzo continuo e’ supera-
ta sfruttando le proprieta’ visco-elastiche del fluido, acquisite in regime turbolento.
In presenza di turbolenza, l’elemento di fluido viene descritto come una particella
immersa in un mezzo fuori dall’equilibrio, riacquisendo, in termini stocastici, il ca-
rattere individuale della descrizione deterministica iniziale. Il contesto turbolento
conferisce al singolo elemento di fluido un carattere Browniano, da cui segue una
descrizione della dinamica complessiva in termini di equazione di Langevin genera-
lizzata.
Infine, con nuove equazioni della dinamica a disposizione, si puo’ riconsiderare il
processo di risonanza parametrica, analizzando in termini numerici gli effetti porta-
ti dalla presenza dei fattori stocastici.
I risultati ottenuti sono interessanti da diversi punti di vista: l’introduzione in modo
sistematico della complessita´ del plasma in accrescimento nel modello permette, da
un lato, di porre in stretta relazione l’energia fornita al sistema in risonanza con
l’energia guadagnata dal disco tramite i processi di estrazione di momento angola-
re alla base dell’accrescimento, dall’altro, di percorrere nuove ipotesi di risonanza
tra modi epiciclici legati al campo gravitazionale e modi oscillatori propri del moto
turbolento del plasma.
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Capitolo 1
Accrescimento ed emissione X
In gran parte delle sorgenti osservate, l’emissione di raggi X e` prodotta dalla conver-
sione di energia potenziale gravitazionale di materia soggetta ad un campo di gravita`
di grande intensita`. In questi casi, l’emissione di radiazione X e` direttamente col-
legata alla presenza di un fenomeno di accrescimento, inteso nel senso piu` generale
possibile, ovvero accumulazione di materia su un corpo massivo centrale.
Ad esempio, l’emissione X del gas diffuso contenuto in un cluster (agglomerato) di
galassie e` il prodotto della pressione gravitazionale esercitata sul gas dalla massa
complessiva del cluster, ed il processo di clustering e` un fenomeno di aggregazione,
ovvero un fenomeno di accrescimento, se pur caratterizzato da tempi scala infini-
tamente grandi. Andando a scale piu` piccole, una forte sorgente di radiazione X e`
costituita dai Nuclei Galattici Attivi (AGN). Gli attuali modelli di galassie attive
prevedono la presenza di un buco nero ’super massivo` all’interno del nucleo galattico,
in grado di accrescere materia e rilasciare una grande quantita` di energia gravitazio-
nale. Questa energia, trasformata prima in energia cinetica e poi in energia interna
del plasma galattico, viene emessa sotto forma di radiazione X. Lo stesso processo
e` riprodotto a scale ancora piu` piccole, in ambito galattico, laddove la sorgente di
campo gravitazionale forte non e` costituita da una enorme quantita` di massa, ma da
una massa stellare estremamente compatta, come nel caso delle nane bianche, delle
stelle di neutroni o dei buchi neri.
Complessivamente, muovendo da scale di grandezza dell’ordine del kilometro per gli
oggetti compatti galattici, fino a scale dell’ordine del Kiloparsec (1016 km) per il gas
dei cluster di galassie, la relazione tra dinamica di accrescimento ed emissione X
resta invariata.
1.1 La geometria di disco
Essendo interessati alla dinamica della materia in accrescimento, la prima cosa da
chiedersi e` quale sia l’effettiva geometria caratteristica del processo. In questi termi-
ni, e` chiaro che il carattere centrale della forza gravitazionale conferisce al processo
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una simmetria idealmente sferica o quasi sferica. In realta`, nella maggior parte
delle situazioni astrofisiche, la materia possiede un momento angolare finito, che le
impedisce di precipitare in direzione puramente radiale sulla sorgente di attrazione
gravitazionale. La presenza di momento angolare, per quanto piccolo, conduce natu-
ralmente alla formazione di una struttura a disco supportata dalla forza centrifuga.
In Relativita` generale e` possibile definire un momento angolare minimo, ovvero un
valore di momento angolare per cui le forze centrifughe diventano significative ri-
spetto alla forza di attrazione gravitazionale. Questo valore minimo jmin puo` essere
interpretato, dal punto di vista opposto, come il minimo valore di momento angolare
compatibile con un’orbita circolare, che in ambito relativistico e` costituita dall’ulti-
ma orbita circolare stabile (Capitolo 2). In questo modo, tutti gli elementi di fluido
con j > jmin non possono cadere direttamente sull’oggetto centrale e sono destinati
a disporsi lungo orbite circolari. Questo valore limite teorico ci permette di fare
delle previsioni sulla plausibilita` della presenza di un disco.
Consideriamo ad esempio un buco nero super massivo (M ≥ 108M) posto al centro
di una galassia attiva. Il materiale in accrescimento proveniente dall’intera galas-
sia avra` distanze dall’oggetto centrale dell’ordine del kpc e velocita` dell’ordine dei
100 kms−1. In questo caso j ≈ 3×1028 cm2 s−1, mentre jmin ≈ 4×1023 cm2 s−1  j.
Ancora, consideriamo un oggetto compatto di massa stellare, M ≈ 1M, inserito
in un sistema binario in cui la compagna, a distanza ≈ 1011 cm, trasferisce massa
sulla stella compatta: se la velocita` orbitale e` stimata dell’ordine dei 300 kms−1, il
momento angolare vale j ≈ 3×1018 cm2 s−1, mentre jmin ≈ 4×1015 cm2 s−1  j. In
entrambi i casi il materiale in accrescimento deve disporsi su un disco (Shu, 1992).
Dunque, a livello teorico, la presenza di una geometria di disco per il processo d’ac-
crescimento e` necessaria. Tuttavia, come vedremo, lo stesso non si puo` sempre dire
dal punto di vista osservativo.
Per un oggetto compatto di 10 km di diametro, il 90% dell’energia gravitazionale
e` rilasciata entro i primi ∼ 102 km, di conseguenza il grosso dell’emissione, preva-
lentemente nella banda X, e` prodotto in una regione di campo forte (van der Klis,
2000). Non e` chiaro se la geometria di disco possa essere estesa a queste regioni piu`
interne del flusso di accrescimento, governate dalla relativita` generale.
In termini dinamici, un disco di accrescimento e` una struttura all’equilibrio dotata
di un unico tempo scala dinamico indipendente dalla direzione e definito dal tempo
scala orbitale:
tdin ≈ r
vK
≈ 1
ω
(1.1.1)
Nell’ambito dell’analisi delle curve di luce1 delle sorgenti X osservate, in termini di
funzione distribuzione spettrale(PDS), i tempi scala orbitale si traducono in precise
frequenze caratteristiche. Questo rende la presenza di una geometria di disco di
importanza fondamentale per il nostro lavoro.
1la curva che rapprenta l’andamento dell’intensita` della radiazione emessa dalla sorgente al
variare del tempo
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1.1.1 Evidenze osservative del disco
Una qualsiasi evidenza osservativa richiede il riscontro con un modello teorico sot-
tostante. Nel nostro caso il modello teorico e` costituito dal modello ’standard’ di
disco, sviluppato da Shakura e Sunyaev ed esteso in trattazione relativistica da No-
vikov e Thorne nel 1973 (Pringle,1981). Le proprita` fondamentali del modello sono
riderivate in Capitolo2; per quanto segue e` sufficiente l’assunzione che il nostro disco
di accrescimento sia all’equilibrio termodinamico locale.
Abbiamo visto nel paragrafo precedente che nel caso di accrescimento su oggetto
compatto la maggior parte della luminosita` del disco deriva dalle zone piu` interne,
cioe` su scale ∼ rSchw ≈ 2GM/c2. Sappiamo anche che un disco per mantenere
una condizione di stabilita` deve avere una luminosita` al massimo comparabile con
la luminosita` di Eddington, LE2. In ipotesi di equilibrio termodinamico locale, se
ipotizziamo che il disco sia otticamente spesso possiamo assumere che questo emetta
localmente come un corpo nero, per cui
L ' 4pir2SchwσT 4 ≈ LE (1.1.2)
L’equazione risolta rispetto alla temperatura da´
T =
(
LE
2pir2Schwσ
)1/4
≈ 5× 107K
(
M
M
)−1/4
. (1.1.3)
Una temperatura di 107K corrisponde ad una energia dell’ordine del keV, una con-
ferma del fatto che la maggior parte della radiazione emessa nella regione di campo
forte e` costituita da raggi X. Tuttavia, il dato importante per l’analisi della geo-
metria del disco e` che ad una temperatura T ∼ 107K corrisponde una velocita` del
suono dell’ordine di 108 cms−1, molto inferiore rispetto alla velocita` della luce.
Questa relazione, per un generico valore di r, si traduce in cs 
√
GM/r ≡ vK ,
equivalente alla condizione che lo spessore del disco, H, si mantenga piccolo rispetto
al raggio r, ovvero che il disco sia sottile. A sua volta, questo implica che la dina-
mica del flusso in accrescimento e` sostanzialmente Kepleriana, per cui la frequenza
orbitale deve essere legata al raggio dalla relazione ω2 ≈ GM/r3.
Da un punto di vista osservativo, dunque, quello che ci aspettiamo di vedere e` ra-
diazione proveniente da un disco all’equilibrio termodinamico Kepleriano, quindi
radiazione di tipo principalmente termico.
In effetti le osservazioni non sono in contrasto con questa previsione. Gli spettri di
intensita` delle sorgenti X osservate mostrano chiaramente una componente termica,
generalmente accompagnata da una componente non termica. La componente ter-
mica e` quella che viene indicata come parte morbida dello spettro (SOFT spectra),
caratterizzata da fotoni di energia dell’ordine del ∼ 1 keV , ed e` generalmente mo-
dellizzata come emissione di corpo nero a piu` temperature, partendo dal modello di
disco sottile standard (Makishima et al, 1986); la componente non termica definisce
2Luminosita` relativa alla condizione di bilanciamento tra il flusso di quantita` di moto della
radiazione emessa da una sorgente a simmetria sferica e la forza gravitazionale dell’oggetto stesso.
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la parte duradello spettro di energia della sorgente (HARD spectra), e` caratterizzata
da una maggiore energia ed e` ben descritta da una legge di andamento a potenza,
N(E) ∝ E−Γ, con N la densita` numerica dei fotoni, E l’energia del fotone e Γ
l’indice di potenza. Diversamente dalla prima, la componente non termica non ha
origine nel flusso di disco ma probabilmente nella corona del disco, dove elettroni
relativistici modificano lo spettro di energia dei fotoni tramite scattering Compton
(van der Klis, 2000; Remillard, 2001). Come vedremo in seguito, le due compo-
nenti dello spettro contribuiscono ad identificare precisi stati della sorgente, intesi
come conFigurazioni ricorrenti di caratteri spettrali e temporali degli spettri di emis-
sione. Questi stati della sorgente corrispondono spesso a precisi regimi di variabilita`.
Figura 1.1: Spettro a raggi X del buco nero GX 339-4, ottenuto dal satellite Temma,
1984. Gli istogrammi mostrano i modelli spettrali, convoluti con la risposta del
rivelatore, da confrontare con i dati osservati (croci). La componente soft dello
spettro e` rappresentata dal modello di disco-corpo nero (DDB); la coda dura dello
spettro e` data dalla componente a potenza (PL); il picco centrale rappresenta la riga
di emissione del ferro (LINE). (Makishima et al.,1986)
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Un’ulteriore prova della presenza di un disco nel processo di accrescimento e` data
dalla deformazione delle linee di emissione Kα del ferro, un fenomeno prettamente
cinematico osservato prevalentemente nei nuclei galattici attivi, ma presente anche
nei sistemi binari galattici (Miller et al.2002). La deformazione del profilo della riga
di emissione del ferro e` determinato da una combinazione di effetti: una traslazione
dovuta all’effetto Doppler trasversale ed alla spinta del moto relativistico del disco;
un arrossamento (redshift) gravitazionale legato alla stretta vicinanza della zona
di emissione con l’oggetto centrale. Complessivamente questi fattori producono un
profilo di riga fortemente allargato ed inclinato, come si vede in Figura (1.2). Una
deformazione cos`ı pronunciata ci dice che la riga e` generata nella parte piu` interna
del disco di accrescimento (Fabian et al. 2000).
Nel complesso, le osservazioni sostengono il modello di disco sottile Kepleriano,
Figura 1.2: Il pannello in alto mostra il profilo a doppio picco simmetrico prodotto
dall’emissione di due anelli di materia di un disco non relativistico. Nel secondo
pannello sono inclusi gli effetti della traslazione di frequenza dovuta all’effetto Dop-
pler trasversale e della collimazione relativistica, mentre il terzo pannello introduce
l’effetto dell’arrossamento gravitazionale (Fabian et al. 2000).
come base per l’interpretazione della dinamica di accrescimento. Anche in regime
di gravita` forte, con le dovute correzioni relativistiche, la geometria di disco resta
sostanzialmente invariata.
A questo punto, il fattore di incertezza sulla geometria delle zone piu` interne del
flusso in accrescimento non e` legato al modello di disco utilizzato, ma all’interazione
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diretta del disco con la sorgente di campo gravitazionale.
1.1.2 Relazione tra geometria di disco e natura dell’oggetto centrale
Con l’intento di presentare il processo di accrescimento su oggetto compatto come un
fenomeno generale, abbiamo volutamente trascurato la natura specifica degli oggetti
considerati, dai nuclei galattici attivi ai sistemi binari galattici, facendo riferimento
complessivamente a sorgenti compatte di raggi X. In realta`, la dinamica del flusso
in accrescimento nella regione del disco dipende necessariamente dalla natura del-
l’oggetto centrale, ovvero da come quest’ultimo interagisce con il disco.
Se consideriamo i nuclei galattici attivi come sistemi in accrescimento su un buco
nero super massivo (Woltjer, 1957) e trascuriamo, nei sistemi binari, gli effetti della
stella compagna sulla dinamica del disco, allora vediamo che le principali differenze
nella emissione dei diversi sistemi sono legate ad una precisa condizione a contorno:
la presenza di una superficie di accrescimento per l’oggetto centrale.
Un buco nero non possiede una superficie di accrescimento: l’orizzonte degli eventi
e` un luogo geometrico che definisce una regione di spazio-tempo incapace di comu-
nicare con l’universo esterno a causa dell’intensita` del campo gravitazionale centrale
(Shapiro & Teukolsky 1983). Questa superficie ideale non interagisce in alcun modo
con la materia in accrescimento. In un certo senso potremmo dire che l’ultima super-
ficie utile, in termini osservativi, e` individuata dal raggio dell’ultima orbita stabile,
piuttosto che dal raggio di Schwarzschild. Al contrario, una stella di neutroni ha
ben due superfici tipiche in grado di interagire con il disco: la superficie stellare e la
superficie della magneto-sfera3, generata dal proprio campo magnetico dipolare.
Una stella di neutroni con campo magnetico forte e` in grado di alterare profondamen-
te la struttura del flusso in accrescimento a piccoli raggi. Per un campo dell’ordine
di 1012G il raggio della magnetosfera cade vicino ai ∼ 103km. Non appena il flusso
incontra la magneto-sfera, il plasma abbandona il piano del disco e viene canalizzato
lungo le linee di campo verso i poli magnetici della stella. Un sistema di questo tipo
produce uno spettro di emissione caratterizzato da forti pulsazioni periodiche, con
tempi scala dell’ordine del secondo. Diversamente, nel caso di stelle di neutroni con
campo magnetico debole (B . 1010G) la dinamica del flusso in accrescimento rima-
ne dominata dalla gravita` fino alle regioni di campo forte vicine all’oggetto centrale.
Le stelle di neutroni prive di campo magnetico o dotate di campo magnetico debole
fanno parte tipicamente di sistemi binari di piccola massa (LMXRBs).
In questi sistemi, il processo di accrescimento per la stella di neutroni e per il buco
3Il campo magnetico dipolare della stella di neutroni e` dato da B ≈ µ
r3
, dove µ e` il momento
di dipolo magnetico della stella. Di conseguenza, man mano che ci si avvicina alla stella, l’in-
fluenza della pressione magnetica sulla dinamica del flusso in accrescimento cresce, fino a diventare
dominante. In questo senso, la magnetosfera e` definita dal raggio la pressione magnetica diventa
paragonabile alla densita` di energia cinetica del flusso, ovvero
B2(rA)
8pi
= ρv
2(rA)
2
.
Il raggio per cui si ha l’uguaglianza, rA, e` detto raggio di Alfve`n.
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nero e` meno distante. La somiglianza cresce al diminuire dell’intensita` dl campo
magnetico della stella di neutroni.
Per un campo sufficientemente piccolo (. 108G), e` stato dimostrato come diversi
Figura 1.3: L’immagine presenta gli spettri di energia di due binarie a raggi X. La
stella di neutroni GX354-0 e` riportata in due stati di emissione: low/hard e high/soft.
Si vede bene che lo stato low/hard della stella di neutroni ha un contributo soft
maggiore ripetto allo stesso stato per il buco nero (Sunyaev & Revnivtsev,2000).
modelli di equazioni di stato permettano alle stelle di neutroni di avere raggi in-
feriori al raggio dell’orbita stabile limite (rms), previsto dalla Relativita` Generale
(Kluzniak & Wagoner, 1985). Per queste stelle, come per i buchi neri (Shakura &
Sunyaev, 1973; Stoeger, 1976; Muchotrzeb & Paczynski 1982), il disco di accresci-
mento termina ad un raggio rin ∼ rms. Oltrepassato il punto sonico a rs ≈ rin, la
materia scompare nel buco nero, o viaggia in caduta libera (o quasi libera, in caso
di stress magnetico o radiativo non trascurabili) verso la superficie della stella di
neutroni (Kluzniak & Wagoner, 1985; Kluzniak & Wilson, 1991).
Cio` rende una stella di neutroni con campo magnetico debole ed un buco nero ideal-
mente equivalenti dal punto di vista del disco, con l’unica differenza che nel primo
caso la superficie dell’oggetto eccede il raggio di Schwarzschid, mentre nel secondo
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caso vi resta contenuta.
Al contrario, in termini di spettro di emissione (spettro di energia dei fotoni emessi),
la diversita` tra i due sistemi appare in modo chiaro.
Nel caso di un buco nero, il contributo all’emissione complessiva deriva sostanzial-
mente dal disco di accrescimento, e solo parzialmente dalla corona del disco e dalla
regione di avvezione, dove la materia viaggia in caduta libera. Invece, nel caso di
una stella di neutroni, la maggior parte dell’energia gravitazionale non e` rilasciata
dal disco ma deriva dallo strato limite di materia in accrescimento che si accumula
in prossimita` della superficie della stella. In questo strato la materia sta decelerando
dalla velocita` Kepleriana (relativistica) alla velocita` di rotazione dell’equatore della
stella di neutroni, facendo della superficie stellare una sorgente aggiuntiva di radia-
zione termica(Sunyaev, 2001).
Questa sostanziale diversita` sembrerebbe spiegare perche` gli spettri dei buchi ne-
ri nello stato spettrale low/hard, cioe´ in uno stato della sorgente in cui domina
l’emissione non-termica, risultano piu` duri degli spettri delle stelle di neutroni nel
medesimo stato: il contributo termico aggiuntivo per le stelle di neutroni e` dato
dalla superficie (Figura 1.3).
La differenza tra le due modalita` di accrescimento si ripropone in modo netto negli
spettri di frequenza della radiazione X emessa dalle due classi di oggetti, ovvero
nella distribuzione in frequenza (PSD) dei fotoni (Figura 1.4). Le distribuzioni spet-
trale di stella di neutroni e buco nero si mantengono molto simili nello stato in cui
prevale l’emissione di tipo non termico (Low State) e per frequenze basse ≤ 10Hz.
Tuttavia, al crescere della frequenza (≥ 10 −100Hz), le PSD delle stelle di neutroni
mostrano una robusta componente di rumore diffuso, fino a frequenze dell’ordine del
kHz; al contrario, le PSD delle sorgenti con buchi neri decrescono rapidamente a
basse frequenze (gia` dopo i 10Hz per i buchi neri in Low State), fino a magnitudini
di una o due ordini di grandezza inferiori rispetto alle PSD delle stelle di neutroni
nella stessa banda di frequenze. In questo senso, la parte ad alte frequenze della PSD
per le stelle di neutroni sembra dimostrare una componente addizionale di rumore,
da associare alla presenza dello strato limite.
1.1.3 Stabilita` e tempi scala dinamici
Se limitiamo l’attenzione al caso di sistemi binari di piccola massa, il modello di di-
sco standard (Pringle, 1981) ci permette di assumere che il disco sottile Kepleriano
che circonda l’oggetto compatto costituisca una struttura fondamentalmente stabile.
Questo non e` vero in generale per un disco di accrescimento spesso, caratteristico dei
sistemi binari di grande massa, ne` per il disco di accrescimento di nucleo galattico
attivo, che pur essendo sottile e` costituito da stelle.
La stabilita` del modello di disco sottile e` una proprieta` fondamentale del sistema
che ci permette di caratterizzare in modo univoco le sue proprieta` dinamiche.
In virtu` della simmetria assiale della geometria di disco, la condizione di equilibrio
dinamico e` limitata alle componenti radiale e verticale del moto. Per quanto ri-
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Figura 1.4: Al crescere della frequenza, gli spettri di sistemi con stella di neutroni si
differenziano in modo netto da quelli con buco nero centrale: nel primo caso infatti
la componente di rumore diffuso si estende fino a frequenze del kHz (GX354-0),
mentre la stessa componente per i buchi neri si estingue entro i 100 Hz. (Sunyaev
& Revnivtsev,2000)
guarda l’equilibrio radiale, abbiamo visto che il tempo scala caratteristico e` dato da
tdin ≈ r/vK ≈ 1/ω. L’equilibrio in direzione verticale e` legato all’equilibrio idrosta-
tico. Poiche` il riassorbimento di una perturbazione in direzione verticale e` dovuto
alla pressione, l’equilibrio deve stabilirsi su tempi scala dell’ordine di tidr ≈ H/cs ,
pari al tempo impiegato da un’onda di pressione ad attraversare l’intera struttura.
Tuttavia, dal momento che l’altezza di scala del disco standard isotermo e` data dalla
relazione H ≈ (cs/vK) r , possiamo riscrivere la relazione precedente come
tidr ≈ H
cs
≈ r
vK
= tdin. (1.1.4)
In questo senso possiamo dire che il disco e` caratterizzato da un unico tempo scala
dinamico.
Inoltre, per il modello di disco standard, i tempi scala su cui si possono sviluppare
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instabilita` di tipo termico e viscoso sono dati rispettivamente da
tterm ≈ 1
αω
, tvis ≈ 1
α
r2
H2
1
ω
(1.1.5)
dove, per ipotesi di disco sottile, H  r, mentre α, il parametro di viscosita` tur-
bolenta del mezzo (Shakura & Sunyaev 1973), resta . 0.1. Di conseguenza vale:
tvis  tterm & tdin. (1.1.6)
Da cio` segue che un disco di accrescimento sottile e` sicuramente stabile su ogni
tempo scala comparabile a quello dinamico.
A questo punto, se assumo che la variabilita` dell’emissione X sia direttamente legata
alla dinamica del flusso in accrescimento, i caratteri ad alte frequenze dello spettro
devono necessariamente essere legati ai tempi scala dinamici del flusso, ovvero alle
oscillazioni acustiche della struttura del disco o direttamente al moto orbitale.
Questa predizione e` verificata per i sistemi contenenti un candidato buco nero. In
questi sistemi, l’emissione dalle regioni piu` interne del disco e` caratterizzata da una
variabilita` su tempi scala dell’ordine del millisecondo, con frequenze caratteristiche
dell’ordine dei 100 − 200Hz (per M ∼ 10M), vicine alle frequenze Kepleriane.
In presenza di una stella di neutroni, la situazione e` complicata dalla superficie di
accrescimento. In generale, ci si puo` aspettare che la maggior parte dei caratteri
della variabilita` legata alle instabilit‘a del disco di accrescimento si manifesti anche in
presenza di una stella di neutroni, con tempi riscalati rispetto alla massa dell’oggetto
centrale. L’effettivo contributo dello stato di accrescimento superficiale consiste in
un salto delle frequenze massime osservate, dall’ordine dei ∼ 100Hz, per i buchi neri,
fino ai ∼ 100 kHz. Frequenze cos`ı elevate sono probabilmente legate a meccanismi
oscillatori prodotti da onde acustiche o da instabilita` del plasma, originate in una
regione di flusso fortemente turbolenta, dove la velocita` del suono puo` raggiungere
i 20000 kms−1 (Inogamov & Sunyaev 2000). In questo ultimo caso, la variabilita` e`
caratterizzata da tempi scala inferiori al millisecondo.
L’evidenza diretta di questi tempi scala fondamentali della dinamica del flusso in
accrescimento e` conservata dagli spettri di frequenza delle sorgenti osservate.
1.2 Spettro di variabilita` dell’emissione X
La distribuzione in frequenza dell’emissione X e` studiata tipicamente tramite tecni-
che di trasformazione di Fourier del segnale. L’ipotesi fondamentale nell’applicare
le tecniche di trasformazione di Fourier e` l’assunzione che le curve di luce delle sor-
genti rappresentino processi statisticamente stazionari. In questo senso, si assume
che singoli segmenti di dati, prelevati dalla curva di luce, possano essere una buona
rappresentazione di un insieme di curve di luce statisticamente identiche.
La funzione di distribuzione spettrale del segnale (PSD) viene calcolata, in pratica,
dividendo la curva di luce in segmenti di uguale lunghezza ed eseguendo una trasfor-
mazione di Fourier (FFT) su ciascun segmento. Il risultato della FFT per ciascun
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Figura 1.5: Spettri di frequenza tipici di un sistema binario di piccola massa: (sinistra)
1E 1724-3045, stella di neutroni; (destra) GRO J0422+32, buco nero. La sequenza verticale
mostra il modificarsi delle caratteristiche dello spettro al variare dello stato della sorgente.
L’immagine permette un confronto diretto delle componenti di variabilita` per le due diverse
sorgenti: per la stella di neutroni le QPO appaiono in una regione tra 1-1000 Hz; mentre
per il buco nero si fermano intorno a i 100 Hz. (Van der Klis, 2000)
segmento, elevato al quadrato, viene mediato con gli altri, a costituire la densita`
spettrale (PSD) dell’emissione osservata.
Nel caso di sistemi binari di piccola massa, le osservazioni mostrano una considere-
vole variabilita` su un ampio intervallo di tempi scala ed in tutte le lunghezze d’onda.
Tuttavia, il nostro interesse e` legato all’emissione proveniente dalle regioni di campo
forte; pertanto possiamo limitarci a considerare la sola radiazione X su tempi scala
dell’ordine del millisecondo, ovvero per frequenze che vanno genericamente dall’Hz
al kHz.
In Figura (1.5) si vede chiaramente come il carattere variabile dell’emissione X possa
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cambiare molto, sia rispetto alla natura della sorgente (BHC/NS), che rispetto al
particolare stato della stessa sorgente. Tuttavia esistono delle caratteristiche gene-
rali dello spettro che si mantengono al variare del sistema.
In generale, uno spettro di emissione puo` essere pensato come una somma di diverse
componenti spettrali di variabilita`. Una prima distinzione netta separa componente
periodica da componente aperiodica. Un sistema dotato di una precisa periodicia`, ad
esempio una pulsar, manifesta nel proprio spettro di emissione un picco di frequenza
ben definito. Questo genere di segnale manca completamente nei nostri sistemi. Al
contrario, la componente aperiodica dello spettro si estende su un ampio intervallo
di frequenze e comprende sia strutture estese, interpretate come rumore a banda
larga, che elementi piu` circoscritti, individuati come picchi limitati ad un intervallo
di frequenze finito. Queste strutture debolmente coerenti sono indicate come oscil-
lazioni quasi-periodiche (QPOs) o picchi QPO.
Come funzione della frequenza di Fourier, la funzione di distribuzione spettrale del
segnale (PSD) puo` essere descritta da una legge di andamento a potenza, spesso
caratterizzata da piu` indici, a cui occasionalmente si sovrappongono i picchi relati-
vamente stretti (QPO).
La legge di andamento a potenza, Pν ∝ ν−α, caratterizza il rumore a banda larga
ed ha un indice di potenza α tipicamente compreso tra 0 e 2. Il valore di α fornisce
informazioni precise sulla natura del rumore. Con |α| = 1 si definisce il cosiddetto
rumore 1/f, mentre per |α| = 0 si ha rumore bianco. Si usa il termine rumore rosso
quando |α| = 2 o, in generale, quando la potenza Pν decresce con ν. Per un ru-
more che tende a crescere con l’aumentare della frequenza, a partire da una precisa
frequenza di rottura νb, si parla generalmente di rumore a banda limitata (BLN).
Tipicamente, al di sotto di una certa frequenza il BLN diventa bianco, cioe` mantiene
densita` di potenza costante e viene detto flat topped. Nel caso in cui Pν abbia un
massimo locale in ν si usa il termine di rumore piccato.
Un’oscillazione quasi-periodica indica un picco di larghezza finita nello spettro di
potenza, ovvero, piu` generalmente, una qualsiasi caratteristica dello spettro che sia
ben fittata da una Lorenziana della forma
Pν ∝ ∆νQPO[(ν − νQPO)2 + (∆νQPO/2)2] (1.2.1)
con frequenza centrale νQPO e ∆νQPO larghezza a meta` altezza (FWHM). Il tempo
di coerenza del segnale e` definito in termini di larghezza del picco, τ = 1/pi∆νQPO,
ed e` spesso riportato in termini di fattore di qualita` Q ≡ νQPO/∆νQPO, che in de-
finitiva fornisce una misura della coerenza dell’oscillazione.
Per Q . 3 e` difficile attribuire alla QPO un carattere distinto, rispetto ad un picco
di rumore relativo alla variabilita` a banda larga. Per Q & 10 la QPO appare evi-
dente nello spettro e puo` essere attribuibile ad un particolare processo all’interno
del sistema.
Una Lorenziana rappresenta generalmente lo spettro di potenza di un fenomeno ca-
ratterizzato da un andamento sinusoidale, smorzato in modo esponenziale, del tipo
x(t) ∝ exp (t/τ). Questo porta naturalmente ad interpretare il picco QPO come il
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prodotto di un modo oscillatorio del disco di accrescimento.
Tuttavia, come vedemo piu` avanti, la quasi-periodicita` e` un carattere molto ambi-
guo dal punto di vista dinamico: a differenza di un processo periodico, dotato da
un periodo costante, risultato di una o piu` frequenze caratteristiche tra loro com-
mensurabili, un fenomeno quasi-priodico e` caratterizzato da un periodo variabile ma
stabile, dipendente dalla combinazione di frequenze caratteristiche del sistema tra
loro indipendenti. In questo senso anche un processo completamente casuale puo`
essere in grado di combinare occasionalmente le frequenze del sistema in modo da
produrre un andamento quasi-periodico. Questa ambiguita` rende l’interpretazione
di queste oscillazioni quasi-periodiche una questione attualmente irrisolta.
In questo senso, prima di intraprendere qualsiasi sforzo interpretativo, abbiamo bi-
sogno di caratterizzare la presenza delle QPO all’interno degli spettri: come sono
distribuite; se e a quali frequenze caratteristiche del disco si avvicinano; se e come
sono correlate tra loro.
1.2.1 Componenti di Variabilita`
La variabilita` dello spettro di emissione dei sistemi binari con campo magnetico
debole e` caratterizzata da tre diverse componenti bene individuabili: i fenomeni
ad alta frequenza (& 100Hz), un comlesso di fenomeni correlati a basse frequenze
(tra i 10−2 e i 102Hz ) e le componenti che seguono leggi a potenza, tipicamente
dominanti alle basse frequenze.
Fenomeni ad Alta Frequenza
Le componenti dello spettro dei LMXBs a variabilita` piu` rapida sono le kHz QPOs,
oscillazioni quasi-periodiche con frequenze dell’ordine del kilohertz, prodotte da si-
stemi binari contenenti una stella di neutroni. Le kHz QPOs sono presenti in tutte
sorgenti Z, nelle Atollo e in alcune LMXBs deboli. I picchi appaiono generalmen-
te in coppia (’twin peaks’) e tendono a muoversi lungo lo spettro, oscillando in un
intervallo tra i 200 e i 1200Hz, in relazione allo stato della sorgente. La frequen-
za superiore e` indicata con νu, quella inferiore con νl. La separazione tra i picchi
∆ν ≡ νu − νl si mantiene entro alcune centinaia di Hertz e tende a diminuire al
crescere delle frequenze di coppia. Il valore di ∆ν e` spesso commensurabile con la
frequenza di spin νspin della stella di neutroni centrale.
Nel caso delle sorgenti Atollo, gli spettri delle stelle di neutroni mostrano spesso ru-
more piccato a frequenze tra i 100 e i 200Hz, in alcuni casi sufficientemente coerente
da essere interpretato come QPO (Ford - van der Klis 1998). Questa componente e`
caratterizzata da una frequenza approssimativamente costante νhHz , che si mantie-
ne simile nelle diverse sorgenti.
Nei buchi neri i fenomeni piu` rapidi sono le HF QPOs, con frequenze dell’ordine
dell’hHz. Il picco a νHF , generalmene singolo, e` localizzato in un intervallo tra i 100
e 450Hz, e, a differenza delle kHz QPOs, mantiene un valore costante per ciascuna
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Figura 1.6: Relazione tra stato della sorgente e carattere dell’emissione, per le varie
classi di sorgenti. (Van der Klis, 2000)
sorgente, tipicamente in relazione di proporzionalita` inversa con la massa del buco
nero. In alcuni casi, anche le HF QPO si presentano in coppia, apparentemente
collegate in modo armonico (Strohmayer,2001; Remillard,2003; Torok et al., 2005).
Le HF QPOs sono caratterizzate da un alto contenuto armonico, tuttavia le osser-
vazioni sono rese difficili dalla debolezza del segnale e dal carattere transitorio tipico
della sorgente di buco nero.
Correlazioni a Bassa Frequenza
L’intervallo tra i 0.01 e i 100Hz e` caratterizzato da una componente di rumore a
banda limitata (BLN), dal tipico andamento a potenza spezzato, dominante fino ad
una certa frequenza di rottura νb, tra i 0.01 e i 50Hz, e da un rumore piu` piccato
(LF hump) ad una frequenza νh, tipicamente cinque volte maggiore di νb (Wijnands
- van der Klis 1999a). Entrambe le componenti presentano a volte dei picchi QPO in
vicinanza di νb o νh. Se presente, il picco QPO prossimo a νh puo` mostrare diverse
armoniche e viene indicato come LF QPO.
Riassumendo, lo studio delle componenti spettrali mette in evidenza una varieta` di
frequenze caratteristiche (νu, νl, νhHz, νHF , νbreack, νb, νh), nella maggior pare dei
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Figura 1.7: Tre esempi diversi di componente coerente ad alta frequenza: (a) Twin
kHz QPOs in Sco X-1, sistema binario con stella di neutroni centrale, (van der Klis
et al. 1997); (b) hectohertz QPO in 4U 0614+09, LMXRBs; (c) HF QPO in GRO
J1655-40, buco nero (Strohmayer, 2001).
casi associate alla presenza di un picco QPO e quindi caratterizzate da una certa
coerenza. Indicativamente, ciascuna di queste frequenze puo` essere ricondotta ad un
preciso processo all’interno del disco. Il carattere quasi-stabile del processo di disco
sara` un argomento centrale di questo lavoro.
La forte somiglianza tra le frequenze delle kHz QPOs e le frequenze orbitali
stimate per il moto in un campo di gravita` forte rendono molto attraente un’inter-
pretazione di tipo orbitale, basata sostanzialmente sulla geometria relativistica della
regione piu` interna del disco di accrescimento. D’altra parte, la presenza di QPO
a basse frequenze e la predominanza del rumore negli spettri indicano che un ruolo
fondamentale nello sviluppo del fenomeno e` da attribuire alla complessita` dinamica
del fluido in accrescimento, il cui carattere nonlineare alza il grado di complessita`
del problema.
Dunque, a questo livello, prima di introdurre una panoramica dei modelli inter-
pretativi proposti per il fenomeno, e` utile astrarsi dal contesto fisico e focalizzare
l’attenzione sul concetto matematico di quasi-periodicita`. Le proprieta` matematiche
di uno regime quasi-periodico possono fornire delle indicazioni generali sulla natura
dei possibili fenomeni fisici all’origine degli spettri osservati.
1.3 Moto Quasi-periodico
La differenza tra un regime periodico ed uno quasi-periodico e` descritta molto chiara-
mente dalla teoria dei sistemi dinamici. Consideriamo un semplice sistema dotato di
due frequenze caratteristiche, ad esempio due oscillatori armonici non accoppiati con
frequenze ω1 e ω2. Lo stato dinamico di questo sistema puo` essere caratterizzato
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descrivendo l’ampiezza delle oscillazioni x1 e x2 e le rispettive derivate tempora-
li. Esprimendo entrambe le coppie di coordinate in termini di variabili angolari,
θ1 = ω1t, θ2 = ω2t, l’evoluzione temporale del sistema puo` essere descritta come un
moto ad elica sulla superficie di un toro, come si vede in Figura (7).
Figura 1.8: Diagramma schematico di un moto a due frequenze su un toro e di una
sezione di Poincare` del moto. La curva ad elica che si avvolge sul toro descrive la
traiettoria del sistema nello spazio delle fasi. La sezione di poincare` fotografa il moto
ad un istante fissato (Glazier & Libchaber, 1998).
Questo sistema mostra due comportamenti qualitativamente distinti a seconda
del rapporto ω1/ω2, cioe` il numero di rotazioni in direzione θ1 per il numero di
rotazioni in direzione θ2.
Se ω1/ω2 = p/q e` razionale il moto e` periodico, ovvero il sistema completa p cicli in
un periodo q. Se ω1/ω2 = p/q e` irrazionale, la traiettoria del moto non interseca piu`
se stessa, ma ricopre in modo denso l’intera superficie del toro. Un sistema di questo
tipo, caratterizzato da due frequenze incommensurabili, si dice quasi-periodico.
Si pensi, ad esempio, al moto epiciclico di un pianeta, descritto in termini geocentrici:
in un numero p di cicli, l’orbita ritorna su se stessa dopo un periodo di tempo q.
Nel complesso l’orbita del pianeta e` chiusa. Al contrario, quando il rapporto delle
frequenze e` un numero irrazionale ed il moto e` quasi-periodico. In questo caso
l’orbita del pianeta sarebbe aperta.
In generale, un processo quasi-periodico essere definito tramite una funzione
g(θ1, θ2, θ3, ..., θn) (1.3.1)
di n-argomenti, 2pi-periodica in ciascuno di essi, ovvero come una sovrapposizione
di modi armonici. Questi argomenti sono funzioni lineari del tempo
θ˙1 = ω1, . . . , θ˙n = ωn (1.3.2)
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In piu`, e` richiesto che le frequenze siano linearmente indipendenti, ovvero la relazione
k1ω1 + k2ω2 + . . .+ knωn = 0 (1.3.3)
non puo` essere soddisfatta da un qualsiasi insieme di interi k1, ..., kn.
Quindi g(θ1, θ2, θ3, . . . , θn, ) descrive un moto periodico con n frequenze incommen-
surabili.
Le soluzioni quasi-periodiche appaiono naturalmente nei sistemi Hamiltoniani inte-
grabili ad n gradi di liberta´, in cui e` possibile passare alle variabili azione-angolo e la
variabile angolo obbedisce alla relazione (1.3.2). Tuttavia, poiche` le variabili azione
possono essere modificate da una perturbazione, e le frequenze dipendono da queste
variabili, la condizione (1.3.3) non sopravvive ad una perturbazione delle condizioni
iniziali e/o dei parametri iniziali.
In termini della nostra distinzione tra moti periodici e quasi-periodici, questo signi-
fica che, sottoposto a piccole perturbazioni, un moto quasi-periodico puo` diventare
periodico, e viceversa.
In un sistema dinamico dissipativo, si puo` costruire un regime quasi-periodico pren-
dendo un modello conservativo integrabile ed assumendo che a causa dell’introduzio-
ne di energia a piccole ampiezze (i valori delle variabili azione) e della dissipazione
dell’energia ad ampiezze maggiori, le ampiezze acquistino un certo valore stabile. In
questo caso la dinamica e` descritta esclusivamente dalle variabili di fase, come nella
(1.3.2).
Un’altra possibilita´ e` partire da uno stato stazionario stabile. Quando si cambia-
no i parametri del sistema lo stato perde stabilta´ e produce un ciclo limite stabile,
tramite una biforcazione di Hopf, come mostrato in Figura (1.9). A questo punto
si puo` assumere che con un ulteriore cambiamento dei parametri il moto periodico
possa diventare instabile rispetto all’apparizione di un’altra componente periodica
(modo) con un’altra frequenza, e con una certa ampiezza stabilizzata ad un certo
livello. Come risultato di questa seconda biforcazione di Hopf, si produce un moto
quasi-periodico con due frequenze.
Se si assume che possano svilupparsi ulteriori biforcazioni secondarie, ci si puo` aspet-
tare che si manifestino moti quasi-periodici di ordine superiore che rendono la dina-
mica del sistema molto complessa (Figura 1.10).
Questo processo e` descritto, ad esempio, da Landau (Idrodinamica, Landau & Lif-
shitz 1987), nel tentativo di definire un possibile processo che porti alla turbolenza,
attraverso una continua complicazione dello stato dinamico del sistema, al variare
dei parametri (il numero di Reynolds nel caso della turbolenza). Tuttavia uno stato
quasi-periodico di ordine avanzato, per quanto complesso, e` molto diverso da uno
stato caotico.
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Figura 1.9: L’immagine in alto mostra lo spazio delle fasi di un generico sistema
dinamico autonomo, dipendente da un parametro λ. La biforcazione di Hopf si
verifica al variare de parametro λ a valori negativi a valori positivi e comporta il
cambiamento di stabilita` per il punto fisso del sistema e la nascita di un orbita
periodica (ciclo limite). Nella seconda immagine e` schematizzato l’effetto di una
seconda biforcazione di Hopf, che determina il passaggio dal moto periodico descritto
dal ciclo limite stabile al moto quasi-periodico (doppia frequenza).
1.3.1 Robustezza dei Moti Quasi-periodici
In termini matematici, un sistema quasi-periodico e` definito dalla presenza di piu` fre-
quenze caratteristiche tra loro non commensurabili. Questa definizione matematica
assume un significato relativo dal punto di vista fisico. Se ripensiamo all’immagine
di uno degli spettri di frequenza studiati, appare evidente come l’inevitabile presen-
za di rumore e gli errori di misura possano rendere difficile l’individuazione delle
frequenze caratteristiche di un sistema e quindi la distinzione tra regimi periodici e
quasi-periodici.
Dal nostro punto di vista, e` piu` utile caratterizzare il regime quasi-periodico in
termini di stabilita`: un moto quasi-periodico indica un regime dinamico instabi-
le, derivato da un regime periodico e stabile. Nel complesso, la quasi-periodicita` e`
caratteristica di uno stato di transizione da una dinamica regolare e periodica ad
una dinamica piu` complessa, di natura caotica. Tuttavia, se l’origine dell’instabilita`
(nonlinearita`, rumore) non varia nel tempo, il regime quasi-periodico risulta com-
plessivamente stazionario, dunque osservabile.
Complessivamente, quanto descritto fino qui fornisce due indicazioni per l’interpreta-
zione del fenomeno QPO: la dinamica del flusso e` dotata di frequenze caratteristiche,
quindi deve caratterizzata da un moto periodico di base; il regime dinamico e` com-
plicato da una forte non-linearita` o da intense ’sorgenti’ di rumore.
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Figura 1.10: L’immagine rappresenta una successione di biforcazioni, ciascuna delle
quali legata ad un raddoppiamento del periodo del sistema. L’ultima immagine a
destra indica la presenza di un attrattore strano, indicatore di un regime dinamico
caotico (e).
1.3.2 Ambiguita` del carattere quasi-periodico
Il carattere periodico e` naturalmente introdotto nel processo di accrescimento dal
moto orbitale e dalle oscillazioni del flusso, legate alle instabilita` del moto. Di
conseguenza, e` naturale collegare le oscillazioni quasi-peridiche alla dinamica del
disco.Questa considerazione e` inoltre in accordo con i risultati sulla natura preva-
lentemente termica dell’emissione variabile. Tuttavia, resta estremamente difficile
individuare l’effettivo meccanismo fisico alla base di queste oscillazioni.
Infatti, le caratteristiche di un moto quasi-periodico possono essere riprodotte anche
da un modello di segnale completamente casuale, ovvero assolutamente privo di un
tempo scala caratteristico.
Un esempio, in questo senso, e` dato da un processo autoregressivo del secondo ordi-
ne, un modello abbastanza diffuso in letteratura come metodo di individuazione dei
caratteri spettrali di un segnale in presenza di forte rumore.
Supponiamo di prendere la curva di luce di una nostra sorgente e di discretizzarla
tramite un campionamento a due diversi intervalli di tempo. In termini discreti, la
curva di luce sara` descritta dalla seguente equazione ricorsiva
It = α1 It−∆t + α2 It−2∆t, (1.3.4)
dove It e` l’intensita` del segnale, ∆t e` l’intervallo di campionamento e gli αi parametri
legati alla forma della curva.
Questo semplice modello, associato al carattere fondamentalmente stocastico del-
l’emissione, gia` assunto per applicare il metodo di Fourier, ci permette di genera-
re un segnale simulato del tutto simile ad una generica curva di luce. Infatti, se
aggiungiamo all’equazione (11) una sorgente di rumore, otteniamo
It = α1 It−∆t + α2 It−2∆t + Zt, (1.3.5)
dove Zt indica un campione di rumore bianco, con media nulla e distribuzione Gaus-
siana. Dati due generici punti iniziali, il modello e` in grado di costruire il punto
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successivo come combinazione lineare dei punti precedenti. In questo modo, il pro-
cesso autoregressivo del secondo ordine produce una curva di luce simulata, che
rispetta le proprieta` statistiche del segnale (Robinson & Nather, 1979).
Con una scelta corretta degli αi questo processo produce un segnale con uno spettro
di frequenze fortemente piccato, cioe` dotato di QPO, pur non avendo alcuna fre-
quenza caratteristica interna.
Figura 1.11: Andamento quasi-periodico della variabile intensita` in funzione del
tempo, prodotto da una particolare scelta degli αi per il sistema (1.3.6). (Robinson
& Nather, 1979)
Un sistema dinamico discreto di questo tipo fornisce un esempio in cui la quasi-
periodicita` non e` prodotta da un meccanismo di decoerenza su un fenomeno di
natura armonica, ma, al contrario, e` il risultato della modulazione di un fenomeno
prettamente stocastico.
Il carattere stocastico, introdotto nel modello al fine di riprodurre l’impredicibilita`
del segnale, trova una possibile interpretazione fisica nella dinamica turbolenta della
materia in accrescimento. Tuttavia, e` chiaro che se consideriamo un modello in-
trinsecamente aperiodico alla base della componente coerente della variabilita`, la
possibilita` di trarre dal segnale informazioni sulla dinamica del mezzo in regime di
campo forte e` cancellata.
In generale, il carattere stocastico e` legato alla natura continua del flusso in accresci-
mento, quindi non puo` essere separato dalla dinamica del flusso; si tratta di capire se
questo rumore possa essere considerato come una semplice perturbazione di un moto
sostanzialmente governato dal potenziale gravitazionale, o come carattere dinamico
principale.
In questo senso, ad aumentare l’ambiguita` della questione, lo stesso modello pre-
sentato sopra puo` essere riconsiderato, con un punto di vista invertito, come un
processo dotato di una certa frequenza caratteristica e perturbato da una forza
esterna di carattere stocastico. Supponiamo di fare una particolare scelta di αi, tale
che
cos ω∆t = −α1(1− α2)
4α2
e2γ∆t = −α2. (1.3.6)
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In questo caso, la curva di luce prodotta dal sistema autoregressivo in (9) equivale
alla forma discreta dell’equazione differenziale di secondo grado che descrive il moto
di un oscillatore armonico smorzato e sottoposto ad una forza esterna stocastica (ad
esempio una serie di piccoli spostamenti casuali dalla posizione di equilibrio):
d2x(t)
dt2
= −γ dx(t)
dt
− ω2x(t) + Z(t), (1.3.7)
con γ cofficiente di smorzamento e ω frequenza caratteristica dell’oscillatore.
Questa equazione, escludendo il termine stocastico, descrive un generico processo
meccanico oscillatorio che puo` essere ricondotto al moto orbitale della materia in
accrescimento, o all’oscillazione della struttura del disco.
Le fluttuazioni, come scritte in (14), costituiscono una sorta di rumore interno per il
sistema. L’effetto qualitativo della fluttuazione interna consiste in un allargamento
del picco della frequenza caratteristica del sistema: il moto periodico perde coeren-
za e si trasforma in un moto quasi-periodico. Il rumore interno non e` in grado di
modificare le proprieta` di stabilita` del sistema (Garc´ıa-Ojalvo & Sanchez), di con-
seguenza il passaggio da periodico a quasi-periodico non e` legato ad un transizione
di regime dinamico, nei termini descritti dal paragrafo precedente, ma deve essere
interpretato come un semplice meccanismo di decoerenza.
Le cose cambiano quando il rumore e` direttamente legato allo stato dinamico del
sistema (rumore moltiplicativo) ed e` in grado di modificare i parametri del siste-
ma. In questo caso, vedremo nel capitolo 5, il rumore puo` creare nuovi stati stabili
e determinare transizioni del sistema da uno stato all’altro. Questo effetto non e`
una prerogativa del rumore, ma puo` essere legato a qualsiasi elemento in grado di
perturbare la stabilita` del moto, modificando la frequenza caratteristica del siste-
ma o addirittura introducendo nuove frequenze; ad esempio, una forte componente
non-lineare, oppure l’accoppiamento con un sistema esterno dotato di frequenza ca-
ratteristica propria.
22 Accrescimento ed emissione X
Capitolo 2
Oscillazioni caratteristiche del
disco
Il carattere fondamentale alla base dello sviluppo dell’intero capitolo precedente e`
stato la stabilita` del fenomeno di accrescimento: da un lato, la stabilita` della geome-
tria di disco sottile che seleziona le frequenze caratteristiche del disco, limitandole ai
tempi scala dinamici; dall’altro, la stabilita` in termini statistici, del segnale emesso,
a sua volta indicazione di un regime dinamico localmente stazionario.
Nel tentativo di interpretare il fenomeno delle oscillazioni quasi-periodiche in termini
della sola dinamica di disco, questo carattere ci permette di restringere enormemente
il campo di indagine. Infatti, se consideriamo l’ulteriore vincolo legato ai brevi tempi
scala di variabilita`, i processi fondamentali potenzialmente coinvolti nel fenomeno si
riducono a tre: il moto orbitale della materia, in rotazione quasi-Kepleriana; i modi
normali del disco, cioe` le oscillazioni stabili della struttura globale del disco; l’in-
stabilita` magneto-rotazionale di Velikhov-Chandrasekhar (Balbus & Hawley 1991),
ovvero, come vedremo, l’unica instabilita` di disco in grado di svilupparsi su tempi
scala paragoonabili a quelli dinamici.
2.1 Moto orbitale in un Campo di Gravita’ Forte
Per prima cosa descriviamo le proprieta` fondamentali dello spazio-tempo della re-
gione di accrescimento circostante un oggetto compatto. Per avere una descrizione il
piu’ generale possibile della geometria della nostra regione, utilizziamo il formalismo
della metrica di Kerr.
2.1.1 Metrica di Kerr
Consideriamo una particella test di massa unitaria in moto in uno spazio tempo
descritto dalla metrica di Kerr. In coordinate di Boyer-Lyndquist, posti G = c = 1,
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la metrica e` data da
ds2 = −(1− 2Mr/Σ)dt2 − (4Mar sin2 θ/Σ)dtdφ+ (2.1.1)
+ (Σ/∆)dr2 +Σdθ2 + (r2 + a2 + 2Ma2r sin2 θ/Σ) sin2 θdφ2,
in cui M e` la massa del buco nero, a il suo momento angolare per unita` di massa
(0 ≤ a ≤M), e le funzioni ∆, Σ, A sono definite da
∆ ≡ r2 − 2Mr + a2, (2.1.2)
Σ ≡ r2 + a2 cos2 θ,
A ≡ (r2 + a2)− a2∆sin2 θ.
Per a = 0, l’equazione (2.1.1) si riduce alla soluzione di Schwarzschild in coordinate
sferiche.
La peculiarita` di un buco nero dotato di momento angolare non nullo e` la presenza
di un doppio orizzonte: la soluzione piu’ esterna dell’equazione ∆ = 0,
r = r+ ≡M + (M2 − a2)1/2, (2.1.3)
definisce l’orizzonte degli eventi vero e proprio, per ogni θ, φ, variabile tra 2M a
M nell’intervallo (0 ≤ a ≤ M); mentre la soluzione piu’ esterna dell’equazione
(Σ− 2Mr) = 0,
r = r0 ≡M + (M2 − a2)1/2, (2.1.4)
definisce il raggio dell’ergosfera, ovvero i limite della regione statica in cui la par-
ticella test co-ruota con l’oggetto centrale, restando in quiete rispetto al sistema di
riferimento esterno.
Le orbite generali delle particelle nella geometria di Kerr sono descritte da tre co-
stanti del moto (Carter 1968):
E = −pt, energia totale,
L = pφ, componente azimutale del momento angolare,
Q = p2θ + cos
2 θ[a2(µ2 − p2t ) + p2φ/ sin2 θ], relativa al moto lungo θ,
espresse in termini di componenti del quadri-impulso della particella ad un certo
istante, in coordinate di Boyer-Lyndquist.
La variabile µ indica la massa a riposo della partcella ed e` una costante del moto.
La condizione Q = 0 e` condizione necessaria e sufficiente perche` un moto originaria-
mente vincolato al piano equatoriale si mantenga tale per ogni istante. Risolvendo le
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equazioni per il quadri-impulso pµ si ottengono le equazioni per le traiettorie orbitali,
Σ
dr
dλ
= ±(Vr)1/2, (2.1.5)
Σ
dθ
dλ
= ±(Vθ)1/2, (2.1.6)
Σ
dφ
dλ
= −(aE − L/ sin2 θ) + aT/∆, (2.1.7)
Σ
dt
dλ
= −a(aE sin2−L) + (r2 + a2)T/∆. (2.1.8)
dove λ e` legato al tempo proprio della particella dalla relazione λ = τ/µ, mentre
T ≡ E(r2 + a2)− La, (2.1.9)
Vr ≡ T 2 −∆[µ2r2 + (L− aE)2 +Q], (2.1.10)
Vθ ≡ Q− cos2 θ[a2(µ2 − E2) + L2/ sin2 θ]. (2.1.11)
Vr, Vθ rappresentano i potenziali efficaci che governano il moto della particella in
r e θ. Poiche` Vr e` funzione della sola r, cosi’ come Vθ di θ, le equazioni del moto
nelle rispettive direzioni risultano disaccoppiate. Il moto orbitale risulta limitato
per E/µ < 1, illimitato per E/µ > 1, a parte un insieme di misura nulla di orbite
instabili.
Consideriamo quindi la classe delle orbite circolari sul piano equatoriale, con θ = pi/2
e pθ = 0. Possiamo immaginare che queste orbite descrivano il moto di un elemento
di fluido incomprimibile immerso nel campo di gravita` forte, nell’ipotesi ideale di
disco piano con simmetria assiale.
Per un’orbita circolare ad un dato raggio r, dr/dλ e` nullo ad ogni istante, per cui
ricaviamo le condizioni
Vr = 0, V ′r = 0,
che risolte simultaneamente per E e L, danno
E/µ =
r3/2 − 2Mr1/2 ± a√M
r3/4(r3/2 − 3Mr1/2 ± 2aMr1/2)1/2 , (2.1.12)
L/µ =
±√M(r2 ∓ 2a√Mr1/2 + a2)
r3/4(r3/2 − 3Mr1/2 ± 2aMr1/2)1/2 . (2.1.13)
nelle formule precedenti il segno in alto e` riferito alle orbite dirette, cioe` corotanti
con L > 0, mentre il segno in basso alle orbite retrograde, con L < 0.
La velocita` angolare dell’orbita circolare, per un osservatore allinfinito, e` data da
ω ≡ dφ/dt = ±
√
M
r3/2√
1± a
√
M
r3/2
. (2.1.14)
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Dalle equazioni (2.1.12), (2.1.13) ricaviamo una caratteristica fondamentale del mo-
to orbitale relativistico: le orbite circolari non esistono per tutti i valori di r. Il
denominatore delle (2.1.12), (2.1.13) e` reale solo se
r3/2 − 3Mr1/2 ± 2a
√
M ≥ 0. (2.1.15)
Il caso limite, in cui l’equazione sopra diventa un’uguaglianza, descrive l’orbita di
una particella con energia per unita` di massa a riposo infinita, ovvero l’orbita di un
fotone. Questa orbita rappresenta l’estremo limite interno per le orbite circolari di
una particella, ed e` individuata dalla soluzione della (),
r ≡ rph = 2M{1 + cos[2/3 cos−1(∓a/M)]}. (2.1.16)
Per a = 0, rph = 3M , mentre per a = M , rph = M nel moto diretto, 4M nel moto
retrogrado.
Per r > rph non tutte le orbite circolari sono legate. Un’orbita non legata (E/µ > 1)
per quanto minimamente perturbata fugge all’infinito lungo una traiettoria asintoti-
camente iperbolica. Questo genere di orbite, sono circolari in termini geometrici, ma
in termini energetici sono iperboliche, quindi instabili. Il raggio limite per l’esistenza
di orbite legate stabili e` fissato dalla condizione E/µ = 1 e vale
r ≡ rmb = 2M ∓ a+ 2
√
M(M ∓ a)1/2. (2.1.17)
Di conseguenza, per trovare un’orbita circolare stabile e` necessario porsi a r > rmb,
mentre qualsiasi traiettoria parabolica che si spinga a r < rmb, e` destinata a cadere
nel buco nero. Per a = 0, rmb = 4M , mentre per a = M , rmb vale M pe il moto
diretto e 5.83M per il moto retrogrado.
Ancora, per raggi r maggiori di rmb, un’orbita circolare , pur essendo legata, puo` non
essere stabile. La condizione di stabilita` richiede infatti che il moto sia strettamente
vincolato alla buca di potenziale efficace, con V ′′r ≤ 0, da cui si ricavano le tre
condizioni equivalenti
1− (E/µ)2 ≥ 2/3(M/r), (2.1.18)
r2 − 6Mr ± 8a
√
Mr1/2 − 3a2 ≥ 0,
ovvero
r ≥ rms, (2.1.19)
dove rms indica il raggio dell’ultima orbita stabile,
rms =M{3 + Z2 ∓ [(3− Z1)(3 + Z1 + 2Z2)]1/2}, (2.1.20)
Z1 ≡ 1 + (1− a2/M2)1/3[(1 + a2/M2)1/3 + (1− a2/M2)1/3],
Z2 ≡ (3a2/M2 + Z21 )1/2.
Per a = 0 si ha rms = 6M ; per a = M ,rms = M nel moto diretto, rms = 9M nel
moto retrogrado.
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La presenza di un raggio orbitale limite per la materia orbitante attorno all’oggetto
compatto e` molto importante, in quanto ci permette da un lato di stimare un limite
superiore per la frequenza della radiazione osservabile, dall’altro, di fissare dei limiti
su massa e raggio dell’oggetto compatto, avendo associato la frequenza massima del
picco kHz QPO dello spettro osservato alla materia orbitante a r ' rms.
2.1.2 Frequenze Epicicliche nella Metrica di Kerr
Prendiamo in considerazione un’orbita circolare stabile nel piano equatoriale, a θ =
pi/2. Un osservatore statico posto all’infinito misura le seguenti velocita` angolari
ωr = ωθ = 0, (2.1.21)
ω ≡ dφ/dt = ±
√
M
r3/2√
1± a
√
M
r3/2
.
Questa orbita, come abbiamo visto, e` definita da un punto di minimo assoluto del
potenziale efficace. Supponiamo adesso di perturbare leggermente quest’orbita cir-
Figura 2.1: Oscillazione della particella perturbata dalla sua orbita circolare. Le
frequenze relative a queste oscillazioni (radiale ωre verticale ωθ) sono linearmente
indipendenti, ma possono formare rapporti interi per particolari raggi. ωK = ωφ
indica la frequenza di rotazione Kepleriana (Torok, 2005).
colare, introducendo delle componenti della velocita` in direzione radiale e verticale.
Una volta spostata dal raggio di equilibrio (rms), la particella tende ad oscillare in un
intorno del raggio. Se lo spostamento e` sufficientemente piccolo, il moto risultante
e` una semplice oscillazione armonica, caratterzzata da una frequenza ωr sul piano e
ωθ nella direzione verticale ortogonale al piano,
ω2θ = ω
2
φ
[
1∓ 4a
√
M
r3/2
+ 3
a2
r2
]
, (2.1.22)
ω2r =
M(r2 − 6Mr ± 8a√Mr1/2 − 3a2)
r2(r3/2 ± a√M)2 , (2.1.23)
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rispettivamente definite come frequenza epiciclica verticale e radiale per un osserva-
tore all’infinito.
Come indicato in Figura (2.2), le frequenze epicicliche della metrica di Kerr mostrano
un preciso andamento in funzione del raggio e del paramtro rotazionale a:
• laddove definita, cioe` per raggi maggiori di rph, la frequenza ’Kepleriana’ ωφ e`
una funzione monotona decrescente del raggio per ogni a, nell’intervallo |a| < 1.
• nel caso di buchi neri lentamente rotanti, anche la frequenza epiciclica verticale
e` una funzione monotona decrescente del raggio; al contrario, per a grande,
presenta un punto di massimo.
• la frequenza epiciclica radiale e` caratterizzata dalla presenza di un punto di
massimo per ogni a nell’intervallo |a| < 1.
Figura 2.2: Frequenze caratteristiche di un disco di accrescimento attorno a un buco
nero, normalizzate rispetto a c3/GM ∼ 3.2×103Hz perM = 10M. La linea solida
indica la frequenza Kepleriana, ωK ; la linea punteggiata corrisponde alla frequenza
epiciclica radiale, quella tratteggiata la frequenza verticale. (Nowak & Lehr, 1998)
Questo andamento non-monotono della frequenza epiciclica al variare di a e` pecu-
liare della trattazione relativistica ed e` responsabile di una serie di fenomeni po-
tenzialmente osservabili, come la variazione delle frequenze di risonanza per oggetti
compatti di massa uguale e diverso a o l’intrappolamento dei modi normali del disco
alla base dei modelli disco-sismologici (Nowak & Lehr, 1998; Okazaki & Kato, 1987).
2.1.3 Precessione relativistica ed effetto Lense-Thirring
Nel limite Newtoniano, il moto orbitale e` caratterizzato da una unica frequenza Ke-
pleriana, cioe` le tre frequenze caratteristiche sono totalmente degeneri. In questo
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caso l’orbita della particella e` chiusa, perche` la particella ritorna alla sua posizione
iniziale in un periodo orbitale, avendo compiuto una oscillazione epiciclica. La si-
tuazione cambia completamente in ambito relativistico.
Per la metrica di Kerr si ha ωφ > ωθ > ωr, mentre, nel limite della metrica di
Schwarzschild (a = 0), esiste una parziale degenerazione tra le frequenze, per cui
ωθ = ωφ. In entrambi i casi, il moto orbitale e` chiuso solo per quei raggi in cui le
frequenze risultano reciprocamente commensurabili, ovvero ωi/ωj = p/q, con p/q
razionale. In caso contrario, la traiettoria non si chiude, ma passa infinite volte dai
raggi che definiscono gli estremi dell’intorno del punto di equilibrio. In un tempo
infinito, la traiettoria ricopre tutta la corona compresa tra le due circonferenze li-
mite, definendo un moto complessivamente finito. Tuttavia, nell’intervallo di tempo
in cui il raggio dell’orbita varia tra gli estremi dell’intorno del raggio di equilibrio,
cioe` da rmax a rmin e di nuovo a rmax, il raggio vettore ruota di un angolo ∆φ. In
questo modo il periastro dell’orbita sviluppa un moto di precessione. A questo moto
e` associata una frequenza caratteristica ωpr (Marcovic´, 2006), definita da
ωPR = |ωK − ωr|. (2.1.24)
Nel caso piu’ generale, in cui l’orbita non giace sul piano equatoriale (Q 6= 0),
la variazione azimutale diventa funzione esplicita della latitudine. Se le frequenze
epicicliche in θ e φ fossero identiche, ∆φ sarebbe uguale a pi/2; di conseguenza e`
possibile definire la relazione
ωK
ωθ
= |∆φ|/pi
2
. (2.1.25)
Questa relazione ci dice che in generale, a causa dell’incommensurabilita` delle fre-
quenze epicicliche, i nodi dell’orbita eccentrica si spostano nel tempo, definendo una
traiettoria circolare. Ad ogni periodo orbitale corrisponde uno spostamento dei nodi
di un angolo
∆ω = 2pi|ωK
ωθ
− 1|. (2.1.26)
Quindi, dalla relazione tra l’angolo di trascinamento dei nodi e le frequenze epicicli-
che, si ricava la frequenza di precessione dei nodi, ovvero
ωNP = |ωK − ωθ|. (2.1.27)
Entrambi questi meccanismi sono previsti dalla teoria della relativita` generale, come
effetto dell’alterazione dello spazio tempo causata dal trascinamento del sistema di
riferimento corotante da parte dell’oggetto compatto in rotazione.
Dunque, complessivamente, la perturbazione del moto orbitale di una particel-
la test in un campo gravitazionale forte e` caratterizzata da ben cinque frequenze
fondamentali, ωK , ωr, ωθ, ωPR, ωNP , contro la sola frequenza Kepleriana del regime
Newtoniano. Queste frequenze sono direttamente legate alla geometria dello spazio-
tempo ed all’interazione dello spazio-tempo con la dinamica della sorgente di campo;
quindi, a prescindere dalla natura complessa del flusso in accrescimento, esse devono
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Figura 2.3: Deformazione dello spazio-tempo da parte dell’effetto Lense-Thirring.
La geometria dello spazio-tempo e` disegnata dalle geodetiche di un fotone immerso
nel campo gravitazionale dell’oggetto compatto centrale (Schnittman, 2006).
essere impresse nella dinamica della materia del disco.
Per attribuire un valore interpretativo alle frequenze introdotte dalla relativita`
generale, dobbiamo verificare che queste frequenze caratterizzino effettivamente i
modi oscillatori di un disco, inteso come flusso continuo di materia nella sua stuttu-
ra estesa, piuttosto che in termini di particella test.
2.2 Oscillazioni locali del Disco
Un disco di accrescimento e` costituito sostanzialmente da un flusso continuo di ma-
teria, soggetto ad un campo gravitazionale centrale e dotato di momento angolare
non nullo, da cui la simmetria assiale. Anche se considerato a livello locale, cioe` per
un intorno di un certo raggio fissato, un elemento di fluido del disco e` difficilmente
associabile ad una particella test, perche`, come parte di un mezzo continuo, la sua
dinamica non puo` essere descritta in termini individuali. Piu` verosimilmente, il flus-
so in accrescimento puo` essere individuato, a livello locale, da un flusso di geometria
toroidale.
A differenza del modello di disco geometricamente sottile, utilizzato fino ad ora, la
conFigurazione a toro tiene conto della struttura estesa del mezzo in direzione ver-
ticale, legata ai gradienti di pressione. Di conseguenza non e` piu` possibile descrivere
il moto orbitale in termini semplicemente Kepleriani.
Tuttavia, poiche` il nostro interesse e` limitato principalmente allo studio di un disco
geometricamente sottile, non auto-gravitante e quasi-Kepleriano, possiamo ricavare
un buon modello locale di disco considerando una conFigurazione a toro ed inte-
grando tutte le proprieta` rilevanti del mezzo nella direzione perpendicolare al piano
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del disco.
Oscilazione epiciclica del disco in ambito Newtoniano
Consideriamo un fluido perfetto non auto-gravitante in orbita attorno ad un ogget-
to centrale. Il sistema e` ben descritto in coordinate cilindriche (r, φ, z), con centro
fissato sull’oggetto centrale. Per semplificare la descrizione, possiamo rimuovere la
dipendenza delle varie quantita` fisiche dalla coordinata verticale. Questo, da un
punto di vista matematico, equivale ad integrare le quantita` fisiche rilevanti lungo
la direzione verticale. Da un punto di vista fisico, cio` corrisponde al collasso della
struttura verticale del toro sul piano equatoriale, cosa, come vedremo, completamen-
te diversa dal considerare una sezione equatoriale della struttura estesa del toro.
Utiizzando questo approccio, definiamo una pressione integrata P
P (r) ≡
∫ H
−H
p dz, (2.2.1)
ed una densita` integrata Σ
Σ(r) ≡
∫ H
−H
ρ dz, (2.2.2)
dove H = H(r) indica lo spessore locale del toro. L’equazione di stato del fluido
interno al toro puo` essere descritta in modo semplice da una barortropica di tipo
politropico, cioe`
p = kργ (2.2.3)
dove k e γ ≡ d ln p/d ln ρ indicano rispettivamente la costante politropica e l’in-
dice adiabatico. La stessa relazione, in termini efficaci, puo` essere definita per le
grandezze integrate, definendo un indice adiabatico Γ ≡ d lnP/d lnΣ, per cui
P = KΣΓ. (2.2.4)
L’equazione sopra rappresenta una forma politropica, ma non descrive l’equazione
di stato politropica integrata del flusso. In particolare, l’indice adiabatico Γ non e`
costante ma dipende sia da r che da z. Questa complicazione puo` essere eliminata
assumento che sia la pressione che la densita` dipendano debolmente dall’altezza, in
modo tale da potere essere espresse in termini dei loro valori all’equatore, ovvero,
p = p(r, z) ≈ p0 ≡ p(r, z = 0), (2.2.5)
ρ = ρ(r, z) ≈ ρ0 ≡ ρ(r, z = 0). (2.2.6)
Con questa assunzione si ottiene P ≈ 2Hp0 e Σ ≈ 2Hρ0, quindi Γ ≈ d ln p0/d ln ρ0 =
γ; per cui l’equazione (2.2.4) puo` effettivamente essere scritta come
P = kΣγ , (2.2.7)
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cioe` sostituendo sostanzialmente a ρ, il suo valore integrato sullo spessore verticale.
Assumiamo che il fluido si muova di moto circolare con velocita` angolare ωK , non
necessariamente Kepleriano. La velocita` all’interno del toro ha due sole componenti,
radiale e azimutale, con media sulla struttura verticale data da
U(r) ≡
∫ H
−H
vr dz, (2.2.8)
e
W (r) ≡
∫ H
−H
vφ dz. (2.2.9)
Con queste assunzioni, la dinamica del toro e` completamente descritta dal sistema
di equazioni costituito dalle equazioni di Eulero in direzione radiale e azimutale,
∂U
∂t
+ U
∂U
∂r
+
W
r
U
∂φ
− W
2
r
= − 1
Σ
∂P
∂r
− ∂Ψ
∂r
(2.2.10)
∂W
∂t
+ U
∂W
∂r
+
W
r
W
∂φ
+
WU
r
= − 1
Σ
∂P
∂r
− ∂Ψ
∂r
(2.2.11)
l’equazione di conservazione di conservazione della massa,
∂Σ
∂t
+
∂(ΣU)
∂r
+
1
∂r
ΣU +
1
r
∂(ΣW )
∂φ
= 0 (2.2.12)
e l’equazione di Poisson per il potenziale gravitazionale Ψ, integrato verticalmente,
∇2Ψ = 4piS (2.2.13)
dove S indica la densita` di massa dell’oggetto centrale integrata sulla coordinata
verticale, unica sorgente di energia potenziale gravitazionale.
Se poniamo a zero i termini contenenti derivate parziali rispetto a t e φ, le equazioni
(2.2.10)-(2.2.13) descrivono un toro stazionario a simmetria assiale.
Immaginiamo quindi di sovrapporre alle soluzioni di equilibrio del sistema stazionario
una perturbazione armonica Euleriana del tipo δUδW
δq
 ∼ ei(−ωt+krr) (2.2.14)
dove ω indica la frequenza della perturbazione, kr il numero d’onda in direzione
radiale, mentre δq = δP/Σ descriv la perturbazione di pressione. In particolare, si e`
scelto di trascurare le perturbazioni del potenziale gravitazionale Ψ, per cui δΨ = 0
(approssimazione di Cowling, 1941). il carattere armonico della dipendenza spaziale
e` giustificato solo in approssimazione locale,
k  1
P
dP
dr
∼ 1
L
, (2.2.15)
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cioe` fintanto che la lunghezza d’onda della perturbazione considerata resta piu` picco-
la della lunghezza di scala delle variazioni radiali nella conFigurazione di equilibrio.
Introducendo le perturbazioni () nel modello di equilibrio e considerando solo i
termini del primo ordine, si ottengono le equazioni perturbate (Shu,1992):
iω δU + 2ω δW = ik δq, (2.2.16)
(2ω + r∂rω)iδU + ωδW = 0, (2.2.17)
iω δq − ik c2s δU = 0, (2.2.18)
dove c2s ≡ dP/dΣ = ΓP/Σ e` la velocita` del suono locale. Il sistema di equazioni
(2.2.16)-(2.2.18) puo` essere riscritto in forma matriciale, come
ω 2ω −k
κ2r
2ω ω 0
kc2s 0 −ω

 iδUδW
iδq
 = 0 (2.2.19)
dove κr e` la frequenza epiciclica in direzione radiale, definita come
κr ≡ 2ω
(
2ω + r
dω
dr
)
. (2.2.20)
Consideriamo un flusso composto da particelle non collisionali, dotate di momento
angolare che cresce al crescere del raggio. Immaginiamo di spostare di un tratto
infinitesimo un elemento di fluido dalla sua posizione di equilibrio, in modo da
mantenere costante il suo momento angolare. Poiche` il fluido e` in orbita circolare,
allo spostamento si oppone una forza centrifuga che tende a riportare l’elemento
alla sua posizione di equilibrio. Di conseguenza, una piccola perturbazione del moto
produce un oscillazione. La frequenza epiciclica in (2.2.20) rappresenta la frequenza
di oscillazione inerziale dell’elemento di fluido e coincide con la ωr ricavata per la
particella singola in ambito relativistico.
D’altra parte, il fluido comprimibile ha a disposizione un’ulteriore forza di richiamo,
legata al gradiente di pressione interna. A questa forza corrisponde una oscillazione
di tipo acustico, caratterizzata dalla frequenza kcs.
Entrambi i contributi si ritrovano nella relazione di dispersione del sistema lineare
omogeneo in (2.2.19):
ω2 = κ2 + k2c2s. (2.2.21)
Nel caso di moto orbitale Kepleriano, la frequenza epiciclica radiale coincide con la
frequenza orbitale, ovvero κ2r = ω
2 per ω ∼ r−3/2; mentre essa e` nulla per un moto
con momento angolare specifico costante.
Complessivamente, in ambito Newtoniano, il disco risponde ad una perturbazione
locale dello stato di equilibrio sviluppando un moto oscillatorio epiciclico. Tuttavia,
a differenza del caso di singola particella, questa oscillazione e` accompagnata dalla
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produzione di onde acustiche legate alla struttura continua del mezzo.
Lo stesso fenomeno si manifesta in ambito relativistico.
Oscilazione epiciclica del disco in ambito relativistico
Il calcolo precedente puo` essere riprodotto in ambiente relativistico, assumendo che
la metrica dello spazio-tempo sia fissa. In questo modo escludiamo i possibili con-
tributi all’oscillazione locale del disco provenienti dalla dinamica dello spazio-tempo
(Duez et al, 2005).
Restringiamo l’attenzione alla regione dello spazio-tempo prossima al piano equato-
riale del disco, ovvero per |θ − pi/2|  1, dove la coordinata θ indica la latitudine
sul piano del disco. In questa regione, possiamo scrivere la metrica di Schwarz-
schild in coordinate cilindriche, limitandoci ai termini di ordine zero nel rapporto
z/r (Novikov & Thorne, 1973):
ds2 = −e2ν(r)dt2 + e2λ(r)dr2 + dz2 + r2dφ2 (2.2.22)
dove
e2ν(r) = 1− 2M
r
= e−2λ(r). (2.2.23)
Il modello di equilibrio e` definito dalle equazioni di conservazione della densita` e
dell’impulso, rispettivamente
∇α(ρuα) = 0 (2.2.24)
e
∇αTαβ = 0, (2.2.25)
dove il simbolo ∇ indica la derivata covariante rispetto alla metrica scritta in (49),
la quadri-velocita` e` definita da uα = ut{1, 0, ω, 0}, mentre Tαβ ≡ (e+p)uαuβ+pgαβ
rappresenta le componenti del tensore energia-impulso di un fluido con pressione
isotropa p e densita` di energia totale e.
In stretta analogia con il caso Newtoniano, consideriamo le quantita` fisiche rilevanti
del sistema integrate sulla struttura verticale e assumiamo che queste obbediscano
ad una equazione politropica del tipo descritto in (2.2.7). A questo punto l’ipotesi
di stazionarieta` e la simmetria assiale del sistema riduco le equazioni idrodinamiche
alla forma (Abramowicz, Jaroszyn`ski, 1978)
∇ip
e+ p
= −∇iln(ut) + ω∇il1− ωl , (2.2.26)
con l ≡ −uφ/ut momento angolare per unita` di energia dell’elemento di fluido. La
componente radiale, l’unica componente rilevante delle equazioni (2.2.26), puo` essere
scritta esplicitamente come
∂rp
e+ p
= −e
2ν∂rν − ω2r
e2ν − ω2r2 (2.2.27)
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e definisce la condizione generale per l’esistenza dell’equilibrio idrostatico in un fluido
orbitante in una metrica di Schwarzschild.
Questa equazione deve essere integrata verticalmente. A tale scopo, e` necessaria una
ulteriore assunzione:
e(r, z) + p(r, z) ≈ e¯(r) + p¯(r) ≡ 1
2H
∫ H
−H
(e+ p) dz, (2.2.28)
ovvero che l’entalpia totale del flusso (e + p) dipenda solo debolmente dall’altezza
sul piano z. In questo caso, l’equivalente alla (2.2.27) in termini integrati e` data
dall’espressione
1
E + P
dP
dr
= − r
r − 2M − ω2r3
(
M
r2
− ω2r,
)
(2.2.29)
dove
E ≡
∫ H
−H
e dz =
P
Γ− 1 + Σ ≈
P
γ − 1 + Σ. (2.2.30)
A questo punto, supponiamo di perturbare localmente lo stato di equilibrio con una
perturbazione armonica, nelle stesse ipotesi del caso Newtoniano, del tipo δV rδV φ
δQ
 ∼ ei(−ωt+kr) (2.2.31)
dove, questa volta, δQ ≡ δP/(E + P ), mentre le velocita` di perturbazione
δV r ≡ 1
2H
∫ H
−H
δvr dz δV φ ≡ 1
2H
∫ H
−H
δvφ dz, (2.2.32)
sono calcolate in termini della velocita` fisica vi = ui/ut dell’elemento di fluido. Come
nel caso Newtoniano, il sistema perturbato e` caratterizzato da una precisa relazione
di dispersione (Rezzolla et al,2003):
ω2 = κ2r + [e
2(ν−λ)(1− e−2νr2ω2)]k2c2s, (2.2.33)
in cui c2s ≡ dP/dE e` il quadrato della velocita` del suono relativistica del disco
integrato e la frequenza epiciclica relativistica del fluido esteso, κr, e` definita da
κr ≡ 2e−2λω
(
2ω + r
dω
dr
− 2rωdν
dr
)(
1 +
r
E + P
dP
dr
)
. (2.2.34)
Si vede bene come, nel caso relativistico, la correzione legata ai gradienti di
pressione entri direttamente nella espressione della frequenza epiciclica (secondo ar-
gomento tra paretesi). Tuttavia, laddove i gradienti di pressione possono essere
trascurati, come e` il caso di un disco molto sottile, il moto del fluido risulta essen-
zialmente Kepleriano e l’espressione (2.2.34) coincide con la frequenza epiciclica di
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una particella libera.
Questo risultato e` estendibile, con lo stesso metodo, al caso della metrica di Kerr
(Qian & Wu, 2005) e conferma che, anche in ambito relativistico, il disco ammette
localmente oscillazioni di carattere epiciclico.
Complessivamente, a livello locale, le oscillazioni del disco di accrescimento di-
pendono prevalentemente dalle frequenze fondamentali gravitazionali e, per H  r,
risultano affette solo debolmente dai processi idrodinamici. In altri termini, per un
disco sottile, un cambiamento di densita` o di pressione del mezzo puo` modificare
l’estensione fisica o l’ampiezza di una oscillazione, ma non ne varia sostanzialmente
la frequenza.
Questo risultato ha aperto la strada ad una serie di modelli interpretativi per il
fenomeno delle oscillazioni quasi-periodiche, basati sull’associazione delle frequenze
fondamentali gravitazionali ai caratteri coerenti ad alta frequenza dello spettro delle
sorgenti X (referenze). E` chiaro che il successo di un modello di questo tipo costi-
tuirebbe una verifica diretta della teoria della Relativita` Generale.
A discapito di questo approccio, esiste tuttavia una considerazione fondamentale:
le oscillazioni locali del disco non sono in grado di produrre complessivamente una
variazione di emissione di ampiezza regolare o ’semi-regolare`, perche` sono distribuite
in un intervallo continuo di raggi e sono fra loro completamente incoerenti.
Il passo successivo consiste quindi nella ricerca di processi oscillatorii caratterizzati
da una localizzazione precisa nel disco.
Di seguito accenniamo a due fenomeni completamente diversi tra loro che sono in
grado di localizzare il moto oscillatorio in una regione del disco definita. Il primo
caso consiste nell’intrappolamento dei modi oscillatorii di disco di carattere globale;
il secondo consiste nel meccanismo di risonanza tra modi oscillatorii locali. Entram-
bi i casi possono essere considerati effetti diretti della Relativita` Generale.
2.3 Oscillazioni globali ”localizzate”
Abbiamo visto in sez. 1.3 che la frequenza epiciclica radiale, in ambito relativistico,
non e` una funzione monotona di r, ma presenta un massimo per un certo raggio,
per poi tendere a zero in prossimita` del raggio limite di orbita stabile.
La presenza di un massimo per la frequenza epiciclica implica che una qualsiasi
oscillazione del disco con frequenza inferiore al massimo, ed eccitata in una regione
contenuta nel raggio r¯relativo al massimo della frequenza, non sia in grado di pro-
pagarsi oltre r¯. In questo modo, accade che anche le oscillazioni di periodo lungo,
ovvero le oscillazioni globali del disco, restino intrappolate in una regione limitata
del disco, acquistando un carattere ’locale` (Kato & Fukue,1980).
Questo meccanismo si verifica sia per i modi acustici (modi-p), i modi inerziali di
natura gravitazionale (modi-g), cosi’ come con i cosiddetti modi di corrugazione del
disco (modi-c), generalmente associati alla rottura della simmetria di disco causata
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dall’effetto Lense-Thirring. In tutti e` tre i casi la regione di propagazione e` circo-
scritta in un intorno del massimo della frequenza epiciclica radiale, r ∼ rms, con una
conseguente frequenza di oscillazione stabile (& 100Hz).
Complessivamente, la dipendenza dalle frequenze naturali del disco, la regione di
propagazione localizzata nella regione di gravita´ forte, da cui viene emessa la mag-
gior parte della radiazione, la debole dipendenza delle frequenze dalla variazione di
luminosita´ e l’alta coerenza, pongono questi modi globali tra i possibili meccanismi
alla base delle HF QPO.
2.4 Risonanza dei modi locali
L’assenza di degenerazione tra le frequenze epicicliche, altro carattere peculiare del
moto orbitale relativistico, e` alla base di una diversa classe di modelli fondati sulla
possibilita´ di osservare risonanza interna tra i modi epiciclici del disco (Abramowicz
& kluz´niak, 2001; kluz´niak & Abramowicz , 2000; Kato, 2003).
Un disco di accrescimento all’equilibrio risponde ad una perturbazione esterna svi-
luppando localmente una oscillazione epiciclica, costituita da due modi indipendenti,
radiale e verticale. In questo caso, il moto locale del disco puo` essere rappresentato
come una sovrapposizione di due oscillazioni, una con frequenza epiciclica radiale e
l’altra con frequenza epiciclica verticale.
Come noto in teoria delle piccole oscillazioni, quando le frequenze caratteristiche di
un sistema assumono valori paragonabili si sviluppa una risonanza, ovvero l’ampiez-
za delle oscillazioni cresce rapidamente con il tempo. Il fenomeno della risonanza
offre un meccanismo naturale di amplificazione, che rende potenzialmente osservabili
i modi di oscillazione locale del disco.
In generale, qualsiasi meccanismo di amplificazione richiede la combinazione di due
fattori: una sorgente di energia ed un meccanismo di eccitazione. Inoltre, per in-
durre una risonanza l’eventuale meccanismo di eccitazione deve essere dotato di una
frequenza caratteristica, in qualche modo commensurabile con la frequenza del si-
stema. Tuttavia, per un sistema dotato di piu` frequenze caratteristiche, come e` il
caso di un moto epiciclico in ambito relativistico, esiste teoricamente la possibilita`
di produrre una risonanza in modo autonomo, laddove le condizioni del moto siano
tali da portare le frequenze caratteristiche a valori commensurabili. In questo caso
si parla generalmente di auto-risonanza, o di risonanza parametrica.
Un processo di questo tipo e` molto interessante, perche` non richiede l’individuazio-
ne di un meccanismo specifico per l’eccitazione, ed inoltre permette di collegare le
caratteristiche del moto ad una precisa regione dinamica del disco, caratterizzata
dai parametri di risonanza.
Infatti, l’andamento delle frequenze epicicliche in funzione del raggio dell’orbita per-
mette di individuare con precisione il particolare raggio, per cui le frequenze risultano
commensurabili o poste in rapporti reciproci interi.
In particolare, in caso di risonanza i rapporti tra le frequenze caratteristiche del
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Figura 2.4: Andamento delle frequenze epicicliche radiale, νr, e verticale, νtheta, in
una metrica di Schwardschild. Le linee verticali individuano i raggi particolari in
cui le frequenze si trovano in rapporti reciproci interi (Van der Klis, 2000).
sistema sono congelati, mentre le ampiezze dei modi e le stesse frequenze possono
evolvere in funzione dell’energia del sistema. Questo fornisce al processo una certa
stabilita` che puo` tradursi in una maggiore coerenza della variabilita` di emissione
prodotta.
Se consideriamo le frequenze epicicliche come modi naturali del sistema orbitale,
possiamo produrre risonanza parametrica tra frequenza epiciclica radiale e frequen-
za angolare ωr/ωφ ∼ 1/2, 1/3, ... o fra frequenza radiale e verticale ωr/ωθ ∼ 2/3.
Quest’ultimo caso puo` essere utilizzato in particolare per spiegare le coppie di picchi
in rapporto 2 : 3 osservate tra le HF QPO negli spettri di sistemi binari con buco
nero centrale (Abramowicz et al, 2003).
Il meccanismo di auto-risonanza permette inoltre di introdurre la frequenza di spin
dell’oggetto centrale nella componente armonica dello spettro di emissione. Le kHz
QPO delle stelle di neutroni sono generalmente commensurabili alla frequenza di
spin della stella; di conseguenza esiste una quantita´ di modi in cui le frequenze epi-
cicliche del disco possono risuonare con la frequenza di spin.
A favore dell’argomento della risonanza, soprattutto per gli spettri di emissione dei
buchi neri, va anche l’alto contenuto di armoniche secondarie nello spettro, un pro-
dotto caratteristico del fenomeno della risonanza non lineare. Inoltre, i raggi per cui
si verificano le condizioni di risonanza sono costanti, una volta fissati i parametri
dell’oggetto centrale, quindi questi modelli producono frequenze costanti, effettiva-
mente osservate nel caso di HF QPOs di buco nero. D’altra parte, una sorgente di
energia per questo tipo di meccanismo resta tuttora da individuare.
Nel complesso degli argomenti trattati in questo capitolo, abbiamo visto come
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il moto orbitale, in senso esteso, fornisca effettivamente una buona opportunita` in-
terpretativa per il fenomeno QPO ad alta frequenza. I modi oscillatori di un disco
sottile all’equilibrio, nella regione di campo forte, sono in grado di produrre un insie-
me vasto di frequenze caratteristiche che, in molti casi, possono essere associate alle
componenti coerenti degli spettri di emissione delle sorgenti osservate. Tuttavia, il
carattere fondamentale dei nostri spettri sta nella variabilita`, piu` che nelle compo-
nenti quasi-periodiche. La separazione netta dei due caratteri, puo` portare ad una
interpretazione solo parziale del fenomeno nel suo complesso. D’altra parte, quale
sia il processo responsabile della perturbazione che da` luogo allo stesso moto epici-
clico, o da dove provenga l’energia necessaria per l’amplificazione dei modi del disco,
sono domande che non possono avere risposta in termini di dinamica Hamiltoniana.
A nostro parere, la risposta va cercata all’interno dei meccanismi che regolano la
struttura del disco, nella sua natura idro-magnetica.
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Capitolo 3
Dinamica complessa del flusso
di disco
Nel capitolo che segue, il punto di vista portato avanti fino ad ora si ribalta: si passa
dal considerare una dinamica di disco completamente governata dal campo gravita-
zionale, e quindi, se vogliamo, direttamente determinata dalle caratteristiche dello
spazio-tempo, allo studio di una dinamica regolata dalle proprieta` idro-magnetiche
della materia. L’attenzione e` concentrata sul carattere non-lineare del flusso in ac-
crescimento e sugli effetti che questo carattere induce nel disco, a livello locale.
Il capitolo precedente ha sottolineato l’importanza sostanziale della presenza di un
campo gravitazionale forte. Tuttavia, nella trattazione del moto fluido a livello lo-
cale, gli effetti della teoria della Relativita` Generale si manifestano esclusivamente
nella componente inerziale del moto. Cambiano i contributi legati al potenziale ef-
ficace, ovvero, forza di Coriolis e forza di marea, ma la forma delle equazioni non
cambia (Capitolo 4).
Tenendo a mente questo argomento, le equazioni fondamentali del disco sono svi-
luppate nell’ambito della magneto-idrodinamica classica.
3.1 Disco di accrescimento sottile: Equazioni Fonda-
mentali
Riprendiamo il modello di disco sottile introdotto nel primo capitolo e descriviamo
le equazioni fondamentali a cui questo disco e` soggetto.
Prendiamo un disco bidimensionale all’equilibrio termodinamico, con una densita`
superficile Σ(r, t) ed una velocita` radiale vr(r, t). Per un certo raggio R, individuiamo
un anello di disco di spessore ∆R. La massa totale dell’anello e` 2piR ·∆R ·Σ ed il suo
momento angolare specifico e` dato da 2piR ·∆R · Σ · R2Ω, con ΩR velocita` anolare
del moto circolare. Il cambiamento della massa dell’anello col tempo, equivale al
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flusso netto di materia che attraversa l’anello dalle regioni circostanti, ovvero
∂
∂t
(2piR ·∆R · Σ) = vR(R, t) · 2piR · Σ(R, t)− (3.1.1)
−vR(R+∆R, t) · 2pi(R+∆R) · Σ(R+∆R, t).
Da questa equazione, nel limite ∆R → 0, otteniamo l’equazione di conservazione
della massa:
∂Σ
∂t
= −∇ · (vΣ), (3.1.2)
che puo` essere riscritta, considerando la simmetria assiale, in coordinate polari
∂Σ
∂t
+
1
r
∂
∂r
(vrrΣ) = 0. (3.1.3)
Nella stessa forma conservativa, l’equazione di conservazione del momento angolare
del disco, L(R, t), e` data da
∂L
∂t
+
1
r
∂
∂r
(vrrL) = G, (3.1.4)
anziche`, come ci si aspetterebbe, da
∂L
∂t
+
1
r
∂
∂r
(vrrL) = 0. (3.1.5)
Infatti, il momento angolare del flusso e` conservato, ma non in senso assoluto; d’altra
parte, se cos`ı fosse, non si verificherebbe accrescimento.
Per avere una spiegazione della (3.1.4), consideriamo due anelli di flusso adiacenti
ma idealmente distinti; entrambi in uno stato di quasi-equilibrio centrifugo, cioe` con
Ω ∼ ωK(r). Poiche´ l’energia totale si coserva, l’anello piu` interno deve ruotare piu`
velocemente di quello piu` esterno; in apparenza, e` come se i due anelli scorressero uno
sull’altro. Il moto di rotazione differenziale genera localmente una coppia di forze
d’attrito uguali ed opposte, in direzione azimutale. Questa coppia G e` all’origine del
termine a destra dell’equazione (3.1.4),
∂L
∂t
+
1
r
∂
∂r
(vrrL) =
1
2pir
∂G(r)
∂r
, (3.1.6)
e viola la conservazione del momento angolare specifico. Quello che non cambia e` il
momento angolare totale. Infatti, la stessa quantita` di momento angolare persa per
attrito dall’anello piu` interno, viene guadagnata dall’anello piu` esterno. In questo
senso, la presenza dell’attrito non non cambia il momento angolare del fluido, ma lo
ridistribuisce lungo il disco, forzandolo a viaggiare verso l’esterno. La presenza del
fenomeno di accrescimento definisce in questo modo due condizioni necessarie per la
coppia di forze,
G(r) < 0;
∂G(r)
∂r
< 0. (3.1.7)
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La coppia G e` un termine chiave per il processo di accrescimento. Essa, infatti, con-
tiene due caratteri fondamentali per la configurazione di disco: il tasso di rotazione
differenziale
A = R
dΩ
dr
(3.1.8)
e la viscosita` efficace, ν, descritta nel modello standard, in termini di viscosita`
cinematica. Questi due caratteri sono legati nella relazione
G(R, t) = 2piR2νΣA. (3.1.9)
In definitiva, questa coppia di forze rappresenta il canale di trasferimento dell’e-
nergia del mezzo, dalla componente cinetica alla componente interna, responsabile
dell’emissione di radiazione osservata. Nel caso stazionario, ∂/∂t = 0, le equazioni
(3.1.6) e (3.1.9), integrate, forniscono la relazione
M˙ = −2pivrrΣ (3.1.10)
che descrive il tasso di accrescimento sull’oggetto compatto ed e` legata, a sua volta,
alla luminosita` totale del disco,
L = GMM˙
2rmb
, (3.1.11)
nell’ipotesi che tutta l’energia depositata in energia interna venga irradiata. Il raggio
rmb individua l’ultima orbita legata per il flusso orbitante, corrispondente al margine
interno del disco.
L’attrito interno del flusso in accrescimento e` un argomento centrale nella nostra
indagine. La parola attrito individua genericamente tutti quei processi che determi-
nano il comportamento dinamico del flusso a livello globale.
Tuttavia, gli stessi processi, a livello locale, introducono nel moto una componente
fortemente non lineare, influenzando profondamente la risposta oscillatoria del di-
sco ad una perturbazione esterna. In particolare, dimostreremo che questi processi,
possono svolgere un ruolo attivo nell’eccitazione dei modi del disco.
3.1.1 La prescrizione α
In termini idrodinamici, l’attrito e` associato ad un forte gradiente di velocita`, prin-
cipalmente trasversale al moto. La forza d’attrito dipende quindi dai termini ∂vi/xj
1e si esprime per mezzo di un tensore degli sforzi
Vij = ρν
(
∂vi
∂xj
+
∂vj
∂xi
− 2
3
δij∇ · v
)
, (3.1.12)
1La componente ij del tensore indica il flusso di impulso lungo la direzione i-esima, per unita` di
tempo e superficie, attraverso una superficie la cui normale e` diretta lungo la direzione j-esima.
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anche detto tensore viscoso. Il coefficiente ν, indica la viscosita` cinematica di scor-
rimento (per cui in seguito useremo il termine inglese shear), mentre δij e` il simbolo
di Kronecker. In simmetria assiale, il tensore degli sforzi ha una sola componente
non nulla:
Vφr = ρν
(
∂vφ
∂r
− vφ
r
)
= ρνr
dΩ
dr
(3.1.13)
L’integrale di questa equazione, esteso sulla superficie che separa i due anelli, ci
restituisce la coppia di forze
G(r, t) =
∫
rdφ
∫
dzrVφr = 2pir3νΣ
dΩ
dr
. (3.1.14)
Tramite relazioni come la (3.1.11), la misura della luminosita` di un sistema in accre-
scimento permette di stimare il tasso di accrescimento di materia e quindi di ricavare
un valore per la viscosita` cinematica ν. Questo genere di stime, gia` nei primi anni
Settanta (Shakura & Sunyaev, 1971) ha chiarito che la viscosita` dei dischi non puo`
avere origine microscopica, perche´ i valori noti di viscosita` atomica (o molecolare)
non sarebbero in grado di giustificare le luminosita` osservate. Di conseguenza, l’ipo-
tesi piu` verosimile e` che l’origine della viscosita` di disco abbia carattere dinamico.
Il primo modello interpretativo per la viscosita` consiste nella cosidetta prescrizione
α, introdotta da Shakura e Sunyaev nel 1973 (Shakura & Sunyaev, 1973). Vedremo
piu` avanti come questo modello, benche` corretto nell’approccio, risulti quantitati-
vamente sbagliato, perche´ non tiene conto del carattere magneto-idrodinamico del
mezzo; tuttavia esso rimane, attualmente, il punto di riferimento per la descrizione
dell’attrito del flusso d’accrescimento, alla base del modello di disco standard.
Il modello di Shakura e Sunyaev parte dall’assunzione che il disco sia costituito da
un fluido ideale: in questo caso il tensore degli sforzi del flusso, il cosidetto tensore
di Reynolds
Rij = pδij + ρvivj , (3.1.15)
puo` essere scritto in forma semplice come Tij = −pδij , perche´ il solo contri-
buto all’impulso e` legato alla pressione isotropa del fluido. Questa considerazione,
associata al fluido in rotazione differenziale, si traduce nell’approssimazione
Vij ∝ αp, (3.1.16)
con α coefficiente adimensionale non specificato dalla teoria, con un valore proposto
≤ 0.1 (Shakura & Sunyaev, 1974). La relazione permette di scrivere la viscosita`
cinematica come
ν =
αp
ρrdΩ/dr
. (3.1.17)
In particolare, nell’assunzione di disco sottile quasi-Kepleriano, la stessa relazione
assume la forma piu` semplice
ν =
αp
ρdvK/dr
≈ αc
2
s
Ω
. (3.1.18)
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L’idea fisica alla base delle relazioni di Shakura e Sunyaev e` che il disco possieda
una componente dinamica turbolenta, conseguenza delle continue perturbazioni al
regime di stabilita`. Una perturbazione di lunghezza L e velocita` V produce una
viscosita` cinematica di dell’ordine di ν ∼ LV . Ora, supponiamo che il mezzo sia
turbolento: in analogia con la teoria cinetica dei moti termici, il modello presuppone
che il moto casuale degli elementi fluido tenda ad omogeneizzare il mezzo; in questo
caso, la velocita` del fluido puo` essere al massimo pari alla velocita` del suono, V ≈ cs,
mentre la lunghezza massima della perturbazione e` al piu` paragonabile alla altezza
di scala del disco, per cui L ≈ H. Essendo in approssimazione di disco sottile, vale
H ≈ csr/vK , da cui in definitiva l’equazione (3.1.18).
Il problema fondamentale di questa argomentazione e` che un flusso puramente idro-
dinamico e rotante e` un sistema stabile, in cui una qualsiasi perturbazione e` destinata
a decadere prima di potere sviluppare turbolenza (Balbus et al, 1996).
3.1.2 Rotazione e stabilita` del disco idrodinamico
Quando si parla di instabilita`, ci si riferisce generalmente ad instabilita` lineari, ovve-
ro allo sviluppo di una perturbazione infinetesima. Tuttavia un sistema linearmente
stabile puo` reagire molto diversamente nel caso in cui si applichino perturbazioni di
ampiezza finita, sebbene ancora molto piccola. Ad esempio, un flusso posto tra due
pareti parallele in moto una rispetto all’altra (flusso di Couette), per quanto stabi-
le linearmente, diventa totalmente turbolento se la perturbazione supera una certa
soglia. Questa proprieta` dei flussi non-rotanti puo` indurre a pensare che lo shear
legato alla velocita` possa portare alla formazione di turbolenza anche in presenza
di rotazione, laddove il numero di Reynolds2 raggiunga valori sufficientemente alti;
in particolare, anche nel caso di un flusso Kepleriano in un disco di accrescimento.
Tuttavia questa conclusione si e` dimostrata non corretta (Balbus et al. 1996); le
perturbazioni iniziali anche se forti decadono.
Per comprendere questo comportamento, consideriamo le equazioni idrodinamiche
fondamentali del disco sottile a livello locale, tralasciando le equazioni costitutive
dell’intera struttura e concentrandoci sulla dinamica individuale delle velocita` di
fluttuazione. Per velocita` di fluttuazione u, si intenda la differenza tra la velo-
cita` locale dell’elemento di fluido v e` la velocita` circolare azimutale rΩ, del flusso
complessivo:
ur = vr, uφ = vφ − rΩ, uz = vz. (3.1.19)
A livello locale, l’ipotesi u/rΩ  1 ci permette di semplificare le equazioni tra-
scurando i termini legati alla curvatura del flusso in rotazione, ovvero considerando
2Il numero di Reynolds e` definito come il prodotto tra la velocita` caratteristica del flusso a
larga scala e la lunghezza di scala corrispondente, diviso per la viscosita` microscopica del fluido,
Re = v·L
ν
. Questo parametro adimensionale fornisce una misura della influenza delle forze inerziali
rispetto alle forze viscose, nella dinamica del flusso.
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solo una piccola regione ∆r  r ,∆z  H e trascurando quindi i termini in uφ/r
rispetto a ∂ruφ (Hill, 1878). Inoltre, sempre a livello locale, si puo` sfruttare l’ap-
prossimazione di Boussinesq e considerare i campi di velocita` come praticamente
incomprimibili (∇ · v ' 0). In altri termini, t−1char ≡ ∇ · v = ∇ · u, questa appros-
simazione ci dice che il tempo scala dinamico caratteristico puo` essere considerato
grande rispetto al tempo scala di rivoluzione ∼ −(∂xu)−1 della turbolenza, non ne-
cessariamente rispetto ad altri tempi scala di interesse (rotazionali, termici).
In approssimazione locale, possiamo scrivere l’equazione di Eulero per l’elemento di
fluido in coordinate cilindriche
d
dt
ur − 2Ωuφ = −1
ρ
∂rp (3.1.20)
d
dt
uφ +
κ2
2Ω
ur = − 1
ρr
∂φp (3.1.21)
d
dt
uz = −1
ρ
∂zp+ ∂zΦ, (3.1.22)
dove
d
dt
= ∂t + u · ∇+Ω∂φ (3.1.23)
e gli effetti viscosi (ηv3∇2uj) sono omessi per semplicita`. A queste equazioni vanno
associate le equazioni di densita` e pressione. In approssimazione locale la dipen-
denza radiale della gravita` puo` essere trascurata, considerando Φ(r, z) ≡ Φ(z). Il
parametro κ, nella equazione (3.1.21),
κ2 =
1
r3
d(r2Ω)2
dr
(3.1.24)
rappresenta proprio la frequenza epiciclica, cioe` la frequenza dell’oscillazione dell’e-
lemento di fluido perturbato dalla sua orbita circolare (in un sistema di riferimento
rotante). Supponiamo di eliminare gli effetti della pressione,
∂tur − 2Ωuφ = 0, ∂tuφ + κ
2
2Ω
ur = 0 (3.1.25)
Ipotizzando che le fluttuazioni divelocita` abbiano una dipendenza armonica dal
tempo, ovvero ur, uφ ∼ e−iωt, si ottiene
ω2 = κ2. (3.1.26)
Dunque, in particolare, per un disco Kepleriano, Ω =
√
GMr−3/2, si trova κ = Ω.
Per evidenziare la differenza tra le proprieta` di stabilita` di un flusso rotante e di
un flusso Cartesiano, e` utile considerare la formulazione delle equazioni (3.1.20)-
3Uso ηv = ρν per analogia di notazione con la resistivita` magnetica ηB , che sara` introdotta piu`
avanti
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(3.1.21) in termini di energia (Balbus et al 1996). Moltiplicando la (3.1.20) e la
(3.1.21) rispettivamente per ur e uφ, e mediando sulla regione locale ∆r,∆z, si
ottiene
1
2
∂t〈ρu2r〉+
1
2
〈∇ · (ρuu2r)〉 = 2Ω〈ρuruφ〉 − 〈uφ∂rp〉, (3.1.27)
1
2
∂t〈ρu2φ〉+
1
2
〈∇ · (ρuu2φ)〉 = −
κ2
2Ω
〈ρuruφ〉 − 1
r
〈uφ∂φp〉. (3.1.28)
Le variazioni in densita` e quindi gli effetti dei moti convettivi sono trascurati,
ragione per cui la componente verticale dela velocita` resta disccoppiata e puo` es-
sere tralasciata. Nelle equazioni, i due termini sorgente ∝ 〈ρuruφ〉, indicati dalla
sottolineatura, hanno segno opposto per κ2 > 0. Se il flusso sviluppa un’instabilita`,
il flusso di quantita` di moto e` in direzione opposta al gradiente di velocita`, cioe`
∝ 〈ρuruφ〉 > 0, perche´ la velocita` di shear nel flusso Kepleriano decresce al crescere
del raggio, rΩ ∼ r−1/2. Dunque il termine in Ω della (3.1.27) agisce come sorgente
per la fluttuazione radiale di energia u2r , mentre il termine in κ e` un pozzo per u
2
φ.
Dal momento che questi due termini sono accoppiati dalla condizione di incompri-
mibilita` del mezzo, per κ2 suffientemente grande l’instabilita` non si sviluppa.
L’equivalente delle equazioni (3.1.20)-(3.1.21), in coordinate Cartesiane, per un
flusso piano v0y = V (x), e` dato da
1
2
∂t〈ρu2x〉+
1
2
〈∇ · (ρuu2x)〉 = −〈ux∂xp〉, (3.1.29)
1
2
∂t〈ρu2y〉+
1
2
〈∇ · (ρuu2y)〉 = −
dV
dx
〈ρuxuy〉 − 〈uy∂yp〉. (3.1.30)
In questo caso esiste solo un termine di sorgente, −dVdx 〈ρuxuy〉 > 0, che risulta in
ogni caso destabilizzante, perche´ aumenta l’energia u2y, che a sua volta contribuisce
alla crescita di u2x, tramite il termine di pressione dalla condizione di incomprimibi-
lita`. Di conseguenza, il flusso Cartesiano risulta complessivamente instabile; mentre
il flusso Kepleriano e` stabile, anche rispetto a perturbazioni non-lineari, grazie alla
presenza del termine epiciclico.
La stabilita` del disco si oppone allo sviluppo di regimi turbolenti, inibendo, di
fatto, il trasporto di momento angolare. Questo argomento segna il limite del mo-
dello di disco standard alla Shakura-Sunyaev.
Per ottenere una visione piu` aderente alla realta` della dinamica del disco, dobbiamo
abbandonare l’ipotesi di fluido perfetto e passare ad una descrizione del flusso in
termini di plasma.
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3.1.3 Disco sottile magnetizzato
A temperature molto elevate, la maggior parte degli atomi e` completamente ionizza-
ta; di conseguenza il fluido in accrescimento deve essere considerato realisticamente
come un plasma magnetizzato di elettroni e ioni, piuttosto che come un fluido per-
fetto. Pertanto, sia la struttura che la dinamica del disco devono essere influenzate
dalla presenza del campo elettromagnetico.
Riconsideriamo, in questo senso, le equazioni fondamentali della dinamica del disco
in termini magneto-idrodinamici, limitandoci al dominio non-relativistico.
La differenza tra un gas neutro ed un plasma magnetizzato e` sostanzialmente intro-
dotta dalla legge di Ohm,
J = σ
(
E+
v
c
×B
)
, (3.1.31)
dove σ e` la conduttivita` del plasma (assunta scalare), mentre la corrente J ed il
campo elettrico E sono misurati nel sistema di riferimento a riposo (v = 0). In
regime non relativistico4, possiamo assumere che la corrente di spostamento sia
trascurabile, per cui, dalle equazioni di Maxwell per il campo magnetico, abbiamo
J =
c
4pi
∇×B. (∇ ·B = 0) (3.1.32)
Questa approssimazione ci permette di esplicitare il campo elettrico,
E = −v
c
×B+ c
4piσ
∇×B, (3.1.33)
e di ricavare, attraverso la legge di Faraday,
∂B
∂t
= −c∇×E, (3.1.34)
l’equazione di induzione per il campo magnetico
∂B
∂t
= ∇× (v ×B− ηB∇×B), (3.1.35)
con ηB = c2/4piσ.
Questa equazione, insieme alle equazioni di conservazione della massa,
∂ρ
∂t
+∇ · (ρv) = 0, (3.1.36)
4In ambito relativistico, se consideriamo il flusso in moto rispetto al sistema di riferimento
dell’osservatore, deve essere J = σE′, con E′ = γ
`
E+ v
c
×B´ − γ2
γ+1
v
c
(v · B), considerate v e γ,
velocita` e fattore di Lorentz del fluido nel riferimento dell’osservatore. Inoltre, quando consideriamo
lo spazio-tempo generato da un oggetto rotante, anche nel caso in cui l’equazione di induzione sia
considerata nel sistema di riferimento del flusso, l’effetto di trascinamento del sistema di riferimento
e` in grado di generare campi elettromagnetici.
3.1 Disco di accrescimento sottile: Equazioni Fondamentali 49
e di conservazione della quantita` di moto,
ρ
∂v
∂t
+ (ρv · ∇)v = −∇
(
p+
B2
8pi
)
− ρ∇Φ+
(
B
4pi
· ∇
)
B+ (3.1.37)
+ηV
(
∇2v + 1
3
∇(∇ · v)
)
,
costituisce il sistema di equazioni fondamentali per la struttura del disco magnetiz-
zato. La notazione utilizzata e` standard e fa riferimento alla trattazione di Balbus e
Hawley (Balbus & Hawley, 1998): la ρ indica la densita` di massa, v la velocita` del
fluido, p la pressione interna, Φ il potenziale gravitazionale, B il vettore di campo
magnetico, mentre ηV ed ηB, rispettivamente, viscosita` cinematica e resistivita` mi-
croscopica del flusso.
Da questo nuovo sistema di equazioni per il disco, torniamo a considerare l’equa-
zione di conservazione del momento angolare: in coordinate cilindriche (R,φ, z),
moltiplicando l’equazione (3.1.37) per R, otteniamo
∂
∂t
(ρRvφ) +∇ ·R
[
ρvφv − Bφ4piBp +
(
p+
B2p
8pi
)
eˆφ
]
− (3.1.38)
−∇ ·
[
RηV
3
(∇ · v)eˆφ + ηVR2∇vφ
R
]
= 0,
dove eˆφ indica il versore azimutale e Bp la componente poloidale5 del campo ma-
gnetico. Restringiamo, quindi, la nostra attenzione al caso di disco sottile quasi-
Kepleriano in approssimazione locale, cioe` ancora una volta limitandoci allo studio
della dinamica generata dalle fluttuazioni dei campi di velocita` u. In questo caso,
possiamo scrivere il flusso radiale di momento angolare come
R
[
ρur(RΩ+ uφ)− BrBφ4pi
]
, (3.1.39)
avendo trascurato i contributi legati alla viscosita` microscopica ηV .
Integrando questa quantita` in z e mediando lungo φ e lungo r, per un ∆r piccolo
ma sufficientemente grande da deprimere le anisotropie associate ai dettagli della
struttura del disco, si ottiene
ΣR [rΩ〈ur〉ρ + 〈uruφ − uAruAφ〉ρ] . (3.1.40)
dove Σ =
∫ +∞
−∞ ρ dz
6, come nel caso idrodinamico, indica la densita` superficiale del
disco, mentre il termine uAr rappresenta la componente radiale della velocita` di
5In simmetria assiale, il campo magnetico e` generalmente descritto in termini di componente
poloidale, appartenente al piano (eˆr, eˆz), e componente toroidale, lungo eˆφ.
6Per una generica X l’operazione di media equivale a
〈X〉ρ = 1
2piΣ∆r
Z
Xρdφdr dz.
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Alfve`n
u =
B√
4piρ
, (3.1.41)
la velocita` caratteristica di un’onda di shear in un fluido magnetizzato.
Il primo termine del flusso di momento angolare e` diretto verso l’interno del disco:
esso rappresenta la componente del momento trasportato dalla materia in orbita
quasi-Kepleriana in accrescimento. Il secondo termine rappresenta invece la com-
ponente di momento che muove verso l’esterno del disco. Questa componente e`
generata dalle correlazioni tra le diverse componenti fluttuanti dei campi di velocita`
e dei campi magnetici, a loro volta prodotte dalla presenza di u regime dinamico
turbolento. Nel caso del plasma, infatti, il tensore degli sforzi del flusso deve essere
riscritto includendo i nuovi termini magnetici:
Tij = pδij + ρvivj − 14pi
(
BiBj − 12B
2δij
)
, (3.1.42)
ovvero,
Tij = Rij +Mij (3.1.43)
dove Rij e` il tensore di Reynolds e Mij rappresenta il tensore degli sforzi del campo
magnetico, detto tensore degli sforzi di Maxwell.
Dunque, la presenza del campo magnetico fornisce, con R ·Mrφ, un ulteriore termine
in grado di trasportare momento angolare verso l’esterno, favorendo il processo di
accrescimento.
La componente {rφ} del tensore totale, 〈uruφ − uAruAφ〉ρ, ovvero il termine do-
minante nella guida del processo di accrescimento, presuppone, ancora una volta,
la presenza nel flusso di un regime turbolento. Tuttavia, al contrario del modello
idrodinamico di Shakura-Sunyaev, la turbolenza idro-magnetica non deve essere iso-
tropa, perche´ in tal caso le componenti Br e Bφ sarebbero perfettamente scorrelate,
annullando il contributo magnetico al trasporto di momento angolare.
3.2 Stablita` del Flusso Idro-Magnetico
L’introduzione del campo magnetico nelle equazioni fondamentali del flusso Kepleria-
no modifica completamente le proprieta` di stabilita` locale del disco. Per evidenziare
la differenza con il caso idrodinamico, ripartiamo direttamente dalle equazioni di
Eulero in (3.120)-(3.1.21)-(3.1.22). I termini magnetici sono inseriti semplicemen-
te aggiungendo il contributo della forza di Lorentz, B · ∇Bj/(4pi), e sostituendo la
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pressione p con la pressione totale P = p+B2/(8pi),
d
dt
ur − 2Ωuφ = −1
ρ
∂rP +
1
ρ
(
B
4pi
· ∇
)
Br (3.2.1)
d
dt
uφ +
κ2
2Ω
ur = − 1
ρr
∂φP +
1
ρ
(
B
4pi
· ∇
)
Bφ (3.2.2)
d
dt
uz = −1
ρ
∂zP + ∂zΦg +
1
ρ
(
B
4pi
· ∇
)
Bz, (3.2.3)
La differenza qualitativa rispetto al caso puramente idrodinamico si manifesta nelle
equazioni per 〈ρ(u2j + u2Aj)〉, che rappresentano una generalizzazione delle (3.1.27)
e (3.1.28): mentre il termine di sorgente nella equazione per la componente radiale
resta uguale, lo stesso termine si modifica nella componente azimutale, passando da
− κ
2
2Ω
〈ρuruφ〉 a − κ
2
2Ω
〈ρuruφ〉 − dΩ
d ln r
〈ρuAruAφ〉 (3.2.4)
riscrivibile, in termini di tensore degli stress turbolento totale, come
−2Ω〈ρuruφ〉 − dΩ
d ln r
〈ρ(uruφ − uAruAφ)〉, (3.2.5)
A differenza del caso idrodinamico, il tesore degli stress turbolento non e` piu` legato
al gradiente di momento angolare, proporzionale a κ2, ma si lega invece al gradiente
di velocita` angolare dΩ/d ln r, cioe` al tasso di shear del flusso, acquisendo segno op-
posto. In questo modo, il flusso magneto-idrodinamico perde il termine di richiamo
legato alla frequenza epiciclica e diventa instabile rispetto all’azione del tensore di
shear.
Questo argomento scioglie la questione del trasporto del momento angolare nel
disco, ed apre allo studio degli effetti della turbolnza magneto-idrodinamica sul com-
portamento complessivo del disco.
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Supponiamo che il plasma del disco sia attraversato da un campo magnetico debole,
con una componente azimutale Bφ ed una componente verticale Bz.
Questo campo sia sufficientemente debole da non modificare l’equilibrio idrodinami-
co del disco, prodotto del bilanciamento tra forza gravitazionale e forza centrifuga.
Supponiamo, inoltre, che il plasma subisca localmente una perturbazione adiabatica
lineare e armonica nello spazio e nel tempo, della forma exp (ik · r−ωt), con kr  1
(approssimazione WKB). In particolare, per semplicita`, restringiamo l’attenzione ad
un numero d’onda verticale, k = kez, tipico dei modi prodotti dall’effetto destabi-
lizzante del campo magnetico.
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In questa approssimazione, le equazioni fondamentali del plasma, perturbate linear-
mente, portano alla relazione di dispersione
[ω2 − (k · uA)2][ω4k2ω2(a2 + u2A) + (k · uA)2k2a2]−
−
[
κ2ω4 − ω2
(
k2κ2(a2 + u2A) + (k · uA)2
dΩ2
d ln r
)]
−
− k2a2(k · uA)2 dΩ
2
d ln r
= 0 (3.3.1)
dove la velocita` del suono adiabatica e la velocita` di Alfve`n sono date rispettivamente
da a = 53
P
ρ e u
2
A =
B2z+B
2
φ
4piρ .
In assenza di rotazione, la formula si riconduce alla relazione di dispersione generale
per un campo magnetico immerso in un mezzo uniforme ed omogeneo
[ω2 − (k · uA)2][ω4k2ω2(a2 + u2A) + (k · uA)2k2a2] = 0, (3.3.2)
le cui radici (in ω2) individuano i modi fondamentali del plasma: le onde di Alfve`n
ω2A, le onde magneto-soniche veloci ω
2
fast, e le onde lente ω
2
slow, con ω
2
fast > ω
2
A >
ω2slow.
In presenza di rotazione, al crescere di Ω, aumentano gli effetti derivanti della rotazio-
ne differenziale e con loro crescono i modi di Alfve`n ed i modi veloci magneto-sonici;
al contrario i modi lenti del plasma tendono a decrescere, fino ad assumere valo-
ri negativi (ω immaginaria). Considerando che tutte le quantita` fisiche dipendono
dal tempo come ∝ e−iωt, la presenza di una componente di frequenza immaginaria
causa una amplificazione esponenziale del modo oscillatorio. Questa amplificazione
fa si che una qualsiasi perturbazione, anche se inizialmente piccola, sia in grado di
crescere a dismisura, rendendo il plasma instabile. Paradossalmente, la rotazione
che garantisce la stabilita` nel caso idrodinamico, una volta accoppiata all’azione del
campo magnetico, diventa responsabile dell’instabilita` del mezzo. Da qui il nome di
instabilita` magneto-rotazionale, in breve MRI. Oggi, e` ritenuto universalmente che
questo processo sia alla base della produzione della turbolenza nel disco (Balbus et.
al, 1992).
3.3.1 Instabilita` Magneto-Rotazionale: analogia meccanica
La fisica dell’instabilita` magneto-rotazionale diventa molto chiara se si considerano
le equazioni lineari del fluido in un sistema di riferimento solidale con il fluido in
rotazione.
Consideriamo un punto di riferimento solidale con il nostro elemento di fluido in
orbita attorno all’oggetto centale sul piano del disco. Le sue coordinate cilindriche
sono (r0, φ0 +Ω0t, 0). Utilizziamo questo punto come origine del sistema di coordi-
nate Cartesiane locale (x, y, z), con vettori unitari (ex, ey, ez) in direzione radiale,
azimutale e verticale, rispettivamente.
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Figura 3.1: Rappresentazione schematica della geometria di disco sottile e della
disposizione iniziale dei campi coinvolti nello sviluppo della MRI, secondo le ipotesi
fatte. (Balbus & Hawley, 1998)
Localmente il flusso puo` essere descritto da una rotazione uniforme Ω0 = Ω0ez piu`
uno shear lineare
u0 = −2Axey (3.3.3)
dove A e` il parametro proporzionale al tasso di shear, gia` descritto precedentemente.
Nel nuovo sistema di riferimento, in un intorno di r0, le nuove variabili sono x =
r− r0, uφ = uφ + r(Ω−Ω0) ' uφ +Ax, ur = ur, uz = uz, da cui ricaviamo le nuove
equazioni del moto locali
d
dt
ur − 2Ωuφ + x dΩ
2
d ln r
= −1
ρ
∂rP +
B
4piρ
· ∇Br (3.3.4)
d
dt
uφ + 2Ωur = − 1
ρr
∂φP +
B
4piρ
· ∇Bφ (3.3.5)
d
dt
uz = −1
ρ
∂zP + ∂zΦ+
B
4piρ
· ∇Bz. (3.3.6)
Come in (3.1.23) la derivata totale rispetto al tempo indica la derivata materiale,
mentre Br,φ,z rappresenta le deviazioni dal campo medio di equilibrio. La parte
sinistra della (3.2.5) deriva dalla relazione ur∂ruφ + [κ2/(2Ω)]ur = ur∂ruφ + 2Ωur.
Il termine 2Ωu e` la forza di Coriolis, mentre dΩ2/d ln r e` sostanzialmente la forza di
marea che riproduce l’effetto dello shear della velocita`.
Queste equazioni ci danno una rappresentazione semplice del disco sottile all’equili-
brio, in rotazione differenziale (approssimazione di Hill, 1878). Il flusso non ha vincoli
nel piano(xy) ed e` simmetrico rispetto a z. La caratterizzazione della direzione ver-
ticale del disco dipende dal tipo di modello: nel caso di fluido incomprimibile, dove
la gravita` verticale e la stratificazione possono essere ignorati, la direzione verticale
e` trascurabile.
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Supponiamo di spostare un elemento di fluido dalla sua orbita circolare, di una quan-
tita` infinitesima ξ, con una perturbazione adiabatica exp (ik · r− ωt), con k = kez
. Se trascuriamo gli effetti resistivi del mezzo, ηB ∼ 0, l’equazione di induzione
ci permette di descrivere la perturbazione del campo magnetico δb in termini del
vettore spostamento ξ. Vale, infatti,
δb = ik× (ξ ×B) = ikBξ (3.3.7)
con δBz = ξz = 0. Nel caso in cui il campo magnetico debole di equilibrio sia
esclusivamente verticale, B = Bez, la perturbazione della pressione si annulla, in
quanto δP = B · δb/(4pi) = 0, e le equazioni del moto linearizzate acquistano una
forma molto semplice,
ξ¨r − 2Ωξ˙φ = −
(
dΩ2
d ln r
+ (k · uA)2
)
ξr (3.3.8)
ξ¨φ + 2Ωξ˙r = −(k · uA)2ξφ. (3.3.9)
Il termine ikB/4piρ δB = −(k ·uA)2ξ rappresenta la forza di tensione magnetica; di
conseguenza, queste equazioni possono essere interpretate come l’oscillazione di due
elementi di fluido in rotazione, separati da una distanza ξ, e connessi da una molla
di costante elastica (k · uA)2 (Balbus et. al, 1992). In assenza del campo magne-
tico l’oscillazione degli elementi di fluido torna ad essere epiciclica, con frequenza
ω2 = dΩ2/d ln r+4Ω2 = κ2. Supponiamo che questi due elementi fluido si muovano
Figura 3.2: Analogia meccanica: accoppiamento magnetico di due elementi di pla-
sma. La molla di costante elastica K2 ∼ (k · uA)2, rappresenta la forza di tensione
magnetica che vincola il moto dei due elementi di fluido
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inizialmente sulla stessa orbita, ad un certo raggio r0; una volta separati, l’elemento
in orbita ad un raggio piu` interno acquista una velocita` angolare maggiore dell’al-
tro.
Poiche´ i due elementi sono vincolati l’uno all’altro da una molla, la differenza di
velocita` genera una tensione T . Questa tensione rallenta l’elemento piu` interno ed
accellera quello piu` esterno, trasportando continuamente momento angolare dal pri-
mo al secondo.
In questo modo, l’elemento di fluido interno e` costretto a spostarsi a raggi conti-
nuamente inferiori, mentre all’opposto l’elemento esterno deve muovere verso raggi
piu` grandi, in modo da conservare il momento angolare totale. Al crescere della
separazione, la tensione aumenta portando il processo a divergere.
Perche´ l’instabilita` si sviluppi e` cruciale che il legame elastico sia debole. Se il legame
elastico e` forte i due elementi di fluido vibrano sempre vicini nel tempo di un’orbita,
lasciando la struttura del disco e le linee del campo magnetico di equilibrio inalte-
rate. Al contrario, in caso di legame elastico debole, nel tempo di un’orbita i due
elementi sono abbastanza lontani da stirare le linee di campo magnetico in direzione
radiale.
Il campo stirato in direzione radiale e` vincolato dalla condizione di congelamento a
due estremita` di fluido con diversa velocita` radiale, quindi viene allungato in direzio-
ne del flusso, acquistando una componente azimutale. Le linee di campo magnetico
Figura 3.3: Effetto combinato di rotazione differenziale e congelamento delle linee
di campo magnetico: la geometria del campo si modifica. Questo effetto sara` im-
portante nella descrizione del meccanismo di dinamo per il disco. (Schekochihin et
al. 2004)
si avvolgono in modo disordinato l’una sull’altra lungo l’orbita circolare e sono co-
strette a modificare la propria geometria per riconnessione, immettendo energia nel
fluido.
Dunque, la condizione di stabilita` e` legata alla frequenza efficace dell’oscillatore in
(3.3.8), traducibile come
(k · uA)2 > − dΩ
2
d ln r
, (3.3.10)
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ed e` direttamente ricavabile dalla relazione di dispersione derivata dalle (52)-(54)
ω4 − ω2
[
κ2 + 2(k · uA)2
]
+ (k · uA)2
[
(k · uA)2 + dΩ
2
d ln r
]
= 0 (3.3.11)
Se assumiamo che la massima lunghezza d’onda possibile per l’oscillazione sia λ ∼
2H, cioe` pari allo spessore del disco, la condizione di stabilita` richiede che
u2A > −
1
k2
dΩ2
d ln r
∼ H
2
pi2
dΩ2
d ln r
∼ 6
pi2
c2s (3.3.12)
assumendo il disco Kepleriano, isotermo, con una distribuzione gaussiana per l’al-
tezza di scala. In altre parole la stabilita` dei modi permessi dalla geometria del disco
richiede che la velocita` di Alfve`n ecceda la velocita` del suono.
In caso di campo debole, subtermico, dalla relazione di dispersione possiamo ricavare
il tasso di crescita massimo per l’instabilita`
|ωmax| = 12 |
dΩ
d ln r
| (3.3.13)
associato ad una tensione ’elastica`
|(k · uA)2max| = −
(
1
4
+
κ2
16Ω2
)
dΩ2
d ln r
. (3.3.14)
Dunque, per un disco Kepleriano, si ottiene
ωmax =
3
4
Ω, (k · uA)2max =
√
15
4
Ω. (3.3.15)
Il tasso di crescita dell’instabilita` e` paragonabile alla frequenza angolare di rotazione
del flusso.
La relazione in (3.3.15) ha una importanza fondamentale per lo studio del fenomeno
HF QPO. Come anticipato nel Capitolo 1, essa porta la MRI all’interno di quello
stretto insieme di processi potenzialmente collegti alla variabilita` di emissione del
disco, su tempi scala del millisecondo. In particolare, il fattore piu` interessante sta
nello strettissimo collegamento tra instbilita` idro-magnetica e moto orbitale. Se,
a livello locale, la MRI e` un prodotto diretto di un moto epiciclico, di contro, le
proprieta` dinamiche indotte nel flusso dall’instabilita`, prima tra tutti la turbolen-
za, possono influenzare direttamente il moto orbitale. Sostanzialmente, abbiamo
trovato su scala locale un fenomeno che lega i modi orbitali definiti dal campo gravi-
tazionale alle proprieta` idro-magnetiche del flusso in accrescimento. A questo punto,
si tratta di capire quali siano gli effetti della MRI sulle oscillazioni locali: si tratti
di un processo di decoerenza, o di eccitazione, di una sorgente di energia, o di una
fonte di dissipazione.
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3.3.2 Saturazione dell’instabilita` e regime stazionario
Lo studio del processo MRI, sviluppato nell’ultimo decennio, principalmente in ter-
mini numerici (Hawley et al.,1995; Brandenburg et al., 1995; Stone et al., 1996;
Matsumoto & Tajima, 1995), ha dimostrato che l’instabilita` e` in grado di condurre
il fluido ad un stato completamente turbolento. In questo regime, i tensori di stress
di Reynolds e Maxwell trasportano il momento angolare verso l’esterno del disco7 e
insieme sostengono la turbolenza, sottraendo energia al moto di rotazione del disco
su larga scala e trasferendo energia su scala locale.
La turbolenza prodotta da MRI e` caratterizzata da una forte anisotropia, una ca-
ratteristica che vedremo in seguito essere importante in termini dinamici. L’intesita`
dello stress turbolento e` concentrata nella direzione verticale, quella legata alla per-
turbazione iniziale, mentre appare piu` debole in direzione radiale e ancora piu` debole
in direzione azimutale (Biskamp; Goodman & Xu,1994).
L’energia cinetica di rotazione non e` esclusivamente trasformata in energia cinetica
turbolenta, ma viene parzialmente trasferita al campo magnetico, tramite un mec-
canismo di dinamo.
Per meccanismo dinamo, si intende generalmente l’effetto della rotazione differen-
ziale del fluido, che trasforma un campo magnetico inizialmente poloidale in un
campo azimutale. Il processo, combinazione del congelamento delle linee di flusso
nel mezzo e della rotazione differenziale, produce attraverso lo stiramento delle li-
nee un aumento della densita` di energia magnetica, su scale paragonabili alla scala
dinamica orbitale. Tuttavia, esso richiede un campo magnetico inziale di scala pro-
porzionale.
Il caso della MRI e` sostanzialmente differente, perche´ il seme iniziale di campo ma-
gnetico e` concentrato su lunghezze paragonabili alle scale caratteristiche del campo
di velocita` di fluttuazione. In questo caso, e` il regime dinamico turbolento a far si
che le linee di campo siano continuamente stirate e distorte, aumentando localmente
la densita` di energia magnetica in modo esponenziale. Questa fase puo` essere effet-
tivamente associata ad un meccanismo dinamo in regime cinematico, ma a piccola
scala. Notiamo subito che, nella descirzione del processo, stiamo trascurando gli
effetti della forza di tensione di Lorentz nel mezzo, a causa della debole intensita`
del campo magnetico iniziale. Questo equivale a considerare le proprieta` statistiche
della turbolenza in termini idrodinamici, non magneto-idrodinamici (Balbus & Ha-
wley, 1998).
Ci limitiamo, per il momento, a questa approssimazione e consideriamo le conse-
guenze di questo complesso regime dinamico. Quello che ci interessa capire, e` come
l’energia sia trasferita a livello locale e per quanto tempo si mantenga, prima di
essere dissipata. L’argomento e` evidentemente collegato alla possibilita` di definire
un bacino locale di energia per i modi oscillatori del disco.
7
∼ r[ρ〈uruφ〉 − 〈uAruAφ〉], (3.3.16)
dove [ρ〈uruφ〉 − 〈uAruAφ〉] e` la componente del tensore di stress Wrφ, relativa ai campi turbolenti
di larga scala.
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La caratteristica fondamentale dei processi dinamo a piccola scala sta nel fatto
Figura 3.4: I.Comportamento della densita` di energia magnetica in relazione all’e-
nergia cinetica del flusso, in una simulazione di meccanismo dinamo generato dalla
MRI. (Hawley et al.,1996). II.Tasso di crescita dell’instabilita` al variare del numero
d’onda, a sua volta limitato dall’altezza di scala del disco. (Balbus & Hawley,1991)
che essi sembrano abbastanza veloci da sostenere l’energia magnetica a fronte del
decadimento dissipativo. D’altra parte, benche` sia ancora incompreso quali proces-
si contribuiscano in modo fondamentale8, le simulazioni numeriche mostrano che
l’instabilita` magneto-rotazionale non cresce indefinitamente, ma e` sostanzialmente
vincolata alla scala di altezza del dico. La saturazione dell’instabilita` comporta una
saturazione dell’intensita` magnetica e cinetica del flusso.
Dunque, complessivamente, l’instablita` magneto-rotazionale puo` essere pensata non
solo come una sorgente di turbolenza, ma come una sorgente stabile di energia, per
il flusso locale. A questo livello, non e` chiaro, tuttavia, se e come questa energia
possa effettivamente essere trasferita al moto oscillatorio del disco. Al contrario, e`
chiaro che in presenza di turbolenza, una parte dell’effetto complessivo del fenomeno
deve essere di natura dissipativa.
3.3.3 Prescrizione α per il flusso magnetizzato
Se si considerano le componenti a larga scala come contributo dominante per il tra-
sporto del momento angolare, e si trascurano le componenti a piccola scala e tutti gli
effetti anisotropi legati al regime dinamo non lineare, allora l’efficienza del trasporto
del momento angolare (ovvero i tensori di stress turbolento) puo` essere descritta,
ancora una volta, in termini di una viscosita` efficace isotropa.
8ad esempio, la riconnessione o la frammentazione delle linee di campo su scala diffusiva
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La componente isotropa dello stress descrive infatti un termine di pressione e permet-
te di utilizzare lo stesso argomento della parametrizzazione α di Shakura e Sunyaev:
in termini qualitativi, al momento della saturazione, il flusso di momento angolare
puo` essere scritto come Γ ∼ ρrvAcs, a sua volta legato alla viscosita` efficace dalla
relazione Γ ∼ νρr|d(rΩ)|/dr, per cui
ν ∼ vAH da cui α ∼ vA/cs ∼ 1/
√
(β) < 1 (3.3.17)
dove cs ∼ ΩH, β indica il rapporto tra energia termica ed energia magnetica, mentre
H e` l’altezza di scala del disco.
In termini del modello di Shakura-Sunyaev, il binomio MRI-Dinamo produce e man-
tiene localmente lo stato turbolento, che fornisce il contributo magnetico alla visco-
sita` efficace del disco.
3.3.4 Risposta Locale del Disco Magnetizzato Turbolento
Per caratterizzare la natura dissipativa del flusso turbolento, supponiamo di pertur-
bare il moto rotazionale di un elemento di fluido in accrescimento. Tipicamente, una
generica deformazione del disco, a livello locale, produce un’oscillazione epiciclica,
con un’ampiezza che varia linearmente con la distanza dal piano di simmetria.
A seconda dell’ intensita` dei processi dissipativi locali, la deformazione puo` evolvere
come un’onda in propagazione oppure in modo diffusivo. In quest’ultimo caso l’am-
piezza del moto epiciclico e` determinata dal processo dissipativo.
Seguendo il lavoro di Torkelsson et al. (Torkelsson et al., 2000), riprendiamo le
equazioni MHD costitutive della dinamica del disco, nelle stesse ipotesi di disco geo-
metricamente sottile e approssimazione locale, sviluppate precedentemente.
La componente orizzontale dell’equazione del moto mediata sulla struttura orizzon-
tale del disco e` data da
∂
∂t
〈ρur〉 = 2Ω〈ρuφ〉 − ∂
∂z
〈ρuruz〉+ ∂
∂z
〈BrBz
µ0
〉, (3.3.18)
∂
∂t
〈ρuφ〉 = −12Ω〈ρur〉 −
∂
∂z
〈ρuφuz〉+ ∂
∂z
〈BφBz
µ0
〉, (3.3.19)
equivalenti alle (3.2.1), dove pero` si e` conservato il contributo del tensore di stress
turbolento di Reynolds e Maxwell (le componenti dei tensori di stress considerate
sono diverse da quelle rsponsabili del trasporto del momento angolare). Trascuriamo
volontariamente l’accoppiamento magnetico, per focalizzare l’attenzione sul carat-
tere dissipativo della turbolenza.
In assenza degli stress turbolenti, il sistema sviluppa un moto epiciclico, ed ha una
soluzione semplice
〈ρur〉 = ρ0(z)u0(z) cos(Ωt), (3.3.20)
〈ρuφ〉 = −12ρ0(z)u0(z) sin(Ωt) (3.3.21)
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dove (Ω = κ) e` la frequenza di rotazione del flusso equivalente alla frequenza epicicli-
ca, ρ0 il profilo di densita` iniziale, mentre u0 indica l’ampiezza iniziale della velocita`.
Complessivamente, l’energia cinetica del moto epiciclico non e` conservata, tuttavia
il quadrato dell’impulso epiciclico totale
E(z, t) =
1
2
〈ρur〉2 + 2〈ρuφ〉2 (3.3.22)
risulta costante in assenza di stress turbolento. Moltiplicando le equazioni (3.3.18)
e (3.3.19) per 〈ρur〉 e 〈4ρuφ〉 rispettivamente, come in (3.2.4), e reintroducendo i
tensori di stress, otteniamo
∂E
∂t
= Fu + FB (3.3.23)
dove
Fu = −〈ρur〉 ∂
∂z
〈ρuruz〉 − 〈ρuφ〉 ∂
∂z
〈ρuφuz〉 (3.3.24)
e
FB = −〈ρur〉 ∂
∂z
〈BrBz
µ0
〉 − 〈ρuφ〉 ∂
∂z
〈BφBz
µ0
〉 (3.3.25)
rappresentano il tasso di lavoro dello stress di Maxwell e Reynolds, rispettivamente,
sull’oscillatore epiciclico. Avendo trascurato gli effetti dell’accoppiamento, questi
due contributi hanno probabilmente segno negativo e rendono conto esclusivamente
del carattere dissipativo del mezzo.
In assenza di una comprensione dettagliata degli stress turbolenti, assumiamo che la
turbolenza agisca come una viscosita` efficace isotropa, seguendo la parametrizzazione
di Shakura Sunyaev,
ν = αp/Ω (3.3.26)
In questi termini, la componente orizzontale del moto epiciclico descrive un oscilla-
tore armonico smorzato
∂ur
∂t
= 2Ωuφ +
1
ρ
∂
∂z
(
αp
Ω
∂ur
∂z
)
, (3.3.27)
∂uφ
∂t
= −1
2
Ωur +
1
ρ
∂
∂z
(
αp
Ω
∂uφ
∂z
)
. (3.3.28)
Sotto l’ipotesi che α e ∂zu siano indipendenti da z e che il disco sia verticalmente in
equilibrio idrostatico, queste equazione hanno soluzione esatta
ρur = CΩze−t/τ cos(Ωt), (3.3.29)
ρuφ = −12CΩze
−t/τ sin(Ωt) (3.3.30)
dove C e` una costante adimensionale e
τ =
1
αΩ
(3.3.31)
3.3 Oscillazioni del fluido MHD 61
Figura 3.5: Rappresentazione dell’andamento dell’energia dell’oscillazione epiciclica
in funzione del tempo, secondo le simulazioni di Torkelsson et al.. La linea tratteg-
giata e` il risultato di un fit esponenziale: l’oscillazione epiciclica e` completamente
soppressa in un tempo scala dell’ordine dei 18 periodi orbitali (Torkelsson et al.,
2000).
e` il tempo di smorzamento.
L’integrazione numerica di questo sistema (Torkelsson et al. 1999) fornisce ulteriori
spunti interessanti. In primo luogo, conferma il ruolo di processo dissipativo del
regime turbolento in presenza di una perturbazione esterna: l’oscillazione epiciclica
indotta nel mezzo completamente turbolento, in assenza di un meccanismo di ec-
citazione, viene velocemente smorzata. In questi termini, la turbolenza non agisce
in nessun modo come sorgente di energia, ma piuttosto rappresenta un efficiente
fattore dissipativo.
D’altra parte, le simulazioni di Torkelsson et al. mostrano una turbolenza in grado
di eccitare autonomamente dei moti epiciclici, seppure di debole intensita`, anche
laddove la componente del tensore degli sforzi turbolento considerata non e` quella
direttamente connessa alla rotazione differenziale.
Questi risultati spingono a considerare con maggiore attenzione la possibilita` che
la turbolenza del disco possa fungere non solo da fattore di smorzamento, ma anche
da fattore di eccitazione o, in generale, di accoppiamento tra modi gia` presenti nel
disco. In particolare, questa possibilita` deve crescere laddove la turbolenza e` svilup-
pata dall’instabilita` magneto-idrodinamica.
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3.3.5 Turbolenza come sorgente di eccitazione dei modi di disco
Evitando attentamente di entrare nel merito di un modello teorico per l’eccitazione
turbolenta di onde in un disco di accrescimento (Nowak & Wagoner ,1993 e 1995),
il nostro interesse e` limitato ad avere un’idea di come si presenti potenzialmente
lo spettro delle fluttuazioni turbolente dei campi di velocita`, nel caso in cui esso
sia prodotto specificamente da MRI. L’origine MRI sara` necessaria per collegare
il carattere turbolento alla dinamica non lineare indotta dai meccanismi dinamo a
piccola scala.
In questo senso, una risposta ci e` data dal lavoro di Arras et al. (Arras et al., 2006).
In figura (3.6) e` mostrato lo spettro di potenza del campo di velocita` turbolento
prodotto dalla instabilita` magneto-rotazionale, per una simulazione numerica di un
disco isotermo, geometricamente sottile in rotazione differenziale. Il modello nume-
rico di partenza (shearing box approximation) coincide con quello di Torklesson et
al. e rappresenta una piccola regione del disco in orbita con frequenza centrale Ω.
Gli spettri prodotti da Arras et al. indicano che la MRI e` in grado di eccitare natu-
Figura 3.6: I. Spettri di potenza delle fluttuazioni di densita` (alto), velocita radiale
(centro) e velocita` verticale (basso), per il regime turbolento generato da MRI nelle
simulazioni di Arras et al.. Si evidenzia la presenza di modi acustici a simmetria
assiale e di moti epiciclici radiali (picco distinto in figura centrale). La frequenza e`
misurata in unita` di cicli per periodo orbitale: il valore del picco relativo al moto
epiciclico e` molto vicino a 1, ad indicare una frequenza prossima a quella orbitale
(Arras et al., 2006).
ralmente sia un moto epiciclico radiale che modi oscillatori acustici con simmetria
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assiale, mentre non sono presenti picchi significativi da associare ai modi inerziali.
Dal punto di vista della nostra analisi locale della risposta del disco, la caratteristica
piu` importante di questi spettri e` la presenza di un modo epiciclico radiale ad una
frequenza dell’ordine della frequenza orbitale Ω, pertanto paragonabile alla frequen-
za tipica di una perturbazione gravitazionale.
Le conseguenze dirette di questa evidenza sono diverse. Dal punto di vista dinamico,
la presenza di una frequenza caratteristica nel mezzo turbolento apre la strada ad
un’ipotesi di trasferimento di energia diretto e locale tra il mezzo turbolento ed i
modi d’oscillazione gravitazionali. Il complesso dei fenomeni generati localmente da
MRI potrebbe agire come meccanismo di eccitazione dei modi, in grado di produrre
risonanza.
Inoltre, per quanto riguarda la caratterizzazione stocastica della turbolenza da MRI,
e` chiaro che il rumore turbolento introdotto nel sistema, non puo` essere descritto
in termini di rumore bianco Gaussiano, ma richiede l’inserimento di un tempo scala
caratteristico.
Questa considerazione acquista importanza nell’ottica di una possibile descrizione
del meccanismo di eccitazione dei modi da MRI in termini stocastici, come vedremo
piu` avanti.
Nel complesso, la presenza di una frequenza caratteristica e` particolarmente im-
portante, perche` ci dice che, in qualche modo, i tempi scala dinamici del flusso su
larga scala sono impressi nel mezzo turbolento a piccola scala. La questione rimanda
direttamente all’approssimazione, fatta diversi paragrafi sopra, sul meccanismo di-
namo a piccola scala: trascurare gli effetti della forza di Lorentz comporta probabil-
mente la perdita di informazioni importanti circa la reazione del fluido magnetizzato
al processo dinamo.
3.4 MRI e Dinamica non-lineare del flusso
Nell’ambito della teoria dinamo cinematica, l’assunzione che le forza di Lorentz sia
trascurabile presuppone sostanzialmente che il campo di velocita` di fluttuazione del
flusso sia indipendente dal campo magnetico. In realta` la forza di Lorentz non e` mai
trascurabile, per quanto piccolo sia il campo magnetico iniziale, e di conseguenza
le linee di campo magnetico congelate nel flusso devono modificano le proprieta` del
mezzo turbolento circostante. Dopotutto, cio` rappresenta l’essenza stessa del mec-
canismo MRI.
La conseguenza diretta di queste considerazioni, e` che il binomio MRI-dinamo per il
disco di accrescimento deve essere un processo sostanzialmente non-lineare (Balbus
& Hawley,1998; Kerslae et al. 2004), ed in certo senso piu` vicino al meccanismo
dinamo classico, descritto inizialmente.
Su scala cinematica la turbolenza sviluppa il seme di campo magnetico. Dopodiche`
il processo di deformazione del campo magnetico e` portato avanti dalla rotazione
differenziale e viene inibito solo quando la crescita dell’energia magnetica porta al
64 Dinamica complessa del flusso di disco
rafforzamento delle linee di campo, che quindi resistono ad un ulteriore stiramento,
opponendosi allo shear. Lo stiramento delle linee di campo generate dalla turbo-
lenza di MRI, diventano a loro volta sorgente per l’instabilita`. In questo modo, la
turbolenza accresce il campo che, a sua volta, tramite MRI, produce turbolenza. In
tutto cio`, l’evidenza di saturazione, ci dice che il processo raggiunge uno stato com-
plessivamente controllato. I modelli analitici per un regime dinamico cos`ı complesso
appaiono tuttora molto lontani da una descrizione completa del fenomeno (Ogilvie,
2001 ; Kersale et al., 2006, Knobloch & Julien, 2005).
Nel nostro caso, ci limitiamo agli aspetti piu` semplici e diretti del problema, e tentia-
mo di estrapolare alcune proprieta` fondamentali del flusso locale, da accostare alla
dinamica del moto oscillatorio gravitazionale. In questo senso, a livello locale, il di-
sco appare come un sistema non-lineare, dissipativo e fondamentalmente stazionario.
A questo punto, la prima questione da porsi e` se questo carattere fortemente non-
lineare del mezzo comporti delle modifiche nella definizione della viscosita´ efficace
del disco.
3.4.1 Non-Linearita` ed elasticita` del flusso magnetizzato
Come gia` descritto precedentemente, la prescrizione α di Shakura Sunyaev per la
viscosita` del disco turbolento e` basata sostanzialmente sulla componente mista (vi-
scosa) del tensore di stress turbolento Wrφ. Tuttavia questa componente e` solo una
Figura 3.7: Tre fasi relative all’effetto combinato di turbolenza e rotazione differen-
ziale: isotropia delle linee di campo n regime totalmente turbolento; deformazione
legata alla dinamica di rotazione del flusso; riallineamento delle linee di campo in
direzione azimutale (Williams, 2004).
delle sei componenti indipendenti del tensore di stress turbolento. In particolare,
per un disco sottile come nel nostro caso, queste sei componenti si riducono a tre,
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ovvero la componente viscosa e le componenti diagonali Wrr e Wφφ.
Queste ultime componenti diagonali sono generalmente associate ad una pressione
turbolenta e sono state considerate in passato insignificanti dal punto di vista di-
namico. Tuttavia i risultati delle simulazioni numeriche per la turbolenza magneto-
idrodinamica prima (Brandenburg, 1995; Hawley et al.,1995 e1996) e gli studi teorici
della struttura della turbolenza MHD a piccola scala, nei processi dinamo non-lineari
(Schekochihin et al.,2001), dimostrano che queste componenti diagonali possono ave-
re intensita` superiori a quelle delle componenti fuori diagonale, oltre ad avere un
ruolo attivo nel rimescolamento dei campi magnetici turbolenti a piccole scale. Que-
ste componenti rendono conto dell’anisotropia della turbolenza come conseguenza
del trascinamento dei campi legato alla rotazione differenziale.
Consideriamo il piano della nostra porzione locale di disco e supponiamo che a pic-
cola scala la turbolenza disgreghi e rimescoli le linee di campo fino a disporle in una
configurazione statisticamente omogenea ed isotropa. A questo punto la condizione
di congelamento del campo nel mezzo ed il moto di rotazione differenziale producono
complessivamente uno stiramento del piano nel verso della corrente. In questo mo-
do le linee di campo originariamente articolate in modo isotropo vengono allineate
alle linee di corrente del flusso. Questo meccanismo di distorsione, introdotto da
Zeldovich, ha il limite di non tenere in considerazione il carattere diffusivo della tur-
bolenza. Tuttavia, in caso di bassa resistivita` del mezzo e, soprattutto in presenza
di un meccanismo dinamo abbastanza veloce, gli effetti di saturazione non lineare si
stabiliscono prima che la scala diffusiva sia raggiunta (Schekochihin et al.,2001). In
questo caso, la resistivita` del mezzo puo` essere trascurata in termini dinamici.
In presenza di MRI, i campi magnetici allineati trasversalmente diventano a loro
volta localmente instabili, a causa dell’azione combinata della forza di Coriolis e del-
l’attrito trasversale, e producono ulteriore turbolenza. In questo senso l’instabilita`
magneto-rotazionale sviluppa un azione dinamo ciclica continua con una produzione
di turbolenza superiore ad un meccanismo dinamo turbolento passivo (convezione
magnetica).
Complessivamente, quindi, anche le componenti diagonali del tensore di stress en-
Figura 3.8: Schema riassuntivo dei contributi del tensore di campo magnetico al
processo MRI non-lineare (Williams, 2005).
trano nel meccanismo di produzione di turbolenza a causa dell’azione dell’attrito
trasversale portato dalla rotazione differenziale. Considerare il contributo attivo di-
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queste componenti come parte attiva dello stress turbolento del mezzo porta ad una
riformulazione estesa della prescrizione α di Shakura Sunyaev
W/P = −α0I− α1rˆφˆ+ α2[φˆφˆ− (1/3)I]. (3.4.1)
Il tensore degli sforzi risulta proporzionale alla somma di una pressione turbolenta
parametrizzata da α0, di una viscosita` turbolenta parametrizzata da α1 ' αSS per
P = ρc2s, e di una differenza tra le componenti diagonali di corrente, risultato di una
sorta di elasticita` turbolenta, parametrizzata da α2 (Williams 2005). Il parametro
α2 ∝ Wφφ − Wrr e` collegato al tempo di rilassamento del mezzo, inteso come il
tempo necessario per disgregare le linee di campo magnetico formate dalla corrente
e ri-isotropizzarle a piccole scale.
Questo tempo caratteristico puo` essere associato ai tempi scala caratteristici dei
vortici turbolenti e quindi puo` essere ricondotto ai tempi scala di shear (attrito tra-
sversale). Di conseguenza un tempo di rilassamento sufficientemente lungo produce
una grande differenza tra Wφφ e Wrr e quindi un contributo rilevante in α2.
L’analisi del regime non-lineare della MRI mostra in definitiva che lo stato turbo-
lento prodotto da MRI e` effettivamente piu` ’viscoso’ di quanto viene descritto dalla
parametrizzazione α classica. La ragione di questa maggiore viscosita` e` legata alle
proprieta` elastiche dello stato turbolento magneto-idrodinamico.
Nello prossimo capitolo andiamo ad indagare piu` in dettaglio queste proprieta` di
elasticita` del mezzo per individuare il modo migliore di esprimere questa proprieta`
in un termine da inserire nella dinamica oscillatoria del disco.
Capitolo 4
Proprieta` elastiche del disco
Nel capitolo precedente, abbiamo evidenziato come la maggiore carenza descrittiva
del cosidetto modello α per la parametrizzazione della viscosita` del flusso in accre-
scimento stia nella richiesta che il tensore di stress risponda in modo istantaneo ad
un cambiamento nel tasso di lavoro esterno (strain). Al contrario, le proprieta` ela-
stiche del mezzo, osservate in regime dinamo non-lineare, mostrano chiaramente che
in ambito magneto-idrodinamico il mezzo turbolento e` dotato di un tempo di rilas-
samento finito, ovvero ha un tempo di risposta non nullo rispetto alle perturbazioni
esterne.
Uno studio del disco in termini magneto-idrodinamici, che tenga conto di queste
proprieta` di elasticita`, richiede modelli complessi, in grado di descrivere l’evoluzione
temporale del tensore degli sforzi nell’ambito delle equazioni costitutive del flusso
(Ogilvie, 2007).
Tuttavia, la possibilita` di inserire questo nuovo carattere elastico nella descrizione
del flusso esiste, ed e` suggerita, ancora una volta, dall’analogia meccanica seguita
nella descrizione dello sviluppo dell’instabilita` magneto-rotazionale: due elementi di
fluido legati dalla tensione magnetica in un regime dinamico turbolento somigliano
molto a molecole di polimeri immerse in bagno termico.
4.1 Un Primo Modello: Perturbazione dei Modi Epici-
clici Indotta da MRI
Per quanto visto fino a questo punto, assumiamo che le HF QPO possano essere de-
scritte in termini i frequenze di oscillazione epiciclica del disco e che, di conseguenza,
abbiano una origine locale, se pure vincolata ad una distanza dall’oggetto centrale
limitata, all’interno della regione di campo forte. Consideriamo, quindi, l’instabilita`
magneto-rotazionale, come processo direttamente collegato all’oscillazione epiciclica
del flusso, anche essa di carattere locale, e dotata di un tempo scala dinamico, il tas-
so di crescita, paragonabile ai tempi scala dei moti orbitali di natura gravitazionale,
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ed andiamo ad indagare l’influenza dell’instabilita` sull’oscillazione epiciclica.
L’intento e` simile al caso descritto nel capitolo precedente per l’oscillazione epiciclica
smorzata dall’effetto dissipativo della turbolenza; questa volta, tuttavia, utilizziamo
un approccio diverso: consideriamo l’oscillazione locale del disco come una deviazio-
ne dal moto geodetico dell’elemento di fluido orbitante. Di conseguenza, torniamo
ad utilizzare l’approssimazione di particella test per il singolo elemento di fluido, in
termini Hamiltoniani, come nel Capitolo 2.
Gli effetti della dinamica non-lineare del processo MRI, sono introdotti tramite la
generalizzazione relativistica della analogia meccanica per l’ accoppiamento magne-
tico tra due elementi di fluido isolati, descritta nel capitolo precedente.
Si tratta chiaramente di una semplificazione eccessiva del fenomeno. Tuttavia, un
modello di questo tipo permette di combinare gradualmente i processi coinvolti nella
dinamica locale complessiva, e conduce in modo naturale alla formulazione di una
analisi piu` adeguata.
Il primo passo nella costruzione del sistema, consiste nella scrittura delle equazioni
per il moto geodetico perturbato.
4.1.1 Perturbazione del moto geodetico
In termini di relativita` generale, consideriamo lo spazio-tempo descritto dal tensore
metrico gµν(xλ), in termini dell’elemento di linea
ds2 = gµν(xλ)dxµdxν . (4.1.1)
Nello spazio cos`ı definito, l’orbita circolare di una particella test immersa in un
campo gravitazionale, generato da un oggetto centrale massivo, e` descritta da una
curva geodetica, ovvero da una curva xµ(τ), per cui il vettore tangente uµ = dx
µ
dτ
soddisfa la condizione
uλ∇λuµ = 0, ⇔ du
µ
dτ
+ Γµλρu
λuρ = 0 (4.1.2)
dove Γµλρ indica i coefficienti di connessione di Christoffel relativi alla metrica gµν .
La scelta della metrica e` legata alle caratteristiche dell’oggetto centrale: per un
corpo dotato di rotazione, per cui il campo gravitazionale assume simmetria assiale,
utilizziamo la metrica di Kerr; in caso contrario facciamo riferimento alla metrica di
Schwardschild.
In entrambi i casi, le orbite circolari sono sempre confinate sul piano equatoriale,
per cui θ = pi/2, e definite da un quadri-vettore velocita`
uµ ≡ {ut, 0, 0, uφ} (4.1.3)
dove
uφ =
√
M
r3/2√
1− 3Mr + 2a
√
M
r3/2
= ωK (4.1.4)
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rappresenta la frequenza angolare del moto circolare nel sistema di riferimento
solidale alla particella, ωK/ut per un osservatore all’infinito; mentre
ut =
1 + a
√
M
r3/2√
1− 3Mr + 2a
√
M
r3/2
(4.1.5)
Entrambe le componenti sono scritte in metrica di Kerr; l’equivalente in metrica di
Schwarzschild si ottiene semplicemente ponendo a = 0.
Il nostro obbiettivo e` calcolare le deformazioni delle orbite circolari, che interprete-
remo come la risposta del moto di equilibrio ad una perturbazione esterna.
L’approccio che utilizziamo consiste nel deformare direttamente la traiettoria geo-
detica, considerando piccole deviazioni delle coordinate:
xµ(τ) ⇒ x˜µ(τ) = xµ(τ) + ξµ(τ) (4.1.6)
Assumiamo ξµ(τ) infinitesimo e tale che u˜µ = dx˜
µ
dτ soddisfi ancora la condizione
geodetica, ovvero
du˜µ
dτ
+ Γµλρ(x˜
µ)u˜λu˜ρ = 0. (4.1.7)
Ora, considerando che x˜µ − xµ = ξµ  1, la nostra equazione geodetica in (7) puo`
essere riscritta, in forma di sviluppo in serie di Taylor, in potenze di ξµ.
Il moto della particella test nel campo gravitazionale e` determinato dalle grandezze
Γµλρ: se la derivata
du˜µ
dτ rappresenta la quadri-accellerazione della particella, il termine
−Γµλρ(x˜µ)u˜λu˜ρ puo` essere considerato come la quadri-forza agente sulla particella. In
questo senso, Γµλρ rappresenta il campo di forze definito dalle derivate del potenziale
gravitazionale gµν1.
Di conseguenza lo sviluppo di Taylor dell’equazione del moto geodetica consiste
fondamentalmente nell’espansione dei coefficienti di Christoffel in serie di potenze
di ξµ, ovvero
Γµλρ(x˜
µ) = Γµλρ(x
µ) + ξσ∂σΓ
µ
λρ(x˜
µ) +
1
2
ξσξτ∂2στΓ
µ
λρ(x˜
µ) + . . . , (4.1.8)
esattamente come faremmo nel caso di un generico sistema gradiente, x¨+ f(x) = 0,
perturbato attorno ad una sua posizione di equilibrio x0:
x¨− x¨0 + f(x0) + f ′(x0) · (x− x0) + 12f
′′(x0) · (x− x0)2 + . . . , (4.1.9)
dove con f ≡ ∇Φ(x) intendiamo il campo di forze relativo al potenziale, mentre le
f ′ rappresentano le derivate di ordine superiore2.
1Γµλρ =
1
2
gµν
“
∂gνλ
∂xρ
+
∂gνρ
∂xλ
− ∂gλρ
∂xν
”
2In termini Tolemaici, il primo ordine di questa espansione descrive proprio un moto epiciclico,
con frequenza f ′(x0), cioe` ωepi =
p
f ′(x0)
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Ritornando al caso relativistico, otteniamo l’espansione in potenze di ξµ della tra-
iettoria geodetica semplicemente sostituendo lo sviluppo in (8) nella equazione (7).
L’ordine zero di questo sviluppo coincide con l’equazione geodetica originaria in xµ,
mentre il primo ordine ci fornisce l’equazione geodetica per il vettore deviazione ξµ:
d2ξµ
dτ2
= −∂αΓµρλuρuλξα − 2Γµρλuρ
ξλ
dτ
+O(|δx|2), (4.1.10)
ovvero, dal punto di vista geometrico, la condizione che il vettore di perturbazione
ξµ deve soddisfare, affinche` la curva x˜µ rappresenti una geodetica.
Dal punto di vista fisico, nella parte destra dell’equazione (8) si puo` identificare
l’equivalente relativistico dell’equilibrio tra la forza inerziale centrifuga e la forza
inerziale di Coriolis, rispettivamente. Nel complesso, l’equazione per ξµ descrive il
moto della particella test attorno alla sua posizione di equilibrio, lungo xµ.
Per ξµ piccolo, il moto attorno alla posizione di equilibrio e` un moto oscillato-
rio armonico, le cui frequenze caratteristiche sono state introdotte nel capitolo 23.
Sviluppiamo l’equazione (8) nelle rispettive coordinate (t, r, θ, φ):
• Componente temporale:
d2ξt
dτ2
+ 2∂rΓtrtu
rutξr + 2Γtrtu
tdξ
r
dτ
+ 2Γttru
r dξ
t
dτ
= 0, (4.1.11)
che si riduce a
d2ξt
dτ2
+ 2Γtrtu
tdξ
r
dτ
= 0, (4.1.12)
per ur = 0.
• Componente azimutale:
d2ξφ
dτ2
+ 2Γφθφu
φdξ
θ
dτ
+ 2Γφφθu
θ dξ
φ
dτ
+ 2Γφrφu
φdξ
r
dτ
+ (4.1.13)
+2Γφφru
r dξ
φ
dτ
+ ∂rΓ
φ
rφu
ruφξr + ∂θΓ
φ
θφu
θuφξθ = 0,
che si riduce a
d2ξφ
dτ2
+ 2Γφrφu
φdξ
r
dτ
= 0, (4.1.14)
per ur, uθ = 0 e Γφθφ
∣∣
θ=pi/2
= 0.
3 In effetti, come vedremo piu` avanti, il nostro approccio e` equivalente a considerare le piccole
oscillazioni di un sistema ad un solo grado di liberta`, partendo da uno sviluppo di Taylor in ξµ per
il potenziale efficace relativistico, a cui e` soggetta la particella test.
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• Componente verticale:
d2ξθ
dτ2
+ 2Γθθru
r dξ
θ
dτ
+ 2Γθrθu
θ dξ
r
dτ
+ 2Γθφφu
φdξ
φ
dτ
+ (4.1.15)
+∂rΓθrθu
ruθξr + ∂rΓθθru
θurξr + ∂θΓθφφu
φuφξθ = 0,
che si riduce a
d2ξθ
dτ2
+ ∂θΓθφφu
φuφξθ = 0, (4.1.16)
per ur, uθ = 0 e Γθφφ
∣∣
θ=pi/2
= 0.
L’equazione (14) descrive un oscillatore armonico con frequenza ω2θ = ∂θΓ
θ
φφu
φuφ.
• Componente radiale:
d2ξr
dτ2
+ 2Γrttu
tdξ
t
dτ
+ 2Γrφφu
φdξ
φ
dτ
+ 2Γrrru
r dξ
r
dτ
+ (4.1.17)
+2Γrθθu
θ dξ
θ
dτ
+ ∂rΓrrru
rurξr + ∂rΓrθθu
θuθξr +
+∂rΓrφφu
φuφξr + ∂θΓrφφu
φuφξr + ∂rΓrttu
tutξr = 0,
che va in
d2ξr
dτ2
+ 2Γrttu
tdξ
t
dτ
+ 2Γrφφu
φdξ
φ
dτ
+ (4.1.18)
+∂rΓrφφu
φuφξr + ∂rΓrttu
tutξr = 0,
per ur, uθ = 0 e ∂θΓrφφ
∣∣
θ=pi/2
= 0.
La dipendenza in (16) da ξφ e ξt si elimina per mezzo delle equazioni (10) e
(12), per cui
d2ξr
dτ2
+ 2Γrttu
t2Γtrtu
tξr + 2Γrφφu
φ2Γφrφu
φξr + (4.1.19)
+∂rΓrφφu
φuφξr + ∂rΓrttu
tutξr = 0,
ovvero
d2ξr
dτ2
= −ω2rξr, (4.1.20)
con ω2r = [2Γ
r
ttu
t ·2Γtrtut+2Γrφφuφ ·2Γφrφuφ+∂rΓrφφuφuφ+∂rΓrttutut] frequenza
caratteristica dell’oscillazione radiale.
Il risultato ottenuto sopra vale sia in metrica di Kerr che in metrica di Schwarzschild.
I due oscillatori, radiale e verticale, descrivono il moto epiciclico della particella test,
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e sono fra loro indipendenti. Le frequenze caratteristiche in metrica di Kerr sono
date da:
ωθ =
√√√√1− 4a√Mr3/2 + 3a2r2
1− 3Mr + 2a
√
M
r3/2
, (4.1.21)
ωr =
√√√√1− 6Mr + 8a√Mr3/2 + 3a2r2
1− 3Mr + 2a
√
M
r3/2
, (4.1.22)
rispettivamente in metrica di Schwarzschild, ponendo a = 0.
L’idea e` quella di considerare l’accoppiamento tra la componente poloidale del
moto epiciclico gravitazionale dell’elemento di fluido, e l’oscillazione epiciclica sul
piano equatoriale del disco, perturbata dal meccanismo MRI. In termini matemati-
ci, cio` equivale a costruire un sistema di quattro oscillatori non-lineari accoppiati e
forzati.
Il modello implica due assunzioni fondamentali: la prima consiste nella possibilita`
che un disco di fluido possa oscillare con le frequenze caratteristiche dei moti epici-
clici di singola particella, ed e` stata giustificata nel secondo capitolo; la seconda e`
direttamente legata all’esistenza dell’instabilita` magneto-rotazionale in presenza di
un campo di gravita` forte.
Poiche´ l’instabilita` magneto-rotazionale ha origine dall’accoppiamento elastico di
elementi di fluido in orbita attorno ad una sorgente di potenziale, le accelerazioni
inerziali giocano un ruolo fondamentale nella dinamica del processo. In questo senso,
ci si puo` aspettare che la gravita` forte porti delle modifiche sostanziali al processo.
Al contrario, l’MRI, mantenendo l’ipotesi di incomprimibilita` del flusso, dimostra
di operare in modo virtualmente immutato in regime di campo forte, quindi fino
all’orbita stabile piu` interna del disco (Araya-Go`chez, 2002).
4.1.2 MRI Relativistica: Analogia Meccanica
Riconsideriamo l’equazione (4.1.10), e interpretiamo lo spostamento della particella
libera ξµ rispetto alla sua posizione di equilibrio, xµ ± ξµ, come la distanza tra due
diversi elementi di fluido. Nel caso di un fluido magnetizzato, questi due elementi
devono essere accoppiati per mezzo del campo magnetico, a causa della forza di
Lorentz. Come descritto da Balbus & Hawley, se interpretiamo questa forza come
una tensione, possiamo rappresentare il legame semplicemente come una molla, con
una certa frequenza naturale γ. Le orbite dei due elementi di fluido interagiscono,
quindi, tramite un potenziale che definiamo
Φ ≡ 1
2
γ2hµνξ
µξν , (4.1.23)
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dove hµν = gµν + uµuν proietta lo spostamento sullo spazio normale alla quadri-
velocita` dell’orbita circolare imperturbata. Data l’interazione, siamo in grado di
costruire la Lagrangiana del sistema, dalla quale otteniamo le equazioni del moto
d2ξµ
dτ2
= −∂αΓµνλuνuλξα − 2Γµνλuν ξ˙λ − γ2hµνξν (4.1.24)
ovvero una versione relativistica del modello meccanico di MRI sviluppato da Balbus
et al. (Gammie, 2004).
Questo sistema descrive un moto epiciclico, perturbato dall’azione della forza elastica
Fµ = −γ2hµνξν , e costituisce il modo piu` semplice di introdurre l’effetto dell’instabi-
lita` magneto-rotazionale sul moto oscillatorio gravitazionale. Infatti, se supponiamo
che la perturbazione che da´ luogo alla deviazione dal moto geodetico sia armonica
nel tempo, ξµ ∼ exp(−iωτ), troviamo che le frequenze corrispondenti ai moti sul
piano equatoriale soddisfano la relazione
ω4 − ω2(2γ2 + κ2) + γ2(γ2 − s2) = 0. (4.1.25)
Questa equazione non descrive una relazione di dispersione, perche´ non contiene
termini spaziali; tuttavia, appare evidente l’analogia con la relazione di dispersione
per il moto sul piano equatoriale, ricavata dalle equazioni MHD nel modello locale.
In questo caso, γ richiama alla frequenza di Alfve`n |k · vA| e
s2 =
3
r3
1− 2/r
1− 3/r (4.1.26)
coincide con il termine di marea. In particolare, anche in questo caso e` possibile
definire un tasso massimo di crescita dell’instabilita`, al variare di γ,
|ω2max| =
s4
4(s2 + κ2)
=
9
16
1
r3
(
1− 2/r
1− 3/r
)2
(4.1.27)
corrispondente ad una frequenza
γ2 =
s2
4
s2 + 2κ2
s2 + κ2
. (4.1.28)
Questo tasso di crescita e` calcolato rispetto al tempo proprio τ , cioe`, misurato da un
osservatore in orbita circolare con l’elemento di fluido considerato. Se esprimiamo le
frequenze nel tempo t di Boyer-Lyndquist (per un osservatore all’infinito), otteniamo
|ω2t,max| =
9
16
Ω2
(
(1− 2/r)2
1− 3/r
)
(4.1.29)
paragonabile al tasso massimo di crescita4 nel caso Newtoniano |ω2N,omax| = (9/16)r−3,
gia` ricavato in (3.2.15).
4La validita` di questo argomento e` limitata al caso in cui la rotazione dell’oggetto centtrale sia
piccola. In caso contrario (a ∼ 1) la rotazione geometrica dello spazio tempo puo` influenzare il
meccanismo di induzione del campo magnetico, roducendo dei tassi di crescita molto piu` alti che
nel caso Newtoniano (Yokosawa, 2005).
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Una volta calcolato il contributo della forza elastica nelle singole componenti,
rispettivamente
hrνξ
r = ξr, (4.1.30)
hθνξ
θ = ξθ,
hφνξ
φ = ξφ + uφ
(
utξ
t + uφξφ
)
,
htνξ
t = ξt + ut
(
utξ
t + uφξφ
)
,
possiamo passare all’integrazione diretta, in termini numerici, delle nostre equazio-
ne in (4.1.24) (Calcoli in appendice A). Il risultato in figura (4.1) mostra un chiaro
andamento divergente dell’oscillazione, laddove, in assenza di Fµ si aveva una com-
binazione di oscillatori armonici indipendenti, figura (4.2). Questo comportamento
Figura 4.1: Integrazione dell’equazione (4.1.24): l’oscillazione piu` evidente e` relativa
al moto radiale; il moto verticale mantiene un’ampiezza paragonabile al caso in
assenza di tensione(sovrapposto ad Ai = 0). La forma dell’oscillazione non varia
sostanzialmente con il parametro di rotazione a di Kerr, in questo caso a = 0.
e` in accordo con l’andamento divergente della MRI, legato all’amplificazione espo-
nenziale dei modi, ma rapprenta una semplificazione eccessiva del fenomeno MRI
nel suo comlesso: nella sua versione meccanica il meccanismo non ha alcun termine
dissipativo, dunque non ha alcun modo di scambiare energia con un sistema esterno:
di conseguenza diverge.
Nella realta` il meccanismo e` saturato dalla reazione della tensione magnetica, non-
che` dalla turbolenza e dai processi non-lineari a piccola scala.
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Figura 4.2: (Sopra) Oscilazioni epicicliche radiali e verticali per il sistema (4.1.10),
con a = 0. (Sotto) Spettro delle frequenze caratteristiche del moto. Come previsto
dalla teoria ωθ > ωr. I due oscillatori appaiono del tutto indipendenti.
Nell’intenzione di produrre un andamento piu` verosimile per il processo, il primo
tentativo consiste nell’inserire un termine dinamico non-lineare, che fornisca al si-
stema un termine di reazione che si oppone alla crescia dell’instabilita`.
Il modo piu` semplice per ottenere questo risultato, in termini dinamici, e` intro-
durre nella costante elastica dell’oscillatore in equazione (4.1.24) una dipendenza
quadratica dall’ampiezza, ovvero porre
γ2 → γ2(1 + βξµ2), (4.1.31)
dove con β introduciamo un parametro di intensita` per il termine non-lineare. I Il
risultato di questa operazione e` mostrato in figura (4.3). L’introduzione di un’inte-
razione non-lineare sembra aumentare progressivamente il numero di frequenze ca-
ratteristiche del sistema, attraverso una serie di biforcazioni. Il termine non-lineare
costringe la costante elastica a crescere con il quadrato dell’ampiezza di oscillazione.
Piu` alto e` il valore di gamma, piu` piccola l’ampiezza di oscillazione. In particolare,
e` interessante vedere come un aumento del numero di frequenze caratteristiche del
sistema, a causa della non linearita` introdotta, produca un effetto apparentemente
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Figura 4.3: (Sopra) Andamento dell’ampiezza dei modi MRI, in seguito all’inseri-
mento di una dipendenza quadratica della costante elastica in funzione dell’ampiezza
stessa. Il processo non-lineare produce una reazione negativa che limita la crescita
dell’instabilita`. L’introduzione di una reazione negativa e` volta a mimare l’effetto
dell’irrobustimento delle linee di campo a causa del meccanismo dinamo. (Sot-
to) Lo spazio delle fasi relativo alla componente radiale descrive bene l’andamento
divergente.
dissipativo: l’energia nei modi originali del sistema diminuisce effettivamente; tutta-
via essa non e` dissipata, ma semplicemente redistribuita tra i nuovi modi generati.
L’energia totale e` ovviamente conservata, come deve essere per un sistema Hamil-
toniano. Questa osservazione sara` utile piu` avanti, quando andremo a considrare lo
sviluppo al terzo ordine del moto quasi-geodetico.
Nel complesso, l’introduzione del termine non-lineare determina una forte riduzione
del tasso di crescita dell’ampiezza delle oscillazioni: si passa da una crescita espo-
nenziale ad una crescita quasi-lineare.
Il risultato ottenuto non e` ancora sufficiente a riprodurre le caratteristiche fonda-
mentali del meccanismo MRI, prima fra tutte e piu` importante, la saturazione. Il
nostro obbiettivo e` infatti costruire un meccanismo di eccitazione per il sistema di
oscillatori epiciclici, che riproduca un regime stazionario, cos`ı come stazionario e` il
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processo di trasferimento di energia dalla rotazione al fluido tramite MRI.
A questo scopo, inseriamo nel sistema un termine esplicitamente dissipativo. Questo
termine va a rendere conto di un carattere fondamentale del meccanismo di insta-
bilita` magneto-rotazionale, ovvero la dissipazione prodotta dal regime turbolento.
Nei paragrafi precedenti abbiamo visto come gli effetti degli stress turbolenti a larga
scala possano essere resi, a livello qualitativo, in termini di una viscosita` efficace, tra-
mite la parametrizzazione di Shakura & Sunyaev. Partiamo, quindi, da un termine
dissipativo del tipo
damping ∼ −ν ξ˙µ con ν = αΩ, (4.1.32)
avendo posto ΩH2 ∼ Ω, cioe` H ∼ 1. In particolare, utilizziamo come valore iniziale
del parametro α il numero standard α¯ ∼ 0.01.
Figura 4.4: (Sopra) La combinazione del meccanismo di reazione e della dissipa-
zione, introdotta in termini di attrito dinamico, alla Shakura Sunyaev, porta alla
saturazione dell’instabilita`. Questo risultato, richiede alla viscosita` cinematica un
valore di un ordine di grandezza maggiore rispetto al valore standard, α ∼ 0.01.
(Sotto) In questo caso, lo spazio delle fasi evidenzia la nascita di un’orbita periodica
(ciclo limite), come descritto in Capitolo 1.
L’effettiva saturazione del moto si ottiene solo per α′ ∼ 10× α¯, figura (4.4). In
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poche parole la misura di α ricavata dal nostro modello e` in contrasto con il valore
standard alla Shakura & Sunyaev.
Questo risultato e` particolarmente interessante perche´ proveniente da un modello
dinamico e locale del flusso, dove imporre che l’instabilita` magneto-rotazionale sa-
turi equivale a considerare un preciso bilancio energetico locale per la materia in
accrescimento.
Supponiamo che la nostra ’regione locale‘ di disco rappresenti un sistema chiuso e
consideriamo la seguente relazione di conservazione dell’energia
∂
∂t
E +∇ · S = Pext − Pdiss (4.1.33)
dove E e` la densita` di energia della componente turbolenta dei campi, S e` il flusso di
Poynting che rappresenta il flusso di energia radiata, Pext indica l’energia convertita
dai campi medi ai campi turbolenti, mentre Pdiss e` il tasso di dissipazione dell’energia
dovuta alla viscosita` microscopica e alla resistivita` (Zhang et al. 1994). Trascurando
l’energia persa per radiazione, la condizione di stazionarieta` cercata impone
Pext ∼ Pdiss. (4.1.34)
In particolare, poiche` Pext e` direttamente collegato all’attrito tra strati di fluido in
rotazione differenziale, ovvero
Pext =
(
r
∂
∂t
Ω
)
(ρ) [ρ〈uruφ〉 − 〈uAruAφ〉]; (4.1.35)
se si esprime Pdiss all’equilibrio, in termini di parametrizzazione α, sfruttando argo-
menti dimensionali per Pext, si ottiene
Pdiss ∼ αH2Ω3. (4.1.36)
Tuttavia, poiche´ nel nostro caso Pext 6= Pdiss, necessariamente deve essere
α = α¯+ qualcosa (4.1.37)
ovvero il mezzo deve essere piu` viscoso. Questo risultato puo` essere letto a confer-
ma delle considerazioni sviluppate alla fine del capitolo precedente: la presenza dei
campi magnetici trasforma le proprieta` di risposta del mezzo. In questo senso, un
modello semplicmente meccanico non e` in grado di dare una rappresentazione del
moto aderente alla realta`.
In ogni caso, il modello costruito fornisce dei risultati interessanti: innanzitutto,
l’ampiezza dell’oscillazione epiciclica radiale e` amplificata di circa tre ordini di gran-
dezza, da 0.01 in figura (4.2) a circa 10 in figura (4.4), il che, nei limiti di plausibilita`
del modello, conferma l’idea che il meccanismo MRI possa fungere da amplificatore
locale dell’oscillazione; in secondo luogo, lo spettro di frequenza della componente
radiale risulta evidentemente piu` complesso , rispetto al caso libero, come si vede in
figura (4.5). Questo carattere e` una diretta conseguenza dell’inserimento del termine
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Figura 4.5: Spettro di frquenza del moto epiciclico radiale forzato dal meccanismo
MRI.
non-lineare (4.1.31).
Dunque, la varieta` della risposta spettrale del sistema, in assenza di meccanismi di
eccitazione esterni dotati di frequenza caratteristica propria, risulta legata sostan-
zialmente alla componente non-lineare del moto.
In questo senso, piuttosto che spingerci oltre nello studio degli effetti di un meccani-
smo di eccitazione creato ad hoc, intendiamo concentrare l’attenzione sulla influenza
degli ordini superiori al primo, nello sviluppo di Taylor del moto geodetico, rispetto
alla dinamica complessiva.
4.1.3 Dinamica complessa: moto quasi-geodetico agli ordini supe-
riori
L’oscillazione epiciclica e` stata assunta, nel nostro lavoro di tesi, come meccanismo
di base per la produzione della componente periodica degli spettri di variabilita`
dell’emissione X. Questa assunzione non e` fondata esclusivamente sulla produzione
delle frequenze epicicliche da parte del sistema, ma, piuttosto, sulla varieta` di com-
binazioni di queste frequenze fondamentali, nel momento in cui il sistema transita
da un ragime lineare ad un regime non-lineare.
Dalla teoria delle piccoli oscillazioni (Landau & Lifshiz, 1976), e` noto che la com-
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ponente non-lineare di un sistema di oscillatori armonici indipendenti produce un
accoppiamento della dinamica dei singoli oscillatori, dando luogo a fenomeni caratte-
ristici come il congelamento delle frequenze, la risonanza dei modi, e la modificazione
dei valori delle frequenze fondamentali del sistema. Nell’ambito di un tentativo di
interpretazione del fenomeno QPO in chiave orbitale, questi fenomeni derivanti dalla
componente non-lineare del moto possono fornire degli osservabili importanti5.
Questo argomento ci porta ad approfondire l’indagine sul moto quasi-geodetico e, di
conseguenza, a considerare la componente non-lineare del moto, associata agli ordini
superiori al primo nello sviluppo di Taylor cominciato in equazione (8).
Poiche` la serie di Taylor e` dotata di infiniti termini, la questione fondamentale e`
capire a quale ordine di espansione fermarsi.
Tipicamente, gia` al secondo ordine, il sistema e` in grado di produrre nuove frequenze
caratteristiche di tipo combinatorio (Landau & Lifshiz, 1976), ovvero create dalla
combinazione delle frequenze fondamentali ωi, ωj , del tipo
ωi ± ωj . (4.1.38)
Queste frequenze si sovrappongono a quelle originarie, aumentando la risposta coe-
rente del moto ad una perturbazione esterna.
Quando si passa al terzo ordine, la possibilita` di combinare tre frequenze,
ωi ± ωj ± ωi (4.1.39)
da luogo ad oscillazioni con frequenze combinatorie che si avvicinano a quelle ori-
ginali, ad esempio ωi + ωj − ωi. In questo modo il sistema sviluppa un processo
di risonanza, che, in presenza di una sorgente di energia esterna, a sua volta da
luogo ad oscillazioni con ampiezza crescente nel tempo. Anche in questo caso, l’am-
plificazione dei modi e` un meccanismo interessante nell’ambito dell’interpretazione
QPO, perche´ fornisce un meccanismo di amplificazione dei modi locali del disco,
aumentandone le probabilita` di ossevazione. In particolare, come abbiamo visto nel
Capitolo 2, la dipendenza delle frequenze orbitali dal raggio permetterebbe di legare
il sito di risonanza dei modi ad una precisa regione del disco.
Inoltre, i termini del terzo ordine nello sviluppo in serie di Taylor sono sufficienti a
provvedere lo smorzamento necessario a saturare la crescita dell’ampiezza in caso di
risonanza (Rebusco,2004).
Dunque, in questa ottica, andiamo ad ampliare l’equazione (8) considerando anche
i termini relativi al secondo e terzo ordine nello sviluppo in serie di Taylor della (7).
Nella suaforma copleta al terzo ordine, l’equazione (8) si scrive come segue (Colistete
5Pensiamo alle HFQPO che si muovono lungo lo spettro mantenendo una differenza di frequenza
costante, o alla relazione νu : νl ' 3 : 2 osservata in diversi sistemi binari (Capitolo 1).
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et al., 2006):
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L’equazione (23) descrive complessivamente un sistema di quattro oscillatori non-
lineari accoppiati. Questo sistema puo` essere risolto in modo analitico, tipicamente
per mezzo di un metodo di approssimazione a scale multiple, ovvero considerando i
diversi ordini nello svilupo di Taylor come variabili indipendenti e quindi riducendo
l’equazione differenziale non-lineare ad un sistema di equazioni differenziali lineari
(Rebusco, 2004, Colistete et al., 2006). Nel nostro caso, l’analisi del sistema e` porta-
ta avanti in termini numerici. Di conseguenza, il primo passo consiste nella scrittura
esplicita della (24) nelle singole coordinate e nel calcolo esplicito dei coefficienti.
Benche` nella maggior parte dei sistemi fisici considerati, la sorgente del campo gra-
vitazionale sia dotata di rotazione propria e quindi richieda una descrizione dello
spazio-tempo in metrica di Kerr, lo studio in termini numerici del sistema al primo
ordine in metrica di Kerr rivela che le caratteristiche fondamentali del moto sono
prodotte dai termini Schwarzschild. In questo senso, abbiamo scelto di sviluppa-
re l’equazione (24) in metrica di Schwarzschild, ’riducendo il grado di noiosita`’ dei
calcoli. In realta`, questa scelta comporta una perdita di informazione importan-
te sull’insieme di frequenze prodotte dalla dinamica complessiva: sappiamo infatti
che in metrica di Kerr l’assenza di degenerazione tra frequenze epiciliche e` totale,
ωk 6= ωθ 6= ωr, mentre in metrica di Schwarzschild ωk = ωθ.
Consideriamo inizialmente solo la dinamica dei due oscillatori radiale e verticale;
l’interazione elastica sara` introdotta in un secondo momento. Pertanto, scegliamo
come in precedenza di esprimere le variabili ξφ e ξt in funzione di ξr, limitandoci
a considerarne lo sviluppo al primo ordine. In questo modo non perdiamo alcun
termine nello sviluppo per ξr,ξθ ed il nostro calcolo risulta consistente con la lette-
ratura (Rebusco, 2004).
Per semplificare la notazione, useremo dξ
µ
dτ ≡ ξ˙µ e porremo direttamente a zero i
termini proporzionali a ur, uθ, urur, uθuθ.
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• Componente radiale:
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• Componente verticale:
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In entrambi i casi, utilizziamo le relazioni
ξ˙t = 2Γtrtu
tξr e ξ˙φ = 2Γφrφu
φξr (4.1.44)
Anche in questo caso, abbiamo integrato le equazioni del moto numericamente. In
figura (4.5), il sistema mostra diverse nuove frequenze. Le frequenze fondamentali
del moto epiciclico mantengono lo stesso valore del sistema al primo ordine. In par-
ticolare, la componente radiale del moto presenta un picco a frequenza ω > ωr, di
notevole intensita` ed terzo picco abbastanza definito ad alta frequenza, ma di bassa
intensita`. Queto risultato e` particolarmente interessante, per l’interpretazione del fe-
nomeno QPO. Ricordiamo che il sistema di oscillatori accoppiati, (4.1.43)−(4.1.42),
non e` soggetto ad alcun meccanismo di eccitazione esterno.
Questo risultato ci induce a studiare il comportamento del sistema al variare del
raggio dell’orbita stabile di riferimento per il moto epiciclico. Se si concentra l’at-
tenzione sul primo picco secondario della componente radiale, si nota che l’intensita`
4.1 Un Primo Modello: Perturbazione dei Modi Epiciclici Indotta da
MRI 83
Figura 4.6: Spettro di potenza del moto oscillatorio prodotto dall’accoppiamento dei
sistemi descritti in (4.1.43) − (4.1.42), per R = 14. Questo spettro va confrontato
con quello in figura (4.2). Il sistema non-lineare accoppiato ha prodotto delle nuove
frequenze caratteristiche.
del picco cresce, inizialmente, al crescere del raggio, cioe` all’aumentare della distan-
za dall’oggetto centrale. Tuttavia, ad un certo raggio R ∼ 11, in unita` di raggi di
Sschwardschild, questa tendenza si inverte e l’intensita` tende a diminuire.
Se andiamo a misurare, per ogni raggio, il rapporto tra le frequenze fondamentali
dei due oscillatori, scopriamo che per R ∼ 11 si ha ωθ/ωr ∼ 3/2. Questo risultato
rimanda al fenomeno della risonanza parametrica descritto alla fine del secondo ca-
pitolo. Lo stesso fenomeno si ripete dove il rapporto tra le frequenze fondamentali si
avvicina a uno. In entrambi i casi, il sistema produce un picco secondario be distinto
ad una frequenza di un ordine di grandezza superiore alle fondamentali.
In particolare, dal momento che i rapporti di frequenza ωθ/ωr ∼ 1, ωθ/ωr ∼ 3/2
definiscono la condizione di massima risonanza, rispettivamente per il caso esterno
e per il caso parametrico, i raggi relativi individuano una precisa regione del disco,
dove questo tipo di comportamento e` fortemente probabile.
Questo tipo di comportamento potrebbe fornire una spiegazione per il fenomeno
delle HF QPOs, completamente indipendente dalla natura dell’oggetto centrale. Ci
si puo` aspettare che il contributo delle proprieta` del flusso alla dinamica complessi-
va contribuisca ad aumentare la variabilita` della risposta in frequenza del sistema,
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Figura 4.7: Variazione dello spettro di frequenza della componente radiale (sopra)
del sistema (4.1.43) − (4.1.42), e della componente verticale, al variare del raggio.
I grafici vanno da un raggio R = 7.5 ad un raggio R = 27.5, in unita` di raggi di
Schwardschild. Lo spettro del moto radiale presenta tre picchi distinti: un fonda-
mentale e due secondari; il moto verticale mostra un possibile picco a frequenza
inferiore alla fondamentale e per piccoli raggi, mentre al crescere del raggio sviluppa
un picco distinto a frequenza piu` alta.
4.2 Analogia Viscoelastica 85
Figura 4.8: Andamento del rapporto tra frequenza epiciclica verticale e radiale:
i raggi rilevanti sono Rrp ' 11.6 e Rr ' 35, relativi rispettivamente a rappori
ωθ/ωr ' 3/2 e ωθ/ωr ' 1.
rendendo i nostri spettri piu` vicini a quelli osservati.
4.2 Analogia Viscoelastica
La possibilita` di una forte analogia tra le linee annodate di campo magnetico in
un mezzo turbolento e l’intrigo di molecole polimeriche in un fluido visco-elastico e`
stata seriamente presa in considerazione negli ultimi anni (Ogilvie 2001, Williams
2001), laddove l’anisotropia dello stato turbolento assume un ruolo fondamentale
sulla dinamica complessiva del disco, come ad esempio nello studio della dinamica
non-lineare di dischi eccentrici, o per i meccanismi di collimazione dei Jet.
In effetti, l’ipotesi fisica su cui si basa l’idea di una viscosita` efficace turbolenta para-
metrizzata da Shakura e Sunyaev, parte da un’analogia tra il moto casuale di ’blobs’
di materia turbolenta e la teoria cinetica dei moti termici delle molecole. In presenza
di campo magnetico, immaginando che queste molecole siano legate tra loro dalle
linee di campo, la descrizione del comportamento del mezzo deve necessariamente
cambiare, anche al livello di approssimazione. In questo senso, quando introduciamo
il campo magntico e andiamo a considerare problemi in cui il numero di Reynolds
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magnetico e` molto grande, puo` essere piu’ appropriato associare il comportamento
del mezzo a quello di un fluido viscoelastico e, analogamente all’approssimazione
di Shakura e Sunyaev , introdurre dei coefficienti addizionali nella descrizione dello
stress MHD turbolento, come abbiamo visto alla fine del capitolo precedente.
Inoltre, sia nel caso di turbolenza MHD, dove la pseudo-molecola immersa in un
mezzo turbolento e` a sua volta collegata tramite tensione magnetica alle particel-
le cariche che la circondano, che nel caso di polimeri immersi in una soluzione (o
bagno) l’ambiente circostante puo` essere descritto come un elemento stocastico che
tende ad isotropizzare il sistema; nel primo caso questo elemento e` rappresentato
dai moti casuali della turbolenza, mentre nel secondo caso dal moto termico di tipo
browniano.
Per quanto riguarda la dinamica di disco, abbiamo visto che la MRI fornisce a que-
sto ’bagno turbolento‘ un carattere fortemente anisotropo, per effetto dello shear su
larga scala.
Questa analogia visco-elastica puo` esserci utile al fine di riconsiderare le proprieta`
di equilibrio dinamico locale del flusso e di riassumere in termini stocastici il ruolo
dei termini legati alla presenza di campi magnetici nelle nostre equazioni.
In questo senso, tenteremo di introdurre la dinamica complessa del mezzo continuo
turbolento nel nostro modello meccanico, accoppiando l’oscillatore non-lineare che
descrive la particella rappresentativa dell’elemento di fluido in accrescimento ad un
bagno termico, rappresentato dai moti casuali della turbolenza. Questo bagno termi-
co rappresenta lo stato di non equilibrio stazionario, generato localmente dall’azione
dell’instabilita` magneto-rotazionale.
Capitolo 5
Dinamica locale del disco in
termini stocastici
Per quanto complessa, la risposta dinamica del modello sviluppato nel precedente
capitolo, rimane il prodotto di un sistema dinamico, deterministico, con un numero
limitato di gradi di liberta´. La natura del flusso di accrescimento e` necessariamente
piu` complessa, perche´, come sistema esteso, il plasma ha un numero altissimo di
gradi di liberta`: in termini del modello sviluppato, lo stesso accoppiamento descritto
per due elementi di fluido ideali adiacenti, dovrebbe essere esteso all’intero mezzo
circostante. In termini Hamiltoniani, questo si traduce nello studio della dinamica
di infiniti oscillatori armonici accoppiati. In questo senso, l’analogia viscoelastica ci
da´ la possibilita` di indagare la risposta locale del fluido, in modo qualitativamente
piu` interessante, per mezzo della teoria dei processi stocastici.
5.1 Equazione del moto in un sistema fuori dall’equili-
brio
Isoliamo all’interno del mezzo turbolento un elemento di fluido e riconsideriamo il
campo gravitazionale che lo lega all’oggetto centrale. Questo elemento di fluido puo`
essere interpretato come una particella Browniana sospesa in un fluido turbolento
ed intrappolata in una buca di potenziale gravitazionale. Nel caso di semplice fluido
viscoso, il comportamento dinamico di questa pseudo-particella sarebbe tipicamente
descritto dall’equazione di Langevin
v˙ = −ζv −∇Φ+ ξ (5.1.1)
dove ζ indica il coefficiente di attrito, v la velocita` della particella e ξ la forza,
descritta da un rumore termico Gaussiano con media zero e funzione di correlazione
stazionaria
〈ξα(t)ξβ(t′)〉 = δαβν(t− t′) α, β = 1, · · · , dim (5.1.2)
87
88 Dinamica locale del disco in termini stocastici
con ν(t− t′) funzione simmetrica di (t− t′).
Se pero` teniamo conto delle proprieta` elastiche che il campo magnetico conferisce al
mezzo, dobbiamo considerare il fluido come visco-elastico e la descrizione del moto
cambia significativamente.
Il fluido visco-elastico ha la capacita` non solo di dissipare l’energia della paricella
per attrito, ma anche di immagazinarla. Questa capacita` di immagazinare energia
e` legata al fenomeno elastico di rilassamento che caratterizza il mezzo e puo` essere
introdotta nel formalismo di Langevin tramite una funzione di memoria (kernel
dissipativo)
v˙ +
∫ +∞
−∞
ζαβ(t− t′)v(t′) dt′ = −∇Φ+ ξ. (5.1.3)
Il kernel di memoria ζαβ(t) estende la nozione di attrito al caso piu’ generico. As-
sumendo una struttura spaziale semplice, si scrive ζαβ(t − t′) = δαβζ(t − t′). Per
assicurare il principio di causalita` si prende ζ(t) preoporzionale a θ(t), definendo
ζ(t) = θ(t)f(t) f(t) ≡ ζ(t) + ζ(−t) (5.1.4)
Le funzioni ζ e ν rappresentano rispettivamente la risposta integrata del sistema e
la correlazione del bagno. Nel caso in cui il sistema evolva all’equilibrio termico con
il bagno e questo sia a sua volta in equilibrio ad una temperatura T , le due funzioni
sono legate dal teorema di fluttuazione e dissipazione
θ(t)ν(t) = kBTζ(t) (5.1.5)
Nel caso i cui il bagno consista in un sistema fuori dall’equilibrio, l’equazione della
dinamica resta invariata mentre le funzioni ζ e ν diventano arbitrarie ed il teorema
di fluttuazione e dissipazione non vale, almeno in senso stretto.
Una descrizione in termini stocastici del regime turbolento e` sicuramente giu-
stificata (Frisch,1995). Tuttavia, per costruire un modello consistente in termini
stocastici, avremo bisogno di caratterizzare le proprieta` dell’ambiente turbolento in
termini di una precisa funzione di distribuzione casuale. Di conseguenza, procediamo
per passi, considerando dapprima dei sistemi dinamici standard, che si avvicinano
al nostro modello.
5.1.1 Particella guidata in un potenziale armonico
Consideriamo una particella Browniana soggetta ad un potenziale armonico che
evolve in equilibrio termico con un bagno all’equilibrio (Zamboni et al. 2005). Il
bagno sara` descritto da un rumore Gaussiano (Appendice B).
In una singola dimensione, possiamo scrivere l’equazione di Langevin nello spazio di
Fourier
−mω2x(ω)− iωg(ω)x(ω) = −kx(ω) + ξ(ω) (5.1.6)
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con correlazione rumore-rumore
〈ξ(ω)ξ(ω′)〉 = 2piδ(ω + ω′)ν(ω). (5.1.7)
L’equazione (5.1.6) e` risolta da
x(ω) = G(ω)ξ(ω), G(ω) =
1
−mω2x(ω)− iωg(ω) + k , (5.1.8)
e si trovano le correlazioni
〈x(ω)x(ω′)〉 = −G(ω)G(−ω)2piδ(ω + ω′),
〈x(ω)ξ(ω′)〉 = G(ω)2piδ(ω + ω′). (5.1.9)
In particolare G(ω)G(−ω) = |G(ω)|2, per cui
〈ξ(ω)ξ(ω′)〉 = C(ω)2piδ(ω + ω′) con C(ω) = |G(ω)|2ν(ω). (5.1.10)
poiche´ il bagno e` per ipotesi all’equilibrio vale il teorema di fluttuazione, per cui
posso scrivere ν(t) = 2Tγδ(t) e g(t) = 2Tγδ(t)θ(t).
Cio` che garantisce la valiita` del teorema di fluttuazione e dissipazione non e` il ca-
rattere Gaussiano del rumore ma la condizione di equilibrio, ovvero la possibilita` di
associare al bagno una temperatura costante T . Qualsiasi rumore colorato`1, dotato
di un kernel di memoria ritardato g e di una funzione di correlazione rumore-rumore
ν, per cui il rapporto tra Re(ω) e ν(ω) valga (2T )−1 rispetta il teorema di fluttua-
zione e dissipazione.
Consideriamo adesso un oscillatore armonico bidimensionale con energia potenziale
V (x, y) = k2 (x
2+y2) accoppiato ad un bagno Gaussiano in equilibrio a tempetratura
T , e portato fuori dall’equilibrio da una forza non-conservativa ~h = α(−y, x). Le
equazioni del moto sono
mx¨t + γx˙t = −kxt − αyt + ξt
my¨t + γy˙t = −kyt − αxt + ηt (5.1.11)
dove ξt e ηt sono rumori bianchi Gaussiani indipendenti con varianza 〈ξtξ0〉 =
〈ηtη0〉 = 2γTδ(t). In questo caso, i kernel di memoria gαβ(t − s) si scrivono co-
me δαβg(t− s) = 2δαβγδ(t− s)θ(t− s), dove γ e` il coefficiente d’attrito.
Se definiamo la variabile complessa zt = (xt+iyt)/
√
2 ed il rumore ρt = (ξt+iηt)/
√
2
le equazioni del moto possono essere scritte come
mz¨t + γz˙t = −kzt + ρt, (5.1.12)
dove k = k−iα, 〈ρtρ0〉 = 〈ρ¯tρ¯0〉 = 0 e 〈ρtρ¯0〉 = 2γTδ(t). Questo sistema non soddisfa
il teorema di fluttuazione e dissipazione, quindi le caratteristiche della funzione di
risposta del mezzo non sono direttamente derivabili dalla funzione di correlazione del
1cioe` dotato di un tempo di correlazione finito (Appendice B)
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rumore. In altri termini, la forma funzionale dell’attrito legato al bagno e` arbitraria.
L’energia dell’oscillatore e` H = mz˙z˙ + kzz¯, e la sua derivata nel tempo e` data da
dH
dt
= 2mRez˙tz¨t + 2kReztz˙t = 2αImz˙tzt + 2γz˙tz˙t + 2Rez˙tρt =Wt − W˜t, (5.1.13)
dove Wt = 2αImz˙tzt = α(xty˙t − ytx˙t) e` la potenza iniettata dalla forza esterna
mentre W˜t = 2γz˙tz˙t − 2Rez˙tρt e` la potenza estratta dal termostato.
Infine, se abbandoniamo l’ipotesi di rumore bianco, otteniano l’equazione di Lange-
vin generalizzata
z˙t +
∫ +∞
−∞
g(t− t′)zt(t′) dt′ = −kzt + ρt. (5.1.14)
che consideriamo come equazione del moto generale per descrivere la dinamica del
sistema in un generico bagno fuori dall’equilibrio. Questo semplice sistema costitui-
sce la base per la costruzione delle nostre equazioni.
5.2 Moto quasi-geodetico sottoposto a rumore
Nel nostro caso, la componente deterministica del moto consiste nel sistema dei
quattro oscillatori non-lineari, derivati dallo sviluppo al terzo ordine dell’equazione
geodetica. La componente stocastica del sistema e` costituita dal regime turbolento
del flusso locale, indotto dall’instabilita` magneto-rotazionale.
L’accoppiamento dinamico tra i due sistemi, in termini stocastici, e` reso nel modo
piu` semplice possibile, considerando l’azione combinata dei processi complessi del
disco su scala locale, come una sorgente di fluttuazioni interne per il sistema di oscil-
latori; in altre parole, come rumore o fluttuazione termica.
5.2.1 Rumore interno additivo
Restringiamo l’attenzione alle componenti verticale e radiale del moto epiciclico, e
riscriviamo le equazioni (4.1.43),(4.1.44) in termini semplificati, come
x¨t + ω2θxt = f(x, y, x0, y0)
y¨t + ω2ryt = g(x, y, x0, y0) (5.2.1)
dove le funzioni f e g raggruppano i termini non-lineari del moto. Se introduciamo
una fluttuazione termica, otteniamo la versione stocastica del sistema epiciclico:
x¨t + ω2θxt = f(x, y, x0, y0) + ξt
y¨t + ω2ryt = g(x, y, x0, y0) + ηt (5.2.2)
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dove assumiamo che i termini ηt,ξt siano distribuiti in modo Gaussiano, con media
nulla e correlazione
〈ηtηt′〉 = 〈ξtξt′〉 = 2Dδ(t− t′). (5.2.3)
Il parametro D misura l’intensita` della fluttuazione ed e´ vincolato dal teorema di
fluttuazione e dissipazione, nella relazione
D ∝ KBT, (5.2.4)
dove T indica la temperatura del bagno e Kb e` la costante di Boltzmann.
Nel nostro caso, questo parametro D puo` essere collegato in qualche modo alla
energia media del flusso, a livello locale. In effetti, nei precedenti capitoli, abbiamo
visto che la presenza di MRI puo` portare localmente il flusso all’equilibrio energeti-
co2.
La caratteristica fondamentale di una perturbazione di questo tipo e` che le variabili
casuali introdotte nel sistema non sono legate allo stato dinamico. Il rumore agisce
a tutti gli effetti come una forza esterna. Di conseguenza, ci si puo` aspettare che un
rumore di tipo additivo, svolga per il sistema il ruolo di sorgente di energia. L’inte-
grazione numerica del nostro sistema in (5.2.2), conferma questa interpretazione.
L’effetto della forza esterna stocastica e` quello di traslare le frequenze caratteristi-
che del sistema a valori piu` alti, mantenendone la disposizione reciproca. Inoltre,
l’energia introdotta sembra essere trasferita in parte a basse frequenze ed in parte
ai modi non-lineari, soprattutto quando si entra in una regione di parametri legati
alla risonanza.
Complessivamente, la presenza di rumore interno non produce nuovi stati dinamici
stabili per il sistema, ma e` in grado di modificarne la stabilita`, ad esempio, indu-
cendo il processo di risonanza. Inoltre, la sorgente di energia esterna non sembra
influire sull’ampiezza dell’oscillazione.
Benche` una forma additiva di fluttuazione stocastica Gaussiana appaia piu` plausibile
di un processo ad hoc (Vio et al., 2006), nel tentativo di descrizione della dinamica
complessa del flusso turbolento, essa mantiene molti limiti a livello descrittivo. Ci si
deve chiedere se il sistema, per quanto in grado di ridistribuire l’energia tra i modi
non-lineari, possa tollerare gli effetti di una continua iniezione di energia, in assenza
di una componente dissipativa.
In effetti, le simulazioni numeriche mostrano che, per tempi abbastanza lunghi, il
sistema diventa instabile (Mannella, comunicazione personale). Il problema non e`
di carattere numerico, ma e` legato all’impostazione fisica del sistema ed in parti-
colare all’approssimazione di rumore bianco: inserire nelle equazioni dell’oscillatore
anarmonico un termine stocastico gaussiano equivale idealmente ad attaccare l’o-
scillatore ad un bagno termico all’equilibrio, con tempo di rilassamento nullo, cioe`
ad una sorgente inesauribile di energia, che non puo` essere dissipata in alcun modo.
Gli unici termini ”dissipativi” in questo caso sono di natura dinamica e quindi ina-
deguati per la quantita` di energia iniettata dal rumore.
2Nei calcoli numerici effettuati il parametro D descrive l’intensita` della perturbazione stocastica.
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Figura 5.1: Confronto tra lo spettro del moto quasi-geodetico del terzo ordine in
assenza di perturbazione esterna (sopra) e in presenza di rumore (sinistra). Nella
componente radiale, l’intensita` e` trasferita dalla frequenza fondamentale alla secon-
daria. Il rapporto di intensita` tra picco secondario e fondamentale cresce all’aumen-
tare dell’intensita` del rumore. L’effetto del rumore si manifesta in un sostanziale
allargamento dei picchi di frequenza, corrispondente ad un allargamento della regione
dinamica nello spazio delle fasi (sotto).
Per migliorare la modellizzazione stocastica bisogna tenere conto del carattere dis-
sipativo del regime turbolento.
5.2.2 Rumore moltiplicativo
Restando nell’ambito delle fluttuazioni interne, il passo successivo consiste nell’acco-
stare il rumore direttamente alla stato del sistema. In questo caso si parla di rumore
moltiplicativo (Appendice B).
Negli stessi termini utilizzati in precedenza, il rumore e` stato inserito nelle equazioni
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come
x¨t + (ω2θ + ξt)xt = f(x, y, x0, y0)
y¨t + (ω2r + ηt)yt = g(x, y, x0, y0) (5.2.5)
Anche in questo caso, ηt,ξt sono distribuiti in modo Gaussiano, con media nulla e
correlazione
〈ηtηt′〉 = 〈ξtξt′〉 = 2Dδ(t− t′). (5.2.6)
Figura 5.2: A livello di componente periodica, l’effetto del rumore moltiplicativo
e` praticamente inosservabile. Rispetto al caso non perturbato le frequenze sono
traslate a valori piu` alti. I picchi secondari tendono a scomparire.
Per quanto riguarda il rumore moltiplicativo, lo stato dinamico del sistema ap-
pare piu` vicino al caso deterministico rispetto al caso additivo. La spiegazione e` pro-
babilmente legata al fatto che l’effetto del rumore, per come scritto, consiste sostan-
zialmente in una fluttuazione del valore della frequenza caratteristica fondamentale
del sistema, e non e` libero di influire sulla componente non-lineare.
5.2.3 Rumore non Gaussiano
Il rumore additivo puo` modificare direttamente il comportamento del sistema, nel
caso in cui sia caratterizzato da un tempo di correlazione non nullo, e questo tempo
scala risulti paragonabile ad un tempo scala caratteristico del sistema. Un rumore
di questo tipo e` caratterizzato da una funzione di correlazione del tipo
〈η(t)η(t′)〉 = D
τ
exp
(
−|t− t
′|
τ
)
, (5.2.7)
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Figura 5.3: Effetto del rumore non Gaussiano: complessivamente il sistema ripro-
duce le caratteristiche del caso relativo al rumore bianco; in piu` si osserva l’effetto
di una forte modulazione tra le due frequenze fondamentali. L’inserimento di un
Kernel dissipativo porta ad una traslazione del centro di oscillazione della compo-
nente radiale. L’effetto di traslazione secolare e` limitato abbassando il coefficiente
di dissipazione γx,y di un fattore 10.
mentre, 〈η(t)〉 = 0. Il parametro τ rappresenta il tempo di correlazione del rumore.
Questo processo, detto rumore di Ornstein-Uhlenbeck, e` particolarmente interessan-
te nel nostro caso, perche` la presenza di un tempo di correlazione finito ci permette
di introdurre nel sistema un termine dissipativo direttamente collegato al rumore.
In queto senso, il tempo scala di correlazione e l’entita` del termine dissipativo vanno
ricondotti alle proprieta` caratteristiche del ’bagno ideale’, ovvero alo stato turbolen-
to di non-equilibrio sviluppato localmente da MRI.
Riscriviamo le equazioni del moto del sistema in termini di equazione di Langevin
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generalizzata:
x¨t + ω2θxt + γx
∫ t
0
e
t′−t
τ x˙t(t′) dt′ = f(x, y, x0, y0) + ξt
y¨t + ω2ryt + γy
∫ t
0
e
t′−t
τ y˙t(t′) dt′ = g(x, y, x0, y0) + ηt, (5.2.8)
dove abbiamo considerato γx = γy ≡
√
2D
τ .
La questione fondamentale consiste nell’individuare il valore di questo tempo scala
caratteristico.
Di base, sappiamo che per τ → 0 il processo di Ornstein-Uhlenbeck si riconduce ad
un rumore Gaussiano. Al contrario, un tempo molto lungo descrive un mezzo dotato
di una grande memoria, in termini dinamici. Questo porta naturalmente a pensare
al campo magnetico come l’elemento chiave della questione3.
Dunque, il nostro tempo scala di riferimento deve essere paragonabile alla frequenza
di rotazione del disco. Poniamo dunque τ = 1/ωK e procediamo nell’integrazione
del sistema.
Nel complesso, il sistema sembra divergere a causa di un contributo secolare:
l’ampiezza di oscillazione non cresce, mentre il punto di equilibrio si sposta a valori
crescenti con il tempo. L’impressione e` che il meccanismo di dissipazione legato al
rumore, per intensita` eccessivamente piccole, fornisca un contributo troppo piccolo.
Se manteniamo l’entita` del rumore costante ed andiamo ad amplificare il termine
dissipativo, riotteniamo un moto stabile; il confronto tra le due situazioni e` mostrato
in Figura (5.4)-(5.5).
Il carattere piu` evidente, rispetto ai casi precedentemente trattati, sta nella forte
correlazione tra i due modi: l’oscillazione radiale sembra modulare l’oscillazione ver-
ticale. Questo carattere sembra riflettersi nella creazione di un nuovo stato stabile
per il sistema, nella sua componente radiale (Figura 5.6).
Questo fenomeno di sincronizzazione si osserva anche in caso di rumore bianco, ma
richiede in quel caso un intensita` di rumore di almeno quattro ordini di grandezza
superiore (D ∼ 10−10 → 10−6). Dunque, la presenza di un tempo scala di correla-
zione sembra avere un ruolo fondamentale sulla natura del moto. Di conseguenza,
per avere un modello piu` pertinente dovremmo essere in grado di individuare un
tempo di correlazione locale in relazione alle proprieta` del flusso.
5.2.4 Twin Peacks QPO
A questo punto, possiamo riconsiderare i nostri risultati rifacendoci ai dati osserva-
tivi presentati nel primo capitolo, riproposti qui in Figura (5.5).
Il nostro modello e` fondamentalmente basato sulla dinamica di due oscillatori anar-
monici accoppiati, quindi e` legato al moto orbitale epiciclico, ma non tiene conto di
3Abbiamo accennato, alla fine del Capitolo 3, alla possibilita` di associare il tempo scala di shear
del disco ad un tempo di rilassamento locale del mezzo.
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Figura 5.4: (sopra)Come nel caso di perturbazione Gaussiana lo spettro e` caratteriz-
zato da una forte componente ad alta frequenza. In questo caso, inoltre, componente
radiale e verticale mostrano sempre picchi correlati, un effetto del maggiore accop-
piamento. (sotto) Lo spazio delle fasi mostra un raddoppiamento di frequenza per
la componente radiale.
alcun meccanismo specifico per l’accoppiamento delle frequenze osservate. Eppure
siamo in grado di riprodurre alcune caratteristiche specifiche del segnale osservato:
• abbassamento del fattore di coerenza dei picchi
• moltiplicazione delle frequenze caratteristiche
• accoppiamento dei picchi ad alta frequenza
Il primo fenomeno appare gia` in assenza di una perturbazione stocastica ed e` sostan-
zialmente legato alla componente non-lineare del moto, responsabile dell’aumento
delle frequenze caratteristiche complessive del sistema. In questo senso, il carattere
quasi-periodico non e` un prodotto del rumore. Al contrario, il rumore tende a rom-
pere il regime quasi-periodico, causando un abbassamento ulteriore della coerenza
dei picchi. Nello spazio delle fasi, questo fenomeno si traduce in un allargamento
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Figura 5.5: Tre esempi diversi di componente coerente ad alta frequenza: (a) Twin
kHz QPOs in Sco X-1, sistema binario con stella di neutroni centrale, (van der Klis
et al. 1997); (b) hectohertz QPO in 4U 0614+09, LMXRBs; (c) HF QPO in GRO
J1655-40, buco nero (Strohmayer, 2001).
della regione dinamica. Tuttavia, il regime quasi-periodico a`ppare abbastanza ro-
busto rispetto all’azione della perturbazione esterna.
Anche il secondo punto considerato appare come un prodotto della dinamica
non-lineare dei sistemi studiati. Il valore di questa considerazione e` alto, perche`
esclude che le frequenze osservate possano derivare da fenomeni privi di un tempo
scala caratteristico, come era stato accennato alla fine del primo capitolo. Anche
in presenza di un tempo di correlazione non nullo, il rumore non sembra produrre
nuove frequenze.
Il terzo fenomeno e` molto interessante, in quanto riproduce un comportamento
molto peculiare degli spettri osservati, tipicamente in presenza di stella di neutroni:
l’introduzione di una ’memoria’ nel sistema, ispirato dalla possibilita` di attribuire un
carattere elastico al flusso, da´ luogo ad un forte accoppiamento tra le due componenti
del sistema. Il risultato consiste in un fenomeno di modulazione, che induce un
raddoppiamento di frequenza nella componente verticale del sistema oscillante. In
questo modo, come si puo` vedere in Figura (5.7), un’unica componente del moto e`
in grado di riprodurre entrambe le frequenze fondamentali del sistema.
In particolare, questo accoppiamento fa si che, al variare del raggio del disco, i
due picchi riproducano i valori reciproci delle frequenze epicicliche fondamentali,
fornendo una possibile interpretazione per il dibattuto rapporto 3 : 2 osservato per
i picchi accoppiati, in diversi sistemi binari (Kluz´niak et al. 2004).
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Figura 5.6: Spazio delle fasi dell’oscillatore verticale per tre raggi differenti: (al-
to) R = 13, frequenze incommensurabili, la componente verticale del moto mostra
una seconda frequenza carateristica, introdotta dalla modulazione del moto radiale.
Questa frequenza si mantiene anche quando il rapporto di frequenze assume valori
critici: R = 11.6 con ωθ/ωr ' 3/2, (centro); R = 35 con ωθ/ωr ' 1, (basso).
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Figura 5.7: Al crescere del raggio le frequenze del sistema sono traslate a valori di
frequenza inferiori, tuttavia la distanza tra i picchi si mantiene costante. I due modi
restano fortemente accoppiati: i rapporti reciproci sono mantenuti.
5.3 Discussione e Conclusioni
La difficolta` nell’interpretare un fenomeno complesso come quello delle oscillazioni
quasi-periodiche di un disco di accrescimento, in un regime di campo forte, e` deter-
minata dal carattere fortemente ambiguo del fenomeno stesso. Questo carattere e`
da associare alla azione combinata di processi profondamente diversi, in uno stesso
contesto. In questo senso, l’intero lavoro di tesi e` consistito nel caratterizzare il piu`
possibile ciascuno dei processi potenzialmente coinvolti, separandoli dal contesto e,
di conseguenza, arrivando ad una interpretazione in termini di modelli semplificati.
Cerchiamo, di seguito, di riprodurre in breve il filo concettuale dell’analisi svolta.
Come per ogni questione di carattere astrofisico, anche in questo caso il punto di
partenza del nostro studio e` la radiazione. Il carattere quasi-periodico delle curve di
luce dei sistemi binari e` una peculiarita` dell’emissione nell’X, di conseguenza e` legato
alla processo ad alta energia. In particolare, la maggior parte dell’energia irradia-
ta e` prodotta dal rilascio di energia gravitazionale nel processo di accrescimento.
Dunque, l’emissione in banda X richiede la presenza di un oggetto compatto, il che
implica a sua volta un contesto relativistico. Escludendo l’accrescimento diretto, in
quanto poco efficiente e poco probabile, arriviamo a localizzare la sorgente di emis-
sione in un disco di accrescimento. La localizzazione della sorgente di emissione nel
disco ci da´ subito i due elementi fondamentali del problema: il carattere periodico,
derivante dal moto orbitale, e la natura instabile del flusso in accrescimento.
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A questo livello e` stata fatta la prima scelta interpretativa importante. Il fenomeno
delle oscillazioni quasi-periodiche ad alta frequenza caratterizza in termini molto
simili sia l’accrescimento su stella di neutroni che quello su buco nero: mentre nel
secondo caso il disco di accrescimento puo` essere assunto quasi-kepleriano fino alla
regione piu` prossima all’oggetto centrale, nel primo caso la presenza di una regione
di collegamento tra stella e disco modifica le proprieta` della sorgente di emissione.
Nel nostro caso abbiamo scelto di trascurare il possibile contributo di questa regione
e abbiamo assunto, nel complesso, un modello di disco di accrescimento sottile. Que-
sto ci ha permesso di isolare il carattere orbitale del moto, considerando la dinamica
del flusso in termini completamente relativistici.
Questa breve catena di argomenti individua la prima parte della tesi e definisce il
punto di partenza del nostro lavoro.
La seconda parte della tesi e` stata basata sulla convinzione che, a livello locale, la
dinamica complessa del flusso possa influire sull’andamento oscillatorio del disco, e
quindi abbia un ruolo fondamentale nella caratterizzazione degli spettri QPO.
In questo senso, prima di tutto e` stato necessario chiarire in quali termini un disco,
inteso come corpo esteso, possa essere descritto, a livello locale, da una dinamica
di singola particella. Dopodiche`, l’attenzione si e` spostata sulle caratteristiche fon-
damentali di un disco magnetizzato, e nell’ambito della dinamica del disco, sulla
intabilita` magneto-rotazionale (MRI).
Nell’ottica della questione QPO, il fenomeno dell’instabilita` magnetorotazionale e`
individuato in modo naturale da due caratteristiche chiave: il carattere locale e il
tempo scala caratteristico paragonabile ai tempi scala dinamici del flusso nella re-
gione di campo forte.
Dunque, la seconda scelta interpretativa fondamentale per la nostra tesi e` consistita
nell’assumere che il meccanismo MRI, ed il carattere non-lineare del moto ad esso
direttamente legato, abbia un ruolo nell’eccitazione dei moti epiciclici, nella loro
amplificazione e nel loro sostentamento, a livello energetico.
Partendo da questi argomenti, abbiamo tentato di costruire dei semplici modelli che
fossero in grado di trasferire in formalismo Hamiltoniano il carattere non-lineare del
disco:
• Modello forzato
• Modello forzato con rumore
Nel primo caso, abbiamo riprodotto il processo MRI in termini meccanici. In questo
modo abbiamo fornito al moto oscillatorio quasi-geodetico un meccanismo di eccita-
zione esterno. Il carattere non-lineare e dissipativo della dinamica del flusso e` stato
introdotto a mano, nell’ipotesi di bilancio energetico locale del flusso. Il risultato e`
una netta amplificazione dei modi di oscillazione. Nei limiti di plausibilita` del mo-
dello, questo risultato indica che il processo MRI, in senso esteso, puo` aver un ruolo
attivo nell’eccitazione e nel mantenimento dei modi, rispondendo ad una questione
tuttora fondamentalmente aperta in letteratura.
Nel secondo caso, abbiamo concentrato l’attenzione sulla relazione tra carattere
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non-lineare del moto e variabilita` dello spettro. Mantenendo la componente non-
lineare nello sviluppo del moto quasi-geodetico, siamo passati dal sistema di oscil-
latori armonici, descritto in termini di moto epiciclico, ad un sistema di oscillatori
anarmonici accoppiati. A questo sistema abbiamo associato una perturbazione di
carattere stocastico che mimasse il regime non-lineare prodotto dal processo MRI,
a livello locale. Anche in questo caso, in termini puramente qualitativi, il risultato
e` interessante: la combinazione di un moto di natura orbitale con una componente
fortemente non-lineare produce spettri fortemente variabili, in cui, tuttavia, le fre-
quenze fondamentali rimangono individuabili.
In particolare, la presenza di una sorgente di eccitazione esterna, e quindi di ener-
gia, il sistema di oscillatori anarmonici risponde tipicamente trasferendo la dinamica
sulle componenti non-lineari, corrispondenti a picchi di frequenza piu` alta rispetto
alla frequenza fondamentale.
Per quanto riguarda i nostri risultati, la quasi-periodicita` del fenomeno sembra da
attribuire principalmente alla presenza di una componente non-lineare nel moto or-
bitale, piuttosto che all’effetto di decoerenza del rumore. In particolare, il rumore
considerato non e` in grado di produrre frequenze caratteristiche in modo autonomo.
In conclusione, partendo dalla combinazione di due caratteri fondamentali del
disco, rotazione differenziale e natura idro-magnetica, siamo stati in grado di ripro-
durre alcune delle caratteristiche fondamentali del fenomeno QPO.
Volontariamente, non siamo entrati nei dettagli dei principali modelli di QPO basati
sul moto orbitale, (Stella & Vietri, 1999; Kluz´niak & Abramowicz, 2002; Schnitt-
man), pur avendone riconsiderato i fenomeni fondamentali alla base. Il nostro pun-
to di vista e` infatti fondamentalmente diverso: l’assenza di degenerazione dei modi
epiciclici, in ambito relativistico, produce una grande varieta` di modi. Questi modi
oscillatori di natura cinematica, sono combinati tra loro per mezzo della dinamica
non-lineare dl disco. Di conseguenza, una analisi i termini puramente Hamiltoniani,
anche laddove e` in grado di riprodurre particolari relazioni, rimane fondamental-
mente parziale. Il vantaggio portato da questi modelli, e` l’effettiva individuazione
di osservabili, a conferma di una dinamica fortemente non-lineare del sistema e del-
l’origine gravitazionale dei modi.
Restano, tuttavia, due questioni interessanti da approfondire. Prima di tutto,
come giustificare l’osservabilita` e quindi la coerenza complessiva del fenomeno, par-
tendo da un modello di oscillazione locale, quindi delocalizzata all’interno del disco e
complessivamente incoerente. Una risposta parziale a questo interrogativo potrebbe
essere legata ai limiti sulla regione utile di oscillazione, determinati dal vincolo di
campo forte e dalle condizioni di risonanza, come accennato alla fine del Capitolo 4.
In secondo luogo, sarebbe importante migliorare la comprensione degli effetti del
campo magnetico sulla dinamica locale del disco. Abbiamo descritto solo in termini
qualitativi come la presenza di un tempo di correlazione finito per il flusso modifichi
la sua risposta dinamica ad una generica perturbazione esterna.
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Entrambi gli argomenti possono essere ricondotti all’idea che la presenza di un cam-
po magnetico induca nel disco un processo di auto-organizzazione. In questo senso,
partendo dalle piccole scale, per effetto della turbolenza, l’amplificazione del cam-
po magnetico potrebbe arrivare a modificare la dinamica del disco su larga scala.
Questi argomenti possono avere un ruolo fondamentale per migliorare la compren-
sione della dinamica dell’accrescimento da disco attorno ad un oggetto compatto e,
di conseguenza, della dinamica della materia soggetta ad un campo gravitazionale
forte.
5.4 Ringraziamenti
Per quanto prodotto e imparato in questo lavoro ringrazio il mio relatore, Steve
Shore, oltre che per la liberta` concessami nello sviluppo dell’argomento trattato
e per l’incredibile quantita` di spunti suscitata in questi ultimi due anni di studio.
Ringrazio tutti i docenti che con le loro opinioni e con i loro consigli hanno alimentato
il mio interesse negli argomenti trattati, ora e per il futuro. In particolare, devo
ringraziare il prof. Riccardo Mannella per il suo aiuto nello studio numerico delle
equazioni differenziali stocastiche. Ringrazio l’aula 132, persone e cose, che per oltre
un anno sono stati la mia casa e la mia famiglia. Ringrazio i miei amici, vicini
e lontani, la cui presenza o il cui solo pensiero sono stati e restano una sorgente
di energia, soprattutto nei momenti piu` difficili. Francesco, con cui ho condiviso
ogni ora degli ultimi mesi, Alistar, per il suo supporto costante, Federico, per la
sua allegria. La lista dei nomi sarebbe infinita. Ringrazio la mia famiglia per il
sostegno morale, oltre che economico, e per la fiducia. Le mie sorelle, per non essersi
dimenticate della mia esistenza in questi anni di lontananza. Ringrazio Eleonora,
per avere tollerato di dividermi con il mio relatore, per la sua gioia, la sua serenita`
e la sua forza, che sono state la mia.
Appendice A
Coefficienti del Moto
Quasi-Geodetico
A.1 Perturbazione del moto geodetico: sviluppo al ter-
zo ordine
Per il calcolo esplicito dei coefficienti in metrica di Schwarzschild , le connessioni di
Christoffel non nulle, sono le seguenti (Kerner et al, 2006):
Γtrt = −Γrrr =
M
r2
(
1− 2Mr
) , Γrtt = Mr2
(
1− 2M
r
)
,
Γrφφ = −r sin2 θ
(
1− 2M
r
)
, Γrθθ = −r
(
1− 2M
r
)
,
Γθrθ = Γ
φ
rφ =
1
r
,
Γφθφ =
cos θ
sin θ
, Γθφφ = − sin θ cos θ.
Le derivate dei coefficienti di connessione utilizzati sono riportate di seguito, per
r = R e θ = pi/2:
∂rΓrtt = −
2M
R3
(
1− 3M
R
)
∂rΓrφφ = −1 ∂rΓrθθ = −1 ∂rΓθrθ = −
1
R2
∂rΓrrr = −
2M
R3
(
1− MR
)(
1− 2MR
) ∂θΓrφφ = 0 ∂θΓθφφ = 1
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∂2rΓ
r
tt = −
6M
R4
(
1− 4M
R
)
∂2rΓ
r
φφ = 0 ∂r∂θΓ
r
φφ = 0 ∂r∂
2
θΓ
r
φφ = 2
∂3rΓ
r
tt = −
24M
R5
(
1− 5M
R
)
∂3rΓ
r
φφ = 0 ∂
2
θΓ
r
φφ = 2R
(
1− 2M
R
)
∂2θΓ
θ
φφ = 0 ∂
3
θΓ
r
φφ = 0 ∂
3
θΓ
θ
φφ = −4 Γθφφ = 0
Per completare i coefficienti necessari, restano:
uφuφ =
M
R3(
1− 3MR
) = ω2K utut = 1(1− 3MR ) (A.1.1)
A questo punto, abbiamo tutti gli elementi necessari per riscrivere le equazioni
(4.1.42) e (4.1.43), raggruppando i vari contributi ed esplicitando i relativi coef-
ficienti:
• Componente radiale:
ξ¨r +A1 · ξr +A2 · ξ˙r2 +A3 · ξ˙θ
2
+A4 · ξr2 +A5 · ξr ξ˙r2 + (A.1.2)
+A6 · ξr ξ˙θ
2
+A7 · ξr3 +A8 · ξrξθ2 +A9 · ξθ2 = 0
A1 = ω2K
(
1− 6M
R
)
A2 =
M
R2
(
1− 2MR
) A3 = −R(1− 2M
R
)
A4 =
ω2K(
1− 2MR
) [ 3
R
− 2M
R
(
1 +
6M
R
)]
A5 = −1 A6 = −1
A7 =
ω2K(
1− 2MR
)2 8R2
[
−1 + M
2
R2
+
4M
R
− 9M
3
R3
]
A8 =
ω2K
3
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A9 = ω2KR
(
1− 2M
R
)
• Componente verticale:
ξ¨θ +B1ξθ +B2 · ξ˙r ξ˙θ +B3 · ξrξθ +B4 · ξr ξ˙r ξ˙θ + (A.1.3)
+B5 · ξθ ξ˙r2 +B6ξθ3 = 0
B1 = ω2K B2 =
2
R
B3 =
4
R
ω2K B4 = −
1
R2
B5 =
4
R2
ω2K B6 = −4ω2K
Le equazioni (A.1.2) e (A.1.3) costituiscono il sistema non-lineare alla base della
nostra analisi numerica.
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Appendice B
Metodo di Integrazione delle
Equazioni Differenziali
Stocastiche
B.1 Algoritmo di Base
Una equazione differenziale stocastica e` descritta dalla forma
x˙i = fi(x) + gi(x)ξ(t), 〈ξ(t)〉 = 0, 〈ξ(t)ξ(s)〉 = δ(t− s), (B.1.1)
dove il processo stocastico e` indicato dalla variabile ξ, che assumiamo essere Gaussia-
na. L’equazione B.1.1 puo` essere integrata formalmente utilizzando una espansione
in serie di Taylor attorno a t = 0 e ricavando i vari contributi all’integrale per via
ricorsiva. Se ci limitiamo al caso unidimensionale, la B.1.1 diventa
x˙i = fi(x) + gi(x)ξ(t). (B.1.2)
Il processo di integrazione porta
x(h)− x(0) =
∫ h
0
(f(x(t)) + g(x(t))ξ(t)) dt, (B.1.3)
dove h sta a indicare il passo temporale di integrazione1. Definite
f0 ≡ f(x(0)), g′0 ≡
∂g(x(t))
x(t)
∣∣∣
x=x(0)
, . . . (B.1.4)
lo sviluppo di Taylor e` costituito dall’espansione ft = f0+ (x(t)− x(0))f ′0+ . . . . Da
qui, si ricava l’espressione dell’integrale all’ordine piu` basso in h
x(h)− x(0) =
∫ h
0
(f0 + g0)ξ(t)) dt = hf0 + g0
∫ h
0
ξ(t)) dt, (B.1.5)
1Sto utilizzando il metodo di Stratonovich, spiegare
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dove l’ultimo termine a destra dell’uguale rappresenta il cosiddetto ’integrale stoca-
stico‘,
Z1(h) ≡
∫ h
0
ξ(t) dt, (B.1.6)
ovvero l’integrale sull’intervallo di tempo (0, h) del processo stocastico ξ(t). Questo
integrale rappresenta, a sua volta, una variabile stocastica. In particolare, consi-
stendo in una somme di variabili Gaussiane, Z1(h) deve avere una distribuzione di
probabilita` Gaussiana, definita una volta note media e deviazione standard.
Dunque, in termini numerici, per ogni passo di integrazione h, un algoritmo di
integrazione deve:
• generare una variabile casuale Gaussiana, con media e deviazione stadard
definite, per simulare l’integrale Z1(h);
• sostituire questa variabile al posto dell’integrale stocastico in B.1.5;
• integrare l’equazione per mezzo di un algoritmo standard, utilizzato per le
equazioni differenziali ordinarie.
Media e deviazione standard per Z1(h) sono dati rispettivamente da
〈Z1〉 =
∫ h
0
〈ξ(s)〉 ds = 0, (B.1.7)
〈Z21 〉 =
∫ h
0
∫ h
0
〈ξ(s)ξ(t)〉 dsdt =
∫ h
0
∫ h
0
δ(t− s)dsdt =
∫ h
0
ds = h. (B.1.8)
Questo permette di rappresentare l’integrale stocastico in termini di una variabile
stocastica Gaussiana, Y1, con media zero e deviazione standard uno:
Z1(h) =
√
hY1. (B.1.9)
Di conseguenza, l’equazione B.1.5 puo` essere riscritta come
x(h)− x(0) = hf0 + Z1(h) = hf0 + g0
√
hY1. (B.1.10)
Poirche´ il contributo di Z1 entra con la radice del passo di integrazione, l’equazione
B.1.5 non puo` costituire la forma corretta di approssimazione all’ordine piu` basso
in h. Manca il contributo di ordine h di Z1.
Il problema r`isolto considerando un ulteriore termine dello sviluppo di Taylor. In
definitiva, la forma corretta dell’algoritmo di integrazione al primo ordine in h e`
data da
x(h)− x(0) = g0Z1(h) + hf0 + 12g
′
0g0Z1(h)
2. (B.1.11)
Gli ordini superiori si ottengono per ricorsione, inserendo l’ordine piu` basso nell’in-
tegrale in B.1.3 e raccogliendo i diversi contributi.
A partire da questo algoritmo di base, si definiscono vari schemi di integrazione, al
variare dell’ordine di integrazione eseguito per ciascun passo:
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• schema di Eulero: ordine zero, accuratezza O(h)
• schema di Heun: ordine uno, accuratezza O(h2)
• . . .
Poiche´ il limite sull’accuratezza dell’integrazione e` intrinsecamente legato al processo
di discretizzazione e non va oltre l’O(h2), lo schema di Heun definisce l’algoritmo
piu` efficace per l’integrazione dei nostri sistemi.
B.1.1 Rumore Additivo
Il caso piu` semplice di equazione differenziale stocastica si ha per
x˙i = fi(x) + gi(x)ξ(t), con g(x) =
√
2D, (B.1.12)
dove il processo gaussiano ξ e` caratterizzato dalle relazioni
〈ξ(t)〉 = 0, 〈ξ(t)ξ(s)〉 = 2Dδ(t− s). (B.1.13)
In questo caso il rumore non e` accoppiato allo stato del sistema e puo` essere consi-
derato come una fluttuazione interna, la cui intensita` e` misurata dal parametro D.
In questo caso, l’algoritmo di integrazione di Heun e` costituito semplicemente dalla
coppia:
x1 = x(0) +
√
2DZ1(h) + f0h, (B.1.14)
x(h) = x(0) +
√
2DZ1(h) +
h
2
(f0 + f(x1)). (B.1.15)
B.1.2 Rumore Non Gaussiano
Il rumore correlato in modo esponenziale utilizzato nel capitolo 5, rappresenta la
forma piu` semplice di rumore non Gaussiano:
〈η(t)〉 = 0, 〈η(t)η(s)〉 = D
τ
exp
(
−|t− s|
τ
)
. (B.1.16)
In questo caso, il modo piu` semplice di affrontare una equazione differenziale stoca-
stica,
x˙ = f(x) + g(x)η(t), (B.1.17)
consiste nel considerare la variabile η(t) in termini di rumore bianco filtrato, ovvero
η˙ = −1
τ
η +
√
2D
τ
ξ(t), 〈ξ(t)〉 = 0, 〈ξ(t)ξ(s)〉 = δ(t− s), (B.1.18)
e riscrivere la B.1.17, introducendo una nuova variabile y:
x˙ = f(x) + y (B.1.19)
y˙ = −1
τ
y +
√
2Dτ
ξ
(t)
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In questo modo, l’unico fattore stocastico del sistema ha carattere Gaussiano e
l’equazione puo` essere integrata seguendo il metodo descritto per il caso di rumore
additivo. L’unica modifica sta nella definizione dell’integrale stocastico Z1, legata
alla presenza del tempo scala τ .
Per derivare la forma di Z1, si deve partire dall’integrale diretto di y˙ in B.1.19, dato
da
y(t) = e−
t
τ y(0) +
√
2D
τ
∫ t
0
e
(s−t)
τ ξ(s) ds. (B.1.20)
Ad ogni intervallo di tempo, l’integrale a destra della B.1.20 definisce una variabile
stocastica Gaussiana, perche´ e` una combinazione lineare della variabile Gaussiana
ξ. Poiche´ necessariamente h < τ , gli integrali relativi a due intervalli di tempo
successivi sono correlati. Definiamo le variabili Gaussiane
w0 ≡
∫ h
0
e
(s−t)
τ ξ(s) ds,
w1 ≡
∫ h
0
∫ t
0
e
(s−t)
τ ξ(s) dsdt,
La media 〈w0〉 = 0,〈w0〉 = 0, mentre la deviazione standard deve essere ricavata
dalla matrice di correlazione 〈wiwj〉
Da qui, arriviamo a scrivere
y(h) = e−αy(0) +
√
2D
τ
w0 (B.1.21)
Z1(h) ≡
∫ h
0
y(s) ds = τ(1− e−α)y(0) +
√
2D
τ
w1,
il che ridefinisce in modo corretto l’integrale stocastico Z1.
In particolare, in termini numerici, le due variabili Gaussiane w0,w1 possono essere
espresse in termini di due variabili Gaussiane indipendenti Y0,Y1, con media zero e
deviazione standard uno:
wo =
√
〈w20〉Y0, w1 =
〈w0w1〉
〈w20〉
Y0 +
√
〈w21〉 −
〈w0w1〉
〈w20〉
2
Y1. (B.1.22)
A questo punto l’equazione differenziale stocastica puo` essere integrata per mezzo
del metodo di Heun, descritto nelle (B.1.14)-(B.1.15).
Appendice C
Codici Numerici
gamienl.pro
function dfdt, t, f
; definizione dei parametri in schwarzchild
M=1.d
r0=10.d
w2k=(M/r0*r0*r0)/(1.-3.*M/r0)
ut=1./sqrt(1.-3.*M/r0)
uf=sqrt(w2k)
;coefficienti radiali
a1=w2k*(1-6.*M/r0)
a1f=(-2.*r0)*(1.-2.*M/r0)*uf
a1t=(2.*M/(r0*r0))*(1.-2.*M/r0)*ut
a11=-uf*uf-ut*ut*(2.*M/(r0*r0*r0))*(1-3.*M/r0)
a2=-M/(r0*r0*(1.-2.*M/r0))
a3=-r0*(1.-2*M/r0)
;a4=(w2k/(1.-2.*M/r0))*((3./r0)-(2.*M/r0)*(1.+6.*M/r0))
a4f2=-r0*(1.-2.*M/r0)
a4t2=(M/(r0*r0))*(1.-2.*M/r0)
a4f=-2.*uf
a4t=(-4.*M/(r0*r0*r0))*(1.-3.*M/r0)*ut
a44=(3.*M/(r0*r0*r0*r0))*(1.-4.*M/r0)*(ut*ut)
a5=-1.
a6=-1.
;a7=(w2k/((1.-2.*M/r0)*(1-2.*M/r0)))*(8./r0*r0)*(-1+(M*M/(r0*r0))+
(4.*M/r0)-(9.*M*M*M/(r0+r0*r0)))
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a7f2=-1.
a7t2=(-2.*M/(r0*r0*r0))*(1-3.*M/r0)
a7t=ut*(6.*M/(r0*r0*r0*r0))*(1-4.*M/r0)
a77=(ut*ut)*(-4.*M/(r0*r0*r0*r0*r0))*(1-5.*M/r0)
a8=w2k/3.
a9=w2k*r0*(1.-2.*M/r0)
; coefficienti verticali
b1=w2k
b2=2./r0
;b3=w2k*4./r0
b3f=2.*uf
b4=-1./(r0*r0)
;b5=w2k*4./(r0*r0)
b5f=1.
b6=-4.*w2k
;coefficienti azimutali
c1=2.*uf/r0
c2=-2.*uf/(r0*r0)
c3=-2.*uf
c4=-1./(r0*r0)
c5=-1.
c6=2.*uf/(r0*r0*r0)
;coefficienti temporali
d1=(2.*M*ut)/(r0*r0*(1.-2.*M/r0))
d2=(4.*ut*M/(r0*r0*r0))*(1.-3.*M/r0)
d3=(2.*M/(r0*r0*r0))*(1.-3.*M/r0)
d4=(-6.*ut*M/(r0*r0*r0*r0))*(1.-4.*M/r0)
; costruisco il sistema di equazioni differenziali
;
df=fltarr(8,/nozero)
;radiale
df(0)=f(1)
df(1)=-a1*f(0)-a1f*df(4)-a1t*df(6)-a11*f(0) -a2*df(0)*df(0) -a3*df(2)*df(2) $
- a4f2*df(4)*df(4)- a4t2*df(6)*df(6)- a4f*df(4)*f(0) - a4t*df(6)*f(0)$
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- a44*f(0)*f(0)- a5*df(0)*df(0)*f(0)-a6*f(0)*df(2)*df(2) $
- a7t2*df(6)*df(6)*f(0)- a7f2*df(4)*df(4)*f(0)- a7t*df(6)*f(0)*f(0)$
- a77*f(0)*f(0)*f(0)- a8*f(2)*f(2)*f(0) - a9*f(2)*f(2)
;verticale
df(2)=f(3)
df(3)=-b1*f(2)-b3f*df(4)*f(2)-b5f*f(2)*df(4)*df(4)-b2*df(0)*df(2)$
-b4*f(0)*df(2)*df(0)-b6*f(2)*f(2)*f(2)
;azimutale
df(4)=f(5)
df(5)=-c1*df(0)-c2*df(0)*f(0)-c3*df(2)*f(2)-c4*f(0)*df(0)*df(5)$
-c5*f(2)*df(2)*df(5)-c6*f(0)*f(0)*df(0)
;temporale
df(6)=f(7)
df(7)=-d1*df(0)-d2*f(0)*df(0)-d3*f(0)*df(0)*df(6)-d4*f(0)*f(0)*df(0)
return, df
end
function rkk4,t,dt,f
dt1=0.5*dt
d1=dfdt(t,f)
f1=f+dt1*d1
d2=dfdt(t+dt1,f1)
f2=f+dt1*d2
d3=dfdt(t+dt1,f2)
f3=f+dt*d3
d4=dfdt(t+dt,f3)
f=f+(dt/6.)*(d1+d2+d2+d3+d3+d4)
t=t+dt
return, f
end
pro sw3mri, n, f0=f0,dt=dt,t=t
if n_elements(n) eq 0 then n=10000
if n_elements(dt) eq 0 then dt=0.01
if n_elements(f0) eq 0 then f0=[.01,.001,.01,.001,.01,.001,.01,.001]
;per il calcolo dello spettro:
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npoints=4*1024
nspec=256
temp=complexarr(npoints)
tempo=complexarr(npoints)
spec=fltarr(nspec)
om=fltarr(nspec)
spect=fltarr(nspec)
aom=fltarr(nspec)
M=1.d
r0=10.d
t=0.0d
f=fltarr(n,8) ; vettore dei risultati
f[0,*]=f0
ff=f0
nave=1
surf=fltarr(256,nave)
for iave=1, nave do begin;
print ,"Inizio calcolo --------", iave, "----------"
for it=1, n-1 do begin;///////////////////////////////////
ans=rkk4(t,dt,ff) ; runge kutta del quarto ordine
f[it,*]=ans
;print,’f’, f ; salvo i risultati
end
t=dt*indgen(n)
window,1
wset, 1
loadct,39
plot,t,f[*,0],xtitle = ’time’,ytitle = ’A_r’ ,title = ’Trajectory’
window,2
wset, 2
plot,t,f[*,2],xtitle = ’time’,ytitle = ’A_th’ ,title = ’Trajectory’
;,xrange = [0.0,10.]
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; costruisco lo spettro per r
temp=complex(f[*,0],0)
temp=fft(temp)
temp=alog10(abs(temp)^2 + 1E-10)
spec=temp(0:n_elements(spec)-1)
for i = 0, (n_elements(om)-1) do begin
om(i)=2*3.1415926*i/(dt*(n_elements(t)-1))
endfor
; costruisco lo spettro per theta
tempo=complex(f[*,2],0)
tempo=fft(tempo)
tempo=alog10(abs(tempo)^2 + 1E-10)
spect=tempo(0:n_elements(spect)-1)
for i = 0, (n_elements(om)-1) do begin
aom(i)=2*3.1415926*i/(dt*(n_elements(t)-1))
endfor
window, 3
wset, 3
plot, om, spec;,xrange = [1,300.],xlog=1
loadct,39
oplot,aom,spect,color=250
surf[*,iave]=spec
r0=r0+iave
print,’r0’,r0
SAVE, FILENAME = ’sw3mri.sav’, f,om,aom,spec,spect,surf
end;+++++++++++++++++++++++++++++++++++++++++++++++++++++
end
stock1.pro
;Questa routine integra il sistema di oscillatori accoppiati derivati dallo
;sviluppo del potenziale in metrica di Shwardshild con l’aggiunta di
;un rumore additivo gaussiano.
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function heun,f,r0,wa1,wa2,dt
; costruisco il sistema di equazioni differenziali
M=1.d; massa dell’oggetto centrale
; come descritto nel testo G=c=1
; il raggio r0 indica il raggio della geodetica
; iniziale, espresso in unita’ del raggio di Schwardschild
; coefficienti dello sviluppo di Taylor della godetica al terzo ordine:
; componente radiale
a=(r0*r0*r0)
w2k=(M/a)
a=(1.-3.*M/r0)
w2k=(w2k/a); frequenza kepleriana quadrata
a1=w2k*(1-6.*M/r0)
b=(1.-2.*M/r0)
a2=(r0*r0*b)
a2=-M/a2
a3=-r0*b
a4=(1.+6.*M/r0)
a4=(3.-(2.*M)*a4)
a4=a4/r0
a4=(w2k/b)*a4
a5=-1.
a6=-1.
a=r0*r0
a7=(-1.+(M*M/a)+(4.*M/r0)-(9.*M*M*M/(r0+a)))
a7=(w2k/(b*b))*(8./a)*a7
a8=w2k/3.
a9=w2k*r0*b
b1=w2k
b2=2./r0
b3=w2k*4./r0
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b4=-1./a
b5=w2k*4./a
b6=-4.*w2k
;algoritmo di Heun:
;segue il metodo di integrazione descritto in APPENDICE B
zd1 = f(3) + dt*(-b1*f(2)-b3*f(0)*f(2)-b5*f(2)*f(0)*f(0) - b2*f(1)*f(3) - $
b4*f(0)*f(3)*f(1) - b6*f(2)*f(2)*f(2))+wa1
ze1 = f(2) + dt*f(3)
rd1 = f(1) + dt*(-a1*f(0) - a4*f(0)*f(0)- a9*f(2)*f(2) - $
a3*f(3)*f(3) - a7*f(0)*f(0)*f(0) - $
a6*f(0)*f(3)*f(3) - a8*f(2)*f(2)*f(0) - $
a2*f(1)*f(1) + a5*f(1)*f(1)*f(0))+wa2
rh1 = f(0) + dt*f(1)
zd2 = f(3) + dt*(-b1*ze1 - b3*rh1*ze1 - b5*ze1*rh1*rh1 - b2*rd1*zd1 - $
b4*rh1*zd1*rd1 - b6*ze1*ze1*ze1)+wa1
ze2 = f(2) + dt*zd1
rd2 = f(1) + dt*(-a1*rh1 - a4*rh1*rh1 - a9*ze1*ze1 - $
a3*zd1*zd1 - a7*rh1*rh1*rh1 - $
a6*rh1*zd1*zd1 - a8*ze1*ze1*rh1 - $
a2*rd1*rd1 - a5*rd1*rd1*rh1)+wa2
rh2 = f(0) + dt*rd1
f(0) = 0.5*(rh1+rh2)
f(1) = 0.5*(rd1+rd2)
f(2) = 0.5*(ze1+ze2)
f(3) = 0.5*(zd1+zd2)
return, [f(0),f(1),f(2),f(3)]
end
pro stock1, r0,n, f0=f0
if n_elements(n) eq 0 then n=100
if n_elements(f0) eq 0 then f0=[.01,.001,.01,.001]
if r0 eq 0 then r0 = 8.d
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;per il calcolo dello spettro:
npoints=4*1024
nspec=256
temp=complexarr(npoints)
tempo=complexarr(npoints)
spec=fltarr(nspec)
om=fltarr(nspec)
spect=fltarr(nspec)
aom=fltarr(nspec)
;I coefficienti relativi ai termini al primo ordine dello sviluppo
; rappresentano le frequenze epicicliche radiale e verticale.l’inverso
; delle frequenze definisce un tempo scala caratteristico minimo
; per il sistema.
M=1.1d
a=(r0*r0*r0)
w2k=(M/a)
a=(1.-3.*M/r0)
w2k=(w2k/a); frequenza kepleriana quadrata
a1=w2k*(1-6.*M/r0)
w2th=w2k
w2r=a1
print,’w2r-w2th’,w2r,w2th
dar = 1.d-8; fissa l’intensita iniziale del rumore che
; poi varia in funzione di dt
daz = dar
o=[1./w2th,1./w2r]
dt = sqrt(min(o))*6.3/(2.d3)
; il tempo di integrazione deve essere
; inferiore al tempo scala minimo del sistema.
; inoltre il passo di integrazione e’direttamente
; legato all’intensita’ del rumore (APPENDICE B)
print,’dt’,dt, sqrt(1./w2th)*6.3, $
sqrt(1.d/w2r)*6.3d
tar = sqrt(2.*dar*dt)
taz = sqrt(2.*daz*dt)
inner=1000
nave=3
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f=fltarr(n,4) ; vettore dei risultati
g_av=fltarr(n,4)
g=fltarr(n,4)
g[0,*]=[.0,.0,.0,.0]
t=0.d
surf=fltarr(256,nave)
surf1=fltarr(256,nave)
for iave = 1,nave do begin ;++++++++++++++++++++++++++++++++++++
print ,"Inizio calcolo --------", iave, "----------"
print,’r0’,r0
f[0,*]=f0
ff=f0
print,ff
for it=1, n-1 do begin
;----------------------------------------------
; ad ogni passo di integrazione costruisco la fluttuazione:
for j=1,inner do begin
wa1 = 0.
wa2 = 0.
;------------------------------------------------------
for ii = 1,2 do begin
w1 = tar*randomn(4L); il rumore e’ proporzionale alla
;radice del tempo di integrazione
wa1 = wa1 + w1
w2 = taz*randomn(4L)
wa2 = wa2 + w2
ans=heun(ff,r0,wa1,wa2,dt) ;integrazione di heun
f[it,*]=ans ; salvo i risultati
rad = (f(2)/0.8)*(f(2)/0.8) + $
(f(3)/0.05)*(f(3)/0.05) + $
((f(0)-1.)/6.)*((f(0)-1.)/6.) + $
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(f(1)/0.2)*(f(1)/0.2)
if (rad gt 100.0) then begin
print,"esploso!"
endif
end
;------------------------------------------------------
end
;-----------------------------------------------
end
;jump1 : continue
;tave = tave + (j+(it-1)*inner)*dt
t=dt*indgen(n)
g[*,0]= g[*,0]+ f[*,0]
g[*,1]= g[*,1]+ f[*,1]
;print, ’g ’,g[*,0]
; costruisco lo spettro per r
temp=complex(f[*,2],0)
temp=fft(temp)
temp=alog10(abs(temp)^2 + 1E-10)
spec=temp(0:n_elements(spec)-1)
for i = 0, (n_elements(om)-1) do begin
om(i)=2*3.1415926*i/(dt*(n_elements(t)-1))
endfor
print,’om’,om
; costruisco lo spettro per theta
tempo=complex(f[*,0],0)
tempo=fft(tempo)
tempo=alog10(abs(tempo)^2 + 1E-10)
spect=tempo(0:n_elements(spect)-1)
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for i = 0, (n_elements(om)-1) do begin
aom(i)=2*3.1415926*i/(dt*(n_elements(t)-1))
endfor
r0=r0+1.5
print,’r0’,r0
surf[*,iave-1]=spec
surf1[*,iave-1]=spect
SAVE, FILENAME = ’stock1n.sav’, f,om,aom,spec,spect,surf,surf1
end;+++++++++++++++++++++++++++++++++++++++++++++++++++++
;g_av[*,0]= (g[*,0])/nave
;print, ’g medio’,g[*,0]
;g_av[*,1]= (g[*,1])/nave
;window,2
; plot,t,g[*,0],xtitle = ’time’,ytitle = ’erre’ ,title = ’Traiettoria_media’
;window,2
;plot,g[*,0],g[*,1],xtitle = ’time’,ytitle = ’x’ ,title = ’Trajectory’
window,0
loadct,39
plot,t,f[*,0],xtitle = ’time’,ytitle = ’A_th’ ,title = ’Trajectory’
oplot,t,f[*,0],color=250
window,1
plot,f[*,0],f[*,1],xtitle = ’time’,ytitle = ’x’ ,title = ’Trajectory’
print, ’f’,f[*,0]
window,2
plot,t,f[*,2],xtitle = ’time’,ytitle = ’A_r’ ,title = ’Trajectory’
window,3
plot, om, spec,$
title=’power spectrum’,xrange=[1.1,100.], xtitle = ’omega’,$
ytitle = ’Power Spectrum: alog10( abs( f(omega) )^2 )’ $
,xstyle=1,/xlog
loadct,39
oplot,aom,spect,color=250
;print,’r’,r
print,’w1’,w1
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end
stock2.pro
Il programma stock2.pro integra il sistema di oscillatori accoppiati, introducendo un rumore Gaussiano in termini moltiplicativi. La definizione del rumore \‘e equivalente al caso precedente (stock1.pro): il rumore wa1 va a modificare solo il coefficiente del primo ordine del sistema, corrispondente alla frequenza epiciclica fondamentale.
;algoritmo di Heun
zd1 = f(3) + dt*(-(b1+wa1)*f(2)-b3*f(0)*f(2)-b5*f(2)*f(0)*f(0) - b2*f(1)*f(3) - b4*f(0)*f(3)*f(1) - b6*f(2)*f(2)*f(2))
ze1 = f(2) + dt*f(3)
rd1 = f(1) + dt*(-(a1+wa2)*f(0) - a4*f(0)*f(0)- a9*f(2)*f(2) - $
a3*f(3)*f(3) - a7*f(0)*f(0)*f(0) - $
a6*f(0)*f(3)*f(3) - a8*f(2)*f(2)*f(0) - $
a2*f(1)*f(1) + a5*f(1)*f(1)*f(0))
rh1 = f(0) + dt*f(1)
zd2 = f(3) + dt*(-(b1+wa1)*ze1 - b3*rh1*ze1 - b5*ze1*rh1*rh1 - b2*rd1*zd1 - $
b4*rh1*zd1*rd1 - b6*ze1*ze1*ze1)
ze2 = f(2) + dt*zd1
rd2 = f(1) + dt*(-(a1+wa2)*rh1 - a4*rh1*rh1 - a9*ze1*ze1 - $
a3*zd1*zd1 - a7*rh1*rh1*rh1 - $
a6*rh1*zd1*zd1 - a8*ze1*ze1*rh1 - $
a2*rd1*rd1 - a5*rd1*rd1*rh1)
rh2 = f(0) + dt*rd1
stock3.pro
;il programma di seguito considera l’effetto di un rumore additivo dotato di un tempo di correlazione finito sul sistema quasigeodetico
function heun,f,r0,ww,dt
; costruisco il sistema di equazioni differenziali
M=1.1d; massa dell’oggetto centrale
; come descritto nel testo G=c=1
; il raggio r0 indica il raggio della geodetica
; iniziale, espresso in unita’ del raggio di Schwardschild
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; coefficienti dello sviluppo di Taylor della godetica al terzo ordine:
; componente radiale
a=(r0*r0*r0)
w2k=(M/a)
a=(1.-3.*M/r0)
w2k=(w2k/a); frequenza kepleriana quadrata
a1=w2k*(1-6.*M/r0)
b=(1.-2.*M/r0)
a2=(r0*r0*b)
a2=-M/a2
a3=-r0*b
a4=(1.+6.*M/r0)
a4=(3.-(2.*M)*a4)
a4=a4/r0
a4=(w2k/b)*a4
a5=-1.
a6=-1.
a=r0*r0
a7=(-1.+(M*M/a)+(4.*M/r0)-(9.*M*M*M/(r0+a)))
a7=(w2k/(b*b))*(8./a)*a7
a8=w2k/3.
a9=w2k*r0*b
b1=w2k
b2=2./r0
b3=w2k*4./r0
b4=-1./a
b5=w2k*4./a
b6=-4.*w2k
gamma=.01d
dar = 1.d-10
tar = sqrt(2.*dar*dt)
tau=1./w2k
alpha=dt/tau
;algoritmo di Heun
zd1 = f(3) + f(5) + dt*(-b1*f(2)-b3*f(0)*f(2)-b5*f(2)*f(0)*f(0) -$
b2*f(1)*f(3) - b4*f(0)*f(3)*f(1) - b6*f(2)*f(2)*f(2))
ze1 = f(2) + dt*f(3)
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wd1=tau*(1-exp(-alpha))*f(4)+gamma*(tar/tau)*ww(1)
w1=f(4) + gamma*(tar/tau)*ww(0)
rd1 = f(1) + f(5) + dt*(-a1*f(0) - a4*f(0)*f(0)- a9*f(2)*f(2) - $
a3*f(3)*f(3) - a7*f(0)*f(0)*f(0) - $
a6*f(0)*f(3)*f(3) - a8*f(2)*f(2)*f(0) - $
a2*f(1)*f(1) + a5*f(1)*f(1)*f(0))
rh1 = f(0) + dt*f(1)
wd1=tau*(1-exp(-alpha))*f(4)+gamma*(tar/tau)*ww(1)
w1=f(4) + gamma*(tar/tau)*ww(0)
zd2 = f(3) + wd1 + dt*(-b1*ze1 - b3*rh1*ze1 - b5*ze1*rh1*rh1 $
- b2*rd1*zd1 - b4*rh1*zd1*rd1 - b6*ze1*ze1*ze1)
ze2 = f(2) + dt*zd1
wd2=tau*(1-exp(-alpha))*w1+gamma*(tar/tau)*ww(1)
w2=w1 + gamma*(tar/tau)*ww(0)
rd2 = f(1) + wd1+ dt*(-a1*rh1 - a4*rh1*rh1 - a9*ze1*ze1 - $
a3*zd1*zd1 - a7*rh1*rh1*rh1 - $
a6*rh1*zd1*zd1 - a8*ze1*ze1*rh1 - $
a2*rd1*rd1 - a5*rd1*rd1*rh1)
rh2 = f(0) + dt*rd1
wd2=tau*(1-exp(-alpha))*w1+gamma*(tar/tau)*ww(1)
w2=w1 + gamma*(tar/tau)*ww(0)
f(0) = 0.5*(rh1+rh2)
f(1) = 0.5*(rd1+rd2)
f(2) = 0.5*(ze1+ze2)
f(3) = 0.5*(zd1+zd2)
f(4) = 0.5*(w1+w2)
f(5) = 0.5*(wd1+wd2)
return, [f(0),f(1),f(2),f(3),f(4),f(5)]
end
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pro stock3, r0,n, f0=f0
if n_elements(n) eq 0 then n=100
if n_elements(f0) eq 0 then f0=[.01,.001,.01,.001,0.00,0.00]
;f0=[.04,.005,.04,.005,.2,.2]
if r0 eq 0 then r0 = 10.d
;per il calcolo dello spettro:
npoints=4*1024
nspec=256
temp=complexarr(npoints)
tempo=complexarr(npoints)
spec=fltarr(nspec)
om=fltarr(nspec)
spect=fltarr(nspec)
aom=fltarr(nspec)
M=1.1d
a=(r0*r0*r0)
w2k=(M/a)
a=(1.-3.*M/r0)
w2k=(w2k/a); frequenza kepleriana quadrata
a1=w2k*(1-6.*M/r0)
w2th=w2k
w2r=a1
print,’w2r-w2th’,w2r,w2th
dar = 1.d-10; fissa l’intensita iniziale del rumore che
; poi varia in funzione di dt
daz = dar
o=[1./w2th,1./w2r]
dt = sqrt(min(o))*6.3/(2.d3)
print,’dt’,dt, sqrt(1./w2th)*6.3, $
sqrt(1.d/w2r)*6.3d
tar = sqrt(2.*dar*dt)
taz = sqrt(2.*daz*dt)
tau=1./w2k
alpha=dt/tau
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inner=1000
nave=1
f=fltarr(n,6) ; vettore dei risultati
g_av=fltarr(n,4)
g=fltarr(n,4)
g[0,*]=[.0,.0,.0,.0]
t=0.d
for iave = 1,nave do begin ;++++++++++++++++++++++++++++++++++++
print ,"Inizio calcolo --------", iave, "----------"
f[0,*]=f0
ff=f0
print,ff
for it=1, n-1 do begin
;----------------------------------------------
for j=1,inner do begin
ww=fltarr(2)
ww0=[0.,0.]
ww=ww0
;------------------------------------------------------
for ii = 1,2 do begin
;la differenza fondamentale sta nella definizione della forma del rumore; di seguito costruiamo il rumore Gaussiano correlato, secondo l’algoritmo descritto in appendice B:
Y0=randomn(4L)
Y1=randomn(4d)
w01 = sqrt((tau/2.)*(1.-exp(-2.*alpha)))*Y0
c=(tau*tau/2.)*(1.-2.*exp(-alpha)+exp(-2.*alpha))
d=((tau/2.)*(1-exp(-2.*alpha)))
e=((tau*tau*tau)*(2.*alpha-3-exp(-2.*alpha)+4.*exp(-alpha)))
h=((tau*tau/2.)*(1.-2.*exp(-alpha)$
+exp(-2.*alpha)))
h=h*(tau*tau/2.)*(1.-2.*exp(-alpha)+ $
exp(-2.*alpha))
i= (tau/2.)*(1-exp(-2.*alpha))
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h=h/i
w11=(c/d)*Y0 + Y1*sqrt(e-h)
ww=ww0+[w01,w11]
ans=heun(ff,r0,ww,dt) ;integrazione di heun
f[it,*]=ans ; salvo i risultati
rad = (f(2)/0.8)*(f(2)/0.8) + $
(f(3)/0.05)*(f(3)/0.05) + $
((f(0)-1.)/6.)*((f(0)-1.)/6.) + $
(f(1)/0.2)*(f(1)/0.2)
if (rad gt 100.0) then begin
print,"esploso!"
;xacc(i) = xacc(i) + 1.
; goto, jump1
endif
end
;------------------------------------------------------
end
;-----------------------------------------------
end
;jump1 : continue
;tave = tave + (j+(it-1)*inner)*dt
t=dt*indgen(n)
window,0
loadct,39
plot,t,f[*,2],xtitle = ’time’,ytitle = ’A_r’ ,title = ’Trajectory’
oplot,t,f[*,2],color=250
window,1
plot,f[*,0],f[*,1],xtitle = ’time’,ytitle = ’x’ ,title = ’Trajectory’;,xrange = [0.0,10.]
print, ’f’,f[*,0]
window,2
plot,t,f[*,0],xtitle = ’time’,ytitle = ’A_th’ ,title = ’Trajectory’;,xrange = [0.0,10.]
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g[*,0]= g[*,0]+ f[*,0]
g[*,1]= g[*,1]+ f[*,1]
;print, ’g ’,g[*,0]
end;+++++++++++++++++++++++++++++++++++++++++++++++++++++
;g_av[*,0]= (g[*,0])/nave
;print, ’g medio’,g[*,0]
;g_av[*,1]= (g[*,1])/nave
;window,2
; plot,t,g[*,0],xtitle = ’time’,ytitle = ’erre’ ,title = ’Traiettoria_media’,xrange = [0.0,10.]
;window,2
;plot,g[*,0],g[*,1],xtitle = ’time’,ytitle = ’x’ ,title = ’Trajectory’;,xrange = [0.0,10.]
; costruisco lo spettro per r
temp=complex(f[*,2],0)
temp=fft(temp)
temp=alog10(abs(temp)^2 + 1E-10)
spec=temp(0:n_elements(spec)-1)
for i = 0, (n_elements(om)-1) do begin
om(i)=2*3.1415926*i/(dt*(n_elements(t)-1))
endfor
print,’om’,om
; costruisco lo spettro per theta
tempo=complex(f[*,0],0)
tempo=fft(tempo)
tempo=alog10(abs(tempo)^2 + 1E-10)
spect=tempo(0:n_elements(spect)-1)
for i = 0, (n_elements(om)-1) do begin
aom(i)=2*3.1415926*i/(dt*(n_elements(t)-1))
endfor
SAVE, FILENAME = ’stock3n.sav’, f,om,aom,spec,spect
end
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