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Hoje em dia, os computadores utilizam um sistema de numeração em base 2, em sua grande
maioria. Esse sistema é chamado de btnárío e utiliza os algarismos 0 e l para representar os
números (apesar de que quaisquer outros dois símbolos poderiam ser usados)
A nossa sociedade, ao contrário, utiliza um sistema de numeração decimal. ou base ] 0; muito
provavelmente, pelo fato dos seres humanos terem dez dedos nas mãos, os quais eram \utilizados -
como uma criança os utiliza - para contar quantidades. A palavra dzbi&o, sinõMmo para algarismo,
vem do latim "digítus", dedo
Ambos os sistemas citados - decimal e binário são sistemas posicionais, i.e , os números são
formados por soou de potências, conveMentementc multiplicadas pelos algarismos. Por exemplo,
o numero
(420, 325):o 4 x 102+2x ]0i+0 x 10o+3x 10-i+2 x 10'i+5 x 10 3 (1.1)
é representado no sistema decimal como a soma du potências de 10 mostradas acima.
A principal característica de uln sistema de numeração posicional é a necessidade da repre
sensação do zero por um símbolo. Aparentemente, o zero já era utilizado pelos maias e pelos
babilõnios, esses por volta de 300 A.C. O nosso sistema de numeração decimal íoi inventado na
baia por volta do ano 600 D.C. e, tendo sido usado por muitos séculos pelos povos árabes no
Oriente Médio, foi introduzido na Europa durante as invasões mouras, no período entre 1200 e
1600 (daí o nome de algarismos "arábicas")
Vda como o zero é importante num sistema posicional, comparado com um sistema não-
posicional, como o ramal:io, por exemplo. Nesse último, o número 401 é representado como CCCCI
(os romanos não utilizavam as abreviações como IV para representar 4). Porém, no sistema
decimal, o 0 é necessário para distinguir 401 de 41 -- ele efetivamenle serve como um "espaçados
dos algarismos, em termos das potências de lO
E interessante notar que o sistema décima! era utilizado para representar apenas números
inteiros, e não fiações decimais, até o século XVII. Em países de língua inglesa, até hoje persiste
o uso de orações inteiras como 1/4, 1/8, 1/16, 3/4, como por exemplo em placas de sinalização
rodoviái'ia e na especificação dos diâmetros de ferramentas
Como dissemos ao iniciarmos esse capítulo, os computadores utilizzLm normalmente um sistema
de numeração binário, ou base 2. Esse sistema não é, no entanto, tão recente quanto os computado-
res; na verdade, já era usado como base para um a]goritmo de mu]tip]icação no Papiro ]l/atemát co
de Rhind, escrito há 4,000 anos atrás j12, pág. 71
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1.2 Representação em binário e decimal
Genericanlenbn, l)odemos dizer que um sistema de numeração n\Ilha base P admite apenas os
dígitos 0, 1, . . ., P - 1. Assim: o número(1001,11101)2 represerJf.a u número(9,90625)io, onde os
subscritos indica.m a base do sistema de numeração utilizado:
(1001, 11101): [ x 23 ] 0 x 22 + 0 x 2i + 1 >( 2o']
lx 2'i + lx 2'2 + lx 2'3 -FO x 2-4 -F lx 2's
8+ 0 + 0+ 1+ 0, 5+ 0, 25+ 0, 125+ 0+ 0, 03125
(9, 90625):o
Assim como existem números reais, em decimal, quc tem f)a.rte fracionária com número infinito
de dígitos - ditos {rraczonais também existem números real.s eln bi)lárío com a mesma carac-
terística. Mais ainda, eüstein números reais, em decimal, cuja parte fracionária tem um número
fiüto de dígitos, ])ara os quais a sua representação em binário apresenta um número !n$rzÍíc} de
dígitos. Por exemplo, o número 1/10 não tem uma representação binária ânita:
;, - p,"'::"::":: .),- à--á--&--á --Ú--é--Tà--
mas o conjtlnto de dígitos 0011 repete-se
1.2.1 .Bits, bZ/tes e palavras
A memória de um computador pode ser descrita como um conjunto de pa/auras. A maioria
dos computadores tem sua memória estruturada de ta] forma que cada acesso - de leitura ou
escrita é feito erl] Lermos de uma ou mais palavras, as quais são acessadas por um endereço
único. Tipicamente, uma palavra é composta por 32 bãísl processadores de última geração para
microcomputadores pessoais com palavras de 64 bífs já são uma realidade l)oje
Um bit (contrição em inglês de "lãnai'y diga!") é a menor unidade de iJlformação minazenada
em um computador, podendo representar os valores 0 ou 1. Uin conjunto de 8 bits é chamado de
b3/Éc; nele, podemos armazenar 28 = 256 diferentes valores inteiros, através das combinações de 0
e l entre os diferentes bois
1.2.2 Conversão entre representações
E conveniente saber como converter um número decimal para sua representação em binário e
vice-versa. Em algumas aplicações envolvendo o uso de computadores, é necessário saber como
converter para decimal um valor armazenado de forma binária
Podemos efetuar a conversão de um número real decimal z pilha binário convertendo separa-
damente as partes inteira e õ-acionária de = zp(=) e /p(=) e depois justapor a representação
binária dessa duas pm-tes, separei)dc-as por um ponto. Nos algoritmos apresentados a seguir, a
conversão de decimal para binário resulta em um "string" de caracteres 0 e 1, e não nw l número
formado pelos mesmos aJgu-irmos, pois não são representações equivalentes
Suponha então o número l = (401,640625)lo. A representação binária de zp(3) = (401)io é
obtida, inicialmente, dividindc-se 40] por 21 essa divisão devolve tJm quociente e um resto. O resto
é, necessariamente, 0 ou ]. Após, divide-se esse quociente por 2, obtendo se um outro quociente
e resto. Esse processo é repetido até que o quociente seja ll a representação binária é formada.
então, pelo ÜLinlo quociente e pelos restos, tomados na ordem inversa a que foram obtidos. A
tabela 1.1 mostra esse processo. A representação em binário de ip(=c) = (401)io é, portanto.
(401):o li iooioooi):
lx 28 + lx 2r+ 0 x 2a + 0 x 25+ lx 24 +0 x 2s -FO x 22+0 x 2l+ lx 2o
256 + 128 + 16 + 1 - 40]
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Tabela 1.1: Processo de conversão para binário da parte inÍeíra cZe (401, 640625)io, o.ç d®Ítos
sublinhados comporão Q fepreseTttação binária
Para convertermos a parte ftacionária /p(z) = (0, 640625)io, fazemos um processo de mu/ClpZí-
caçães sucessivas por 2. Inicialmente, multiplicam'nos 0, 64062S por 2, resultando em 1, 28125. O
dígito à esquerda do ponto decimal será um dos dígitos da representação binária de /p(a;); como
use dígito é igual a 1 , subtraímos l do número, resultando em 0, 28125. Esse número é, novamente,
multiplicado por 2, resütarldo em 0, 56251 colho o dígito à esquerda do ponto decimal é o 0, basta
multiplicar novamente esse número por 2. O processo continua até que o número multiplicando
seja igual a 1, 0; os dígitos 0 e 1, à esquerda do ponto decimal, formam a representação binária de















Tabela 1.2; Processo de corzuersão para óínádo da parte /racÍoncíria de (401, 640625)io, os dÜ&íos
sui)tenhamos comporão Q representação binária.
Logo, a representação em binário de /p(z) 0, 640625 é
(0, 640625)« (0, 101001)z =
lx 2'z +0 x 2'2 + lx 2'3 + 0 x 2'4 +0 x 2's + lx 2-(
0, 5 + 0, 125 + 0, 15625 = 0, 640625
e, portanto, podemos justapor as representações binárias de {p(401,640625) = (110010001)Z e
#(401,640625) = (0,101001)2, obtendo a representação binária de (401,640625)io, a qual é
(110010001 , 101001),
Os algoritmos apresentados a seguir sumarízam os processos de conversão de decimal para
binário e de binário para decimal
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Algoritino 1.2.1 Conversão dccá7nat para Dánáráa
7)roc conta-dec-pura-bàn(iltT)ut: ; output: b)
% z eA uln numero rea! decidi! eÜ ntoduZo e b cA a sua
% representação bánar a, armazenada corno u?n
% "strtng'; de caracteres.
z {-- lzÍ
b .-- «n«-d"-p««.bán.íp(ip(z)) lcon«-d".p«.-bín..fp(fp(«))
endproc
pToc comi-dec-para.bin.iJ)(input: z; output: b)
% = eh um numero inteiT'o e b ch CL $ua repíesentaccLO





wA{Ze = > l
d .- lz/21





proa con\i-dec-para-bin.jp(]rgllL z; output b)
% 3 eh vm numero Írc ciovtario menor do qze l e
% b eÀ a sua represeTztacao minar a, annazenada
% como um "stríng" de caracteres
b +--' .'
toAáZe z < l
d +-- z # 2
{ - laJ
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Algoritmo ]-.2. 2 Conuerscío óánárâo pczra decá7rzaZ
p!!S conta-bin.para dec(tnpllt b; !,utPut.' =)
% b eh uln numero l)znaüo, annazenado como
% um "string" de caracteres e :c eh a sua
% representação em decimal.
Z - length(bl
p -- ândstr(Z,,' .') % Localiza onde esÉah o pondo dec maZ e«l b
ifp # 0 !!LÊ& % b eh um numero binário com parte fracionaria
" --«n«-.b:".P««.d«-ip(s-bstr(b, l,p - l»+
co,.«-Z'','..««-dec-.fp(subst-(ó, P, /»
Êlgg % b ell um numero inteiro
r '-- cozeu-bin.para.dec-ep(b)
endproc
!11g: conta-blh.para.dec-ip(112y1l bi output: =)
% b eh \cln nome.ro binalqo {ntã;l:;l'armcbzenado como
% zm "stHrtg" de caracteres e = eh ü s'ua




/or á = 1, 2, . . . , Z
z -- : + str2num(blÍI) * 2*
k - k -- l
endfor
endproc
!11gÊ conta-bin.paro..dec-jp(ip?ut: b; output: =)
% b eh um numero binaüo merbor do que ], armüzeTlado
Za como um "stvlng" de carctcteres (com '.' c,ü frente) e
% z eh a sua represenÉacao em dec lna!
Z '-- ]e«gth(b)
k-l
.for { = 2,3, . . . , Z % -Oesconsidera o ]o. caracíer r'.7




Note, no entanto, que se por um lado um número inteiro decimal pode ser facilmente repre-
sentado por uln número inteiro binário, a representação da parte fracionária nesse sistema de
numeração exige, normalmente, um número bastante elevado de dígitos. Por exemplo, (0,249)io
- o qual difere de (0, 25)lo = (0, 01)2 por apenas (0, 001)io não tem representação biná.ria íiúta
(pois essa diferença não pode ser repraentada de forma nlnita): seus primeiros 20 dígitos são
(o, 0011111110111110011100. . .),
e veja que, como 0, 249 < 0, 25, llecessariamente o primeiro dígito não-nulo na representação
binária encontra-se à partir da terceira casa binária (pois (0, 25)zo = (0, 01)2)
1.3 Representação de números em um computador
A representação de números em un] computador está intimamente relacionada às operações que
serão efetuadas com eles. Inicialmente, consideraremos a representação dos números inteiros e,
A.l,. de Bortot{, (;. GaT-dose, .R(.P.G. Facitin, R.D. dü CZnFtü 10
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depois, passaremos aos números reais
1.3.1 Representação de números inteiros
lToje ern día, os números inteiros são armazenados, tipicamente, em unia palavra de 32 viés
CoiJsidelando a.})oral.s números posít uos, temos u m totttl de 232 }lúineros possíveis de ser representados
em uma l)a\la\ra. desse conlpriinnlbo: 0, 1. . . ., 232 - 2, 232 -- 1. No entanto, é necessário que se
manipula llúlneros inteiros negativos, e, nesse casos devemos analisar as possibilidades existentes
O sinal (+/--) é uma quantidade binária e, portanto, podemos armazenar essa informação em
um único bzí. Isso no$ leva, portanto, a pensarmos numa representação chamada s rzaZ-e módulo
dos 32 bíÉs de que dispomos, reservamos un] pala o sinal, e os restantes 31 representarão o valor
absoluto do número. Essa representação apresenta cruas caraterisLiças
1. A perda, dc um bíÉ implica na, redução do iate.rvalo de iepiesentação dos números. Agora
só podemos representar os números 0, 1, . . ., 23: -- l (em módulo);
2. O número zero tem !illa8 representações: +0 e D
Suponha, por exemplo, que quiséssemos efetuar +13 (--) 13i o resultado seria +0 ou --0? Além
disso, seria necessário existir um circuito, dentro do processador, específico para se efetuar urna
subtraçãol não seria melhor que a subtração fosse tratada como a soma de um número positivo e
outro negativo?
Essa última cara.cterístíca é que leva ao uso de uma outra representação para números binários
inteiros com sinal, claamada de complemento-de-i?. Um número --:c em complemento de 2 é obtido
invertendo se os bzÉs da representação binária de l z l e somando (1)2 ao bÍt menos significativo
Para um conjunto de n bits, o intervalo de representação de números em comp)ementpde-2 é
2'': $ z $ 2'': -- 1 (ao passo que, em sinal-e-módulo, é --(2'': -- 1) $ z $ 2"': -- 1, pois
um báf é usado para guardar o sinal de z). A tabela 1.3 mostra os inteiros representados em




























Tabela 1.3: /n.tenros em sinal-e n óduZo e complemento de-2, para n = 3 bits, o bit mais à esgueNa
representa o sinal no formato sinal-e magnitude
Em coinplementc-de 2, e usando uma palavra de 32 bits, um número pos fito l satisfaz 0 $
z É 23i -- 1 , e sua reprwentação em binâ-io (cf. visto na seção anterior) é utilizada para armazená-
]o, sem modificações. No e)leal\to, um número negaíiuo --3/ é armazenado colho a representação
binária da número pos tava 232 -- 3/, e 3/ é tal que ele satisfaz l $ y $ 2SI
Suponha, novamente, a operação +13(--)13. O número (+13)io tem a seguinte representação
bin àri a
(+] 3)lo =(00000000000000000000000000001101)z
e (--13)io, em complementc-de-2, é escrito como
C-13):o (11111111111111111111111111110011)2
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Agora, para somarmos os dois, seguimos M mesmas regras da adição em decimal; procedemos do
ójt menos significativo para. o mais significativos somando dois bits, z e 3/, a. cada. vez. Por exemplo.
(1)2 + (1)z = (lO)2 :: (2)lo, como espetado:. No entanto, é mais costumeiro tratar o resultlido











Tabela 1 4: Soma de dois bits
Note que os bits s e c são expressos em termos du operações lógícu © (ozz-e3cZusáuo) e ,'\
(muZílpZzcação lógica): s É: l © 3/ e c = = A 3/




Veja que, a menos do bít mais significativo do resultado (sublinhado), obtivemos o valor esperado,
ao somar um número e seu simétrico: zero. O bif mais significativo é apenas o b!: de transporte
o qual é ducartado, nesse caso
Ao somarmos dois inteiros positivos, é possível que ocorra um "overfiow". i.e. o resultado não
pode ser representado na. palavra (por exemplo, de 32 bits). O mesmo pode acontecer se somarmos
dois inteiros negativos. No entanto, se somarmos dois inteiros de sinais opostos, não pode ocorrer
overfiow". Se considerarmos a operação l + (--g/), e 0 $ z $ 23i l e 0 $ y $ 231, o resultado
poderá ser sempre representado na palavra. Suponl)a agora que somenos os complementos-de-2
de z e --3/, i.e. os números nãa.negativos = e 232 -- 3/1 isso resulta ein 232 + ír -- g/ - 232 -- (3/ -- z). Se
z ? 3/, um bit de transporte - correspondente a 232 - terá o \flor 1, mas esse pode ser descartado.
conforme visto anteriormente. Se z < 3/, o resultado cabe em 32 bits, e ele representa --(3/ - z) em
complemento-de-2
1.3.2 Representação de números reais
Na representação de números reais, temos basicamente três alternativas: representação racional.
por ponto-/üo e por pondo-#tztuante
1.3.2.1 Representação racional de números reais
A representação racional utiliza dois inteiros numerador e denominador para representar
a b-ação. Apesar de permitir representar de forma exala u fiações, as operações aritméti-
cas envolvendo tal representação tornam-se bmtante complicadas. Em sistemas de computação
simbólica, como o MAPLE, MIAVnnWATÍC.\ e DERivE, dentre outros, essa representação é adotada
porém cabe ressaltar que ela não existe em termos de "hardware"; esses sistemas executam por
soRware" as operações aritméticas envolvendo orações (incorrendo em um considerável aumento
no tempo tomado para $e efetuar as operações)
lesse procedimento é o mesmo que ocorre no sistema decimal: o "vai-um'' na soma de dois dígitos decimais indica
que ela excedeu a 9 e, portanto. deve ser transportado o complemento de 10 da soma (indicado pelo trai)aporte da
1) pua o dígito subseqiiente
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1.3.2.2 R.epresentação de números reais em ponto-lixo
A segunda alternativa é chalnacia de ponto âxo. Nesse cmo, o ponto binário ocupa uma posição
fixa (daí o nome) - existe tuna quantidade pré-de$1nida, de ctígitos binários à esquerda e à direita
do ponto. A palavra do computador é dividida ein três campos
1. s, sinal do número (l s ] bÍt)
2. c, dígitos à esquerda do ponto binário (l eÍ 15 bÍís, por exemplo);
3. d, dígitos à direita do ponto binário(ldl= 16 Z)íÍs, por exemplo)
Por exemplo, o núlllero 11, 75 é representado em ponto-lixo colho
11 0000000000ioiít lloooooooooooooo
Novamente, aqui, existem duw representações para o zero; porém, o principal problema reside no
fato de que o intervalo de representação dos números é bastante pequeno, conforme veremos a
seguirb
1.3.2.3 Representação de números reais em ponto-flutuante
A terceira maneira de representar números reais em um computador é cllamada de ponto-flutuante
E[a é baseada na notação cÍent#ica, i.e. um número real 3 em base decimal é expresso na forma
z :: ÜA/ X 10:tZ (1.2)
onde .A4 é a mantlssa e E é o e=poenee. Note que se exigirmos que S seja um número que satisfaça
então podemos imaginar que o ponto decimal é movido à esquerda ou direita, ajustaildc-se
convenientemente o v&Jor de .D -- daí o nome "ponto-flutuante" . Nesse caso, dizemos que o número
n encontra-se em notação cáentÍHm normalizada, pois o primeiro dígito após o ponto decimal é
diferente de zero. A notação normalizada apresenta uma restrição, a qual é a impossibilidade de
se representar o z :: 0; essa restrição será remoüda mais adiante.
A notação científica normalizada pode ser facilmente estendida para números reais ein base
binária; nesse cuo, temos
1=:t.A/x2ür, =1 Éw< 1 (i.3)
de onde À4' é um número na forma
/# = (0,boblb2b3 . . .)z, bo = l
Por exemplo, o número --11, 75 pode ser representado como
(--11,75)iO =(--0, 101111)2 X 2(+100)Z
Novamente, aqui, o número 0 não pode ser representado, pois JW > 1/2, por definiçãol a represen-
tação do 0 deve ser tratada, portanto, como um cmo especial
Agora, observando a equação (1.3), podemos ver qtle para representar o número z naquela
forma. devemos armazenar em uma palavra quatro informações distintas: o sinal da mantissa, a
mantissa, o sinal do expoente e o expoente. Esses dois últimos podem ser representados separada-
mente ou simultaneament.e; nesse caso, pode-se usar complementc-de.2 (apesar dessa forma não
ser utilizada usualmente) ou deSIOCaJnentO ("biased exponent" , como no padrão IENE-754)
Também podemos observar que, como bo = 1 em ]l/, não é necessário representa-lo; isso nos
permitirá economizar um bit da palavra que ummenará z
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Essa representação, também chamada de sÍsíema de pondo-Pzzíuaníe, é denotado por
r' lwl, lz'l) (i.4)
onde P é a base na qual os números estão expressos. l.a/l e l-BI são a quantidade de dígitos
utilizados para representar a mantissa e o expoente
Para fins ilustrativos; vamos comiderar uma palavra de 32 báfs, dividindo-a em três campos
1. s, sinal do número (l s 1 = 1 blí);
2. .E, o expoente do número, expresso em complemente-de 2 (l Z? 1 = 8 bÍfs, por exemplo);
3. ]1/, a mantissa do número, expressanaíorma(0,1bib2b3 . . .)2(l nl= 23 viés, por exemplo)
Nesse caso, o nún]ero(--11, 75)io =(--0, 10111])2 x 2(+ioo), será expresso como
il oooooloo l lollllooooooooooooooooo
1.3.2.4 '1'Fatal:mento do zela
Num sistema de ponto-flutuante em notação científica normalizada, a representação do zero é um
caso especial, pois qualquer número 3 nesse sistema é tal que sua mantissa é um número .R/ > 0
Note que o padrão de bãís
o l oooooooo l ooooooooooooooooooooooo
Q representa 0, mas sim l (uma vez que bo não é armazenado)
Temos, então, duas opções para representar o zero
1. Representar explicitaanente bo: com isso, reduzimos a precisão, pois o bít b23 da mantlssa
não poderá ser representados
2. Escolher um certo valor de -E o qual, quando o padrão de bits de a/ for 00. .-00, será
considerado como representando o 0. Essa é a estratégia utilizada no padrão IENE-754,
Note que, em ambas opções, persiste a repiesent.ação dupla para o zero, +0 e --01 uJsualmente o
sinal é descomiderado, nessa situação
na
1.3.3 Caracterização de uma representação
A íim de caracterizannos uma representação de núnaeros i-edis
flutuante, podemos definir alguma quantidades, as quais são:
1. A precisão, p, é a quantidade de bíÉs disponível para representar o números
2. O menor número representável, em módulo, MINRI
3. O maior número representável, em módulo, llAXRI
4. O menor nún-mero epresentável, e:, tal que l +c # 1, também chamado de epsílon da mágtl zza
ou unidade de an'edondamento da máquina;
5. A menor separação possível entre dois número
last-peace" ) .
Para um sistema de ponto-âxo, teremos então
1. p= jej+ lal;
2. MIAR é obtido fazendo se s = 0, e = 0 e colocando l no bíf menos significativo de d
seja em ponto-âxo ou ponto.: n n
s representáveis, ULP (do inglês umas-in the-Lvel
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3. ilAXR é obtido fazendo-se s = 0, e e e d tendo tactos os seus Dais iguais a l
4. c =MllJR;
5. 1n.P=i41}iR
Usando-sc uma palavra de 32 bits, dividida ein campos e cona ]5 óíís e d caiu 16 blís, podemo








í = 32'767, 9999847412109375 H 2ts
2'ic
2' ic;
i) + =1:1: 2
Tabela 1.5: Valores racÍerízadores de uma representação em ponto-#=o
Já para um sistema de ponto-flutuante, essas quantidades são obtidas de forma diferente
1. P ]W l + l (pois bo l não é ann azedado)
2. MINE, é obtido fazendo-se s 0, .E :: --128 e ]4 1/2
3. MAXI, é obtido fmendo-se s 0, .F :: 127 e a4 tendo todos os seus' bits iguais a ]
4. E = 2'(P i), para arredondamento por corte, ou c
por adição (ver 1-3.4);
{2-(p-n 2'P, para arredondamento
5. ULP= (O, 00
ÜM x 2:tr
01)2 x 2n 2'(p-z) x 2r c x 2r, para qualquer número l na fonna
Usando uma palawa de 32 bits dividida conforme expresso acima., essas quantidades tem os
seguintes valores, conforme mostra a tabela 1.6, onde c foi calculado mando-se arredondamento






2'i x 2 i28 H 0. 146937 x 10'3a
(>1::1:. 2-:) x 2:" ;:' 0, 170141 x 10s'
2'(24-1) - 0. 119209 x 10'c
[ x 2z :: 2'23-pr
Tabela 1.6 Muares caracéedzadores de uma representação em ponto-Putuante
oferece um intervalo muito maior de números representáveisl além dísso* a separação entre esses
números é bem menor
Na representação em ponto-flutuante, é importante estabelecer o intervalo de valores possíveis
para o expoente. Os limites desse intervalo são o menor e o maior expoente, MINE e }IAXE,
respectivamente, e sua deânição depellde de como os expoentes são armazenados, conforme a
tabela 1.7.
Cabe, a.qui, uma observação referente ao e. Suponha que se desconheçam as características do
sistema de ponto flutuante de um computador ou calculadoras nesse caso, é possível estimar o E:,
usando o algoritmo 1.3.1, o qud baseia-se na definição 1 + e # l
sinal-e-módulo complemento-de-2
--P -l .#lZl-i
+#lrl-l l +Plrl-i l
MINE
MEXE
Tabela 1.7: .DeÂn ção dos üaZofes do menor e maior expoentes num sistema de ponto-#utuante
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Algoritmo 1.3.1 .EsfÍ7nação de c
p"c. ««t»eps(o:«tp«.t: c)
s -- 1, 0
( +--. 2, 0
3#&Ü Íz > i,o,J
s {-- 0, 5 # s
É +-- s + 1, 0
#' (t $ 1, 0) .É&u




Por exemplo, executando-se esse algoritrno em uma calculadora HP-48SX, teremos como
resdtado E = 7,2759576141 x 10'iZ. O processador SATUrtn da HP 48SX utiliza 38 bzís para
representar a mantissa e, portanto, o valor calculado para c é uma boa aproximação.
1.3.4 Arredondamentos
Conforme salientado anteriormente, qualquer representação de uiD número real, num computador,
será mexa.ta, salvo alguma poucas exceções. Esse erro na representação está associado à base
utilizad L para representação e ao fato de que, necessariamente, existe um número finito de bits
para a' )azenm o numero
Q ,to à base, apega.r de alguns fabricantes de computadores terem utilizado outras bases (1 6,
no ci. o do IBh{ 360 e 8, no BUR,ROUGnS B-C7001, em 1960-1970, tipicamente se utiliza a. base
2, po ser mais fácil de se implementar os circuitos do processador, usando Mina lógica binária.
Dessa forma, temos de conviver com o problema de certos números, com representação excita em
base decimal, não poderem ser representados de forma excita em base binária
O outro problema -- a !imitação no tamanho da palavra para representar um número real
-- pode ser mitigada ao se aumentar a precisão. Qualquer linguagem de programação cientíHca
oferece a possibilidade de se utilizar variáveis em precisão dupla e, algumas, em precisão quádrupZa.
i.e., utilizamos duas ou quatro palas-m para representar um número real. Outra alternativa é
utilizar um processador cuja palavra contenha um maior número de bits: o recém-lançado lwTni,
ITKuiuhí tem uma palavra de 64 bits. mate a diferença -- sutil - entre essas duas alternativas
um programa que utilize variáveis em precisão símpZes permitirá se trabalhar com números de
dilglsgligg precisões, se utilizarmos dois computadores com palavra de tamaiüos di&ls!!Êa. Por
exemplo, um programa em Foill'nAn 90 com variáveis de precisão simples -- tipo REAL -- terá uma
precisão de p :: 24 num computador que utilize o IWTnt PnnTiuu 11, mas, num INPEL PENriuM
4, o mesmo programa terá uma precisão de p = 53
Assim, com as limitações impostas pela escolha da base e precisão da representação, pode-se
perceber que existe um número $nÍto de números representáueás ou de mcíguinal isso em marcante
contrate com os números reais, cuja quantidade é infinita. ]\cais ainda, entre quaisquer dois
números reais, existem infinitos outros números; já ern qualquer du representações (ponto-nxo ou
ponta-Hutuante) , se tomarmos dois números representáveis ggnSeç!!&jZeg, í.e. , há uma diferença de
l no bit menos significativo, nãe há qualquer outro número. Assim, $e posicionarmos os números
representáveis sobre a Teta dos reis, veremos que eüstem espaços entre cada número representável
Pai'a demonstrar isso, considere um computador lüpotético com uma palavra de 7 bits, e duas
representações de números reais
1. Ponto-fixo: lsl :: 1, jej= 2, ldl= 4;
2. Ponto-flutuante: l s 1 = 1, 1 J\4' 1 := 5, l ZI :: 2
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As ni8uras 1.1 e 1.2 mostram a distribuição dos números de máquina ao lonono da Pela dos reais. Pala
a representação em ponte-íüa, note que a separação enLi-e os números representáveis é consta.nte
isso é exl)ligado pois o valor de ULP é constante. Já na representa,ção eln ponto-flutuante, essa
separação aumenta à medida que uln número tour)a-se maior, ou seja, o expoente cresce. Isso pode
ser verificado na expressão pai a ULP, -' x 2E, a (letal depende clo valor do expoente
Outra caractcrísLica que pode ser observada é o ]nenor intervalo de representação ]io sistema
de ponta-fixo, bem como uma região de "underflo«" muito maior do que no sistema de pontc-
fiutuante.
Observando as figuras 1.1 e 1.2, podemos verificar a existência de espaços entre os números
representáveis. Suponha, então, um número como, por exemplo, 2/3 = 0,66õ. . ., cuja repre-
sentação em binário é (0, 10i01íi. . .)2. Para âns de explanação consideremos apenas um sistema
de ponto-âutuante, apesar' dm observações a seE,uit serem válida para uma representação de
ponto-.6lxo também
Como 2/3 não tem representação 6lnita em 24 bits, temos duas opções para arma.zená-lo:
] . (o, 101010 101Q),
1011):
o primeiro número é obtido descambando-se os bits b24b2s
os.bits em excesso e somando l a b24.
A situação que. temos é, porbiLnto, a seguinte: sempre que um 'número é não rcpresentáueZ,
devemos escolher outro entre os dois números de máquina, nazis próximos daquele. Esses dois
ntlmeros são amedondameníos do número original, chamados de arredondamento por cone e por
adição, correspondentes aos item l e 2 acima, respectivamente.
Como estamos aproximando um número nãõ-representável por um outro, o mais próximo dele,
nossa representação daquele número traz associada a si um em'o, o qual pode $er medido de duas
formas. Quando um número real = é aproximado por um número Ê, o en'o é z -- ã. O eno absoluto
e detlnido como
2. (0, 101010
já o segundo obtém-se descurando-se
z -- ã (1.5)
e o en'o reZatÍuo é dado por
Esse ütimo é o mais utilizado por permitir unia compra'ação mais justa entre quantidades coJn
diferentes relações de magnitudes
Vejamos formalmente, agora, quais os en'os associados a esses arredonciainentos. Chameinos
de zc e a;. os números de máquina correspondentes aos a,rredondamentos por corte e por adição,
respectivamente, de uin núJneio não-representável 3, os quais satisfazem a relação
(1.6)




o, 1010 . . . ioiol
o, 1010 . . . iol.ojtolo
o, 1010 . . . 1011
porém, z pode estar mais próximo de n. ou de z., conforme mostrado na figura ] .3




b22bzs)2 + 2'") x 2r
(1.7)
podemos calcular os erros absoluto e relativo associados aos dois arredondamentos como
apor exemplo, um erro de ]m na medição da dista)cia entre a Terra e Júpiter é pe(]uenol porém. um erro de
5cm. numa incisão num corpo huna.no pode ser considerado bmtante alto.
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Figura 1.1: DÍsÚrÍbuÍção de números de máquina em um szsiema de ponto-Êzo.
d stância entre do s números representáue s á a mesma
observe gue a
Figura 1.2: Distribuição de ntímeros de rnágu na em um s ste7na de p07}to-#utuan&e, aqui,
dütáncía cnt7e dois ntZmeros representáueis aumenta à medida gue se alasíarn do 0
a
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Q
Figura 1.3: t/m número não-represenücíueZ z pode ser me/Aor 7'epreseníado p r 3. ou =.
Aqui, consideravnos um sistema de ponto-$utuante corri quatro dígitos ncl r an ssa, com =. :
0,6875 = (0,1011)Z e l. = 0,75 = (0,]100)2, no diagrama â esquerda, 3 = 0,70625 :
lO,101101001100]].-.)2 ., à d«eíÉ., 3 0,734375 101111):
Erros associados ao arredondamento por corte Se o arredondamento por corte foi escola
do, então z encontra-se à esquerda do ponto médio do intervalo l=.,z.l. Então:
z -- =c <
<
:llz. - z.l= il(m+2 ") x2-F -,A4 x 2EI
2'l . 2'z4 . 2r := 2E'2s






Erros associados ao arredondamento por adição Se o arredondamento p r adição íoi asco
Indo, então z encontra-se à direita do ponto médio do intervalo llc,=.1. Por analogia
escrevem os
la -- z. 1 < 2r'2s




Generalizando, podemos dizer que o erro relativo entre = e seu arredondamento =* é
:..----=-- 1 $ ' (i i4)
+
* P(z) +Ó), IÓl$., Ó=!:--:-! (1.15)
Uma medida muito utilizada para se determinar a qualida.de numérica de um valor é o número
dc aQ tos signo/icaÍíuos, D]GSE. Aplicando logaritmos aos dois lados da expressão 1.14, telhas
ou
log.. !-::-8--Çd ?-log:.. (1 16)
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e DISSE é de6 lido como
DISSE(-,/z(#)) = -log« í rd(1.17)
-logro 2'24 H 7, ou se.la, temos no mínimo sete casas decimais dePara .uma precisão ?) = 24
precisão
1.3.5 Operações aritméticas de ponto-flutuante
Na soma e subtração, os expoentes dos dois operandos devem ser iguais. Para tal, seleciona-se o
maior dos dois expoentes, e a mantissa e expoente do outro operando são ajustados de tal forma
a coincidir os expoentes. Por isso, N operações aritméticas são sempre eletuadas com o dobro de
bits utilizados para armazenar os números. Uma vez feito o ajuste dos expoentes, bamba calcular
(. x ,-) :L (b x ,') (a :L b) x r'
A multiplicação e a divbão são calculada como
(a x r') x (b x ,q) = ab x r'+q
(a x ,') -: (b x ,')
Como essas operações são efetuadas em várím etapas, a cada parcela do processo, deslocam-se os
bits à esquerda, de forma a sobrar bits menos significativosl a cada deslocamento, o expoente deve
ser rüodiâcado adequadamente.
1.3.5.1 Erros em operações aritméticas de ponto-flutuante
Sempre que dois números de pontc-fiutuahte sofrerem o eleito de uma das quatro operações arie
médicas, as seguintes etapas são efetuadu:
l A operação é deita de forma
armazenar cada operando;
corneta", i.e., com o dobro do ]lúmero de bíís fiados para
2. O resultado é norúabzadol
3. E feito o arredondamento, de forma que o resultado normalizado possa ser armazenado na
palavra.
O exemplo a seguir mostra por que deve-se efetuar a normalização antes do arredondamento
Exemplo 1.1 C;onsÍdere l = 0,45230 x 10'2 e 3/ :: 0, 25470 x 10'3, em um s stema de ponto
$utuante com cinco casas ma tüssa. O reszttado de B x g, sem rtonnütização, é
= x 3/ = 0, 0000011520
Se efefuarmos o an'edondamento, sem normaliza-lo, o resultado será 0.r
Como mostramos anteriormente, a representação em ponte-flutuante traz msociada a si um
erro. O exemplo a seguir mostra, no entanto, que uma única operação aritmética simples tem um
erro que não excede a c





--0, 9226274000 x 10õ
0,2909324802 x 108
0,3394579647 x ]0'2
e, a.rredondando par cinco casas decimais, por adição; tem.os
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H (, + g/)
n (. 3/)
n (z x 3/)
n (z -) 3/)
erro relativo
' c(tÍ59Õ:Í'='ÍÕ?=''Ê:'Ê";':iÕ:ü < lo-ü
(}, 92263 x 10s 2. 3 x 10'a < 10-s
0,29[}93 x 108 2,8 x 10'í; < 10-s
0, 33Ç)46 x 10'2 6,0 x 10'o < 10-ü
onde lO é o E dessa representação e.In c ?tco casas decimais
De foi-ma genérica, podemos dizer que, se = e Z/ são números representáveis, então para uma
operação aritmética qualquer O,
/Z (« 0 y) (z 0 3/)(l + Ó) (1.18)
e* se z e y nao ão números representáveis, então
/Z(#(,) OP(3/)) =(,(1 + Õ:)0 3/(l + Óz))(l + Ós) {5i.2.s l $ c (1.19)
A equação (1.19) nos diz que o erro associado ao encadeamento de operações aritmética pod
ser maior do que c, Con:lsidere o exemplo abaixo
P (.(z/ + ;)) (z(P(3/+z))(l +'ói), l(5il$ 2'24
(z(3/-F z)(l +Ó2))(l+Ó2), l(52 Í $ 2':4
'(3/ + ,) (l + Ó: + Ó2 + Õ: Ó')
3(y+ z)(l + ói + (i2) .'. l (5i+ õ2 l$ 2'zs
z(y+z)(l -Fc53), IÓ3 l 5; 2'23,Ói(52 « Õ3
Esse exemplo nos leva a supor que, ca.se a quantidade de operações aritméticas a serem feitas
seja muito grande, então o erro crescerá proporcionalmente. O teorema a seguir mostra que essa
hipótese é verdadeira
Teorema 1.3.1 Sejam zo, =i, . . ., =,, números representáuees positivos, e c a unidade de arre-
dondamento da máquina. .Então, o en'o reZaÉiuo de an'edonda7nenÍo a se calcular >:Lo a{ na
«dem n.tu«!, :.e. zo + :,: + . . . -F «,., é d. no má.{m. (1 + .)" - 1 o«, 'p";Ím'da«,'«í', ':'






S;; + zk+i k>O (1.20)
(1.21)
(s.) + «~--: ) k>O
. cA'Hemos de p. . ók «s e~'os «Z.É:"' «ceado. « n (sk) . n (sh+:),
n (s*) - s-
Ó'&
n (sk+- ) - (n (s*) + z*+:)




n (s~+- ) s:--:
(Íi(Sk) + rk+l)(l -F ók) -(Sk + zk+i)
(Sk(l + P.) +,k--:)(l +Ók)(St +'~+:)
n (s*) S»Pk -} S~(P« (1.%2))
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e, rearr(in0(L (lo os ter7nos* obte7nos
Pk+i = 'i* + P*.;b--
OAl-i
Gamo, por dc#níção, Sk < Se+z e l ók l $ c,
(1.24)
P*+: l $ ' + 1 P. l(Z + .) = . + al Pk
podemos então escrever.






< ' -F a(. ]- 0.)
C
ou
p« l . + o(. + a.) é?. + a'. +
.(l + a + . . . + é?'': )
o" - l
' 0- 1
(1 + .)" - 1
+ #"-lE
(1 + .)" l
e, Feto binómio de Newton, tem-se
T) . -(;) .' * l H nf.o
1.4 Perda de dígitos significativos
Apesar de erros de arredondamento serem inevitáveis e difíceis de controlar, existem algum tipos
de erros, em computações numéricas, que podem $er evitados




Se o computador utilizado oferecer apenas cinco dígitos decimais na mantissa, teríamos
P (,)
/z (g)




Nesse cuo, o erro relativo é bastalate grande, da ordem de 4%
1.4.1 Subtração de valores quase idênticos
Como regra, devemos evitar situações que levem à subtração de va]ores quase idênticos - normal
mente causados por expressões inadequada do ponto de vista numérico
A.L. de porto!{, C. Cürdoso. À4.P.G. Fachin, R.D. dü Clip,ha 22
!nÊroãução ae Calou\o NvméÓco .4rÍÉméláca no Gom//utador
Exeihplo 1.3 Considere a cnpressão
lí.2s)
ora, para z < 1, teremos z2 <K l e porÉanío, vÇ2 -t l
egpressao aczlna coIRo
NO entanto, $e Tee.SCTeUe'rVÍLOS (l
,- o"':: - ü IS}ÜI - ;;- (1.26)
elirninüremos esse problema. Por ezenrtÍllo, em uma caiem.lctdol'a HP-,4SSX, se = 10-a, teremos
3/ + -v/Õ:'ÕÕÕiiãir:l:T - ] = v/]o--i2 -n - l = 1 - 1 =o
, - wd:=*:-=-T-'*:.-:'
.f)or que, no ezempZo acima, 10 i2 + 1 :: 1 2 Ocorre que, se un7z dos operandos /or ntenor do
gue c, então eZe será desconsiderado rboÍs c é o menor ntímero representáue/ taZ que 1 + É: # IJ
C'on7zo (lO c)2 < c r1 7, 2759576141 x 10'i2 rza XP-,g8SX2, Àouue o cancelamento caÉasércÍ/ico na
subtração
Exemplo 1.4 Considere as elpressõcs para as duas raízes de uma equação de segundo grau.
Z2
Z} + vb2 -- 4ac
2a




Se b2 » 4ac, então a expressão b2 -- 4ac enuoZue canceZnntenío e vZ)2 - 4ac H l b 1, de faZ /onça
que as opressões sofrerão mncetamento catastró$co, depevtdendo do sinal de b
Nesse caso, $e multiplicctnnos üs equações acima por expressões do tipo
poderemos calcular üs rclÍzes corno segue
1. Se bZ 3» 4ac e b > 0 então n2 é calculado por r/.i?8P e
2c
.b -- vb2 -- 4ac
li.u9)
2. Se bz » 4ac e b < 0 então zi é calculado por ('í.P?l) e
2c c
b + X/i)2 -- 4ac aah
(1.30)
Por elempZo, seja a equação l2 - lO(i= + 1 := 0. CaZc21Zando =i e =z aóraues das elpressoes




10o + y= - u\u - :.'
10c -- 10c .
- - u
29
10c 'íõi2 - ã
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A ra z zz Ío{ calculada de forma errada
Faca; c afino-lü usaltdo (1.30), temos
ojreu ca'ncelamento catastró$co. No entanto, se
.4a subsÍzíu,ermos esse ziaZor na egü-açao, teremos ]0 i2 l -F 1, o guaJ pode ser corzszderado corria
apro=ctmo,ndo 0 para a precisão ztilizadü. Note que, po.'t'cc esse exemplo paüicutav, :cx leão é raiz da
equ.a(:ão, pois íOZ2 -- 10C100 + l # 0.
1.4.2 Teorema sobre a perda de precisão
Ullla qtJesLão que surge a partir dos exemplos anteriores é a seguinte: Quantos dÚ7[Éos bínáhos
s gr á»cnt uos sâo perdidos na subÍ7'anão 1 -- 3/ quando 3 = 3/ ç' O teorema a seguir nos dá limitantes
ext reinos para. o número de dígitos binários perdidos nessa situação, baseado na relação 1 1 g/s l
o que nos dá uma medida de quão próximo 3 é de y
Teorema 1.4.1 Se 3 e g/ são nlímeros em poria-/ZuÉuan e óínár os pos í uos, normalizados, (aZ
qKe z > U e
P
Z
então no máximo q e no TrLínimo p dígitos binários ságni$catiuos são perdidos na subtração =c U




Como = > IJ, por hipótese, o expoente de U deverá $ r igualado ao de = antes de se realizar Q
subÉraçâo rnoíe gue, como zzão pode / Quer dzbítos à esquerda do ponto binário, sempre se /az com
gue o menor número iguale seu expoente ao maior, introduz ndo zeros imediatamente â dera ta do
ponto bináüo), l,ogo, U deve ser escrito como
3/ = (s x 2"'") x 2"
e, daC
z -- ly = (r -- s x 2'''") x 2'
.4 mantíssa desse número satt#az a seguinte relação
s x2"\ /
r -- s x 2"'' = r ll -- :---.=-::- 1 :; r Í l
\ r x 2" ,/
Para normalizar a representação de r -- 3/, u n desZocãmenío de ao me7zos p bits para a esquerda
á necessáho. Então, ao vnenos p zeros são inseHdos ao Anal dcl marttissa, elettuam.ente pel'dando
p bits de precisão.o
\ i) « '-'
O exemplo a segar il\ostra a utilização desEb resultado
Exemplo 1.5 Suponha uma mantissa de 5 dzgiÉos decimais e gue i = 0,31457 x ]0S e y =
0, 31453 x 10a e que os cálculos sejam e/eíuados com o dobro de d@itos. Ora, para calcular i -- 3/
Z 0,31457 00000 x 10s
0, 03145 30000 x 10o




n (' - 3/)
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como foi necessário inserir wn dígito "0" o.pós o ponto decimal de IH, empa'ru $e que se perdaTá um
dígi.to ao lazer a nome.alização, colrLO T)od..-se ueT#lcar pelo re$ 11ado. O erro rclat.iuo, 110 casos é
9]83117x lo'-0,283n x lo' ., .,24760435x 10-' % 10-'
o que demonstra que, efetiuaTltente, houve pcrda de dígitos significa.tidos na subtração
Exemplo 1.6 (Jorzsidere a c 7ressãíl ly :: = - $enz. Como gene z z para a «e 1, ocos-e7á perda
de dígitos signi$twtiuos em y. Provo hü uma Jorna olteT'lLatiuü para ccLlcular y e estipula um
intervala pa.ra = no qual pode-se utittzar a e:opressão oHginctl.
Solução; Usando a série de ra3/Zor para Bens, Íamos.
z -- gene
, - (- -: * :







e, para = -- Q, podemos trancar Q série como segue, ztitizando apenas quatro ermos
y (.'/6)(1 (r'/20)(1 (.'/42)(1 - ''/72)))





Essa desigualdade é saías/e ta se l 3 1 ;. 1, 9 e, nessa s Zuação, podemos usar a ezp7'estão reg naZ.
Para 0 < 3 < 1, 9, devemos war a e:pressão baseada na série trzznmda de =rag/Zor, pois cZa eZÍmína
a problema
Suponha = = \0'a em vma calculadora Hp-4aSX. Então, teremos
y
y
10-' se«(10'') = 0,000001 -- 0,000001 =0
1*66666666667 x 10'lo
1.5 Condicionamento de um problema
O condicionamento de um problema diz respeito a quão excito podemos resolvo-lo em uma dada
precisão de ponto-flutuante. independentemente do algoritmo utilizado para resolvê lo
Seguindo a derivação em j121, e supondo que desejamos avaliar uma função 3/ = .f(n), já
sabemos que qualquer operação de ponto-flutuante acarretará a existência de um erro. Logo, o
que efetivamente calcula-se é uma aproximação
# (3/) (.f(P (z)))
mas, por simplicidade, assumimos que P (.f) = .f. Podemos calcular, então, o erro relativo ein 3/
como
/z(y)--3/ . .r(p("1) :/1z) :.. ..t. x r\
à p(,)-, ' /(') '' «
O termo :!(zl?(E:i=í(d é uma aproxin:ação para /'(z). Assim,
g.l$0.-Z z «,(.) x 4-Ç!)-:!
y ' ' ' z.
(131)
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onde
',(,) - J-!JiT-ii:(a (1.32)
a qual é chamada de nlímero de condição de .f
arrerloildamento ein z são amplificados ao se avaliar/(,)
Esse íator é que mede o quanto os erros de
membros da equação (1.31),
Então, para se avaliar o número de dígitos carretos em /z (g/). aplicamos logaritmos aos dois
:« ('lP) ~ - :« ('ç2-=) - :«« «',,
Note qui }'g:. (' lb) é ;P;«::"';«"'' ;.-;: ;' p;-; '; '- . ; :' p''''- ':
1.6 Computações estáveis e instáveis
Um processo numérico é dito nsÉáue/ se pequenos ermos ocorridos num passo são ampliados nos
passos seguintes, degradando a exatldão do processo




f'« ê"«-: n> l
a qual gera os números
pois "o - {' = 1, =i = :
l














































3 33333 3333333333 ] 0000
1 1 ] 1 } 1 1 1 1 1 } ] } J0940000
037037037037036258000
0 1 2343C790 1234 ?S 1 4 000
004 1 1 S2 263374 358 84 4 00
001 371 742 1 } 24 32 1 45 600
0004 37 2473 70G2 4 78S240
0001 52 4 1 S7894 G4 5 4 1 85 0
0000S0 8052601 7996764 J
00001 693507482 71 37 338
00000 5 6 4 4 97734 4 304 94 9
00000 1 88 1 46 872 247} 66 }
000000626394G7 ] 637 2G7
00000020375 1 94 7 132G09
0000000S639887 53g) 6 1 8
000000029DÚ 080281 3 ] 33





















11 ll ll ) 1 1 1 1 1 1 1 ] 100000
0370 3703 703 703 7028000
O1 234S679Q1 234 5G77000
00{ 1 ] 322G337 4 4 85S 8300
00] 371742 1 1 248283?900
0004 S72a 7370827G 1 75 GO
0001 5241579027S872500
0000S0805 2G34 2529083 7
0000 ) 693S037 80843027g
00000SC43 02Q2694 7 G7S9
ooooo 1 88t 6 76a 23 1s8 9 20
00000C)G2722S474 38630 7
000000209073 158 } 28769
DADO(© 069691 7193?G 25 6
oooocDa23230s73 i 2$ 4 1 g
000000007 743S24 375 1 40
o .ooooooooooooooooooooo
Q.00000000000000000000U
0 .000000000000001 4 98801
O .00000000000002079S8GS
0 .00000000n000256 1 54{ 7 3
0 . 00000000000307975 320 1
O .000C)OC) OOC)0369G5 5083S l
O .00000000044 339429GOGI
0 , 000000003323 1404 4 4 5 4 9
0,0000000G387769G4048 90
O .0000007 6G53 23608 G 1 97 2
O .0000091 983B84 } OS 9G3 7G
0 .0001 } 038066 C)937} 723 0 0
0.001324S6793]2S6S33300
0.01 58948 ) S ] 750894 ) 8000
0 . 1 D073778210108SS5 C)000
2.2888533852130397 00000
27 ,4 6624Q622S364 840001) C)0
multiplicado
Os valores acima demonstram e
13/3 em z«+i Portanto, há a possibilidade de que o erro existente em za
para zir por um fatos (13/3):' z 100




devido unicamente a zs Além disso,pode ser de 10''
ou seja,
os erros devido aos
(13/3)'
o erro eln z17
demais números z4 Z5 } =k são propagados para zn
que não é desprezível.
por íatores da forma
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1.7 IDesastres cansados por erros aritméticos no coia3putador
Esse capítulo apresentou os conceitos ligados à computação numérica; dentre estes, certamente o
conceito de erro associado a qualquer cálculo numérico é o mais importante. Comia ligo há como
evita-los, é necessário que o programador e/ou analista numérico saiba como trata-los de forma
que a ocorrência deles não leve a falhas catastróõcas. Infellzmelate, isso nem sempre é levado em
conta, no dia-a-dia, e desastres ocoirern, como os dois que cit.amos a seguir
1.7.1 Falha do sistema de mísseis "Patriot»
Diante a Guerra do Golfo, em 1991, o fraque lançou inúmeros mísseis terra terra "Scud" (de
fabricação soviética) contra lsrael e Arábia Saudita. A ülm de se protegerem contra esses aba.quem.
as tropas nortuamericanas inst.alaram bateria de mísseis terra-ar "Patriot", os quítis haviam
sido projetados no início da década de 70 pala destruírem mísseis cruzciio c aeronaves soviéticas
(voando a uma velocidade média de 2Mach), numa eventual guerra entre a OTAN e o Pacto de
Varsóvia
Uma bateria de mísseis "Patriot" consiste de uma unidade dc controle computadorizadal de
um radar de deLecçãol e de até 6 lançadores quádruplos de mísseis. A unidade de controle dispõe
de um relógio que marca o tempo em décimos de segundo, armazenados em uma palavra inteira de
24 bits; os cálculos de determinação das janelas de conârmação e de engajamento (regiões no céu
dentro do qual o possível alvo deve ser detectado pelo radar para que possa os mísseis "Patriot"
sejam lançados) são feitos em ponto fuo, também com 24 bits.
No dia 25 de fevereiro de 1991, uma bateria "Patriot" instalada em Dharan. na Arábia Saudita.
deixou de interceptar um míssil "Scud" que se aproximava. Como resultado, 28 soldados norte-
americanos foram mortos devido à explosão do míssil "Scud"
Os resultados da investigação, de acordo com jlll, indicaram que os mísseis "Patriot" não
enganaram o "Scud" (apesar dos radares haverem detectado o míssil iraquiano) devido a um erro
numérico de arredonda-mento. O tempo medido pelo relógio da unidade de controle é multiplicada
por 1/10 para representar o tempo em segundos, e armazenado em 23 bits, no íormaLo de ponto
fixo; ocorre que 1/10 é ulli rlúmero que não tem representação finita em binário:
(l/lO),o (o, o001 1001 10011001 1001 1001 1001 100 .),
Como a palavra usada para armazenar o relógio é de 24 bits, o erro é de aproximadamente
(o, oooo oooo oooo oooo oooo o001 100 .)2 H (0, 0000 0009 5):o
E óbvio que, à medida que o tempo de operação da bateria de mísseis aumenta, maior será
o erro no tempo calculado. Como esse tempo é usado para $e calcular as janelas de detecção e
engajamento de um alvo, isso irá causar um deslocamento da janela para baixo (i.e., a altitude na
qual se espera que o alvo aparecerá na próxima varredura do radm da bateria será MeH.or do que
a que ele se encontra). Com isso, o míssil continuará trafegando em direção ao seu alvo, porém
não será detectado e, .portanto, os mísseis "Patriot" não serão disparados.
Ocorre que, devido às características do sistema "Patriot" , a fim de $e maximizar u chances
de derrubada do míssil atacante, este deve encontrar-se no "meio" da janela de engajamento, a
qual tem um comprimento de 274m. No dia ll de fevereiro de 1991 (duas semanas antes da falha
do sistema), veriâcou se que após 8/t de operação contínua, a janela sofria um deslocamento de
55m; por extrapolação, após 20h de uso contínuo. esse deslocamento seria de 137m, e a partir de
então, não seria mais possível detecta- um míssil atacante
Quando ocorreu a falha. a bateria que deveria ter engajado o "Scud" estava operando conti-
nuamente por 100AI Dessa forma, o erro acumulado era de
0,000000095 x 100 x 3600 x 10:: 0, 34s
Um míssil "Scud" viaja a uma velocidade terminal de 1 .676m/s; em 0, 34s, ele percorre a distância
de 569. 84m. O deslocamento da jmela de detecção, após 100/L de operação, era de 687m. Logo,
À.L. de BortoEI, C. Cardoso, À4.P.G. Fachin, R.D. da Cunha 27
Introdução ao Cale'ulo N'u,KI,ér co .4rÍímétãca no Computador
não havia como o "Scud" ser detectado, já (]lle a .janela encontrava-se a uma altitude iníeiior à
ele
1.7.2 Explosão do foguete Ariane 5
No dia 4 dejunho de 1996, o primeiro íoguet;e Ariana 5, cozlstruído pela Agência Espacial Europeia,
íoi dutiuído pelo sistema de coJ)traio de falha Empenas 40s após o lançamento da sua base enl
Khourou, na Guiada Francesa. O Ariane 5 havia sido desenvolüdo após 10 anos de trabalho. a
um custo de 7 bilhões de dólares. O custo do foguete, bem como da carga útil tramportada, era
de 500 milhões de dólares
Os resultados cia investigação, após duas semanas do incidente, indicaram que o problema
encontrava-se no "software" de guiagein inercial. Um nújnero em })oito-flutuante, armazenado
numa palavra de 64 bits, e que representava a velocidade horizontal em relação à plataforma de
lançamento, foi convergido pata um número inteiro. no formato sinal-emagnitude, de 16 bits
Como a velocidade era superior a 32.768 (o maior número representável em 15 bibe), ocorreu uma
falha na conversão e o programa deixou de funcionar.
1.8 Exercícios
Exercício 1.1 Considere um sásíerna de ponto Putuante, f' = (2,24.8), no qual os n.tíln.eras
apresentam uma maníissa taZ gue l $ a/ < 2. 1)etermÍrle os ua/or'es caracfehzadores desse
sáster7}a.
Exercício 1.2 SuporzÀa que alguém recebeu a f.afegã de proleíar o s síema de partia-P71ttíante
de um computador com uma paiaura dc 16 bits, para uma apií ção enfio/vendo a medição de
temperaturas pró:amas a zero. Qual o tamanho dos campos M e E que seria mais indicado?
Justifique Q sua resposta.
Exercício 1.3 ]WosÉre gue,
contra-ezempZo.
«,m.Z,n.nÍe, n in (-3/)'j # n l n (y,)j escreva um mempZo e urn
Exercício 1.4 Se no má:Elmo 2 blís de p7'ecísão podenz ser Fardados ao se ca/curar 3/ = v:z2 + l
qual a resíãção gue deve ser aposta a ?
Exercício 1.5 0aZcuZe os valores de para os quais .f(3) = sen(r) pode ter um grande nd7nero
de cona ção
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Cállcu].o de ]3,aízes de }'u n.çõe$
Não-.Lin.ea.res
2.1 Introdução
Consideramos aqui o proo lema de se determinar um valor real para o qual uma determinada função
e deseja-se determinar um valor ( C ]R tal que 1 /({) 1 a 0. O processo de busca de f é feito
basicamente de duas formas. Na primeira, deLernlina se uma sequência de intervalos que contém
Ç; na segunda, dada uma estimativa inicial =o para e, Felina-se sucessivamente essa wbimatlva
através de alguma fórmula, até que se obbenJla uma boa aproximação para a raiz desejada. Existem
tntlmeros métodos para se determinar tais raízes, baseados nessas dun formas de busca
Note que esses métodos não determinam todas as raízes de .rl=) = 0. Para ter uma ideia
mais precisa da localização das raízes de uma equação é precisa encontrar uma sequência de
subintervalos distintos, tais que cada subintervaJo contivesse cxatamente uma raiz real e cada raiz










Se /(a).f(b) < 0, então elíste um número ímpar r1, 3, 5, .J, de rales reais em la, ól,
Se /(a)/(b) > 0, pode ez s lr um nzZmero par dO, 2, 4, .J de rales reais em la, ól
Supondo gue / e sua dehoada .f' sejam con(z'nuas em la, ól e que o sÍnaZ de /
neste íntemaZo tens-se
seja co tarte
raJ '' .f(a).f(b) < 0, "'tão e'ísú' «m. ún{.« «{; «'Z 'm l.,õl,
ÍÓJ .e .f(.)./'(Z,) > 0, '«tão não e'Í'te «{, «aZ em 1., Z,l
Exemplo 2.1 Deíerm ne g7'a$camente os nterlialos gue contém cada zzma das rales reais das
$rzções/(z) = a;s sen(z) ep(z) = z3 -- 4z:+ 4z--l
Além disso, é possível que existam raízes de multiphcídade maior do que um; nesse caso, ainda
que um método consiga determinar uma delta, a determinação da multiplicidade dela deve ser
feita posteriormente. Outro problema que afeta a determinação numérica de uma raiz é quando
existen} duas raízes tão próximas numericamente que a não se pode garantir para qual delas um
determinado método Irá convergir
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Nesse capítulo, apresentaremos os métodos da bissecção, da posição falsa, de Newton e da
secante.
2.2 M.étodo da Bissecção
O método da bissecção é um dos mais i:métodos n] ais slinples para se obter Dirá raiz de uma função.
Ele baseia-se na divisão sucessiva, ao meio, de um intervalo la, ól, no qual é garantido que llá uma
raiz da equação .f(r) = 0, i.e., síg«(/(a)) # sega(.f(b)) - daí o seu nome.
Formalmente, se / é «na função contínua no inter"lo la, ól, e se /(a).f(b) < 0, então, / tem
um zero em (a,b). Como há troca de sinal da função .f avaliada nos extremos do intervalo. er..
algum ponto a < 3 < õ a curva da função / cruzou o eixo das abscissas e, portanto, ezísíe ao
7nenos uma raiz em (a. ó)
Comidere, agora, a figura 2.1.
Figura 2.1: O método da bissecção escolhe o intervalo esquerdo
Veja que os intervalos la,ól, ló,cl, lc,al e la,el contém as quatro raízes mostradas, e que
/(a).f(b) < 0; .f(b)/(c) < 0; .f(c).f(d) < 0; e .f(d)/(e) < 0. No entanto, se tivéssemos co:uider;do o
intervalo la* el , temíamos /(a)/(e) > 0, e poderíamos concluir que não existem raízes neste intervalo.
o que é obviamente errado. Com isso, mostramos que a condição .f(a).f(b) < 0 é necessária, porém
não suficiente. . Devemos, portanto, selecionar intervalos que conteiü)am raízes, geralmente com o
auxílio de um gráfico da função
O método da bisseção funciona da seguiiate maneira: dados os extremos do intervalo. a e b
(a < b), calcula-se um ponto c como o pollto médio daquele intervalo, c = --T-. Veri6aca-se. então.
se /(a)/(c) < 0; se a dc:sigualdade for satisfeita, existe um zero no enter"'lo la, c). Cmo contrário,
«ri6c«ios se /(c).f(b) < 0 e, em sendo "-jade, temos um zero (n. mínimo) ent« (c,b)
Se, em um dado enter«aJo la, õl, com .f(a).f(b) < 0, existir mais de uma raiz, não é possível
determina, de antemão, qual raiz o método da bissecção localizará, conforme pode ser visto nas
figwas 2.2 e 2.3
Obviamente, se .f(c) = 0, teremos obtido um dos adros no intervalo la, ól. No entanto, conforme
vimos anteriormente, devido a erros de arredondamento, dificilmente unia quantidade é azatameníe
igual a zero; devemos, então, testar se l .f(c) < e, onde ( é uma tolerância previamente especificada.
Existem, no entanto, situações em que, devido à natureza da função, aquela condição não é
satisfeita. Considere a figura 2.4-(a); veja que .f(a)/(b) < 0 e que /(0) = 0. Porém, como os dois
ramos da crava são assíntotas ao eixo das ordenadas, os intervalos gerados poderão ser tais que
/(c) > 0, mas l b« -- a. l tende a zero. Portanto, é interessante considerarmos um outro critério
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Figura 2.2: O método da bissecçã,o escolhe o intervalo esquerdo
Figura 2.3: O método da bissecção escolhe o intervalo direito
de parada: se l b. a. 1 < ó (onde õ é, também, previamente especificado), então o processo de
aproximação é interior»podo. Já na figura 2.4-jb) , teimas a situação contrária.
Uln algoritmo para o método da bissecção pode ser escrito como segue:
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ng«;a 2.4; (a) l .f(c) 1 > ( e l Z,. a. 1 < á; (b) l .f(c) < ( e l Z,« a. 1 > ó
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Algoritrrio 2.2.1 iWéíodo da óãssecção
proa bissecção(input: a. b, };... , 6, cl output: c)
« - /(.)
« - /(b)
e -- b -- a
V (sig-(«) («)) .É&U.
"Ttão pode proceder
#-l
ZÉ2Ü((k $/;«-) ,4ND(jej? .5) ,4./VD(1 .« > .))
. -- .I't
c {-- a + e
« - /(.)










2.3 Mlétodo da posição falsa
O método da posição falsa é uma modificação do método da bíssecção. Conforme visto anterior-
mente, é possível que o ponto médio do intervalo de busca não seja o minis próximo da raiz contida
naquele intervalo.
O método da posição falsa faz um re6lnamento sucessivo de um intervalo la, õl utilizando a
h'ersecção da neta secante (ou corda) a /(z) - a qual pesa pelos pontos (a,/(a)) e (b, /(b))
com o eixo dos 1. Esse ponto de intersecção será um dos extremos do novo enter\xlo de busca, ou
será uma boa aproximação para a raiz
Figura 2.5: Um intervalo contendo raízes de r(z) 0
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Considere então que /(z) á contúua em ja,bl c que .f(a) e .f(b), de acordo com a figura 2.5
apresentam sinais diferem)tes entre si. Então, nesse caso, podemos afirmar que a curva 3/ = /(r)
cruza o eixo das abscissas ao mLe7zos uma uez em um ponto € no intervalo Ía, ól. Norma.]meilte,
podem existir vários desses pontosl porém, se .f(a) é monoÉónáca, então existe apenas um ponto (
para o qual /(f) = 0
Figura 2.6: Derivação geométrica do método da posição falsa, por triângulos semelhantes
Considere agora a âgura 2.6. Para aproximar o ponto {, tome a corda ]W/V e calcule o ponto de
inters(:cção T daquela com o eixo das abscissas. ]s$o pode ser obtido verificando que os triânü"ralos
À/.R/]T e ]V/ViT são semelhantesl então, podemos escrever
TNi
N\N
Observando a figura 2.6, podemos ver que iviT = ai a, TNi = b al, i\4.À/i = --/(a) e
]ViN = /(b), onde ai denota a abscissa do ponto de intersecção T da corda ]WN com o eixo X.
Daí, escrevemos
al -- a ó -- ai
-/(.) /(Ó)
e, isolado ai, temos
h -- n
.: - z, - /(ó)IÍÍi;l-:liM (2.1)
ou, de forma equivalente
.: - « - .rM .Í(i?:lim
O número ai representa o valor aproximado da raiz da equação /(s) = 0, situado no intermlo
la. bl
Como, por hipótese, os sinas de /(a) e /(b) são opostos, podemos ter duas situações possíveis
1. .{g«(/(«)) # ;ig«(/(.:)), ou
(2.2)
2. .ig«(/(b)) # sig«(/(.:».
No primeiro caso, deve:se aplicar a fórmula(2-2) ao intervalo la, ail, a fim de se obter a aproximação
al - a
" - . - .í(.) .iÍiil-.Im
Se, ao contrário, ocorrer o segundo caso, então obtém-se az através da aplicação da fórmula (2.1)
ao inter\Blo jal, ól,
(2.3)
.: - b - /W .Í01':%a
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e assim sucessivamente, sempre verificando o sinal de /(a,.) em relação aos extremos do intervalo
em questão. De forma geral, podemos escrever, então
a,n4-1 a
/(«) .fG:t;';n (2.5)
"«+: = ó- /(õ) .,l:' T' ~
' j(b) - :f(a«)
A âgura 2.7 ilustra os casos possíveis com relação à concavidade da curva 3/ = .f(a;) e os sinais
de /(a), /(b) e .f(ai)- $e a curva for côncava para cima, deve-se aplicar a equação (2.5) sobre o
intervalo la,a:l ou a equação (2.6) sobre o interví-lo lai,Z,l (neuras 2.7-(a) e 2.7-(d)); se a curva
for côncava para baixo, então aplica-se a equação (2.5) sobre o intervalo la, a:l ou a equação (2.6)




Figura 2-7: Os duos possíveis no método da posição falsa
Caso não se aplique a equação correta, i.e., desconsiderarmos os sinais de /(a), /(b) e ./'(a«)
então a.+i pode ficar fora do intervalo la, ól (ver Égura 2.8)
Figura 2.8: O que ocorre quando não se aplica a equação corneta no método da posição falsa
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Exemplo 2.2 Suponha gue se desde obter u7r a ra z de /(z) = zX-F 3z -- 1 = 0 n.o í7zÉerziaZo lO, ll,
' um« toZ«amei. d 10 u. C.«,o /(0) = --1 e .f(1) = 3, e«Éã. /(.) í.«. « «.e«o. «.," "" n""
interucLlo. O grá$co da fhrLçã.o nesse intel'Bato ($gura Ê.9) mostra que elu é câncaua para cima e,
D-d. ,, Q.$ q.Ç {
? l :""'v'' :i: .: r:: "'''r
Figura 2.9: Gráfico de .f(z) r3 + 3z -- l 0 no intervalo lO, ll
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2.3.1 Melhorando o método da posição falsa
Se analisarmos as equações que governam o método da posição falsa, veremos que elas usun,
sempre, um dos extremos - a ou õ - do intervalo original
No entanto. podemos usar as duas últimas aproximações calculadas, pois elas encontram-se
mais próximas da raiz; com isso, aumentamos a rapidez com a qual as aproximações convergem
para a raiz
Para tanto, considere a figura 2.10-(a); a fórmula utilizada para se calcular a.+i a partir das
duas última aproximações é
'« '-: - «. - /h-) .rt=:77;:-o (2.7)
Na figura 2.10-(b), temos uin exemplo de uma situação que pode surgir: suponha que ai tenha
sido calculado através da Equação (2.1) e que a2 tenha sido calculado através das equações (2.3)
ou (2.4). Se, porventura, a3 é um ponto localizado fora do intervalo original la, bl, elltão a3 deve
ser substituído por a ou b, antes de se calcular a4. Particularmente, se a3 < a, então aa {--- al se
a3 > b, então a.3 {-- b
O método da posição falsa, assim modiâlcado também conhecido como método da secante
- apresenta uma taxa de convergência superior ao do método original. Se ( é a raiz da equação
/(«)
a.+i - € 1 < c'l a. - ( 1' (2.8)
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b
an-FI
Figura 2.10: Situações possíveis no método modiíicacio da posição falsa
onde C é unia conlstante arbitrária, dependente do ])roblema, e t é
Z:-E-)Zi! z 1, 61803398875
Exemplo 2.3 CaZcuZe a ra z da /unção z3 + 3z -- 1 = 0 no {níerua/o 10, il, a uma toZeránc a de
ln-3
Solução: CaZcuZe ai :: 0, 2500 e a2 ;; 0, 3100 com as equações n.o matado da posição /a/s.a original.
.após, caZcuZe
"2 -- ' '":J/(a2) -- /(.:) '
0,3100 + 0, 04000'3100 -'- 0 2500 . 0,3223
ou seja, caiu ctpenas três apro=ilnctçães, obtivemos resultado equiuulente ao obtido anterior'mente
2.3.2 Análise do erro




en = Zn. -- 7'
e assumindo que /" é contínua e r é uma raiz simples de / (i.e.,
.f'), substituímos a expressão acima na Equação (2.7)
..*: - -«*: ,-ay=F)E+-,-
/(..)..-: /(.. :).«
/(.«) - /(,.-:)
Fatorando e.e. l e multiplicando por '"' : -]-] , vcH
Pelo teorema de Taylor, temos
/("«) -/('+ '«) - /(') + './'(')+ é'â/"(') -t o('2)





Zn -- l:n-- ]
/(,«) /('«-:)
r não é raiz simultânea de / e de
e, como .f(,) = 0,
ÍilÜ - .r'(,) + li../"n + o@i)
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Escrevendo de forma similar para a (n 1)-ésim; ite.:ção
Íe:!:D - .r'm + li'«-:.í"m + o>â-J
Subtraindo amam M equações, temos
/ta - ;Ctk::Ü - li>. - ..-J/"h -. oki.J
0Ui C01nC) :rn -- g7t-- l en 8«-i (pela definição de e.)
:t(!d í(!=d .
-f:l::.:;-s':::-- = ;/"n
.\Sofá. pela definição da derivada cm termos do limite, podemos escrever




'«-' : :' i-i;íã''«'..: (2.9)
A Equação (2.9) nos diz que o erro e.+i é proporcional ao produto dos dois erros anteriores;
possivelmente, para zn e rn-l próximos de r, então a taxa de con\ergência será de ordem quue
quadrático
2.4 Método de Newton-Raphson
O método de Newton é um procedimento genérico que pode ser aplicado ein inúmeras situações
Quando telhas como problema buscar o zero de uma função real. ele é chamado de método de
Newton-Raphson
Dada então uma aproximação =o para a raiz, o método de Ncwton-Raphson determina uma
nova aproximação, =i, como a intersecção da neta tangente a /(a;o) com o eixo dos =, conforme
mostrado na figura 2.11.
Seja então a neta tangente dada, por 3/ = m:r+ b, a qual passa pelos pontos (ro, /(zo» e (zi, 0)
Assim, para o ponto (zi . 0), pode-se escrever
(2.10)
e, para o ponto (zo, /(=o))
(2.11)
onde m é o coeficiente angular da rega. Esse coeficiente pode ser determinado considerando um
outro ponto (zo -t h,/(zo + h)), h = 0, e calculando a teta (secante) que passa pelos pontos
(=o,/(no)) e(=o + h,/(zo+ h)); dd, o coe6ciente angular dessa rota é dado por
« - Ü'+J@. (2.12)
Note que, para h suâcientejnente pequeno, pela definição da derivada de /(r),
.r'(') - .u.#.Íe-
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Figura 2.11: O método de Newtoll-Rapllson interpretação geométrica
vemos que o coeficiente angular cla Teta tangente é a própria
exista e seja contínua). Assim, podemos escrever (2.11) como
derivada /'(:.o) (desde que /'(=)
/(=o)
(2-13)
e, generalizando para unia estimativa =k
:ck+] -3k--.éll;q, #-o,l,.
J' \lk)
a qual é a equação governante do método de Newton Raphson
pode ser expresso de forma algorítmica como segue
(2-14)
O método de Newton-Raphson
Algoritmo 2.4.1 .Newíon-Rapüsan
proa neuton.-rap/uonrinpuC. =o, c, (5, k...,,., output. :cedi
/or k = 0, 1, . . - , k,:.. dp
zk+l '(' zk '
.f (= k )





Uma outra forma de se obter a equação (2.] 4) é através de uma expansão de Taylor em torno
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onde A = r -- z. Se /} é pequeno, l.e., z está prózãmo de r, então os termo:
superior a O(/z') podem $er descarnados, e podemos escrever h caída
de oz'dem igual ou
.l©
' /'(«) (2.] 5)
Logo, se quisermos corrigir z de forma a aproxiiná lo de r, então . ; + / = E -- ./IÇg é uma
aproximação melhor
O método de Newton-Raphson, no entanto, pode apresentar problemas, dependendo da nata
reza da função e da estimativa inicial utilizada. Suponha, por exemplo, a figura 2.12. Se zi não
for tomado suficientemente próximo de r, então a sequência z. divergirá
Figura 2.12: Um caso em que a seqtlência =. gerada pelo método de Newton-Raphson diverge
A aplicação do método de Newton exige um certo cuidado, pois existem alguma situações que
podem comprometer o sucesso da sua utilização. Uma situação cujo risco é bastante óbvio é a
possibilidade de ocorrer divisão por zero na fórmula iterativo quando .f'(zi) = 0. Um bom algc-
ritmo deve checa esta possibilidade, mas é bem possível que quando /'(3{) está suficientemente
próJdlna de zero, zi seja uma aproximação aceitável da raiz da equação .f(E) = 0. Esta situação
motiva uma disculssão sobre a velocidade de convergência do método de Newton
Se ã é uma raiz simples de .f(z) = 0, o método converge rapidamente e o núncio de casas
decimais exatas praticamente dobra a cada iteração. Por outro lado, se d é uma raiz múltipla, a
erro em cada aproximação sucessiva é uma fiação do erro anterior. Isto é causado pela ordem de
aproximação do método, que não é a mesma para os dois amos
2.4.1 Análise do erro
Considerando o erro na n-ésima ibera.ção
en. = 2;n, -- T
e a«unindo que .f" é contínua e r é uma raiz s moles de .f (i.e., r não é raiz simultânea de / e de
/'), substituímos a expressão acima na Equação (2.14):
/(,«)
zn+i -- r - nn -- .Í;i;i;.) ' r
/(..) .«/'(..) - /(,.)
/'('«) ' /'('«)
Pelo teorema de Taylor, temos
o -/('« - '«) = .r('«) - '-/'(';«)+ lí'i/"(e«)
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onde z. $ e. $ r. Daí, podemos ucrever
.,/'("-) - /(««) - ':/"(e,.)'i
de onde
:.*:-;Ç8 :~ :1.:-'.i l2.ia)
Com base na equação acima, podemos dizer que, sc: =:. é uma aproximação su$cientemeníe
prózi7na de r, então o erro em uma iberação do método de Newton-Raphson decresce de fonna
proporcional ao quadrado do ei-io na iteração anterior
Conforme mencionado acima, o método de Newbon })odc apresentar problemas, como o caso da
divisão por zero. EnLreta.nto, existem outras dificuldades que não são tão facilmente irei)tificáveis.
As vezes, ao invés de as iteiações convergirem, elas oscilam para frente e para trás. Isto acontece
quando não existem raízes reais (6gura 2.13), quando existe simetria eln /(a;) em torno do ponto ã
(figura 2.14), ou quando a aproximação inicial zo está tão longe da raiz corneta, que alguma outra
parte da função acaba interferindo no processo iterativo (figura 2.15).
Um favor importante para a convergência ]lo método de Newton é a escolha do ponto inicial
Dado um intervalo .r = la, ól, se /(a).f"(a) > 0, zo = a; se .f(ó).f"(b) > 0, zo = b. Caso contrário,
«. - 2#2
Exemplo 2.4 ConsícZere o polinómío p(3) = a;s
método de Neuton-Raphson.
Solução; ,4 /ói'muda íteratiua neste caso á
5=2 + 8a: 4. Calcule duas raízes ut lizaTtdo o
3{+l
z? -- 5z? + 8={ -- 4
3sf -- 10zí + 8


















Tabela 2.1 : Valores aproximados da solução pelo método de Newtorl-Raphson
Para calcular a ra z seguinte, pane se de =o :: 1, 75, com o qual obtemos os uaZores mostrados
na tabela 2.i?.
(questão.' Pof gue razão a conuergêncáa para a segu7tda raiz é mais lenta?
C) n)étodo de Newton pode ser aplicado de maneira um pouco diferente quando a função .f(n)
é um polinâmio, conforme veremos no capítulo 3
2.5 Derivação nunaérica
No método de Newton, é necessário utilizar o valor de /'(=«) a fim de se calcular a nova estimativa
=.+i . No entanto, avaliar /' pode ser oneroso (a menos que / seja um polinõmio) e, por isso, às
vezes recorre-se a uma aproximação numérica de /'
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j
';
b x»p. . \
Figura 2.13: Ausência de raízes reais
Figura 2.14: Segunda derivada .f"(z
Figura 2.15: Distância inadequada entre 10 e z
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Tabela 2.2: Valores aproximados da solução pelo método de Newton-Raphson
Comidere a definição da derivada de .f(=) em termos do limite
/,(«) :' /(' +q - /(4 (2.17)
Se / é linear (.f(z) = az + b), então a Equação (2.17) é ezata, i.e., para qualquer h # 0, ela nos dá
o valor correio de /'(n). Se .f(=) não for !inear, somente em casos muito especiais ela será exala;
logo, há um erro envolvido nessa aproximação, o qual pode ser men)furado usando o teorema de
Taylor 0
/(z+h) +A/'(z)+ :t-/"(0 (2.18)
onde = < € < z -F hl / e /' são contínuas em lz,z + hl e /"
rearranjarmos os termos da Equação (2.18), obtemos
é co-Linda em (z,, + A)
.í'(,) - í ''r /l ' /(d . &/«({) (2.19)
a qual é muito mais útil, pois contém um termo - h /"(e) - que representa o erro na aproximação
cla derivada. Dependendo de quanto vale /b, o erro tenderá mais ou menos rapidamente para zero.
Exemplo 2.5 (JaZcule a dehuada de cosa em = :: r/4, usando a Equação r2.]©, com h = 0, 01
Qual o en'o na apro=ímaçãoe
Solução: Em uma XP-g8SX, temos
/'(-) /(z + h) - .f(r) 0,70000047611 :g:z0710õ7sn8ah 0,01
0, 007106305006
O en'o pode ser esíámado como
l l;.r"(0 1- 0,00SI cos( l$ 0, 005
C'omo r/4 < { < K/4 + h, temos l cose 1 < 0, 707106781186, de onde obtemos um Z m tange mais
con'eto para o en'o como 0, 0005 x 0, 707106781 186 = 0, 00353553391
Se compararTnos com o valor de /'(7r/4) = --seno = 0,70710678119 em z = x/4, teremos
gue o en-o absoZuÍo é
0, 707106781] 9 ( 0,710630so06) 1- o,o0352371941
' q- cona«n« . nos.. e.{im.i:" p"" ' '"' u«nd. l !.f"(e)
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E óbvio que, para utilizarmos a Equação (2.17), A deve ser pequeno o suficiente. Ora, nessa
equação, há a possibili.dade de que ocorra perda de dígitos significativos ao calcularmos /(z + /l)
/(z), se .f(3 + h) &: /(z). Por isso, cuidado deve ser tom.do ao se efetuar t;is cálculos.' ' '
Existem outras aproximações para a derivada de primeira ordem. Suponha, por exemplo, as
duas expansões de Taylor, para /(:c -F A) e .f(z -- h):
/(z + À) /('::) +h/'(-) + Ç/"(,) + Ç/"'(e:)
/(") - h/'(,) +Ç/"(,) -Ç/"'(ü)
(2.20)
(2.21)
Subtraindo uma equação da outra, obtemos
/'(,) - Ze=! el..:ÍJl!-.©
- : (/"'({:) -F J'"'(e,)) (2.22)
a qual é chamada de aproximação central para a derivada de primeira ordem, pois = -- h <
r < z + A. Se assumirmos que .f"'(=) existe e é contínua em lz - A,a; + /tl, podemos dizer
que .f"'({) = {(.f"'({i) + /"'((2)), de onde obtemos uma expressão mais simples para o termo
erJvolvendo o erro,
/'(') .f"'({) (2.23)
Para se aproximar derivadas de segunda ordem, usualmente se utiliza uma aproximação central
Expmdindo a série de Taylor nas equações (2.20) e (2.21) por um termo a mais, e somando ambu,
obtemos
f" çq - /(z + h) - 2f(") + f(" - h) .g.fm(0 l2.24)
para z -- h < { < z + /z.
2.5.1 0 método de Newton-Raphson e as raízes con-Lplexas de /(=)
O método de Newton-Raphson pode ser utilizado para se extrair as raízes complexas de uma
função /(=). Para tanto, basta que se utilize aritmética complexa, tomando cüdado particular
com a codificação das funções
2.6 Exercícios
Exercício 2. 1 (.;aZcuZe, aüraués do método de /\reuÉon-Raphson, bodas as raízes da /unção fIneZa
sít'e as rales compZezas, se houueO /(1) = esen' -- 2cos3z, conEídas no intemaZo l--S; SI
Exercício 2.2 CaZcuZe a ra z posiííz,a de .f(z) = (!=JE 2 utiZzzando os métodos.
1. da bissecção
2. de Netoton-Rapé.son com aproãmcLção numéHca dü deduüdü
3. da secante
Exercício 2.3 Calcule as intersecções da cur«a 3/ = 1(r-- lyjl(s+1)'l -- 1/2 com o cÚ'caio unítáóo
centrado na oügem, ut t z ado o método da secante.
Exercício 2.4 CaZcuZe as intersecções das cumes / = et;::?iF e g = (z -- 3)3 + 2, uííZzzando o
método de Neloton-Rapé,son, com apmlimação numéHca dü dehucLda
Exercício 2.5 Calcular uma raiz negar ua da equação /(a;) = z4 -- 2=3 6z2 + 2 Feio n é(odo da
posição jütsa
Exercício 2.6 Ut ZÍze o método da secante para encontrar o zero pos tido de .f(z) = 3 -- 2sen(z)
x'm lq = 'K I'Z e u-, = 'LK l3
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Capítulo 3
Cálcullo cie Raízes de Polinõmios
3.1 Introdução
A determinação de todas, ou de algumas, raízes de um polinâmio é unl problema importante,
o qual tem sido estudado nos ütimos quatro séculos. Assim colho a fórmula de .BAas#ara para
determinação de raízes de polinõmios do segtlndo grau, existem as fórmulas de Cardas e de Fen'aFÍ
para. polinâmios de terceiro e de quarto grau, respectivamente. Entretanto, foi provado por .4bei,
em 1824, que não existe nem)uma fórmula algébrica ânita capaz de calculam- as raízes de um poll-
nõmio de grau maior ou igual a 5. A partir daí, até hoje, os métodos para o cálculo das n raízes
de um polinõmio de grau n são voltados aos método,s iterativos, que também podem ser aplicados
às equações transcendentais '
Os métodos de aproximações sucusivas vistos anteriormente - bíssecção, cordas e Ne\«on-
Raphson - podem ser utilizados para se determinar uma das raízes de um polinõmiol se qüsermof;
todas, então é necessário modificar a função polinomial, através dc de$ação, para os métodos da.
posição falsa e de Newton-Raphson. Se conhecermos os intervalos ein que apenas uma raiz está
contida, então podemos usar o método da bissecção para cada um dos intervalos
Além disso, podemos recair no uso de aritmética complexa, pois mesmo um polinâmio com
coeficientes reais por exemplo, zz + l pode ter apenas raízes complexas
Isso demonstra algumas das dificuldades associadas ao cálculo das raízes de um polinõmio
Vejamos então alguns resultados teóricos e métodos especí6cos para o cálculo de raízes de polinõ-
ln10s
3.2 Resultados teóricos
Nesta seção, apresenta-emos aJgunls dos teoremas necessários ao entendimento do problema
Teorema 3.2.1 Teorema Fundamentar da .{Zgebra; Todo poZínõmio qtze üâo seja uma cona.s
tarte tem ao menos um zero no campo dos ntímeros compZezos.
Teorema 3.2.2 Teorema do Resto. Se ? n poZtnómio p, dc grau n 2 1, á dáuádido por um/atar
' - c, -tão p(z) g(,) + ,, o«de g(.) é . q«cie-íe rd. g«« n - i,l . , á «, n'm"'
confie-. S. z = c, ntâ. p(.) = -.
Teorema 3.2.3 Z'eor"ema dos J'amores; Se um poZenõmio p, de grau h 2 1, .for esc7"áto na/or171a
p(z)=(, c)g(.)+,, '''./""'««'íep, nã.,=0, d'/o«n. g«p(.)= (, c)g(;) .
z -- c é um lfator de p
iEquações transcendentais são aquela.s em que a incógnita apu-ece submetida à operação não a)gébrica em pelo
-"n« um termo da funçã.. Ex.: /(1) = = + c«(z), /(r) = e'' -- «n(=)
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Temi'ema 3.2,4 g'eorema do -Número de Zeros; U7n poZãn.ócio de grau n íe7n e=aÉamente n
zeros no campo dos números completos, conside7'ando Q r.ult pltcidade de cada zero
Teorema 3.2.5 Teorema do -Disco contendo todos os .Zeros; Todos os zeros de ?tm. po-
lirtõmio p(z) " '!..i:raiz' encontrara-se em zm. disco fechado cu)o ccvttro é a origem do plano
complczo e raio
p = 1 + T-L-- max l a. l
l an l OÉk<n '
Teorema 3.2.6 Teorema do -Disco contendo todos os Ze7'0s .Não-nulos; Se todos os zeros
d' um poli«óm{. .(,) = ,"p(l/z) .nconí"m-.. n. dá«. {z : 1;1 $ p}, .ntão t.dos o; ""'
não nulos de p cn.centram-se .f07-a do disco {z : lzl < }}
Note que
.(.) ,l«u"*«-:é)":* *«l
a. + a.-iz + . . . + aoz"
O pohnõmio s tem, também. grau n e os seus coeficientes são os mesmos de p, apenas em ordem
reverso. Pode-se verificar que, se p(zO) = 0, então s(â) = 0, para zo # 0.
3.3 '[?......,.,3...=,. . 1,...1;..,-=,-. ,.]. ...'... '']. ..,~1:nÂ.;...L-/iLluxxl\=)1- (x:ya.v \) x\.r\./a iiacl\líaçi \A\:; l cxlzlt;o \.la ].it/liii\iilll\J=)
Dada uma função /(1), diz-se que ã é uma raiz ou um zero da equação .f(z) = 0 se /(ã) = 0
IX4uitas vezes, não se sabe com certeza quais as raízes de uma determinada função, mas, através de
algum resultados, é possível enumera-las. Enumerar as raízes de uma função /(z) é dizer quantas
raízes ela possui e de que tipo elas são. Se /(=) é um polinâmio de grau n, o teorema /undamentaZ
da ,4Zgebm assegura a existência de n raízes, contando a multiplicidade. Entretanto, responder de
que tipo são as ra'zes (positivas ou negativas, simples ou múltiplas), já não é muito fácil. No caso
de funções transcendentais, como não é possível garantir o número de raízes, o problema da $ua
enumeração acaba por ser mais difícil. Existem algumas regras que permitem enumerar e lo(nlizar
as raízes de polinõmios, conforme mostrado a, seguir.
3.3.1 Regra de Descarnes
O Teorema 3.3.1 permite obter o número de raízes reais positivas para um po]inâmio real diferente
de zero:
Teorema 3.3.1 Soam p(z) = ao + aiz + . - . + a.z" um poZ nóm o rea! reverente do polínómÍo
zeros, T o número de troca de sinais na següêncáa de seus coe#cieníes ak nâo nulos, e r o ntímcro
de suas raízes reais positivas (cada qual contada com ü suü respcctwa multiplicidade). Então, T-:r
é par e não-negatizio
Proaicl Ver I'i, pág. 4.121.
Em outras palavras, a diferença entre o número de trocas de sinal dos coeülcientes nãa.nulos do
polinõmio e o número de raízes positivas do mesmo é urra número par, i.e., T r = 2k (k =0
1, . . .). Dessa forma, temos r = T -- 2k, de onde pode-se verificar que o número de raízes reais
positivas nunca excede a T
A mesma regra pode ser aplicada para a enumeração das raízes reais e negativa de p(z),
bastando para isso substituir z por --z e, elevando z às diferentes potências, obter um novo
polinõmio q(z) = p(--z), cujas raízes positiva são as raízes negativas de p(z).
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Exemplo 3.1 Considere p(z) = 3zS + z2 -- z . 1. ,4 sequência dc sinais para p(z) á -t -t- - --, de
onde T = 1, /ogo, como r = T -- 2/; e lí' -- r 2 0, pode-se concZuár gue esZste no máximo urna ra z
real positiva. /'ara p(--z) :: --3z3 + z2 -f- z -- 1, lemos T = 2, de maneira simíZar, corzcZuÍhos gele
o poZÍnómáo apreserzta ou 2 rales n.egaíeuas ou nenhuma.
Comia o 'l'eorclba 3. 2. 1 nos garürtte que enislem 3 raízes para o polinâ'máo em questão, conclui-se
que podem existir:
Uma miz real positiva e duas ra zes reais n.egatiuüs;
B Uma raiz real positiva, nenhuma rctiz real negativa e dicas raízes completas. Lembrando que
üs raízes completas de uma equctção polivtomial co?n coe$cientes rea s ocos'em aos pares
conjugados, e71.[ão, como a n.útero máztmo de rales negativas é 2, pode-$e concZu r qzle, se
não houverem raízes negativas, então ncccssüriament.c el{.sle urra pal' de raízes complelcts
Nesse aemp/o, as rales são. 0, 7356705613 e --0, 5345019474 :t 0,40915648621
Exemplo 3.2 Considere p(z) = z5 -- 3z' -- 2za + zz + z + 1. .4 següêncía de sana s para p(z) á
-F -- -- + + +, de orzde T = 2, logo, como r = T -- 2;; e T -- r 2 0, pode-se concZuíz' qzze elÍsÍe no
máz mo duas fâz'zes reczes pos ( uas. Para p(--z) = --z5 -- 3z4 + 2z3 + z2 -- z + 1, temos T = 3, de
mcLneira sivnilar, concluíntos que o polinõmio apresento. ou 2 raízes negativas ou nenhuma.
Como o Teorema 3.2.1 nos garante que distem S felizes parca o polinâmio em questão, cortctvi-se
que podem existir:
Du.as raízes reais posit üs e três raízes rea s negar uas;
Duas rcLízes reais positivas, vmü raiz real negar uü e um par de raízes completas;
Nenhuma ra z real positiva, três rclízes reais negativas e um pccr de raízes compluasl
Nenhuma raiz real positiva, uma raiz real negüttua e dois pares de raízes completas
Nesse ezempZo, as raízes são. 3, 463103385, 0, 8828320726, - 0, 8675771482 e --0, 2391802550ü
0, 5666074100€
3.3.2 = Regra de Du Gua
Seja a equação polinomial p(z) = a.ó-" + a:z':-: + . . . + ao = 0 de grau n sem raízes nulas. Se
para algum k, l $ k < n, tem-se aÍ $ ak+iak-i, então p(z) tem raízes complexas
3.3.3 Regra da lacuna
A regra da lacuna pode ser expressa como segue:
1. Se os coeficientes de p(z) são todos reais e para algum k, l $ k < n, tem-se ak = 0 e
ak-iak+i > 0, então p(z) terá raízes complexas;
2. Se os coeâcientes são todos reais e existem dois ou mais coeâcientes nulos sucessivos, então
p(z) = 0 tem raízes complex's
Exemplo 3.3 Considere p(z) = 2zS + 3z4 + z3 + 2zZ -- 5z + 3. Para p(z), o número de trocas
é T = 2, o gue implica, reza regra de .Descarnes, que p(z) tem duas oz' zero rales reais posítit'm
P«a p(--z), o nome« de t«c« é T = 3, o que {mpli" g"p(z) íem três ou um. raiz ,eaZ '*eg't'o'
Te.t«.do . d"ig-Zd«d. aZ $ '*+,'*-: p"' os c«AcICate' d' p(') = 0, í'"''-" g«e p"'.
k :: 2, a, $ a3ai, ou sda, l $ 3 . 2. logo, a regra de Du Gua, garante a ezzstência de mt2es
compZezas pam P(z)
Neste czempZo, a regra da lacuna nada aánna sobre a elistêncÍa de rales campinas, poü m
condições necessáricLS leão são satisfeitas
Até aqui, as três regras discutidas não permitem a determinação da localização das raízes
Para estimar o módulo de todas as raízes de um polinânlio real p(z), existem as cotas de Laguerw
ThibauZf, de nljtwara, de -f(ojÍma e de (Jauchy.
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3.3.4 Clota de Laguerre-Thíbault
Dado um polinõmio p(z) = 0, de coeficientes reais, íaz-se a divisa) de p(z) por z -- 1 , z --,2 e assim
sucessivamente, até z -- m, onde q(z) tenha todos os coeíjclentes positivos ou nulos, usiln como
r > 01 tal m é chamado de cota superior das raízes reais de p(z) = 0. Para determinar a cota
Inferior, basta fazer o mesmo procedimento para p(--z)-
3.3.5 Cota de Fujiwara
Seja i uma raiz real ou complexa de p(z) = a.z" + a..:z"-: -t . . . + aiz -t ao = 0. Então
' ': ''«;*{ T , T :,..., = :, = :}.
Exemplo 3.4 .Deterá nar a região do plano onde se encontram as rales de p(z) = z4
24Z - IU
''i expressão para a caía de Fuliwara /im.
14z2 +
ZI $ 2maj=Í0,14{,24{
$ 2 . 3, 74 - 7, 48
3.3.6 Cota de ]l(ojima
Dado o polinõmio p(z) = a«z" + a..] z"-i + . . . + aiz + ao, toda a raiz 2, real ou complexa, satisfaz
Z l $ qi + q2
onde qi e q2 são os dois maiores valores de
. 1, i-«-i,«-2,.,o,
Exemplo 3.5 Seja p(z) - z5 + z4 -- gz3 -- z2 + 20z -- 12. Calculando os t;alteres de {l a /ao l+}
para í = 4, 3, 2, 1,0, obtém-se o c.orÜunÍo {1; 31 li 2, 1147425271 1,643751829}, de onde se conclui
gue gi:; 3 e q2:: 2, 114742527. -Logo, toda raiz 2 deve saúís/fizer IZl< 5,114742527
3.3.7 Cota de Cauchy




F = lim z{
t --+ cx)
com zo :: 0
an, -- ].
a'?2. a'n ): k
5
0, 1
Exemplo 3.6 Est mar a localização das rales para p(z) = z3 + 2z2
Utàlzznndo Q cota de Cauc.fuy, tem-se que
3z
zo (2.f + 3,: + 5) {
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Logo, l 2 l $ 3, 34
3.4 ]\41étodo de Newton-Vinte
O método de Newlon-Vááte é o método de Newton específico para polinõmios, onde o polinâmio
p(z) e a sua derivada p'(z) são expressos na forma aninhada, ou seja, coma
p(.) + ,(.: + ,(a: + + ,(««))) . . .)
Nesse caso, a derivada pode ser expressa como
p'(z) :: ai + z(2a2 + z(3a3 + + ;(n'«)l) . . .)
de onde a fórmula de iteração pode ser escrita como
;**: - ;~ - .=:.;::/;:\'.'.'.IH:3A, * - ', :,. (3 .1 )
O exemplo a seguir ilustra o funcionamento do método
Exemplo 3.7 .Encontrar todas as rales de p(z) = z3 +2z2 -- 3z 5. ÀnÍes de aplicar o aZgoHtmo
de /\rewtan-yíéte, é conTeR grite .fazer a enumeração, a ZocaZizaçâo e a separação das rales de
P(,)
Enurl:geração : í. A regi de Desmües fol"nele:
' para p(z) : + + -- -- ::+ T = 1,-
' para p(--z) : -- + + + T = 2
2. .4 regra da lacuna não7ode ser aplicada,'
S. X regra de l)u Gua nada aá7'ma.
Concluí-se então que p(z) tem eraÍamcnte uma raiz real poszÉíz;a
reais negaÉduas ou ambas compZmas
,4s outras duas são ambas
Localização: ,4 cota de (Jauch3/ é apZ mda o. paHír de
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Pode-se dizer gt.e as raz'zes de p(z) períencc7n à região l z 1 < 3, 34
Separação: So.bento gue as rales de p(z) csí(io iodo.s compreendidas r o. região lz $ 3,34 <4




0 1 2 3 4
5 -5 5 31 79
De acordo co?n a tabela, a raiz regi posiÉíua está entre l e 2, as ra.úes reais negativas estão
entre --3 e --2 e entre T2 e --l
Cálculo das raízes: .4s três {abeZas a seguir mostram os uaZores das aproximações das raüe$ de
p(z). Na phmeÍra, zo = 2, na segunda, zo = - 1,5 e na terce{«, zo = 1,5. Logo, as t,ês
lajes de p(z) são !i = 2,377202854, 22 = --1, 273890555 e 23 = 1,651093409
O método de Newton-Viéte pode ser utilizado de forma mais eficiente $e Êlzermos uso do método
de liorner, o qual será descrito a seguir
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3.5 Método de ]2[orner
O método de Horner, também conhecido como muZttpZ cação aninhada, pode ser utilizado não só
para se avaliar um polinõmio cle forma mais eficiente e estável (do ponto de vista numérico), mas
também para
1. Calcular o quociente e o resto de um polinâmio dividido por um favor z -- cl
2. Deíiação de um polinõmiol
3. Calcular a expamão de Taylor de uin polinõnlio em torno de um ponto
Vejamos então como proceder a cada um dos cálculos acima
3.5.1 Cálculo do quociente e do resto
Seja p(,) = .o + a:, + + a.z', e zo um dado número. Então, se escrevermos
P(,) = (, ,o)g(.) +P(«) (3.2)
temos, pelo Teorema do Resto, que q(z) é um polinõmio de grau n
escrito como
1. Esse polinâmio pode ser
g(;)
Isolando q(z) na Equação (3.2), e substituindo as expressões para p(z) e g(z), podemos igualar os








ou, em forma compacta, podemos escrever
bh-i = ak + robe k = n-- l,n 2,... ,0






Tabela 3.1: .Disposeteuo para determinar os coe#cíentes do poZinómeo quociente e o resto, os
elementos na ÚZíáma ZinAa contém os coe$ceentes do quocáerite, bem como o resto, usando como
{ator z -- zo
Esse dispositivo pode ser expresso, também, na forma de um aJgoritmo, chamado de aZgoótmo
parcial de Xor71er, como segue
Algoritmo 3.5.1 Jlíor7zer parcial
proa hor7zer.parcáaZrírtput. n, lao , ai ,
bn--i {--' an
/or k = n -- 1, n -- 2,
b;;.i '-- ak + zobk
endyor
endproc
a,:l, zo,' output.' lb.i , bo, bi ó«- :l)
, o .@
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Note que, ao final do algoritmo, b-i contém o valor de p(zo). O exemplo a seguir ilustra o uso
do procedimento.
Exemplo 3.8 Se p(z) = z4 -- 4z3 + 7zZ -- 5z -- 2, caZcuZe p(3).




4 7 -5 -2
3 -3 12 21 +
1 4 7 19
De onde podemos dizer que p(3) lg e, ainda, podemos escrez;er
P(z) = (z - 3)(z; - z' + 4z + 7) + 19
onde z3 z2+4z+ 7 = g(z) e r = 19.
Exemplo 3.9 0 dÍsposítíoo de comer pode ser usado para se deter'manar a coza de Laguen'e-
Thíbau/É rgi.S..ÍJ. (7onsídere o poZtnómío p(z) = z3 -- 3z2 -- 34z + 120. nesse caso, ao se dzu dír
P(z) po, ; - 1, ; - 2, . . ., ; - 7, obtém-« poZ nóm o; q(;) com. c.e$c{.«tes n.g.{í«.. P«é«., ao





8 40 48 +
5 6 168
Pode-se t,e'Úcar que g(z) íe«. coe$cíe,ates todos posa'uos e, asse«., 8 é uma cota supedo, para as
raúcs posiÉ uas de p(z). Oom e/eíóo, a p(z) íem como rales --6, 4 e 5
3.5.2 Deflação de um polinõmio
O dispositivo mostrado na subseção anterior pode ser usado para se remover um /açor linear do
polirlõmío, o que se chama de de/cação
Para tanto, bula que zo seja tomado como um dos zeros do polinâmiol nesse caso, ó- -- zo é
um dos falares do polinõmio (e vice-versa). Os restantes n -- l zeros de p são os n -- l zeros do
polinõmio ;:!\;i. Vejamos o exemplo a seguir
Exemplo 3.10 Se p(z) = z4 -- 4zS + 7z2 -- 5z -- 2 e 2 é um de seus zeros, deHacione-o adequada
men,te
Solução: Usando o disposãí tio mostrado na Tabela #.], temos, para zo = 2
1 -4 7 -5 -2
2 2-4 6 2+
1 -2 3 1 0
Z)e onde podemos dizer gue p(2) = 0 - cc?n/orbe esperado - e
,'-4;3+7;'-5,-2 2)('; 2''+3,+1)
f o resto éO. .4s três rales resÉa7ztes dep devem ser praz'das do poZ nómio q(z) = z3--2z2+3z+l
3.5.3 Calcular a expansão de Taylor de um polinõmio
Seja
p(,) = a.,' + a. :,"': + + a2z 't' alz + ao
e suponha que se desejam obter os coeficientes ck na equação
P(.) a«z" + a. iz"-i + . . . -F ao
c.(' - ,o)" + .«-: (; - ;o)''' + . . . + 'o
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i.e., os coeficientes da expansão de Taylor em torno de zo. E sabido, obviamente, que esses
coeficientes são na íbrma ce = p(k)(zo)//cl, mas podemos obtê-los de forma mais eficiente usando
o dispositivo de Horner
Veja que, ao aplicar o dispositivo, obtemos tanto
P(zo) = co
como
= e(:)---!!Çe0 = '.(z -- zo)"': + c«-i (z -- zo)'': +
o que mostra que ci pode ser obtido aplicando o dispositivo de Hora)er ao polinõmio g(zo), pois
ci = q(zo). Pela aplicação sucessiva do dispositivo de Horner aos polinâmios quocientes, de graus
n -- 1, n -- 2, . . ., 1, podemos obter todos os coeficientes da expansão de Taylor, conforme vemos
no exemplo abaixo:
+ cl
Exemplo 3.11 Se p(z) = z4 -- 4zS + 7z2 -- 5z -- 2, obtenha a ezpansâo de TayZor em tomo de 3
Solução: Usando o dÍspositzoo mostrado na Tabela 3.], temos, para zo = 3
1 -4 7 -5 -2
3 -3 12 21












Podemos, então, esc«ue, . «p.«.são de Tay/o, d' p(.) em to« de 3 como
P(,) =(, - 3)' + 8(, - 3)'+ 25(z - 3)' + 37l; - 3) + 19,
Esse processo é chamado de aZgoHtmo compZeÍo de Horrzer, o qual pode ser expresso da seguinte
forma:
Algoritmo 3.5.2 J?on}.er completo
proa hor7}er.compZetorinpuÍ: n, jao, ai,
.for Ê = 0, 1, . . . , n -- ide
/or J = n -- 1, n -- 2 . - . ,0.&




, anl, zo, oufpuí. lao, ai, ..]J
3.5.3.1 O método de Horner e sua relação com a derivada de p(z)
Note que, .a cada aplicação
resto r. Chamelnos, agora,
algoritmo
Se p(,) = «.;" + ". :."
algoritmo parcial de llorner,
q: (,)
do algoritmo parcial de Horner, obtém-se um polinõmio q(z) e um
de q{(z) e r{ aos quociente e resto obtidos na á-ésima aplicação do
- l .L + aiz + ao, e zo é um número, então após uma aplicação do
temos, conforme já visto,
anZ'''
1..-: + «..),"'' +
(..-, + «(a.-: + ,oa.)) ;'': +
(a.-3 + zo(a.-2 + zo(a«-i -F zOa.)l) ;''' +
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onde ql(z) tem n termos envolvendo a« e, pela definição do algoritmo, ri = p(zo). Mas quem é
h (z)? O polinõmio quociente nada mais é do que o valor da derluada de p, avaliada. em z = za
Isto pode ser visto se igualarmos os coeficientes de mesma potência da derivada p'(zO) e gi(zo):














pois existem n termos envolvendo a., n -- l termos envolvendo a. 1, e assim por diante. Aléns
disso, no {-ésimo termo, existem { produtos envolvendo zo, o que equivale a z&
Agora, note que se aplicarmos mais uma vez o aJgoritmo parcial de Horner, sobre qi (z), obte-
remos q2(z)' e r2 = p'(zo), por analogia. Dessa forma, podemos, aplicando sucessivamente duu
vezes o algoritmo parcial de Horner, obter p(zO) e p'(zo), de forma bastante económica e simples
Isso nos leva a obter uma versão modificada do método de Newton-Raphson para o cálculo de
uma raiz de um polinõmio, conforme descrito a seguir
3.5.3.2 O método de IVewton-ltaphson usado em conjunto com o algoritmo parcial
de ]liorner




zk-.FI = zk ' , ..- \
onde zi é uma estimativa inicial para a raiz. Ora, como a cada iteração precisamos avaliar p e p' no
mesmo ponto zk, é conveniente que combinemos a correção da estimativa ze com duas aplicações
do algoritmo parcial de Horner, mando zo = zk.
Os algoritmos a seguir ilustram como combinar de forma eíetlm os dois processos
k - 1, 2,
Algoritmo 3.5.3 p(=) e p'(a;) uÍa /comer rareia/
proa horvler.parcial-l?('input. n, jao , ai
C1 '+'-- 0'n
P -- o
/or h = n -- 1, n -- 2,
6 -- a -F zu13
cy +'-"- aJ: + .zoa
en©or
endproc
a,:l, zo; output a, P.)
0 do
2Niie que q2(z) sel-á equivalente & p"(zO) qu.ndo a-Jiu:nos q2(zO)
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Figura 3.1: Gráfico de p(z) Z4 4z3 -F 7z2 5z -- 2 no intervalo l--i, ll
Algoritmo 3.5.4 Newton-Raphson para poZlnómios
Zlgç newton.raphon.-paZán(5miorínpuí. , lao, ai,
o'utput: z, k)
, ..] z, e, (5, A"*...
.zo 'É-- .z
Éa# comer.parcial-2h, jao, ai , .
/or A = 1, 2, . . . , A:.:. de
z -- ;o -- $
dlz zol < ó 0R lal < ( .Ê&
break





lao, ai , a«l , ,o, a', #J
Note que cr e #, após a execução do algoritmo /t07"7zer.parcial.2, contém os valores de p(zO) e
p'(zo). O exemplo abaixo mostra como proceder usando esses dois algoritmos em um problema
tÍPico
Exemplo 3.12 Para p(z) = z' -- 4z3 + 7z: -- 5z -- 2, caZcuZe uma raiz de p(z) = 0, usando como
estámatáua inicial zl := 0
Solução: .4 Figura 3.J mostra. o gr(í/ico do poitnõmáo no ántemaZo j--l, 11. Executando o aZgonímo
























os quais convergem rapedamerzÉe para a raiz 0,27568 naquele íntemaZo
A.l,. de Bodo\{, C. Cardosa, M.P.G. Füchin* R,D. da Cunha 35
Introdução ao Cálculo Numérico Raízes de Po {inõmios
3.6 Raízes complexas de equações polinomiais
A cada par de raízes complexa conjugada dc um polinõmio com coeâcientes reais p(z) = a.z" ]
a..iz"-i + . . . + aiz + ao está associado um fatos quadrático de p(z) da forma z2 - az P. onde
a, P C ]R,. Se R = a :l: b{ é uma raiz de p(z), então a = 2a e P = --(a' + b:). De maneira geral
p(z) pode ser escrito como
Pl;) - a; #)q(;)+b: (z - a)+bo,
onde os termos bi (z -- cr) + bo são o resto da divisão de p(z) por z' -- clz -- # e g(z) é um polinõmio
de grau n -- 2 que pode ser representado por
l3.3)
g(,)
Desta forma, p(z) fica
P(,) = (,' - a,
+
b.
+ bn izn'3 +
2 + b4z2 + b3z + b2,
- P) (ó.z"': + b. .;"-' +
e os termos podem ser expandidos de m?Lneira que
b.," +(b«-i - ab.),"': -+(b«-2 - ab.-: - Pb.)z"'' +
lóÊ -- abk+l -- /3bÊ+2)z' + . . . + (bl -- crb2 - pb3)z + bo abi -- 0b2,
Comparando a equação acima com p(z) = a.z' + a...zn-: +
fórmulas recursivas para o cálculo dos coeficientes bk de g(z):
+ Z,3, + b,) -t b: (, - a) + Z,o l3.s)
P(;) + l3.6)
l3.7)





aA -+ abk+i + #bk+2
O cálculo destes coeâcientes também pode ser expresso na forma de uma tabela, semelhante
ao visto anteriormente no método de Horner: O exemplo a seguir ilustra o procedimento
para h :: n 2, n -- 3,
Exemplo 3.13 ]1/ostra como dividir p(z) = z5 + 6z4 20z2 + 22z+ 8 por zz+ 2z
Neste cmo, a = --2 e P = 3. ]Wonta7zdo a tabela, tem-se
3. Solução
Sendo assim, p(z) =(z' + 2z -- 3)(z:+ 4zZ -- 5z+ 2)+ 3(z + 2)+ 8
Esta idéia é usada no desenvolvimento do método de Bairstow para o cálculo de coeficientes a
e # de tal forma que o falar quadrático z2 a z P seja um divisor exatoS de p(z)
apara que z2 az -- P seja um divisor exala de p(z), é preciso que bi :: bo :: 0.
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3.6.1 M.étodo de Bairston,
A partir de uma estimativa inicial z2 -- cr0 z -- Po, p(z) pode ser expresso como
P(z) -(z: aoz- Po)q(z)+bi(z-- aa) +Z,o,(3.9)
Quando ói e bo sã.o pequenos, z2 -- ao z -- aa fica próximo de urn fatos de p(z). Procura-se
encontrar então novos valores ai e ai tal que o tutor zz -- cv] z -- P] fique ainda mais próximo de
um favor de p(z). Observa-se que bo e bi são funções de a e de P, ou seja
bo = bo(a, #)
Z,i = bl(a, P).
(3.10)
(311)
Os novos valores ai e Pi satisfazem as relações




onde zXa e aP, as correções a serem feita aos valores de a e de P
solução do sistema de equações não lineares





Usando o método de Newton para funções de duas variáveis (lide Capítulo 5), tem-se




onde as derivadas parciais são calejadas em ao e em ao.
Como não é possível expressar bo e bi explicitamente, como funções de a e de #, as derivada
também não podem ser calculadas explicitamente. Por isto, existem as fórmulas recursivas de
Bairstow para calcula- numericamente as derivadas parciais
Para obter gi: e 8bo , deriva-se as expressões em (3.8) em relação a o, tendo em mente que












Repetindo o procedimento acima para calcular também as derivadas em relação a P, obtém-se
a seguinte relação entre as derivadas parciais
8bK abK \
para h ;: n, n -- l, . . . , l IS.iõ)
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Estabelecendo-se que
para h = 0, 1, . . .,n -- l, (3.17)
as equações acima podem ser expressa como
Cn b.
b,}-i + a cn
bk + a ck-PI + # ck+2
l3.18)
(3.19)
(3.20)para k = n -- 2, n -- 3, . 2, 1,
ou conforme a tabela 3.2
Tabela 3.2: Tabela para cálculo dos coeficientes b;; e ck
Com isto, pode-se finalmente fora)ar o sistema




o qual deve ser resolvido para determina- os valores a] e Pi
Generalizando, para se calcular um favor z2 -- a z -- P do polinâmio p(z)
+ aiz + ao e as raízes correspondentes, executa-se os seguintes passos
a.z" + a..iz"'l +
l Obtém-se uma estimativa a + bi para a raiz (possivelmente através de forma gráfica) e
partir dessa estimativa, calcula-se clo = 2a e 0o = --(a2 + b2)l
a
2. Utiliza-se a tabela 3.2 para calcular os coeficientes bk para k
l n
0, 1 *n e ck para k
3 Calcula-se, a partir do sistema montado com os coeficientes ci, c2 e c:]
aP e u novas aproximações ai e Pi
as correções Aa e
4 Comidera se ai como sendo ao e Pi como sendo Po e repele-se os passos de l a 4 até que
ocorra convergência, ou seja, até que bo H 0 e bi = 0
5. Calcula se M correspondentes raízes de p(z) a partir da fórmula de Bhaskara
Esse procedimento pode ser expreso de forma algorítmica conforme expresso nos algoritmas 3.6.1
(o qual calcüa os valores de bo, bi, ci , c2, c3, conforme a tabela 3.2) e 3.6.2.
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A[goritmo 3.6.1 AZgoríÍmo de ]7orner guadráÉico
pll!= h.OT"roer.qwüdl'ético(!3plt: ü, a, P, n; output
% Q contem os coe$cientes do polinom'lo
bn {-- an
b,.-] <-- arl.l + crbn
/oó {-- n -- 2, n -- 3: . . . , 0 do
b{ {-- ai + abí+z -F pbí+2
endfor
c. +-.- b.
c..i -- b..l + ac.
/or { +- n -- 2,n 3,. . . , 1 do
ci {-- bi -F ací+i + Õci+2
endfor
ertdproc
bo bi, ci, c2} c:jJ
Algoritmo 3.6.2 JWátodo de Ba rstow
proa baírsfowrinput.' a, ra, rb, vz, hmaxJ' output.' zi, z21
% a contem os coe$cientes do potinomio; ra e rb sao as
% real e imaginaria da estlmat ua da raiz de ptz)
a *-- 2 ra
P -- -(«' + ,ó')
bo - --l
bi +-- --l
/oh -- 1, 2, . . - , k.., de
311&Ékd bo l > 0.02 4/gD rl Õi 1 > 0.0) de
(bO, bi , ci , c2, c3) - Aorner.quad7'atino(a, cr, P, n)
a +.-- a -t- Aa
6 - 13 4- L6
endwháZe







O método de Bairstow é e6ciente, pois ele fornece uma maneira simples de calcular as derivadas
parciais requeridas e, dém disso, apresenta convergência quadrático. Sua principal deficiência é a
dificuldade na escolha dos valores iniciais ao e Bo a fim de garantir convergência
Exemplo 3.14 Para p(z) = z4+z3 + 3z2 + 4z+6, considere ao = 2,] e Õo = --1,9. Use o
método de Bairstow para encontT'ar al , {3t , az, Pz. . . ., os falares quadráticos e as raízes de p(z).
Solução; ..'! tabela para caZcuZar ai c Õi é
O sistema linear resvttante, gue enuotaie La e ül3 é
12,.2740 Acr + 8, 2300 AP = --1, 7701
8, 2300 acr -- 3, 2000 AP = 1, 0710 (3.22)
.4 solução desce sistema produz Aa
nodos uaZores são
0, 11069718 e aP = 0,04998819, o que {mpZica gue os
cvi = 1,98930282 e /3i 1 , 94998819
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2, 1000 -2, 1000
l, oooo -1, 1000
1 , 9000
2, 1000 :2, 1000
3, 2000l, oooo
,4 prós ?na geração /or'Rege a2 :: 1,99999277 e P2 :: 2,00015098, ou seja, as següências
estão convergindo para a = --'2 e B = --2. Lago, ptz) l)ode ser fatorüdo como
P(*) = (,' + 2' + 2)(z: - z + 3)
As quatro raízes completas, calculadas com a /ónnulü de Bhaskara* são
l+Í, l--i, 0,5+1,65831239{, 0,5--1,65831239{
3.7 Exercícios
Exercício 3.1 .4pZÍque a regra de l)escarZes ao poZznómio p(z) = 2z4 -- 1:] + 4z2 31 +7
Exercício 3.2 Z)e que maRCara as regras de Du Gua e da lacuna podem ser aplicadas ao poZzn
P(z) = 2r4 - =3 -- 3r + 7 ç'
Exercício 3.3 Enumerar e ZocaZzzar as mães de p(z) = 0, onde p(z) = z5+l' 9z3--a:+20z-- 12
Exercício 3.4 Est mar a localização d mães parar(z) = =s +=4 -- 9za z2 + 20= 12
Exercício 3.5 t/tlZizar o método g7-cíHco e o teorema de BoZzano para estudar as seguia(es /nações.
/. /(=) = z: + e': -- 3
2. .f(3) = e'' - E
J. /(=) = sen(z) -- 2e *', onde À pode «óa,
Exercício 3.6 CaZcuZar todas as rales do poZinómio p(z) = z; 3 --l
Exercício 3.7 Calcular todas as rales de p(z) = z4 -- 2z3 + 4zZ -- 4= + 4 iniciando com ao = l
e /7o= l
Exercício 3.8 .EfeÉue a divisão de p(z) = z5 -- 3z4 + 7zS -- 10zZ -F 10z -- 7 por a2 + 2z + l
07nZ0
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Capítulo 4
Resolução de Sistemas de
Equações Lineares
4.1 .[ntrodução
A resolução de sistemas de equações lineares é um dos problemas mlmérícos cais comuns em
aplicações científicas- Tais sistemas surgem, por exemplo, em conexão com a solução de equações
diferenciais parciais, determinação de caminhos ótímos em redes Igraíos) e il)terpolação de pontos,
dentre outros
Consideraremos aqui, iniciam)ente, a resolução de uin sistema de equações lineares de n
equações a n variáveis (incógnita.s)
aiizi + a12z2 + . . . + ai.3.
a21ii + a22z2 + - - . + a2.3.
anlzl + an2z2 + . . . + afina;n :; bn
ou, escrito na forma matricial
.4n = b (4.1)
onde .4 é uma matriz quadrada, de ordem n, e z e b são vetores de n elementos
all a12 ... aln 1 1 ZI
a2] a22 ... a2n 1 1 g;2
anl an,2 ... ann 1 1 3,.l
A matriz .A pode apresentar, dependendo do problema de onde o sistema foi derivado, uma
certa esÉr"tztura e esparsidade. Uma matriz é dita está"tltumda se os seus elementos estão dispostos
de uma determinada forma como, por exemplo, ao longo de algumas diagonais e/ou colunas/Unhas
(6guras 4.1-a) e 4.1-b), como um triângulo (a matriz em 4.1-c é dita fríangu/ar zn/Criar) ou, ainda,
sem estrutura qualquer(4.1-d)
Além disso, as matrizes mostradas na figura 4.1 apresentam alguns elementos nulos. Uma
matriz é dita esparsa se ela contém, aproximadamente, em torno de 90%o de elementos nulosl caso
contrário, ela é dita densa. Em consequência, pode-se dizer que um sistema é esparso ou demo,
dependendo de como é a matriz de coeficientes do sistema
Uma das principais metas a se atingir, na resolução de um sistema de equações lineares, é
obter a sua solução no menor espaço de tempo e, se possível, sem alterar a sua esÉmtura e/ou
esparsádade. Por isso, existem certos métodos e/ou algoritmos específicos pma se resolver alguns
sistema particular-es, conforme veremos a seguir
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X *l,'«ll ' : .l(.) XXX XX
F\W , 4.1: E't,«tz«' tÍpi"' 't' '«t,iões: (') t,id gon.l, (b) $ech., (c) t«i.ngut« i,«f"i", (d)nâo esí furada
4.2 Resolução de Sistemas :lYiangulares de Equações Lhe.
ares
Se o sistema (4.1) apresenta sua matriz de coeficientes ..4 na forma triangular - seja ela ín/eóor
como mostrado na figura 4.1-c, ou supeHor então é possível resolvê-lo de forma imediata. através
de subsf [u ção direÍa, para matrizes triangulares inferiores, e de retro-substituição, para matrizes
triangulares superiores.
Suponha então um sistema triangdar inferior,
Lz = b (4.2)
onde
[2i Z22 l
z31 z32 z3s l
!.] z.: z.3 ... z- J
1. , podem ser facilmente determinadas como
L










O processo acima, delaominado de suas ííuíção d feia, pode ser expresso de forma algorítmica
cOlHo
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Algoritnlo 4.2.1 Substituição l)preta
1111g substituição.dáretcl (input: L
/or Í = 1, 2, . . . , ndg
s-0
&! J - 1,2, . . . , á - IJ&


















'ün -- 1 . n -- l
bn 2 -- un--2,1al ' un--2,2z2
Un -- 2 ,n -- 2
3n -- 2
zl bi -- }l:;-2 uljzj
Note que, devido à estrutura de U, as incógnitas são obtidas na ordem contrária àquela com
que são obtidas as incógnitas em um sistema triangular inferior. Esse processo é denominado de
Ktro-substituição e pode ser expresso de forma algorítmica como
Algoritmo 4.2.2 Retro-substituição
proa retro-subs{ tu ção(input: U, b; output: )
/or { = n, n -- 1, . . . , idg
s -- 0
/or .f = { + 1, { + 2, - . . , n .dg
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4.3 Resolução de Sistemas de Equações Lineares por Elimi.
nação Gaussiana
Se o sistema de equações lineares não apresenta uma forma simples, tal que se possa determinar
as incógnita facilmente, ente.o podemos efetuar modiâcações no sistema de tal forma que o
tranlsíormamos em um sistema triangular, preservando a. solução do sistema anterior. Uma vez
feitas estas modificações, a solução é obtida de forma imediata, conforme visto na senão anterior
Um processo desse tipo é a.quele chamado de e/áminaç;ão Gaussíana, o qual consiste em se
aplicar operações elementares somas e multiplicações -- às linha da matriz de coeficientes e do




l 4 0 SJ l=3J li21
ll:iHiii::i;; :XllEÍ ÍJf=;=:;ll ll
423
173 ::
ç ,,: ;,,:]r;:  -t :c;-]
Agora, para eliminar o termo asi , multiplicamos a primeira linha por a3i/aii :: 1/1 e subtraímo-la
da terceira
[4 2 3]rn:] [ 9 ]
0 7,5 3,75 l =z l = 1 11,25 l
0 -2 5lla3 l 3 l
Note que os elementos do vedor independente b são modiâcados tambéml
A matriz agora é praticamente triangular superiora falta eliminar o termo a32. Para tanto.
basta multiplicar a segunda linha por as2/a22 :: 2/7, 5 e subtrai-la, da terceira, de onde
,i : ,:ll:: l -l -:« l





11, 25 - 3, 75
7, 5




Podemos sumarizar o processo então da seguinte forma: para se eliminar os elementos abdxo
da diagonal na k-ésima coluna (ou seja, os elementos dm linhas k + 1, h + 2, . . ., n na coluna
k), usamos o elemento aAk chamado de páuó para calcularmos um multiplicador z = fü- para
cada {-ésima ]in})a abaixo da linha k. Esse multiplicador será utilizado para multiplicar a k-ésima
linha e subtrai-la da linha { (incluindo, aqui, os elementos do termo independente b). Uma vez
eliminados todos os elementos abaixo da diagonal principal de 4, resta-nos uma matriz triangular
superior, e, então, podemos determinar a solução z usando o algoritmo da retro-substituição.
O processo de eliminação Gaussiana pode ser descrito de forma algoritmica como
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Algoritmo 4.3.1 EJim nação Gaztssáana
proa eZ mánaçâo-Gaussianaránput: .4, b.
/or À; = 1, 2, . . . , n -- l de
/or { = k + 1 , k + 2, . ..,ndg
,z {. .gü.
aík -- 0
.for j = h + 1, k + 2, . . . ,ndg
aij 't-- aij -- ZaKj
endfor
bi .-- b{ -- zbk
endyor
en«or




O processo de eliminação Gaussiana, descrito acima, não comegue resolver todo e qualquer sistema
Con.sidere, por exemplo, o sistema
ll :: l -l ! (4.4)
o qual tem como solução 1 = z2 :: 1. No,entanto, se formos aplicar eliminação Gauissiana a esse
sistema, ele falhara, pois o pivõ aii = 0. E óbvio, portanto, que os pivõs não podem ser nulos.
O sistema (4.4) pode, no entanto, ser modificado, procedendo-se a uma troca de linhas
imediatamente temos um sistema triangular superior. No entanto, é possível que, ao longo do
processo de eliminação Gaussiana, surja um zero na diagonal principal e não seja possível, por
qualquer troca de linhas, remova-lo. Nesse caso, o sistema não tem solução'; o algoritmo para a
eliimnação Gaussiana deve ser modificado adequadamente pua se levar em conta tal possibilidade.
O próximo exemplo mostra uma outra dificuldade associada ao método:
i {ll::l-lil (4.5)
onde 0 < c <K 1, cuja solução carreta é
«: - Tb H l
.: - \:# = l
No entanto, se aplicarmos eliminação Gaussiana ao sistema (4.5), obteremos
«: - {:S- z l
,: - z,).': H 0
o qual obviamente aproxima bem zz, mas o valor de zi é completamente errados Isso acontece
porque, se E é pequeno o suficiente em um determinado computador, tanto 2 -- c' l quanto 1 -- c'l
serão calculados como --c' : (devido à perda de dígitos significativos na subtração) . Desse exemplo,
tiramos uma outra lição: o pivâ deve, sempre, ser escolhido como o matar possa'ue!, em módulo.
C) processo de escolha de pivõs, chamado de piuotamento, implica na troca de linhas da matriz
de coeficientes (bem como do termo independente b). Computacionalmente, no entanto, não é
lesta é, inclusive, unia ma.fieira de se determinar se o sistema é singular, isto é, a matriz de coeficientes não tem
IDliBIS&.
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aconselhável se movimenta.r dados na memória de forma excessiva, pois o tempo de execução
do algoritmo passa a. ser proibitivo. Podemos, no entanto, modifica.r o algoritino de eliminação
Gaussiana utilizando um vetar auxiliar de hdíces - chamado de p - o qual implicitamente diz duais
linhas foram trocadasl os elementos desse vetou são utilizados para se acessar convenientemente
os elementos da matriz e do termo independente. Note, ainda, que o algoiitmo deve ser capaz de
tratar o cuo no qual 7}.ão é necessário se efetuar qualquer troca de linhas
No algoritmo a seguir, é leito tainbéin uni esmlonamcnto das lillhas, isto é, uin favor
''. - :%lfg, l.:.j á - 1, 2, n
é calculado para cada linha. Esse falar é utilizado para se escolher um pivõ que se.ia o maior
reZaÉiuo aos elementos de uma coluna; em outras palavras, na h-ésima coluna, iremos sclecionar o
maior valor l AFIA l/sP: nas linhas k $ { $ n




Gaussza7za com p oo a7nento e
Zg! eZzmtnação Gaussíanapiuotamento-e.escaZonamentorínput
/or { = 1, 2, . . . , n .de
P{ {-'-- z
s{ '- maxi$j$n l aÍj l
endÍor
&11 k = 1, 2, . . . , n -ide
.f - ;;
/br Í = A + 1, A + 2, . . .,ndg











&! { - h + 1, h + 2.
z +.--- !nt
a,pík {
/or j = k + 1 , A + 2,
CLPij 'Ç' a'Pij ' ZaPkj
b,: - b.: zb,.
enWo,
en©or
/or { = n,n -- 1,. . . , 1 do
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Note que os falares !!ÉL utilizados para se eliminar os elementos abaixo da diagonal são
armazenados na matriz .4, onde se colocariam zeros (conforme utilizado no algoritmo da eliminação
Gaussiana sem pivotamento). Isso é feito de forma a se poder obter, a partir do algoritmo acima,
a fatoração LU da matriz Á, conforme veremos na seção a seguir
O exemplo abaixo mostra o funcionamento do algoritmo descrito acima:
k




Solução: /nÍciaZmente, temos p = (1, 2,3) rde acordo com o aZgorítmoJ e s
por ánspeçãoJ. .4 cada passo, temos.
(6, 8, 3) r«,@q«e
k j p { z
1 3 (3,2,1) 2 0,3333
3 0, 6667
[ 0,6667 4,3333
A - 0, 3333 5,3333




23 (3, 1,2) 3
Z
1, 2308
0, 6667 4, 3333
0,3333 1,2308
3,0000 -2,0000 :; :::i ]' - [ iillllÁ-




Ps ;: 2, z3




P2 ;: 1, z2
20) 2
Pi = 3, zi
4.3.2 Eliminação Gaussiana e a Fatoração -LU
Conforme visto na seção anterior, o algoritmo de eliminação Gaussiana com pivotamento e es-
calonamento produz, de forma implícita, uma matriz triangular inferior, uma matriz triangular
superior e um vetar de permutação. Como essa matrizes foram obtidas por transformações sobre
a matriz Á original, podemos de alguma forma relaciona-las entre si
Primeiramente. a.llalisemos o vetar de pernautaçãol seus elementos indicam qual linha foi
trocada com outra, i.e., se p, :: h, isso signihca que a linha J foi trocada com a linha k. Essa
permutação pode ser expressa, também, através de uma matriz de permutação, P, a qual tem
como elementos apenas o 0 e o 1. No exemplo mostrado na seção anterior, obtemos p = (3, 1, 2)
ao fiel ou seja, a linha 3 está no lugar da ]inba 1 ; a linha ] está no lugar da linha 2 e, por fim, a
linha 2 está na linha 3. A matriz de permutação correspondente é
,-r: ; Ê]
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A relação existellte entre ,4 e as matrizes triangular inferior, L; triangular superior, U; e a
matriz de permutação P é a seguinte
onde L é triai)guiar inferior com diagonal unitária e os seus elementos abaixo da diagonal principal
encontram-se armazenados na matriz .4, ao final do algoritmo de eliminação Gaussiana. com
pívotamento e escalonamento, porém possivelmente permutados.
Usando mais uma vez o exemplo anterior, ten)os:





onde as matrizes -L e U foram permutadK adequadamente, usando a matriz P. Pode-se verificar
por inspeção, que o lado direito da igualdade é a matriz ..4 com as suas linhas trocadas conforme
expresso por P
A fatoração ÉU é útil quando, para uma mesma matriz de coeficientes ,4, temos de resolver.
m sistemas de equações lineares Á=(j) :: b(j), com termos independentes b(z), b(2), . . ., b('n)
Basta, então, obter a fatoração com o algoritmo de eliminação Gamsiana com pivotamento e
ucalonamento (sem calcular z! as última três linhas do algoritmo), obtendo L, U e P. Valendo-.
$e da igualdade P.4= = Pb e, como P,4 = LU, podemos escrever L(U=) = b, de onde a solução
de un] sistema .4z = b é obtida resolvendc-se dois sistemas triangulares
LV - Pb
A fatoração Lt/, bem como a solução dos sistemas triangulares acima, são expressa pelos algoritmos
4.3.3 e 4.3.4
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Algoritmo 4.3.3 iç'atoraçâo .EU
!=ggfQtOTQÇãO-LU(TtPUt A, b; OIL{.Dali: A, b, T))
/or { = 1, 2, . . . , ndg
PÍ f-- z
sí +-- maxi $jS;n l aÍj l
/or k = 1, 2, . . . , n -- l .de
J' 1-- h
/or { = k + 1, h + 2, . . .,n.Ü








d (a..k = 0) ]&W
break
e.«dif




/or j = A -t- 1, h + 2. . . . , n.dQ





Algoritmo 4.3.4 ResoZue sistema usando ,LU
proa resolve sistema.LU(input: A. b, p; output
/or { = 1, 2, . . - , n .de
z{ -- b,. - Ei:i a,.j;j
en#or
/or i = n, n -- l , . . . ,ldg
'.: - (,: - E;::.. : ',,,,, ) /.,.:
endfor
endproc
4.3.3 O Custo Computacional da Fatoração ZU
O custo computacional de um algoritmo numérico é, normalmente, medido em termos do número
de multiplicações e/ou divisões, já que adições e subtrações são efetuadas en] uma oração do tempo
necessário para aquelas outras duas operações aritméticas. Assim, m nos referirmos a "operações
utaremos nos referindo a multiplicações e/ou divisões
Para se obter a fatoração .LU de uma n3atriz Á, vemos que. quando k = 1, no algoritmo
respectivo, para cada uma das n -- l linhas abaixo da linha 1, é calculado um multiplicador e,
então, um múltiplo da primeira linha é subtraído daquelas n l linhasl isso nos dá n operações
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Como n -- l linhas são processadas dessa forma, temos um total de n(n -- 1) H n2 operações para
a primeira coluna
Para as demais colunas, note que o mesmo raciocínio acima é válido, mas é como se a matriz
diminuísse de unia linha e uma coluna a cada novo valor de k. Assim, para todos os n -- l pivâs
a serem calcüados, teremos
n' +(n -- l)2 + . . . +32+ 2' = jna + !n2 + !n .l
a qud é obtida mando :l:Z:: h2 = én(n + 1)(2n + l)
Para se corrigir o termo independente b, gula-se n
sucessivamente, de onde
l operações, depois n 2, e assim
(n - ])] (n 2)+
Finalmente, o processo de retro-substituição custa
1 + 2 + 3 + . . . + n -;ln'+;n
operações.
Combinando toda as expressões, podemos dizer que, para se resolver m sistemas de equações
lineares Az({> = b(i) , usando a fatoração LU, apresenta um custo computacional de aproximada-
menten
;"' + l ; + "'' l "'
o que mostra que é mais eÊciente eletuar a fatoração -LU apenas uma vez, e depois resolvem' os m
sistemas ]ineues, do que se resolvêssemos cada sistema independentemente, pois o custo, nesse
caso, seria da ordem de +rnn'
] l
4.3.4 R,evolução de sistemas com múltiplos termos independentes
Existem situações que requerem a solução de vários sistemas lineares, todos eles com a mesma
matriz de coeHlcientes, porém com dgereníes termos independentes. Como visto na seção 4.3.3, é
mais vantajoso, nesse caso, realizar-se a fatoração LU de -A, apenas uma vezl a solução de todos os
sistemas é obtida, simplesmente, caJculandc-se as soluções dos sistemas triangulares l,y({) = Pb({)
e Usr({) = y({), onde o índice ({) identifica um sistema específico
4.3.4.1 Cálculo da inversa de uma matriz
Uma dessas situações é o cálculo da inversa de uma matriz. Note que tal cálculo não é realizado
com o íim de se resolver um sistema de equações (utilizandc-se a relação z :: ,4'ib; aplicações
que envolvam certas decomposições de matrizes exigem que se escreva um vetar u como .XI)X l
onde X e .D são matrizes
Seja então a matriz .4, cuja inversa ,4': é desejada. Como, por definição, o produto entre uma
matriz e a sua inversa é a matriz identidade .r,
Á,4'i = J (4-6)
podemos escrever o problema de determinação da inversa na forma de um sistema de equações
!ineares com múltiplos termos independentes (e, consequentemente, múltiplas soluções) como
AX - /
onde X = .4':, i.e., as colunas (X){ são as colunas de Á :
(4-7)
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Dessa forma, obtendc-se a íatoração .LU de .4, a primeira coluna de .4
o$ sistemas







U(X)i = y(:) (4.9)






F(X)2 = 3/(') (4.11)
e as demais colunas são obtidas similarmente. Note que, computacionalmente, basta usar apenas
um vetor 3/, sendo o mesmo reutilizado a cada novo sistema resolvido



















Ágom, aplica se o aZgoütmo 4.S.4 usando-se como tei'mo independente o veto:
í. e., resoZue-se





0, 5 !: ;]«':'
y(1)
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,4ssám, ,4-i é dada por
.4'i = X = l lllllls: ll
e pode-se ed$mr que
.4,4' :











4.4 Resolução .[terativa de Sistemas de Equações Lineares
Em certos casos, não ó conveniente se resolver o sistema Ar = b através de um método direto
como a eliminação Gaussiana. Considere, por exemplo, a matriz .4 derivada da (hscretização em
diferenças-finitas (com estêncil de 5 pontos) do operador diferencial V2, cuja estrutura é mostrada
na figura 4.21 se aplicarmos a fatoração LU sobre .4, alguns dos elementos que eram nulos em
A passarão a ser diferentes de zero, tanto em L como em U (figura 4.3). Note que .4 tem 64
elementos não-nulos, ao passo que 1, e U apresentam um total de 134 elementos não nulos. A
Figura 4.2: .Estrutura da matiz Á dehuada da díscretização em d#erenças-$nitas do operador
dz/erencÍaZ V'
eliminação Gaussiana está, nesse caso, destruindo a estrutura e/ou.a esparsidade da matriz, o que
não é aconselhável, principalmente para matrizes grandes (n > 10000)
Por outro lado, mesmo quando a matriz é densa - ou seja, a iruerção de elementos nãc-nulos
não implicará em aumento considerável do uso da memória pode não ser aconselhável utilizar
um método direto, se a soluçãcl desejada necessita apenas um número pequeno de dígitos carretos
Figura 4.3: Está"alturas da matriz -L ('â esgue7-da,) e U ('à direita,), resultantes da .fatoração Z,t/ de
Á
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Uma outra razão, que justifica o u$o de métodos ítera uos (ver li31), é o lato de seu custo
computacional ser proporcional a n2 (e, às vezes, até mesmo a n), o que os torna mutante
competitivos, $e comparados a um método direto (cujo custo é proporcional a n3)
4.4.1 Normas de vetores e de matrizes
(.como todo processo iterativo, é necessário saber quando se alcançou a convergência do processo
eln nosso caso, obteve-se uma estimativa zA que aproxima suficientemente E = ,4 ib. Fazendo
uma analogia com o método da bissecção (ver seção 2.2), onde se detectava a convergência quando
D comprimento do intervalo era menor do que uma tolerância pré-especificada, aqui vamos também
calcular um comprimento de um vedor (em ]R")
Para se calcular esse comprimento, utiliza-se uma norrrla. Uma norma de um vedor 3 per-
tencente a um espaço vetoria] y é uma função 11=11 : y ---+ ]R+ que obedece aos seguintes
postüados
l a; ll > o
llÀzll=1,\lllzll, seÀCm,,zeL'
1,+ /1 $ 11zl +llZ/ll se=,Z/C I'(de.{g«.Zd d tó«g«Z«)
se = # 0, 3 C y
A norma de um vedor é o seu "comprimento" no espaço vetorial y; é uma generalização da
noção de valor absoluto de um número real. Para o espaço vetoria] ]R', a forma mais conhecida
é a chamada norma EucZ dáana, definida por
. l {
2 l4.i2)
onde = = (zi , =2, . . . , n.)r. Particu]arinente, em ]R2, temos ll n ll2 - v= + an, que é a expressão
para a distância de um ponto com coordenada (zi, l2) em relação à origem do sistema de eixos
cartesianos
Existem outra normal que são bastante usadas em cálculos numéricos, como a norma Z.
i - l!- - :!bi «: l (4.13)
(4.14)
e a norma Zi
as quais são bem mais simples e menos onerosas de se calcular do que a norma Euclidiana
4.4.2 Normas de matrizes
Uma vez especificada uma norma de um vetor, a nor'ma maíócíai subordinada é definida como
l Áll sup llÁu ll : u c ]R", l u l = l (4.15)
para tuna matriz Á rz x n. Pode-se verificar que
l -Ar ll $ 1l ll llz 11, z € R"
Por exemplo, a norma matricial subordinada da norma vetorial 1. é dada por
El .4 11. = m'h{=1 (4.16)
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4.4.3 Número de condição de uma matriz
Normas de vetores e de matrizes nos permitem avaliar o quão suscetível a erros numéricos mrá
uma computação empregando se uma dada matriz .,4. Para tanto, suponha que se deseja resolver
o sistema .4z = b, onde .4 é n x n e ,4'i existe.
Se ,4'i tem seus valores perturbados (isto é, ligeiramente modificados), gerando uma nova
matriz B, a solução do sistema não é mais z = .4'ib ralas ã = -Bb. Essa perturbação pode ser
medida em termos do comprimento do vetou 1 -- ã,
z - ã ll = 1 z - .BÓ 11 ' - -B.Ar ll l (.r ,B.4),ll $ 1l / - a.4 ll ll , ll
ou
tU1lí:i;U $ 1l / - -B,'l ll
o que nos dá uma noção do en'o relativo entre c e i
De forma análoga, suponha que b foi perturbado, gerando um novo vetou b. Se = e ã são as
soluções de À= :: b e .4ãl = b, podemos medir o erro absoluto entre = e ã escrevendo
1 , - ã il l .4 :ó - .A :il ll
l .4': ll ll b - êl ll
.4-:ló 8) l
e o erro relativo como




IA': ll ll A ll ll,ll11z' -- õ l
l ,4': l : ll ,4 iittlÍ' b lE«l
o que nos diz que o erro relativo em l é limitado pelo número ll .4'i ll ll .4 11. Essa quantidade é
denominada de ntímero de condição de ,4, e é denotado por
«(,4) ,4': ll ll ll (4 .] 7)
Vejamos um exemplo do u$o de K(.4)
Exemplo 4.3 Seja a maíHz .4 e sua inversa Á'],
«-l:!. :T'l «-:-Ji-::.. '::''l
Usando a norma-Z.., então ll ,4 li., = 2 + E e ll .4'] ll.. ;Ç(2 + '), d' o«d'
«'«, - (P)' » ;
Se c $ 0,01, então H(.4) 2 40000. /sso quer dizer que, se b se/rer u«,a pequena perto,balão, a
perturbação reZatiua na solução do s stcma ,4z = b será 40000 t'fazes maior.r
Uma matriz que tenha um número de condição muito grau:ie é dita maZ-condicionada, e
pequenas variações nos valores de b induzirão um grande erro relativo no vetar solução do sistema
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4.4.4 Erros computacionais e condicionamento
Qualquer solução de um sistema linear deve ser considerada uma solução aproximada, em virtude
de erros de arredondamento e ouvi os. O método mais natural para determinação da precisão de
uma solução é verificar quão bem esta solução satisfaz o sistema original, calculando o vetar resíduo
Se a solução aproximada ê íor uma boa aproximação, pode-se esperar que cada componente de
r' = b .4ã seja pequeno, pelo menos em uln conceito relativo. Há sistemas de equações, contudo
em que o resto não proporciona uma boa medida da precisão da solução. São sistemas nos quais
pequenas alterações nos dados de entrada conduzem a mudanças signiâcativas na solução. Estes
são denominados sistemas insÍáueás ou maZ-condicionados.
Exemplo 4.4 ,4 soZuçâo ezata do sütema
r zi +z2 = 2
l l,Olzi + z2 = 2,01
é 1 = z2 = 1, Supondo gue, deuzdo a cn'os, a se/uçâo calculada/asse
a;2 = 2,005
o ucíor resz'duo nestelcaso seria Rr = 1.0,00Si 0,00SI. EnáreianÍo, o en'o em mda resposta, ai e
=z, é de aprazimadamente uma uvl ande
Por outro lctdo, os coe$cientes também podem conter entes Sul)ando qve algum tipo de eFTa
tenha mudado as equações acima para
zi + =2 = 2
1, 0001zi + a2 = 2, 007
até mesmo umü solução bem diferente da aniCHar, como =l
resz'duo bem pegue7to, Br = 10; --0,0031
100 e z2 98 produzida um
Erros deste tipo, ao contrário daqueles causados pela acumulação de erros de arredondamento
não podem ser evitados por unam programação cuidadosa. Como, então, determinar quando um
problema é mal-condicionado?
Figura 4.4: Os sistemas que descmuem a intersecção das regas são
bem-condicionado, ma!-condicionado e s nguZar.
da esquerda para Q direita
Em geral, tem-se a situação mostrada na figura 4.4, para o caso de duas Tetas. Quedo o
sistema é ordem maior, no entanto, deve-se recorrer a medidas algébricas para se estimar o mal
condicionamento do sistema. Uma dessas medidas é o chamado deter'mirante normaizzado da
matriz dos coe#cientes. Para obtê-lo, normaliza se a matriz de coeficientes .4 dividindc-se cada
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linha de ..4 pela raiz quadrada da soma dos quadrados dos elementos de cada linha,
a2 Q2
Q: l
a2n««.l ..4 l l4.18)
g.!a. g=zÜ. . . . a,
Q:71 cz,i. cr
onde ai = v/ã:':i:';S-+ . -F a?,:. Diz-se, então, que uma matriz ,4 é mal-condicionada se o
número norml ..4 l íor pequeno, comparado com a unidade
Exemplo 4.5 S©a a matriz
:,b: ]
ueh$que se ela é ma!-cana cioTLada.
Solução: Calculando-se cri = vÍ e a2 = !01, podemos obter
11
-!-.!2LI H o, o05
ala2 '
Dormi .4
ou sÜa, .4 é data ser maZ-condicionada
4.4.5 IWétodos iterativos
Dado um sistema não singular de n equações lineares .41 = b, urn método iterativo para resolver
esse sistema é definido por um conjunto de funções @k(=o, zz, . . . ,zk,..4, b), onde zo = ©o(.4,b) é




© : («o , .4, b)
ã',(,o, ,: , .4, b)
'k (zo,=:, - . . ,«k,A, Z,)
As funções õk nos definem os métodos iterativos. Diz-se que um método é estacionado se
para um m > 0, õ. não depende de n para todo n 2 m, ou seja, {) = ©m = Õ.+i = . . . Nesse
caso, z«+i depende de, no máximo, m velares anteriores, z,,, zn-:, . . ., ln-.+] . Por exemplo,




{': (,o , .4, Z,)




O grau de um método estacionário é 7h (para â $ m) se, para n ? m 1, a.+i depende de
zn, ln-i, . - ., zn-a+i mas nâo para h < n -- rh+. O grau de um método iterativo definido pela
equ;çõu (4.19)-(4.21) é 2
Um método iterativo é dito linear se todas as funções ®{ são funções lineares de 3o, =i
z. i. Assim, um matado iteraÉiuo esiacãonáho Zlrzear de grau .í pode ser expresso por
a;k+i = Gze + .f (4-22)
onde G é uma matriz e / um vetar, escolhidos adequadamente
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Para. um método como em (4.22), podemos nos I'eíerir a um sistema linear relacionado,
(l - G):c = j; (4.23)
onde / é a matriz identidade de ordem n. Por exemplo, se G = / -- .4, .f = b, então (4.23) é
equivalente a .4z = b
A definição de urn método iterativo pode também ser feita a partir de uma mata z separadora,
Q. Podemos escrever o sistema .4= = b na forma equivalente
Qz = (Q - .4)z + b (4.24)
isto é, z = O(z, A, b), o que no$ leva a escrever um processo iterativo, de aproximações sucessivas,
como
Q«k = (Q .4).h-: + b, k - o, l, l4.2s)
A matriz Q deve ser escolhida de tal forma que se possa calcular rapidamente os =Ê e que a
sequência zo, zi, . . . conviria rapidamente para a solução z = .4 ib
A fim de obter uma condição necessária e suficiente para que haja convergência, reescrevemo$
l4.2S) como
=h = (/ Q :,4)zk-l + Q' (4-26)
A solução z satisfaz a equação
. = (/ Q :,4)Ek-l -F Q :Z'
i.e., = é um ponto .Êzo do mapa
l4,27)
= n (/ - Q :,'!)zA-i + Q :b (4.28)
Usando u equações (4.26) e (4.27), podemos obter unia expressão para o en'o =h z cOlHo
(4.29)zk - l = (j' -- Q':Á)(=k-: .)
e, aplicando normas, temos
=k-sll $ 11(/-Q':.4)1111(zt-i-n) l
$ 1 (/ - Q':.A) ll: ll (zk-, - .) l
<
$ 11(.r Q-:.4) ll' ll (,o - .) l l4.30)
l4-si)
de onde
.lim ll zk -- z 1 :: o:k ---. oo
desde que .4 e Q sejam invertíveis
se ll (.í - Q :.A) ll < l
4.4.6 Refinamento iterativo
O primeiro método iterativo para a solução de um sistema de equações lineares ..'ir = b é o chamado
r=$namento {teraÍiuo. Para uma estimativa inicial zo, definimos o vetou en-o eo como
eO = 3 -- ZO (4.32)
e o vetar resíduo to como
,o(4.33)
O vetar erro nos diz o quanto zo está distante de z, e a vetou resíduo nos diz o quanto .4zo está
distante de b.
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M.ultiplicando ro por 4'i, temos
,4 iro = ,4'ib -- ao z -- zo = eo (4.34)
e, usando essa igualdade, podemos obter uma expressão para =
z. + H :ro (4.35)
Note que a equação (4.35) envolve .4'll idas, obviamente, não podemos utiliza-la, pois se a
calculássemos, a solução do sistema seria imediatas Por outro lado, a equação (4.34) nos permite
escrever
Áeo = ro (4.36)
e, combinando as equações (4.33), (4.36) e (4.35), podemos descrever o método do re$nameato
iíerafãuo como
rh = b -- ..4zh
resolz;e ,4ek = rk
3k+l :: zk + ek
k - o, l, (4.37)
O método do refinamento iterativo é utilizado em conjunto con) um método direto, como a
eliminação Gaussiana. Tendo latorado .4 no produto -LU e obtido uma solução ã para Áz :: b
(a qual pode não ser muito boa, devido a erros de arredondamento), fazemos =o = ã e refinamos
essa solução, usando (4.37), até que zk seja suficientemente bom. Note que a fatoração l,C/ pode,
agora, ser utilizada para resolver aek = (LU)ek = rü
Se consideramos que a solução obtida com a fatoração .LU de .4 não íoi exala, então podemos
dizer que U :l,': = B = .4 :. Uszlildo a equação (4.35), escrevemos
a;k+i = zk+.4'irk ::zA+,4'ib A'Z.4zk .. -B=,4-i
(4.38)
De onde podemos mostrar que o método converge para uma solução: subtrándo z de ambos os
lados da equação (4.38), temos
zk+] z zk - = + J?(b .4=k) .'. b = ,41
zk - = + -B(Áz - .4zk) = (,r - B.4)(ze - z)
e, tomando normas de ambos os lados da igualdade acima, vem, pela desigualdade triangular
llzt+i--zll $ 11/ .B.4llllzk--rll.'.ll=k--zl =ll-r .B.4llllzk-i-zll
$ 11/ -- .e.4 ll' llEk-l -- s ll
<
$ 11/ - ,B.4ll' ll«o - z l
o que nos diz que os erros convergem para 0 se ll / -- -B,4 ll < l
Assim como nos métodos de determinação de raízes de funções, precisamos definir algum
critérios de parada do processo de refinamento. C) primeiro desses critérios é a estipulação de
um número máximo de iterações (k«.-)l o segundo pode ser baseado na norma do resíduo rk,
devidamente escalonada por ll b ll (usando uma norma qualquer, previamente escolhida). Assilll,
u iterações procederão enquanto
rk ll < cll b ll (4.3g)
não for satisfeito; E é um número real, escolhdo de acordo com a exatidão requerida.
Um algoritmo que expressa o método do refinamento iterativo pode ser escrito como
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A[goritmo 4.4.1 Re$n.amenÉo ]íeratÍuo
proa refinamento-iteraÉ uo( npzt: A, i,, U, b, zo, k::*N:., €
t *--- .ll z, l
/or Ã; = 0, 1, . . . , Ê.. .de
rk - b .4ah
g li rk ll < t Z&W
break
en d
vesolue (LU~jek :: rk, obtendo ek




O exemplo abaixo j101 mostra o comportamento desse método
Exemplo 4.6 Sela o s stema
420 210 140 105
210 140 105 84
140 105 84 70
105 84 70 60
c«ja solução é o teta, l = (1, 1, 1, 1)r. Utilizando um computador com apenas 6 casas decí7nazs
de p ecisão, obtemos como solução inicial, através da eliminação Gatlsseana, com piuotamento, o
1=(0, 999988, 1, 000137,0, 999670, 1, 000215)r
Agora, dispoTtdo dos favores tüangutares da fat,oração LU, podemos utü za o atgoritmo 4.4.] e
obter
r =(0,999994,1,000069,0, 999831,1,0001]0)r
2 =(0, 999996,1, 000046, 0, g99891,1, 000070)r
z =(0,999993,1, 000080,0, 999812, 1,000121)r
z 000000,1, 000006, 0, 999984, 1, 000011)r
4.4.7 Mlétodo iterativo de Jacobi
Suponha o sistema (4.1), com n = 3, sem perda de generalidade. Se os elementos da diagonal de




= c1212 + c13r3 + di
;= c21a;l + c2sa;3 + d2




Com essa transformação, o sistema Az b foi transformado em um sistema da forma
(/ o)«
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onde C = .D':(Z) -- .4), d = -D :b e D = dãag(,4) (isto é, a matriz formada pelos elementos da
diagonal de .4). De forma equivalente, podemos escrever
z=0 +d
o que sugere uma correção de = por apto:rjmações sucessivas
*+: C, + d (-0 - .4),* +D':Ü
:.'l),* + D':b, h (4.40)
a qual deÊne o método terateuo de Jacobí.
A matriz separadora, aqui, é J)-ll o método de Jacobl converge se a matriz ,4 for diagonal
dominante, i.e.
.« l > :1= 1 «:j (4.41)
e, usando a norma-Z-,
E1 / - r'':.,4 llw - :T::g.
de onde pode-se verificar que a dominância diagonal é condição necessária para a convergência do
método.
Pai-a obtermos a solução do sistema Áz = b via o método iterativo de Jacobi, podemos usar a
forma equivalente a (4.40),
(4.42)
Note que, do ponto de vista de eficiência do processo, devese efetuar as divisões de cada linha de
,4 e do elemento respectivo de b pelo elemento na diagonal de À antes de se inIcIar as iterações
Além disso. se o critério de parada envolve o cálculo do resíduo rk = b -- AzÊ, isso exigiria um
produto matriz-vetar a mais por iteração, o que pode ser evitado se usarmos como critério de
parada fk+i = .D''rk+i,
zk+i = zk D'i.,4zk + 1) ib
«+i l $ '11 D': ll lló l l4.43)
pois
fk+i = -D'irk+i = Z) ib -- D'i-Azk+i
e os termos no lado direito da equação já foram calculados, anteriormente, para se obter =k+i . O
algoritmo a seguir utiliza essas idéias=
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Algoritmo 4.4.2 jváÍodo de Jacoài
gU11 JacobÍr npuf .4, b, ao, k«:-, c, output. =h+i)
/br { = 1, 2, . . . , ndg
g: - a;"
t -- .ll g ll ll z, ll
/or { = 1 , 2, . . . ,ndQ
/or J' = 1, 2, . . . , n dQ
aij '-- aij + qi % sobrescreue À com .D'i.4
endyo,
b{ - bí # gi % sobrescreue b com l)-:b
endfor
/or k = 0, 1,
u -- .4=k
zk+i = zh -- w -t Z)
fÊ+i -- b -- w





O exemplo abaixo ilustra o comportamento típico do método de Jacobí
Exemplo 4.7 ResoZt;a o sesta?na
4 1 -1 0
1 4 0 ]
1 0 4 --11Z





c«i. s.Z«ção é a' = (0,1667,0,3333,0,3333,0,1667)', «san . o métod. de J«ob{ com zo
(0,0,0,0)r a uma tolerância c - 10-2








(0, 0, 25 ,0, 25 ,0)r
(0, 125, 0, 25, 0, 25* 0, 125)r
(0, 125, 0, 3125, 0, 3125, 0, 125jr
(0, 1563, 0, 3125, 0, 3125, 0, 1563)7'
(0, 1563,0,3281, 0,3281,0, 1563)r
(0, 1641, 0, 3281, 0, 3281, 0, 1641)r
(0, 1641,0, 3320, 0, 3320, 0, 1641)r
(0, 1660, 0, 3320, 0, 3320, 0, 1660)'
ou se/a, com alia áterações, obtemos uma aprolemação para a solas;ão dentro da {oZeráncia upe
c$mda
4.4.8 Mlétodo iterativo de Gauss-Seide!
Analismldo o método de Jacobi, vê-se que, a cada iteração, produzem-se todos os elementos do
vedor nk+l, .usando apenas os elementos do vetou ak. No entanto, nada impede que, à medida
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que os elementos de ah] l são produzidos, eles possam ser utilizados para produzir os próximos
elementos do próprio z/.+i. O máÍodo de Gauss-5eádeZ faz exatamente isso
De forma análoga ao método de Jacobi, escrevemos, para 7t = 3,
ui2zk.2 'F u13zk,a 'F di
Z21ak+i.i + u2:1 k,:J + d2
i3izh+i.l + Zs2a;A+i.2 + da
ou, em forma matricial,
zk+i = .Lzü+i + U k + d (4.44)
onde L = --D':.4L, U = D'i.,4c/, .D = dzag(Á), d = -D :b e ÁL e Át/ indicam as porções
estritamente {n/ehor e superior de Á (isto é, sem a diagonall
No caso do método de Gauss-Seidel, podemos escrever a correção para zkl-i de forma mais
compactas note que a expressão Lzk+i + Uzk pode ser calculada como
O critério de parada, no entanto, deve ser calculado usando o resíduo rk+i
mostra o algoritmo 4.4.3
[ =u,I'j, { i,2, ,«
b -- Az&+z , como
Algoritmo 4.4.3 À/étodo de (;Quis-SeídeZ
proa gauss sezdeZ('input. Á, b, zo, Am«(, c, otz!!!t rk-t iJ
/or { = 1, 2, . . , , ndg
gi +- a,
endyor
í - .llçll l óli
/or { = 1, 2, . . . ,n dg
/or .j = 1, 2, . - . , n dP
ail '-- aij + ?{ % sobrescrete X com -D :A
erzd/or
b -- b{ + qi % sobrescreue b com -D''b
end o
/or h = 0, 1 , . . . , h.,,;. .dP
'U {-- ZA





rk+i - b -- Ánk+i




O exemplo 4-8 ilustra o comportamento típico do método de Gauss-Seidel
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cuja solução é.z' = (0, 1667,0,3333,0,3333,0, 1667)r, usando o método de Gauss-SeÍdeZ com
zo = (0,0,0,0)r a uma tolerância e = 10 2
Solução: .4pZicando o método de Gauss-SeádeZ, obtemos
lo, o, 25, o, 25, o, i25)'
(0, ] 25, 0, 3125, 0, 3125, 0, 1563)'
(0, 1563, 0, 3281, 0, 3281, 0, 1641)r
lO,104i, 0, 3320, 0, 3320, 0, 1660)r
ou seja, com quatro {terações:
especi$cada.
obtemos alncl aproximação para Q solução dentro da tolerância
Da mesma forma que o método de Jacobi, uma condição necessária e suficiente para a conver-
gência do método de Gauss-Seidel é que a matriz A seja diagonal-dominmte (ver equação 4.41)
Existe um critério - de Sassen:reza que, se atendido, garante a convergência do método. Para se
verificar se uma matriz de coeílcientes do sistema satisfaz a tal critério, calcula se os valores Si
S2, . . ., Sn, definidos como
Si
S2
r:;h(i ":: l + l .:. l +
Íl;h(i a,- IS: + l .« l +
(4.45)
s. íiin(l '-: ls- + 1 ..: is, + + l a..-i IS..:
e, se
Si < 1, V l 5; { $n
então o método de Gauss-Seidel irá convergir
Exemplo 4.9 Para a matiz do ezempZo ,Í.8, uenyique se o chtéráo de Sassen/eZd é aÉendÍdo









il+ 1 - il)
l lo,s+ 1 - 1 1) = 0,375 < 1
l lo,s+ 1 - 1 1) = 0,375 < L
1 10, 375 + 1 10, 37s) = o, 1875 < 1
e, como Sí < 1, 1 $ { $ 4, o crãÉéHo de SasserdeZd é aiendÍdo e, por consegu níe, o método de
maus-Seidel é conueQente para am sistema com essa matiz de coe$cientes
O critério de Sassenfeld é, no entanto, apenas suficientes uma, matriz pode não atendo-lo e,
mesmo msim, o método de Gauss-Seidel pode convergir, como mostra o exemplo abaixo
Exemplo 4.10 Reste/ua o sistema






Í=(i l l - l / l
í--:-iT(i 111) = 0, 333 . . . < 1
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No entanto, o método de Gauss-Seidel canuerge para Q solução I'
iteraçoes, a alma onera,Reza de 10'4



































Note que a dominância diagonal de uma matriz é relacionada com a ardem em que as equaçõu
se apresentam. Uma simples troca entre duas linhas pode ser desastrosa, como mostra o exemplo
a segui
Exemp[o 4.11 Sqa o sistema apresentado no ezempZo ,Í.]0, com as Zán/Las trocadas entre s!, {.e
i -fl.-l':l
Nesse caso, como a. mntüz do sistema não é diagonal-dominante, o Tnétodo de Gauss-Seidel





(o, oooo, o, oooo)'
(-3, 0000, 6, 0000)r
(15, 0000, -12, 0000)r
l-39, oooo, 42, oooo)'
g8 l-29523, 0000, 29526, 0000)r
188575, 000, -88572, 0000)r
Z20 (5, 2302 x 10o 5, 2302 x 109)r
'pna, do .{sZem« te, « m"«.« «Z«çã. =* =(1,5,1, 5)r
4.4.9 Extrapolação de um método iterativo
Uma du forma de garantir e/ou acelerar a convergência de um método iterativo é utilizar uma
técnica de trapoZação, a qual consiste em se combinar a correção da estimativa zk dada pela
equação governante do método iterativo -- com uma outra correção, semelhante. Em termos dm
funções q), isso pode ser expresso como
zk+l = w{)k(zo, zl , zt,..4, b) + (1 «,)Õk(zo,z: rk , .4, Z,) , «, C l{ (4.46)
Note que, se o = 1, temos o método iterativo original
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Por exemplo, no caso do método de Jacobi, podemos usar õÊ(ao, =1 , - . . , zk, ..4, ó) = / (ou seja,
a matriz identidade). Assim temos o método de reZazaçâo de Jacob{ (JOR),
zk+i = o(zh Z)':.4a;k + D':b) + (l -- u)zk, 0<u$1 (4.47)
e, de forma análoga, temos o método das reZazações sucessáuas (SOR), uma variante do método
de Gauss-Seidel,
"*+: ;;+: + U« + d) + (l - u)zh. 0 <u <2 (4.48)
Exemplo 4.12 Seja o sistema
2101
1210
0 1 2 ] in
1012
Gula solução é (0, 1, 1,0)r. UflZ zango-se o método JOR para resoZué-Zo
íoZefancza c = 10--2, obíernos







(0, 0000, 0, 0000, 0, 0000, 0, 0000)r
(0, 3250, 0, 9750, 0, 9750, 0, 3250)r
(0, 0163, 0, 8937, 0, 8937, 0, 0163)r
(0, 0349, 0, 9921, 0, 9921, 0, 0349)r
lO, 0035, 0, 9884, 0, 9884, 0, 0035)r
(0. 0038, 0, 9986, 0, 9986, 0, 0038)r
ou sqa, corri cinco zteraçães, obtermos uma aproximação para a solução dentro da toZeráncia esse
cãjicada. O método de Jctcob{, se utilizado para resolver o MASTRO método, não alcança a solução
após 200 {Êerações





-i -i o] to
4 0 1 1 E l
0 4 -11z' l
l -i 41 to
cÜa solução é z' =(0,1667,0,3333,0,3333,0,1667)r. U
Zo, com o := 1, 1, a tz77za toieráncia e = 10 2, obte7nos.
IJt t zango-se o método SOR para 7'esoiuê
zo (0, 0000, 0, 2750, 0, 2750, 0,]313)r
(0, 1513, 0, 3307, 0, 3307, 0, 1668)r
(0, 1668, 0,3336, 0, 3336,0, 1668)T
zl
Z2
ou sela, com três {terações, obtemos uma aprol mação para a solução dentro da lazer(íncáa esse
cisma. (.omp«e com o e«mpla 4-8).
4.5 Método do Gradiente
O método do gradiente é indicado para resolver um SELA onde -4 é uma matriz sÍméíNca, positivo
On . (SPD), i.e.
,r.4, > 0, V' C R" (4.49)
Uma outra característica de matrizes SPD é que todos os seus autovalores são estritamente
positivos
O método baseia-se na relação existente entre a solução de um SELA e a minimização da /arma
quadrátím, quando .4 for SPD. Assim, inicialmente veremos o que é a forma quadrático e alguns
exemplos da mesma
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4.5.1 Foi'nna Quadrático
A forma quadrático é uma função vetoiial / : W" -, W dada por
/(=) = :zr.4z . Z,r. + c (4.50)
onde .4 € ]R"x", z ( ]R", b C IR" e c C ]R
Por exemplo, considere o sistema
l -í 'i l , -l: l (4.51)
cuja solução é z* = (1 , 1)r. A matriz de coeficientes é SPD e a figura 4.5 mostra o gráfico e as
curvas de nível da forma quadrático correspondente (caiu c = 0). Note que o gráfico da função
é um parabolóide portanto, com apenas um ponto de mínimo - e que aparentemente, o ponto
(1, ]) (ou seja, a solução do sistema) é o ponto de mínimo da função
Já as âgurm 4.6-4.8 mostram outras situações possíveis, dependendo dos valores dos elementos
de .4 (todos os sisa.atum tiveram fixada a sua solução em (1, 1) e os termos independentes foram




í.e., zr,41 < 0, V=1 note que a forma do gráfico é um parabolóide invertido, com apeou um ponto
de mcüámo é a situação oposta à de uma matriz SPD
Na figura 4.7, temos o caso em que a forma quadrático assume tanto valores negativos quanto
positivos o gráfico da função é a (camada sela. A matriz em questão é
4 -5
Finalmente, o gráfico e as curvas de nível para a dormia quadrático exibidos na figura 4.8
correspondem a uma matriz quase-sÍnguZar,
12
2 3,8
a qual apresenta infinitas soluções ao longo da Pela na base do gráHlco
Pai-a verificarmos se isso é verdade, \amos calcular /'la) = 0, Como .f é uma função vetorial





o qual representa um campo uetohaZI para um dado ponto z, ele aponta. na direção de maior
variação de .f(z). O gráfico de .f'(1) na figura. 4.9 é típico da situação em que ,4 é SPI)
Aplicando a equação (4.52) à (4.50), obtemos
/'(.) - ;.4'. + C4.s3)
e, se .4 é simétrica, .4 .4r, de onde
/'(«)
Igualando .f'(z) a zero, obtemos Az = b, ou seja, o sistema que queremos resolver. Portanto
podemos dizer que
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Figura 4.5: Gr(@co de .f(z) e suas curdas de rzúeZ para .4 SPD






Figura 4.6: Grc©co de /(z) e suas cenas de núeZ para .4 NZ).
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Figura 4.8: Grc@co de /(=) e suas camas de núeZ para .4 singular
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Figura 4.9: Gr(í»co de .f'(z) para A SPD
minimizar a forma quadrático f(z)
,4a = b se ,4 /or simátãca.
{zr,4z -- brz+c eguiuaZe a resoZuer o sistema
Se a matriz A é positivo-definida, além de simétrica, então a solução de Á= = b é o mínimo
(único) de /(z); logo, para '4 SPD, a solução z = .4':Z) é o ponto = que minimiza /(1)- Isso pode
ser mostrado como segue
Suponha A simétrica, a um vetar que satisfaz .'!= = b, 3/ um vetar similar- a 3 (em termos
geométricos, 3/ é um ponto próximo a z) e e = Z/ n o vedor erro; então,
/(z t e) 1; ('-t ')'Á(' + ') - z''(' +') + '
ézr,az + er.4z + l er,4e - br= -- bre + c
lizr,.Ln . brz + c + erb + l er.4e - bre
/(') + li''x'
b = ,4ll .4 = .4r
(4.54)
e
.f(';+')+3/) - /(1/) -/(')+ ;(v a;)r.4(Z/ .) (4.55)
Agora, como Á é SPD, por hipótese, então
(y - «)'.4(3/ - z) > 0, V3/
e, portanto, /(3/) > .f(z). Isso mostra que z é o mínimo de J'(z), nesse caso
4.5.2 Descrição do método do Gradiente
O gráfico da forma quadrático, para '4 SPD, nos sugere uma estratégia para localizarmos a
solução do sistema: basta "escorregar" ao longo das puedes do parabolóide, pois isso nos levam'á,
necessariamente, ao ponto de mínimo. A questão que se coloca agora é: qual dáreção devemos
tomar, a partir de um zA, para obtermos um zk+i que seja mais próximo da solução?
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Figura 4.10: O ueíor em'o eo e o t;etor resíduo ro
Lembram)os que o gradiente .f'(=) al)anta na direção de maior aumento de /(r), em sentido
oposto ao "fundo" do parabolóide. E natura!, portanto, que andemos ao longo da direção oposta
ao gradiente, isto é, -.f'(z) = b - .4z. Ora, conforme visto anteriormente, rk = b -- .4zk, de onde
estabelecemos as seguintes relações entre o vetar resíduo e o gradiente de .f(1)
/'(.)
b -- .Azk




ek = zk ' z
Áe# .. z* - ,4 lb
A equação (4.56) nos diz que o resíduo tem a mesma direção do gradiente, porém sentido oposto;
já a equação (4.57) nos diz que o resíduo é o vetar erro, transformado por .A (e, portanto, no
mesmo espaço de b)-
Suponha, então, que temos a seguinte situação, conforme a figura 4.10. Como decidimos a.ndar
ao longo do vetar resíduo, a partir de zo, a nova estimativa zi é um ponto sobre a neta ro, ou seja
zi = zo -F adro, ao € ]R l4 s8)
O escalar ao indica o desZomme7zto s bre to. Para determinar o melhor ao - ou seja, aquele para
o qual ll z: -- z' ll é míúmo derivaínos .f(zl) em relação a ao e igualado la, a zero:
al.r(,o - .r'o;J'-aii,: - /'(,J'« l4.s9)
Note que /'(ai)rro é o produto escalar entre os velares /'(zi) e to. Como o produto escalar é
dado por
ur. - llull l « llcosg
onde a é o ângulo formado entre os vetores u e u, ao igualarmos /'(=i ,rro a zero, estamos exigindo
que os vetores .f'(zl) e to soam orÉogonaís entre si. Como .f'(=1) = --ri, isso implica que dois
rest'duos sucessivos são ortogonais entre si; a figura 4.11 mostra três situações típicas para a solução
do sistema (4.51), com as sequências de resíduos (representados pelas rotas) gerados pelo método
do Gradiente a partir de três diferentes estimativas iniciais
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Figura 4.11: GaminAos tz$icos no método do Gradiente














O que significa minimizar /'(zi)? Os gráâcos mostrados na figura 4.12 mostram que, para ao
calculado conforme a equação (4.60), a nova estimativa sci corresponde ao mz'mimo da parábola
obtida como se tivéssemos "cortado" o parabolóide .f(=) por um plano vertical ao plano z -- 3/ que
passa pela rega rol
Utilizando m equações (4.58) e (4.60), além da expl'estão pm-a o resíduo, devidamente ge-
neralizadas para a k-ésima iteração, podemos escrever um algoritmo que descreve o método do
Gradiente. Antes, porém, note que
ri ;; to -- ao.Aro
conforme obtido na derivação da equação (4.60)l essa expressão nos permite economizar um
produto matriz-vetou da forma ,4rk , pois Árk já terá sido calculado previamente para se obter al
O algoritmo pode ser, então, escrito como segue.
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a = O. 7á:?.n
Figura 4.12: a é escoZAido de ZaZ /orça q?le /(a;i) é mz'numa
Algoritmo 4.5.1 À/lífodo do Gradiente
proa gradáeníerlnput. ..4, b, zo
{ -- .ll z, ll
ro - b -- .4a;o
/or h = 0, 1, . - . , A:.. .dg
wk {-- Árk
«*-H
zk+l '+"' zk + (llkrk
TA+l {-- Th -- (Zk'tllh




k...,., c output.' rk iJ
O exemplo seguinte ilustra o comportamento típico do método do Gradiente
Exemplo 4.].4 Resolva o sistema
4 -1 -1 0
1 4 0 -1
-1 0 4 --1 lz
D -1 -1 4
cuja solução é z' = (0, 1667,0,3333,0,3333,0, 1667)Z', usando o método do Gradiente com zo
(0, 0, 0, 0)' . um« íoZ«anciã c






(0, 0, 25 ,0, 25 , 0)r
(0, 125, 0, 25, 0, 25, 0, 125)r
(0, 125, 0, 3125, 0, 3125, 0, 125jr
(0, 1363, 0, 3125, 0, 3125, 0, 1563)r
(0, 1563, 0, 3281, 0, 3281, 0, 1563)r
(0, 1641,0,3281, 0, 3281,0, 1641)r
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Figura 4.13: ]Wétodo das Direções-C07Üugadas. a cada geração é cor'Hgída uma componente do
tietor solução
ou sda, com se s gerações, obtemos uma aprozimaçâo para a solução dentro da to/erâncÍa esse
c®mda.
Um possível problema ao se utilizar a fórmula de recorrência para rk+i no método do Gradi-
ente é a perda de ortogonalidade entre os vetores resíduo, causada pela acumulação de erros de
ponto-flutuante. Isso pode ser detectado através do cálculo do produto-interno entre dois resíduos
sucessivos, rÍ-irk; caso essa quantidade seja maior do que, por exemplo, vi(onde c é o épsilon
da máquina), deve-se recalcular rk = b -- Ánk, e proceder normalmente com o algoritmo
4.6 Método das Direções-Conjugadas
Conforme visto anteriormente, o método do Gradiente toma sucessivas direções os resíduos -
que são ortogonais entre si. Isso significa que a solução é procurada repetindo-se direções. Ora,
se para uma dada direção* a solução não foi encontrada ao longo dela, então por que utiliza-la
novamente?
Uma alternativa é a seguinte: suponha que tenhamos um conjunto de n direções de procura
ab, dl , . . ., d.-i . Em cada í-ésima direção, "caminha-se" exatamente a distância necessária pua
se obter a {-ésima componente da solução, z;; após termos percorrido todas m n direções dessa
forma, todas as componentes de a;* estarão correias, e a solução terá sido obtida. Na âgura 4.13,
a primeira iteração corrige z2, e a segunda corrige li (note que ei é ortogonal a do).
De forma semelhante ao método do Gradiente, as iterações são da forma
zi+i = z + crÍdi, cri e ]R (4.61)




e.: + «:d' ':
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Infelizmente esta equação é inútil, pois para calcular ai é necessário ei; porém, se eí fosse conhecido,
a solução seria imediata, por deÊlníção
Podemos corrigir essa situação se considerarmos a determinação de aí como um problema de





por (4.56) e (4.61), vem
por (4.57), vem
d:Áe +i = 0 (4.63)
A equação (4.63) nos diz que o vetar erro eÍl-i , transformado para o espaço gerado pelas colunas de
Á, é ortogonal a d{. Quaisquer dois.vetores u e u que satisfaçam uZ'.4u = 0 são ditos .4-ortogonais
De posse da equação (4.63), podemos determinar uma outra expressão para cri, a qual pode,
dessa vez, ser calculada:
entre si
dr ''!':.. :
d:.4eí + a dÍAd{
0 .. eÍ+i := e{ + criei
por (4.57), vem
(4.64)
Note que, se di = r{, então temos a mesma fórmula utíbzada para cr{ no método do Gradiente
Conforme proposto quando da motivação do método das Direções-Conjugadas, vejamos como
o método converge em n passos. Podemos expressar o vetou erro eo como combinação linear dos
vetores direção, n, l
.. - E ó.a,
j=o
(4.65)
Para determinarmos as constantes (5i, vaJemo-nos da propriedade de .A-ortogonalidade entre os





J = k, de onde
0, V{ # J, podemos eliminar todos os termos do somatório, menos o termo para
df'4'o Õk«AdK
(4.66)
Precisamos, ainda, encontrar uma equação para eo que não envolxra áAI escrevendo as expressões
para os velares erro, temos
eo
ei a;i -- z* = eo t ando zo -- z + Godo
0
" + )l: '-:'::0
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+ ek.l + ah.idk.i zo -- z -F crk-ídk-i + + ceado
kl
eo + >: a:d:
(4 67)
Agora, substituindo a equação (4.67) em (4.66) , obtemos
gÍ)b,: ;=.1 «:aZ',4':
dÍ'l'*
e, como c(.4d{ = 0, Vk # í, o segundo termo no numerador é nulo (pois apenm os velares do, di
dk-i aparecem no somatório). Assim, obtemos
. df.4"
0 i- :: --=::;---
dÍ'A'. (4.68)










A equação (4.69) pode ser interpretada da seguinte forma: quando A = 0, i.e. na primeira iteração,
todas as componentes de z' estão erradas (em princípio), logo eo é combinação linear de todas as
direções de busca d{. Na segunda iteração, uma componente já foi corrigida ao longo da direção
do -- e, portaatto, o erro ei só deve ter componentes diferentes de zero ao longo das direções dt
d2, . . ., dk.i. Procedendo com esse raciocínio até e« i, vemos que o processo de se obter uma
componente carreta de z' a cada ibera.ção equivale a se eliminar a componente correspondente do
erro a cada iteração
Neste estágio, resta-nos determinar as direções di, de maneira que sejam .4-ortogonais entre
si. Podemos obter tais direções se tomarmos um conjunto de valores linearmente independentes
ui, e os .4-ortogonalizai'mos através de uma modificação do processo de atam-Scàmídt. Para se
gera um vedor d{ , subtraem-se de u{ todas u componente que não sejam .4-ortogonais aos { -- l
velares d anteriores. ou seja
do = uo
i = uÍ+ X=1) Pik'Z*, {>0 (4.70)
Para determinarmos os valores das constantes /%k , pós-multiplicamos a expressão para di em (4.70)
por '4dj , de onde
dr.4',
{]
ur.'ldj+ :PÍkdÍ,4dj; l >J
k:o
«r.4a, + p:jaf.'iaj
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O processo acima requer o armazenamento de todos os n vetores d{, o que pode não ser dele.lavei
pma sistemas lineares com n grande.
Cabe notar que, se os vetores u{ são os velares canónicos (i.e. a {-ésima componente de ui
é igual a l e todas as demais são nulas), então o método du Direções-Conjugadas reduz-se à
Elilúnação Gaussiana.
Um algoritmo que expressa o método das Direções-Conjugadas, pode ser escrito como seguem
cabe ressaltar que, apesar do método $er considerado um método direto, por convergir ein exat.a-
mante n iterações, para um sistema de n equações lineares, ele pode também ser considerado um
método iterativo, pois é possível que, devido a erros de arredondamento, a solução seja alcançada
em menos do que n iterações
Algoritmo 4.6.1 A-odogonaZlzaçâo
prol À.-oüogona izü(input: U; output: D)
% U e D sãc} matrizes n x n cu üs colunas
$ã s(io os uetores ui e di, respecttliarne te
do - uo
/or { {- 1, 2, . . . , n .dP
s-0
/or h = 1, 2, .
w -- .4dk
t'' ' d'{ w
s +.-- s -- l)dh
end/or
di - d{ + s
endyor
endproc
á -- l do
A[goritmo 4.6.2 ]14étodo das .Direções- Conjugadas
proa direções-conjugadas(input
Í;gU A.oüogonaliza (U;D)
t .- .ll b il
ro -- b -- .4zo




zk+i {--- zk + aJ;dk
Tk+l <' TA -- a'k'tOk





,4, b, t/, ao k..., c output.' zk+i,)
O exemplo a seguir ilustra o comportamento típico do método das Direções-Conjugada
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cHIa solução é z' = (0, 1667, 0, 3333, 0, 3333, 0, 1667)r, usando o método das -Dáreções-O07Üugadas
com zo = (0,0,0,0)r a uma tolerância 6 = 10 2, os ?;etores ui são tomados como velares
ülmtÓÜos





(0, 2113,0, 2071, 0, 0927, 0, 2018)T
(0,1950,0, 2941, 0, 3595,0, 1705)r
(0, 1986, 0, 2961, 0, 3578, 0, 1649)r
(0, 1667, 0, 3333, 0, 3333, 0, ]667)r
ou sela, com quatro {terações, obtemos uma aprozímação para a solução, com um resz'duo da ordem
de 10'iS. NormaZmen&e, no cwo desse método, o resíduo da solução obtida será um ntímero
próximo ao épstlon da máqu na
4.7 M,étodo dos Gradientes-Conjugados
O método dos Gradientes-Conjugados nada mais é do que o método das Direções-Conjugadas,
onde os vetores u{ são tomados como os velares resíduo r{ . Essa escolha nos permitirá simplificar
sobremaneira o processo de Grau-Schmidt descrito anteriormente
Suponha o espaço gerado pelos vetores direção. Pela equação (4.67), vemos que o {-ésímo vetou
ei é gerado como combinação linear dos velares dl e pelo vetor erro eo. Podemos, então, derivar
aJgumu importantes relações que serão utilizadas a seguir. Se pr&multiplicalmos a equação (4 .69)
por --d! Á, vem nl
-drAeÍ 'l;' ajdrÁ'íj
J -' t
e, pela -A-ortogonalidade entre os vetores d{, temos
cC'ri = Q, { < j (4.72)
Além disso, o í-ésimo resíduo é ortogonal aos { l velares u,
{1











De maneira semelhante ao utilizado no método do Gradiente, podemos obter uma fórmula de
recorrencia para ri+i ,
,r,j
rÍ+l -'4':--: = --.4(e: + a:d:) =
.4e{ -- cr{.,'ldi
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de onde
rí.-ki := r{ -- ai.,4d
Agora, de posse das equações (4.76) e (4.77), podemos simplificar a expressão para PÍj
tituindo á por J em (4.77) e pré-multiplicando-a por n, vela
(4.77)
Suba-
rTrj-bt = rTI'Ó -- ajrTAdj
CEjrTAdj =: RTPI -- r?rj-D
de onde
z -: .7
i = J + 1, pela equação (4.76)
c.c
(4.78)
e, então, ÕiJ pode ser escrito como
':, -{ :qL' Í - J' + li>J'+l (4.79)
Devido à .4-ortogonalídade entre os velares direção e os resíduos, a grande maioria dos termos
necessários à formulação de Õij pode ser dncartada. Utilizando M equações (4.64), (4.75) e (4.76),
a equação (4.79) pode ser simplificada ainda mais
d?. : 4dl-i rrrí
d=.:,: : d=.:-A':
rZ. :ri- l
: ' à::': l
(4.80)
onde o subscrito em j foi descartado, por ser desnecessário
Tendo obtido essa expressão para /3i, podemos combina-la com as equações (4.61), (4.64) e
(4.77), de forma a escrever um algoritmo que expressa o método dos Gradientes-Conjugados,
conforme iletrado a seguir. Note que, a partir da equação (4.70), e considerando que u, = ri,
expressamos um vedor direção como
d +i = r +i + Pí+ld l4.si)
Algoritmo 4.7. 1 Gradientes-Oonlugados
proa gradientes conjugados (input
t - .ll óll
ro <--- b .4zo
do *-- to
/or h = 0, 1, . . . , k:.... d2
uk - ,4d&
zk+i {' lk + akd
Th+l <"'- rA -- C)!k'tOk




dk+t - rk+i + Pk+ldk
endfor
endproc
Á b, a;o k:...,., c,' outptzt.' zk+lJ
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O exemplo seguinte ilustra o comportamento típico do método dos Gradientes-Conjugados













c«/a «Z«ç;âo é z* 1667, 0, 3333, 0, 3333, 0, 1667)r, ««nd. o «,ét.do do; (.?«'Zlent«-Co"j«g«dos
m«', ,o = (0, 0,0,0)' . «.. t.Ze,á«á. . - 10 '
Solução: .4pZlcando o método dos GradzenÍes-C07Üugados, obtemos
zi = (0,0,25,0,25,0)r
r2 1667, 0, 3333, 0, 3333, 0, 1667)r
ou seja, com apenas ducts iterações, obtemos uma aproltmação para a solução dentro dn tolerância
especi$cada.
4.8 Exercícios
Exercício 4.1 ResoZoa o sistema
4zi + 4z2 = 20, 5
7zi + 6, 99z2 = 34, 97
atmués do método de eliminação de Gauss, com precisão de 5 dígitos signi$catiuos
solução obtida.
re$«,and. a
Exercício 4.2 CaZcuZe norml ,4 l das matizes
',l::::í s:: ?l r'J l :l. ,,:.:
e diga se são bem ou 7na!-condicionadas
Exercício 4.3 0aZcu/e o nzZmero de condição das mafdzes do ezercz'cio ,Í.2, sabendo gue as suas
inversa. sãa dadas de jor'rna aprozimadü, respectivamente, por
' J l llÊ'b%%: .f;íàlí;, 1, ''J l -:Í:l. lis' l
Exercício 4.4 ResoZua o sistema
10zi + n2 + a;3 ' 12
zi + 10z2 + zs :: 12
ri + 2 + 10zs = 12
atmués do méÉoda de Jacobá, com uma toZeráncÍa de 10''
Exercício 4.5 ResoZua o sistema do mercüáo .Í,4 através do método de Gauss-SeideZ, com uma
foieráncia de 10' f
Exercício 4.6 J?evolua o s stema do ezercúáo .Í..Í através do método SOR, com uma tolerância de
10 7. .Determine, elpehmenÉando d persas uaZores, um u gue reduza substancíaZmente o número
de tenções necessárias â convergência,
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r.z--l--.:. .. n=i...i. xí...x.E.. P...l...=. Hp q etpvllue dp na nn .. T4.....n'
aiLUit/{Lttb,Upt/ {LL/ \./U.bLpUlbl/ JXLbllbÇ-l b\l/ vavpwswv wv WHuvvl-v'Hb- ww nlww)vv uuluOUI UO
Exercício 4.7 Verá»gue que o síste7na Zínea.r
o l ]
--] 0 1z=
não é diagonal-dominante, apesar do critério de Süsscnfeld ser satisfeito.
Exercício 4.8 -Ezpiágue o gue ac07}tece caIR a apZ cação do máíodo de Gauss-Seldei ao sistema
1 l l l [l
2 2 2 1z=1 2
5 5 5 1 1 5
Exercício 4.9 UtÍZéze o método do Gradiente e resoZua o sistema do elercíczo ,g.8, ezpZeque o que
oc0 7Te.
Exercício 4.10 t/tlZ ze o método dos Grad&enZes CorÜugados e resoZz;a o sistema do elercícáo .Í.8,
ezpieque o que ocorre.
Exercício 4.11 ]14ostre, utéZ Bando o sistema
[ 2 -i] [-]o]
-: , ]''t :. ]
gue o método das Z)treções-C07Üugadas eguzuaZe ao método da e/zmznação G'aüssÍana, se as dÍreç;ões
;.m.'Z« .'o o. «'"es u- =(1,0)' . «2(0,1)r.
Exercício 4.12 ResoZua o sistema
r io' -l] [i]
l l l"'l l
através do método dos Gradientes-(;07Üugados, para uma tolerância de 10'4
ll
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Capítulo 5
Resolução de Sistemas de
Equações Não-Lineares
5.1 T .. + .n d 1 1 r- 8.-.
.s.XI t/A \./ LL LJ. :5' LA v
Neste capítulo, apresentaremos o método de Neu ton para sistemas de equações 7zâo-lineares, i.e
procuramos um vetar 3 que satisfaça
F'(r) = 0 (5.1)
Í /l (ZI,32,
l /2(,:,=:, . .
L /«(,:,,,,-
Pode-se afirma- que todas as considerações apresentadas no Capítulo 2 para o método de Newton-
Rapbson são também válidas para esse caso. No entanto, a solução de (5.1) é bem mais difícil.
requerendo uma série de cuidados adicionais (ver l51).
onde F : ]R" --} ]R", i.e
, ..)
5.2 Método de Newton
Como visto na seção 2.4, o método de Newton-Raphson é uma linearização da função /(z) no
ponto z = z . Essa idéia deve ser estendida para o presente caso, como veremos a seguir
Considerando então o sistema (5-1), podemos escrever as expansões em Taylor (apenas até os
termos de primeira ordem) de cada fl)nção .fi em (5.2) como
0 (a t A:,z2 + h2 , z« + h«) z /i (zi , ,, , .«) + ü:ü -t h:ã -p
0 = /. (=: + h:, r, t , «. + h«) = /«(=: , ,2 . ,«) + h:8 + h, ã- + -'- h.Ü
(5.3)
ou, em termos matriciais
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onde J(=c) é a matriz Jacobáana de f'(z)
resolver o sistema de equações Zznea7cs
Ora, para obtermos o vedor h (hl , hz , , h«) , de«mos
;(n)h -F'(z) (5.5)
o que exige, obviamente, que J(E) seja não-singular. Então, se 3 = r(h) (i,e., 3 é uma estimativa
para a solução de (5.1 ) na iteração k) , podemos obter uma nova estimativa (possivelmente melhor)
através de
,Í**:' ] [ ,{~'
,g+o ] l .F)
z(k+l) :: z(k)
Note as similaridades com o método de Newton-Raphson: naquele, a correrão é escrita como
zk+i = zk + hh, onde hk = /(z)/.f'(=), o que é equivalem)te à equação (5.5)
Ao se resolver o sistema (5.5), pode-se utilizar qualquer um dos métodos vistos no Capítulo
4; usualmente, utiliza se a fatoração LC/ (vede seção 4-3.2), mas métodos iterativos são indicados
quando a matriz J é esparsa l91. De qualquer maneira, no entanto, a matriz J pode se tornar
quase singular, o que di6culta bastante a solução de (5.1).
Outro problema relacionado ao método de Newton é na obtenção da matriz J(3) . Cabe notar
que apenm para problemas com n muito pequeno é factível calcular-se de forma explícita a matriz
J; logo, J deve ser calculada de forma aproximada. Ora, sem elementos são as derivadas parciais
das /i em relação a zi; portanto, aproximações dessas derivadas por diferenças 6nitas (vede 2.5)
podem ser utilizadas. A defiúção típica de cada coluna da matriz J(2) é
Í /'(n+üll r l le. )--f'(r)




conforme l9, pp. 801, onde ej é o vetou canónico de n elementos, A = .../i e E é o épsilon da máquina
(vede Capítulo l)
O método de Newton pai'a sistemas de equações não-lineares pode, então, ser descrito conforme
o algoritmo 5.2.1, onde r, e ra são duas tolerâncias pré-especiâcadas
A[goritnlo 5.2.1 ]üáÉodo de J\rewÊon para sistemas de equações
não-/ineares
proa ne onránput. =o, r., ra
Ro ll F(zo) ll
/Or h :: 0, 1, . . . , hmax de
Gaze«Ze J(=m)
Re«Z« o .{.tem« J(z
z(k+i) +- n(e) + h(k)








Os exemplo a seguir ilustram como utilizar o método de Newton
Exemplo 5.1 Selara as equações
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Calcule o poTLto de intersecção entre ambas üs cu a$ usando o método de Neloton.
SolHçõ,o: O grá$co düs funções j e g é mostrado na $gura 5.1; nele pode-se perceber qKe Q
soZuçâo é, aprozãmadamente, (0, 7, 1, 0)
\
g
Filma 5.1: .4s /uniões ./: e g
Escreliendo na notação apropriada, temos
, -l :=1 :: ::: 1
e Q matiz Jacobeana é dada, elpticãtament,e, por




,'íssí«., u Zã«nd. co«.o est ,nata« ,alga«Z o «'or zo = (=,3/) = (0,0)r
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oti seja, após 6 {üerações, o uaZor de F(z6) é comáderado peque7to  su$cíente, e = = 0,6578 e
y = 0, 9889 -- bastante prózÍmos da estimativa para a saZução conforme o grcí$co na $gzóra 5.]
Obuamente, poderÍantos ter acelerado consideraaielmente o processo utilizando como esttmüttucl
inicial o vetar no = (0, 7, 1)
O mesmo nlímero de áterações é alcançado se ut Zízannos a apto maç:ão numérica da matriz
JacobiarLa dada pela equação (5.7).
Exemplo 5.2 Considere o problema de intersecção de uma Teta gue passa Feios pontos go e qi
em R.;,
'?(t) = qo + (ql -- go)t, t c ]R,
e o piano que passa Feios pontos po, pi e p2,
?(u,u) =(Po+(Pi - PO)u+(P2 -PO)u, u,t' C m.
í.e., queremos resolver o problema
7(u, «) - 7'(t)
Seq.-(5,5,0), g: -5,0),PO 0,0),P:-(0,0,-10) 'PZ-(l0,0,0), m"t"""'""
compoHü o método de Neloton nesse echo.
Solução; Nome que '?(u, u) e '?(t) são /u'Leões.t,etoóals em R;. Como íamos três taríáuels a
dote«nín« -- u, « e t . ;,ês equ.çõe. da /o«n. '?(u, ") -- 7'(t) = 0, "m" pa« c.d' "mpon."''
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=, IJ e z, o problema é bem posto. Como'g(u,u) é u'ma função linear, o método de Neloton de'Dera
canueryí7' em uma ún ca íferação'
Escrevendo então nü notação adequada, tentos











e, para o$ valores $zados, temos
lO o ]
00
u qvül apresenta inversa, e, poüanXo, o método de Neuton %ão i á sofrer ãnten'opção.









ho -';:" 'l s:l l
,. * «. :ls31
A
como em esperado, dada a natureza Z n r do problema. (;abe ressaZÉar, no entanto, que uma
J07'mutação semelhante deve ser usada para problemas onde S (u,u) é não-linear.
Exemplo 5.3 Uma superfície bicúbica de Bézier B3(u, u) C ]R3 é de$nída por
7;(«,«) - [ «; «' ,0 $ u,u $ 1









iNa verdade, não se utilizaria ta} método pua se resolver esse problema; ele é útil apenas para fins de ilustração
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Introdução ao CáLczto Numéüco Resotzção de S stemas de Equações Não-l,{neares
e IP C ]R3 é uma maÉrãz gue contém 16 pontos de controle que gouer'riam o desenuoZuemenío da
superlicze.
t;í ponto da supera cie é dado por três polinõmios bicúbicos em u e 'u tais qKe} se o$ pontos

















então, para u = 0 e t, = 0, P;(0,0) = Po.o, para u= 0 eu = 1, l#a(0,1) = Po.a, '#3(1,0) = Ps:o
. 'P3(1, 1) = Pa,3
Considere, então, o problema de ntersecção de zm segmento de feia com ov-icem no ponto
(100,5,5) . «to, d{«Çã.(-1,0i0),
'f'({) 100,5,5)+t(-1,0,0), tem.

































Note que, CLgora, a matriz Jücobiana não é constante. A figura 5.2 mostra ü superfície e Q Teta
em quesícío.
.i. «tÍZ:",mo; o mátod. d. P.'eut.n com zo = (u,«,t) = (0,0,0)' e «m' toZ«á«c{. de lO ";









zo + ho =
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Introducyão o Cálculo NzwtéHco Reste\ çãa de Sã.stem{ s dc E(la a,ç.ões Nã.o-Lineares
,.. *... l s:!gll lZ3
[ -.,,',: ]
[:s ,,.,:: É]
-';:' 'l'-' l .,*,l l
. *.. .l s:isll l
10'
À
onde =s é Q solução do problema de iíitersecção, de acordo com Q tolerância especzBcada
K Q T? «-o.- ,- I '-; 'lc
Exercício 5.1 Con.áde« o e«,npZo J.2, c''n. g« = (5,5,0), qi = (15,0,0), p« = (0,0,0), pi
10:0.--10) e p2 =(l0,0,0) ElpZ que o que acorztece
Exercício 5.2 Uma es/era cle raio r e centro (c.;, c,,c,) pode ser de$nÍda, de /arma para7ne't'íca:
(r COS(0) cos(Ó) + c, , r cos(a)sen(Ó) + c,, «anjo) + c,)
onde --=-/2 $ a $ r/2 e 0 $ @ < 2r. Calcule as {rzÉersecções dessa es/era com a Teia '# + {'U'
'# = li0, 10,10) e 7 = (-1, 1,-1). Uti/{" como esüm«í{« án«.aZ ao = Óo = to = 0 e. «ma
íolerán cía de lO
Exercício 5.3 Compare o processo numéóco uttZzzado para resoZuer o elercíczo 5.2 com a soZuç:âo
do mesmo problema, obtida de .for'ma aZgábhca. ('Dica: utilize a equação da rega ila forma
paramétrica 3' +t7 e substitua na equação implícita da esfera, (z-- c,)' + (y-- c,): + (z c,y = r:
e isole t.J
Exercício 5.4 UZáZzze a /onnulaçâo apresentacZa no mempZo 5.3, para a feia (100, 20, 5)+t(--1, 0, 0)
E:@!ique o que acontece.
Exercício 5.5 .ResoZua o sistema
0, 1z2
0, 1z
r + 0, 13/2 + 0, 8 = 0
y + 0, 1z3/2 + 0, 8 = 0
..b.ndo g« .Ze .p«.ent. «ma s.Z«çâo p,ó,ã«.. . (z, y) = (0, 5, 0,5)
Exercício 5.6 CaZcuZe (z,3/) de modo gue
Í =2 + 3/2 - 2
\. :'' - y' - l
usando zo = 3/0 = l




Neste capítulo, apresentaremos alguns dos métodos utilizados para a solução do problema do
autouaZor, i.e., o sistema de n equações lineares
,4z = Àz (6.1)
para o qual procuramos um 'ç'etor solução 3 tal que zi # 0 para pelo menos ttlgum {, ou seja, uma
solução não-trivial. Para que tal seja possível, é necessário que
det(.4 -- À/) = 0 (6.2)
a qual é uma equação poiinomial cie grau 7z na variável À, chamada de equação caracterúfáca de
Á; o polinâmio det(.4 À/) é chamado de po/ínõm a caracterüÉtco de .4.
As n raízes de (6.2) são chamadas de auZouaiores, rales iatezlfes ou oaZores cczr.zcferúlÍcos de
Á. A cada raiz À corresponde um vetar z C ]C' # 0 que satisfaz a equação (6.1), o qual é chamado
de autouetor, uefor iaterzte ou ueÍor ca7'acterúteco de A. Note que, se n é um autovetor de .A, então
kn, onde k C ]R, também é, pois
,4kz = Ã;.4z = Àka; = X;Àz
Costumeiramente os autovetores são normaZÍzados, i.e. ll z ll = 1 em alguma norma escolhida (o
que pode ser feito pela relação acima)
Se todas as raízes de (6.2) são distinta entre si, então isso implica em que a matriz .4 apresenta
um conltznto completo de autovetores Zznearmente {ndependen es (L.l.). No entanto, mesmo para
casos em que os autovalores não são todos distintos, podemos encontrar um conjunto completo de
autovetores L.l
Podemos também calcular os autovalores da matriz inversa de ,4, ,4'i, a partir dos autovalores




Essa última equação nos diz que + é autovalor de Á i, onde À é um autovaJor de ,4, com o
autovetor z correspondente
Problema envolvendo autovalores e autovetores surgem em inúmeras aplicações, como pode-
mos ver nos exemplos que seguem, corlforme apresentados em l61
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Exemplo 6.1 0 estudo das uíbraçõcs de s'Ísíevnas d ná7nácos e de esíruÍuras requer a se/tição de
p7'0blemas de aztouatores e autouebores. Consideí'e, apenas pctra fins de enplcLnação, o proble?Tua
de se determinar as uibraçõ.BS de pequenas partículas presas por u n $o uniforme, seta peso, ao
l«'l é -PI''"'" u«»- f«ç.'F n« l:«{«.ia-à« (cj . Ág«« 6lt) e - q-l dl:sco«si'"'-;' « "ç;'
{a gravidade. As partículas encontram-se a distâncias iguais entre si e as vibrações das lnesln.as
são consideradas pequenas e perpendiculares à posição de desccLnso do $o. Escrevendo üs e.quações
Figura 6.1 O prol eIRa düs übrações







F11 + /'"' ' ':h ' ' t:
-''T- * ':\*




(, : , ., , ';3 ,Z.)'
:!;!B, í-1,2,3,4
podemos escrever o sistema de equcLções d ferenciaes acima na Jorl Q watt c al
(6.4)
onde D é a matriz diagonal
p=1 ':a '.
e T é a matriz tridiagonal
.2 1 0 0
1210
0121
0 0 1 -2
r-
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aliando o.s paréúuZas uióram em /ase ozz cm dÍreções opostas, {.c., em macio normal, então a
cona çâo
«, C m, (6.5)
é satis.feita. Sul)stiLlbilzdo a equação (6.5) em (6.4), obtemos o problelncl de ciutouator
Dw?zí = --Taí, d = 1,2,3,4 (6.6)
para as frequências de vibração wi, wz, w:3 e w4 e os modos normais correspondentes, {.e., os
czutot;etores a;l, a;2, a;3 e z4.
Aparentemente, se {soLürmos u no lado direito da equação (6.6), obleríalnos o que se chama
de problema generalizado do autovalor, clÜa /aTIna Perdi é
(,'L .\B)«
onde A e B são matrizes de ordem n. Porém, se introduz r nos o uetor
D't /z =
o que é possível, jú que os elementos dü diagonal de D são positivos, por de$nição, então padeiros
escrever í6. 6\ comc}
' D':/aTD \l lyi = u ui
a qual recai na forma 6.1
Exemplo 6.2 .4 teoria de Éeont e/ sobre a compra e a venda de produtos é muito utilizada no
campo de estudo da macroeconomia; como ezcmp/o, consideramos as perdas e compras de produtos
num setor ndustr a{.
Seja bü as vendas da {ndlístria i para Q indústria j; bü representa os bens produzidos pela
ándústNa e retidos par eZa própria. .4s vendas de bens da ndústráa { para o mercado é denoÉada
por yi e o total de bens produzidos por zi- Então,
(6.7)
A $m de de$nirmos bij, assume-se que as ueTtdas da indústria i para a j estão em proporção
constante à produção da ndástria j, i.e.
bij :: aijzj
onde aij são dáóos coeHcíentes de entrada. Em uma s função estática, podemos escrever, a partir
d. (6.'r),
, (6.8)
.«de z =(«:,«,,...,.,.)' e y =(Z/:,lg,,...,y,,)' e Á é m'íd, de o,de,n ,' c«jo. .'e"''"ü"({,j)
são os coe$cienfes de entrada aij Ora, a equação ('6.8,) pode ser reescrÍía c07no
(/ .A). (6.9)
onde / .4 é cha7nada de matriz de Leontief. ,4 equação rõ.OP pode ser resolu da caZcuZando-
se os au&ouaZores  autouetores de .4. Sua ut Z dado reside no /aío de que, com ela, é possúeZ
deter'minar-se a quantidade de bens produzidos r=,) necessários para sat s/fizer o. uma demanda
$nat (y), pré-estabelecida
Se a produção e a demanda não se encontram e7n equiZzZreo, então det;amos considerar u7n
modelo d nâm co, que leve em consideração a tara de variação da produção. Nesse caso, usual-
mente considera-se que a produz;âo em cada ?ndústría Daria a uma tuna proporciortaZ à dgerença
entre os nÍuees de venda e de produção. Düí;
!!(Q --r)«(t)+3/(t)) lõ .io)
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onde D á uma vnat?Íz dáagorzaZ de 07denz n, c?Üos eZe?mantos ([i representa7n os coeficientes de
reação das {ndzístrías.
A equação r6./0,1 subst íuí nesse caso a equação rg.81 e representa o comporÍame7}fo dinâmico
do sistema e.cona?Rico em estudo. Mina dcts questões a serem estudadas, nesse caso, é se o sistentct
é csLáuc{, determinando-se os autoualoras e a.vtouetol'es da l tütriz D(A 1). Partict larnteltte,
procura-se determinar se esses autoliatores tem parte real posátiuü pois, coIRo as sollLções do
sistema de equações difereTiciais (6.10) são da forTna ex:' , isso indicaria uma instabilidade, jú
que a demanda z(t) crescer a ezponencíainzcnte com o tempo
A seguir, apresentaremos dois importantes teoremas, os quais nos permitirão desenvolver
técnica de determinação cle autovalores e autovetores para um tipo especí6lco de matrizes
6.2 Teoremas de limites sobre autovalores
Teorema 6.2.1 1)iscos de Gersc/zgorín; Seja ..4 urna matiz de orde7n , e di, {
os discos Guias centros são os elementos aii e cujos ralos rí são dados por
1, 2,
E aÍJI, { := 1,2.
Seja D ü união de todos os discos d{. Então, todos os autouatores de A encontrcLln se contid.os ern
D
Prova: Seja À uin autovalor de .4 e z um autovetor correspondente, tal (lue maxi l zí 1 = 1- Então,
Àz = ..4z
de onde
«-),: - l!:':j:',, { 1, 2, n
Supondo que l zk l 1 , então
À -- akh .*l ll zj l
E 1 .*,- i- '.
E
i.e.. o autovalor À está contido no disco dA e, caldo À é arbitrário, então todos os autovalores de A
devem estar contidos na união de todos os discos, D. <>
O exemplo a seguir apresenta uma aplicação do teorema 6.2.1.
Exemplo 6.3 -À maírÍz
«-l;i .l lll
l0,3863, Àz = 3,8037 e À3tem como seus autouaZores Xi
Gerschgoün, temos:




z - il < 101 + 1 - il =l
z 41 < 1 -il+l-1l =2
lz i01 < 1- 1l+ 1 - 21 =3
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:Jorna todos os a.utoualores de A são reais, e observando ftiejcb cl $gu.ra 6.2) qlte eTn cada disco
deDeIRas te'r um autoualor, podemos dizer que:
e ezesfe u?n autouaZor, ÀI
10, 3863 < 13.'
gue está dentro do disco ccní7-ado em 10 e raio 3 e, de /ato, 7 <
8 ez sfe u 7 autouüZor, À2
2 < 3, 8037 < 6.'
gue está dentro do disco centrado em 4 e raio 2 e, realmente
ea;zsfe u77& autouaZor, À3/ que essa dentro do disco centrado em l e rato l e
0 < 0,81 < 2;
wm efeito,




















Figura 6.2: J)iscos de GerscAgorin
Uma consequência do teorema de Gei'schgorin é a determinação do maior disco que contém
todos os autovalores de A. Podemos obter, a partir dos discos, os extremos ao longo do eixo dos
números reais, i.e. o intervalo la, ul tal que
cv=minÍaü rÍ}, o=inaxtaii+ri}, {=1,2, lõ.ií)
e o maior disco é justamente aquele com centro (a +ca)/2 e raio (a+ w)/2. No caso em que todos
os autovalores são reais, basta então considerar o intervalo la, ul
Teorema 6.2.2 ]Waeor e Tremor autouaZor; Seja .4 uma naif z real s mé r ca de orde7n , e
D C K] um uetor arb trarão. .Então,
À,.
o zde os autora/ares sao ordenados tais gue ÀI ;: À2 ;: ? À,,
A razão
=l;jT, ' po (õ iz)
é chamada de quociente de RayZeígA correspondente a z e, juntamente com o teorema 6.2.2, nos
permitirá estimar de forma bastante t-ápida um autovalor de unia matriz simétrica, contorne
veremos na seção 6.5
]
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6.3 Cálculo de autovaloi'es e autovetores via determinantes
Já vimos que, por definição, os autovalores de uma matriz .A são as raízes do polinâmio caracte-
rístico de .4. Evídenteinente, pata matrizes de ordem n > 4, não é aconselhável que se utilize a
equação (6.2) para se obter o polinâlriio característico, poi duas razões:
1. o cálculo de determinantes de ordem superior a 4 envolve considerável custo computacíonall
2. o polinâmio característico de uma matriz grande pode ser instável numericamente.
No entanto, algumas aplicações de engenllaria, física e outros campos do conhcciibento envolvem
a determinação de autovalores de matrizes de ordem n = 2 ou n = 3 e, nesse caso, é possível obter
se os autovalores exti findo as raízes clo l)oliilâmio característico, coilíoime mostra o exemplo a
seguir
Exemplo 6.4 Seja a maÍMz 25
3 -4
O seu poZinõmÍo caracferútico á
p(À) = det(Á -- À/)
2-À
3 .41.À -(2-À)(-4-;'')-15
ou P(À) = Àz + 2À 3, 8990 e À2 = --5,8990
Para se determinar os autovetoi es, utiliza-se a equação (6.1) pala cada aubovalor Xi, na forma
(Á À:/),: como s'gu'
Exemplo 6.5 Calcule os autouetores do czempZo õ.4.
Solução: Para o autouaZor Ài = 3,8990, escrevemos
(A 3,8990-r),:
l ''"': :,«,sll l:tl: l
0
de onde obtemos . , .
.:-Í-:,.,,*E], **.
O autoueiar correspondente a À2 := --5, 8990 é obÍído de .forma sím Zclr
(.A + 5, 8990/)':
«,: l l l::l: l
-0
- 1:-1 , 89903
de onde obtemos
«: -t .,;,,;E ] ,
k#o
Coinputacionalmente, no entai3bo, podemos estimar o autovetor coi'respondente a um auLovalor
utilizando os métodos da, potência com translação da origem (seção 6.5.2) ou da {Éeração inversa
com translação da origem (seção 6.5 3)
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6.4 Autovalores de uma matriz tridiagonal simétrica
Em muitas aplicações surgem matrizes fria agora s s máfücas, dw quais necessitamos extrair
autovalores e/ou autovetoies. Por exemplo, ao aproximarmos a equação diferencial parcial













a qual apresenta aquela característica.
De forma geral, consideramos uma matriz T de ordem n,





e chamamos de Tr a matriz principal de ordem r de T, i.e
r: - l .: l «-lz: ::l, «,-lii ii :l
Escrevendo as equações característica.s pi (À), p2(À) e p3(À) dm matrizes TI , T2 e T3, obtemos
p] (À) = det(TI À/) = «: À
p2(À) --À/)=(a2 ,\)(a: ,\)-b?=(a2 À)Pi(À) b?
Pa(À) = det(T3--,v)=(a3 .X)((«2 -,X)(a: À) -b?(a3
(a3 À)P2(À) Z,:PI(À)
de onde podemos escrever. generalizando pat'a r,
(6 .14)
(6.15)
À)) - b;(.: - À)
(6.16)
P,(À) l(À) b?-:P,-:(À), , 2,3,...,n, Po(À) (6.17)
A equação (6.17) nos permite avaliar o polinõmio característico da matriz T de forma bastante
eficiente; no entanto, estamos preocupados em obter os autovaloies de T, ou as raízes de p.. O
teorema a seguir nos permitirá escrever um algoritmo bastante eficiente para se extrair algtuls ou
todos os autovalores de T
r = 2, 3 . (À)
Teorema 6.4.1 Seqiiêncea de Sturm; Sc a mata z trídíagonaZ ró.ÍS9 é não-reduzúeZ i, Calão
os r -- l auíouaZores p da 7natráz 'rr l separam esídtameníe os r autoualores À da matriz irl.
Àr <Pr.i < Àr-i <Pr 2 < ... < À2 </zi < XI
i\dais ainda, se s(À) representa o ntílnero de trocas de sinal na segiiéncÍa
{Po(,\),P: (À), . . . , P«(À)}
então s(X) é igual aa ntímero de aufouaZ07es de T menores do gaze À, onde p,-(À) é dado por r6./79
' """"'"-" q«e p,(À) t.m . «n-Z opo.É. d. p,-:(À) « p.(À) = 0
fuma matriz ..4 é dita não-redutível se os elementos da diagonal da matriz tiiangttlar superior R, resulta,ute de
sua fatoração no produto Qa, são todos não-nulos, onde (2 é unia matriz ortogoila] (i.e. (2rQ :; /)
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O teorema 6.4.1 é extiemalllente importante: ele nos diz que, se tivermos os n auEovalores H
de uma matriz triadiagonal :Zh (de oi'della n), então entre cada pai de autovaloies cc,nsecutívos
p (com exceção do menor e do maior), existe um e apenas um autovalor À da matriz tridiagonal
Tn+i (de ordem n + 1), obtida acrescentando se uma liillla e uma coluna à matriz Tn. Devido à
essa característica, podemos utilizar o algoritmo da bissecção (ver algolitmo 2.2.1), juntamente
com a equação (6.17), para obtermos rapidatnente, e com segurança, um autovalor de T7.+i, à
partir de um intervalo que é um par de autovalores consecutivos de Tn
Para obter-se o menor e o maior autovalores de Tn+i , utilízalbos o teorema de Gerschgorin -
mais especificamente, calculamos o maior intervalo blue engloba todos os autovaloi'es, com a equa-
ção (6.11). Assim, o menor autovaloi é calculado usando se como estlinativa inicial pala o lllétodo
da bissecção o intervalo la, p,-ilt para o maior autovalor, utiliza-se o Intervalo lpi ,ul
Os a]goritmos 6.4.] , 6.4.2 e 6.4.3 combinam as idéias apresentadas acima. Da )maneira como o
algoiitmo 6.4.3 é apresentado, todos os autovalores são obtidosl ]lo entanto, simples Jnoclificações
do mesmo nos permitem obter apenas alguns autovalores (por exemplo, o maior e o menor, ou os
dois malares, etc.).
O exemplo 6.6 demonstra uma situação típica, resolvido utilizando-se esses algoritmos
Algoritmo 6.4.1 .Avalia polinómio caracterútÍco de umü mafr z
tr d agonaZ s máfreca
function po{.carão trem( nput: z, a: b; output: p)
% a e b são os uetores contendo os elementos da
% diagonal e subdiagonat, respect lamente,
% da matriz tr d agonüt
Po {-- l
Pi {-- a,l -- z
/ar r -- 2, 3, . . . , n de
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A[gorítmo 6.4.2 ]/díodo da óíssecção coam poZlnóm o ca7'acre
praz bissecção-trio(ü-tput: a.,b,a,f3,k... ,õ,e; output: X)
% a e b são os uetol-es contendo o$ ete?bentos dü
% diagonal e suba o,go at, respectiua7nente*
% da vnatriz tridiagonat
u -. poZ."-c-t,ed(a, a, b)
« - poZ."«c-t,{d(#, a, b)
e +-- P -- a





]ÉÜ&((Ê $ k.-) ,4N0(1. 1 ? Ó) .'l/VD(lw12 .))
t -- el'L
À: <-- a + e
:« + pot.c«-t,{d(X, «, b)






h {- h + l
endmÀ{Ze
endproc
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Algoxit)axo 6.4.3 .4zzíouaZorcs de uma matriz Hdíag07za/
sí77záÍrZca
proc autouatores.tridictgonclt(input: a, b, n; output: X)
% Catcu.lo. os raios dos discos de Gerschgo;iú, cada qual caIR centro CLt{)
,- -- l z,: l
/or á - 2, 3, . . . , n -- l.de
,i '-- l bi-t 1 + 1 b:
endfor
r,, -- l b,, l
% Calcula o ánteruaZo la,wl na 7eía dos reais
% contendo os autouütol~es
a -- mí-=;:(«: ,:)
«, '-- ,n«:E;:(«: + ,:)
% Calcula os autoualores, iniciando com o autor'alar
% de TI = hall, p = ai
/or { F- 2, 3, . . . , n de
% Calcula os autouaZores de 7}
% a. entre a e pt
Éay óássecçâo-frid6a, b, a, pi , k«- , á, c, À.J
% b. autouaZ07'es entre pi e pi l
/or J' - 1 , 2, . . . , { --2de
ay b ssecção-tridÓa, b, pj, pj+i, k«-, ó, c, Àj+i,)
endyor
% c. entre pi-l e u











a qual pode ser representada de fomla compacta atraliés dos uetores
« - (2, 2,2,2)' e b - (-1, -1,-1)r
Para se obter os autouatores de T, iniciamos com a matriz
r. l l21
a qual tem como seu lírico autouaZor pi = ai = 2. 4Zám disso, calculamos os ezfremos do ãnÍeruaio
de GerschgoMn, a = 0 e 10 ' 6, através da equação (6.íl).
'4gora, precisa7nos caZcuZar os dois autouaZores À da matiz
«-l :: :: l - l -? -! 1
os quais, pelos teoremcts de Gerschgorin e õ.4.i, satisfazem
a < À2 < /ZI < ÀI < 0
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Estipulando-se co?no tolerâncias de co?tuergênc a para o método dz bisscção õ = c = Ji e uln
máz mo de 200 ífez'açães, À2 {í obíÍdo e?n 2 !ícrações uÉ{/{zando-se c07no ínÉeruaZo de busca la, /zil ::
10, 21, resuZfando no valor À2 :: 1. 0 auÍouaZor ÀI fa7nbám é obíádo em 2 ílerações, usando-se como
ante aZo de Z)rasca lpi, PI = 12,61, com o qual oüÉé7n-se Ài =3
Antes de procedermos üo cálculo dos autoualores de Ta, fazemos uma cópia dos X, ar?nazenando-
os e17} p, asszz7}, fe7nos pi := 3 e /z2 := l
Procedemos, então, com o cálculo dos aztouatores X de Ts; parco tanto, utilizamos os inteniülos
de busca
la, P:l 10, 11 para calcular o autouaZ07' Às,
Ip, p:l 11, 31 para calcular o auíoua/OI' À2,
. lp:,«,l l3, 61 para calcular o aufotaZor À:
Os autouaZores À3, À2 e Ài são então obfádos com o matado da bissecç;ão, ut Zízanda-se as mesmas
lazer(índias especlHcadas anÉerá07'mente, resuZfando em À=3 = 0, 5858, X2 = 2 e Xi = 3, 4142, oZlíídos
em 27, 2 e 27 eÉeraçães respect lamente
Finalmente, basta caicularrnos o$ autouaiores de T4. Procedendo de lforma similar, fazemos
/z3 :: 0, 5858, PZ = 2 e pi :: 3, 4142 e esfípuZamos os {nteruaZos de busca
la, p,l 10, 0, 5S581 para caZcuZar o autora/ar À4,
lp3, p21 :: 10, 5858, 21 para caZcuZar o aufouaZor À3,'
lp: ,p:l l2,3, 41421 para ca/curar o autouaZor À2
lpi,ul = 13,4142, 61 para caZcuZar o autoualor Ài
de onde, CLpós apticaT'mos o atgor tmo da bissecção a cada um desses nterualos, obtemos os
ctufoualores de Ta = T, À4 :: 0,3820, À3 := 1,3820, À2 :: 2,6180 e Ài :: 3,6180, após 27 íterações
(pata todos os intervalos de busca)
Note que não se obtém, com essa técnica, os autovetores correspondelltes aos autovalores. Os
métodos apresentados na senão a seguir podem ser utilizados para $e obter esses autovetores
6.5 ]\métodos para aproximação de autovalores e autovetores
Em muitas aplicações, não é necessário obter-se todos os autovalores; é comum desejar se, poi
exemplo, obter apenas o Inalar autovalor e seu correspondente autovetor. Os métodos apresentados
nessa seção são indicados para o caso ein que apenas um dos autovalores (e seu autovetor) necessita
ser calculado. Particularmente, tais métodos são iterativos e apresentam boa eficiência quando a
matriz em estudo é grande, esparsa e apresenta uma grande separação relativa entre o autovalor
desejado e os demais autovalores.
6.5.1 Mlétodo da potêi-teia
Seja .4 uma matriz de ordem lz com autovalores ÀÍ tais que
À:l ,\,l > 1,\,+ll ? . . . ? IÀ. (6.18)
Nesse caso, diz-se que .4 apresenta r autovalores dominantes. Por hipótese, assumimos que existem
n autovetores linearmente independentes z{, de onde qualquer vetar arbitrário zo pode ser expresso
como combinação linear desses autovetores, i.e
(6.19)
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Considere agora o nlét;odo de aproximação sucessiva
zk = Áz i* k ;= 1,2, (6 20)
onde zo é um valor inicial, dado. Usando as equações (6.1), (6.19) e escrevendo (6.20) eill tendas
de zo, temos
zk = 4zk.i ::= J42Zh 2 ;=
(6.21)
Se pelo menos un] dos ai, a2, . - ., a', não é nulo, então os termos correspondentes a eles, i.e
)l-;;. aiÀl;zi ii ão dominar o somatório da equação (6.21)
Suponha, por exemplo, que ternos um autovalor dominante, Ài, dc .4.
ai # 0, podemos reescrever (6.21) como
Considerancto que
« - *: l«:,- *Ê«:a'«:l
Note agora que, como Xi > À2 2. ? ÀI.,, por hipótese, então os termos
(1)'
tendem a zero à medida que Ê cresce. Daí, podemos escrever
; Àil(a:z: +«) (6.22)
onde ch é um \etor com elementos próximos a zero. O vetar ze tende, então, a apioxiinar o
auLovetor não normalizado zi. Essa equação nos permite escrever o assim chamado método da
poíêncía
Da equação (6.22), podeJnos escrever
z~-.l = Àf+:(a:«i + 'k+:)
e, dividindo a {-ésima componente da equação acima pela componente correspondente de (6-22),
obtemos
Jlg&!Ü . À: re! ?! + "--: ~l - *:.
(,.): ' '" \. a:«: + « /
onde (zx)i iiadica o elemento { do vedor zA. A equação (6.23) nos diz que a taxa de convergência
do método depende não só das co[astantes aí, luas principalmente du Ilações
quando k -} cn, á - 1, 2, (6.23)
Quanto menores loreln esses orações, i)dais rápida, é a convergêilcial por isso diz-se que o método
da potência é eficiente converge rapidamente para uln autovalor - desde que esse auloualor sÜa
dominante. í.e.. relativamente distante dos demais
De posse das equações (6.20) e (6.23), podemos escrever uin algoritmo para o método da
potência. Uma questão que se coloca é: quais valores iniciais, Xo e zo, devemos utilizar para o
autovalor dominante e seu autovetor? Para zo , consideraremos um vetou arbitrário, o qual será
normalizado antes de se iniciar as iterações. Com essa escolha, valeiro-nos da equação (6.1) e
escrevemos
Ázo = ,cozo ,'. ll zo ll = l
zf 4,o = ,r,\ozo = À.(zÍzo) = Ào
Aplica-se, então, repetidamei)te a equação(6.20), normalizando o vetar zk a cada iteração, confonne
mostrado no algoriLmo 6.5.1. O exemplo 6.7 mostra o funcionamento do método.
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Algoz-itrno 6.5.1 À/díodo da poíênc a
proa poÉencáarí7zpzzC.' .4, zo, e, k::.:,.; output
« -- «/ll ,o ll
À. -- zg'.'lzci
/or A = 1, 2, . . . , #.::.,: de
g + .4z&-i
« - ç/ll çll
À~ -- zf,4zA











a qual íem como autouaZores e respectivos autor/efores,








Utilizando-se o método d potência com um lietor com três elementos escola dos ürb traüamente
e nol'maZizado, zo = (0, 4394, 0, 6415, 0, 6287)r, obtém-se a sega nte segíEência de t;piores, com uma









(õ .1304lo, 6415 , o. 6287)
(0, 0940, 0, 0590, 0, g938)r
(0 , 0313 ,0, 0133, 0, 9994)r
(0, 0251, 0, 0115, 0, 9996)r
(0, 0246 ,0, 0115, 0, 9996)r
(0, 0245 ,0, 0115 , 0, 9996)r








onde pode-se uer4/íca7- que za á uma boü aprozímação para zl, stdeíta àquela toZeráncía
Caso a matriz tenha autovalores dominantes repetidos, i.e
ÀI :: À2 À,
o método da potência irá obter apenas uln autoveto)', o qual será combinação linear dos autovetoies
correspondentes a Xi
O método da potência diverge se À tiver autovalores difereiates, porém de mesmo valor absoluto
como, por exemplo, um par conjugado de autovalores dominantes co)nplexos, À2 = Ài; o exemplo
a seguir ilustra tal situação
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Q qual tem cora,o üu.loto.toros c respectivos autouetores,
.9, 4515 + 3, 8807{ À2 := --9,4515 3, 8807{, À=3 7, 9030
o,0307 0,4143í] [ o,os0710,4i4s1] [0,7807]ri= 1 0,2160+0,55181 1, z2= 0,2160--0,55181 1, z3= 1 0,4651 l
0,43cs-o,s34siJ l-0,4368+0,5343íj l0,4000J
Utilizando-se o méf.odo da potência com um vetar com três elementos escolhidos arbitraHümerLte
e normalizado, zo = (0, 4857, 0, 0197, 0, 8739)r, obfám-se a sega nte següênc a de uaZores, com uma









(0,48sí,o,0197 0 a7a9y -4,slãí
(0, 2253,0, 7668, --0, 6010)r 9, 1975
(0, 4829. --0, 3946, 0, 7817)r 8, 1345
(--0, 2066,0, 7546, --0, 6229)r 9,4601
(0, 5786. --0, 5001, 0, 6443)r --6,4876
( 0,4517,0,7731, --0,4454)r --6,2931
(0, 858], --0, 4338, 0,2749)r 1,8886
a qual apresenta um c07npor&amento nâo conoeryente
6.5.2 O método da potência com translação da origem
Como vimos na seção anterior, a convergência do método da potência depende de l Àz/Ài 1, para
o caso de existir apenas um autovalor dOJninanLe. Se essa razão for muito próxima de 1 , então a
convergência é muito lenta.
No entanto, podemos obter a solução de íorlna mais rápida se procederJnos a uma modificação
do método da potência. Essa modificação bmeia-se no lato de que, se À é uin autovalor de uma
matriz .4. então À -- a é o autovalor correspondente da matriz .4 a-í. Dessa forma, se aplicarmos
o método da potência a uma matriz .4 -- a/, tal que Ài a ainda seja dominante, a corlvergência
do método dependerá de
ÀI -- a
o que, para um valor adequado de a, poderá ser menor do que l X2/Ài 1. A esse processo, dá-se
o nome de fransZação da oügem é como se os autovalores estivessem distribuídos em um novo
sistema de referência cuja origem é a, e não mais zero c pode ser bastante eficaz, desde que a
esgalha de a seja criteriosa
Obviamente, poderíamos calcular explicitamente a matriz .4 -- aJ e utilizar o algoritmo 6-5.1;
no entanto, pequenas lnodiílcações naquele algoritino nos permitem utilizar o processo de trans-
lação da origem de íorina mais eficiente. Novamente, zo é considerado um vetou unitário, de onde




gozo; pré-multiplicando por zar
Ào(,3''.) .'. ll ,o ll
zg',4" - a
e, por analogia, escrevemos
À* = zZ'.4zJ; "
Além disso, ao invés de calcularmos q = Azk, devemos calcular q = ,,4zA -- azk. Ao final do
processo, devemos corrigir Àk, adicionando a ele a. Essas idéias são apresentadas ]lo algoritmo
6.5.2
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Algoritmo 6.5.2 JWéfodo da potêztcla rcom fra?lsZaçãoJ
proa pote meia.translação (input.
« -- ,o/ll ,o ll
À. - zor.4zo a
/or k = 1, 2, . . . , A..,,: de
g {-- .4Zh-l CTZh-l
« '-- ç/ll q ll
Xe -- zZ'.4zü - a
d l Àk - Àk-i ] < c ]êm
brio.k
endyor
ÀA - ÀA + a
endproc
.4, zo a, e, k«:«; output: XK, zk)
O exemplo a seguir ilustra o uso do método da potência com translação de origem
Exemplo 6.9 Sela a maÊdz
«-l-l :l -!]
a qual tem como autouaZorcs e respeciãoos autozieíores,
Ài = 3, 4142, Àz = 2, Xa = 0, 5858
o,õooo ] r 0,7071 ] [ o, sooo ]
--0,7071 1, n2= 1 0,0000 1, z3= 1 0,7071 l
o, sooo J [ o,z07i ] ] o, 5000 ]
Nome que l À2/Ài 1 := 0, 5858. Se uÉÍZãzarmos o método da potência, a uma foZeráncÍa de 10'S e
zie&or {níciaZ zo = (1, 0, 0)r, necessátaremos de 13 eteraçães para obter a aprollmação 3, 4142 para
o aufouaior XI
No entanto, se usar7nos o tra7zsZação da origem, com a = 1, necessãía7nos apezzas de 9 {íeraçães
para obter a mesma aproximação; veja qze
X2 -- l
Xi l ã:-iiiZ5 -0,4i42<0,5s58= :z
o que sugere o menor número de {terações
6.5.3 Método da iteração inversa
Como vimos, o método da potência nos permite aproximar o autovalor dominante de A; suponha.
agora, que desejalhos aproximar o menor autovalor (e $eu correspondente autovetor) de .4. Re-
lembrando que os autovalores de d': são o inverso dos autovalores de .4 (equação (6.3)), então,
se utilizarmos o )método da potência sobre a matriz À i, aproxilnaremos 0 7nenor autovalor de
A pois ele é o maior autovalor de .4 i. A essa modificação do illétodo da potência chamamos de
método da ter ção inversa.
O método da iteração inversa procede, básica\mente, com o cálculo sucessivo de velares zh
dados por
zh = ,4'izJ: i, k - 1, 2, . . .
mas já vimos (capítulo 4) que, computaciorla]mente, devemos evitar, se possível , calcular a inversa
de uma matriz. Nesse caso, é aconselhado que se resolva o sistema
ÁzA - zk-i, k = 1, 2,
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através da íatoração Ly cte .4 (seção 4.3.2), uma vez que valias iterações serão necessárias para
se aproxima!- o menor autovaloi e respectivo autovetor.
Além disso, o método da iteração inversa é, normalmente, combinado com a translação de
origem, o que resulta na fatoração EU da Jllatriz ,4 -- a/. O algoritmo 6.5.3 apresenta o método
da iteração inversa, ilicoiporal)do translação de origem
Algoritmo 6.5.3 JVétodo dci ãíeração lzuersa rcom íransZação,)
proa {feração-inversa.translaçãorinput. Á, zo, a,
OI'tPut: Xk, zk)
]htore .4 -- o-r no produto LU
,. - ;./ll ,. ll
ÀO t- zr.4z0 -- a
/or A = 0, 1, . . . , k«.«. dp
Resolva o s stema Lay = zb
Resolva o s stema Uq = y
;* -. q/ l q ll
Àk zÍ.4zk -- o-




Àk +-- Àh + a
endproc
C k.::,.:;




cêdo menor autouaZor é ,X3 ' 0. 5858 e o seu con'espondenÍe autuefor é zs =(0, 5000, 0, 7071, 0, 5000)r
Se utiZÍzarmos o aZgoríÉmo 6.5.3 com a :: 0, {.e. sem translação da origem, a uma toleránc a
de 10-S e uetor ínÍc{«J zo = (í,0,0F', necessita«mos de 7 áte"cães para obter a aprolá«',açâo
0, 5858 para o autouaior À3 e (0, 5002, 0, 7071, 0, 4998)7' para o conespondente autotietor
No entanto, se usannos o translação da orÍge7n, com a = 0.5, rzecessiíamos apenas de 4
íterações para obter a mesma aprozi7nação, veja gue
=-- 1 - 0 < 0. 2929 = 1 =-z





.iii - o, 5 l 0, 0858
Outro exemplo mostra como usar o método da iteração inversa em conjunto com o teorema de
Gerschgorin, a fim de se determinar um autovalor específico









ci = 5, ri = 3
c2 = 3, r2 = 3
c3 " 1, r3 ;: 2
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Suponha qae desejnlnos aprolÍmar o melhor üutoualor; como o disco ctl é aquele que se e'ncontrcl
ntüis à esquerda em comparação aos delnctis, podemos utilizem' o $eu centro como falar de transla-
ção. Então, utÍZãz",'bos o ,adiado da {Ze«ção {nuersa com a = 1, «[o, inicial « = ~/ã''(i, ], ])r
. t.Z«anca. 10-' e obt.mos ,\ 5764 (-0,0597,-0,3380,0,9393)' .pás lO {t.,«ç'e.
Por outro fado, se tãuéssc7?zos uí !azado a = c3 -t" r3, a convergência para o mesmo autouaZor seria
obtida em apenas 4 {Zerações.
6.5.4 O método da iteração inversa e o quociente de Rayleigh
Como visto no teor-Cima 6.2.2, o valor do autovalor dominante Ài de uma iTlatriz real simétrica
é o máximo do quociente dc Rayleiglt, dentre todos os vetores z # 0. Isso nos permite utilizar
a expressão (6.12) juntamente com o lllétodo da iteração inversa, confol'ine mostra o algorit)no
6.5.4
Algorítmo 6.5.4 J14átodo da geração inversa com transZaçâo uía
quociente de RaUleigh)
proa iteração-inversa.transZaçâorãnput.' .4, zo, É, k«.«
output: Xf,, zk)




RcsoZua o sistema (A Àk/)g = zh
zA -- Ç/ll q ll





Note que, no algoritmo 6.5.4, um sistema de equações diferente é resolvido a cada iteração, já
que uma nova estimativa Àk é utilizada a cada iteração. E possível, no entaJlto, que o sistema
.4 -- Àk/ seja singular e, nesse caso, o processo deve ser terminado
6.6 Exercícios











Exercício 6.3 Calcule o auÊooaZor dom cante e o autouetor correspondente da watt'íz
usando o método da potência, cOTa zo (1, 1, 1)' . fole,ó-{. lO
A.L. de Bortoli. C. Cardoso, M.P.G. Facltin, R.D. da Cunha 126
Introdução ao CáLcnto Numérico
Exei'cicio 6.4 0aZcuZe o autouaZor dom ma? ée e o allioueíor cor?esp
o l l]
-l o l t ,
-l -l o l
usando o método da po anciã, com zo = (1, 1, 1)r e tolerância 10-S
Exercício 6.5 EzpZíque o qzáe acontece com o matado da poÉêncía para a mata z
2 1 -1 l
1 2 -i l,
1 -1 2 }
com zo = (1, 1,1)r e toZerárzcia 10-S, sabendo que os seus autouaZores ãa 1, 2 e 3. Rep fa para
zo = (1,0, 10-')r
Exercício 6.6 UtiZíze o método da áteração {nuersa para calcular o menor autoziaZor da naif z
2 1 -1 ]
1 2 -1 l,
1 -1 2 l
"«. ,o =(1,1, 1)' ' toZ«á»c{. 10-'
Exercício 6.7 Seja a mata z
[s 2
À- 1 2 3
11
EzpZ que o que ocorre com o método da geração inversa u áZíza'Zo co«. a = 3, zo - (1,0,0)
íouetores
T
6'eneraZíze a sua respostatolerância lO ' . (.,: ernZzze  P
,4'utouaiores e .4u
norLdenie da matiz




l#eqüentemente, deparamo-caos com um conjunto discreto de valores de uma junção que podem ser
dados na forma de tabela ou de um conjunto de medidas. Estes valores, na verdade, representam
um conjunto de pontos pertencentes a uma função contínua
Exemplo 7.1 A sega nte [abeZa re/acáona o calor especzHco ÓcJ da água c a temperatura (T,) em
C
TI 20 l 25 l 30 l 35 l 40 l 45 l 50
c l 0,99907 l 0*99852 l 0,99826 l 0,99818 l 0,99828 l 0,99849 l 0,99878
Suponha que se queira calcular o calor especlHco da cígua a 32oC ou a (emperatura para a
gua{ o calor especi@co é 0, 99837. Á {nterpolaçâo ajuda a resolver este topo de problema, Já que a
informação desejada não se encontra disponível nü tabela.
Seja, então, uma tabela da forma correspondente aos valores de uma função / ezn n + l pontos
z l zo zl z2
/(z) l .f(,o) /(z:) /(z2) /(,«)
Tabela 7.1: Valores de / em pontos distintos
reais distintos zo, zi , - . . , z.. Seja z* um ponto distinto dos pontos ai da tabela, pertencente ao
intervalo que contém os pontos zí, isto é, a;* # zí , para í " 0, 1, . , - , nl considera ainda que existem
k e j, 0 $ k # j $ n tais que ak < r' < zJ-. Então, podemos dizer que enter?azar o ponto z* à
tabela 7.1 significa calcular o valor de .f(z'), ou seja, incluir o ponto (z', /(z*)) à tabela 7.1
A necusidade de se eíetuar esta substituição surge em várias situações, como por exemplo
quando são conllecidos os valores numéricos da função para um conjunto de pontos e é
necessário calcular o valor da função em um ponto não tabelado (como no exemplo 7.1);
quando a função em estudo tem uma expressão tal que operações como diferenciação e
integração são difíceis de serem realizadas
Exemplo 7.2 (;onsidere o problema de deferm nar o seno de 6, 5 graus. Assuma a d sport bíZ dada
de uma tabela de senos na qual os uaZores âo dados em {ntemaZos de l grau. Para determinar o
valor desejado, tem-se três escolhas
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Uma característica importante cta interpolação polinomial é que o polinâlalio inteJpolaclor é
Teorema 7.2.1 i:/nÍcidade do poZínómeo énterpoZador; Se zo, z] , . . . , z. são números reais,
distintos, então para números ül'bitrários lyo,ly! ,. . . ,ty.., existe um polinõm o ún co p«, d: grau
«.á'í«,o n, t.; g«e p.(,:) = g/:, 0 $ { $ n
Prova:
Unicidade: suponha do s polínómíos pn e q.,' então o poZlnómío p. -- q. tem a propriedade
(P« q.)(=i) = 0 P«a 0 $ € $ n. Como o gra« de p. - q. á no nazi«.o n, esse po/enómio
pode ter no mó=ilno n raízes se ete nâo é o polinâmio nulo. Como, por hipótese, os =i são
dzstznZos, pn g,. íen7zn+ l zeros Jogo ele deve ser nulo, de ondepn = gn.
Existência: apor ánduçãoJ Para n = 0, obu amante erisZe zzma /unção consfanfe po rde grau 09
que pode ser escoZÀída taZ que pO(zO) = 3/a
Suponha, agora, que tenhamos obtido am polinâmio PK-t de grau menor ou igual Q k l.,
l.' q«e p- : (z.) = y:, 0 $ { $ & -- l. .'{ p«[{, d"", g«e««.o; ««st,«;' "m p* - /««,.
P.(«) +.(,-,o)(,-,:)...(, ,. :)
a qual á um poZlnómio de grau k. .4Zém disso, pk ínterpoZa os pontos gue PA-i {nlerpoZa,
poá.PA(z.) :(«{)=3/:, pa«0 $i$k-l
Para determinarmos o coe$ciente c, fazemos pk(~=ck] = lyk. de onde
yk = Pk-:(.) + c(r - «o)(z -- zi) . . .(, -- zk-:)
Q qual apresenta solução única pois os termos multiplicadores de c não são nulos. Q
Cabe salientar que, por questões de estabilidade numérica, não é adequado resolver-se o sistema
(7.1), uma vez que a inversa da matriz de Vandermonde poderá ser altamente mal-condiciollada.
dependendo dos valores de ={ e /(zí). O exemplo a seguir mostra alguns dos problemas envol\idos
na determinação do polinâlnio interpolados utilizando o sísteina (7.1).
Exemplo 7.4 0bfenÀap3(z) qzóe {nterpoZa /(z) nos pontos zo, zi, a;2 e r3 de acordo coza a taóeZa
abaixo
z l 0,1 0,2 0,3 0,4
/(=)1 5 i3 4 8
O sistema ! TtcQT resultante para esta tabela é
ao + 0, 1 ai + 0, 01 a2 + 0, 001 a:l
ao + 0, 2 al + 0, 04aZ + 0, 008 a3
ao + 0, 3 ai + 0, 09 a2 + 0, 027 a3
ao + 0, 4 ai -F 0, 16 az + 0, 064 a3
Usando aritmética de ponto ftvtuccnte com três dígitos e o método de etilnincLção de Ga.uss* o
resultado é
P;3(z) = --0,66 x 10'+(0,115 x 10')=(0,505 x 104)r'+(0,633 x 10')z3
e, para z = 0, 4, obtém-se
P3(,) 9 # 8 /(0,4)
o que obtiáa7nente está errado.
Esse exemplo mostra que nem sempre $e pode utilizar o sistema (7.1) para deternainar o po-
linõmío interpolador e, usualmente, utilizam-se outras técnicas, como as formas de Netoton e de
Zagrange, dentre outras.
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/ Usa'r série de ti'ülytor para catculcLr o seno com uma certa elatidõ.o pr .deÓn da
2. Tentar encontrar uma taZieZa que Zjste o uaZor do seno eln nCeruaZos me?lares e p7'0curar o
Datar ezato;
3. Usar os sermos de 6 e 7 dados na tabela disponível pata tentar detcn mar o seno de 6,5, otl
seja, realizar umü ánterpotüção.
A função interpoladora pode sei' de diversos tipos: polÍnomiaZ, ezponenceaZ, entre outras
Veremos, a seguir, como estabelecer o poZenómío {nferpoZador de um conjunto de pontos
7.2 Interpolação polinonlial
Dados os pontos(zo, .f(,:;o)),(zi ,/(z])), . . .,(z.,/(z.)), portanto n+l pontos, deseja-se interpela''
/(z) por um polinâJnio p«(z), de grau menor ou igual a n, tal que
/(zk) p«(=k) para k = 0, 1, ,n
Representa-se p. (z) por p«(z) = ao + alz + . . . + a.r". Portanto, obter p« (z) significa obter os
coeficientes a., ai , . . . , a,.. Da condição /(zk) = p«(a;h) para k = 0, 1, . . . , n, monta-se o seguinte
sistema linear
Í ao -F algo + a2 ;o + - + (zna;o
l ao+alzi +a2r?+ ... +a.zt
l ao+alz«+a2zã+...+a«z"
com n + l equações e n + l variáveis: ao* ai, . . . , a.





a qual admite inversa desde que os pontos zo, zi , z. sejam distintos
Exemplo 7.3 Encontre o polínómio de grau menor ou igual a 2 que íníe7'coza os pontos da tabela




ao -- ai -F a2 = 4
ao :; l
ao + 2ai +4aa :: l
Resolvendo o sistema Z{Tzear, obtém-se ao = 1, ai ;, «, = {. ,'1":m,
p,(') - l -t ' +i,'
é o poZZnómio que {nteToZ. .f(«) e«'' «o = 1, zi :: 0 e z2 2
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Algoritlno 7.3.1 Porá zóln o ZnterpoZaú]07' de ]\rewZon
PUg poZínõmÍo.{nfe7'po/apor.de.Newóonr'input
!!!!el4 1co, ci , . . . , c.IJ
co {--- g/o
/or A = 1, 2, . . . , ndg
d k z l
u +-- c&--l
&r { - k - 2, Ê - 3, . . .,ode
u '-- (z# zí)z. + cl
d -- d(«. - «:)
'* - "#
en@roc
«, [,.,,:, , n«-il, Ig/o,g/i, y.-il
Vejamos como utilizar as equações e algoritmos visto nessa seção:
Exemplo 7.5 Z)aços os pon(os !abzzlados aóaíTO, obter/za o poZ nómío inZer'Falador na /arma deNeuton:
ilol il 21 3
a;lsl 71 -61 ã
z/ l 1 l -23 l -s4 l -lisa
Solução
3/0 = l
gl .= . -- - 2
d
g1:3 . 54+21 .3d ' -ii ''
3/3 -- u --954 + 114 .
7 ' .210 '4
de onde o potinâmio {nterpolador pode scr escrito como
P;(z) -5)+3(z 5)(,+7)+4(z 5)(z-F7)(z+6)
ZZZI.='Z:='.:=, .llt;:8''.T=.3.f:=ó«'. ,;(,) «"./a' p;M - i,' ,«. « a'"..{' p.«*"
O polinâTnio interpotüdor, bem como os pontos interpolados, é mostrado na $gura 7.1.
7.4 Forma de Lagrange
Podemos obter o polinõmio único que interpela um dado conjunto de pontos utilizando a forma
de Lagrange, a qual expressa p(2) caldo
P(,) = gozo(,) + 3/:/: (,) + + u«z,.(') - )l: v.z.(«)
k:o
(7.5)
onde Zi(z) são polinõmios depelldentes apenas de zo, zi
O polinâmio Zo é da forma
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7.3 Forma de Newton
Note que o processo de determinação de pe, na prova do teorema 7.2.1, é recursivo. Além dissol
é obtido a partir de pk-i pela adição de um único termos logo, ao 6lm do processo, pk será uma
soma de termos, de tal forma, que cada po,pi, . . . ,p/;.i será identi6lcável em ph
O polinõmio ph tem a forma
P.(r) = co+':(z-".)+c,('-'o)('-':)+
k {-l
>: . ll(' - 'a
=o .j=o




Procedendo ao uso da, fói mulldo nl , o0primeiros poZinó7nios {rtte7'podadores na /OI'ma de Neuton
PO(z) = co
P:(,) (, -,o)
P2(z) = co+ci(a --zo)]-c2(z --"o)(a- '::i)
Por questões de eficiência e de estabilidade nuinéríca, os polinõmíos acima são avaliados
utilizando muZtiplícaçâo an nhada, tmnbéJn conhecida como /ármuZa de Xor7zer. Suponha o poli-
nâmio interpolador na forma de Newton escrito colmo
u :; >1, ci ll dj :; co + lido + c2dodi +
{=o .j=o
+ ctdodi . . . dü-i
podemos: então, reescreva-lo na rouba aninhada
« - (. «(ch)dk-i + c -i) dA-2 + ch-2) dk-s +
-F .:) d. + co





uo +-- uivo -F co
e, como uo contém o valor de u, basta usar o seguinte algoritlno, já substituindo dk por (z -- sk),
conforme aparece 11a Equação (7.3):
'U 't-- Ck
b! { - k - 1, k - 2, . . .,Odg
« .- (, - «.)u + ':
endfor
de k)rma a se calcular u = P (z). . .
Resta-nos, agora, calcular os coeficientes ck do polinõmío pn; cA é dado por
" ' Gi:=;Rã
Pk . : (z. )
,:) . . . (,. rk - l)
(7.4)
com a qua! podemos escrever o algoritmo 7.3.1
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Exemplo 7.7 Z)aços os porzfos Zaóu/aços












io (.) @ t 7)(a + 6)(.)
(õ + 7)(5 + õ)l$
(, - 5)(z + 6)(z)
(-7 - 5)(-7 -FBj(:H
(« 5)(,+ 7)(z)
(-6 5)(-6 -F 7)(-6)
(' - 5)(z + 7)(a + 6)




de onde o polinõmio {nierpolador pode ser escuto como
: ('THi:-) - « ('"ã'»)
-«('-h''b) J«(''-;"'--;"'':"')
P- («) =
7.5 Forma de Newton com diferenças divididas
ordena '-- '- ção calculável em pontos (ou nós) zo, zi , - . . , =., distintos mas não necessariamente
nos n + l nós oemos, exii;te um Único polinâinio p, de grau n no máximo, que i)tterpola /
P(z{) /(zi), 0 $ { $ n
Evidentemente, p pode ser construído a partir das bases 1, z, a2, . . . ='1, mas isso não é
recomendado devido a problemas de instabilidade numérica. Portanto, utilizam-se bases mais
amenas, como aquelas do polinõmio interpolador na forma de Newton
go (.)
g, (z)
q,(:.) (z - =:)
g. (,) (' -'.)(, ,:) (« - .«-:)
o que leva à já conllecida turina de Newton,
Utilizando a condição .de intelpolação (p(zi) = .f(z{)), obtemos uln sistema de equações para
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TIV'i::l:.i,:=';;(:'1'B
linõmio interpolados de Newton, p3(z) = 1 + 2(Z -- 5) -F 3(r - 5)(a; +
, e os pontos interpolados
onde o coeficiente c é obtido substituindo = por zo na equação acima, de onde, assumindo q
3/0 :: i, . ?,
1 = cll(no - 'j) -' ' - 11(,. - 'j)':
j-ij=i
:.'', -ü (á3)
os demais Zi(=) são obtidos de forma similar, podendo ser expressas por
':'., - ü (g3) '''''
o também conhecidos como /uniões cardinais. O exemplo que segue illostra
io interpolados na forma de Lagrange.
Exemplo 7.6 Á /ármuZa de Éagrange para a nterpaZação de dois pontos dásfÍntos (zo, J'(zo)) e
(zi, /(zi)) é;
P:(,) = Polo(z) + y:t:(')
onde
:.(,)-é;::!B, ':(,)-él:f:=o
p:( ) - v.é:l;::là + i':i;;:;Õ
(«: - .)yo + (« :!gM:
p:(d - '-:---';i':';
que é e«ta«.ent. . equ.çã. d. "ta que p« p« ('', /("» ' (':,/(':»'
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O polinâmio interpolados' na fauna de Newton pode, agora, ser escrito como
?t À: -- l
p(') - )l:"ç*(«) ,«:, . . .,akl ll(. - «.i)
À:=O k=(J j=O
(7.10)
o qual é equivalente à Equação (7.3), lhas os coeficientes c# são mais facilmente obtidos em termos
de diferenças divididas, usando o esquema mostrado na Tabela 7.2. Note que os coeficientes do
















Tabela 7.2: Esquema de construção dos coeficientes do polinõmio interpolador por dilêrenças
divididas: as flechas indicam as dependências.
O exemplo que segue ilustra a construção do polínâmio ínterpolador usando diferenças divididas.




























/llo, ai, zzl = 3
/lzi,z2, a;31 = -17
/lzo , zi , z2 , z31 4
onde o$ coe$cientes forcem obtidos coma segue
/[«. , ,:] /lzll - /lzol --23 -- 1 .
zi -- zo --7 -- 5
ü3aP - 'EH - -;:
/lz31 - /1s;21 -954 - (--54)
z3 - ',2 0 - (-6)
/la;i,=21 - /1zo,zil -31 - 2 .
r2 -- zo --6 -- 5
/lz2,r3l-/lzi,z21 --150-(--31) ..
. 1=11= tz31 ' /1zo,zi,Z21 . ..].(.:-! = 4
z3 -- zo 0 -- 5
/[,: , ,,]
/[«, , ,;] - -150
/[,. , .: , .:]
/[.: , .: , .;]
/lzo , zi, z2 , z3j
O poZÍnómÍo {nte7'ralador pode ser escrito, então, como
P3 (z) /l,ol + .fl*o, z:l(z - zo) +
/lro, z: , z,l(, -- ,o)(z -- zi) +
/lz., z:, z,, zsl(z -- z.)(z -- z:)(. -- z,) =
1+ 2(z - 5) + 3(z - 5)(z + 7) + 4(, - 5)(, + 7)(r + 6)
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Note que, se escreveilnos o sistema acima na íonna .4a; = b, a matriz -A, cte ordem n+ 1, tem como
elementos aij = gj(z{), 0 $ { $ ", 0 É j $ n. No entanto, colho
q,(.:)
k:o
ZA) = 0, se{ $J - l
então .4 é uma matriz triangular inferior. Por exemplo, com três nós zo, zi , a;2, temos
P,(=) = coça + cigz + c2q2
= c. + c: (z -- ,o) + c,(r -- :'.)(' -- ":)




(., -- zo) .,,...i.,..:, ]t::00 /(zo)/(«:)/(,,) (7.7)
Analisando a estrutura do sistema (7.7), vemos que é possível obter os coeficientes ci em ordem
crescente. i.e. co, ci, . . .; além disso, o coeficiente ci depende apeou dos valores de /(zo), /(=i),
, /(zi), e essa dependência é denotado por
cn = .flzo, zi, . . . , z«l (7.8)
onde cn é o coeficiente de q,. quando >:1::o cüqe interpela / ein zo, sl, , z.. Como
q,, = (. 'o)(' - ,:) (« - z.-:) + 0(n - l)
podemos igualmente dizer que .flzo , zl , . . . , z.l é o coeficiente de z". A expressão .fla;o, zi , . . . , znl
chamamos de diferenças divididas, pois ela tem a forma de unia divisão de duas subtrações,
conforme veremos a seguir.
Alguma das fórmulas de diferenças divididas são as seguintes:
l . /lzol é o coeficiente de zo no polinõmio de grau 0 que interpola / em zo; logo, .flzol - .f(zo).
2. /lzo,zil é o coeficiente de ni no polinâmio de grau 1, no máximo, ínterpolando .f em zo e
=i. Colho esse polinâmio é
P, ('o)+"::Í-.-=/(=o) + Z(!!L:-:C(!g} (z -- 'o)
vemos que
'-.., ,:] - a=E#'}
3 Para diferenças divididas de maior ordem, podemos nos valer de um teorema que nos diz
que elas satisfazem a relação
/[«. , ,: ,
. /lzi,Sça,. - ',n,.l ' J'la;91111
, ZnJ ::
, z.-il (7.9)
de onde podemos obter. por exemplo




/l:ci,=2, z31 -- .fl=o.zi,zzl
Z3 ' ZO
/lzo . zi , =21
/lzo , zi, zz , a;31
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a qual é bastante similar àquela utilizada para a determinação do polinõmio inteLpolaclor cle
wton através de diferença-divididas. E possível estabelecer se a seguinte relação entre diteienças
divididas e simples:
.f l,i+ k , . «:] - :13 (7.]2)
para h constante.
Efetuando-se a mudança de variável
(7.13)
o poli)aâinio interpolaclor de Newbon colll dítereilçu sinapses (7.11) pode $er esciibo colho
P«(.) yo+zA3/0+- 2h2 Ag/o+
+elÉel.: !) ---('' - ' -r- í) A",. (7.14)
Exemplo 7.9 1)ada a taóeZa
zil1 2 3 4
pil 1 9 25 55
correspondente üos ucLlares de uma função f, interpele o ponto = = 'L, 5.



















Com isto, Q fóT"rnulü para o polinõmio enter'paladar de Ne\uton mm diferenças simples ('7.11) é
P3 (z) «.--!-üa.«.+(' 'T15:''o ''..
.r('-,d@-.J(' 'd .:\;..
p3(z) - i+!!:i:-!8+ 1)('-2)(z-3) 6
de onde PS(2, 5) = 15, 625
7.7 Interpolação inversa
O problema da interpelação inversa consiste eln, dado g C(/(zo), /(z«)), obter i tal que/(E)
Este problema pode ser resolvido de duu formas:
g
1. Obter p«(3) que interpela /(z) elb zo, zi, , z. e em seguida encontrar i tal que p.(ã)
2. Se /(z) for inversível num intervalo contendo ©, fazer a interpo]ação de ã = .f't(g) = p(g).
Uma condição para que uma função contínua num intervalo la, ól seja inversível é que ela seja
monótona crescente ou decrescente neste intervalo. Basta então considerar a; colmo função
de 3/ e aplicar um método de interpolação conhecido: z = .f-:(Z/) = g(y) H p«(y).
Exemplo 7.10 Z)ada a abeZa
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o qual é idêntico ao potinâmio interpolados de Newton mostrado no ezelnplo na senão 7.3; porém,
com a esquema de diferenças diüdidas, ele é jaCiITnente obtido.
Os coe6lcientes do polinõmio interpolados, calculados por dilérenças divididas, podem ser
obtidos, também, através do seguinte algoritmo:
ÀiÜ;#itlmcí +'.BIÍ Diferenças-divididas
proa diferenças-diu d dasrinp!© n, l=o, =i
ou:Put; lco , ci .
/or J' = 0, 1, . . . , n de
cj.o " gj
endyor
/or j = 1 , 2, . . . , n.dg








onde os cí.j são os coeficientes desejados; particularmente
J'lzi, z21, e assim por diante.
co.o .flzol, co,i = /lzo,z:l, ci.:
7.6 Forma de Newton com diferenças simples
Sejam os valores Z/ = /(z) dados através da tabela (zi, 3/i), para { - 0, 1,
z são eqüidístantes, isto é, =i+i - zi :: h. Assim de6ne-se o polinõinia
. n, onde os valores de









onde Ak3/í é uma dz/Crença simples de ordeih h, calculada conforme
a.3/i :; 3/{+i -- lyi Ordem l
Ordem 2
Ag{ = 3/{+2 -- 2yi+i + ly{
Aky{ = Ak-ilyi+i -- AA-iy Ordem h
e, a fim de facilitar a determiiaação dos valores Z\kl/{, pode-se construir uma tabela como a que
segue:
á 1 «: v: Az/: A'v: A'l/: 4b
{TÍ'fi:t :::: â;:: '','
2 l z2 ly2 Z\Z/z A23/z
3 l z3 3/3 A3/3
4 l z4 3/4
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Enl cada intervalo lÉi, tÍ+il, S é dadEL por um polinâmio cúbico diferente.
:!E:XIP ÜH$::Í}'::l:Eg:i:::::l!;l
S" sejam contínuas, a fim de podermos impor as condições necessárias para que S s4a contínua
ao longo do intervalo lto, t,.l-
Vejamos se a continuidade de S, S' e S" é suficiente para se definir a "spline" cúbica. Um
polinõmio cúbico tem a forma
czo + alz + a2z + a3z
e, como desçamos obter um polinâinio cúbico ein cada um dos n intervalos, velhos blue será






ou seja, poderemos determinar 2n coeficientes. A continuidade de S apenas nos dá a condição
Si-i(ti) = Sí(ti), equivalente às duas condições de interpolação em cada intervalo.
Impondo continuidade de S' e de S", podemos escrever
SÍ.:(t:) = SÍ(t:)
SÍL : (t: )
(7.17)
(7.18)
obtendo 2(n - 1) outras condições. Ao todo, temos, portanto, 4n
podem ser obtidas de várias formas mas, usualmente, escreve-se
2 condições; as duas que faltam
S#(to) = 0
S;Í. : (t« )
(7.19)
(7.20)
e, com isso, temos todas as 4n condições necessárias para se determinar os coeficientes da "spline'
cúbica.
Vejamos como definir S{ em lt{,ti+ll. Escrevendo z{ = S{'(t{), temos que, por definição, zi
existe para 0 $ { $ n -- l e satisfaz
lim SÍ'(z) = ,{ = lim. SÍ'(r), l $ á $n--l
z --, t; = --, t=''
pois S" é contínua em cada nó interno (diferentes de to e t«). Como Si é um polínõmio cúbico
em lti,tf+il, S{' é uma função linear satisfazendo SÍ'(ti) = zi e SÍ'(ti+i) = ziM e, portanto, é uma
neta que passa por z{ e z!+i :
s!'(') - ;l(z:*-: - ') + jilf'(' ' t:)
onde hi = ti] 1 -- ti. Integrando a equação acima duas vezes, obtemos
(7.21)
si(z) - 'k (ti+l - z); + jlÍ:-(z - tí); + c(z -- t{) + D(tí+i -- z) (7 22)
onde C e Z) são constantes de integração. Agora, usando Si(úi)
determinar C e l):
/ e Si(tín) = 3/i+t, padeiros
'J' + :#- @:
S: (t.)
ii)3 +0(tí ti) +D(ti+l - ti)
3/i
3/í
g/{}(ti+i - tiy + 0Ai
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z l 0,2 0,3 0,4
il é e' l 1,2214 1,3499 1,4918
obter z taZ que e' = 1, 3165 usando u?n processo de {nterpolação quadrátíca
Solução:Pode-se usar a .fármuZa de /Vewton para opte?' p2(y) gt' e. í71te,'pala g(2y)

















O poZánó7n o p2(y) é deter'minado por
P, (z/) glyol+(y - 3/ü) gl3/i, ?yol +(Z/ - 3/0)(y - lyi) glyz, y1, 3/nl
0,2+(3/ - 1,2214) 0,7782+(3/ - 1, 2214)(y -1,3499) ( 0, 2718)
de /OI'ma que p2(1, 3165) :: 0, 27487. .Assim, e0'2748r 1, 3165
7.8 Interpolação por ''splines''
Suponha que se deseja interpolar um conjunto de pontos por uma função polinomial; então, uma
função "spline" consiste de um conjunto de polinõmios -- de grau pequeno -- que amuam sobre
.==U=;::';'"' F='=:=: ':à;.l;:'=.=='!:,'U H= ::Z$':T;::=:'
k, com nós to,ti, . . . ,t,,, é uma função S tal que
1. Em cada subintervalo lti-i, ti), S é um polinâinio de grau menor ou igual a k;
2. S tem as suas primeiras k -- l derivadas contínuas em lto, tnl
Diz-se, portanto, que S é um polinâmio contínuo de grau h, por partes, apresentando derivadas
de ordem igual au inferior a k -- l contínuas, Vejamos alguns exemplos:
"Spline" de grau 0: são polinõinios constantes, os quais podem ser dados por
to $ z < ti
tl $ z < t2
S.-:(z) = c«-i t.-i $ z < t,.




to $ a < ti
ti $ s < t2
t.-i $ r < tn
As "splines" são normaltnente usadas na forma cúbica. Assuma que uma tabela de dados seja
dada, i.e.,
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AlgoriÉmli t.ãl Í ÕÓêliiÜÜê; ã; $il!;;à';
p!!ç! coe$cientes-spline(input
output' ]zo, zl, . . . , z.]J
/or á = 0, 1, . . . ,n -- l de
hí = ti+t -- t{
b: - Ê(y:--: - 3/:)
endyor
u:
z;l = bi -- Z)o





/or á = n -- 1, n -- 2, . . .,1




Uma vez obtidos os zi, pode-se avaliar Si(2;) usando a expressão abaixo, na íonna aninllada







' 'R ':+ :
z:)
Cabe relembrar que, pala cada intervalo ltí,ti+il, deve ser utilizada a Equação (7.26) com os
valores adequados: zí e zi+i; 3/i e 3/i+i; e hí = tl-FI -- ti.
7.9 Estudo do erro na interpolação
Seja / uma função contínua com (n + 1) derivadas contínuas em um intervalo .r, zo < zi < . . . <
z,., (n + 1) pontos distintos pertencentes ao intervalo .r e p.(z) o poli)lõmio interpolador de /
relativamente aos pontos zo , ni , . . . , z.
Ao se aproximar esta função /(z) por um polia)âmio interpolador p«(z), de grau melhor ou
igual a n, comete-se um erro de truncamento na interpolação de z. Este é definido por
/("+o (0
X«(') - .f(') -p-(') -(" - '.)(' ':)(' - ",) . . .(- - '«) zÍ;::i-iF' (7.27)
para ( € (zo, a:.).
Pai-a utilizar esta fórmula, é preciso conhecer .f("+i) e o ponto (. Mas, em geral, a íorlna
analítica da função / não é conhecida, não sendo possível portanto determinar nem /("+i) e,
consequentemente, nem .E.(=). Ainda assíin, mesmo quando se conhece a forma analítica de /,
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com h{ = ti+l -- ti, de onde
l7.23)
Para determinar C, escrevemos
Si(ti+: )




Logo, podemos escrever Si -- o polinõmio cúbico em cada intervalo it , tí+ll -- como
s: (,) á'.:*: - ',; *H', - ':," * (T
([ - e) -'':*: - «,
-v) ', - *., *
Agora, resta determinar os z{, l $ { $ n -- 1 , usando a continuidade em S'. Para tanto
S!.: (ti) = S!(ti), nos nós interiores. Diferenciando a expressão (7.25) e substituindo z = t{
temos
temos
s{.:@J - eUli:l -, '':"--=--= -+ --:--=-3 ' 6
e
sí@D - -eP 6
de onde, igualando ambas as expressões acima, velo
hi-izi-i + 2(hi + hi-l);i -F hi'i+: = i(3/:+: - 3/i) };=-(3/i - v:-:)
a qual, com zo = Zn " 0, para l $ á $ n -- 1, nos leva a uin sistema de equações de n
a n -- l variáveis,














O sistema (7.25) pode ser resolvido por eliminação de Gauss, sem pivotamento, já que ele é
diagonal dominante. Um algoritmo para resolver o referido sistema pode ser escrito colho
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er .f(0, 47) ut Zãzando um po/ lzómío de grau 2 e dar uma esi 7naEiua pa.ra a erro.
Solução: ,4 tabela de d#e?'Caças é dada por
zi+ilr l/lzí+=ll zi+2lzi+i)zil
o} 0,4 0,27 0,1667 i;ÕaiÍ '' ''':!:ãõn
1 1 0, 52 0,29 0, 375 a,p08s
2 l 0,6 0,32 0,#í07
3 f 0,72 0,37
lrtdo c- fó mzlü de Neuton,
p2(z) = /lzol + (n - ,o).flz:,=ol + (z zo)(, - «i).flz2,=:,nol
= 0,27+(z 0,4)0,1667+(z--0,4)(z--0,52)1,0415
de onde/(0,47) = p2(0,47) = 0, 2780.
,4 estãmat oa para o en'o de truncamento á




l E2(0, 47) l $ 1, 184 x 10':
7. ].O Exercícios
Exercício 7.1 Determine /(1,32) a partir do. tabela
z l 1,3 1,4 1,5
/(z) l 3,669 4, 055 4,482
Exercício 7.2 Considere o ezempZo 7..Í. O gue ocorreu naquela situaçâoP Ezp! que por gue o
valor calculado não coincide com o valor tabelado.
Exercício 7.3 .4 dnÉegraJ eZ@tÍca compZeÉa é deBnída por
l dzK(k\- f "
/o (l -- Ê2sen2k){




Calcule .K(3, 5) usando um po/ n(5m o nÉerpoZador do segundo grau.
Exercício 7.4 /aterro/e o ponto z := 0 5 â tabela
utátizartdo potinâTnio {nterpolador na for na de Mentor.
Exercício 7.5 0alcuZe uma aprol mação para /(2, 3) pela /or7na áneerpoladora de .Lagrarzge
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não se sabe o valor de € e, portanto, não se poc]e ca]cu]ar E.(E) exatamente. Entiebanto, ])ode-se
delimitar o ergo pela desigualdade
/k'+D(z)
a,.(')IS l(' - "o)(' -':)(" ',) .-('- '«)l -:i3''t;n:iF' (7-28)
Exemplo 7.11 Seja o proa/ema de se obter in(3,7) por iate?oração Zínear, onde in(z) estcí
tabeZada abaixo;
a;l1 2 3 4
in(z) l 0 0,6931 1,0986 1,3863
Solução:O07no z = 3, 7 € (3; 4) escoa/le-se io = 3 e a;i
nterpolador é
4. Pela forma de Netoton, o potinõlnio
P: (z) yo + !!=1;!ig Ayu
:, 098õ -- (' - D (!J1l-
1,0986+ (, 3) (0,2877)
1 , 0986)
3
Conseqíientemente, pl(3, 7) = 1, 3000. Neste caso, dado que, com quatro casas decimais, /(3, 7)
In(3,7) = 1,3083, tem-se condições de calcular o erro ezato;
E: (3 , 7) /(3,7) p«(3,7) 1 = i 1,3083 1, 3 1 - o, o083
Por outro lado, tem-se também a sega nte mcgoração para o en'o
Ei(3,7) l $ 1 (3,7 - 3) (3,7 q l ,E.%, Lili--
'' ;$ 1 (3,7 - 3) (3,7
$ 0,105
7.9 . 1 Estimativa para o erro
Se a função /(z) é dada em lbrma de tabela, o valor absoluto do erro E«(z) só pode ser estiinadol
já que não é possível calcular /("+1). Entretanto, construindo a tabela de diferenças divididas até
ordem (n + 1), tem-se que
l E«(,) l H 1 (, -- -.) (, -- ':) (z -- ,«) l l /lz«+t, z« , , ,.] l (7.29)
ou, para pontos igualmente espaçados,
l.E.(')l ': l (' -'o) (' -':). -(" - '«) l (;;-l;silvo (7.30)
Ja que
/lz,.+i, =n , . ..] - {;;i;lh (7.31)
para h constante
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Ajuste de dados experimentais
8.1 Introdução
Uma forma de trabalhar com uma função definida por uma tabela de valores é a interpolação
polinomíal. Entretanto esta não é aconselhável quando:
1. é preciso obter um valor aproximado da função em algum ponto fora do intervalo de tabela-
mento, ou seja, quando se quer extrapolar;
2. os valores tabelados são resultado de algum experimento físico ou de alguma pesquisa,
porque, nestes casos, estes valores podem conter erros inerentes que, ein geral, não são
previsíveis
Surge, então, a necessidade de se ajustar a estas funções tabeladas uma fullção que seja uma
"boa aproximação" para o$ valores tabelados e que permita "extrapolar" com certa margem de
segurança.
Exemplo 8.1 Considere um teste de desempenho de um automáuet. -Este á acelerado a pari r da
repouso e cepo s u aUa com aceleração mázÍma atá gae sua velocidade atinja 100km/A. .Enquanto
isto, as leituras no ueZocímetro são realizadas a cada is. Quando a ueZocidade é graácada caldo
função do tempo, obtém se um conjunto de pontos. Seria esperado qTe estes pontas de$nissem
umcl curda szüue. No entanãa, en'os de lnedldü e Oli.tios falares jazem com qve os partos não
àquem tão bem arranjados: atgvns dos valores regÍstrüdos pürcl a velocidade $cam muito altos e
aufros, muito baços.
Supondo que se des asse determinar a velocidade aos 6, 5s, seda poss&el {nteToZar entre as
leituras /e tas aos 6s e 7s, mas como prol;aueimenfe ezÍsíe algum erro nesgas medidas, a valor
assim obtido podeüa não ser umcl boa aproximação para o valor desejado. O que fcLzer?
A solução para o problema é tentar ajustar uma "provável" curva ao conjunto de dados. Como
é possível que vários destes dados não sejam precisos, esta curva não precisa, necessariamente,
passar por nenhum dos pontos. Por outro lado, como os erros de medida provavelmente não são
tão grandes, a curva deveria pelo menos passar perto de cada ponto: provavelmente acima de uns
e abaixo de outros. Na verdade, ao invés de procurar a função .f que passa por cada um dos dados
experimentais, calcula-se a função que melhor se ajusta a eles.
Exemplo 8.2 Stipon/za que os dados abafo
obtidos em um ezperemento num Jaboratóüo:
temperatura T a cada remada de tempo t
e o gráfico exibido na $gurct 8.2 sugere que esses dados podem ser clprolimados razoüuelmente bem
por uma Teta. Assim, se /or necessário sabei' o valor de T no tempo t = 1,5, podemos obter a
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= 1 2,0 2,4





Exercício 7.6 .4 taüeZa abafo /ornece a demanda d áHa má=Í7na de energia elá&ráca em urna






25 outubro 4 novembro
20 13










1, 248 2, 567
íem uma raiz no íntemaZo (2; 2, 1). OaicuZe esta raiz, apraz mando a /u'leão por um poZlnó7nío de
terceiro grua.












Exercício 7.9 J)ada a sega nte tabela para a /unção /(r)
«ZcuZe .f(l, 05) e dali".iÉe o e«'o p«. o «Z« {n{ W.Z.d., «&iZ{«.«do «HÉmáti" d' p'"t' #"tu-''
com quatro algaMsmos signiliccLtiuos.
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Figura 8.3: Qua a lnec/zor aproximação, 7zesse casos
8.2 ]\mínimos quadrados domínio discreto
Para aproximar uma função 3/ = /(a) tabelado em n pontos distintos zi, i
uma função g da forma 0, 1, 2, . . . , n, por
(8.2)
Precisa-se determinar ao, az, a« que minimizam a soma dos quadrados dos resíduos
a/(ao, ai
nos pontos ={, { = 0, 1, 2, . . . , n. Para Jninimizar
, .«)









Neste caso, determina-se os parâmetros ao e ai da neta ao +ai z de modo que a soma dos quadrados
em cada ponto seja mínima. Em outras pala\Tas, deseja-se determinar ao e ai que minimizem
M('.,':) - }:'?(')(y. - '. - .-..)'
i={){=o (8.5)
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Figura 8.2: .Dados ezpeómentaÍs
equação da Teta que melhor aprozdma os pontos obÉ dos elpeómentaZmente , então, calcular o
t;azar de T de acordo com aqueça Teta.
A pergunta que surge é: dado um conjunto de dados, como fazer o ajuste? Ao aproximar uma
função / por uma função g de uma família G, é introduzido um certo erro r, denominado resíduo,
isto é, ,(z) = .f(,) - g(,)
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Exemplo 8.4 0bferzha a expressão da parábola que se {%justa aos dados da face/a
zl--2 --1 0 1 2 3
z/ l -o,oi o,si õjaí''õ;Ê{''õm
O sísfe7na normal para o caso de uma parábo/a Íp = 2) é
A solução deste sistelníl indica qle a pcirábolü que lnethor se desta a este conjunto de dados é
g(z) = --0,102z2+ 0, 201 z+ 0,806.
8.5 Ajustamento por funções não lineares nos parâmetros
o a '- ; " a '' ; ,-.
JLXILx\.p CILZ. xzJ (,Lb- ÇA\J
O método dos mínimos quadrados pode ser empregado também aproximar uma função / por uma
função g de uma família não linear nos parâmetros. Exemplos destas funções são as exponenciais,
hiperbólicas e racionais, entre outra, como veremos a seguir.
8.5.1 Ajustamento por uma função exponencial
A função 3/ = ce'' pode ser ]inearizada tomando-se o ]ogaritmo de ambos os lados. No final
obtém-se uma relação linear entre as variáveis transformadas. O primeiro passo é
In 3/ = in c + a z. (8.15)
(8.16)
Agora, usando a mudança de variáveis (e de constantes)
}'' = in 3/, X = a, ao = in c,
chega-se à relação linear entre as variáveis X e y:
y = ai X + ao, (8.17)
Sendo assim, pode-se aplicar o mesmo ]nétodo utilizado para o ajustamento de uma teta aos
dados transíbrmados {(Xi, X)} = {(zi, in 3/{)}. Os coeficientes ao e ai são encontrados pela solução
do sistema
l tl li ll :l-l#;llx;:l
de forma que c = e" e a = al determinam a função de ajustamento
(8.18)
Exemplo 8.5 .ajuste os dados da ladeia a uma /unção ezponencáaZ
a;l0 0,5 1 1,5 2 2,5 3 3,5
yl3 4 6 9 12 17 24 33
O sistema linear para esse casa é
4
48
a ! ll :l-l:::i:i:l
e a sua solução é ao = 1,093337 e ai = 0,694319
ezponenciaZ procurada é 3/ := 2, 984216 eo'õ94a19
Portanto, c e" :: 2, 984216 e a /unção
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.: zi) (-1) = 0 (8.8)
(8 9)a: zi) (--=i) = 0
Organizando estas condições, tem-se
f E=::. ly: .o + E=:. .: ,:
'l E:::. .: z/: + E::. .: ,?
e chega-se ao seguinte sistema linear:
(810)
r E=:.t EL.,: 1 [ . 1 . [ EL.v:
l E:::..: El:..? J 1 .: J ' l E=o':y'
denominado sistema normal. Resolvendo este sistema, são obtidos os valores de ao e de
seja, determina-se a equação (neta, no cwo) de ajustamento.
(8.11)
al, ou
Exemplo 8.3 Como resultado de aZgu?n ezpeHmento, suponha que são obtidos os seguintes
para Junção J :
uaZores
Determine Q Teta que melhor se ajusta ü esta junção segundo o método dos mínimos quadrados
O sistema nom&al correspondente é
l :gll=:1-11?1
g« te«. «l«çã. «o = --1/5 e «: = 11/10. Pod-É., ' "'' g« ap««{m' /(,) é
,.., -l , - ;
8.4 Ajuste polinomial
Pode-se estender o conceito de ajustamento de uma reta por mínimos quadrados para o caso geral
de um polinõmio de grau p. Neste caso, determina-se os parâmetros ao, ai, . . . , ap do polinõmio
ao + ai = + . . . + ap =p que minimizem
JW (ao , ai,
?}
E{-oi:o, .,) - E '?(') - ao al r{ a, zP)' (8.12)
Para isto, é necessário que
aao õai (8.13)
de onde se obtém o sistema
l E=;.,! EIL..:''': ... EL.z''
Resolvendo este sistema, são obtidos os valores de ao, ai,





ap, ou seja, os coeficientes do
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Desvio relativo em relação à média
uivo em relação à média,
Seleciona-se a regressão que tiver o menor desvio Feia
.E,: !yi:i!
' ';=' l©l (8.24)
onde g = m'i },i;:: 3/
Coeficiente de variação da amostra: Seleciona-se a regressão que apresentar o menor coefici-




E importante notar que podeis haver casos em que a escolha de uma ou outra medida favorecerá
uma ou outra forma de regressão, conforme pode ser verificado nos exemplos que seguem.
Exemplo 8.6 Dada a tabela
rl 1 2 3 4 5
/ l 15,0 28,4 45,3 58,6 77,4
obtenha üs quatro regressões - linear, qzadr(ética (potinomia!), potencial e exponencial - calculando
üs medidas para escolha da melhor regressão.
Solução: OaZcuZadas as regressões, oZ)temos os sega zztes valores para lyi ran'edondados para a
pómeÍra casa dec maZ9





Analisando cl tabela acima, Demos qle, se o chtério escolhido fosse o en'o relativo e, deueríalnos
escolher a regressão quadrático, com coe$cientes
ao = 2, 04 al ;: 12,4143, a2 :: 0,51431
para as outras duas medidas, a regressão escoZAída seria a potencial, com
ao = 14,6535, al ;: 1,0160
.4 $gura r8.4,) mostra gue amZ)as as regressões, nesse caso, apro=í7na7n mzoaueZmente bem os
dados ezpeümentais.
Exemplo 8.7 Suponha os dados ezperámentais dados por
r1 12 3 4 5
.Í'r'!:';Figa''?:3ãgÍ ]Õ; Õi5s 54, 5982 148, 4132
Obtenha ü$ quatro regressões tzneür, qucLdráticcl (polinomiat), potencial e exponencial
a$ medidas para escolha da melhor regressão.
caZctzZando
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Z l 2 3 4 5
linear 13,9 29, 4 44, 9 60, 4 75, 9
guadrática 15, 0 28, 9 43, 9 59, 9 77, 0
potencial 14, 7 29, 6 44, 7 59, 9 75, 2
ezponencÍaZ 17, 4 26, 0 38, 8 57, 9 86, 4
e f D
0, 0707 0, 6898 0, 2727
0, 0307 0, 7127 0, 2729
0, 0434 0, 677] 0, 266g
0, 1597 0, 9079 0, 3045
rntrod'ração ao Cátcuio Numérico ,4jusÉe de dados ezperámenta s
8.5.2 Ajustamento por uma função potência
A função g/ = azü pode ser linearizada tomando se o logaritmo: in y = }na + b Inz. Com isto,
mediante a mudança de variáveis y = In3/, X = in z, ao = in a e al = b, o sistema normal fica
=L. 1« z: Z?.:=i,ll : El:::. i- v: lE=;. In ': l-y: J (8 .19)
Desta forma, os parâmetros são a = c'o e b -: al
8.5.3 Ajustamento poi- uma função hiperbólica
Neste caso, Z/ = ZÍ;:iZ . A linearização desta função resulta eln 1 = ao + ai z e o sistema
(n + l)
2.,i:o n: Êlt : ll :l
8.5.4 Ajustamento por uma função do tipo 3/ - ãi;:i:ãi;
Neste caso, a linearização é i= ao + ai z e o sistema obtido é dado por
.l,i-o z:
(8.20)
8.5.5 Ajustamento por uma função do tipo y = ..t.lz-ta2='















8.5.6 Ajustamento por uma função do tipo ?y - a cb'+c''
A linearização é empregada da seguinte forma: y = In3/, X = r, ao = in a, ai = b e a2














8.6 Escolha do melhor ajuste
Uma ve, conhecidas as diferentes formas de regressão, podemos nos indagar: para um determinado
conjunto de dados experimentais. qual é a melhor forma?
Essa pergunta pode ser respondida se considerarmos algumas medidas dos erros envolvidos nas
regressões, essencialmente comparando o quão distante um valor ocperimental /i está do valor 3/i
calculado através da equação para as diferentes regressões. Basicamente, podemos considerar três
medidas diferentes:
Erro relativo: Seleciona-se a regressão que tiver o menor erro relativo máximo,
m 1 /: - z/{ l
:H' ''Í7J' (8.23)
A.L. de Bortati, C. Cardaso, M.P.G. Füchin, R.D. dü Cunha 151
Introdução ao Calcula Numérico




Figura 8.5: Regressão quadrátÍca
=:';U.='ÇZ''L==Z=':=',;jZllt?.3="":« '}."-«:«", ,.*.«.:'' ' "'-.«'«' - «'«;«'.
;lE=;=:==e'lZZ;Z='1:= : 'ü=f'=:":=J=:;:=
linear l al ã
guadrática l 8,2
ezponenceaZ l 2, 5
2345
4,3 4,3 4,3 Ã]
2,3 0,4 2,3 8,2
2,5 2,5 2,4 2,4
e os con"espondentes valores das medidas
Z cear l 17, 211ÊS 0,0080 0 0032
quadrátlca l 0,5724 0.9220 0.4275
ezponencãaZ l 9,5135 0,0219 0,0086
AnalisaTtdo a tabela, vemos qTe, se o cMtéráo escolhido fosse o en'o relativo e
escolher Q regressão quadrático, com coeÊcientes
deoerümos
ao = 0,3675, ai = 0,0171 a2 = 1, 95361
jú para as outras duas medidas, a regressão escolhida seria a linecLr, com
ao = 4, 2748, ai = 0, 0171
Analisando-se a gráRco na RgKrü (8.5), observa-se que Q T'egressãa qKüdrátim é me\hor. eú.
dentemen,fe. ' ' '
exemplos aqui apresentados mostram que o ajuste de dados experimentais é um processo
numérico que deve ser usado tomando-se cuidado ao se selecionar uma dada regressão, se possível
fazendo-se o gráfico dos dados experimentais e da curva de regressão. ' '- '
8.7 Mínimos quadrados domínio contínuo
Mesmo no caso em que a forma analítica da função / é conhecida, às vezes é de interesse aproxima
la no intervalo / = 11/, zr'l por uma função g da família
(8.26)
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Figura 8.4: Regressão quadrático tlersus potencial.
Solução: Calculadas as regressões, opte?nos os seguintes valores para yi ran'edondados para a
primeira casa decimal,).
e os con-espondentes valores das medidas
i;;Íãi;''' ['Í:i;?ZT'l ; 4519 0, 5730
quadráteca l 1,7618 2,0648 0,6415
potencial l 0,4331 1,4977 0,4973
ezponenceaZ 10,0000 2,1820 0,6476
,4naZÍsando a tabela, Demos que, se o cHtéreo escoZhedo /asse o
escoüer a regressão esponenciaZ, com coe$ceentes
erro relativo e, deuerúmos
ao = 1, 0, ai = 2, 7183
o que é óbzlio, pois os valores tabelados representam justamente
utilizássemos como medida o desvio reZatÍoo em relação à média,
linear, com




ao = --54,9388, ai = 33,8599
que certamente não seria uma boa escolha; #naZmente, escolhendo
amostra, a regressão potencial seda escolhida, com
o coe$ciente de uadação da
ao = 1,9785, ai = 2,4216
Exemplo 8.8 -Dada a tabela abaeso
a;1 -2 -1 0 1 2
1888 8,3132
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Z l 2 3 4 5
Z cear -21, 1 12,8 46, 6 80, 5 1 14, 4
quadrátÍca
potencial
ezponenceaZ         
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mais conveniente. As vezes, por exemplo, tem-se uma função cola descontinuidades, lhas quer-
se trabalhar com uma função contínua. A primeira vista, seria possível recair no caso discreto
tabelando a função dada em alguns pontos; entretanto, isto pode causar perda de informação sobre
o comportamento do erro
Ao se considerar a soma dos quadrados dos resíduos eib todos os pontos do intervalo lz/, zPI
tem se, no limite, a integral do quadrado do resíduo em cada ponto do intervalo ein que se cluer
aproximar a função, dada. Geometricamente, isto representa a área entre as curvas /(z) e g(z).





(/(z) -- «o go(r) - «: g: (a) ««g.(«)y a, (8.27)
Como no caso discreto, o ponto de mínimo é atingido quando
aao 8ai
ou seJ a,
ZF / m \ '
l /(«) >:«g*(,) l g.(«) a«
n/ \ k=0 ,/
Usando a definição de produto escalar de duas funções w(z) e g(z) no intervalo lz/, zr'J como
0 < Z < m. (8.28)
< «,, q >= 1 «;(=) q(z)'i=
tem-se que, no caso em que se quer aproximar /(a), o sistema normal âca
< go, go >
< gi, go >
< g«}, go >
< go, gi >
< gi, gi >
< go, gm >
< gi, gm >
(8.29)
< g«}, g] > '( g.«, g.n '>
Exemplo 8.9 4prozeme a /unção ezponencíaZ e' no ánfemalo 10, 11 por uma neta tz alijando o
método das lbenemos quadrados
/''e'te c«., g(.) = «o 1- «: ,. Co«. " «.f«çã. «ÉiZ!«'',
go (,) g: (z)
e o produto escalar:
/(z) g(z) d«




sega nte sistema nomnat:
< 1,1 > < 1,z> 1 [ ao
< «,: > < ',«> J L .:
< 1, el >
< Z, er >
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Tabela 8.1: C'ondeções necessárias para se ajustar pontos
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Família de funções Condições
Beta - y :; ao + ai z /lzi+i,zÍI H cona'.
Parábola - 3/ ;: ao + ai z + az z' /lai+2, zÍ+l , zil = cansa
Função exponencial - 3/ = Cea' ê.!:& ;:, ...s'
Função potência - 3/ = a zó Alnyi ;:: c..st
Função lüperbólica - ly = ao + ai z Í ~ ..-;..
Função do tipo 3/ :; ãl] -+ al z 8 ~ ...:.
Função do tiPO 3/ :; ao '+' ai =c: 't- a2 z2
1]
a.--:-- - ó.-:
yit!..... b- H const
ZÍ+2 ' Z{
  Função do tiPO 3/ :; a eb'+c'' Al::3/:-''' Â nty{ ;:, ...st.Zi+2 ' r{





l zo - l
l zi + co zo = = + co
l z2 + di zi + do a;o = z2 + di r + do
Á constante co é deterá nada !apondo-se < pi, po > 0, ou sda,
< 7':, ],o > + c.) l d,
0 z'
l
Po,f-Z., ""''. co P: (') - « #
,'is otztras duas consoantes, di e do são deter7nnadas /a.renda se < p2, po >= 0 e <
pz, pt >= 0, de onde se obté7n p2(z) = a;' -- = + iÇ
Agora, vtitiza se os pol nõmios ortogonais calculados para determinar o potãnõmio desejado, de
grau 2;
g(,) .oPo(') + :P:(z) +.:P, (n)





ao <. 'L, e' '> J.
< 1,1 > fi dz
= e l










< z' -- z + à, e' >
< z2 -- = + i, a;2 -- z + ã>
Á: .' (,' - , ' i) ''
/: (,' - , *à)' ~,
a2 = 30 (7 e 19)
Portanto,
,'., - '. - :'*'': - .,(, - :) *;.',.- :,,(,: -,* ã)
Um exemplo importante de uma família de polinõinios ortogonais é a dos polinâmios de Le
gendre, que obedecem à seguinte definição
< Pn, P. > (8.36)
(8.37)
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., .Í. . !
" "" ' 3G
l dz = l
< 1, r >
< 1, er > e' dz = e l




10 e ai = 18
1]
31
6 e determina a /unção aprozámadora g(z) = 4e
2
l
Á solução ao :: 4 e
(18 -- 6 e) z
10 +
8.7.1 Polinõmios ortogonais
Quando:.!e aproxima uma função / por uma fullção g da família
(8.30)
pelo método dos mínimos quadrados, é necessário resolver uln sistema li=:ar de equações denomi-
nado sistema normal. Se um conjunto de funções {gÊ}, k = 0, 1, ) m tais que
< gk, gt >;: 0 'qk + \, 0 $ k,Z $ m (8.31)
o sistema normal se torna diagonal e os coeficientes ak da função aproximadora são determinados
por
k= < gK, f >
< gK, gK >
As funções que satisfazem a relação (8.31) são denominadas fullções orÉogonaís. Uln polinâmio
de grau k pode ser escrito na forma pk(z) - cÊ z' + ck-i sk-i + . . . + ci z + co. Os polinõmios
ortogonais pk (a;), k = 0, 1, . . . obedecem às seguintes relações
(8.32)
< Ph, Pt >







Exemplo 8.10 Construa o$ três pHmeÍros poZÍnÓmáos ortogonais caIR relação ao produto escalar
e aproxime /(z) = e' "o intervala 10, 11 por u,n Z'oZinõmáo de grau 2. Para este caso, iTnpon/ta a
condição de que o coe$cÍente do termo de mais alto grau de cada poZ nõmia seja igual a l.
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zl--1 0 1 2 3 4 5 6
z/l í0 9 7 5 4 i Í':l'
H* l I'i(o3;ÊI'.%'Tg« ' /u«.'. .'-.«.«':.' ««. ,«.'"" " 'Ü«.'" "; ,«*« P; :, q, 0; ',©,
Exercício 8.3 Enco'ztre a parábola qzie meZÀor se desta aos pontos (--3; 3), (0; 1), (2; 1) e (4; 3).
Exercício 8.4 Encontre a hzpérZ'o/e gue melhor se ajusta aos podias (0; 0, 2), (1; 0, 11), (2; 0, 08)
Exercício 8.5 C07zsedere a uaãação da u scosídade 7? em /unção da temperatura.
T1 7.5 10,9 14,0 15,0 16,0 18,0 21,0
ali409 i276 ii7s ii48 irei iÕ6é gãÕ
Encontre a melttor junção de qustamento e deter«reine a liiscosidade para T = 4'C e T =
25 'C.
Exercício 8.6 .Admita que a Detida de peízes de um de&ermlnado mercado sda con/orbe a tübcZt
dÍa 1 1 5 10 15
número de peáles l 70 30 55 25
Determine Q junçiío que melhor se üi sta aas do.dos.
Exercício 8.7 .4jusZe os dados da tabela ufÍlizand
1. uma função ezT)OKenc al;
2. umü função T)otênc
[ntrodKção ao Cá]cuto Numérico 4Jusíe de dados ezperámenta sa
0
rl1 2 3 4 5
g l 0,6 1,9 4,3 7,6 12,6
Depois, utilize o cMtério dos mírlimos quadrados para determinar qual düs camas, (1.) ou (2),
á meZAor
Exercício 8.8 Considere a incidência de cáncer, problemas mrdz'aços e compZicaçães respíraúár as
gm pacientes, confon«e Q idade, mostrados nü tabela (por m\l t abttantes).
idade l incidência l problemas l coznpiicações
de cííncer l cardücos l respíratárÍa
lsl o l .í 1 3
es .r 1 5 1 5
4SI ó l o l o
5s ] ,rp ] 'z9 1 ]p
sl :o 1 /40 l ],í
rdenti$que as junções que melhor se ajustcLm aos problemas {ndiccLdos conforme Q {ciade
Exercício 8.9 Encontre a constante de aceleração da grau dado g para o segt& nte corÜzónto de
S
do.dosa
Exercício 8.10 .4prosÍme a/unção 4 l3 por uln poZánõmlo de primeiro grau, uma rifa, no inferuaZo
lzJ , zpl
Exercício 8.11 Repita o ezempZo 8.9 ut Zizando os poZ nóm os orlogonaís obtidos acima e ueràHgue
que o resz indo obt ão é o mesmo.
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t 0, 200 0, 400 0, 600 0, 800 1,000
Z 0,1960 0,7835 1,7630 3,1345 4,8975
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Usando esta definição, pode-se construir os três primeiros polinõmios de Legenda'e
Po(,) (') p:( ) ;0"'-D (8.38)
Além desta, ainda existem ouvias famílias de polinâlnios ortogonais, como os polinâinios de
permite, Chebyshev, etc. Estes polinâJnios, tabelados ou previamente calculados, podem ser
empregados para ajustar uma função / por um polinâmio g de grau menor ou igual a m em um
intervalo Ía, ól.
Supondo que se tenha a disposição uma tabela de polínõmios ortogonais em um intervalo lc, al ,
é preciso fazer uma mudança de variável t(z) = a z +P para traltstbrmar linearmente /(t): cle6lnida
no intervalo la, ól, em /(t(z)) = F(z) de6lnida no intervalo lc, al. Faz-se, então, o ajuste da função
F(z) por um polinâniio G(z) de grau menor ou igual a m usando os polinõinios tabelados. Por
tralníbrmação inversa de variável, z(t) = 'y t + õ, obtém-se a função aproxünadora g(t) - G(a;(t))
Exemplo 8.11 4prolime a /unção .f(t) = seno no iníerua.Zo 0 $ t $ a' por Tina parcíbola,
utilizando os polinõmios de Legendre
Fazendo a mudança de uaháueZ que trens/arma linearmente o {ntemaZo 10, zl em j--l, 11, tem-se
t(") - ; (' + 1)
Nestas condições, ,. ~
/ (,» -«-*(«) -«-(;(«--D) -'(')
Á parábola que se quer obter rezo método dos m hinos quadrados é
G(«) + "o 1 + ": « + ., ; (3'' - 1)
Como os poZ nómáos de Legendre são oNogonais, emprega-se (8.32) para determinar os coe$cáentes
ao, ai e a2 da parábola
ao
< F, Po > 2
< Po, PO > T
< -F', Pi > :: 0
< Pi, Pi >




'(«)-;-'-T l:-i,l lio-'-n '«. «']-:,:]
UoZt«do p«« o ante«.Zo {«{c{«Z lO, «-l .t««á' d. t««./o,«..ção ;""«, .(t) - Í t 1, obtém
,'*, -: *T [: - :] { [: [;*- :1'- :]
que é cb função aprozimadora desejada.
8.8 Exercícios
Exercício 8.1 Utilize o método dos mÍhímos quadrados para encontrar a neta quc meZAor se a#usía
aos pontos da tabela.
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Í.3 : 2.3 3
...t.. Í
Figura 9.1: 4 regra do [rapézío
onde
Ai= 1 li( )d
a qual é conhecida como a /arma de ]Vemton-botes, se os pontos zi forem igualmente espaçadas
A partir da equação (9.5), pode-se derivar várias regras de integração, dependendo do grau do
polinõmio de Lagrange.
a
9.2.1 Regra do 'h'apézio
Se tomarmos n = 1, e usarmos como nós os pontos extremos do intervalo, i.e. zo










.f(3) d, H !:! (/(.) + .f(ó)) (9,6)
a qual define a regra do trapézio. Essa íórnaula é exala para qualquer polinõmio de grau igual a
1, no máximos o erro associado a essa aproximação é dado pot
i(z'-');/"(o, '<e<z' (9.7)
Ao usarmos a negra do trapézio, estamos substituindo a função / por uma rega, no intervalo
la, ól, conforme a figura 9.1. E claro que essa aproximação pode ser bastante crua, se l b -- a l é
grande (o contrário também é verdade).




A integração numéHca é o processo computacional capaz de .produzir um valor numérico para a







g(z) dz, g :' .f
Veremos* a seguir, o processo de integração numérica via ínterpolação polenomia{ e os diferentes
métodos daí derivados.
9.2 Integração numérica via interpolação polinomial
Suponha a integral (9.1); podemos selecionar um conjunto de nós zo, rl, . ', z. no intervalo la, ól





::(,) -!J Ê':=t ,
Agora, substituímos /(z) por p(=), de tal forma que










a qual pode ser usada para calcular a integral de qualquer função.
reescrita na forma ..
/(,) d, H >. À:/(';.)
í-o
A equação acima pode ser
(9.5)
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/. usando a .fónnuZa rO.Xy, para n = 2 e usando zo = 1, zi = 1, 1 e a;2 = 2, lemos
Á = ÊI(i, i- i)(4 +4,5i) +(2 - i, i)(4,5z -r lo)j = c,95so
e o err'o, comparado com o ua/or da nteg7'a/ de$nida r1 6, 8333,), é de --0, 1217
[/sande a /ármziZa rO.Py, para n ;: 2 e usando zo ;; 1, zi :: 1, 5 e z2 :: 2, lemos
Á = {1(i,s- i)(4 +õ,75) +(2 - z,5)(6,7s+ 10)) = 6,8750
2.
e o erro, comparado co?n o maior da integral de$n da (L 6, 8333j, é de 0, 0417
Kíote que, em ambos os casos, Q aprolimüçãa com Q regra composta é melhor da que usando a
regra sãmpEes do trapézio.
Exemplo 9.3 (Jonsídere a tabela abaá=o, que /ornece a uelocedade 6%m//}J de zlm Geria oóyeto em

























pode-se empregar ü regra dos trupézias com n -- 8, h 0, 25, de /07'ma gaze
0. 25
Á - !!!f: [6+2(7,5+ 8,0+ o,o+ 8,5+ 10,5+ 9,5+ 7,0))+ 6]
Portanto, uma aprozemação para a dístáncãa tofaZ percorr da no enteruaZo de tempo 10, 21 é
d H ,4 = 16, 5km
Exemplo 9.4 bons acre as integra s deÂnidas
3 dz
J: r-ll
.4s tabelas 9.1 e 9.2 mostram as aprozimaçães oZ)lidas usando a regra dos trapézios com n =
1,2,4,8,16,32 subánteruaZos e o em-o na aprozlmação. .Vale que, ã med da que n cresce, A é
sucessáuamente d u dado por 2 e cada erro é aprozímadameníe } do erro anterior
Tabela 9.1: Aproximação para .rl Í+=2 dz
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Introdução ao Cálculo Numérica Integração Num.éàca
Exemplo 9.1 0alcuZe a ántegraZ
.4 = / z2 + 3z dn
l
usando a regra do tl'apézio.
Solução: Usando a .fár'maia rg.6), lemos
" - Z-;0 -- :Q - ; 7




de onde podemos caZcuZar o erro como sendo água! a 6,8333
l9.7), coar\ f" :; 'Z, obtemos o valor
:,' * ;«.« -{*v :
7 - -0, 1667 Usando a fórmula
-i(2 - i);2 - -: - -o,i66z
o 'qual é igual ao calculado anteriormente
Podemos, evidentemente, obter uma melhor aproximação se surdiu d r?nos o intervalo la, õl
calculando nós zo, zi , . . ., z,. satisfazendo
a :; zo < ai < . . . < z,, := 6
e aplicando a regra do trapézio a cada subintervalo (não necessariatalente de mesmo tamanho)
Essa estratégia nos leva à regra campos(a do [rapézío,
b
/(z) d,
z li )l:(z{ - ':-i) (/("i-i) -t .f("í))í-l
(9.8)
A regra composta do trapézio nos leva à aproximação da função /(z) por um conjunto de netas
unindo cada um dos n(5s zi, dois a dois, coníonne a figura 9.2-a.
Se o espaçamento entre os nós é igual, i.e. zi = a+eh, h = teia , então obtemos a regra c07nposÉa
uniforme do traí)ézio.
r(J, h) = ' «««, ~; l««, * l,l«- *,l -«,la (9.9)
conforme a figura 9.2-b. O erro de tmnca7neTzío -E(/, h) associado a essa aproximação é estimado
x(.r, h) $ i(t' - ') #l$, 1 /"(') 1 (9 io)
por
Exenaplo 9.2 C'aZcuZe a integral
Á-
.2
a;2 + 3= dz
usando as regras composta e coT7tposta undorzne do t7'apézio
Solução:
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9.2.3 Regra de Simpson
P,(«) d. r l/w-'-(..) =#) Al;W -- (, - d(. - m) ê;ÍPI (9.11)
Para facilitar o cálculo, faz-se a mudança de variável sç(a) = a + cv/}. Assim, enquanto z






IÍ 1/(") + 4 .f(m) + /(ó)l




''«' '« ~ ; '''«, *'''«' * '.',' - v(''«, * ''(v) * ..',) (913)
a qual é exala para polinâmios de grau n $ 2 (conforme visto na seção anterior) e, inesperadamente:
também para n $ 3. O erro associado à regra de Simpson é
a
i(ó «)'/m(e), (9.14)
Usando a mesma estratégia da regra composta uniforme do trapézio, podemos obter a regra










de onde, aplicando a regra de Simpson a cada um dos subintervalos, obtemos




O erro associ ado é
- iãÕ (z' a)h' .fm (O , (9.16)
Exemplo 9.5 (7aZcuZe a ntegraZ
Á- z2 + 3z dz
usando Q regra de Sl?mpson.
Solução: t/sarda a /órmula rP.-íS9, temos
6, 75 + 10] - 6, 8333
e o erro é nulo/. comparado com o vazar da ántegraZ de$nÍda r= 6, 8333). Mole gue, para a /unção
:m questão, f(4) :; 0 e, portanto, a apro=ãmação da integral pela regra de Simpson deve ser elütü.
iE necessária essa restrição devido à forma como a regra de Simpson foi defixlícla.
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Tabela 9.2: Aproximação para /l 7gf=
9.2.2 Método dos Coeficientes a Determinar
A equação (9.5) (fórmula de Newton-Goles) é um caso particular do método dos coe$cÍeníes a
determinar
Suponha, por exemplo, que n = 2 e la,bl = 10, tl. Nesse caso, os polinâmios de Lagrange,
escritos para os nós 0, { e 1, são
[o(') - 2(' - :1)(' 1), [: (z) , -2,(,-lP6











Os mesmos coeÊcientes .4i podem ser obtidos usando o método aqui descrito. Suponha que
Á: ,',''« ~ ".''', * «:.(;) * «,,':'
a qual deve ser excita para qualquer polinõmio de grau igual ou inferior a 2











1 :: ..4o + .4i + Á2
o que nos leva ao sistema de equações lineares








o qual tem a seguinte solução: .Ao â, .4: - {, .4,
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introdução üo Clálculo Numa«co Integraçlío Numérica
(JálcuZo de S(1). Para calcular a primeira aproa;Ímação, S(1), é preciso conhecer T(0) e
r J Gaze«z. d' r(o). « J -s.qüenZ.,«.«f. A Ó -- a = 4. -Logo
r(o) = 4 jl-;3- = 2, 4
róJ Cá/c«Z. de r(1). se J con«qü.nfeme«te n
zi = a + À = 3,
Logo, com
r(1) = lCID + h .f(z:)
.Assim,
s(i) = -!!(11:Í-l!-ÍD
2. Cálculo de S(2). co'no T(1) jú é conhecido, caZcuZa-se apenas T(2) c07n n = 2, h = ki? = 1.
zi :: a + h :: 2 e z3 :: a + 3h::4
r(2) Z-P+Et/(.0+.r ]k-l
UP * [; * ;]
1 , 683333
de foT"mcl que
$(2) = !Z-(?li:i!-(U = i, 62222a
g. Calca/o de S(3). como T(2) Já é conàecldo, caZcu/a-se T(3) c07n n = 4, h =





! bez + l!.li/(':) + .í(";) + .í(',) + /(',)ik-l
1 . 683333
2 *.,' [& *à *& * é]
1 , 628968
o'ü sqa
s(3) = =t!(11;Í!-(a = i, 6i084õ
9.2.5 Mludança do intervalo de integração
Algumas regras de integração são definidas em termos de uln intervalo de integração fixo por
exemplo, 1-- 1, tl . Caso se deseje utilizar ullla dessas regras para se resolver a integral (9.1), pode-se
proceder a uma mudança Z cear de variáveis
Suponha uma regra de integração nuJnérica dada por
d
/(t) dt ;:' )l: Á{.f(t{)
{-0
(9.20)
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Exemplo 9.6 t/se a y3rmuZa de S mpson para encontrar a área sob a curda y
«b o. t.ê. post«(0,2),(1,3) '(2,2)
(.;oma n = 1 e A = 1, calcula-se
.f(z) q«. p«
áre' s(/,h) - ; l.f(o)+4/(i)+/(2)l- lil2+i2+21 = -í




.nde o sóZád. é obtido p.Z« «taça. «grão soZ, a c«- 3/ R(«), « É " $ Z', '"' to-' 'Í' .:"
«. Us. . /ó,m«Z. de Simp.." p"' .p"-:m« o .oZ««.e do .Óxido de ««Z«çã., onde ' «{' R(")
da posição ao longo do eízo n é dado na tabela
Usando a regra de Sempsorz com n = 3 e h = 1, o valor apto amado da íntegra/ é calculado por
uoiume z ; l/(zo)' + 4(.f(zi)' +/(za)'+/("s)')+ 2(/(z2)' +/("4)') +/("c)'l
1; 1(6,2y +4«5,8)' +(4,6y +(7,6)') +2((4,0)' +(5, o):)+(8,2)'l
;l38,44+ 4(33,64+ 21, 16+ 57,76)+ 2(16,00+ 25, 00) + 67, 24]
668, 03
9.2.4 Regra de Simpson com exatidão crescente
Esta regra calcula uma aproximação por Simpson com uma combinação ]ínear de fórmulas dos
trapézios, {T(J)}. Para J 2 1, divide-se a intervalo la,bl em 2n = 2; subintervalos de igual
espaçamento h ;: Êi:ê e usa-se os pontos a = sco <.zi < . . . < n2. = b, a;k :; a + hÊ para k :=
0, 1, . . . , 2 n. A regra dos trapézios T(/, h) e T(/, 2 h) para espaçamentos A e 2 h, respectivamente,
obedece a relação
r(f, ü) llK/l1l + E/(«,*-o
' A-l
(9.17)
Definindo T(0) = {(/(a) + /(b)), então para qualquer inteil'o positivo J define se T(J) - T(.f, À)
e T(J -- 1) = T(/,ã h), o que permite escrever a fórmula acima colho
" \J } 'v}
r(;)- l!-Lli--D+hE:/(z,k-:) p"; J-1,2,.' k=l
(9.18)
Assim, a regra de Simpson S(J) = S(.f, h) para 2'r subintervalos é obtida de T(J) e de T(J -- l)
pela fórmula(J) - !!(=11à':;Efçg::-y para J ? 1(9.19)
Exemplo 9.8 t/se a regra de Sámpson com eratÍdão crescente para calcular aprozÍmações S(1),
S(2) e S(3) p««
Solução; JVeste caso, a = 1, b 5 e /(')
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a qual é exala para poliuâmios de grau igual ou inferior a ni. Considere, agora, que o intervalo de
integração desejado é la, ól; para usarmos a fórmula (9.20), devemos definir uma função À(t) que











.À' : (b) ='z









''«, ' ~HÊ ':. (H (9.22)




As regras de integração vistas nas seções anteriores são todas baseadas na determinação de
coeficientes .4i tal que a aproximação da função integrando .f é exala para polinõmios de grau
igual ou iníêrior a n.
No entanto. é possível escolher outros nós que levem a uma redução no volume de cálculo
necessário. Por exemplo, se Ai = c, VO $ { $ n, então a forma de Newton-Goles (9 5) pode ser
escrita como .bn
/(=) d' H ' )l: /("e)
{-0a
(9.23)
o que elimina n inultiplicações no processo de integração numérica
As íbrmas de quadratura de CheZ)ysàet/ são um exemplo da equação (9.23)l elas existem apenas
para n :; 0, 1, 2, 3, 4, 3, 6 e 8. Outras formas de quadratura existem, como, por exemplo, as de
#e7.77zete e as de Gauss.
A regra de integração de Gauss é expressa para o caso geral como
/(')««(') a" -' )l: .4:/(';:) (9 .24)
onde w é uma função positiva de ponderação. Assumindo que (g.241 é exala para qualquer função
polinomial de grau menor ou igual a n, isso nos leva a determinar os coeficientes .4i como
c' «'«,ü ;
-!i- d,
Carl l;\:iedrich Gauss (1777-1855) mostrou que é possível determinar-se esses coe6lcientes de tal
forma que a aproximação para / seja exala para polinõmios de grau igual ou inferior a 2n t l,
mas cam apenas n avaliações
As fórmulas de Gauss para a integração de / são exatas para polinõmios de grau menor
ou igual a 2n + 1, de forma que a determinação dos pontos zo,ai, . . . ,z. em que é necessana
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conhecer o valor de /(z) será função do grau do polinõmio interpolados e da fórmula específica a
ser considerada. Estas fórmulas são do tipo




Para construir a fórmula da quadratura gaussiana para n - l é necessário determinar wo, wi ,
zo e ai tais que
/(z) d- = mo /('o) + wi .f(zl)
b
seja exala para po]inõmios de grau menor ou igual a 3
Para simplificar os cálculos, detennina-se esta lóiinula considerando la, ól = j--l, 11. No caso
de um intervalo la,bl genérico efetua-se a mudança de variáveis: para t € 1 1, 11 corresponde
z C la, ól onde
a
(9.26)






onde F(t) = .f(z(t)).
Dizer que a fórmula é exala para polinâmios de grau menor ou igual a 3 equivale a dizer que
a fórmula é exala para










wo g(to) + w: g(Ü:) 2
wo g(to) + w: g(t:) uo to + l ti 0
2/3
0
««og(Ú.) +««: g(t:) +.«: t?
«,o g(t.) + ««: g(t:) wo tg + .«: t?
Desta forma, obtém-se o seguinte sistema não linear
uo to + wi tl
.«. fg + ««: t?







u/o ;= tíll := l
Assim, a fórmula gaussiana para n :: l é
:\ '':, « - , l-'gl *, I'fl (9.29)
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Integração Numérica
O mesmo procedimento pode ser usado para deter'ininal' a fórmula geral (9.25). Supondo que




se k é ímpar
se k é par
(9.30)
recorrer aos valores tal)dados cin vários livros cle referência
Tabela 9.3: Pesos e nós da quadratura Gaussáana, para n = 1,2, 3,4
O erro associado à quadratura Gaussiana é dado pela fórmula
.fPQ (0
(2n) !





zi),a < € < b (9 .31)
l
Z
pela seguinte fórmula, de recorrência,:
PO(=)
PI(z)
P ,«+i (3) --!-- {(2m+l)=Pn(z) -mPn--i(=)}, m- 1,2.m+l
:= ..;1::i.:l'.i::=.'=:= '!:==,1.=:=i;':.=.ii:i':l=,ii;: : :'':.« -,,,« .». ;:«.":-:-»*. ;"--"
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Algoritmo 912. i Qzzadruiurn Gai;lÜc;rla cle .{ ; Olzíos
ggç quadra(ura.gatzssíana.# rínput.
a;o +-- 0
zl ü- 0, 5384 6931 0105 683
z2 e- 0, 9061 7984 5938 664
uo +- 0, 5688 8888 8888 889
wi {-- 0, 4786 2867 0499 366
wz <-- 0, 2369 2688 5056 189
u *- «Ó a)zo + a + b)/2
S - «,af("Ü
/or € = 1, 2 de
u .--- ((b a)zi + a -F b)/2
u '- (-(b - a)zi + a + b)/2
S - S + .«:(/(u) + /(«))
enãfor
S -- qb abSJ'Z
a,b, f; outputSJ
endproc
Exemplo 9.9 0a/cale a iníegraZ
A
,2
z2 + 3z dz
l
usando a quadratura de Gauss, com n = 4
Solução: Usando o aZgorilmo g.2..í, temos
Á - 6, 833333335
e o erro é íguaZ a --2 x 10'o, comparado com o vazar da ntegraZ de$n da F: 6, 8333)
Exemplo 9.10 /nfegre /(t) É'+ l no {ntema/o (-- 1, 1) usando quadratura gaussíana para n 2
/
l
(t' + 1) dt
l
mo /(to) + wi .f(ti) + w2 /(t2)
Dü tabela 9. 3, sctbe-se que
to = 0, 77459667 wo = 0, 55555555
ti = 0,00000000 wi = 0, 88888888
É2 :: 0, 77459667 w2 ;: 0, 55555555
Lega,
0, 55555556((-0, 77459667)' + 1)
+ 0, 88888889((0, 00000000)' + 1)
+ 0, 55555556((0, 77459667)' + 1)
2,4
Sugestão: OalcuZe esta nÉegraZ com o método de Sãmpson e compare os resuZÉados
Exemplo 9.11 Use guadratzóra gaussiana c07n t7-ês pontos para apraz mar a integral
5 dz
lz
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Como o ã ztemaZo á / = j1,51, é preciso /fizer mudança de uarááueZ.
integral desejada como
Por isto, catcvtct-se a
dz
lz v jl:'"-*
com a mudançcb de variável
, - * (ç') -- ç - * (ç) -- y-' - « * :
dz g:F l.«o r'(t.) + «': r'(t: ) + .«, F(t,)j
!t.-! lo, 5s55ss56 ã-i]i!;-3 + o, 8ss8s8s9 5-i; :i] + o, s5s55556 }i;-:i:'SI
1 , 602694
onde to = --0, 77459667, ti 0, 00000000 e t2 ;: 0, 77459667
9.3 Integração de funções mal comportadas
Funções mal comportadas (ou mal condicionadas) são aquelas que possuem algum tipo de carac
tenística especial e que, portanto, requerem cuidados especiais quando se quer integra-lu
Exemplo 9.12 Calca/e a ntegraZ de
Solução:Como esta função tem uma sivtgutüridade, é preciso jazer uma mudança de variável que









Como o integrando agora é uma junção bem comportada, pode-se escolher um dos métodos




Solução:Colmo a integrando possui umü tangente vertical, a velocidade de integração fica muito
lenta. Se o método escolhido fosse trapézios, por exemplo, sericlm r ecessádas mais de 5Q0 subdivisões
do ánteruaZo de integração 10, 11 para gue se obtivesse quatro casas decimais repeeídas.
Neste caso, também é posseuel jazer a mudança de uaháue!,
seno = 'u e d z ::
2u du
'l .:ti4
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de maneira gue












9.4 Intervalos de integração infinitos
Quando um ou os dois limites de integração de uma função são oo, é necessário combinei o
processo de integração numérica cola uma manipulação algébrica adequada da função integrando.
ou, alternativamente, determinar uin valor' que aproxime a região abaixo da curva da função a
partir de um valor de z (ver l21).
Considere a integral




aproxima relativamente bem a função integrando em (9.32), como pode-se ver na figura 9.3. Nesse
caso, pode-se escrever
oo l
1. ;11-7a,--i-ó-'-i-.G -'-u. (9.33)
Uma alternativa seria substituirmos e-; em (9.32) por e ó, já que esse valor poderia ser
considerado não tão desprezível. Nesse caso, teríamos
/I' .-J.w '« - («,«M=n. - '«.'«'-JEh,) .. ... ,. '., ... '' ",
Note que, nesse caso, calcular a antiderivada de ,+...+,, é bastante complicado, e, algumas vezes,
a aproximação obtida com (9.33) é suficiente, como mostra o exemplo abaixo.
Exemplo 9.14 Seja b = 10 e7n ('g.32?,). Calculando a aproximação dessa entegraZ através de
rP.S39, obtemos o uaZor 0,095310180; utilizando r9.3.Í,), o t/azar obtido é .09531016670. Nome gue
o en'o reZatet;o entre ambas aprozimaçães é da ordem de 10 s, o que pode não Justa/tear o uso da
segunda apto ímação
9.5 Exercícios
Exercício 9.1 Calcule a ntegraZ de .f(z) = .,/ai:Í5 no interuaZo j1,91 com a .fónnuZa dos
trapézios considerando h = 1 e depois deZÍmite o e7'ra de truncamenüo para este caso




caIR unz erro de íruncarnent0 77}erzor do gue 10 4
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ut lizündo a fórmula de Si?npson para 8 subánteruaios e deliTnite o erro de tl"uncamento
Exercício 9.4 Encorzíre n e h [aZ gue o erro para a .fórmula de Sá7n.pson sqa menor do gue
5 x 10-9 quando se quer apto mar
Depois, faça o mesmo para a fórmula dos trcLpézios e compare os resultados.
Exercício 9.5 0aZcuZar uma aprorí7nação de
peia regra de S mpson com ezatidão crescente com no ?n Ramo 5 DIGNE.
Exercício 9.6 Usando quadratura de Gauss, ca/Guie;
n' dz com 4
Exercício 9.7 Usando quadratura de Gauss, calcule.
e'' dz com 2 post
Depois, calcule o "erro elaão" (diferença entre o valor clct integral calculada com as regras do
Cálculo e o valor obtido por qucLdrütura) e use este valor para estimar o número mínimo de pontos
necessários para calcular esta integral com a regra dos trapézios






Depois, encont e uma aprolãmação para o $eu valor.
Exercício 9.9 t/t Z ze a regra de Sámpson com ezatádâo crescente para caZcuZar
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Re5rÜ do Traí%5a çoniposía
2.5 b
.:J l : : ll ll lilli l:
.l-- :,fi. .:.iÜU,:=:=iJ .-l1: 1 1 ii :'iÍI l i! i l:i
''t"'"''''i'- - í '-'--j '-'' ''"""""'Ê---- --$"""";-- '"'-i
Í.. Í... ...i .[ .L j.....]..l li ii l;il B+en qp+++=ne-nln++n nnçnnn ppnp npl nanle nçn n Rpjnpw+p+-o naaJH... nln +nn+pnn+'!
Regra óa Trapézio Compara t.hHorme
.#í::lli lll! l;;i
g:=üu.-......=...«'.....-.j
n pe en++emlbunp e+P n+ nnBil e «o nnnopnpeepw+pp+»e»+lp....beepeeene!+eo ande To n i
Q 0.3 1 t:5 2 2.3 3
Figura 9.2: .4 regra do trapézio c07nposta. ra) subánleruaZos de qualquer ta7nanho, ('óJ subinteruaZos
de tamanhos {gzais.
,4.1,. de BorÉoZ{, a. aardoso, Àf.P.G. Fac/}in, R.D. da Cunha 176
3
Introdução ao CáLcuLo Numérico Integração Numédcü
Figura 9.3: Grc@co de ,+.-.+,* (--) e J;"' ;:lp ('>)
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Capítulo IO
Solução Numérica de Equações
Diferenciais Ordinárias
10.1 Introdu(-ão
Equações diferenciais aparecem com grande íreqüência em modelos que descrevem quantitati-
vamente íênâmenos em diversas irem, como por exemplo mecânica dos fluidos, fluxo de calor,
vibrações, reações químicas e nucleares, economia, biologia, etc. A motivação para a construção
dos primeiros computadores foi ocasionada, em grande parte, pela necessidade de serem calculadas
trajetórias balísticas de uma forma precisa e rápida. Hoje em dia, os computadores estão sendo
muito empregados na solução de equações relacionadas com os tbguetes balísticos, com a teoria
de satélites artificiais, com o estudo de redes elétricas, curvaturas de vigas, estabilidade de aviões,
teoria de vibrações e outras aplicações
Exemplo lO.l bons acre a equação
(101)
Es&. é «,a eg«ção dg"enc{«Z po'g« .n«i« a de,{«d« ê / = y(t). Ámen« . «,{á«Z
independente t «p««e do Z«d. de«{Éo d' 'g-çâo (lO.l). Po,t-to, «.. soZ«ção é « -tid«e«'Za
de 1 -- e-' . « «g«. de ãníeg«ção pod.m "' 'mp«g.d« p«a d'fe,mín« y(t).
3/(t) + .'' + ', (l0.2)
onde c é . constante de ánteg«ção. Tod« « /uniões em (l0.2) são .oZ«cães de (lO.l) p«g«
satisfazem cl condição ty' (t) = \ e t . Na verdade, elas formam umü fülntnia de curdas.i
Exemplo l0.2 Considere a temperatura 3/(t) de u7n abeto sob processo de rellfhamen&o. 4 ta a
de aiüüação de temperütKrü do corpo está relacionada com Q diferença de temperatu.rü entre Q sua
temperatura e a do meio que o cerca. Este fenõlneno pode ser expresso pela equação dãferenc a!
onde .4 é a temperatura do meio, 3/ é a te77zperatura do obleto no tempo t e k tí urna constante
posÍÍiua. O s naZ negar uo é necessár o para garant r que Íil será negar uo quando a temperatura
do corpo superar a temperatura do meio
iA variação do valor de c representa uin }novimento da curva solução para cima ou para baixo e é possível
encontrar uma determinada curva que pese pelos pontos desejados.
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Se a temperatura do objeto é conhecida no tempo t = Q, diz-se que esta é umü condição inicia!
e inclui-se esta informação na formulação do problema, que $ca:
:{ -Á) c.m y(0)
Pode-se zsür cb técnica de separação de uaràáueis para encontrar cc solução
y = Á+ (3/0 -4) e'*'
Para cada escolha de lyÜ a cuv'ucb solução será d fe ente, como mostrct ü $gura. Pode-se observar
que, à medida que o tel po passcb, a temperatura do objeto se apraz ma da temperatura. do )leio.
Se yo < A então o objeto está sen.do aqtlecÍdo, e não resjr cdo
Uma e(luação envolvendo villa relação entre uma função dacoilhecida e uma ou mais cie suas
derivadas é denoJnina.da equação di&l'eJlcial. Assim, uma equação cliíerencial ordinária (blue tel-n
apenas uma variável independente) cle ordem n tem a lbrma
3/(") -/(z,3/,y', " . . . ,g/0'-0).(l0.3)
Sua solução é uma função Ó(z) n vezes diferenciável em um ilxtervalo determinado e que satisfaz
(l0.3), isto é,
#(") = fq«, ó, õ' ,$ @(" u) (l0.4)
Exemplo l0.3
-T=- = z + 3/
Õa;2 ' aZ/2
Diz-se que Q ordem de zma equação diferencial é Q ordem da mais alta derivada que aparece





equação dgerencÍaZ ord nár a
eqzüção d#erenciat parcial
= y' :: :c -- y equação diferencial linear
3/" + (1 - 3/') ly' + ?y = 0 egu ção dde"';cear não Zínea,
Se, dada uma equação de ordem m, a /u7zção, assim c07no as smas derivadas a(á ordem m -- l
são especi/iradas em um 7nesmo ponto, então tem-se u7n probleilla de valor inicial -- PVI. Se, em
probleTnas enaiotuendo equações diferenciais ordináHas de ordeTn m Z 2, as m condições fornecidas
para busca da solução único, não são todas dadas e7n um mesmo p07zto, então tem-se um problema








Embora existam vária técnicas pata solucionar, de forma aproximada, algumas classes selecíonadas
de equações diferenciais, a grande maioria das equações encontradas na prática não podem ser
solucionadas analiticamente. Não existe, por exemplo, nenhuma "expressão íecllada" para a
solução de 3/' = z3 + 3/2 com y(0) = 0. Neste caso, os recursos disponíveis são os métodos
numéricos, que aproximam a solução desejada
Um procedimento numérico para calcular a solução de um dado PVI é um algoritmo para
calcular os valores aproximados 7y0,3/i,g2, . . . ,3/., . . . da solução y = @(t) em um conjunto de
pontos to < ti < t2 < - . . < tn . . ., conforme a figura lO.l
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Figura lO.1: ,4prozi7nação da solução em um PI//.
l0.2 Problema de Valor Inicial
Suponha o seguinte praz)Zela de valor in cear (PVI)
z' = /(t, z)
r(to) = zo (l0.5)
onde z é uma função de t, com r' = áz(t). A tullção / dá a "inclinação" de z no ponto t. Por
exemplo,
A partir da equação (l0.5), pretellde-se determinar z em um intervalo contendo o pombo inicial
to. Como asolução analítica do PVI (l0.6) é z(t) = sec(t+3), podemos ver que --r/2 < t+3 < a/2,
já que seca é indefinida para t - üK/2
Esse exemplo é 7nuíto paríácuiar, pois a sua solução mialítica nos permite calcular valores para
z. Tipicamente, no entanto, problema da íbrma (l0.5) não tem solução anaZútca, e métodos
numéricos devem ser utilizados para obter-se uma solução aprozímada, como nos exemplos a
seguir:
«( 1) (l0.6)
1. A equação y' := 2;2 + 3/2 não tem solução elementar
2 A equação 3/" ]: a(y')2 + bZ/ = 0, a qual desci-eve vibrações caiu amortecimento proporcioiaal
ao quadrado da velocidade, não pode ser solucionada de íbrina analítica;
3. Um problema de grande interesse laistórico a solução das equações diferenciais que governam
o IBovimento de três corpos sujeitos às suas próprias atrações gravitaciolaais também não
tem solução analítica
Em outras situações, é mais simples recorrer se a uma solução numérica de um problema desse
tipo, utilizando-a para obter valores de uma solução particular, como em
1. A equação 3/" = z3/, sujeita a uma transformação de variáveis, pode ser resolvida em termos
de funções de Bessel;
2. Uma tabela de integrais elípticas pode ser usada para resolver equações do tipo çb" - sençb
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l0.2.1 Existência da Solução
Cabe, agora, uma pergunta: será que todo e qualquer problema na forma (l0.5) apresenta solução?
A resposta é não e, mesmo assim, dependendo de celtas considerações feitas a respeito de /, a
solução, se existir, só será considerada na uáz nhança de to. Por exemplo, considere
a;/ :: l +z2
«(0)
(l0.7)
A inclinação em t = 0 é l (i.e. ='(0) = 1). Colmo a inclinação é positiva, podemos dizer que =(t)
está crescendo perto de t := 01 logo, tainl)ém l t a;2 cresce. C)ra, caído = e z' crescem, pala alguJI)
valor de t não haverá solução, qual seja, z(t) = +oo; no entanto, o problema (l0.7) alnesenta
como solução analítica z(t) = tan t
Vejamos então alguns teoremas que garantem a elesíêncía e a unicidade da solução (as piavas
dos mesmos podem ser veriãcadas em j101).
Teor.«; I0.2.1 Se/ á conZhu" em um «tânguZo R centrado em(to,=o), R -.{(t,'):.lt--to l $
a, l z -- zo l $ P}, e«tão o p«Z,Z.m« r10.5) t.«. u«.« «Z«ção z(t) p"' l t to l $ -nin('-,P/M),
.nde M é o «,á«á«.o de l .f(,, t) l n. «éáng«{. R.
[Feorema l0.2.2 Se / e ã; são contínuas no retânguZo R, então o problema rJC?.S,l tem urna
solução tínáca no ínterz,aZo IZ to l < lnin(a, #/-A4').
Teorema l0.2.3 Se .f é contúztza na t ra a $ t $ b, --oo < z < oo e saías/az a condição de
Lãpschitz em z,
/(t,a;l) -- /(t,=2 l É ZI zi zz
então o problema r]0.5) tem uma soZz&ção lín ca em la, ól
l0.2.2 Erros na solução numérica
Ao se aproximar numericamente a solução de uma equação diferencial através de um processo
de integração numérica uma série de erros surgem, os quais podem ser classificados como:
Erro de truncamento local (ETL): é o erro existente em uma iteração da integração numérica
ao substituirmos uin processo ínÕnÍto por uln #nióo;
Erro de arredondamento local (EAL): é causado pela pl'ecisão ânita do computador em uso;
Erro de truncamento global (ETG): é a acumulação dos ETL ao longo do processo de inte-
gração; porém, ele existiria mesmo que se utilizasse uma aritmética de precisão infinita, pois
é inerente ao método e independente do computador utilizado;
Erro de arredondamento global (EAG): é a acumulação de todos os EAL;
Erro total (ETT): é a soma dos ETG e EAG
A seguir, apresentar'emos alguns dos diferentes métodos numéricos para se obter uma aproxima
ccão para a solução de (l0.5)
I0.2.3 Método da Série de Taylor
Usualmente, um método numérico para a solução de uma equação diferencial produz un] conjunto
de «alteres; em nosso caso, para o problema (l0.5), teria:bos os par's (tO, zo), (tl , zl), = , (tml a'=)
Isso nos mostra que a solução numérica é sempre discreta; obviairlente, uma expressão analítica,
contínua,'pode ser obtida através da interpelação de uma "splille" ou outra função aos pontos
calculados (ver Capítulo 7).
A.L. de Bortoti, C. Cardoso. M.P.G. rachar, R.D. da Club.hct 181
Introdução ao Cálczio Numérica Solução NKméric de Equctções Diferencia s Ordinárias
Mais uma vez, consideremos o problema (l0.5); / é uma função de duas variáveis, e (to, zo)
um ponto único através do qual pensa a curva solução. Essa solução é uma função z(t) tal que
g:P-/([,"(t))vt, lt-tol«]
com z(tO) = zo-
O método da série de Tag/Zor consiste em obtermos uma expansão em z de /(z, t) , de acordo com
a série de Taylor, até um determinado número de termosl uma vez obtida a expansão, integramo-la
num intervalo lfo,tll e lzo, zil. Considere, então, o problema
cos t - seno + t2
3 (l0.8)
Escrevendo a série de Taylor para z, temos
,(t + A) - "(t) + h''(t) + 11'"(t) + Ç""'(t) + :l"'q(t) +




--seno z' cos z + 2t
cos t - z" cos z + (a;')2senz + 2




Obviamente, cada termo de ordem superior a 4 será cada vez mais extenso; no entanto, pode-se
observar que (lO.ll) é escrita em termos de (lO.lO) a qual, por sua vez, é escrita em termos de
j10.9) a qual é escrita, também, em termos de r', dada no problema.
Utilizando apenm os termos acima, dizemos que o método de Taylor correspondente é de
quarta ordem (de forma genérica, o método de Taylor de n-ésiina ordem inclui todos os termos até
!=z(")(t)). Os termos descartados (ordem superior a n) collstitueJn o ETL. Na série de Taylor, o
ETL é dado por
Br.L« - 7=;-mh"--:,("-'-D (t + ah),
O processo de integração consiste em se avaliar a série truncada de Taylor em diferentes pontos
It, z). Deve-se fixar o {ntemaZo de integração em t, i.e. to É t 5; ti, bem como o passo de integra
ção, h, tal que o número de iterações será !Lih. Daí, pode-se dizer que o ETG é, no mínimo, de
ordem O(h")
Pode-se aârmar que o método de Taylor é extremamente dependente do problema a ser
resolvido, pois é necessário escrever explicitamente as derivadas (parciais) de z(t). Dessa turina,
o algoritmo mostrado a seguir é apenas um modelo para o método de Taylor de quarta ordem, o
qual deve ser adaptado para cada pi'oblema específico
o < é? < l (lO.12)
2Note que ao diferenciar ternaos colho se?tz em relação a t, devemos ter !!!Çlli112, aplicando a regra da cadeia.
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Aigoritmo l0.2.1 A/díodo de rb3/Z07' de 4" O'rde7n
p"' ''y'o,-4(inP«t: t', to, t-, «o; o"tPut: .)
« - b#
É {- = to
z <-- a;o
/or Ê -- 0, 1 , . . . , ndg
% Inclua as derivadas de j(=,t) nas tinhas üt)ano
zl {"''
r2 'Ç'
. -- .+ A(,: + 41(': + #('. + #«.)))
t <.- t + A
en©ar
endp7'0c
Note que o algoritlno l0.2.1 avalia a expansão de Taylor utilizando uin esquema de multiplicação
aninhada, como nó método de Horner (vede Seção 3.5). Além disso, o erro de truncainento Zoc?Z
(i.e. a cada t) é da ordem-n de AS. Se usarmos, por exemplo, uin passo de integração h - 10'2,
esse erro será de 10'io a cada iteração em t; é possível, para Ê muito grande, que esses erros,
acumulados, contaminem o processo de illtegração numérica
l0.2.3.1 : Vantagens e desvantagens
O método de Taylor exige a existência de derivadas pmciais de / na região onde a curva solução
passa no plano t -- z. Veja que esta exigência não é necessária para a existência de solução. Além
disso, cada derivada parcial deve ser individualmente codificada
Como vantagens, o método é extremamente simples e, se for possível utilizar derivadas de
maior ordem, a precisão do método é potencialmente alta.
l0.2.4 Mlétodo de Euler
O método de Euler é uma simplificação do método de Taylor, e nada mais é do que um método
de Taylor de 1" ordem, i.e. '*+,, (t) + h/(t,z) (lO.13)
O método de Euler, o qual pode ser expresso através do algoritmo l0.2.2, é bastante utilizado, por
não exigir mais do que é expresso na definição de um problema do tipo (l0.5) , apesar de apresentar
um ETL de ordem O(h)
Cabe ressaltar que a primeira tentativa de resolução numérica de uma equação diferencial toi
feita por Euler, por volta de 1768 D.C.
A[goritmo [0.2.2 ]14étodo de BuZer
proa euZerrinpuí. h, to, ti, zo; outPu!
tt --to" ' ''ín
z <"'- zo
/or h -- 0, 1 , . . . , nd2
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A equação (lO.l,4) é do tipo diferencial linear de primeira ordem, sendo fácil ueri$car que Q
solução que cumpre a condição inicial (lO.15) é
« : óu - i1 ' - 4 '' a'''
Assim, com a /ár?nula de -Bzzier e um árzcre7nento A = 0, 1 é possúeJ determinar u7n vazar
aprozZm ado para a solução em t = 0, 2 do PVI acama.
/Veste caso, /(t,3/) = 1 t + 4ty. Pata usar a a.prozimaçâo de Ez'Zer, caicu.Za se à7zÍcáaZmente
.fo (0, 1)
g/o + /t /(0, 1)
1 + (0, 1) (5)
1, 5,
Na etapa seguinte
3/2 : + /, .f(ü: , 3/:)
1, 5 + (0, 1) /(0, 1 , 1, 5)
1, 5 + (0, 1) (6, 9)
2, 19,
Este resuZÉado pode ser c07nparado com o uaZor ea;aio de ç5(0,2) gue á @(0,2) = 2,5053299
Logo, o en'o é apto ámadamente 2, 51 2, 19 = 0,32. t/7n erro des a grandeza rem'o percen.fuaZ de
12%) não é normalmente aceitável.
Sugestão: Esperemente refazer seus cálculos con.liderando espaçamentos progressivamente menores
e obter't/e o que acontece
l0.2.5 Método de IEÍeum




/(t , 3/(t) )
Z/o
no intervalo [a, b]
Para obter o ponto (ói, 3/1), usa-se o teorema fundamental cto cálculo e integra-se 3/'(t) sobre
lto , t:l:
3/' (t) t = y(t:) - y(to) (lO.16)
onde a antiderivada de ?y'(t) é a função desejada, 3/(t). Quando a equação (lO.16) é resolvida para
3/(ti) o resultado é
to
3/(t:) = Z/(to) + /(t, ly(t)) dt. (lO.17)
Agora, usando itntegração numérica, pode-se aproximar a integral definida em (lO.17). A regra
dos trapézios com passo h ;: ti -- to fornece
3/(ti) H 3/(to) + ! IJ'(to,y(to)) +/(ti,3/(ti))l (lO.18)
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Note que esta fónnula ainda envolve o valor de y(ti), que não é conhecido. Por isto, usa-se a
fól'mula de Euler para estimar este valor. Substituindo o valor de yltl) calculado pela fórmula de
Euler na equação (lO.18), a fórmula resultante é cllamada de método de Xeum:
3/i = 3/0+ : l/(to,yo) + /(ti,3/o+ h.f(to,yn))l .(10-19)
Este processo é repetido, gelando uma seqüêncía de pontos (lue aproximam a solução y ' ç5(t)
A cada passo, o método de Euler é usado como um preditor e a regra dos trapézios, como uma
correção para que o valor final seja obtido.
A fórmula geral para o método de l:leum é então dada por
g/,, + h /(t,,, z/..)
u,. + { l.f(t«, z/«) + /(t«+:,p«+:)l
(l0.20)
3/vt+l (l0.21)
l0.2.5.1 Erro de truncamento para o método de H.eum
O erro de truncamento local para este método é da forma
1 .« 1 5; : :Í1l?( é" (t) (l0.22)
onde y = @(t) é a solução exala e o erro de truncainento global, ou seja, o erro aculbulado depois
de m passos, é da forma
E,. l É OhzL
onde O é uma constante. Portanto, quando o pêso /z é reduzido por um favor de {, pode-se
esperar que o erro de truncamento global seja reduzido por. um labor de ã.
Observação; A fórmula de Heum é um exemplo de um método em dois estágios: calcula se primeiro
y. + h f. pela fórmula de Euler e depois utiliza-se este resultado para calcular 3/«+i com a equação
(l0.21j. O aprimoralnento da equação (l0.21) ena relação à fórmula de Euler esta no lato ae que
o erro de truncamento local da equação (l0.21) é O(h3), ao passo que, para o método de Euler,
este é O(h'). Note que esta melhoria de precisão é conseguida com maior esforço computacional,
poiséprecisoestimar .f(t,3/) duasvezes afimdepmsardetn parar«+t. . .. : .,
Se /(t, 3/) depender exclusivamente de t e não de.3/, a resolução da.equação a::ereliual y
j'(t, 3/) se reduz à integração de /(t). Neste caso, o método de Heutn reduz-se a
z/«+: +ll l/(t«)+.f(t«t:)l,
que é a regra dos trapézios para integração numérica.




O primeiro passo é calcular pl cola o método de Enter:
P: = /. + /,/(t0,3/0)
0-1
- l + l :- -Õ--  0,5
Agora, utilizct-se efetiuamente ü fórmalcl de Heuln para catcutcLr tyt, que é uma aproximação para
a solução eln t = l
/. +3 l/(t0,3/.) + /(t:,p:)l
1 +: (-0,5 + 0,25) = 0,875
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Para arroz mar y(2), caZcuia-se p2 e Z/a
/l + /(t:,ly:)
o, 875 + 1 ir--ii!!ii(!i = o, 93rs
e
g/2 g/: + f l/(f:,z/:) + /(t,,p:)l
0,875+ ;(0,0625+0,53125) - 1, 171875
l0.2.6 Métodos de Runge-lÍutta
Os máfodos de Range B.afia são similares ao método da série de Tayloi, com a vantagem de não
necessitarem das derivadas de ordem superior a 1, Vejamos isso através do método de Rzónge-KuZía
de segunda ordem.
Escrevendo a série de Taylor para z(t + A), vem
,(t + h) - '(t) + h"'(t) +ç'"(t) + g'"'(t) + (l0.23)




ft -ç f,z' = ft -F f,j
f« -t f.:f -b Çft -+ f.f)f, ]- jtf,. -t f-f)
/
onde o subscrito indica derivação parcial em relação à.cluela variável. Daí, os primeiros três termos
de (l0.23) podem ser reescritos como
«(t + h) « + A/ + lix'(.í' + //,) + o(h;)
« + {h/ + li/,(/ + h/* + A.f/=) + o(h;) (l0.24)
onde = = z(t) e / = /(t,z). Podemos eliminar de (l0.24) os termos envolvendo as derivadas
parciais /e, /,, usando o$ primeiros termos da série de Taylor em duas variáveis,
/(t + h, z + h.f) j-t hft + hfj, -t 0W)
de onde (l0.24) pode ser reescrita como
z(t + h) - ' + lih/ + :lh./'(t + h, '; + /,/) + 0(h;)
e, descartando O(h;), escrevemos
z(t+A)+;(Fi+&), FI(t,':;), F2=h/(t+/t,z+&) li0.2s)
a qual é a fórmula para o método de Eunge--Kutta de segunda ordem, também chamado de método
de Heum.
De forma geral, temos
z(t + h) = a + :«:h.f + '-2h.f(t + a/}, z + #h.fl + 0(/};) (l0.26)
onde wi , w2, a e P são parâmetros a escolher
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Reescrevendo (l0.26) usando a série de Taylor em duas variáveis, teimas
z(t + h) = z +.«:h/+ -«2h(/ + ah/ + P/.//.)+ 0(h') (l0 27)






e, em (l0.25), temos wi = t"2 1/2, cv = /3 = 1
l0.2.6.1 Método modificado de Euler
O matado modlPcado de EuZer é obtido com ui ;: 0, w2 ;: l e a :: P :: 1/2,
,'**",-«'''*', '-"''',«', F2-«'(**;«,'*;«)
(l0.29)
l0.2.6.2 Método de Runge-Kutta de 4" Ordem
O método de Range-Kutta de 4' ordem pode ser escrito como
«(t) +à(r'- + 2B + 2& +&)
1« f (t , - )
«. (* *;«, ' *;')
"/ (* -'- i", « -'- i':,l







l0.2.6.3 Erros do método de Runge-Kutta
Mais uma vez, nos deparamos cola um ETL, o qual é da ordem de O(hs) para o.método de
Runge-Kutta de 4' ordem. Vejam que no primeiro passo, ulb valor alto.+ A) é calculados existe
também um valor z(tO + h), o qual é o valor ezato (e desconllecido),.tal que o erro e = z - z é
(JhS, para h « 1. 0 valor de O independe de /} mias depende de to e de z.
Para estimar OhS, assumimos que O não muda quando h é somado a to; chamemos de u o
valor da solução em to + h e de u o valor da solução em to + h + h. Temos, então,





e, subtraindo u de u, obtemos
(l0.31)
Com isso, é possível estimar o ETL, calculando se l u --.u 1 , e verificando se ele encontra-se al)aipo
de uma tolerância pré-especiÊcada (po)' exemplo, 10'S). Se na-o-estivera ente o passo h pode
ser reduzido (normalmente pela metade); cmo contrário? se o ETL .é muito menor do clue aquela
tolerância h pode ser aumentado (multiplicando o por dois, normalmente)
l0.2.6.4 Avaliação da Função versus Ordem do Método Runge-Kutta
A tabela 10.1 mostra que, ao se aumentar a ordem do método, o número de vezes que a função
deve ser avaliada cresce rapidamente. Essa é a principal razão pela qual não se utilizam métodos
de Runge-Kutta de ordem muito grande.
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Ordem 1 2 3 4 4 5 6 6
Avaliação 1 2 3 4 5 6 7 8




































Tabela l0.2: Coe$ceentes do método Range-/(alta-FehZóery
l0.2.6.5 Método Adaptativo deltunge-Kutta-Fehlberg
Em 1969, ]ühlberg propôs um método que permite ajustar o penso de integração num método de
Range-Kutta, de forma adaptativa. Esse método baseia-se na combinação do método de Runge-
Kutta de quarta ordem com cinco avaliações, com o método de Runge-Kutta de quinta ordem com
seis avaliações. A primeira vista, tal método - abreviado por Rl<F - é desvantajoso com relação ao
método clássicos porém, ele combina as constantes envolvidas nos dois métodos de Ruilge-l<utta
utilizados, de íbrma a obter duas fórmulas, de diferentes ordens, as quais envolvem valores de
/(t, z) avaliadas nos mesmos pontos
O método Rl<F é de quinta ordem e obtém duas aproximações diferentes para a solução, z(t+A)
e i(t + h), dadas por
z(t + A) (l0.32)
ã(t + h) «(t) + >1: z':H
{-1
(l0.33)
(l0.34)'' (* ..«,, *i':.rj)a á - 1,2, . - . ,6
onde os valores dos coe6cientes presentes nas equações (l0.32) (10.33) são dados na tabela l0.2
A equação(l0.32) é de quinta ordem e a equação(l0.33) é de quarta ordem. O ETL do ]nétodo
Rl<F é dado pela diferença entre ambas,
. h) - ã(t+h) (': Z'í)a
lZ
(l0.35)
e, portanto, e pode ser usado para se monitorar o comportanaento do algoritmo
O algoritmo adaptativo procura ajustar o valor do passo, h, sempre que o erro, e, tornar-se
maior do que uma tolerância á, pré-especiâcada. Procura-se, então, uma solução â no intervalo
to $ t $ tt, com â(Éo) = zo. O passo do ]nétodo pode ser alterado sempre que o erro exceder ao
ETL (CAS); nesse caso, devemos reduzir o passo (pela metade, por exemplo). Note que, sempre
que o passo íbr reduzido, deve-se descartar os últimos valores de t e z
Por outro lado, a escolha de h pode ter sido muito conservadora, i.e. o valor de A é pequeno
demais para aquele problemas nesse caso, podemos aumentar h, dobrando o, sempre que C'(2h)5 <
i, ou seja, Ch' < :Íh
O algoritmo l0.2.3 ilustra o método de Runge-l<utta-Fehlberg, incorporando o controle do
passo apresentado.
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Algoritmo l0.2.3 JI/éÉodo de Range-.R'afia-/'ehZbe7y
proc range.kuttü fehlbergfinput: h, ta
% Inicictiãza ai, ai -- bi, ci, di





uhile Ã; < n. d
a-«/ ('--':",«-- :
Z {--- 2
« .- « + XI'.: a:H
e - E::: (': b:)&
Z\ e-- ti -- t
gl l l!!w
h -- &












a:.4) , { - 1,2 6
]\métodos de passo múltiplo
C)s métodos da série de Taylor e de Runge-Kutta são chamados de métodos de passo símpZes, pois
apenas =(t) é utilizado para se obter z(t + h)
SuponhaiBos agora que, para um conjunto de nós to, ti, . . ., t,,, tenhamos calculado os valores
/(to,z), .f(ti,z), '. ., .f(t«,z). Note que o espaço:n'nto entre os nós não é necessariamente o





de onde podemos escrever
=(t«+l) E(t..) +- l j(t,=(t»dt
t,.
(l0.36)
Para aproximar a integral em (l0.36), usaremos
t'« +l
/(t, z(t))dt :' h(A/n + B.f«-i + 0.f.-2 + 0/. 3 (l0.37)
onde .fi = /(ti, n(ti)), e Á, B, O e D são coeficientes obtidos exigindo-se que (l0 37) sda exala
sempre que o integrando seja ujn polinõmio de grau menor ou igual a 3. Usando a base de Newton
t,.
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t(t + l)(t + 2)




.4Pi(0) -F BP{(-1) + 0P{( 2) + DPI( 3), { o, l,
o que nos leva a uin sistema cte cinco equações a cinco va.Fiáveis
-4P.,(0) + BPo(
.'lP: (0) + .BP: (
1) + 0Po(-2) + -0Po(-3)




-4P;(0) + .BP;( 1) + 0P3(-2) + DP3(-3) ./; p3 (t)dt













[(t + 1) dt
l
É(t + l)(t + 2) dt
0
0








Assim, podemos escrever (l0.37) como
-', *: í@,«t'»" ~ -L("f« 59.f«-l + 37/. 2 9.f«-3)
e, substituindo em (l0.36), temos
"«+: + á(ss.r- - 59/«-: +37/«-, 9À-;) (l0.39)
com t{ = tn + {h, 0 $ { $ n, a qual é conhecida como /ónnuZa de .4da7ns-Bas/z/orih de 4' orde7n
De form a a aumentar a exatidão da solução, a fórmula de Adains-Bashfortli é usada em conjunto
com outras fórmulas, de Inalar ordem. Por exemplo, se incluirmos o termo .f.+i na aproximação
,4.L. de Borloi{, C. Gardoõo, @.P.G. racham, R.D. da Cu7zha
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para a integral em (l0.36), e descartarmos o termo /l. 4 , podemos obter, de forma semelhante, a
fór?nuiü ãe Adams-Mloutton de 4' ordem
a;«+z = =« + :lt(9/«+i + 19/l, -- 5.f..l + /n-2) (l0.40)
Vda que a equação (l0.40) não pode ser usada para se obter r.+i a partir de z«, pois /n+i
é calculada em z«+l. Abas, se usarmos a fórmula de Adams Bashíorth (l0.39) para predizer um
valer ã«+i para zn+i, e usarmos (10.40) para corrzgá7- ã.+t (coJn /n+i = /(t.+i,ã«+l), obtemos
um algoritmo altamente eficaz, chamado de 'breuísor-corretor". Iniciahnente, é necessário obter
valores para zi) z2, z3 e =4 - usualmente através do método de Range-l<utta e, então, estimar
zn+l através de (l0.39), corrigindo essa estimativa com (l0.40).
Exemplo l0.8 onsídere o problema de valor {nÍcÍaZ
3/' = 1 --t+4y
g/(o)
Z)efermine um valor aprozáma.do da se/ração y(t) corri uln {nc7'ementa h = 0, 1 e7n t = 0, 4. Use as
fórmulas de quarta ordem de Adcuns-]3üshjorth, de Adalns-À4outton e de predição-correrão
Solução; Como dados iniciais, usa-se os valores iniciais lyi, g2 e 3/3 determinados com o auzz2€o
do método de Range-Kutta de quarta-ordem. Em seguida, calculam,do s ucbtores correspondentes
de J(t, y), obtém-se
g/o :: l
g/i = 1 , 6089333
3/2 = 2, 5050062
y3 = 3, 8294145
/i = 7, 3357332
/2 = 10, 820025
/;j = 16, 017658
]. Usando a /õrmuZa de .4darns--Base/orÍh, deter'mina-se que 3/4 = 5, 7836305
g?. .4 /órmuZa de .4dams-MouZton leva â equação
Z/4 :: 4, 9251275 + 0, 15 ?y4
de onde g4 :: 5, 7942676
3. Finalmente, usando o resultado da fórmula de Adams-Büshjorth como predátor, pode-se usar
a.fármuZa r/0.gOy como corredor. O uaZor do predÍóor, 3/4 = 5,7836305, Zela a /4 = 23, 734522
e, de acordo com a equação rí0.gq, o uaZor corrigido de g/4 é 5, 7926721
Considerando que o vazar da solução ea;ata no ponto t = 0,4 seja çb(0,4) = 5,7942260, o
método de Adams-Bashjorth, embora seja o mais sünples e rá,p do {j(í que envolve o uso de uma
única fórmula pl cita), é o menos preciso. O Hso da fórlnulü de Adnms-Moutlon coIRo correrão
aumenta o número de cálculos necessários, Iras 0 7xétodo continua a ser euptícito. Neste problema,
o erro no valor corrigido de ly4 (1/4 :: 5,7926721) á redzi.lido arroz mada7nente sete vezes em
relação ao en'o no valor do predãZor (?y4 :; 5, 7836305,). O método de .4dams-JI/oui(on sozinho
rb4 :: 5,7942676,) á o que /ornece o resuZÉado mais preciso, com erro 40 vezes menor que o
en'o associado ao método pred tor con'eíor. -D necessáho não esquecer, porém, que o m.é&odo de
Adams-Moutton é implícito, o qve significa que é preciso resolver uma equação em cada passo
Neste problemcl em questão, a equação é linear, de modo que ü solução não é difícil de encontrar.
Entretanto, em outros problemas esta parte do processo pode ser muito mais demorada
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l0.2.7.1 Convergência, Estabilidade e Consistê1lcia
Todo método de passo múltiplo pode ser descrito por uma equação do tipo
ahn« + aÊ-iz,.-i + + aoa;. Ê h(ók/n + bÊ-i/n.i + + bo/.-k) (l0.41)
onde zo, zi, ..., nü-i são obtidos por algum outro método, e(l0.41) é usada com n= k, k+ l
A equação (l0.41) é dita ser êmpZüíÉa se bt # 0, pois z« aparecerá em ambos os lados da
igualdade; caso contrário, o método é dito eipZüito
Um método de passo múltiplo definido por (l0.41) é dito ser conueryente se
jlq,';(A, t) - '(t) (l0 42)
com t fixo, e h livre, para todo t num intervalo to $ t $ t«, desde que os valores iniciais satisíaçain
a mesma equação e / satisfaça o teorema básico de existêiacia de solução (l0.2.1), i.e
ilq, «(h, to + "h) - «o, O$n<A (l0.43)
Para se analisar a esíabíZádade a bons stêncáa de um método de passo múltiplo, utilizamos
dois polinâmios, associados à equação (l0.41):
p(z) = a.kz* + aÊ :zh-: +
q(,) = z,«* + z,* :,;;-: + + bo (l0.44)
Então, as condições necessárias para a estabilidade e consistência podem ser escritas colho
Estabilidade: O método é dito escapei se todas as raízes de p estão contidas em um disco de raio
z l $ 1 e se cada raiz de módulo l é simples
Consistência: O método é dito consjsfenie se p(1) = 0 e p'(1) = q'(1)
O teorema a seguir estabelece que a convergência de um método de passo múltiplo depende
da estabilidade e da consistência.
:teorema l0.2.4 Um mcífoda de passo múrZipZo cora/orbe a equação rla.,Í/,) é conueryenfe se e
somente se ele á estável e consistente.
A prova pode ser consultada em j101
De posse desses resultados, podemos verificar se utn método é convergente
exemplo a seguir
como mostra o
Exemplo l0.9 0 método de M.iene,
«. - ,.-, - ,. ({'. *;'-: *4«-,) (l0.45)
é um método implícito, caracÉerezado por
P(;)
q(,) - {,' + }, + {
'«/« «üe' d' p(') 'ão +l e --l r.mb" .{mpZes;
método é estável e consistente, logo é convergente.
Co«',. P'(z) 2,, P'(1) e q(1)
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l0.2.7.2 Erros de truncaniento
Suponha que a equação (l0.41) foi utilizada para se calcular z,,, e que z.-i, =«-2, . . são ezatos,
i.e. n{ = z(t{) para { < n, onde 3;(t) é a solução da equação diferencial. Então, o ETL é cleElnido
como e = z(t«) -- z«. Este erro não é devido a erros de arredojldaniento Dias sim devido à
tbrmulação (l0.41)




assumindo, por simplicidade, É; :: n e É = 0. A operação Lz pode ser aplicada a qualquer função
z diferenciável. Representando z por uma expansão de Taylor ein t = 0, ,L pode ser expresso por
do«o + d:hr'(0) + d,h«"(0) + (l0 47)
onde os coeficientes di são obtidos rearranjando os termos h, ao substituirmos na equação (l0.46)







: = ZIL.({': - bi)
', - xl. ({«: - «:) (l0.48)
'.-=t. (}l«:-ü;':), j-:,'
De posse desses coeficientes, podemos estabelecer a ordem do erro de truncamento local




. . .Erz, é, P.d-to, d. «de«. O (A"'':)
«(t.) - z« =
l0.2.7.3 Erros de truncamento globais
Suponha que todos os cálculos foram efetuados com precisão in6ulita (sem erros de arredonda-
mento) , e que em t. temos calculado o valor de z« , o qual difere da solução excita z(t«). Note que
z. é diferente de z(t«) pois ele é obtido poi uma aproximação a unia série de Taylor
O ETG é definido como z(t«) -- a;«, e ele não é simplesmente a s07na de todos os erros locais.
Como na iteração usamos o valor z«-i para aproximar z«, e zn-z teJn um erro, então o processor
numérico está, na verdade, seguindo uma curva solução "errada" . O que acontece, então, quando
duas diferentes condições iniciais são utilizadas?
Consideremos o PVI
Í z' = /(t,z)
ll "(o)
com .f. = g "ntínu; e .f,(t, z) $ À 'm 0 $ t $ r, «, < ' < m.
(l0.49)
A.L. de Bortoli, C. Cürdoso, M.P.G. Füchin, R.D. dü Cunha 193
Introdução ao Clálcuto Numérico Solução Numériccu de Eqli.tições Diferenciais Ordinárias
A solução de (l0.49) é uma função em f, dependente do valor inicial s, e a denotamos então
como z(andodefi:limos ainda, u(t s' a z(t' s). Podemos obter uma equação diferencial para u
(l0.50)
a qual é chamada de equação uaríacÍona/. O exemplo a seguir ilustra como obter u
Exemplo 10.10 Determine u ezpZícitamerzte no Py7
Í a' -Z2
1. ,(o)
Solução: A dehuada de f em relação a = é f. :: 2=, logo Q equação uctriacional é
Í u' :: 2nu
1. «(o)




de «de u(f) = 1(1 - .t)''
Os teoremas que seguem permitem estabelecer a oidein do ETG
Teorema l0.2.6 Se .h $ À, então a soZação da equação uaráac orai satàs/az l u(t) l $ ex'
P««.: P« (lO. 50), «.«~
.nde Q(t) ? 0. Jnteg«ndo, «m
log l u l a(,-) d,-
e, como t ? 0, a integral na equação acama é maior ou igtzaZ a zero, conseqüen&emeníe, logl u l $
Àt. Como a /unção ezponencáaZ é crescente para t ? 0, l u l $ exe. o
Teorema l0.2.7 Se a equação r10.4P2 é resoZuída com uaZores íníczaís s e s+d, as curtas solução
em t dz/irem de, no mázÍmo, l ó jeÀt. '
Prolia: Usando o teorema do valor médio e o teorema l0.2.6,
=(t,s)-z(t,s+á)l- Êa;(t,s+0Ó) IÕl-l"(t)llõl$1áje*'o
:l'eorema l0.2.8 Se os en'os de truncan7}ento locais enzl ti, t2,
.nfã. o ETG em t« não ezc.de,á â(e"" -- l)(e*' l)':
Prouci; Sejam (íl, á2/ -. os EiTZs associados aos pontos ti, tz, . . J4o calcular a;2, /}auza
um en'o ói na condição inicial e, rezo !eorema /C?.2.7, o e/eito deste erro em t2 é de, no m(bdmo,
l át jeXh, ao qual é ac! cionado o .ETZ e7n t2. Logo, o .FTG nesse nó é de, no marina, l ái jeXh +á2,.
por analogia, em t3 teremos (l õi jeX'' + (i2)eÀh + l õ3 l e, então ' '
t. não e:acedem ó em mcLgnitude,
>ll: 1, óe je("'H" $ õ >: '""k-lk-o
Teo"ma I0.2.9 Se ' ET2) é de o''Z'«'' O (/t-+:), então o ETG é de o,dem O (h').
P--; N. t"«m. /0 2 8, «j. ó d. o,d.,« O (h"'":). C'o«',o e: - l á de «d.«. O(,) . nh
temos uma redução de uma unidade na ordem, usando Q fórmula no teorema ]0.2.8. o
t
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l0.2.8 Sistemas de Equações Diferenciais Ordinárias
Um sistema de equações diferenciais ordinárias é expresso como
Í «Í (t,,:,z:,
l "; (t,z:,'',
l -: - .f.(t,«:,«:,
onde n funções zi , z2, . . ., z., devem ser determinadas





Elas são funções da variável independente
r' :; z + 4g/ -- et
z' = z ]- g + 2et
(l0.52)
cuja solução geral é
Í z :: 2ae3t 2be-t -- 2et
\ g/ = ae3e + be-t + l et
onde a e b são constantes arbitrárias. Note que (l0.52) é um sistema Z cear ein z e 3/.
Uma das razões pala se utilizar um sistema (l0.51) é quando temos de resolver uma EDO
não-linear. Suponha
ytn] g/(" - :) )
({) - ábz/. Escrevendo




«l, (t, z:,z:, . . . ,z.)
Tal substituição de varia'leis é necessária em muitos casos, de forma a poder utilizar algum
;software" que não resolve uma EDO não-linear, porém oferece a solução de sistemas de iDOs
Vejamos alguns exemplos
Exemplo IO.ll Obter/za o sistema de -EI)Os com'espondente à equação
sen(t)3/"' + cos(t3/) + «-(t: + Z/") + (3/'): log t
Sotução= Introduzindo as uariáueis zl :: ly, zz :; y' e zs :: 'y", temos
zl. = z2
zb := z3
«l, t - ,8 - sen(t' + ,- - cos(t,:))(se«t) :
Exemplo lO.12 0onuer&a o s sfema de -EI)Os não-linear abaixo para um sistema de -EZ)Os /{ne
r («"y +t.' +l/'
1. y'y" - cos(,g) + sen(í''y)
Solução; introduz ndo as uar áue s zi ;; z, z2 :; z', zs :: 2y e z4 :; Z/", talhos
zâ = (zi sen(tz,z3) + cos(z:z:,))z;:
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Podemos representar de maneira compacta o sistema (l0.51) utilizando uma notação matricial.
Seja então X um vedor cujas componentes são nl, z2, . - -, a;n, os quais são funções de t e F o
vetar com componentes /i, .f2, . . ., .f.. Então, uin PVI para sistema de iDOs pode ser escritocomo
f x'
1. -X(Éo) = ü'o ' (l0.53)
l0.2.8.1 Método da Série de Tayloi-
O método da série de Taylor, visto na seção l0.2.3, pode ser utilizado nesse caso, devidainenEe
adaptado. Escreve se a expaJlsão ein série para cada variável
«:(t + h) - «:(t) + hzl(t) + Ü--l'(t) + 0(/,;)
e, escrevendo o sistema resultante eln forma matricial, vem
X(t + h) - X([) + hX'(t) + :-X"(t) + 0(A')
Note que as derivada ein (10-54) podem necessitar ser calculadas em uma determinada ordem
devido a dependência existentes entre as mesmas, no sistema considerado. ' --"''





zl = .ü(zo, zi, . . . , =.)
com zo = t.-- cuja equação diferencial correspondente é z. = 1. O sistema (l0.54) pode então ser
escrito na /Duna aut(inova
x'
onde X = (=o, zi , . . , z.)r. O exemplo a seguir ilustra essa técnica.
Exemplo lO.13 Escreva o s stema
Í (s','t)3/"' + cos(ty) + se»(t' + y") + (g/')'
J z/(2) = 7




Solução; -Escrez/e7zclo =  = t, zl := Z/, z2 :: 3/ e z3 :: 3/ / l/ern
J zl :: z2
l zb -: z3
l «â =(1'g,o ,g s«(«g+'3) -- cos(,o,:))(se-o)':
com condição inicia/ Xo = (2, 7, 3, -4)r
l0.2.8.2 Método de Runge-Klutta
Se um sistema de iDOs em uin PVI encontra-se na forma autónoma (l0.55),
Kutba de quarta ordelb pode ser escrito como
o método de Runge
x(t + h)
a
x(t) + ê(pl + 2F2 + 2í:' + F4)
hF'(X)
«, (* *;, )
«, (* *é*)
ür'(x + n )
(l0.56)
B
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De forma similar, podemos obter variações dos métodos de Rulage-l<utta-Fehlberg e cle passo
múltiplo para um sistema de iDOs na forma autónoma.
l0.2.9 Solução via decomposição em autovalores e autovetores
Seja um sistema de equações diferenciais ordinárias lineares com coeficientes constantes, expresso
na íórma autónoma:
zÍ ;: aii=i + ai2z2 -t-






Se procuramos obter um vetar solução X e tonlaltos como tal um vedor na forma X(t) : e''ti,
com À C ]R e u um vetar constante, e substituímos em (l0.58), obtemos
X' - HX
Xex'u = eÀ'..'lu (l0.59)
e, se
for satisfeita, então a função vetorial ex*u é solução de (l0.58). Agora, para qual À essa igualdade
é satisfeita? Os teoremas a seguir qualificam esse escalar e o vedor u-
Teorema I0.2.10 Se À é um .utouaZor de ..4 e u o autoueÉor cora'esporzdente, então X(t) = e*'u
á solução de X' = .AX
l.eorema l0.2.11 Se .Anxn tem um conjunto de autouetores ui , u2, . . ., u,l Zínearn71ente independentes,
com .4ui:: Xíu{, então o espaço solução da equação X' :; ,4X [em uma base z{ = e'\:'oi, para
Se .4 tem a propriedade expressa no teorema l0.2.11, então existe uma matriz nã.o-singular y














Agora, a resolução da equação (l0.58) pode ser butante simpliâcada se fizermos a boca de
variáveis X - yy. Como V é não-singular, podemos escrever
y/ - y--tX' V-i.4X - V'-i.4T/y = Ay
a qual é uma equação muito mais simples de se resolver, dada a forma de A. As equações em
y/':; 'Ay são ditas desacopZadas e podem ser resolvidas separadamente, como mostra o exemplo
a seguir.
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Solução Os aufouaZores de .4 são Ài :: 1, À2 :; 0 e À=3 :
'ã.u: 0)r, u2(0,1,0)' eu, =(1,Ó,:2)r. .Logo,




Se y = (3/i, g/2, 3/3)r, então y' - Ay
«-ri : .;] -«-:««
üe onde podemos escrever:
y{ - ":
z/á ' -": :''m - t'':xw - l '3 l
cuja solução é
g/i = 8e',
Como X = yy, a solução é, por .#m,
g2 :; 7, 3/;i :: --3e't
zl 8et 3e't, r2 ;= 7. z3 :: 6e
l0.2.9.1 O expoente de uma matriz
A solução da equação (l0.58) pode ser expressa através da íbrlna eA a qual é definida como
." - ' * ' *á«' * }"; *
e, para t c ]R, então t.4 = .4É, de Ollde
(l0.63)
eAt Ê:«' (l0.64)
e, diferenciando em relação a t, temos
(l0.65)
Assim, a solução do problema (l0.5) é
X(t) = e''l'X(0) (l0.66)
0.62)a mtãri' .4 tor diagonalizável. (l.e., escrita j::oco:n y e A definidos conforme (l0.60) e
'*p»-"l '
x - }''l'' - I' (."'b' :-x(o)) (l0.67)
e'x«'
Em caso contrário, uma análise através da íbrina de Jordan da matriz Á deve ser realizada.
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l0.2.10 Equações rígidas
A rigidez em um sistema de equações diferenciais refere-se a alma grande disparidade nas escala
de tempo dos componentes clo vedor solução. Como conseqüência, métodos numéricos que são
satisfatórios para outros sistemas, ilornlalmente falham ein sistemas rígidosl isto acontece quando
a estabilidade no processo numérico ocorre apenas quando passos de integração muito pequenos
podem ser empregados. Tais sistemas surgem em diíêrentes áreas de aplicação:
Controle de naves espaciais: a trajetória de võo para re-entrada na atmosíêra deve ser suave.
mas rápidas correções devem ser feitas caso ocorrer qualquer desvio;
Monitoração de processos químicos: quaisquer mudanças de natureza física e química podem
ter uma grande variação nas mcalas de teilapo envolvidasl
Circuitos eletrõlaicos
um todo.
transientes da ordem de microssegundos ão impostos ao circuito como
Como exemplo, vejamos o comportamento do método de Euler (lO.13) para o problema
z' = ,Xz
z(0) (l0.68)
o qual pode ser escrito, nesse caso, como
"«+: + h,x«« zo l (l0.69)
Então, na n-ésima iteração,
«« (lO . 70 )
idas a solução de (l0.68) é
,(t) = .
a qual tende a zero, se À < 0, quando t tende a infinito. Ora, a equação (l0.70) só tende a zero
se e somente se 1 1 + àÀ 1 < 1. Somos, então, obrigados a escolher h tal que 1 + hÀ > 1; como
À < 0, temos que h < -2/À
Por exemplo, se À :: 20, h < 0, 1 , apesar da solução que queremos obter ser praticamente
plana (e quase zero) imediatamente após t = 0, quando z = 1 (note que z(t) = e'"' $ 2, 1 x
10-S it 2 1). O método de Euler, então, procederá com pensos pequenos, quando o problema
indica que passos grandes devem ser tomados isso é um aspecto que caracteriza a rigidez do
problema. A função e-20e é dita transiente porque seu efeito físico é de pouca duração (pois decai
rapidamente para zero). Desejamos então um procedimento numérico que permita acompanhar
funções transientes com passos pequenos até que o efeito transiente sqa desprezível, quando então
passos grandes podem ser tomados
Já o método {mpZúáto de BuZer, deânido por
z« + h.f(t«+i,z«+i), n 2 0 (l0.71)
apresentará, para esse problema, uma restrição que é satisfeita para quaisquer valores de A > 0
Para o problema em questão, o método implícito é escrito como
n«+i = z + ÀÀz.+i, zo = l
ou
«.+: = (1 h,\)':.«
de onde, na n-ésima iteração,
.,.
1 -- hÀI'i < 1, o que é verdadeiro para qualquer valore, para À < 0, é necessário satisfazer
positivo de A
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l0.3 Problemas de Valor de Fronteira
Um problema de uaZor de /ronceira (PVF) caracteriza-se pela especiâcação de valores para a função
z(ú)nosextremosdointervalodeintegraçãoemt, ' ' ' '"''''-'-"'
Í '" = /(t,z, ,') .
l. «(.)
',..*..'"B::'HT IS l i E :TH HRTB
se aplica, como pode-se ver no exemplo a seguir
Exemplo IO.15 Considere o PVF
z(0) = 3, z(vr) = 7 (l0.73)
czzla solução á z(t) = .4sent + -B cos t. Usando essa expressão e água/ando aos uaZores especiHcados
parti z, ue77}
r 3 (0) en0+ Bcos0
l 7 (x) ,4se-« + Bco;z
" que é umcl contradição e, Logo, o PVF (lO.'T3) não tem solução, apesar de j ser umcl função
's tzaue "
O teorema a seguir, por Keller (1968), fala da existência de solução de um PVF escrito numa
forma bastante particular.
Teorema l0.3.1 0 proa/ema de bazar de /ronteera
,Í «"
l .(o)
tem solução tínáca se gÉ é continua, não-negaZÍua, e limitada na fira 0 $ t $ 1, oo < z < o>o
Considere então o exemplo a seguir:
Exemplo IO.16 0 PVF
r z" + sen(3z))e'
1. z(0)
t'm "l"çã' 'í"ica, p.i g = (5 + 3co;(3«))e', ' g-Z é co«fh" em 0 $ t $ 1, -.« < . <m
.41ém disso, é limitada por 8e e não assume valores negatÍt'os, pois 3 cas(3=) ? .3
O teorema l0.3.1 apresenta o PVF em uma forma butante particular. A fim de podermos
utiliza.lo para problemas mais gerais, é necessário fazer uma troca de variáveis. Considere, então,
r «" (t, z)
\ ,(«) :: bl ;(ó) - p (i0 74)
com z = z(t)- Escrevendo t = a + (b -- a)s, reduzimos (l0.74) à forma requerida pelo teorema
l0.3.1 (note que s = 0 corresponde a t = a e s = 1 a t = b). Escrevendo, agora, '
y(.) + À.)
com À = b -- a, obtemos
y'
3//'
À,' (« + À.)
À',"(« + À.)
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e Z/(0) «(«) y(1) z(b) = P. Então, se z é solução de (l0.74), y é solução de
y"(.)
g/(o) :
; .X:/(a + À., y(s))
a, g/(1)
(l0.75)
e, se 3/ é solução de (l0.75),
,w - «( i-
é solução de (l0.74), conforme o teorema a seguir.
Teorema l0.3.2 Considere as seguintes P}/F.
-" (t,-)
«(«) «(b) P (1076)
(l0.77)
r 3/" (t, 3/)
1. Z/(0) = a, Z/(1)
.nde g(p, q) = (b -- «)'/(' + (b «)p, q). Enfã., « 3/ é soZ«çã. de r10.7V9,
«'*, - ,(H)
é solução de (lO.'T6); e, se = é se\ração de (lO.'T6), e:«Lão
3/(. + (b «)É)





«"({) ," (=) rh - ,(=,«(H)





A seguir, veremos alguns dos métodos disponíveis pa!'a resolver ui]] PVF
l0.3.1 Mlétodo do disparo
Considere o problema (10-72). Uma maneira de resolvê-lo é através da resolução do problema
(relacionado) de valor inicial
f ," (t,,,.')
l z(a) = cv, z'(a) = .z
e integrar a equação no intervalo a $ t $ b, a íiin de obter uma solução aproximada, na esperança
de que c(b) = P. Se tal não ocorrer, a estimativa para z'(a) pode ser modificada, e o processo de
integração repetido novamente
(l0 78)
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A solução de (l0.78) é z,, onde o subscrito em z indica a derivada. A idéia, aqui, é relacionar
z tal que sç, (b) = P. Escrevendo
#(,) = 3,(b) - P (l0.79)
podemos reduzir o problema de resolver (l0.72) a encontrar a raiz da função nã.o-liner çó(z), para
o qual métodos como o da bissecção, secante e de Newton (vede Capítulo 2) podem ser utilizados
Note, no entanto, que a função q5 é custosa de se avaliar, pois envolve a solução de um PVll Por
isso, deve-se procurar minimizar seu impacto no método como uln todo, por exemplo, utilizando
passos de integração pequenos apenas quando çb(z) é próximo de zero
Para problemas lineares, o método da secante obtém a solução excita em uma única iteração
Se o PVF tiver a forma
z" (t) + «(t)n + «(t),'
.(.) z(ü) (l0.80)
com u, u e u íuncões contínuas ein a $ a $ b. Suponha que (l0.80) íoi resolvida para duas
condições iniciais diferentes. obtendo soluções zi e z2,
r .: (.) - «, .í («) - ,:
L .,(') - «, .i(.) - ,,
Combinando linearmente ni e z2 , temos
(l0.81)
y(t) = À.: (t) + (l - À),: (t) (l0.82)
com À um parâmetro. Note que 3/(a) = a, satisfazendo uma das condições de (l0.81) (independente
do valor de À). Para a outra condição, selecionainos À tal que Z/(b) = P, i.e
P À«: (b) + (l À)z: (b)
À - i%íg:il;h o' ")
Assim, podemos obter ambas as soluções ao mesmo tempo, resolvendo dois PVI simultaneamelate
\ .(')
f$.-,«' )
= cv, z'(a) = 0
f z" (t,«,,')
\ «(') - «, ':(') l
onde /(t, z, z') = u(t) + u(t)z + w(t)z', cujas soluções são ri e z2, respectivamente. Procedemos
então à íbrmulação de uin sistema de Edis na forma autónoma,
zo = l
:! : ;:,., :, .:,
,â = /(zo, =:, .4)
(l0.84)
e, para resolverinos (l0,80), executamos os seguintes pensos
1. Resolver (l0.84), com os valores discretos de 31(t{) e z2(t{) para a $ to $ tí $ t. = b, os
quais devem ser armazenados em vetoresl
2. Calcular o valor de À por (l0.83)
3. Calcular 3/(ti) por (l0.82), para cada ti
O teorema a seguir enuncia a solução do PVF linear
Teorema l0.3.3 Se o PVF Zznear óem solução, então =: é uma solução, ou zl(b)
3/ é uma solução
,: (b) # o .
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l0.3.2 Mlétodo de Newton
O método de Newton (vede seção 2.4) pode $er usado para resolver o PVF não-linear. Seja z, a
solução do problema
f .; n,,zl.)
1. z,(a) = '«, zl,(') = ,
e z é tal que Ó(z) = zz(b) -- P = 0. Relembrando, a equação governante do método de Newtoi}




A derivada @' é determinada diferenciando ])arciallnente com despeito a z as funções componentes
e:n (l0.85):
Zn+l -: Z7t - (l0.86)
9 - gg +ãB + :g%'
é«,(«)
(l0.87)
Introduzindo a variável u :: ÉIÍ? e simplificando, vem
f «"(t, n.\";)y +/";(t, ';,'l;)"'(i0.8S)
l utaJ = u, o (a) = l
a qual é denominada de prime ra equação uahacionaZ. A equação (l0.88) pode ser resolvida, a
cada iteração, juntamente com a equação (l0.85). Ao final, u(b) será obtida, i.e
«(t') - e3P - ç5'(,)
I0.3.3 Mlétodo da colocação
O método da coZocaçâo é aplicável a muitos problemas. Supollha que é dado um operador ]iiaear
Z: (integral ou diferencial) e desejamos resolver a equação
Z:u - «, (l0.89)
com to conhecido. Procuramos, então, resolvê la selecionando um conjunto de vetores V' = {ui,
u2, . . ., u,.} e, combinando-os linearmente, obter a solução u, na forma
u = c:"i + ',"2 + . . . + q.«,, (l0.90)
Como r é um operador linear, podemos escrever
logo,
(l0.91)
De !orma geral, usualmente não podemos resolver (l0.91) e obter os coeficientes ci; porém,
podemos exigir que os dois termos em (l0.91) sejam idênticos em determinados pontos' No matado
da colocação, os velares u, w e uj são funções no mesmo domínio, e temos
}l: cj(E«j)(t:) - '"(t:), (l0.92)
o qual reduz-se a uin sistema de n equações lineares. As funções uj e os pontos t{ devem ser
escolhidos tal que a matriz cujas entradas são (ruj)(ti) seja não-síttguZar
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Podemos usar diferentes ílinções para calcular os vetores uj , porém as chamadas "B-splines"
são bastante adequadas. Suponha um problema na forma
u" + pu' + qu = u
«(«) u(b) (l0.93)
onde Z:u = u" + pu' + qu. Como necessitamos de funções com u prin)eira e segunda derivadas
contínuas, vamos considerar aqui as "B-splines" -Bf cúbicas, apesar de nada impedir que se usem
aquelas de grau h maior. Assumimos, também, que os nós t{ da "B-spline" são igualmente
espaçados: ti+i ti = h, e os nós serão os pontos de colocação.
Sqa n o número de funções a serem usadas e, portanto, o número de coeâcientes a sel'ein
determinados; logo, necessitamos de n condições para deberminá-los. O problema (l0.93) apresenta
duas condições de fronteira, as quais devem satisfazer
>: 'j(Z:«j)(') = a,
Para m demais n -- 2 condições, temos
(l0.94)
cj (r«, ) (t: )E «,(t{), l $ á .g ,' (l0 95)
e podemos, então, definir
h..
h . =--=
n -- 3 (l0.96)
(l0.97)t: = « + (i - l)h,
Os nós ti pertencentes ao intervalo la, ól são
á - 0, ÉI, Ü2
a :: ti < t2 < .. . < É,, 3 < t7t 2 :: b
os quais são os pontos de colocação. Para definirmos as "B spJines" B?, necessitamos de alguns
pontos fora do intervalo la, ól os quais, por (l0.97), encontram se dispostos assim:
ç' l bvt-2 't-3<t-2<t-l<tO< 1: <t2<t3<...<tn-4<tn--3< t <tn.-2<tn-2<tn-l<tn<trl+l
Ora, as "B-splines" cúl)icas tem a forma segundo a figura l0.2, e estamos interessados naquelas
Figura l0.2: J%r?na das "B-spZines cdb cas
que não são identicamente nulas no intervalo la, bl, as quais são as "B-splínes" Bll2, B3 l B8 1?
Zi'.3. Assim, podemos escrever
uj = Bj.3, l $J $ n
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Como utilizamos espaçamento igual entre os }lós, podemos cleâni-ias através de uma única
formulação, B'(t), dada por
B:(t)
-2 < t < -l





a qual tem a forma
Figura l0.3: "B-spZáne" clíZ){ca
(i + s(i - t) +3(i ty 3(i
raJ (t + 2);)/6
t):)/6, rd) ((2
róJ (i + s(t + i) + 3(t + iy
t):)/6
3(t + 1):')/6, rcJ
O exemplo a seguir mostra coiro obter os nós
Exemplo lO.17 Suponha que desejamos obter m pontos de colocação, com m = 4. Como dois
pontos entras são dados pelas condições de fronteira, teremos quatro pontos inteT'nos e, como cada
"B-spZine" ctíbica necess [a de cinco pontos, teremos de obter dois pontos a mais em cada extremo
do íntemaZo la,bl. (Jorro m = 6, teremos n = 8 pontos, de onde h = 1/5 e os nós serão;
T'''::Í''''''ã Í 2 3 4 5 6 7 8
L: -'tls -'tls b 'tls 'zls alrü 4ls \ sls 'lb
Derivação numérica
Um problema num domínio contínua pode ser discretizado de forma que as variáveis dependentes
sejam consideradas existentes apenas para pontos discretos. Desta maneira, as derivadas são
aproximadas por diferenças. O método de diferenças finitas é baseado em algumas propriedades
da série de Taylor e em aplicações diretas da definição de derivadas. Ele é o mais antigo dos
métodos aplicados na obtenção de soluções numéricas de equações diferenciais. A idéia deste
método de aproximação é bastante simples.
Como exemplo, toma-se a derivada de uma função /(r) no ponto z, que é definida por
/'(,) !i«l {(!:J.-i1l-:.:/i(Ü .( i0 99)
Se h é suficientemente pequeno, a expressão da lado direito é uma aproximação para o valor
excito de /'(z). Esta aproximação pode ser melhorada com a redução de h. Entretanto, para
qualquer velar finito de h, um erro, que tende a zero para h tendendo a zero, é introduzido. Este
e o chamado en'o de truncamento. A potência de /t com a qual ele tende a zero é chamada de
ordem da aprolemação a dVerenças e pode ser obtida através de uin desenvolvimento ein série de
Taylor de /(z + h) em torno do ponto z. Desenvolvendo .f(z + /z), obtém-se
/(' + A) - .f(a) + h/'(') + %-/"(") +. - -(10-100)
l0.3.4
2
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e portanto,
.f(' + hl- f(") . /'(,) +; /"(-) + (lO.101)
Diz-se que essa aproximação para /'(z) é de primeira ordelll em À e escreve-se
/'(') - /(!:i--Z2.:-Í(Ü+ o(/,) , (lO 102)
indicando que o erro de truncamento é de O(h), isto é, tende a zero quando h tende a zero.
Para entender como estas fórmulas são aplicadas na aproximação das derivada colasidera-se
uma discretização do eixo z. O domínio contílauo é substituído por unl conjunto discreto de n + l
pontos z{, { :; 0, 1 , . . . , n, com espaçamento constante e igual a h entre os pontos, coníbrme repõe
tentação lla âgura l0.4. Denota se por /Í os valores da função /(=) nos pontos r! = áh (ou seja,
/i é ig«al a .f(z:))
i l { {+l
rh z z+/&
Figura l0.4: Representação esguemáí ca dos pontos no eito das abscãssas
As seguintes aproximações em diferenças finitas podem ser definidas para a primeira derivada
no ponto = = zi, /'(=)Í




A primeira fórmula é denominada dgerença ascendente e a segunda, dgerença descendente.
Ambas são aproximações de priineíra ordem para /'(z){. Outras fórmulas, com diferentes ordens
de aproximação, podem ser obtidas. A mais comum é a de segunda ordem. obtida conforme
descrição abaixo
Fazendo duas expansões diferentes em série de Taylor para a primeira derivada,




.f(" - A) =/(') - h/a(,) + !-/"(z) +
2
(lO.106)
e subtraindo(lO.106) de(lO.105), obtém-se
/,(') -/(' + /') -/(' - h)+ o(h:), (lO.107)
que é uma aproximação de segunda ordem pai'a .f'(z). Na notação de diíerençm finitas, esta
expressão üca
/; - óJ:i:lt&:l + o@q, (lO.108)
cuja ordem de precisão é maior do que em (lO.103) e (lO.104)
Uma ilustração gráfica para os três tipos de aproximações para a derivada de primeira ordem.
dados por(lO.103),(10.104) e(lO.108), é fornecida pela figura(l0.5).
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Figura l0.5: Ilustração gráfica para as derivadas de primeira ordem l81
Ainda, para exemplificar outras Hrmulas de diferenças finitas, são apresentadas as aproxima-
ções centrais de segunda ordem para as derivadas abaixo:
:G:E: - 2 /: + /:-. + o(h'),




Na verdade, fórmulas em diferenças para a aproximação de derivada podem ser construídas
com um número arbitrário de pontos adjacentes. Na prática, em qualquer esquema numérico, é
preciso fazer o balanço entre a ordem de precisão e o número de pontos simultaneamente envolvidos
nos cálculos
Exemplo IO.18 .4 partir dos valores abaízo,
descendentes e centrais.
z 1 1,2 1 1,3
.f(z) l 1,5095 l 1,6984
c«Zc«Z« /'(1, 4) «.«d. d#e«nç« a"'nd"''",
í,4 l i,s l 1,6
i,9043 l 2,1293 t 2, 3756
!. D ferenças ascendentes
.f'(1,4) - :l-(!=Ç- .f(l, q . 2 2500
2. D#erençüs descendentes.
.f'(1,4) - !t(!-,4) -- /(1,3) . 2,059
3. Diferenças centrais
/'(i,4) - :t(!' s) - .f(1,3) . 2,i54s
Exemp[o [O.]-9 Seja /(z) = cosa. GaZcuZe aproli7nações para /"(0,8) com h.- 0, 1: /z,= 0,01
h = 0, 001 . UÍáZlze 9 casas decá7naís e7n seus cálculos. l)epoís, c07npaT'e com o uaZor real / (0, 8) :
-- cos 0, 8 .
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l0.3.5 Solução por diferenças-finitas
Considere novamente o problema (l0.72). Podemos resolvê-lo se siibstit.uil mos as clerivad ]s nor
aproximações ein diíêrenças-finitas, confoi'me visto anteriormente. "-- -- - wv
Para tanto, particionamos o intervalo ja, õl nos pontos tí,
a :: to < fi < . . - < t. < t,.+l :: b
espaçados igualmente entre si, i.e
ti=a+Íh, h=#B{, O$Í$n+-l
Denotando o valor aproximado z(ti) por 3/{, podemos reescrever o problema (l0.72) na /arma
, (*:, «:, "-#'-) , : . : . « (lO.112)
(lO elas derivadas y' e 3/" são aproximadas por aproximações ce7ttrais, coníbrme as equações
ser vis form exeral lo problema (lO.112) reduz-se a uin siste7na nâo-linear de equações, como pode
Exemplo 10 20 Supor/za /(t,z,z') - z' + 2z'. Usando rlí?.J/PJ, para n = 2, temos.
Í ?gola
l ::g:l: :i lzl:ií1411l g/3 'P
, l)rocedendo às substituições posseueis, chegamos ua seguinte sisa,ema xão- linear de equações.
l J l v.




- (2 + h')
I0.3.5.1 0 caso linear
Se o PVF é dajforma (lser es e tas ornotema (lO.112) reduzir-se-á a um conjunto de equações
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o qual apresenta as seguintes características
1. E tridiagoi ai
2. Se h é pequeno e ui > 0, então (lO.114) é dÍagona/ dominante, pois
2+/}2uíl> 1+;wi
assumindo que l hwí/2 l $ 1
3
cí 1 1 ai-l 1 ;; 2 + /}2ui : - ;«:) : * ;«:) - «'«:
l0.4 Exercícios
Exercício 10.1 0 ntícZeo radÍoat uo do pZutónio decai de acordo com a equação d ferênc aZ
Sc 50mg de pZutónío 241 esíiuerem presentes numa amostra no dÍa de hoje, determine quanto
pZuÉónio elistercí daqui a 2 anos. Considere h :: l e h = 0, 5. Z) scuta seus resuZfados.
Exercício I0.2 Um capítat de R$1000,00 é depositado em tina conta. Sabendo que sobre eZe
incide uma tala de 10%o de .furos compostos ao ano, deter'mine qual será o saião na conta ao PRAZ
de 5 anos
Exercício I0.3 Em psicologia, a Zeí de beber-Fechner para a resposta-estimulo dizque a tala
de variação # da reação R á inversamente proporcional ao esÉehuZo. O oa/or inicial é o nhel













no intervalo 10, 1; 0, SI
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Exercício l0.4 Usar o inéÉodo de TagZor de 4' ordem para raso/uel'
r := post -- seDE 4- tZ
a;(-1) = 3
con7z h :: 10'2, to ::: --l, ti :; l e to :: 3. .4pósJ usar a solução oóláda c07no u.n7} novo valor de za
e repetir o processo, cíesÉa uez c077z o = 10'2. EzPZigue o gue ocorre. - 'u/
Exercício l0.5 Um paraquedÍsla sa/fa de um avião e afé o momento que ele abre o pára-quedas,
a reszstêncãa do ar é prooorczonaZ a u{ . 4ssurna gue o {rzterz;a/o de tempo é 10, 21 e que a eqt anão
«(0)
32 -- 0, 032 ug
0
Use o método de Taylor de segunda ordem com h --- 0, 5 e encontre a solução para este problelnü.
11H8HH31i;:#:HBli&H
para esta popuZaçâo no ano de 2010.
Exercício l0.7 ResoZua o ezercüío ] .# usando o método de nz&nge-.fruíta de 2' ordem
Exercício l0.8 ResoZua o ezercüio /0.4 usando o matado de Range-Ã'utfa de 4' ordem.
Exercício I0.9 Use o método de Range-.f(uífa 4' ordem para resolver
,' + cos(, - t)
z(1) = 3
com /t = 0, 01. .4presenfe o zí/ti7no valor para z anões de ocorrer "ouerPow
Exercício 10.10 Supondo o máÍodo de urge-/Turfa de 3' ordem,
r(t + /t)
ã
r(t) + á(2-pi + 3F2 t 4F3)
b/(É, z)
«, (* *:«, « *;')
'' (* *{«, « *:«)
&
mostre gae, para z' z + t, eZe á eguluaZente ao método de Tag/Zor de 3" ordem
Exercício 10.11 Em uma reaçãa guím ca, uma moZáczóia de 4 se combina com uma mo/écu/a de
f ;l'i3z=L=1:.;i=='ü :=;=::iiLz"":" ' '«''-" «" ' ""'"*"...; ;i.ii"':;'=;;;
z/'
g/(o)
k (« - g/) (b 3/)
0
:11%z 11: H111:;11XzlHH :li : :
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Exercício IO.12 BesoZua o Py7
lzo nterzialo 0 $ t $ 2 usando o método de Ru7zge-Kutfa-Feh/óery. Compare caIR a se/ração
ana/áÍc. dada por a(t) - (l -- t)':. -EzpZ gue o que oco.'« perto da dÍscont nuÍdade e,n t = 1,
qzzandoseusao aZgorátmo]0.á?.g. ' ' ' ' ' ''
Exercício IO.13 Determine as caracterúZ cas numér cas do máiodo de passo mlíZfápZo cHIa eqz&a-
çao e
". + 4z.-i 5z,,-2 = h(4.f.-i + 2/l,-,)
Exercício IO.14 Resolva o $ sÍezna.
Í ,l = "»': + cos(í,:)
1. ,; = «n(t,:)É :
usando o método de .BtzZer, para --l $ t $ 1 e h = 0, 01
zl(--1) = 2,37, z2(-1) = --3,48
Exercício IO.15 Sda o sistema
.Í «Í - 9''+ 12«).: + (12c'+ 9"),,
1. z; 12''+9s)«:+(-1 - 9;' - 12«),,
orzde c = cos(6t), s = sen(6t). Para 0 $ t $ 10, h = 0, 01, responda.
Compare a solução nu?feérica com a solução anaZ#ica,
Í ',: :"'(. 2c)
1. «, -"'(2.+ .)
/
,:(o) ,: (o) = l
RecaZcuZe a solução nzzmér ca, para --0,01 $ t $ 10 e 0,02 5; t $ 10. Poupe dgerença da
solução obtida no item 1 ? Explique
Exercício IO.16 Uma das egziações básicas dos circuitos e/e'lr cos é
onde 1, é ü ndutância, R é a resistência, i é Q corrente e E, a força etetromotriz. Considere
L = 3.ZI, R = 15Q, .E = 110y e { = 0 qzéando t :: 0. Z)eÉermine o ua/or da con'ente quando
t :: 0, 5 s, tomando h = 0, 1 s e usando o método de predição-correrão de guarda ordem.
Exercício IO.17 Um erempZo de um sísfema, de equações dgerencíais não [ mentes lí o ?Rodeia
p""-P«d«do,. S©. z(t) a pop«Z'çâo de «.ZA« n. tempo t e y(É) . de «po«s. O ,notei.
p"''-P«d.do, ":g. q«e =(t) . 3/(É) «üs/aç«.
2
,, e=+RáÍ
.4 z -- -B z 3/
y' :: CAIU-- D\y
Parca $ns de simulação numér'tc.a, pode-se considerar os coe$cientes:
D - 0, 8,
Use o máZodo de Range-lruÉ&a para resoZoer a equação dí/erencíaZ no nZeruaZo 10, SI se
1. a(0) = 3000 coe/Aos e 3/(0) = 120 raposas;
2. =(0) coeZAo. . y(0) = 100 «p«
Exercício IO.18 Resolva o PVF linear
r z" = e''3 + (t' + 2)z + (seno)z'
1. z(2, 6) = 7, z(5, 1) = -3
usando as equações (l0.80)- (10.84). O PVI associado deverá ser vesoluido veto método de Rxnge-
Ã'uÉía-FehZbery
A-2 B - 0, 02 0 - 0, 0002
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Solução Numérica de Equaçál)es
Diferenciais Parciais
11.1 Tv-.+ r,] ,-] ] l í- ã n.Lxxux v u u:guv
Uma equações diferencial parcial (EDP) pode ser escrita na forma geral
0 (11.1)
onde a, b, c, d, e, / e g podem ser lünções das variáveis independentes z e 3/ e da variável dependente
#, em uma região no plano R,', em coordenadas cartesianos
As EDPs podem ser classificadas em eZzbt cas, paraüóZicas ou AdperbóZÍcas, dependendo do valor
de b' 4ac ser negativo, zero ou positivo, respectivamente
Como exemplos de EDPs elípticas podemos citar a equação de Poesson
g (11-2)
e de Laplace
l)'$ . â'$ " '.. «~
ií3 + :1iS - o (i1.3)
as quais são associadas geralmente a problemas em equilíbrio. Uma maneira de se expressar o
potencia! de velocidade de um Ruído incompressível, não-viscoso, em reõaime stável é através da
equação de Laplace: a taxa com a qual tal fluido entra em uma determinada região é igual àquela
com a qual ele sai
Já na teoria eletromagnética, o teorema de Gauss nos diz que o fluxo elétríco que passa através
de uma superfície fechada é igual à carga total deJltro da superfície; isto pode ser expresso por
uma equação de Poisson,
(11.4)
onde y é o potencial elétrico associado a uma distribuição bi-dimensionar de carga de densidade
p e c é a constante dielétrica.
Até hoje, apenas um número limitado de equações elípticas foram resolvidas analiticamente,
com sua utilidade restrita a casos onde a região de estudo considerada tem uma íbrma geométrica
simples. O mesmo pode ser dito de equações pmabólicas e Itíperbólicas. Por essa razão, a solução
dessas equações é feita, essencialmente, de forma numérica, com métodos específicos para cada
tipo de EDP
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11.2 Equações parabólicas
Começaremos investigando a solução numérica de EDPs parabólicas com uin dos mais simples
exemplos: a equação adimensiona!
Z
ín claZ. 1. f.
a qual expressa a distribuição de temperatura U em uma barra isolada termicamente ao longo
de seu comprimento, z, t segundos após ter sido aquecida (ou resíriada). Em tal problema, as
temperaturas nos dois extremos da barra são conhecidas ao longo do tempo - ou seja, as condições
de /ronceira são conhecidas. É também usual conhecer a distribuição de temperatura na barra
em um certo instante, o qual é chamado de {e7rtpo zeros essa distribuição é chamada de condição
Vejamos, então, um diagrama (lue explica o processo de integração a ser efetuado (ver j141).
Suponha uma barra de comprimento Z, a uma curva de fronteira e S a região englobada por essa
curva, conforme a figura 11.1. Veja que C é uma curva aberta no plano a t; e a área S limitada
(1 1.5)
Figura 11.1: JI/aZ/ia de pontos para uma .EZ)P parabót ca
por 0 $ t < oo, 0 $ z .g Z. O processo de integração em S através de diterençm finitas consiste
em colocar-se uma malha com espaçamento k e h nas direções t e = respectivamente, e aproximar
as derivadas ejn cada um dos pontos de intersecção nessa malha.
11.2.1 Método explícito
Para a equação (11.5), aproximaremos as derivadas de primeira e de segunda ordem através de
diferenças-finitas (vede seção 2.5), i.e
$~"\-
8Ê2
onde k e h são os espaçamentos nas direções t e z, respectivamente. Substituindo essas aproxima
ções em (11.5), «m




e, isolando o termo ui+i.j , obtemos
"e+:,j - '"i,j-i + (l 2r)u{.j + rt'{.j+i , (11.6)
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a qual nos dá a temperatura U em cada ponto J no (e + 1)-ésimo tempo. Note que os pontos
discretos são zj = Jh e ti = ík. Os exemplos a seguir mosto'am como resolver problemas com base
na equação (11.6)
Exemplo 11.1 Suponha uma barra de 7ne(aZ {soZada termácamenfe. c07n as suas abas entre?nádades
em conluio com b/ocos de gelo a 0'C', e aquecida ãnsíantaneamen&e em seu pondo médio por um
maçarico. Qual a temperatura da barra após um certo tempo?
Solução: Note que, como a ban'a permctnece em comento com gelo durante toda a simzlcLção,
devemos operar que, após ter sido instantaneamente aquecida, sla temperatura deverá cair üté
0'a, depois de um certo tempo.
Suponha que a distribuição inicial de temperatura ncl barra seja dada por
u ;: 2z,
Pela formulação do problema, Temos que os entremos da barra estão a OOC.
especlHcar as condições iniciais rC/) e de fronteira rapé c07no.'
Í u=0, z=0
l u=0, z=l
Divide'mos então Q bün'a em dez pedaços e integremos a equação (11.5) em mit passos, i.e.,






":-'-:.j - ;(«:.j-: + 8«:.j + «:.j--:) (11.7)
e, {denti/ícando as uaü(íueás enuoZz;!das na mo.ZAa, vemos que o calca/o dos ui+i,j corresponde à
seguinte "motéczlü", onde o$ números dentro de ca.dü "(ítolno" são os fcLtores multiplicüciores de
u VLo$ pontos da malha, nd c dcs ao Lado de cada "ál,o?no
ui,.f-i 'u{,.j 'ü{,.j+t
Figura 11.2: "Molécula" computacional para o método elpZlícíÉo, r = 1/10
Agora, apt carLdo Q equação fí].'r), obtemos alguns Tutores, mostrados nü tabela ]].]
Tabe[a 11.1: .4Zguns uaZores para a equação rJ].7), cOTa r = 1/10
Considerando que a solução analítica para o problema, sujeita àquelas CI e CF, é dada par
«(«, o - 3 f: i (««T) (*--).'"'"''
Z
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r 0, 1 0,2 0, 3 0,4 0, 4 0, 5 0, 6t-o 0 0, 2 0, 4 0, 6 0, 8 1,0 0, 8
Ê - o, 001 0 0, 2 0, 4 0, 6 0, 8 0, 96 0, 8
Ê - 0, 002 0 0, 2 0, 4 0,6 0, 7960 0, 9280 0, 7960
É - 0, 003 0 0, 2 0, 4 0, 5996 0, 7896 0, 9016 0, 7896
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podemos calcular os Crias correspondentes à solução numérica para alguns pontos, conforme lxostra
a tabela //.2. Nota-se que, para a; = 0,3, o erro é pequeno, fá para z = 0,5, o eT'ro é 7naÍor,
Tabela 11.2: Erros na aprozímaçâo numérica da equação r/1-79, com r = 1/10
particularrlente deu do à$ Cr, pois
a' l-- *
No entanto, à medida qze o processo de integração prossegue, o eno diminui
Richtmeyer e Mortos (1967) mostraram que, para o esquema em diferenças finitas utilizado
no exemplo 11.1, se a função inicial e sum p l primeiras derivadas são contínuas, e a p-ésima
derivada é descontínua de forma ordinária (i.e. , varia em saltos finitos), então, para A pequeno, o
erro é menor ou igual a
No exemplo 11.1, p :; 1, então o erro é k} ;: 0,016; comparando com os valores presentes na
tabela ll .2, vemos que essa condição é satisfeita
Exemp[o 11.2 Para o mesmo proa/e7na no eremp/o ]]./, utãZize h
Solução: Nesse caso, r = 1-l'Z. A eqxüção (11.6) reduz-se Q
1/10 e k = 5/1000
":+:.j - !(":,j-: + ":.j--:) (11.8)
Alguns dos valores calculados sâo mostrados na tabela ]1.3.
nü tabela íí.4. Comparando com os dados nü tabela 11.2,
os en'os em z = 0, 3 sâ0 7nostrados
:mos que os em'os a'umentaram; isso
Tabela 11.3: ,4Zguns uaZores para a equação rJ].8), c07n r = 1/2
nos deva a supor gue o vazar de k está nZ ma7nente {!gado ao eT'ro erÍsóenie na solução
Exemplo 11.3 Para o mesmo problema no elempZo ]].], utilize h
Sotução= Nesse caso, r = 1-. A equação (]1.6) reduz-se Q
1/10 e k = 1/100
ui+t.j :: u{,j-i -- u{,j + ui,j+i (11.9)
,4 tabela ]].5 mostra alguns dos valores caicuZados os quais, obviamente, não representam o
comportamento físico esperado
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' l '/ J ? J V rV V fWJWVBVV/ JW f-V W
r=0,3 f numérica analítica ergo(%)
0,005 0,5971 0,5966 0,08
0,01 0, 5822 0,5799 0,4
D,02 0, 5373 0, 5334 0,7
0,1 0,2472 0,2444 1,1
a; = 0, 5
0, 005 0,8597 0,8404 2,3
0,01 0, 7867 7743 1,6
0,02 0,6891 0,6809 1,2
0,1 0,3056 0,3021 1,2
   
z 0,1 0,2 0,3 0,4 0,4 0,5 0, 6
f-0 0 0,2 0,4 0,6 0,8 1,0 0, 8
f=0,005 0 0,2 0,4 0,6 0,8 0,8 0,8
t=0,010 0 0,2 0,4 0,6 0,7 0,8 0,7
e=0,015 0 0,2 0,4 0,55 0,7 0,7 0, 7
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Tabela 11.4: .Erros na aprozemação nu7nérica da eauacão r/].8 «
Tabela 11.5: .4Zguns ua/ares para a equação r'7Z.gP, c07n r l
O método explícito expresso pela equação (1 1.6) é computacionalmente simples, porém ele
apresenta uma restrição. O passo de illtegração temporal, k, deve ser necessariamente pequeno,
uma vez que o processo de integração só válido quando
Além disso, o particionainento em z deve ser suficientemente grande -- levando a um à pequeno
para que as aproximações das derivada espaciais, usando diferenças-finitas, sejam aceitáveis. No
exemplo 11.3, a condição (ll.lO) íbi violada, levando a resultados incorretos (do ponto de vista
A íim de remover essa restrição no passo de integração telnpol'al, devemos recorrer a um outro
método, coníbrme descrito a seguir
ISICO
11.2.2 Método de Crank-Nicolson
Em 1947, Cranl< e Nicolson propuseram um método válido para quaisquer valores finitos de r
Eles consideraram que a EDP (11.5 é satisfeita no ponto médio ({ + : k,jh) , ou seja
:):*;,, - (9):*;,,
e, substituindo estas derivadas pelas expressões em diíêrençu Hlnitas já vistas, temos
uÍ+].j -- ui ' . l r!!JE!!i::.!.:.?11:!:!:j.:tli:U:j+i . tt{,j-i 2u{.j + u{.j+i \
k 2\~ h2 ' "'"'i:''
ou
'rui+i,j l+(2 +2r)ui+i,J -- rui+l.j " rui.j.i +(2 -- 2r)uÍ,j +ru{,j+i
onde r = k/h2. Na equação (11.11), temos três merinos conhecidos e três a determinar, os quais
referem-se ao tempo { + 1; daí* o método de Crank-Nicolson é dito ser {mpZz'cáfo
Se cada lilaha da malha tiver n pontos, então (11-11) é um sistema de equações lineares de n
equaçoes a n variáveis, onde o termo independente de cada sistema, onde calculamos u no tei)apo
+ 1, é composto pelos valores de u na tempo {. Note que a resolução do sistema de equações
deve ser eíetuada a cada passo de ánÉegração no tempo. O exemplo a seguir mostra colmo utilizar
o método
(11.11)
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z = 0, 3 t numerica analítica el'ro (%)
  0, 005 0, 6 0, 5966 0, 57
  o, 01 0, 6 0, 5799 3, 5
  0, 02 0, 53 0, 5334 3, 1
  0, 1 0, 2484 0, 2444 1,6
               
Z 0, 1 0, 2 0, 3 0, 4 0,4 0, 5 0, 6t-o 0 0, 2 0, 4 0. 6 0,8 1,0 0, 8
t - o, 01 0 0, 2 0, 4 0, 6 0, 8 0, 6 0, 8
t - 0,02 0 0, 2 0, 4 0, 6 0, 4 1, 0 0, 4
É - 0,03 0 0, 2 0, 4 0, 2 1,2 0, 2 1,2
É - 0, 04 0 0, 2 0, 0 1,4 1,2 2, 6 -1,2
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Exemplo 11.4 Resolva o problema no ezempZo /].] com o ?método de Crank-NicoZson, usando
Sotunão' Ao seleci.on.ci.r'm.os k, devemos ueri$car que uma escolha cuidadosa de r .permite
simpiÂJicar a equação (11 11); p.ez., com r = 1-, o teT'mo ui,j é remoúdo. Para esse valor ae r,
temos k = 1/100. 'Então, a equação governante, nesse caso, é
ui+i.j-i + 4ui+t.j uí+t,j+i - ui .i + 'uí,.j.ri
czjü "molécula" computacional é mostrada na $gurü ll.g. Devido à simetl"ia do problema, em
Figura 11.3: "A'foZ(ícuZa" computacÍonaZ para o método de (-;rank-NícoZson, r = l
relação ao qu nto porLto, z = 1/2, cora/orbe mostrado na .Hgura íl.g, podemos reduzir o es/terço
computacional necessário; basta obter os azares de ui+i.i, uí+i.2, ui+1.3, uí+i,4 e ui+l,s. O
": .', «; «. .EL.!::3..!!:g.J!:z..!L:l-b . -o
" - ' ''t
Figura 11.4: 1)isposáção dos pontos na malha
sistema de equações correspondente pode ser escrito na /arma matüciaZ como.
l
4 -1
-1 4 -:]r!;!11 :L:!]-14-2
cHIa matriz de coe/icÍenües é levemente não-simétrica, apresentando domínânc a d agonaZ.
11.2.2.1
é satisfeita, agora, num ponto (e -F C?A,Jh), 0 $ 0 $ 1, obtemos
ram(-Nicolson:
Aproxinaação pondei'ada
"'-*-.i - ":-j - :L p(«:--:.í-:k 2ui+l.j + «'i+i.j+i) +(1 -- 0)("i.j-i - 2ui,j + ui.j+l))
(11.12)
:;:ãSIH:iH;l $E :l=.1;i;lã:l'!r'';#??;\;: :
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11.2.3 Condições de fronteira
das c( ndições de fronteira. e resolvem' uma equação dilêrencial parcial, é a tratamento adequado
Condições simples, como as de Dirichlet (u = 0), são facilmente tra.fadas Por exem-lo
culisiaere a aproxnnação central por dilêrenças finitas da derivada õu/õz, '""-' ' v"ç"'p-",
'u.j+i ' 'u.j-i
2À
=;.=*U=::r,;.::=;\;:=::\H = 11'T.:;=u":={ =:.', ".-'. -;;, ,
ui -- 0
2h





llEj3H: H3: 1;111'iHE : E l
l H H: ll;H; X
s(U «), $ > o,
será aproximado por
r m sinal neSdilvoão ve ser associado à derivada pois a normal, apontando para fora da barra, em
E ilq l :n:::: :l:::=::=:':.ã'1l:= :
u{. l
s(u{.oh «)
ui.l uí,-l , .
ãlí'= - '(":.. - «)
porém, agora, devemos eliminar ui..i , já que ele é fictício, coníorine mostra o exemplo a seguir.
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Figura 11.5: À/azia co?n pon.tos PctÍcáos
Exemplo ] ] .5 Seja uma ban'a $na, termácamente isolada, a uma te7nperaÉura d#erente da teTnperaÍura
ambiente, a qual zrradáa calor aÉraués das st'as dt'as eztremídades. A bOf' ê
stÓeáta âs





Obtenha as equações gouemantes de acordo com o método clPlzcit \
s.ll;ã.'l;;=i' ' eq-ção r .Ó), po''m" """", e«', ,
ui+l,o = ui.o + r(u{.-l -- 2ui.o + uí,i)
,4 (JF em 2; = 0, usando uma arroz;ímação cen raZ, á
:t!:!-::-:!i:-- = u{ n
2A ''
de onde u{.-i = ui.l -- 2hu{,o, sul)stÍtuindo na equação para u{.o, temos
uüi.n - u{.o + r(u{.i -- 2hui.n -- 2ui.o +ui,i)
= uí.. = 2r(ui.i -- (l + h)u{.o)
l)e /arma similar, em z = 1, temos como Of'
:!ÜILtÍil-ilu = uí.n+i
e, como a equação r1].5) é expressa no ponto z = 1 como
uí+i,n+i - "i.«+i + r(ui,« -- 2t'i,.+l + t.'i,«+-2)
podermos eZzm,zoar uí,n+21 taZ gue
ui+:.«+i - ":,«.. : + 2'("i.« - (l + h)"i,«+:)
Para resolver esse problema, então, vamos útil zar três equações:. uma para o ponto ui-v\.o, outra
pctrü o ponto ui+l.n.D e a equação (11.6) para os p'nt's ui+t,i, L $ J S n.
11.3 Equações diferenciais parciais elípticas
eletromagnético, dentre outras .
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O intervalo de integração de uma EDP elíptica é sempre uma área S cercada par uma curva
/fachada C. As condições de fronteira especiâcaln ou o valor da função ou de sua derivada eln cada
ponto de al é comum, também, que em certas regiões de a seja especiÊcado o valor da função e,
noutras, o da sua derivada
A solução de uma EDP elíptica através de sua discretização em diferenças finitas leva à solução
de um sistema de equações lineares, tipicamellte grande e esparso, para os quais os métodos
iterativos, apresentados no Capítulo 4, são pai'ticularmente indicados
Considere a equação
V'u = .f(3ç, ty)
na região R = 10, 11 x lO, ll (i.e., o quadrado unitário), sujeita às condições de fronteira u = 0 elb
Discretizamos, então, a região com uma mallla cai'tesiana com espaçamento h = 1/?n, idêntico
nas direções z e y, coníornle o diagrama da figura 11.6. Note que temos n = m l pontos ao
(11.13)
:.@e0 pontos na fronteirapontos u{.j
3
Figura 11.6: J14aZAa de pomos para uma .EDP eZz@íeca
longo de cada direção, totalizando n2 pontos ui,j onde obteretnos a aproximação para a EDP.
Aproximando as derivadas parciais de segunda ordem por diferenças finitas, temos
onde .Íh :: #j e íh = 3/{. Usando um ordenamento natural dos pontos ui.J na mallla, ao longa
das linhas verticais, obtemos um número k = ({ -- 1)n + .j, tal que u{.j = uÊ, conforme mostrado
na figura 11.7. O ordenamento ]latural ao longo das linha horizontais é equivalente: nesse caso,
teríamos k = (J -- l)n + {. Avaliando a equação (11.14) em cada um dos pontos {, j, obteremos
":,í-: - 2«:./ + «:.j*: + !!!::Li---?;;L:l:=!:tu (jA, {A), 0 < {,J < m [ 1 1 .14}
Figura 11.7: Ordenação natt&raZ dos pontos na ma/ãa
um sistema de equações lineares. conforme mostra o exemplo abaixo
Exemplo 11.6 Calca/e u que saías/aça a ÉIZ)P
V'u (z' +3/')
na regzao ]? := 10, 11 x 10, 11, sulezía a u := 0 nas !!nAUs z := 0 e 3/ = 0, u = 3/2 na Z nAa 3 = 1 e
u = z' na Zen#a g/ = l
Solução; .apenas para yíns de ezpZanação, vamos ut Z zar uma maZ/ta qt&adrada com m = 4
mas cabe ressaltar gue, fiplcamente, detemos uíã/azar m 100. Z)essa /Olv7rla, estaremos avaliando
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a ,EI)P acama em n' = (m -- ly = 9 pontos, o que nos levará a um siste7na de equações Z'ineares
de9 equações a9 uaháueís. O espaçamento é/z= 1/4. ..,. , ,
'Escrevendo, então, a equação (11.14) para cada um dos post's, utilizando o ordenülberLto






(0+2ui u4)+(0+2ui u2) = -2/}'(h'+A')
(0+2u: us)+(u:+2u,-u,) - 2h'(/''-F4h')
(o + 2u3 -- uc) + (u2 + 2ua - h:) = --2h'(h' -F 9h')
(u:+2u -u,)+(0+2«.-u.)(4h:+h')
(u2+2us --ua)+(u4 +2us -- uc) = 2h2(4h2 +4h2)
(u3 +2u. u,)+(us +2". -4h') - 2/''(4/''+9/'')
(ua+2u7- /t')+(0+2u7 u8) - 2/&'(9h'+h')
(us + 2u8 -- 4h2) + (u7 + 2u8 -- uo) = --2h2(9h2 + 4h2)







onde os valores 0 correspondem aqueles pontos na /ronceira, pois u = 0 é a cona ção de /ronteíra.
À/uZtipZ cardo por --l todas as equações e combinando os termos, obtemos o sega nfe sistema de





































u ;;(0, 0039,0,0156,0, 0352,0,0156,0, 0625,0,1406,0,0352,0, 1406,0,3164)
Note que, pela de$náção do problema, temos u :: =Ztya; padeiros con$rmar que os valores













entre os uaZores calculados para u peia solução díreta do sistema e a
Como as matrizes que surgem da discretização em diferenças finitas de uma EDP são esparsas,
é comum se utilizar métodos irei'ativos na resolução do sistema de equações lineares, como mostra
o exemplo a seguir.























0 444] x ]0'is
0
n ooon . i n--i
0,1110 x 10 i5
0
0
n ]974 x ] 0'iS
0
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Exemplo 11.7 Reste/vendo o slslema .7/..75 aÉraués do método doõ (;radãezzfe.s-(.;on.julgados /orzde
seçao 4,7 e algorãimo .Í.V./J, a ma tolerância de 10'io, obtém-se como solução -"" l-"wu
u =(0, 0039,0, 0156, 0, 0352, 0, 0156, 0, 0625, 0, 1406,0,0352,0, 1406, 0. 3164)





















Tabela 11.7: (;omparação entre os uaZores caZctzlados para u pe/a .se/li.çâo {ÊCfüfi2rü do sísfema
através do método dos Gradientes-aonlzógados, e a solução mata. ----- -'""'
derivadas) na fronteira es parabólicas, pode se especificar condições de Neumania (envolvendo
11.4 Exercícios
Exercício ll.l bons acre a equação
'R ' ");r, . < l
qu ''meça ' .«,'í:r:'íTã'Ú'i' p"" """,gê«c{. d. «. mát.'j. 'zPrúlÉ. ' m":" ' g« «f«.
Exercício 11.2 Ca/cume a soZzzção aprozÍmada de
)2U 8zU , ~aU , .aU
ãP- + b?- + «;U3: - ««:(;)3} - o
::;'121Í=1: ="1'Tl:' f'" ""~:!'« '. "'::."''* - .A«*.:« "«.'" . ,«';'"- .*««'. ''
pMmezra ordem aq/Crenças-/inzras, utzz8zando dzyêrenças ascendentes para as derivadas de
Exemício 11.3 ResoZ"' . me«ícã. /].2 «í{/!««d. d@""ç" ""t"ã' p«. a. d«{«d« 'Z' P,{«...'"
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y zé = a;'3/'   erro relativo
0, 25 0, 0039 0, 0039 0, 1332 x 10-
D, 50 0, 0156 0, 0156 0,0555 x 10 i4
0, 75 0, 0352 0, 0352 0,0197 x 10'z4
0, 25 0, 0156 0, 0156 0. 0555 x 10 i4
0, 50 0, 0625 0, 0625 0. 0222 x 10 i4
0, 75 0, 1406 0, 1406 0,0197 x 10 i4
0, 25 0, 0352 0, 0352 0. 0395 x 10-i4
0, 50 0, 1406 0, 1406 0, 0197 x 10'i4
0, 75 0, 3164 0, 3164 0, 0175 x 10 i4
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