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Abstract Ever-growing data generate a need for new solu-
tions to the problem of attribute reduction. Such solutions are
required to dealwith limitedmemory capacity andwithmany
computations needed for large data processing. This paper
proposes newdefinitions of attribute reductionusinghorizon-
tal data decomposition. Algorithms for computing reducts of
an information system and decision table are developed and
evaluated. In the proposed approach, the size of subtables
obtained during the decomposition can be arbitrarily small.
The reduct sets of subtables are computed independently
from one another using any heuristic method for attribute
reduction. Compared with standard attribute reduction meth-
ods, the proposed approach can produce the same reducts
with less space complexity and with the same or less the-
oretical time complexity. Experiments conducted under this
work show that for information systems with fewer attributes
or reducts the time needed for computing the reduct set can
be shorten.
Keywords Attribute reduction · Rough set theory · Data
decomposition · FPGA
1 Introduction
Attribute reduction (also called feature selection) being a
challenging task in areas such as datamining or pattern recog-
nition has found many varied solutions. Rough set theory
(Pawlak 1991) as a mathematical tool to deal with inconsis-
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tent data has commonly been used to investigate this issue
from a theoretical and practical viewpoint (e.g. Skowron and
Rauszer 1992; Swiniarski 2001; Kryszkiewicz 2001).
A practical aspect for attribute reduction is clearly visible
if the data to be processed are large. Removing unimportant
attributes can significantly reduce the data size. However,
due to memory capacity limitation, the data can be too large
to process all at once.
This limitation caused the development of methods for
decomposing data for attribute reduction (e.g. Deng and
Huang 2006; Hu et al. 2006; Ye and Wu 2010). Data can
be split with respect to objects (horizontal data decomposi-
tion) or to attributes (vertical data decomposition). Horizon-
tal decomposition, in contrast to the vertical one, produces
data subsets that are complete in terms of characteristics of
objects (i.e. all attributes are stored in each subset). This
makes it possible to process each subset separately and to
use the same method as for the whole data to obtain partial
results.
When applying data decomposition, the crucial problem
is to divide the data set into subsets so that they are consistent
with the original data. It means that no essential information
is lost during the decomposition (e.g. Nguyen et al. 1998;
Suraj 1996; Slezak 1999).
Another limitation related to ever-increasing data is the
time needed to process large data sets. Data decomposition
methods, however, are mainly intended to reduce the space
complexity. A decrease in the time complexity is more dif-
ficult to achieve since additional operations are needed to
merge the results obtained for subtables.
An efficient solution for time-consuming operations can
be a hardware implementation of the method to be applied.
This can be done using field programmable gate array
(FPGA) devices. They are integrated circuits that can be pro-
grammed by the user after manufacturing. FPGA devices
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are used to implement software algorithms in hardware to
increase their performance. They can significantly shorten
the computation time due to parallelism, and also reduce
power consumption and heat generation.
The main limitations of hardware implementation com-
pared with the software one are the lack of flexibility in
data processing and small memory capacity. Therefore, the
method before its implementation can need a considerable
adaptation to meet the requirements of the FPGA architec-
ture (Grzes et al. 2013).
The goal of this paper is to develop an attribute reduc-
tion approach that can address the mentioned-above issues.
This approach uses horizontal data decomposition for com-
puting reducts of an information systems and decision table.
Firstly, the universe is split into subsets (called middle sub-
tables) according to a given data size. Then, any two subta-
bles are joined forming the final subtables. For each such a
subtable the set of reducts (called subreducts) is computed
using any standard attribute reduction method. Finally, all
subreduct sets are joined into one set that after reduction cor-
responds to the reduct set computed for the whole data. The
space complexity of this approach is determined by the size
of final subtables. The time complexity equals to or is less
than that of the discernibilitymatrix-based attribute reduction
method (Skowron and Rauszer 1992) applied to the whole
table. The size of subtables can be arbitrary small (at least two
objects) and subreducts are computed independently from
one another, thanks to this the approach is suitable for hard-
ware implementation using an FPGA.
The proposed approach overcomes the problem of mem-
ory capacity limitation since the final reduct set can be com-
puted from the data that are split into suitable small portions.
As the experiments show, for some datasets the computation
time can be somewhat shortened. Based on the preliminary
tests conducted in this paper and in Grzes et al. (2013) one
can conclude that hardware implementation of the approach
can considerable accelerate the attribute reduction process.
The following sections review existing attribute reduction
methods (Sect. 2), restate basic notions related to attribute
reduction in rough set theory (Sect. 3), propose new defi-
nitions that use horizontal data decomposition for comput-
ing reducts (Sect. 4), develop and evaluate algorithms for
attribute reduction (Sect. 5), conduct experiments (Sect. 6)
and discuss the approach (Sect. 7), review related works
(Sect. 8), and provide concluding remarks (Sect. 9). The
paper ends with an appendix that includes proof of proposi-
tions and theorems introduced in the paper.
2 Attribute reduction methods
In recent decades, many methods for finding reducts have
been proposed in rough set theory. Most of them can be
categorized into the following general groups: discernibil-
ity matrix-based methods (Skowron and Rauszer 1992),
positive region-based methods (Pawlak 1991; Grzymala-
Busse 1991) and information entropy-basedmethods (S´le¸zak
2002). Someof thesemethods are able to compute all reducts,
other are developed to find one reduct, in particular, a mini-
mal reduct.
Because of the scope of the paper, this section focuses
on methods for computing all reducts. Most of them can
be categorized into two groups: traversing based strategy
and discernibility matrix-based strategy. The former relies
on searching the whole powerset of the attribute set and
checking subsets for being reducts. The letter computes for
each pair of objects a subset of attributes that are needed
to discern the objects. Reducts are constructed based on the
attribute subsets that are minimal in the sense of inclusion.
Both the strategies produce the same reducts but the discerni-
bility matrix-based approach is less time consuming.
Skowron and Rauszer (1992) introduced a discernibil-
ity matrix and its alternative representation in the form of
discernibility function to find all reducts in an information
system. The idea of discernibility matrix/function has been
intensively studied by many researchers. Hu and Cercone
(1995) proposed a modification of the discernibility matrix
for attribute reduction in a decision table. Kryszkiewicz
(1998) applied discernibility functions in incomplete infor-
mation systems and decision tables. Ye and Chen (2002) pre-
sented a discernibility matrix for attribute reduction in con-
sistent and inconsistent decision tables. Zhang et al. (2003)
studied finding reducts of inconsistent information systems.
Degang et al. (2007) used the discernibility matrix for find-
ing reducts in consistent and inconsistent covering decision
system. The discernibility matrix/function has also become
a starting point for computing all reducts by adapting differ-
ent well-known strategies, e.g. exhaustive and genetic search
(Bazan et al. 2000).
The main problem to face when developing a method
for finding reducts is the computationally complexity of the
attribute reduction task. Finding all reducts is proven to be an
NP-hard problem (Skowron and Rauszer 1992). Much effort
has therefore been made to accelerate the attribute reduction
process.
Susmaga (1998) constructed an absorbed discernibility
list based on the discernibility matrix. The list includes mini-
mal elements of the matrix that are sorted in ascending order
according to their cardinalities. Reducts are computed based
on the list using the breadth-first searchmethod. Starzyk et al.
(1999) sped up computation of all reducts based on the dis-
cernibility function thanks to the application of the absorp-
tion and expansion laws as well as the concept of strong
equivalence. Two attributes that are locally strongly equiv-
alent in the discernibility function are replaced with a sin-
gle attribute. Leung and Li (2003) used maximal consistent
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blocks as units to construct a reduced discernibility matrix
of an incomplete information system. A maximal consistent
block is understood as the maximal collection of objects in
which all objects are indiscernible. To decrease the computa-
tional complexity of the classical rough set-based method, Li
and Zhu (2005) defined an indiscernibility matrix based on
the discernibility one. The computations in that approach are
simplified because elements in the indiscernibility matrix are
ordered. Yang (2006) proposedmodifications of the discerni-
bility matrix by dividing the universe into the consistent and
inconsistent parts. That approach significantly reduces the
time needed for computing reducts. Tsang et al. (2008) gen-
eralized the discernibility matrix method and applied it for
covering generalized rough sets. To reduce the storage space
used by the discernibility matrix methods, Xu et al. (2009)
proposed a novel data structure, i.e. an improved frequent
pattern tree. Unnecessary elements to compute reducts are
not stored in the discernibility matrix. Wang and Ma (2009)
developed a feature forest based algorithm for finding all
reducts in consistent decision tables. To represent the data, the
algorithm employs a decision forest that decreases the stor-
age space. Reducts are computed based on the discernibility
function in disjunctive normal form. Chen et al. (2012) pro-
posed sample pair selection to construct the simplest form of
the discernibility function of a decision table. Thanks to that,
only minimal elements of the discernibility matrix are used
to compute reducts. Zhang et al. (2013) developed a com-
binatorial optimization algorithm for finding all reducts of a
covering decision system. The proposed attribute reduction
is oriented towards obtaining the compact rules that are use-
ful in making decision. Thi and Giang (2013) used Sperner
system and the concept of minimal sets of an attribute to find
all reducts of a consistent decision table.
Much research has also been devoted to finding a reduct,
especially aminimal one. Although one reduct is sufficient to
reduce the attribute set, the problem of finding all reducts still
has its justification. A deeper analysis of the data can be con-
ducted when all reducts are known. For instance, all reducts
are necessary to find stable reducts (Bazan et al. 1994).
As shown in this section, the problem of improving the
attribute reduction process by reducing the storage space
or time-consuming calculations has been widely investi-
gated. Another direction for making attribute reduction
methods more efficient for large datasets is to divide the
attribute reduction problem into subproblems. It can be done
by applying data decomposition-based attribute reduction
approaches.
3 Basic notions
This section restates basic definitions from rough set theory
related to attribute reduction.
To store data to be processed, an information system is
used.
Definition 1 (Pawlak 1991) (Information system) An infor-
mation system is a pair IS = (U, A), whereU is a non-empty
finite set of objects, called the universe, and A is a non-empty
finite set of attributes.
Each attribute a ∈ A is treated as a function a : U → Va ,
where Va is the value set of a.
Essential information about data is expressed by an indis-
cernibility relation.
Definition 2 (Pawlak 1991) (Indiscernibility relation) An
indiscernibility relation IND(B) generated by B ⊆ A on
U is defined by
IND(B) = {(x, y) ∈ U ×U : ∀a∈Ba(x) = a(y)} (1)
The relation is used to define a reduct of the attribute set.
Definition 3 (Pawlak 1991) (Reduct of attribute set) A sub-
set B ⊆ A is a reduct of A on U if and only if




The set of all reducts of A on U is denoted by RED(A).
The reduct set of an information system can be computed
using a discernibility function.
Definition 4 (Skowron and Rauszer 1992) (Discernibility
function) A discernibility function fIS of an information sys-
tem IS = (U, A) is a Boolean function of k Boolean vari-
ables a∗1 , . . . , a∗k that correspond, respectively, to attributes
a1, . . . , ak ∈ A and is defined by
fIS(a
∗








where (cx,y) is the discernibility matrix of IS such that
∀x,y∈Ucx,y = {a ∈ A : a(x) = a(y)}.
A prime implicant a∗i1 ∧ · · · ∧ a∗ik of fIS is equivalent to a
reduct {ai1 , . . . , aik } of IS.
A special case of an information system, called decision
table, is used to store data with class distribution.
Definition 5 (Pawlak 1991) (Decision table) A decision
table is a pair DT = (U, A ∪ {d}), where U is a non-empty
finite set of objects, called the universe, A is a non-empty
finite set of condition attributes, and d /∈ A is the decision
attribute.
Each attribute a ∈ A ∪ {d} is treated as a function a :
U → Va , where Va is the value set of a.
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For a decision table a relative indiscernibility relation and
relative reduct of the attribute set are defined.
Definition 6 (Pawlak 1991; Miao et al. 2009) (Relative
indiscernibility relation) A relative indiscernibility relation
IND(B, d) generated by B ⊆ A on U is defined by
IND(B, d)
= {(x, y) ∈ U ×U : (x, y) ∈ IND(B) ∨ d(x) = d(y)}
(3)
Definition 7 (Pawlak 1991; Miao et al. 2009) (Relative
reduct of attribute set) A subset B ⊆ A is a relative reduct
of A if and only if
1. IND(B, d) = IND(A, d),
2. ∀C⊂B,
C =∅
IND(C, d) = IND(B, d).
The set of all relative reducts of A on U is denoted by
RED(A, d).
The relative reduct set of a decision table can be computed
using a relative discernibility function.
Definition 8 (Skowron and Rauszer 1992) (Relative dis-
cernibility function) A relative discernibility function fDT
of a decision table DT = (U, A∪ {d}) is a Boolean function
of k Boolean variables a∗1 , . . . , a∗k that correspond, respec-
tively, to attributes a1, . . . , ak ∈ A and is defined by
fDT(a
∗








where (cdx,y) is the relative discernibility matrix of DT such
that
∀x,y∈Ucdx,y = {a ∈ A : a(x) = a(y), d(x) = d(y)}.
A prime implicant a∗i1 ∧ · · · ∧ a∗ik of fDT is equivalent to a
relative reduct {ai1 , . . . , aik } of DT.
To illustrate the basic notions and those proposed in this
paper, the following running example is used.
Example 1 Given a data table of patients who are suspected
to be sick with flu.
U\A Temperature Headache Weakness Nausea Flu
1 Very high Yes Yes No Yes
2 Normal No No No No
3 High No No No No
4 Normal No Yes No Yes
5 Normal No Yes No No
6 High Yes No Yes Yes
7 Very high No No No No
8 Normal Yes Yes Yes Yes
Treat the data table as the information system IS =
(U, A), where U = {1, . . . , 8} and A = {temperature,
headache,weakness, nausea,flu}. We obtain the follow-
ing discernibility matrix (cx,y) (For simplicity’s sake the
attributes names are abbreviated to their first letters and only




∅ {t, h, w, f } {t, h, w, f } {t, h} {t, h, f } {t, w, n} {h, w, f } {t, n}
∅ {t} {w, f } {w} {t, h, n, f } {t} {h, w, n, f }
∅ {t, w, f } {t, w} {h, n, f } {t} A
∅ { f } {t, h, w, n} {t, w, f } {h, n}
∅ A {t, w} {h, n, f }





The discernibility function derived from the matrix is
fIS(t∗, h∗, w∗, n∗, f ∗) = t∗∧w∗∧ f ∗∧(h∗∨n∗). Based on
its prime implicants t∗ ∧h∗ ∧w∗ ∧ f ∗ and t∗ ∧w∗ ∧n∗ ∧ f ∗
we obtain that the sets of reducts of IS are RED(A) =
{{t, h, w, f }, {t, w, n, f }}.
The above data table can also be considered as the
decision table DT = (U, A′ ∪ { f lu}), where A′ =
{temperature, headache,weakness, nausea}.
We obtain in an analogous way that the set of relative
reducts of DT is RED(A′, f lu) = {{h, w}, {t, w, n}}.
4 Horizontal decomposition for attribute reduction
This section proposes two attribute reduction approaches
based on horizontal decomposition. The first one is devel-
oped for an information system, and the second one is for a
decision table.
4.1 Horizontal decomposition of information system
Firstly, an indiscernibility relation on a subset of the universe
is defined.
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Definition 9 (Indiscernibility relation on universe subset)
An indiscernibility relation IND(B) generated by B ⊆ A on
X ⊆ U is defined by
INDX (B) = IND(B) ∩ X × X (5)
The relation has the following properties.
Proposition 1 For any information system IS = (U, A), any
non-empty B ⊆ A and X ⊆ U the following hold.
1.1 IND(B) = INDX (B) for X = U.
1.2 INDX (B) ⊆ IND(B).
1.3 ∀x,y∈X ((x, y) ∈ INDX (B) ⇔ (x, y) ∈ IND(B)).
1.4 INDX (B) = INDX (A) ⇒ ∃C⊆A,
B⊆C
IND(C) = IND(A).
1.5 IND(B) = IND(A) ⇒ ∃C⊆B,
C =∅
INDX (C) = INDX (A).
A reduct of the attribute set on a subset of the universe is
defined as follows.
Definition 10 (Reduct of attribute set on universe subset) A
subset B ⊆ A is a reduct of A on X ⊆ U if and only if
1. INDX (B) = INDX (A),
2. ∀C⊂B,
C =∅
INDX (C) = INDX (B).
The set of all reducts of A on X ⊆ U is denoted byREDX (A).
To differ a reduct on a universe subset from one on the
whole universe, the former is called subreduct.
To decompose data, a covering of the universe is con-
structed. Based on each set of the covering a middle subtable
is formed. Each pair of middle subtables is merged into one
final subtable. To compute reduct sets of an information sys-
tem, the subreduct sets of all the final subtables are joined
using the following operation.
Definition 11 (Operation ∪˙ ) An operation ∪˙ on families
of sets is defined as follows
1. S ∪˙ ∅ = ∅ ∪˙S = S ;
2. S ∪˙S ′ = {S ∪ S′ : S ∈ S , S′ ∈ S ′};
3.
⋃˙k
i=1Si = S1 ∪˙S2 ∪˙ · · · ∪˙Sk , where k > 1.
The family of attribute subsets created by the above oper-
ation includes, in general, not only reducts but also supersets
of them. To remove unnecessary sets, the following opera-
tion is used. Let min(S ) be the set of minimal elements of
a family S of sets partially ordered by the relation ⊆.
The above operations have the following properties.
Proposition 2 For any families S ,S ′ of sets the following
hold.
2.1 S ⊆ S ∪˙S .
2.2 min(S ∪˙S ) = min(S ).







S ∈S′S , where S, S′ are
any families of families of sets.
These operations are used to define attribute reduction of
an information system.
Theorem 1 Let IS = (U, A) be an information system,










The above theorem is true for any total covering of the uni-
verse. From the practical viewpoint, its special case, i.e. a
partition is taken.
Example 2 Consider a covering {X1, X2, X3, X4} of U ,
where X1 = {3, 8}, X2 = {1, 7}, X3 = {4, 5}, X4 = {2, 6}.
We have the following subreducts REDX1∪X2(A) =
{{t, h}, {t, w}, {t, f }},REDX1∪X3(A) = {{t, h, f }, {t, n, f },
{h, w, f }, {w, n, f }},REDX1∪X4(A) = {{t, h}, {t, n}, {t,
f }},REDX2∪X3(A) = {{t, f }, {h, w, f }},REDX2∪X4(A) =
{{t, h}, {t, w}, {t, f }},REDX3∪X4(A) = {{w, f }}.
We obtain min(
⋃˙
1≤i< j≤4REDXi∪X j (A)) = min(min
(REDX1∪X2(A) ∪˙REDX1∪X3(A)) ∪˙min(REDX1∪X4(A) ∪˙
REDX2∪X3(A)) ∪˙ min(REDX2∪X4(A) ∪˙REDX3∪X4(A))) =
min({{t, h, f }, {t, n, f }} ∪˙ {{t, f }} ∪˙ {{t, w, f }}) = {{t, h,
w, f }, {t, n, w, f }} = RED(A).
Besides redundant operations that follow from using a
covering of the universe instead of a partition of it, some
other operations can be repeated unnecessarily when using
the above definition. Namely, when we compute reducts on
sets X ∪ Y and X ∪ Z , we process each pair of objects from
X twice. To exclude these repetitions, attribute reduction is
defined in the following way.
Theorem 2 Let IS = (U, A) be an information system,















where d is a virtual decision such that ∀x,y∈U (d(x) =
d(y) ⇔ ∃1≤i≤k x, y ∈ Xi ).
The use of attribute reduction on the set X∪Y with respect
to the virtual decision (see Definition 13) guarantees that any




Example 3 Consider the covering of U from Example 2.
We have the following subreducts REDX1(A) = {{t}, {h},
{w}, {n}, { f }},REDX2(A) = {{h}, {w}, { f }},REDX3(A) =
{{ f }},REDX4(A) = {{t}, {h}, {n}, { f }},REDX1∪X2(A, d)
= {{t}},REDX1∪X3(A, d) = {{t, h}, {t, n}, {h, w}, {w, n}},
REDX1∪X4(A, d) = {{t, h}, {t, n}, {t, f }},REDX2∪X3(A,
d) = {{t}, {h, w}},REDX2∪X4(A, d) = {{t}},REDX3∪X4






REDXi∪X j (A, d)) = min(min(
⋃˙
1≤i≤4REDXi (A)) ∪˙ min
(
⋃˙
1≤i< j≤4REDXi∪X j (A, d))) = min({{ f }} ∪˙ {{t, h, w},
{t, n, w}}) = {{t, h, w, f }, {t, w, n, f }} = RED(A).
4.2 Horizontal decomposition of decision table
Firstly, a relative indiscernibility relation on a subset of the
universe is defined.
Definition 12 (Relative indiscernibility relation on universe
subset) A relative indiscernibility relation IND(B) generated
by B ⊆ A on X ⊆ U is defined by
INDX (B, d) = IND(B, d) ∩ X × X (8)
The relation properties are the following.
Proposition 3 For any decision table DT = (U, A ∪ {d}),
non-empty B ⊆ A and X ⊆ U the following hold.
3.1 IND(B, d) = INDX (B, d) for X = U.
3.2 INDX (B, d) ⊆ IND(B, d).
3.3 ∀x,y∈X ((x, y) ∈ INDX (B, d) ⇔ (x, y) ∈ IND(B, d)).




3.5 IND(B, d) = IND(A, d) ⇒ ∃C⊆B,
C =∅
INDX (C, d) =
INDX (A, d).
A relative reduct of attribute set on a universe subset is
defined as follows.
Definition 13 (Relative reduct of attribute set on universe
subset) A subset B ⊆ A is a relative reduct of A on X ⊆ U
if and only if
1. INDX (B, d) = INDX (A, d),
2. ∀C⊂B,
C =∅
INDX (C, d) = INDX (B, d).
The set of all relative reducts of A on X ⊆ U is denoted by
REDX (A, d).
To decompose a decision table, each decision class is
divided into subsets (middle subtables), then each pair of
subsets of different classes is merged into one set (final sub-
tables). To compute relative reduct sets of a decision table,
the subreduct sets of all the final subtables are joined (anal-
ogously to the information system case).
Theorem 3 LetDT = (U, A∪{d}) be a decision table such
that U = ⋃ki=1 Xvi , where Xvi is a decision class, vi ∈ Vd
and k > 1 is the number of different classes in DT. Let Xvi
be a covering of Xvi (1 ≤ i ≤ k). The following holds









Example 4 Consider coverings {X1, X2} and {X3, X4} of,
respectively, decision classes “no” and “yes”, where X1 =
{2, 7}, X2 = {3, 5}, X3 = {1, 4}, X4 = {6, 8}.
We have the following relative subreducts REDX1∪X3(A′,
d) = {{w}},REDX1∪X4(A′, d) = {{h}, {t, w}, {n}},






min(min(REDX1∪X3(A′, d) ∪˙REDX1∪X4(A′, d)) ∪˙ min
(REDX2∪X3(A′, d) ∪˙REDX2∪X4(A, d))) = min({{h, w},
{t, w}, {w, n}} ∪˙ {{t, h}, {t, n}, {h, w}}) = {{h, w}, {t, w,
n}} = RED(A′, d).
5 Data decomposition-based algorithms for attribute
reduction
This section proposes data decomposition algorithms for
attribute reduction that are defined based on the theorems
from the previous section. The algorithms are evaluated and
their features are discussed.
5.1 Attribute reduction algorithms
Attribute reduction of an information system is performed
according to the schema presented in Fig. 1. Step I of the
schema is performedbya simple algorithmCreate_loc_list .
The data size threshold is defined by the user and its maxi-
mum can be determined by the memory capacity limit. Steps
II and III are performed by an algorithm Compute_subred.
To compute the subreduct sets of middle subtables, the algo-
rithm is called with default parameters. Step IV is done using
an algorithm Compute_red.
Figure 2 presents the schema for performing attribute
reduction of a decision table. The operations circled by the
ellipse, i.e. step III, are presented in more detail in Fig. 3.
An algorithm Create_set_loc_list is used to perform steps
I, II, and III(i). An algorithm called Compute_rel_red uses
Compute_loc_red to perform steps III(ii) and III(iii). It also
conducts the remaining steps III(iv) and IV. The final rela-
tive reduct is computed based on the sum of partial sums of
relative subreducts denoted by SSvi ,v j in Figs. 2 and 3.
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Fig. 1 Attribute reduction of IS = (U, A): I Decomposition of the universe into middle subtables. II Construction of the final subtables based on
the middle ones. III Computation of subreduct sets of the middle and final subtables. IV Merging subreduct sets into the reduct set
Fig. 2 Attribute reduction of
DT = (U, A ∪ {d}): I
Decomposition of the universe
into one-class subsets. II
Construction of two-class
subsets based on one-class ones.
III Computation of relative
subreduct sets of two-class
subtables (partial sums of
relative subreducts). IV Merging
the partial sums of relative




Fig. 3 Attribute reduction of
two-class data subset: i
Decomposition of each class of
the two-class subtable into
middle subtables. ii
Construction of the final
subtables based on the middle
ones. iii Computation of the
subreduct sets of the final
subtables. iv Merging the
relative subreduct sets into the
partial sum of relative
subreducts (SSv1,v2 )
Algorithm 1: Create_loc_list
Data: X – a set of objects; m – the data size threshold




while i ≤ |X | do
L(i) := locate(X, i,m);
/*returns the localization of the subset of X that includes
m objects of X starting from the i th object */
i := i + m;
end
end
5.2 Evaluation of algorithms
The correctness and completeness of the proposed approach
can be shown by Theorems 2 and 3.
Definition 14 (Correctness and completeness) A data
decomposition-based algorithm for attribute reduction is cor-
rect and complete if for every data table using its every
permissible decomposition, the algorithm returns the set of
reducts of the whole data table.
Proposition 4 The Compute_red and Compute_rel_red
algorithms are correct and complete.
Algorithm 2: Compute_subred
Data: L1, L2 – lists of localizations of data subsets; the default
value for L2 is L1;
Result: SR – a set of subreducts;
begin
LR := ∅;
b := (L1 = L2);
k1 = |L1|;
if b = true then k2 := k1else k2 := |L2| for i1 = 1 to k1 do
X := load_data(L1(i1));
/*loads the data identified by the localization L(i) */
i := 1;
if b = true then
SR := SR ∪ {REDX (A)};
i := i + i1;
end
for i2 = i to k2 do
Y := load_data(L2(i2));




The remaining of this section evaluates time and space
complexity of the algorithms proposed in the previous sub-
section.
To create lists of localizations (the algorithms Create_
loc_list and Create_set_loc_list ), we need to once scan
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Algorithm 3: Compute_red
Data: L – a list of localizations of data subsets;










Data: X – a set of objects; d – the decision attribute; m – the data
size threshold




foreach v ∈ Vd do
X ′ := class(X, v);
/*returns the subset of X that includes objects from class
v */
L (i) := Create_loc_list (X ′,m);




Data: L – a set of lists of localizations of data subsets;
Result: R – a set of relative reducts;
begin
SR := ∅;
k := |L |;
for i1 = 1 to k − 1 do
L1 := L (i1);
for i2 = i1 + 1 to k do
L2 := L (i2);









the table, hence the time and space complexity of the algo-
rithms is O(n), where n is the number of objects stored in the
table. Computing complexities, we do not include the data
size defined by the number of attributes since this does not
change for subtables.
The timecomplexity of theCompute_red andCompute_
rel_red algorithmsdepends on themethod to be used to com-
pute subreducts. It will be shown that the time complexity
of the Compute_red algorithm is equal to or less than that
of the discernibility matrix based attribute reduction method
when applied to the whole information system. To end this,
one has to show that computations of reducts performed by
Compute_red are equivalent to those of prime implicants
of the discernibility function.
Based on the correspondence between the discernibility
function of an information system and the set of reducts of
this system one can define transformation operations.
Definition 15 (Transformation operations) Let a, b ∈ A
and IS = (U, A) be an information system. Transformation
operations are defined by
1. a∗ ∧ b∗ ≡ {{a, b}},
2. a∗ ∨ b∗ ≡ {{a}, {b}}.
The following equivalencies canbederived from the above
definition.
Proposition 5 Let a, b, c ∈ A, Bi ⊆ A and IS = (U, A) be
an information system, where 1 ≤ i ≤ k and k ≥ 1.
The following hold
5.1 a∗ ∨ (b∗ ∧ c∗) ≡ {{a}, {b, c}},












∗ ≡ ⋃˙1≤i≤k{{a} : a ∈ Bi }.
The reduct set computed for two different objects cor-
responds to the cell of discernibility matrix defined by the
objects.











The set constructed using the ∪˙ operation on the reduct
sets computed for all pairs of different objects corresponds
to the discernibility function.












Computing the left side of the equivalence (i.e. applying
the
⋃˙
operation), we obtain an expression directly equiva-
lent to disjunction form of the right side. This holds by the
following proposition.
Proposition 8 Let Bi ⊆ A, where 1 ≤ i ≤ k and k > 1.
The set
⋃˙
1≤i≤k{{a} : a ∈ Bi } in explicit form is directly







Let PI(p) be the set of all prime implicants of a Boolean
expression p. The following three propositions show the
equivalences of subsequent operations.
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Proposition 10 Let IS = (U, A) be an information system



























Proposition 11 Let IS = (U, A) be an information system,
{X1, X2, . . . , Xk} be a covering of U (k > 1) and ISi j =
(Xi ∪ X j , A) be an information subsystem of IS such that






















PI( fISi, j (a
∗





It is left to show that the left side of the above equivalence
is the reduct set (1), and the right one is the set of prime
implicants (2). Case (1) holds by the following corollary.
Corollary 1 (of Theorem 1) Let IS = (U, A) be an informa-
tion system and {X1, X2, . . . , Xk} be a covering of U, where


















Case (2) holds by the following propositions.
Proposition 12 Let IS = (U, A) be an information system,
{X1, X2, . . . , Xk} be a covering of U (k > 1) and ISi j =
(Xi ∪ X j , A) be an information subsystem of IS such that
Xi , X j ⊂ U. The following holds
fIS(a
∗







1 , . . . , a
∗
m) (16)
Proposition 13 Let IS = (U, A) be an information system,
{X1, X2, . . . , Xk} be a covering of U (k > 1) and ISi j =
(Xi ∪ X j , A) be an information subsystem of IS such that
Xi , X j ⊂ U. The following holds
PI( fIS(a
∗








PI( fISi, j (a
∗





One can analogously show that the time complexity of
the Compute_rel_red algorithm is equal to or less than that
of the relative discernibility matrix-based attribute reduction
method applied to the whole decision table.
The space complexity of both the algorithms (i.e.
Compute_red and Compute_rel_red) depends on the
attribute reduction method used to compute subreducts and
the size of data subset. One can estimate that the space com-
plexity is between O(m) and O(m2), where m is the size of
data subset. It is assumed here that the data are process in a
batchmode, i.e. thewhole data are placed in thememory. The
space of the maximal size is needed when the discernibility
matrix-based attribute reduction method is directly used and
we have to store values of m(m−1)2 matrix cells. One should
note that for respectively small subtables the space complex-
ity is determined by the number of possible reducts.
6 Experiments
This section describes experimental research that concerns
attribute reduction of information systems using the approach
proposed in this paper.
The approachwas tested on15datasets taken from theUCI
Repository (UCI Repository 2014). The discernibilitymatrix
method was employed to compute reducts from decomposed
data (datasets were decomposed into 4, 10, and 25 middle
subtables) as well as from non-decomposed data for perfor-
mance comparison. The approach was implemented in C++
and tested using a laptop (Intel Core i5, 2.3 GHz, 4GBRAM,
Windows 7).
Tables 1, 2, and 3 include the basic characteristic of each
dataset (name, the number of attributes and objects), informa-
tion on the number of reducts (for decomposed data, the aver-
age and the maximal (in brackets) number of subreducts are
given), time taken to compute reducts (in seconds), and the
ratio that expresses an increase or decrease of the time needed
for computing reducts from decomposed data. A progress
with respect to the non-decomposed data is written in bold.
A progress with respect to the previous decomposition is
written in italics.
One can observe that a shortening of the time needed
for computing reducts occurs more often for datasets with
fewer attributes. The shortening also clearly depends on the
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Table 1 Attribute reduction for datasets with fewer than 10 attributes
Electricity board—5:45781
No. mid. subt. 1 4 10 25
No. reducts 2 2.6(4) 3.30(4) 3.68(40)
Time taken 336.730 321.818 321.818 324.446
Ratio 1 0.955 0.955 0.963
Car evolution—7:1728
No. mid. subt. 1 4 10 25
No. reducts 1 1(1) 1.29(3) 1.55(5)
Time taken 0.561 0.531 0.546 0.530
Ratio 1 0.95 0.97 0.94
Kingrook vs king (krk)—7:28056
No. mid. subt. 1 4 10 25
No. reducts 1 1.5(2) 1.78(3) 2.11(6)
Time taken 148.003 141.228 144.754 138.731
Ratio 1 0.95 0.98 0.94
Pima Indians diabetes—9:768
No. mid. subt. 1 4 10 25
No. reducts 27 25.4(32) 23.96(34) 20.38(31)
Time taken 0.187 0.203 0.234 0.533
Ratio 1 1.09 1.25 2.85
Nursery—9:12960
No. mid. subt. 1 4 10 25
No. reducts 1 1(1) 2(1.22) 4(1.53)
Time taken 33.976 32.104 32.261 33.087
Ratio 1 0.94 0.95 0.97
number of reducts. If that number is very small (one or
two reducts), then the computation time is more likely to
be shorter. For datasets with bigger number of reducts other
regularity is observed. Namely, a bigger number of middle
subtables translates, in general, into a longer time needed for
computing reducts. For some datasets, a small increase of
the number of middle subtables can considerably lengthen
the computation time. For example, for the Turkiye student
evaluation dataset we can observe small time increases for 4
and 10 subtables and an over fourfold increase for 20 sub-
tables. Furthermore, it is needed more than half an hour to
compute the reducts for 25 subtables. The reason of this phe-
nomenon can be searched in a big increase of the number of
subreducts (see the maximal number of subreducts for the
Australian credit approval, mushroom, and Turkiye student
evaluation datasets).
7 Discussion
This section discusses features of the proposed approach.
An important feature is the reduction of space complex-
ity. Namely, a table that does not fit in the memory can be
Table 2 Attribute reduction for datasets with fewer than 20 attributes
Shuttle—10:43500
No. mid. subt. 1 4 10 25
No. reducts 1 1(1) 1(1) 1.11(4)
Time taken 422.215 421.514 417.783 420.015
Ratio 1 0.998 0.990 0.995
Breast cancer Wisconsin—11:699
No. mid. subt. 1 4 10 25
No. reducts 2 3.4(10) 2.35(10) 1.58(13)
Time taken 0.140 0.156 0.156 0.172
Ratio 1 1.11 1.11 1.23
Wine—14:178
No. mid. subt. 1 4 10 25
No. reducts 128 68.3(80) 47.45(73) 19.0(51)
Time taken 0.125 0.218 0.327 0.374
Ratio 1 1.74 2.62 2.99
Australian credit approval—15:690
No. mid. subt. 1 4 10 25
No. reducts 13 71.5(129) 88.8(154) 74.1(141)
Time taken 0.219 0.609 2.917 9.328
Ratio 1 2.78 13.32 42.6
Adult—15:32561
No. mid. subt. 1 4 10 25
No. reducts 2 4.6(13) 11.8(28) 20.32(56)
Time taken 392.777 401.981 385.292 407.436
Ratio 1 1.02 0.98 1.04
split into smaller data subtables. The size of subtables can be
arbitrary small (i.e. at least two objects). However, the num-
ber of final subtables increases squarely with respect to that
of middle subtables (i.e. the increase is k(k−1)2 for k middle
subtables).
In spite of computations onmany subtables, the time com-
plexity of the approach does not have to increase compared
with the direct attribute reduction. As shown, the approach
in conjunction with the discernibility matrix-based attribute
reduction method is equivalent to the direct attribute reduc-
tion of the whole table using this method. The difference is
that in the former case subtasks (computations of subreducts)
of the attribute reduction task are specified. This specifica-
tion does not theoretically cause an increase in the number
of computations. Thanks to this, the change of the size of
subtables the table is to be split into does not influence the
time complexity.
In practice, the number of computations can increase if
the reducibility of the discernibility matrices of subtables
is suitably smaller than that for the whole table. In such a
case, we have more operations when computing and joining




Table 3 Attribute reduction for datasets with more than 20 attributes
Meta-data—22:528
No. mid. subt. 1 4 10 25
No. reducts 33 21.2(33) 22.27(41) 18.29(39)
Time taken 0.147 0.183 0.187 0.281
Ratio 1 1.24 1.27 1.91
Mushroom—23:8124
No. mid. subt. 1 4 10 25
No. reducts 1 39.4(323) 154.9(1226) 216.5(1124)
Time taken 32.558 43.368 172.568 929.894
Ratio 1 1.33 5.30 28.56
Trains—33:10
No. mid. subt. 1 4 10 25
No. reducts 3588 152.4(381) 13.1(24) –
Time taken 26.471 22.451 26.541 –
Ratio 1 0.85 1.003 –
Turkiye student evaluation—33:5820
No. mid. subt. 1 4 10 20*
No. reducts 1 98.2(724) 36.25(287) 61.1(2205)
Time taken 20.795 21.855 22.261 84.365
Ratio 1 1.05 1.07 4.06
Sonar, mines vs. rocks—61:208
No. mid. subt. 1 4 10 25
No. reducts 1714 567.1(721) 174.38(311) 68.48(114)
Time taken 259.475 403.355 357.556 321.059
Ratio 1 1.55 1.38 1.24
Example 5 Let X = {1, 2, 6}. The discernibility matrix of
(X, A) consists of cells {t, h, w, f }, {t, w, n}, {t, h, n, f }
and is not reducible. The part of the discernibility matrix
of (U, A) defined by all pairs of objects from X reduces to
∅ due to the cell {t} that is included in other part of the dis-
cernibility matrix of (U, A).
Another essential feature of the approach is that compu-
tations on subtables are performed independently from one
another. Thanks to this, subreducts can be computed using
any existing tool for attribute reduction.
The mentioned-above features causes the approach to be
suitable for hardware implementation of attribute reduction
(using programmable devices FPGAs). Hardware implemen-
tation can significantly speed up attribute reduction. Namely,
thanks to parallelism, basic operations such as computation
of discernibility matrix cells can be done in one cycle. This
step was implemented and tested for the purpose of the com-
putation of attribute core (Grzes et al. 2013). The memory
capacity limitation of FPGA is not a barrier for large data
processing since it can be split into suitably small portions.
However, the division of a data table into many subtables can
in practice extend the time needed for joining a huge number
of subreducts. Namely, for suitably large datasets the num-
ber of reducts of a smaller subtable is usually higher (see
Tables 1, 2, 3).
8 Related works
This section compares the proposed approach with other
rough set-based approaches that employ horizontal data
decomposition for attribute reduction.
In Deng and Huang (2006) it was observed that the dis-
cernibility matrix of a decision table used for computing
reducts can be represented by its submatrices. The universe
is partitioned into subsets and each submatrix corresponds
to one subset or to the sum of two subsets. The conjunc-
tion of the discernibility functions derived from the sub-
matrices equals to that of the original matrix. The method
enables to divide the decision table into arbitrary small sub-
tables but it requires the use of a concrete attribute reduc-
tion method, i.e. one that is based on the discernibility
matrix.
A decomposition and merging reduction method was pro-
posed in Hu et al. (2006). For each of two subtables, formed
by partitioning the universe, the reduct set is computed using
any attribute reduction method. To obtain the final reduct set,
the two reduct sets are merged by applying a method that is
based on the notion of collision elementary set. This solution
decreased the computation time compared with a standard
attribute reduction method, but it is developed for two sub-
tables only.
A core attributes based method proposed in Ye and Wu
(2010) generates minimal reducts. The universe is divided
into equivalence classes defined by the indiscernibility rela-
tion generated by the core attributes. Each subtable includes
objects of one equivalence class and is limited to the attributes
not belonging to the core. All possible unions of reducts
(each reduct comes from a different subtable) are computed.
The reducts of the minimal cardinality unions are expanded
by the core attributes forming thereby the minimal reducts.
Thanks to using the core for construction of subtables, the
method reduces the number of both objects and attributes.
However, the whole decision table is needed to compute the
core and the solution can only be applied if the core is not
empty.
The solution proposed in this paper is most similar to that
from Deng and Huang (2006). Namely, the latter is almost a
special case of the former that uses the discernibility matrix
to compute reducts of a decision system. The difference is
in the way the universe is partitioned. Each universe subset
in the approach proposed in this paper includes objects from
one class only. Thanks to this, the subsets do not need to be
scan separately to compute relative reducts (only the sum of
subsets are processed).
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9 Conclusions
The problem of attribute reduction still needs new solutions
to meet the challenges posed by large data.
This paper has proposed and investigated new definitions
of attribute reduction using horizontal data decomposition.
Algorithms for computing reducts of an information system
as well as decision table have been developed and evaluated.
The main benefits of the proposed approach are summarized
as follows.
1. Data table can be split into arbitrarily small subtables (at
least two objects).
2. Reduct sets of subtables are computed independently
from one another using any standard attribute reduction
method.
3. Compared with direct attribute reduction methods, the
approach decreases the space complexity (it is deter-
minedby the size of subtables obtainedduring the decom-
position) and achieves the same or less theoretical time
complexity (it depends on the method used to compute
reducts of subtables).
4. The time needed for computing reducts of information
systems can be shortenwhen the data table includes fewer
attribute (up to 10) or the number of reducts is small (one
or two).
Future research includes more extensive experiments (the
computation of reducts of decision tables, other methods for
computing all reducts) and hardware implementation of the
proposed method using FPGA devices.
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Appendix
Appendix shows proofs of the propositions and theorems
from Sects. 4 and 5.
Proof of Proposition 1 1.1–3 Straightforward from Defini-
tion 9.
1.4 The following holds
(IND(B) ⇔ IND(A)) ⇔ (∀x,y∈U∃B′∈B(x, y) ∈ IND
(B ′) ⇔ (x, y) ∈ IND(A)) (1).
By the assumption we have ∀x,y∈X (x, y) ∈ IND(B) ⇔
(x, y) ∈ IND(A). Let B ′ ∈ A be such that ∀ x,y∈U
x /∈X∨y /∈X
(x, y) ∈ IND(B ′) ⇔ (x, y) ∈ IND(A). We obtain
∀x,y∈U∃B′′⊆B∪B′(x, y) ∈ IND(B ′′) ⇔ (x, y) ∈
IND(A). By (1) we obtain IND(B ∪ B ′) ⇔ IND(A).
Hence, ∃C=B∪B′ IND(C) ⇔ IND(A).
1.5 This can be shown analogously to 1.4. unionsq
Proof of Proposition 2 2.1 We have X ∈ S ⇒ X = X ∪
X ∈ {Y ∪ Y ′ : Y,Y ′ ∈ S } = S ∪˙S .
2.2 The following hold:
min(S ∪˙S ′) = {X ∪ X ′ : X ∈ S , X ′ ∈ S ′,
∀Y∈S ,Y ′∈S ′Y ∪ Y ′ ⊂ X ∪ X ′} (1),
∀X,Y X ∪ X,Y ∪ Y ⊆ X ∪ Y (2).
We have min(S ∪˙S ) by(1)= {X ∪ X ′ : X, X ′ ∈ S ,
∀Y,Y ′∈S Y ∪ Y ′ ⊂ X ∪ X ′} by(2)= {X ∪ X : X ∈
S ,∀Y∈S Y ⊂ X} = min(S ).
2.3 The following holds: S ⊆ S ′,Z ⊆ Z ′ ⇒ S ∪˙Z ⊆
S ′ ∪˙Z ′ (1).
By (1) we have min(S ) ∪˙ min(S ′) ⊆ S ′ ∪˙S ′ ⇔
S ′ ∪˙S ′ = min(S ) ∪˙ min(S ′)∪Z , whereZ = {X∪
X ′ : X ∈ S , X ′ ∈ S ′, X /∈ min(S ) ∨ X ′ /∈ min(S ′)}.
We obtain min(S ′ ∪˙S ′) = min(min(S ) ∪˙ min(S ′)∪
Z ). We need to show that min(min(S ) ∪˙ min(S ′) ∪
Z ) = min(min(S ) ∪˙ min(S ′)). Assume that the
equality does not hold. We obtain
∃X∪X ′∈min(min(S ) ∪˙ min(S ′)∪Z )X ∪ X ′ ∈ Z (2).
(a) The case X /∈ min(S ). We have X ∈ S ∧ X /∈
min(S ) ⇒ ∃Y∈min(S )Y ⊂ X and Y ∪ X ′ ⊂ X ∪ X ′.
Hence, we have a contradiction with (2).
(b) The case X ′ /∈ min(S ′). This can be shown analo-
gously to the previous case.
(c) The case X /∈ min(S ) ∧ X ′ /∈ min(S ′). This is the
conjunction of the previous cases.
2.4 Let S = {S1,S2, . . . ,Sk} and S′ = {S ′1,S ′2, . . . ,
S ′k′ }, where k, k′ ≥ 1. We obtain
⋃˙
S ∈S∪S′S =





Proof of Theorem 1 By Definition 4 we have RED(A) =
PI( fIS(a∗1 , . . . , a∗m)). unionsq
Lemma 1 Let IS = (U, A) be an information system. The
following holds PI( fIS(a∗1 , . . . , a∗m)) ⇔ min(S fIS), where
S fIS is the family of sets constructed according to Defini-
tion 15 and Proposition 5 and corresponding to fIS.
Proof It is enough to show that fIS after the application of
the absorption law is equivalent to S fIS after the application
of the min function.
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Since fIS is given in conjunctive normal form, then the fol-
lowing absorption law is used: a∗ ∧ (a∗ ∨ b∗) ⇔ a∗, where
a, b ∈ A. Let al(p) return an expression that is equivalent to
p after the application of the absorption law. We have a∗ ∧
(a∗ ∨ b∗) ≡ {{a}, {a, b}} by Proposition 5 and p(a∗ ∧ (a∗ ∨
b∗)) = a∗ ≡ {{a}} = min({{a}, {a, b}}). It can be shown
analogously for any Boolean expression in conjunctive
form. unionsq
We obtain
1. REDXi∪X j (A) ⇔ PI( fi, j (a∗1 , . . . , a∗m)) for any Xi , X j ⊆
U by Definition 4,
2.
⋃˙
1≤i, j≤kREDXi∪X j (A) ⇔
∧
1≤i, j≤k PI( fi, j (a∗1 , . . . ,
a∗m)) by Proposition 5,
3. min
(⋃˙
1≤i, j≤kREDXi∪X j (A)
)
⇔ PI(∧1≤i, j≤k
PI( fi, j (a∗1 , . . . , a∗m))) by the lemma,
4. PI
(∧
1≤i, j≤k PI( fi, j (a∗1 , . . . , a∗m))
)
= PI( fIS(a∗1 , . . . ,
a∗m)) by Proposition 13.
Proof of Theorem 2 We need to show that min(
⋃˙
1≤i< j≤k





REDXi∪X j (A, d)).
Lemma 2 Let IS = (U, A) be an information system. The
following holds ∀X,Y⊆UREDX∪Y (A) = min(REDX (A) ∪˙
REDY (A) ∪˙REDX∪Y (A, d)).
Proof WeobtainREDX∪Y (A) = min(⋃˙x,y∈X∪YRED{x}∪{y}
(A)) by Theorem 1, where the covering of X ∪ Y is












(A) by Proposition 5 and the property (S ∪ S′) × (S ∪ S′) =
(S × S) ∪ (S′ × S′) ∪ (S′ × S) ∪ (S × S′).
Sublemma 4 Let IS = (U, A) be an information system.
The following holds ∀X,Y⊆U (⋃˙x∈X,y∈YRED{x}∪{y}(A) =⋃˙
x,y∈X∪YRED{x}∪{y}(A, d)).
Proof 1. The case x = y. We obtain RED{x}∪{y}(A) =
RED{x}∪{y}(A, d) by Definition 7.
2. The case x = y.
1. The case d(x) = d(y). We obtain ¬(x ∈ X ∧ y ∈ Y ),
hence RED{x}∪{y}(A) is not computed. This is equivalent
to RED{x}∪{y}(A) = ∅. We also obtain
RED{x}∪{y}(A, d) = ∅ by Definition 7.
2. The case d(x) = d(y). We obtain RED{x}∪{y}(A) =
RED{x}∪{y}(A, d) by Definition 7.
(end of sublemma proof)
For simplicity’s sake we denote B1 = ⋃˙x∈X,
y∈X
RED{x}∪{y}
(A), B2 = ⋃˙x∈Y,
y∈Y
RED{x}∪{y}(A), B3 = ⋃˙x∈X,
y∈Y
RED{x}∪{y}
(A), B4 = ⋃˙x∈Y,
y∈X
RED{x}∪{y}(A). We obtain min(B1 ∪˙ B2 ∪˙
B3 ∪˙ B4) = min(min(B1) ∪˙ min(B2) ∪˙ min(B3 ∪˙ B4)) by
Properties 2.3 and 2.4. We have B3 = B4 by the sym-
metry of RED{x}∪{y}(A) with respect to x and y. Hence,
min(B3 ∪˙ B4) = min(B3) by 2.3 and 2.4. We have by
the sublemma that B3 = ⋃˙x,y∈X∪YRED{x}∪{y}(A, d) =
B5 . Therefore, we have min(min(B1) ∪˙ min(B2) ∪˙ min(B3
∪˙ B4)) = min(min(B1) ∪˙ min(B2) ∪˙ min(B5)) = min
(REDX (A) ∪˙REDY (A) ∪˙REDX∪Y (A, d)) by Theorem 1.
(end of lemma proof).
By the lemma we obtain min(
⋃˙
1≤i< j≤kREDXi∪X j (A))
= min(⋃˙1≤i< j≤k min(REDXi (A) ∪˙REDX j (A) ∪˙
REDXi∪X j (A, d))). Let Bi = REDXi (A),B j = REDX j
(A), Bi j = REDXi∪X j (A, d). We have min(
⋃˙
1≤i< j≤k
min(Bi ∪˙B j ∪˙Bi j )) = min(⋃˙1≤i< j≤k(Bi ∪˙B j ∪˙Bi j ))
= min(⋃˙1≤i< j≤k(Bi ∪˙B j ) ∪˙
⋃˙
1≤i< j≤kBi j ) = min
(min(
⋃˙
1≤i< j≤k(Bi ∪˙B j )) ∪˙ min(
⋃˙
1≤i< j≤kBi j )).
Lemma 3 Let IS = (U, A) be an information system,
{X1, X2, . . . , Xk} (k > 1) be a covering of U. The fol-
lowing holds min(
⋃˙




Proof We obtain min(
⋃˙
1≤i< j≤kREDXi (A) ∪˙REDX j
(A)) = min(REDX1(A) ∪˙REDX2(A) ∪˙REDX2(A) ∪˙ · · · ∪˙
REDXk−1(A) ∪˙REDXk−1(A) ∪˙REDXk (A) ∪˙REDXk (A)) =
min(min(REDX1(A)) ∪˙ min(REDX2(A) ∪˙REDX2(A)) ∪˙
· · · ∪˙ min(REDXk−1(A) ∪˙REDXk−1(A)) ∪˙ min(REDXk
(A) ∪˙REDXk (A))) = min(min(REDX1(A)) ∪˙ min(REDX2
(A)) ∪˙ · · · ∪˙ min(REDXk−1(A)) ∪˙ min(REDXk (A))) =
min(REDX1(A) ∪˙ REDX2(A) ∪˙ · · · ∪˙REDXk−1(A) ∪˙
REDXk (A)) = min(
⋃˙
1≤i≤kREDXi (A)).
(end of lemma proof).
By the lemmawe havemin(min(
⋃˙
1≤i< j≤k(Bi ∪˙B j )) ∪˙
min(
⋃˙
1≤i< j≤kBi j )) = min(min(
⋃˙
1≤i≤kBi ) ∪˙ min
(
⋃˙









1≤i< j≤kREDXi∪X j (A, d)).
Proposition 3 and Theorem 3 can be proved analogously
to Proposition 1 and Theorem 1, respectively.
Proof of Proposition 4 Straightforward by Theorems 2 and
3.
Proof of Proposition 5 5.1 By Definition 15.
5.2 By the distribution of conjunction over disjunction law
and Definition 15.
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5.3 By 5.1.
5.4 By 5.2.
Proof of Proposition 6 We have
∨
a∈cx,y a
∗ ≡ {{a} : a ∈
cx,y} = {{a} : a ∈ A, a(x) = a(y)}. Therefore, we need
to show that ∀x,y∈U,
x =y
(B ∈ RED{x,y}(A) ⇔ ∃a∈AB = {a} ∧
a(x) = a(y)).
1. The case “⇒”. Assume that B ∈ RED{x,y}(A) ∧
(∀a∈AB = {a}(1) ∨ a(x) = a(y)(2)).
We have x = y ⇔ ∃a∈Aa(x) = a(y) (3) and B ∈
RED{x,y}(A) ⇔ IND{x,y}(B) = IND{x,y}(A) (4).
By (3) and (4) we have (x, y) /∈ IND{x,y}(A) ∧ (x, y) /∈
IND{x,y}(B), hence ∃a∈Ba(x) = a(y). This leads to a
contradiction with (2).
We obtain ∃a∈Ba(x) = a(y) ⇒ ∀C⊆A,
a∈C
IND{x,y}(C) =
IND{x,y}({a}). Hence, we obtain B = {a} and have a
contradiction with (1).
2. The case “⇐”. Assume that ∃a∈AB = {a} ∧ a(x) =
a(y) ∧ B /∈ RED{x,y}(A).
We have B /∈ RED{x,y}(A), hance
(a) The case ∃C⊂B,
C =∅
C ∈ RED{x,y}(A). We have |B| =
1 ⇒ ∀D⊂BD = ∅, hence we have a contradiction
with Definition 7.
(b) The case ∃C⊃BC ∈ RED{x,y}(A).We obtain a ∈ B∧
a(x) = a(y) ⇒ ∀D⊇BIND{x,y}(D) = IND{x,y}(B).
Hence, we obtain C /∈ RED{x,y}(A) and have a con-
tradiction with the assumption.
Proof of Proposition 7 Straightforward by Propositions 5
and 6.
Proof of Proposition 8 Let Bi = {ai1, ai2, . . . , aili }, where
li ≥ 1 and 1 ≤ i ≤ k.
Weobtain L = ⋃˙1≤i≤k{{a} : a ∈ Bi } =
⋃˙
1≤i≤k{{ai1}, {ai2},
. . . , {aili }} = {{a1j1, a2j2 , . . . , akjk } : 1 ≤ j1 ≤ l1, 1 ≤ j2 ≤
l2, . . . , 1 ≤ jk ≤ lk} by Definition 11.
We also obtain R = ∧1≤i≤k
∨
a∈Bi a
∗ ⇔ ∧1≤i≤k(ai∗1 ∨










a2∗j2 ∧ · · · ∧ ak∗jk ) by the distributive law.
Finally, we obtain L ≡ R by Proposition 5.
Proof of Proposition 9 It can be shown analogously to
Lemma 1.
Proof of Proposition 10 Straightforward by Propositions 5
and 9.
Proof of Proposition 11 Straightforward by Propositions 9
and 10.
Proof of Proposition 12 Let {X1, X2, . . . , Xk} be a covering
of U . The following holds U ×U = ⋃1≤i, j≤k Xi × X j (1).














∗ ⇔ ∧1≤i, j≤k fISi, j (a∗1 , . . . , a∗m).
Proof of Proposition 13 Computationof prime implicants of
a Boolean function is equivalent to application of the absorp-







i=k1+1 pi ∧ · · · ∧∧k
i=kl+1 pi , where pi is a disjunction of atomic formulas
(1 ≤ i ≤ k), k > 1 and l < k. The following holds
al(
∧k
i=1 pi ) = al(al(
∧k1
i=1 pi ) ∧ al(
∧k2




Proof An operation al∧ is defined based on the absorption
law as follows




p, if q ⇒ p;
q, if p ⇒ q;
p ∧ q, otherwise.
The following holds ∀p,q,r p al∧ q al∧ r ⇔ (p al∧ q) al∧ r
⇔ p al∧ (q al∧ r)) (1). We obtain L = al(∧ki=1 pi ) =
p1 al∧ p2 al∧ · · · al∧ pk by (1). We also obtain R =
al(al(
∧k1
i=1 pi )∧ al(
∧k2
i=k1+1 pi )∧· · ·∧al(
∧k
i=kl+1 pi )) =
al((p1 al∧ p2 al∧ · · · al∧ pk1)∧ (pk1+1 al∧ pk1+2 al∧ · · ·
al∧ pk2) ∧ · · · ∧ (pkl+1 al∧ pkl+2 al∧ · · · al∧ pk)) =
(p1 al∧ p2 al∧ · · · al∧ pk1) al∧ (pk1+1 al∧ pk1+2 al∧ · · ·
al∧ pk2) al∧ · · · al∧ (pkl+1 al∧ pkl+2 al∧ · · · al∧ pk))by
(1). Hence, we have L = R.
(end of lemma proof)
By the lemma we obtain al( fIS(a∗1 , . . . , a∗m)) = al
(
∧
1≤i, j≤k al( fISi, j (a∗1 , . . . , a∗m))).
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