Introduction {#s1}
============

Rapid action-selection is paramount to effective goal-directed behavior. Many real-life situations simultaneously activate multiple, often incompatible motor tendencies, thus resulting in response-conflict ([@bib13]; [@bib73]; [@bib75]; [@bib91]). To maintain successful behavior, the human brain needs a mechanism to rapidly resolve such response-conflict. Most early research implicated the medial prefrontal cortex (mPFC) in its detection and processing ([@bib28]; [@bib76]; [@bib77]; [@bib79]). Subsequent research has extended this picture to include the basal ganglia (BG, [@bib15]; [@bib26]; [@bib92]; [@bib93]). Current models of action-selection hold that controlled, non-automatic motor activity is regulated via dynamic fronto-BG interactions ([@bib38]; [@bib87]; [@bib89]). However, it is unclear how exactly these fronto-BG networks mechanistically exert influence on the motor system during response-conflict.

Here, we tested the theory that motoric response-conflict invokes a specific fronto-BG neural mechanism for inhibitory control ([@bib25]; [@bib87]). We propose that this mechanism broadly and rapidly net-inhibits inappropriate motor tendencies during motoric response-conflict, thereby facilitating the selection of the correct response. The proposed mechanism is implemented via a fronto-BG network, which includes the mPFC and the subthalamic nucleus (STN) in the BG. Specifically, it purportedly involves a hyper-direct inhibitory pathway from cortex to STN ([@bib4]; [@bib56]; [@bib57]), which can rapidly inhibit thalamocortical motor representations via the output nuclei of the BG (globus pallidus pars internus, substantia nigra pars reticulata) and the thalamus ([@bib72]; [@bib87]). The inhibitory control function of this mechanism is well-characterized and is typically studied in the stop-signal task (SST, [@bib4]; [@bib51]), where it enables the rapid outright cancelation of impending motor responses after an explicit signal to stop a response ([@bib2]; [@bib43]; [@bib67]). We propose that this same mechanism is part of a cognitive control cascade that is recruited during motoric response-conflict and serves to inhibit inappropriate responses in favor of the correct response.

During outright action-stopping, the activity of this mechanism can be measured in several ways. Cortically, fronto-central low-frequency activity (\~2--8 Hz) is increased during action-stopping ([@bib41]; [@bib58]; [@bib90]), likely reflecting activity of the mPFC ([@bib40]). According to popular models, the mPFC then recruits the subcortical STN to net-inhibit the motor cortex ([@bib43]; [@bib65]; [@bib89]). In line with this, successful action-stopping is accompanied by increased STN activity ([@bib4]; [@bib8]; [@bib9]; [@bib48]; [@bib66]). Interestingly, unlike the 2--8 Hz increase observed at fronto-central scalp sites, stopping-related activity in STN occurs largely in the β frequency-band (13--30 Hz, [@bib8]; [@bib66]; [@bib83]) ([@bib3]). Finally, at the motor system level, the net-inhibitory influence of this mechanism is expressed as a non-selective reduction in cortico-spinal excitability (CSE). In other words, action-stopping via this mechanism leads to CSE suppression of both task-related and task-unrelated muscles ([@bib5]; [@bib17]; [@bib52]; [@bib82]). Such non-selective CSE-suppression during stopping is directly related to STN β-band activity ([@bib83]), which provides a link between the neural activity of the fronto-BG inhibitory control mechanism and the physiological manifestation of inhibition of the motor system.

The hypothesis that this same motor inhibition mechanism is also recruited during response-conflict is based on several observations. First, response-conflict leads to a slowing of motoric response times ([@bib73]; [@bib75]), which some propose to result from active inhibition ([@bib16]; [@bib68]). Second, just like action-stopping, response-conflict is commonly accompanied by low-frequency fronto-central scalp-recorded activity ([@bib19]; [@bib21]; [@bib59]). Third, computational accounts of cognitive control in the BG propose a key role for the STN in regulating behavior during response-conflict ([@bib25]; [@bib89]). Fourth, STN recordings have shown increases in both low-frequency (2--8 Hz) and β-band activity during response-conflict ([@bib15]). However, to date, no evidence for the broad, non-selective suppression of the motor system during response-conflict exists. Moreover, direct evidence for interactions between the BG and motor cortex during conflict is hard to obtain in humans, as simultaneous recordings of subcortical BG activity and cortical motor activity are extremely rare.

Here, we present a multi-modal investigation that included three experiments designed to test the hypothesis that the STN of the BG non-selectively suppresses motor cortex during response-conflict. Experiment 1 (single-trial scalp-EEG) tested whether potential behavioral expressions of motor inhibition during response-conflict (viz., the slowing of response times) are related to ubiquitous EEG signatures that are commonly found during outright action-stopping -- which could indicate the presence of a generic cognitive control mechanism during conflict. Since Experiment 1 indicated that action-stopping and motor slowing due to response-conflict are related to a shared signature on the scalp, we then tested whether the purported inhibitory influence that the subcortical STN exerts onto active motor representations in M1 during action-stopping is also observable during response-conflict. To this end, in Experiment 2, we then performed unique simultaneous intracranial recordings of STN and M1 activity in awake, behaving neurosurgical patients. Using measures of functional and effective connectivity, we tested whether response-conflict leads to increased communication between STN and the specific parts of M1 that represent inappropriate, to-be-inhibited motor tendencies (in line with the purported inhibitory role of the STN). Since this was found to be the case in Experiment 2, in a final step, we then tested whether response-conflict leads to a non-selective suppression of cortico-spinal excitability -- a unique signature of motor suppression observed during outright action-stopping. To that end, Experiments 3.1. and 3.2. used transcranial magnetic stimulation to test whether the net-excitability of the motor system is broadly and non-selectively suppressed during response-conflict. Taken together, these studies aimed to provide converging evidence for the fact that action-stopping and response-conflict involve overlapping neural mechanisms, observable both on the scalp and subcortical levels, with comparable outright effects on the net-excitability of the motor system. This would demonstrate that response-conflict is partially resolved by a neural mechanism for non-selective motor inhibition.

Results {#s2}
=======

Inhibitory behaviors during response-conflict share EEG signature with outright stopping {#s2-1}
----------------------------------------------------------------------------------------

In Experiment 1, 21 healthy adult participants performed a visual Simon task ([@bib73]) to elicit response-conflict ([Figure 1A](#fig1){ref-type="fig"}) and a stop-signal task (SST, [@bib51]) to elicit outright action-stopping ([Figure 1B](#fig1){ref-type="fig"}). During both tasks, participants showed the expected behavior. In the Simon task, correct incongruent trial reaction times were slower compared to congruent trial reaction times (361 ms \[SEM: 8\] vs. 326 ms \[SEM: 7\]; t(20) = 9.63, p=5.92\*10^−09^, d = 1.06), and error rates on incongruent trials were significantly increased compared to congruent trials (22.67% vs. 10.38%; t(20) = 4.6, p=0.0002, d = 1.4), indicating response-conflict. In the stop-signal task, correct-trial RT was slower compared to failed-stop trial RT (551 ms vs. 469 ms; t(20) = 14.45, p=4.77\*10^−12^, d = 1.44), indicating adherence to the race-model of the SST ([@bib51]; [@bib80]). Mean stop-signal RT was 238 ms, and mean stopping success rate was52%, indicating convergence of the adaptive stop-signal delay algorithm (which aimed to keep successful stopping rates around 50%).

![Task diagrams for all experiments.\
(**A**) Visual Simon task. Fixation was followed by a colored square, with color indicating the required response hand (according to the response mappings, which were displayed on the bottom of the screen throughout the experiment). Response hand either matched the side of stimulus presentation (congruent trial) or did not match (incongruent trial). Incongruent trials introduced response-conflict. In Experiment 1 (EEG), responses were made with the hands, whereas in Experiment 3.1. and 3.2. (TMS and EMG) they were made with the feet so that the hand muscles were task-unrelated. (**B**) Visual stop-signal task used in Experiment 1 to evoke neural signature of motor inhibition. (**C**) Auditory Simon task, used in Experiment 2. Intraoperative recordings were performed on participants with partially occluded vision, therefore the experiment was conducted entirely in the auditory domain. A high-frequency tone indicated a right hand response, a low frequency tone indicated a left hand response. Response-conflict was created through incongruent laterality of the stimulus presentation, same as in the visual experiment used in Experiments 1, 3.1., and 3.2.](elife-42959-fig1){#fig1}

Throughout both tasks, we non-invasively recorded scalp-EEG. The SST was used to elicit a well-known neural scalp-signature of motor inhibition. This signature was then isolated from the EEG signal mixture using independent component analysis (ICA). We then tested whether this component exhibits increased activity during response-conflict in the Simon task, and whether this activity relates to purported behavioral indices of inhibition (motor slowing) on a trial-to-trial basis.

ICA ([@bib44]) was used to disentangle the individual neural source signals underlying the scalp EEG mixture ([@bib60]). ICA is designed to separate neural sources that independently contribute to the compound scalp-EEG signal mixture. For example, ICA can disentangle motor, sensory, and cognitive processes, even when they are simultaneously active ([@bib54]), and it can even disentangle sources that have overlapping scalp-distributions and frequency-properties when present in the data (e.g., two independent fronto-medial theta-band components can be disentangled with as few as 31 electrodes/data dimensions \[[@bib55]\]). Hence, a combined ICA was performed on every subject's SST and Simon task EEG data.

We used only the SST portion of the data as a 'functional localizer' to identify one independent component (IC) per subject from the combined ICA. This component was selected to reflect the known properties of neural activity related to inhibitory control in the stop-signal task. We used the following criteria to select this component (for more details, see the Materials and methods section of this paper and [@bib86]): First, the IC showed a fronto-central scalp distribution of the component weight matrix. Second, the IC showed an earlier onset of its P3 event-related potential (P3-ERP) following stop-signals when actions were successfully stopped compared to when commission errors occured (this property reflects the race-model of the SST, which holds that an earlier onset of the stopping-process will lead to more successful stopping). Third, across subjects, there was a positive correlation between the onset of the selected ICs' stop-signal P3-ERPs and each subject\'s stop-signal reaction time (which illustrates the relationship between the timing of the neural process captured in this component and the speed of the motor inhibition process).

ICs were selected automatically using algorithms that operationalized these criteria (see Materials and methods). [Figure 2A,B](#fig2){ref-type="fig"} show that component selection was successful, as the thusly selected components fulfilled the above-mentioned criteria. [Figure 2A](#fig2){ref-type="fig"} also shows the time-frequency decomposition of the components, demonstrating that their event-related activity after stop-signals is dominated by the lower frequency-bands (2--8 Hz). Taken together, these components show all properties commonly observed for the purported neural scalp index of motor inhibition in the SST ([@bib46]; [@bib47]; [@bib86]).

![Results from Experiment 1.\
(**A**) Group-average event-related potential and event-related spectral perturbation of the selected independent EEG source-signal components during the stop-signal task. The left panel shows the event-related stop-signal P3 activity of these components, while the right panel shows that the bulk of the signal increase of these components during successful stopping is found between 2 and 8 Hz. (**B**) Relationship between the onset of the event-related part of the components in panel A to behavioral measures of motor inhibition in the stop-signal task. The onset of the stop-signal P3 occurred significantly earlier in successful vs. failed stop-trials (left panel). Moreover, the latency of P3 onset was positively correlated with the speed of stopping across subjects (right panel). (**C**) Activity of these same components during response-conflict in the Simon task. The left panel shows a significant (p\<0.01, FDR-corrected) increase in low-frequency activity on incongruent vs. congruent trials on the group-level. The right panel shows the results of a trial-by-trial correlation between the degree of motor slowing on each individual incongruent trial and the activity of the selected components, revealing a positive relationship between the same low-frequency activity and motor slowing during response-conflict. (**D**) Illustration of that same relationship on individual trials, stacked across all subjects (for visualization purposes only). Y-Axis shows individual incongruent trials, sorted by reaction time (curved black line). Stronger low-frequency activity can be observed on trials with more motor slowing (top of graph).](elife-42959-fig2){#fig2}

We then investigated the activity of these components during the Simon task in each subject\'s EEG data to test our two hypotheses. In line with our first hypothesis, we found significantly (p\<0.01, FDR-corrected) increased activity in the selected components on incongruent compared to congruent Simon trials ([Figure 2C](#fig2){ref-type="fig"}, left). Moreover, this activity took place in the same frequency bands that dominated those components' activity in the SST (2--8 Hz, [Figure 2A](#fig2){ref-type="fig"}). To test the second hypothesis (association between neural signal and purported trial-to-trial behavioral indices of inhibition in the Simon task), a single-trial, sample-to-sample time-frequency regression analysis was then performed on incongruent trials only, for each subject separately (with the resulting beta-weights tested for significance on the group-level). This revealed that the degree of low-frequency activity on individual incongruent trials in the Simon task was directly related to the degree of motor slowing on the same trial ([Figure 2C](#fig2){ref-type="fig"}, right). Specifically, individual incongruent trials with greater low-frequency activity in the selected 'motor inhibition' component also showed increased motor slowing ([Figure 2D](#fig2){ref-type="fig"}).

Taken together, the results of Experiment one suggest that a similar fronto-central low-frequency scalp signature is present during both outright action-stopping (in the stop-signal task) and during conflict-related motor slowing (in the Simon task). Moreover, ICA could not disentangle both processes, suggesting that they may share a common neural source signal generator (though brain lesion work would be ultimately needed to confirm this hypothesis). Importantly, this low-frequency activity directly related to trial-by-trial behavioral indices of motor inhibition in both task contexts: its timing delineated successful from failed stopping in accordance with the race-model of the stop-signal task, and its activity on incongruent Simon trials directly relates to the degree of motoric slowing on each trial.

At a minimum, Experiment 1 indicates that behaviors that reflect motor inhibition (stopping and slowing) relate to common fronto-central scalp signatures across both tasks. While these observations are in line with the interpretation that response-conflict may be resolved via fronto-medially initiated inhibitory control, Experiment 1 on its own cannot prove this assertion.

Indeed, if response-conflict elicits net-motor inhibition mediated by a fronto-BG neural mechanism (in which mPFC triggers BG activity that ultimately net-inhibits M1), increased communication between the BG (specifically, the STN) and the motor system during response-conflict would have to be found. Moreover, a broad net-suppression of cortico-motor excitability should take place during response-conflict, just as is found during action-stopping. Therefore, following Experiment 1, Experiment 2 tested whether STN communicates with the motor system during response-conflict in a fashion that is consistent with an inhibitory influence of STN onto M1, while Experiments 3.1. and 3.2. tested whether true physiological suppression of the motor system can be observed during response-conflict.

Experiment 2: STN influences M1-representations of inappropriate response tendencies {#s2-2}
------------------------------------------------------------------------------------

In Experiment 2, we intraoperatively recorded local field potentials from the STN in nine Parkinson's patients undergoing deep-brain electrode implantation surgery during performance of an auditory Simon task ([Figure 1C](#fig1){ref-type="fig"}). Simultaneously, we recorded activity from the bilateral primary motor cortices (M1) via subgaleally implanted strip electrodes. Detailed symptom information for each patient can be found in [Table 1](#table1){ref-type="table"}.

10.7554/eLife.42959.004

###### Symptom information for each patient.

UPDRS: Unified Parkinson\'s Disease Rating Scale (Part III). Hemibody: L = symptoms predominantly on the left, R = right. Subtype: A/R = akinetic/rigid, T = tremor. Hand: R = right handed, L = left handed. Burrhole placement: cm lateral from midline. Selected bipolar contact: 3 = most anterior pair, 2 = middle pair, 1 = most posterior pair.

  Patient   UPDRS score   PD subtype   Demographics   Burrhole placement (cm)   Selected bipolar contact (1-3)                       
  --------- ------------- ------------ -------------- ------------------------- -------------------------------- --- ----- ----- --- ---
  1         74            57           L = R          A/R                       48                               R   \-    \-    2   2
  2         41            21           L \> R         A/R                       60                               R   3.4   4.2   3   1
  3         59.5          9            R \> L         T                         70                               R   4.3   4.9   3   2
  4         45            18           L \> R         T                         57                               L   \-    \-    2   2
  5         36            10           L \> R         T                         66                               R   4.5   4.5   1   2
  6         39            4            R \> L         T                         65                               R   \-    \-    3   2
  7         38            16           R \> L         T                         70                               R   4.5   3.3   3   1
  8         53.5          22.5         R \> L         T                         63                               R   4.4   3.9   2   2
  9         29            0            L = R          A/R                       42                               R   3.5   4     2   

Patients showed the expected behavior in the Simon task. Correct incongruent trial reaction times were slower compared to congruent trial reaction times (763 ms \[SEM: 22\] vs. 708 ms \[SEM: 36\]; t(8) = 3.23, p=0.012, d = 0.66), and error rates on incongruent trials were significantly increased compared to congruent trials (22.84% vs. 13.54%; t(8)=3.93, p=0.0044, d = 0.92), indicating the presence of response-conflict.

Before analyzing the LFP data, we confirmed accurate electrode contact locations for both STN and M1. For STN, bipolar montages showed the expected β-band firing pattern during rest, which is used intraoperatively to confirm electrode placement for post-operative clinical stimulation ([Figure 3](#fig3){ref-type="fig"}).

![Confirmation of STN electrode placement.\
Bipolar STN electrode montages from selected electrodes show power peaks in β-band for each individual subject; red line shows average across all subjects (red shade: standard error of the mean).](elife-42959-fig3){#fig3}

For subgaleal M1, we identified bipolar montages that showed the expected movement-related β-band desynchronization ([@bib64]) time-locked to the response ([Figure 4](#fig4){ref-type="fig"}). This validation was based on an independent peri-operative experimental session that did not involve incongruent stimuli (see Materials and methods).

![Confirmation of subgaleal M1 electrode placement.\
Top row: Bipolar subgaleal electrode contact montages over M1 show clear motor signatures; β-desynchronization over contralateral M1 on congruent trials can be observed in both left M1 (left) and right M1 (middle). Furthermore, single-trial data show clear alignment of this desynchronization to the response, followed by post-response β-rebound (right). Middle and bottom row: β-desynchronization is localized to the selected montages, as signatures are largely reduced/absent at anterior/posterior montages.](elife-42959-fig4){#fig4}

To test our hypothesis regarding the interaction between STN and M1 during conflict, we then quantified inter-site connectivity using phase-locking value (PLV, [@bib49]), a frequency-resolved measurement of instantaneous phase-synchrony between two remote brain regions, which indicates functional connectivity ([@bib27]). PLV quantifies inter-regional interactions using the frequency-specific phase angle at each site and is independent of signal power. We were specifically interested in the interactions between STN and the M1 representation of the incorrect response tendency (i.e., the M1 hand-representation *ipsilateral* to the correct response hand). On incongruent trials, this is the motor representation that needs to be inhibited to enable correct responding. In line with this, PLV between STN and ipsilateral M1 was increased on incongruent compared to congruent trials, specifically in the β frequency-band ([Figure 5A](#fig5){ref-type="fig"}, left and middle). PLV was significantly increased between 180--240 ms following stimulus onset, with significant frequencies ranging from 18 to 22 Hz. The peak significance of this time-frequency window was p=0.00076 (d = 2.08), and increases in STN-M1 connectivity during this window were found in each individual subject ([Figure 5A](#fig5){ref-type="fig"}, right). We also analyzed PLV between STN and contralateral M1 (i.e., the M1 hand-representation of the correct response that does not need to be inhibited). This revealed no significant condition differences ([Figure 5---figure supplement 1](#fig5s1){ref-type="fig"}).

![STN -- M1 functional and effective connectivity during conflict.\
(**A**) Functional connectivity, phase-locking value. Left panel shows the full-spectrum PLV analysis, specifically, a comparison of incongruent minus congruent trials. Significant (p\<0.01) group-differences between conditions are highlighted in black outline. To visualize the condition differences in the significant frequency-range, the middle panel shows individual condition data in the significant beta frequency-range, which was identified from the full spectrum analysis (18--22 Hz). Right panel shows individual subject condition differences (positive numbers indicate greater PLV in the incongruent condition). (**B**) Effective connectivity (Granger prediction). Top row shows directional influence of STN activity onto ipsilateral M1, bottom row shows the reverse direction. Left panels show full beta-spectrum analysis, significant (p\<0.01) increases in directional connectivity (from baseline) are highlighted in black. Middle panels show the effective connectivity time-series at the significant frequencies identified for STN-\>M1 connectivity from the full-spectrum analysis. Right panels show individual subject data for the significant time-frequency window.](elife-42959-fig5){#fig5}

Notably, PLV does not allow inferences regarding the directionality of functional connectivity. Therefore, we performed a Granger-prediction analysis on the STN-M1 data on incongruent trials, which quantifies effective connectivity and allows such inferences. The Granger analysis also shows increased STN-ipsilateral M1 β-band connectivity during response-conflict. Moreover, the directional analysis shows that this is attributable to a Granger-'causal' influence of STN onto M1, whereas no reverse influence is observable ([Figure 5B](#fig5){ref-type="fig"}). While the purpose of the Granger analysis was to investigate the directional nature of the functional connectivity identified by PLV in the significant time-frequency window, the calculation of time/frequency-resolved connectivity was done independently of the PLV analysis (and using different methods, see Materials and methods). Nevertheless, the significant STN-\>M1 Granger-prediction effect notably matched the PLV effect in both time and frequency, providing quantification-independent evidence for neural connectivity in the β-band around 200 ms following stimulus onset. The peak significance of STN-\>M1 Granger-influence in this time-frequency window was p=0.0022, and increases in effective STN-\>M1 connectivity during this window were found in all but one individual subject (said subject also had by far the lowest PLV condition difference in the PLV functional connectivity analysis).

Taken together, the results of Experiment 2 show that functional connectivity between STN and ipsilateral M1 is increased during response-conflict. Granger analyses further suggest that this connectivity is directional, from STN to M1. This suggests that during response-conflict, the conflicting, incorrect response tendency in ipsilateral motor cortex is subject to influences of the STN (most likely via the STN's downstream connection to the motor system via the output nuclei of the BG and the thalamus; see Discussion).

Experiment 3.1.: Response-conflict leads to non-selective CSE-suppression {#s2-3}
-------------------------------------------------------------------------

While Experiment 2 provides unique and novel evidence for the fact that STN-activity influences the specific part of M1 that represents the incorrect response-tendency during motoric conflict, the presence of physiological inhibition of the motor system itself has yet to be demonstrated. Based on prior findings from the SST ([@bib5]; [@bib17]; [@bib52]; [@bib83]; [@bib82]), we predicted that such motor inhibition -- if it indeed takes place during response-conflict -- would be broad and non-selective, because it has to be rapidly initiated. In other words, the excitability of even task-unrelated muscles should be suppressed during conflict (as is the case during outright motor stopping). Experiments 3.1. and 3.2. were designed to test this prediction.

Experiment 3.1. was a pilot experiment designed to test the latency with respect to stimulus-onset at which there is non-selective inhibition of the motor system (if there is any). We tested this in N = 14 healthy adults who performed the same Simon task as in Experiment 1, except that in this version, participants responded with the feet. This allowed us to measure cortico-spinal excitability (CSE) from a hand-muscle (right abductor pollicis brevis, APB) that was not involved in the task. We recorded EMG from APB while stimulating its contralateral motor cortex representation using single-pulses of TMS. Doing so elicits motor-evoked potentials in the EMG trace, a net measurement of CSE ([@bib12]; [@bib71]). We collected CSE-estimates on both incongruent and congruent trials, at different time points following stimulus onset (150 ms -- 500 ms post-stimulus in 50 ms increments; roughly covering the post-stimulus period during which electrophysiological signatures purportedly reflecting inhibition were active in Experiments 1, 2).

Participants showed the expected behavior. Correct incongruent trial reaction times were slower compared to congruent trial reaction times (559 ms \[SEM: 15\] vs. 528 ms \[SEM: 15\]; t(13)=4.57, p=0.00052, d = 0.56), and error rates on incongruent trials were significantly increased compared to congruent trials (7.04% vs. 5.17%; t(13)=3.56, p=0.0035, d = 0.27), indicating the presence of response-conflict.

Regarding CSE, a repeated-measures ANOVA revealed a significant interaction effect of TRIAL TYPE and TIME POINT on APB-CSE (F(3/39)=3.1, p=0.039, partial-η^2^ =.19). Planned follow-up t-tests showed a significant suppression of the APB-CSE on incongruent relative to congruent trials specifically at 250 ms following stimulus onset (t(39)=2.36, p=0.012, d = 0.52, [Figure 6A](#fig6){ref-type="fig"}), accounting for the significant interaction. This was significant when corrected for multiple comparisons using the Bonferroni procedure. No other time points showed any significant differences between conditions.

![Results from Experiment 3.1. (left) and Experiment 3.2. (right).\
Experiment 3.1. showed significant suppression of CSE on incongruent-trials at 250 ms post-stimulus. Experiment 3.2. replicated this finding in a larger sample, and also showed that incongruent-trial CSE was significantly suppressed compared to resting baseline. Lastly, the degree of MEP suppression incurred on incongruent trials was positively correlated with the amount of relative RT slowing on those trials.](elife-42959-fig6){#fig6}

Experiment 3.2.: Response-conflict leads to non-selective CSE-suppression {#s2-4}
-------------------------------------------------------------------------

We then repeated the experiment with a larger sample (N = 30), while collecting CSE only at the 250 ms post-stimulus time-point that yielded a significant difference in Experiment 3.1. This increased the signal-to-noise ratio for each individual subject by increasing the trial number for the CSE estimate. It also allowed us to correlate CSE suppression to behavioral motor slowing during response-conflict across subjects. Finally, we also collected baseline CSE samples in the breaks between blocks in Experiment 3.2., with the goal of testing whether incongruent-trial CSE was suppressed compared to a baseline that included a true rest-period.

Participants showed the expected behavior. Correct incongruent trial reaction times were slower compared to congruent trial reaction times (598 ms \[SEM: 14\] vs. 569 ms \[SEM: 15\]; t(29)=8.74, p=1.27\*10^−09^, d = 0.37), and error rates on incongruent trials were significantly increased compared to congruent trials (4.58% vs. 3.28%; t(29)=2.5, p=0.0185, d = 0.26), indicating the presence of response-conflict.

Just as in Experiment 3.1., CSE at 250 ms post-stimulus was suppressed on incongruent vs. congruent trials (t(29)=3.89, p=0.0005, d=0.24, [Figure 6B](#fig6){ref-type="fig"}). Moreover, incongruent-trial CSE was suppressed below baseline (t(29)=2.56, p=0.016, d=0.67), while congruent-trial CSE was not (t(29)=1.2,p=0.23). Finally, the amount of RT slowing incurred on incongruent (compared to congruent) trials and the amount of CSE suppression on incongruent (compared to congruent) trials were positively correlated (r = 0.345, p=0.031), though this was only significant when tested in one-sided fashion.

We interpret this finding as a non-selective suppression of motor excitability during response-conflict. However, a potential alternative interpretation is that since feet are an unusual motor effector in the context of a computerized task, the suppressed CSE on incongruent-trials could still reflect selective suppression of the non-responding hand, because an automatic motor tendency may have been co-activated by the task stimuli. To rule out this explanation, we split the trials in Experiment 3.2. by response-side. If the CSE suppression reflects selective suppression of the inappropriate motor tendency at the hand of the non-responding side, we would expect to find a laterality effect, since CSE was only quantified at the right hand. Therefore, we conducted a repeated-measures ANOVA with the factors CONGRUENCY (incongruent, congruent) and RESPONSE SIDE (left, right) to test whether the main effect of CONGRUENCY was moderated by a significant interaction. The main effect of congruency was indeed significant (F(1,29) = 20.5, p=0.00009, partial-η^2^ =.41), in line with the above results from the simple paired-samples t-test. Importantly, the interaction was not significant (F(1,29) = 1.13, p=0.3, partial-η^2^ =.038), showing that RESPONSE SIDE did not influence this main effect. Post-hoc power analyses indicated that this analysis had a substantial amount of achieved power (\>0.88). Therefore, we reject the alternative explanation of a laterality effect resulting from selective suppression of a purported motor tendency found at the hand muscle on the non-responding side.

The results of Experiments 3.1. and 3.2. show that CSE is indeed non-selectively suppressed during response-conflict, even in task-unrelated muscles. This suggests that broad, non-selective net-inhibition of the motor system is taking place during response-conflict.

Discussion {#s3}
==========

We present data from three experiments investigating the interaction between the motor system and a purported fronto-BG mechanism for inhibitory control during response-conflict. Experiment 1 showed that outright action-stopping and conflict-related response-time slowing relate to similar low-frequency fronto-central scalp-signatures (which may share a common neural generator). This indicates the existence of a common set of cognitive control processes that are triggered in both situations ([@bib19]). Because of the relationship between this neural activity and the trial-to-trial effects on behavior across tasks, we hypothesized that the one common component is motor inhibition. In line with this, Experiment 2, using intraoperative recordings in PD patients, showed that the STN (the key subcortical node within the purported fronto-BG mechanism for motor inhibition) influences the primary motor cortex representation underlying the incorrect response-tendency. This provides a potential mechanistic explanation for how motor inhibition is enacted during conflict. In support of the inhibitory interpretation of this activity, we also found that increase in STN-\>M1 communication to be specific to the beta frequency band. STN activity in that frequency band is prominently observed during action-stopping ([@bib8]; [@bib9]; [@bib48]; [@bib66]) and directly predicts the degree of the non-selective suppression of the motor cortex when actions are successfully stopped ([@bib83]). Based on the findings from Experiment 2, combined with this prior knowledge about STN-mediated motor inhibition during outright action-stopping, we therefore expected to find non-selective suppression of CSE during response-conflict. Experiments 3.1. and 3.2. clearly show that CSE is indeed non-selectively suppressed during response-conflict.

Strikingly, despite the fact that all three experiments include fundamentally different types of data, the timing of the activity purportedly indicating inhibition is highly overlapping. Specifically, in Experiment 1, fronto-central low-frequency scalp-activity was found to start around 200 ms after the onset of incongruent stimuli ([Figure 2C and D](#fig2){ref-type="fig"}). Accordingly, in Experiment 2, increased STN-\>M1 connectivity began around the same time ([Figure 5](#fig5){ref-type="fig"}). Finally, in Experiments 3.1. and 3.2., non-selective suppression of the motor cortex was observed specifically at 250 ms post-stimulus ([Figure 6](#fig6){ref-type="fig"}). Taken together, this suggests a cascade of processes -- indicative of the coordinated effort subserved by a distributed neural network -- which ultimately results in the non-selective net-inhibition of incorrect motoric tendencies during response-conflict.

We therefore propose that a fronto-BG mechanism for motor inhibition is recruited as part of cognitive control during response-conflict. We suggest that inhibitory control is a specific mechanism recruited to buttress action-selection by non-selectively suppressing competing, incompatible response tendencies that could potentially lead to erroneous responses. This is in line with several prominent computational models of the basal ganglia, which suggest that this subcortical circuit supports action-selection by actively inhibiting competing motor representations ([@bib11]; [@bib25]; [@bib33]). Our current findings extend these models by showing that the inhibitory influence of the STN is not constrained to the basal ganglia themselves ([@bib39]), but can manifest as a measurable reduction of net-excitability of entire motor tracts during periods of high response-conflict (as indicated by non-selective suppression of CSE). Moreover, our results lend support to the notion that inhibition of motor activity via the fronto-BG network may be a highly generic neural mechanism that can be dynamically deployed across several different control situations ([@bib87]). Moreover, they suggest that fronto-BG-mediated motor inhibition can not only be recruited to cancel actions entirely, but can also act as a more fine-grained 'brake' on behavior, to adaptively and gradually slow down movement when cognitive control is needed ([@bib25]; [@bib85]).

Classic theories of motor control propose three conceptual BG motor pathways ([@bib1]; [@bib23]; [@bib30]; [@bib32]; [@bib43]; [@bib57]). In addition to a pro-kinetic direct pathway ([@bib35]), two additional anti-kinetic pathways purportedly *inhibit* motor activity: the indirect pathway ([@bib61]; [@bib62]; [@bib74]) and the hyper-direct pathway ([@bib57]). Both inhibitory pathways feature the STN and net-inhibit thalamo-cortical motor representations via the output nuclei of the BG. The hyper-direct pathway purportedly skips the (external) pallidal and striatal parts of the indirect pathway and is thought to exert very rapid net-inhibition ([@bib42]; [@bib45]; [@bib57]). Some studies suggest that BG circuitry can indeed be recruited in different inhibitory 'modes'. Specifically, when rapid, reactive control is needed, it is thought to involve the hyper-direct pathway ([@bib4]), whereas when control can be proactively engaged (for example, when the to-be-inhibited effector is known prior to motor initiation), motor inhibition involves the striatum and pallidum, which is more consistent with the indirect pathway ([@bib53]). Furthermore, it has been suggested that non-selective CSE-suppression results from rapid, reactive recruitment of the STN, purportedly via the hyper-direct pathway ([@bib23]; [@bib83]). Indeed, non-selective CSE suppression cannot be found during proactive motor inhibition, which purportedly involves the indirect pathway ([@bib31]). Hence, it is possible that response-conflict is resolved via a hyper-direct pathway, which is rapidly recruited to suppress the conflicting response tendency. In doing so, it temporarily suppresses the motor system in a non-selective fashion. However, to truly distinguish between the indirect and hyper-direct pathway contributions to inhibition during response-conflict, further studies are needed.

It remains an open question whether this broad, non-selective suppression of motor excitability is a 'side-effect' of very rapidly exerted inhibition, or whether it is functionally beneficial. A non-selective, broad 'brake' on behavior, which rapidly and non-selectively increases the global motor threshold during situations like response-conflict, may indeed be beneficial to behavior -- akin to the proposed 'hold your horses' signal implemented via the STN during decision-conflict ([@bib18]; [@bib25]; [@bib26]; [@bib37]; [@bib36]). A potential benefit could be to buy time for slower, more precise cognitive control mechanisms that enact more fine-grained control. During motoric response-conflict, it makes sense to assume that a rapid (rather than a slower) inhibitory system would be initially recruited to brake movement, as responses in tasks like the Simon task are made under time pressure and may not allow for fine-grained control.

Our results suggest a broader role for motor inhibition processes in cognitive control. In a recent theoretical account ([@bib87]), we proposed that motor inhibition could be a ubiquitous, universal mechanism engaged by surprising events of different types (action errors, unexpected action outcomes, unexpected perceptual events). In fact, surprising events may be exemplars of an even broader category of control situations -- namely, those that involve uncertainty. Uncertainty could be a common principle that includes environmental volatility (e.g., unexpected events; [@bib85]), perceptual ambiguity ([@bib37]; [@bib36]), value-based decision-conflict ([@bib18]; [@bib25]), and motor uncertainty (e.g., response-conflict). According to [@bib25], uncertainty (in their case, during value-based decision-making) invokes a 'global' No-Go command issued by the STN. In line with this, our results suggest a concrete physiological mechanism by which such 'global' No-Go commands could inhibit the motor system during action-selection under uncertainty. An open question is conflict that arises from competing, simultaneous activations of several competing motor representations (as in the Simon task) involves the same mechanisms that are active when conflict results from perceptual ambiguity (e.g., in moving-dot paradigms \[[@bib15]; [@bib37]; [@bib36]\]) or decision-related ambiguity (e.g., during value-based decision making \[[@bib18]; [@bib26]\]).

There are some limitations to the current study. First, while our study provides converging evidence from several imaging domains, it provides no causal evidence for the involvement of fronto-BG circuitry for motor inhibition during response-conflict. However, it provides a potential target for future causal investigations. For example, direct-electrical stimulation of the fronto-BG network leads to a momentary slowing of motor execution when action-stopping is anticipated in the SST ([@bib81]). Such stimulation during response-conflict could lead to similar effects. Indeed, a single-patient study found increased conflict-related motor slowing during direct-electrical stimulation of the mPFC ([@bib78]), supporting the idea that the associated network momentarily inhibits behavior. Our current study would lead to the prediction that such stimulation of cortical nodes of the fronto-BG network should lead to increased non-selective CSE suppression. Second, our study does not offer any hints as to the generative models or biophysiology underlying the low-frequency and β-rhythms that are functionally implicated in our experiments. Specifically, while the finding that conflict and action-stopping evoke low-frequency activity in mPFC, whereas the BG and the motor-system communicate in the β-band, is in line with the prior literature, no study so far offers any mechanism by which low-frequency interactions between mPFC and STN are translated into β-frequency interactions between the BG and M1. Interestingly, a recent study has found that low-frequency and β-band activity may influence conflict-adaptation at different times of the trial, and that cross-regional increases in synchrony at low frequencies are independent of the frequency of local activity in STN and prefrontal cortex during these adaptive behaviors ([@bib94]).

Lastly, while we prefer to interpret our findings in the context of motor inhibition, incongruent and congruent Simon-task trials notably differ in other aspects, such as attentional processes, difficulty, and arousal. However, we argue that none of these factors can account for the entire observed pattern of data, across all four experiments, in the same way that inhibitory control can. An arousal-based explanation is at odds with CSE-suppression during conflict, since phasic arousal leads to increases in CSE ([@bib6]; [@bib34]). A difficulty-based explanation is at odds with the fact that such CSE suppression is consistently greater on successful vs. failed stop-trials in the SST ([@bib5]; [@bib17]; [@bib52]; [@bib82]), even though failed stop-trials were more difficult. Furthermore, it is unclear why either an arousal or difficulty-related brain process would show the timing differences exhibited by the EEG signal in Experiment 1 (earlier onset on successful vs. failed stop-trials in the absence of amplitude differences). The race-model of motor inhibition, however, predicts exactly that pattern. An attention-related explanation is hardest to rule out, given that attention and motor inhibition are tightly (and maybe inextricably) linked ([@bib85]; [@bib87]). However, the suppression of motor excitability, as well as increased communication between the BG and M1 are physiologically and theoretically coherent with inhibition, while few (if any accounts) exist that relate these signatures to attention.

One notable aspect about our study is the absence of connectivity between STN and *contra*lateral M1 during response-conflict in Experiment 2. Experiments 1 and 3 clearly show that there is an association between inhibitory signatures at scalp- and motor-system level and the degree of conflict-related behavioral slowing observed at the correct effector. This begs the question of why the increase in coherence between STN and M1 is only found at the ipsilateral side, whereas no comparable coherence between the M1 representation of that effector and the STN could be observed. (However, this null-finding has to be interpreted with caution, given the fact that Bayes Factor analyses only show moderate positive evidence for the null hypothesis; cf. [Figure 5---figure supplement 1](#fig5s1){ref-type="fig"}). One possible explanation is that even when conflict is detected, the motor representation of the correct response in contralateral M1 must still be subject to ongoing *excitation* by the direct pathway (unlike the incorrect response tendency), since that response still has to be executed. Notably, the competition between the inhibitory process incurred by the conflict and the excitatory process incurred by the goal to rapidly execute the correct response may be negotiated at levels of the motor system that do not involve M1 (e.g., in interactions between the STN, pallidum, striatum, and/or thalamus, cf. [@bib72]). Another alternative explanation is that the simultaneous excitation and inhibition of contralateral M1 during response-conflict could have mutually countermanding effects on M1, which could obscure the degree to which inhibitory influence of STN on M1 is measurable using the connectivity techniques used here. Future studies that simultaneously image several basal ganglia nuclei may be able to resolve this question.

In summary, we report converging evidence for the involvement of a fronto-BG inhibitory control mechanism during motoric response-conflict. Across modalities, the signatures of this mechanism were directly related to conflict-related slowing of motor execution. We therefore propose that this mechanism reflects an inhibitory effort aimed at rapidly suppressing inappropriate motor tendencies, resulting in non-selective suppression of CSE, which could be part of a wider cascade of common, universally deployable control processes ([@bib19]; [@bib87]). Our data provide novel insights into the specific neural mechanisms by which inhibition is exerted during response-conflict, and suggest a theory of BG function according to which a low-latency inhibitory pathway can rapidly and non-selectively suppress cortico-motor activity during action-selection under conflict.

Materials and methods {#s4}
=====================

Experimental model and subject details {#s4-1}
--------------------------------------

In Experiment 1, N = 22 healthy adult human volunteers were recruited from the wider University of Iowa community via an emailing list for research subjects and were paid an hourly fee of \$15. One dataset had to be excluded due to a technical problem with the EEG recording hardware, leaving a final sample of N = 21 (mean age: 27.4y, SEM: 2.24; 11 female, 10 male). This sample size was chosen to match our prior report of independent component-based single-trial EEG activity across two separate cognitive tasks ([@bib84]). Informed consent was collected from all subjects and all procedures were approved by the local ethics committee at the University of Iowa (IRB \#201511709).

For Experiment 2, patients were recruited opportunistically from all available STN neurosurgical candidates in the University of Iowa Neurosurgery Clinic over a time period of three years. Given the limited sample size, we verified our group-level results on the single-subject level where possible (cf. [Figure 5](#fig5){ref-type="fig"}). One dataset had to be excluded because of chance-level performance (error rate on incongruent trials: 75.9%), leaving a final sample of N = 9 (mean age: 60.8, SEM: 3.04). Informed consent was collected from all subjects and all procedures were approved by the local ethics committee at the University of Iowa (IRB \# 201402720).

In Experiment 3.1., N = 15 healthy adult human volunteers completed the experiment. Since this was a pilot study, no a priori sample size computation was performed. Subjects were recruited from the wider University of Iowa community via an emailing list for research subjects and were paid an hourly fee of \$15. One dataset had to be excluded due to artifact contamination of the EMG trace, leaving a sample of N = 14 (mean age: 24.8y, SEM: 1.4; seven female, seven male). Informed consent was collected from all subjects and all procedures were approved by the local ethics committee at the University of Iowa (IRB \#201612707).

In Experiment 3.2., N = 30 healthy adult human volunteers (mean age: 19.4y, SEM:. 4; 19 female, 11 male) completed the experiment. This sample size was chosen based on the results of the pilot study, which indicated that based on the effect size for the 250 ms time point, 30 participants are necessary to achieve a two-sided power of .9 to detect a CSE suppression effect. Subjects were recruited via the research subject recruitment tool in the Department of Psychological and Brain Sciences at the University of Iowa and received course credit in exchange for participation. Informed consent was collected from all subjects and all procedures were approved by the local ethics committee at the University of Iowa (IRB \#201612707).

Method details {#s4-2}
--------------

### Experimental paradigms {#s4-2-1}

#### Visual Simon task (Experiments 1, 3.1., 3.2.) {#s4-2-1-1}

All task code for Psychtoolbox version 3 ([@bib14]) can be downloaded on the Open Science Framework at the following URL: <https://osf.io/k3ypt/>.Participants responded to the color of a square stimulus presented to either side of a central fixation cross. The side of stimulus presentation was irrelevant to the response. Each trial consisted of a fixation screen consisting of a central fixation cross and the button mappings presented on the bottom of the screen (duration: 500 ms), followed by stimulus presentation (200 ms), followed by the response, followed by an inter-trial interval (overall trial duration fixed at 3,500 ms). Participants responded with their left hand to the colors blue and cyan ('cold' colors) and with their right hand to the colors yellow and red ('warm' colors). Responses were made by pressing the q or p keys on a QWERTY keyboard (Experiment 1) or by pressing down on USB foot pedals (Kinesis Savant Elite 2) with the left/right foot (Experiments 3.1., 3.2.). Participants performed eight total blocks of 96 trials each (48 congruent, 48 incongruent).

#### Auditory Simon task (Experiment 2) {#s4-2-1-2}

Participants responded to the pitch of a 200 ms sine-wave tone presented either through the left or right side of an in-ear headphone. As in the visual task, the side of stimulus presentation was irrelevant to the response. Participants were instructed to respond on USB pedals (Kinesis Savant Elite 2) using their left thumb following a 500 Hz tone and using their right thumb following a 1,200 Hz tone. After stimulus presentation, participants had 2,000 ms to respond. After the response, a 1,500 ms inter-trial interval begin. Each block of the experiment consisted of 80 trials (40 congruent, 40 incongruent).

#### Stop-signal task (Experiment 1) {#s4-2-1-3}

Trials began with a white fixation cross on a gray background (500 ms duration), followed by a white leftward or rightward arrow (go-signal). Participants had to respond as fast and accurately as possible to the arrow using their left and right index finger (the respective response-buttons were q and p on the QWERTY keyboard). On 33% of trials, a stop-signal occurred (the arrow turned from white to red) at a delay after the go-stimulus (stop-signal delay, SSD). The SSD, which was initially set to 200 ms, was dynamically adjusted in 50 ms increments to achieve a p(stop) of. 5: after successful stops, the SSD was prolonged; after failed stops, it was shortened. This was done independently for leftward and rightward go-stimuli: SSD started at 200 ms for both left- and right-arrow trials. Then, if a stop-trial with a leftward arrow lead to a failed stop, the SSD for the next leftward arrow was shortened by 50 ms, whereas the SSD for the next rightward response remained unchanged. This way, the SSD was allowed to vary independently for each arrow/response direction. Trial duration was fixed at 3000 ms. Six blocks of 50 trials were performed (200 go, 100 stop).

### Electrophysiological recordings {#s4-2-2}

#### Extracranial EEG recording (Experiment 1) {#s4-2-2-1}

EEG was recorded using a 62-channel electrode cap connected to two BrainVision MRplus amplifiers (BrainProducts, Garching, Germany). Two additional electrodes were placed on the left canthus (over the lateral part of the orbital bone of the left eye) and over the part of the orbital bone directly below the left eye. The ground was placed at electrode Fz, and the reference was placed at electrode Pz. EEG was digitized at a sampling rate of 500 Hz, with hardware filters set to 10 s time-constant high-pass and 1000 Hz low-pass.

#### Local field potential recordings (Experiment 2) {#s4-2-2-2}

Intrasurgical recordings were made from STN via four macroelectrode contacts on each side DBS lead (3387, Medtronic, Inc, Minneapolis, MN) and from two four-contact subgaleal electrode strips (M1; Ad-Tech, Oak Creek, WI; 10 mm spacing center-to-center, 3 mm exposed contact diameter). The strip electrodes were inserted just posterior to the surgical burr hole (located at the coronal suture) in a para-sagittal (caudal) direction and anterior-posterior alignment, in an effort to cover the precentral gyrus (see below for additional electrode positioning detail). Recordings were made using a Tucker-Davis Technologies (Alachua, FL) recording system using a RA16PA 16-Channel Medusa pre-amplifier and a RA16LI head-stage at a sampling rate of 24,414 Hz, with a hardware-side low-pass filter of 7.5 kHz (gain: 10^6^). Line noise artifacts introduced by the OR environment were removed from the raw data trace using the CleanLine plug-in for EEGLAB (<https://www.nitrc.org/projects/cleanline/>). Data were manually checked for time periods with artifacts, which were removed prior to analysis.

#### EMG recording (Experiments 3.1., 3.2.) {#s4-2-2-3}

EMG recording methods and equipment were identical to [@bib24]. EMG was recorded using a bipolar belly-tendon montage over the first dorsal interosseous muscle (FDI) of the right hand using adhesive electrodes (H124SG, Covidien Ltd., Dublin, Ireland), with a ground electrode placed over distal end of ulna. Electrodes were connected to a Grass P511 amplifier (Grass Products, West Warwick, RI; 1000 Hz sampling rate, filters: 30 Hz high-pass, 1000 Hz low-pass, 60 Hz notch). The amplified EMG data were sampled via a CED Micro 1401--3 sampler (Cambridge Electronic Design Ltd., Cambridge, UK) and recorded to the disc using CED Signal software (Version 6).

#### TMS stimulation (Experiments 3.1., 3.2.) {#s4-2-2-4}

TMS stimulation methods and equipment were identical to [@bib24]. Cortico-spinal excitability (CSE) was measured via motor-evoked potentials (MEPs) elicited by TMS. TMS stimulation was performed with a MagStim 200--2 system (MagStim, Whitland, UK) with a 70 mm figure-of-eight coil. Hotspotting was performed to identify the FDI stimulation locus and correct intensity. The coil was first placed 5 cm lateral and 2 cm anterior to the vertex and repositioned to where the largest MEPs were observed consistently. Resting motor threshold (RMT) was then defined as the minimum intensity required to induce MEPs of amplitudes exceeding. 1 mV peak to peak in 5 of 10 consecutive probes ([@bib71]). TMS stimulation intensity was then adjusted to 115% of RMT (Experiment 3.1.: mean intensity: 48.9% of maximum stimulator output; range: 37--54%; Experiment 3.2.: mean intensity: 62.5% of maximum stimulator output; range: 46--79%) for stimulation during the experimental task. In Experiment 3.1., TMS pulses were timed to occur at one of eight time points after Simon-stimulus onset (evenly spaced in 50 ms increments ranging from 150 to 500 ms). In case a response was made before the TMS pulse, no pulse was triggered. An EMG sweep was triggered 150 ms before each TMS pulse.

To normalize MEP amplitudes between subjects, we also collected five baseline samples per block. These were randomly interspersed between the trials and occurred during 'null' trials, in which no imperative stimulus followed the fixation screen. Therefore, in Experiment 3.1., we collected 40 congruent and 40 incongruent trials per time-point across all blocks, plus 40 baseline trials.

In Experiment 3.2., TMS pulses only occurred at 250 ms after task-stimulus onset. Additionally, in that experiment, we also collected estimates for a true resting baseline; we collected 10 trials of MEP during each break between blocks, as well as immediately before and after the experiment.

### Procedural overviews {#s4-2-3}

#### Procedure experiment 1 {#s4-2-3-1}

After signed written informed-consent, EEG caps were affixed to the participants' scalp. Participants then practiced and performed the Simon task, followed by the stop-signal task. The order of tasks was fixed to avoid potentially biasing participants towards using inhibitory control in the Simon task.

#### Procedure experiment 2 {#s4-2-3-2}

Participants signed written informed-consent during a pre-surgical visit to the neurosurgery clinic. If possible, we performed a first practice session with the auditory Simon task during the pre-surgery visit. On the day of the surgery, participants practiced the task before the surgery was initiated, until performance indicated that they had understood and could successfully perform the task. After the implantation of the first DBS lead (and both subgaleal strip electrodes), during the time at which the patients had to be awake to perform neurological assessments to confirm the placement of the DBS lead, they performed one block of the auditory Simon task with congruent trials only (40 trials). This was done to confirm adequate position of the subgaleal strip electrodes. In all patients we utilized four-contact strip electrodes with 10 mm center-to-center inter-electrode spacing, which were placed into the subgaleal space over bilateral motor cortex through the surgical incision for the burr hole (no additional incision was made to place these leads). The burr holes were located at the coronal suture and 4.1 cm lateral to the midline on average (range 3.3--4.9 cm, N = 6 patients with measurements noted in medical record). We have previously utilized similar methodology for subdural positioning over motor cortex with the same style of strip electrodes ([@bib45]). For the current study, we estimate the strip electrodes to be situated approximately 10 mm more posterior than described in the 2018 study since the current subgaleal strips did not have to go through the burr hole; therefore the most posterior electrode in the current series is estimated to be \~6 cm posterior to the coronal suture, consistent with sufficient posterior placement to cover precentral gyrus/motor cortex ([@bib63]; [@bib69]). We then analyzed the recordings from the subgaleal motor electrodes while in the operating room. If no visible motor signature (i.e., β-suppression time-locked to the response following the congruent Simon stimuli) was found, the lead placement on the respective side was changed after the clinical assessment was completed. While we did not repeat this functional motor localization procedure after the subgaleal lead placement was changed (to avoid elongating the surgical procedure), this did give us one chance to try one different placement before the actual experiment began if the initial placement did not capture motor activity. In the one patient in which the original placement did not yield a reliable motor signal, we confirmed its presence from the congruent trial data of the actual experiment data itself. After implantation of the second DBS lead and clinical validation of its placement, participants performed the full version of the experiment. Five participants performed four blocks (320 total trials), one participant performed five blocks (400 trials), one participants performed three blocks (240 trials), one performed two blocks (120 trials), and one performed one block (80 trials).

#### Procedure experiments 3.1. and 3.2 {#s4-2-3-3}

After signing written-informed consent, participants underwent a TMS safety questionnaire ([@bib70]). After that, the hotspotting procedure began (see above). After the appropriate hotspot and stimulation intensity were identified, the experiment began.

### Data preprocessing {#s4-2-4}

#### Extracranial EEG preprocessing (Experiment 1) {#s4-2-4-1}

Data were preprocessed using custom routines in MATLAB. ICA was performed using functions from the EEGLAB toolbox ([@bib22]). After import into MATLAB, data from both tasks were merged, and the continuous time-series were filtered using symmetric 2-way least-squares finite impulse response filters with a high-pass cutoff of 0.5 Hz and a low-pass cutoff of 50 Hz. The continuous time-series were then visually inspected for channels with non-stereotypic artifacts, which were excluded from further processing. The remaining data were visually inspected for segments with non-stereotyped artifact activity (e.g., muscle artifacts), which were removed from further analysis of the continuous data. After artifact removal, the data were re-referenced to the common average, and subjected to a temporal infomax ICA decomposition algorithm ([@bib7]), with extension to subgaussian sources ([@bib50]). The resulting component matrix was screened for components representing eye-movement artifacts using outlier statistics. The IC selection was visually inspected for accuracy of the automated classification, and additional artifact components were removed. The remaining components were subjected to further analyses.

#### EEG analysis: independent component selection (Experiment 1) {#s4-2-4-2}

We selected a single independent component from each participant\'s ICA transformation of the entire EEG dataset. This component was selected to reflect the properties of a neural motor inhibition process in the stop-signal task. This was done according to the procedure first introduced in one of our prior studies ([@bib86]), and further described in results section and below.

To identify these components in an algorithmic, quantifiable fashion, we used a procedure that is based on the COMPASS algorithm ([@bib88]). From each individual participant's ICA, we first selected each component whose weight matrix had its maximal weight at one of the frontocentral electrodes (FCz, Cz, C1, C2, FC1, FC2). We then averaged those components' back-projected channel-space activity at these fronto-central electrodes within the 500 ms time-period following the stop-signal, and correlated this event-related average activity to the event-related average activity of the overall EEG data (i.e., the EEG data based on the back-projection of *all* non-artifact ICs for that participant) in that time range. The component that showed the highest correlation with the overall ERP was selected as the motor inhibition component (as in the 500 ms post-stop-signal time period, the fronto-central ERP will be dominated by the inhibition-related activity). In two cases, more than one component explained significant parts of the channel-space P3. In these two cases, both components were included in the analyses (we also performed the same analyses with those two subjects excluded from the sample, with virtually identical results).

To test whether the thusly selected components from our current study showed the same motor inhibition-related properties as described in previous studies, we detected the onset of each participant's fronto-central P3 back-projection based on the selected component. Again, this was done in accordance with our prior studies (introduced in [@bib86]): For each subject, we selected four groups of trials -- successful stop-trials, failed stop-trials, and a set of matched go-trials for each type of stop-trial. Specifically, 'matched' go-trials were selected by using a subset of go-trials on which the SSD staircase was at the same position as the trials included in the successful/failed stop-trial sample. Then, the difference between successful/failed stop-trials and the respective sample of matched go-trials was tested for differences from zero using sample-by-sample paired t-tests between the trial-to-trial amplitudes at a two-sided p=0.01. These t-tests were performed on each sample in the time period ranging from 0 to 500 ms following the stop-signal (with the individual time points in the stop-signal waveforms being compared to matched time points in the go-trial waveforms -- that is, the timepoints in the go-trial waveform at which the stop-signal would have appeared according to the current SSD on that trial). This resulted in a vector of 250 logical values that showed at which sample points there was a significant difference between successful/failed stop- and matched go-trials. To identify the exact onset of the P3, the peak of the P3 difference-wave in the critical time period (0--500 ms following the stop-signal) was then detected. The t-test at that peak sample was significantly different from 0 in all cases -- that is, all subjects showed a significant P3 for both successful- and failed stop-trials at least at the peak sample. Working 'backwards' from that peak sample, we then identified the sample closest to the onset of the stop-signal at which the positive difference wave was still significantly different from zero (at p\<0.01). Put differently, we defined the P3 onset in each participant as the time point after the stop-signal at which the stretch of significant samples that included the peak of the P3 began. Again, this was done separately for successful and failed stop-trials. We then compared the thusly-identified single-subject onsets between successful and failed stop-trials using a paired-samples t-test to test the relationship between stopping-success and the onset timing of these components within participants. Furthermore, the onset timing of this component on successful stop-trials was also correlated to SSRT to test the relationship between stopping efficacy and the onset timing of the selected P3 component between participants. This procedure is identical to our initial report of the relationship between P3 onset and SSRT/stopping success ([@bib86]).

#### STN and subgaleal motor strip electrode selection (Experiment 2) {#s4-2-4-3}

Subthalamic nucleus activity was recorded bilaterally using four macro-electrode contacts per side. For each side, three bipolar reference montages were generated by means of subtraction of immediately adjacent contacts. We then selected the bipolar montage with the clearest β-band peak during resting activity ([Figure 3B](#fig3){ref-type="fig"}) and subsequently averaged the activity from left and right STN for each subject.

Motor activity was recorded from bilateral M1 using subgaleal electrode strips. Just like for the STN, for each side, three bipolar reference montages were generated by means of subtraction of immediately adjacent contacts. We selected the montage with the clearest motor signature on each side (β-desynchronization in the peri-operative localization experiment, [Figure 4](#fig4){ref-type="fig"}) for further analyses. For the analyses of the ipsilateral M1 connectivity with STN, 'ipsilateral' M1 activity was defined as the activity from the selected M1 contact in the hemisphere ipsilateral to the correct response hand. For visualization purposes, we also quantified the β-desynchronization at immediately adjacent contacts on the four-electrode strip. That is, for subjects in which the middle pair of contacts was selected, we also plotted the outer (anterior and posterior) montages, whereas for subjects in which an outer pair of contacts was selected, we also plotted the immediately adjacent pair of contacts. We then created two comparisons of subjects, one subset of subjects who had contacts anterior to the selected contacts, and one subset of subjects that had contacts posterior to the selected contacts. We then plotted that activity to investigate whether there were local gradients in the purported β-desynchronization that would indicate whether the activity was localized ([Figure 4](#fig4){ref-type="fig"}).

#### Time-frequency power (Experiment 1) {#s4-2-4-4}

To compute time-frequency power, we used a filter-hilbert method. In short, the whole time-series (EEG channel-data/LFP trace) was filtered at 30 center-frequencies (integers ranging from 1 to 30 Hz), with a frequency window of +/-. 5 Hz using symmetric 2-way least-squares finite impulse response filters. The filtered time-series were then translated into complex space using the Hilbert transform (as implemented in the MATLAB hilbert() function). An analytical signal was then extracted by computing the square of the absolute of the complex output of the Hilbert transform.

#### Phase-locking value (Experiment 2) {#s4-2-4-5}

Phase-locking value (PLV) was computed from the phase-angle of the Hilbert transform based on the equation$$ISPCtf = \left| {n^{- 1}{\sum_{r = 1}^{n}e^{(i\theta tf,r,x - i\theta tf,r,y)}}} \right|$$where *n* denotes the total number of trials *r*, θ denotes the phase angle, t denotes time, f denotes frequency, and x and y denote the two electrode sites in question. Estimates of PLV for each condition were corrected to a pre-stimulus baseline ranging from 300 to 0 ms.

#### Granger prediction analysis (Experiment 2) {#s4-2-4-6}

To test the directional influence between STN and ipsilateral M1 underlying the increased phase-locking connectivity, we used a Granger-prediction analysis, which allows for a quantification of directional connectivity based on a bivariate autoregressive model ([@bib29]). This analysis was implemented using code adapted from M. X. Cohen ([@bib20]). Bidirectional (STN to M1, M1 to STN) Granger-prediction estimates were derived in the time window ranging from −300 to 500 ms post-stimulus on incongruent trials, using the same contacts that were underlying the PLV analysis. Estimates were compared to pre-stimulus baseline (0--300 ms) in 21 individual frequencies focusing on the β frequency-range (10--30 Hz) -- that is, the frequency-range in which PLV differences between incongruent and congruent trials had been significant. This was done by calculating percent change from baseline (mean Granger-prediction estimates for each frequency in the baseline period subtracted from the post-stimulus estimates, divided by the baseline, and multiplied by 100). We chose a model order of 50 and a window length of 200 ms as a compromise between a) optimal frequency-resolution in the β-band, b) high temporal precision of the estimates, and c) stability of the autoregressive model. Since this trade-off varies between frequencies, leading to different preferable model orders for different frequencies, depending on the desired time/frequency-precision ([@bib20]), and since we had a strong a priori hypothesis about the β-band (given the results from the PLV analysis), we decided to band-restrict this analysis to the beta-band. This avoids having compare Granger coefficients across frequencies that results from multiple autoregressive models with different model orders.

### EMG/MEP preprocessing (Experiments 3.1., 3.2.) {#s4-2-5}

MEPs were identified from the EMG trace via in-house software developed in MATLAB. Trials were excluded if the root mean square power of the EMG trace 100 ms before the TMS pulse exceeded .01 mV or if the MEP amplitude did not exceed .01 mV. MEP amplitude was quantified with a peak-to-peak rationale, measuring the difference between maximum and minimum amplitude within a time period of 10--50 ms after the pulse. Both automated artifact rejection and MEP amplitude quantification were visually checked for accuracy on each individual trial for every data set by a rater who was blind to the specific trial type. We then calculated the median MEP amplitudes for each condition of interest (incongruent, congruent), and normalized by dividing these amplitudes by the median baseline MEP estimate.

Quantification and statistical analysis {#s4-3}
---------------------------------------

### Behavioral data analysis {#s4-3-1}

For the Simon tasks, reaction times and error rates were computed by averaging each condition (incongruent, congruent) separately. Correct-trial reaction times and error rates were compared using paired-samples t-tests.

For the stop-signal tasks, reaction times for correct go- and failed stop-trials were computed and compared using paired-samples t-tests. Mean SSRT and stopping success rates were also computed. SSRT was computed using the integration method.

### EEG data analysis (Experiment 1) {#s4-3-2}

After independent component selection (see above), the activity of the selected component was back-projected into channel space by means of selective matrix multiplication. The signal at fronto-central electrodes FCz and Cz was then averaged, resulting in one time-series per subject that reflected the fronto-central activity of the independent signal component selected from the stop-signal data. We then averaged the activity in this time-series with respect to the events in the Simon task for each subject individually. ERSPs were then computed as described above. Before statistical comparisons were made, the signal was transformed into decibels using 300 ms to 0 ms prior to stimulus onset as the baseline period. Differences between correct congruent and correct incongruent trials were then tested for significance on the group level using sample-to-sample paired-samples t-testing for each time-point in the time-frequency window spanning frequencies from 1 to 30 Hz and time points from 0 to 700 ms following stimulus onset in the Simon task. The resulting 30\*350-point matrix of p-values was corrected for multiple comparisons using the false-discovery rate method ([@bib10]) to a critical p-value of p\<0.01.

To test the correlation between correct incongruent trial reaction time and this EEG signal, a trial \* time \* frequency single-trial matrix of EEG activity was generated for each subject. Each data point in each subjects' time-frequency matrix (30\*350) was then modeled using a general linear model that used the standardized (z-scored) reaction time of as a predictor. The resulting subjects \* frequencies \* time-matrix of beta-weights was tested for significant differences from zero on the group-level using the same sample-to-sample t-test method as described above.

### Local field potential, phase-locking value, and Granger prediction analysis (Experiment 2) {#s4-3-3}

STN-M1 phase-locking value and Granger estimates were computed as described above, with baseline periods of −300 to 0 ms leading up to stimulus onset. Differences between correct congruent and correct incongruent trials were tested for significance on the group level using sample-to-sample t-testing for each time-point in the time-frequency window spanning frequencies from 1 to 30 Hz and time points from 0 to 500 ms following stimulus onset in the Simon task (ERSPs and PLV). Changes in Granger-prediction estimates from pre-stimulus baseline on incongruent trials were tested against 0 using the same method. All p-thresholds for the Granger-analyses were one-sided, as Granger coefficients cannot be negative.

### MEP analysis (Experiments 3.1., 3.2.) {#s4-3-4}

MEPs were averaged separately for each condition (correct incongruent trials and correct congruent trials) and normalized by dividing the mean amplitude by the mean of the baseline MEP samples.

In Experiment 3.1., amplitudes were tested using a 2 × 4 repeated-measures ANOVA with the factors TRIAL TYPE (correct congruent, correct incongruent) and TIME POINT (150, 200, 250, 300 post-stimulus). The later four time points that were collected in the actual experiment (350, 400, 450, and 500 ms post-stimulus) were removed from this analysis, as several subjects had less than 10 trials per condition at at least one of these time points (this was because no TMS pulse was triggered when a response was made before the pulse was slated to occur, which is increasingly likely at later stimulation time points). Trial numbers for the eight remaining conditions (four individual time points for each congruent/incongruent trial type) ranged from 12 to 36, averaging between 23.36 and 27.5 trials. Follow-up tests were done on individual conditions using paired-samples t-tests.

In Experiment 3.2., amplitudes for correct congruent and correct incongruent trials were tested using a paired-samples t-test.

Data and software availability {#s4-4}
------------------------------

The experimental code, data, and analysis routines underlying this research can be found on the Open Science Framework at the following URL: <https://osf.io/k3ypt/>.
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In the interests of transparency, eLife includes the editorial decision letter and accompanying author responses. A lightly edited version of the letter sent to the authors after peer review is shown, indicating the most substantive concerns; minor comments are not usually included.

Thank you for submitting your article \"Non-selective inhibition of inappropriate motor-tendencies during response-conflict by a fronto-subthalamic mechanism\" for consideration by *eLife*. Your article has been reviewed by three peer reviewers, including Tim Verstynen as the Reviewing Editor and Reviewer \#1, and the evaluation has been overseen by Richard Ivry as the Senior Editor. The following individuals involved in review of your submission have agreed to reveal their identity: Zafeirios Fountas (Reviewer \#2).

The reviewers have discussed the reviews with one another and Tim has drafted this decision to help you prepare a revised submission.

Summary:

This manuscript by Wessel and colleagues describes a diverse set of experiments designed to characterize patterns of cortical-subcortical interactions during both reactive and proactive inhibitory control. In Experiment 1, the authors largely replicate previous findings of a cortical negativity related to inhibitory control (both proactive and reactive). In Experiment 2, the authors use direct recordings from the subthalamic nucleus and M1 to show increased coherence between STN and M1 is observed during incongruent trials in the proactive control task (and that the asymmetry of mutual information is directed from STN to M1). In Experiment 3 and Experiment 4, the authors test the specificity assumption of their theory by seeing that motor excitability of hand muscles is reduced when responses are made using another effector (i.e., the feet).

All three reviewers were very positive on the work described and felt that the experiments complement and extend nicely the larger body of work on the basal ganglia and action selection. Whereas most studies in the area are based either on animal controls or (only) patients of Parkinson\'s disease that undergo surgery for deep brain stimulation. The current study, on the other hand, combines 3 different recording techniques, the two of which are in healthy human subjects and the one in PD patients. Hence, it has the potential to provide a more complete and clearer image on the function of this fundamental brain structure during behavior.

Essential revisions:

1\) Selectivity: We had a concern with the nature of the selectivity of the described effects. The authors are arguing that reactive (e.g., stop-signal task) and proactive (e.g., Simon task) rely on a common, non-selective inhibitory mechanism. While Experiment 3 and Experiment 4 show that hand muscles are inhibited during the Simon task when responses are made with the feet, it\'s not exactly a perfect case for selective inhibition because feet responses are very non-traditional in a computer setting (i.e., the testing environment) and it could very much be that participants are covertly planning responses of with their hands too (the natural/habitual mapping). This doesn\'t necessarily negate the results of Experiment 3 and Experiment 4, but it does provide a plausible counter hypothesis. A stronger test of the selectivity hypothesis would be to look at laterality of the effects. Experiment 1 has a way of addressing this. Since responses in the Simon task are made with either hand, it should be possible to extract the execution-related responses in each hemisphere. If the inhibition is global and non-selective as the authors propose, then the amplitude of the motor components should be smaller (or changed in an inhibition-consistent way) in the responding hemisphere during incongruent trials (relative to congruent trials). The changes in the lateralized motor components should mirror that observed during the stop-signal experiment during late successful stops. This seems to be one way to validate the selectivity assumption.

2\. Analysis of ERD. There were concerns with the limited analysis of Experiment 1. On its own, the experiment is interesting but would not suffice the standards of the present Journal in terms of relevance and novelty. Similar studies have been published before, the latest using prefrontal ECOG and STN LFP (of note, published only 2 days before submission of this manuscript; Zavala, 2018). The ERP of the Simon task should be shown to see the resemblance of the component. This is an unresolved problem with the whole concept of theta in conflict vs. stopping because, the visible ERP can hardly be called an oscillation and does therefore unlikely induce communication through coherence or phase locking. The higher frequency theta shown in the Simon task looks similar to previous moving dot task results (Herz et al.,) but does not include the frequency 2-4 Hz that are typically seen in the strong ERP. Importantly, the negative correlation with the beta ERD should be characterized in more detail. You could compare the conflict/stopping component with the dominant beta ERD component related to movement and calculate correlations between the two phenomena. Theta may be solely suppressed by the earlier occurring beta ERD related to movement onset and not directly associated with inhibitory processes.

3\) Links to previous literature: All three reviewers felt that the authors need to make a stronger link to the previous literature. Two reviewers were concerned about the strength of the case that the inhibition-related effects that they see here reflects hyper-direct pathway dynamics. The hyper-direct pathway gets its strongest connections from M1 and prefrontal areas, which according to the present results has no directional influence on STN during conflict. Nothing in the data presented here can reliably distinguish hyper-direct from indirect pathway effects. The long indirect pathway runs through the STN as well and is thought to be the main mechanism by which hyper-direct control signals terminate an unwanted response (see Mallet et al., 2016). In fact, they are really largely distinguished by the origin of their afferent control signals (i.e., cortical vs. striatal/pallidal). The authors even seem to doubt the existence of the indirect pathway altogether in the Discussion section (\"While these pathways are still largely theoretical (though anatomical studies support the presence of a hyper-direct pathway \[...\]\"). This ignores a very large body of work supporting the existence (both anatomically and physiologically) of these pathways.

The reviewers thought that authors needed to tie their results to computational models in algorithmic or neuronal level, as many of them propose the same (or fairly similar) framework for action selection with transient dynamics, as one of the main conclusions of the current manuscript. See for example the work of Redgrave, Prescott and Gurney, (initially published in 1999), the work of Humphries or Kotaleski among others. This would go a long way to fleshing out the limitations of the study a bit more and be more nuanced in their interpretation of the results.

Finally, one reviewer commented that the Discussion section is weak and by far too self-referential. Findings from animal studies and other disciplines are lacking. How do the authors believe is the red nucleus and brainstem involved in the stopping process, as these are the projection targets of the hyperdirect pathway (see Coudè, 2018, but also the cited Nambu reference). Why was no hyperdirect pathway activity found in the Experiment 2? Are a mix of theta and beta oscillations suggestive of monosynaptic input and disynaptic output in terms of physiology? What is the effect of dopamine on that projection, as beta connectivity is known to be modulated by dopamine (see studies by Litvak and colleagues on LFP-MEG)? Do PD patients have difficulties stopping, due to a loss of hyperdirect axons (Chu, 2017)?

4\) Localization: The reviewers had concerns with localization of the conflict/inhibition-related signal. You should provide a better idea of the localization of the ICA component being described in Experiment 1. Having the signal originating from execution areas (e.g., M1) vs. planning areas (e.g., premotor/prefrontal) could dramatically change the interpretation of the results. Figure 2B seems to suggest that the component is more motoric in nature (i.e., onset happens later during failed stops, consistent with the Schall models of inhibitory control). However, if the component arises from pre-SMA or IFG, then it would be more consistent with the hyperdirect pathway (see Comment \#3 above).

There were also concerns with localizing the source of the ERD. The beta ERD is not sufficient to localize M1. Beta ERD can be observed from the frontal pole to parietal cortex exceeding S1 to posterior regions. See beta penumbra in Kondylis et al., 2016. Strip locations should be reported. If this cannot be done, the authors should state their interpretations more cautiously and should not include the word M1 or motor cortex. Maybe Frontal or Sensorimotor Cortex may be more suitable. Depending on burr-hole placement, the motor cortex can be up to 5-8 cm posterior, which would extend the electrode paddle lengths. The electrodes could potentially reside more frontal than the authors expect. Please report the used contact pair of the strip for all patients in a table to get at least indirect measures of relative location. Reporting High Frequency Activity (60 -- 300 Hz) would also be more convincing for localization.

5\) Motivation and background: The manuscript feels like it includes 3 different manuscripts, where the main link between them is understanding the role of the hyper-direct pathway in action selection. It would be nice if the introduction provided a better explanation on why these particular sets of experiments were combined, specifying the benefit and logic of this combined approach.

6\. Visualization and analysis: The Time-Frequency plots do not allow a full interpretation of the electrophysiological process. If this was done for statistical purposes, this should include the whole trial period, testing and reporting that no significant effect was found in the baseline period and state and justify the time period of interest for FDR corrected TF stats. This comment is absolutely crucial because dynamic changes in oscillations (esp. slow ones) need to be interpreted in relation to ongoing activity throughout the whole trial. Thus, one would expect standardized time and frequency windows for all TF plots (e.g. 1-30 Hz, -1500 -- 2000 ms), including the full frequency width for the Granger analysis in Experiment 2. It is also preferable to use of non-parametric methods if data distributions are not assessed or assessment is not feasible. Electrophysiology across trials can be heavily skewed.

With regard to Experiment 2, the PLV results do not look convincing. The narrow band visualization is statistical double dipping and cherry picking. The lower significant blob at 15 Hz seems to be neglected. It is recommended that the authors to report standard frequency ranges (e.g. 13-30, or 13-20/20-35 Hz). Otherwise, the authors could investigate significant coupling on single trial level and adjust frequency ranges to individual differences (e.g. see Litvak et al., 2011). Reporting absolute PLV (not change to baseline) but relative change in Granger causality (% change to baseline) is confusing and seems post-hoc selective. This should be standardized.

7\) Interpreting the results from the patients: Experiment 2 does not make clear that the participants are PD patients. Here, results on beta oscillations are reported that are known to increase dramatically after withdrawal of dopaminergic medication. DBS operations are conducted in the worst clinical state to allow accurate symptom testing. This is not mentioned nor discussed in the manuscript.

In addition, PD patients have motor deficits, such as tremor and bradykinesia that need to be quantified and reported, to allow interpretation of the results. A patient table including Unified Parkinson\'s Disease Rating Scale (UPDRS-III) scores needs to be included, alongside the symptom dominant hemibody and Parkinsonian subtype (bradykinetic/rigid, equivalent, tremor dominant).

Finally reporting beta coupling in PD patients without mentioning pathophysiology or dopamine is conceptually problematic. A lot of work has been done on corticosubthalamic beta coupling in PD patients.

\[Editors\' note: further revisions were requested prior to acceptance, as described below.\]

Thank you for resubmitting your work entitled \"Non-selective inhibition of inappropriate motor-tendencies during response-conflict by a fronto-subthalamic mechanism\" for further consideration at *eLife*. Your revised article has been favorably evaluated by Richard Ivry (Senior Editor), Tim Verstynen (Reviewing Editor), and three reviewers.

The manuscript has been improved but we do ask that you address some remaining issues.

One of the reviewers raised one major point that all of us agreed during the discussion was important. The reviewer wrote:

\"The authors made an effort to incorporate the suggested changes and I feel that the manuscript has improved significantly from the first revision. From my perspective it is almost ready for publication but not quite there yet. One major point is left that was not addressed sufficiently in the present revision: In Experiment 2, the Simon task induces a reaction time effect through conflictual information on the hand that should be moving. In the present study, as well as in previous studies, the subjects successfully chose the right hands, but did so by taking more time in the incongruent condition, obviously requiring inhibition of premature false responses. However, the authors did not report any neurophysiological evidence of this effect along the fronto-BG axis, e.g. stronger beta coupling in contralateral hemisphere during incongruent vs. congruent trials OR any kind of activity that could underlie the increase in reaction time in the correctly chosen hand. This is surprising and should be discussed."

In addition to providing a deeper explanation of why no frontal-basal ganglia component is associated with the incongruency behavioral effect in the Simon task, we ask that you consider a formal analysis to evaluate the strength of this null effect (e.g., a Bayes Factor analysis). Given that the lack of association conflicts with (no pun intended) previous findings, we think this would be a nice addition to the analysis.

10.7554/eLife.42959.015

Author response

> Essential revisions:
>
> 1\) Selectivity: We had a concern with the nature of the selectivity of the described effects. The authors are arguing that reactive (e.g., stop-signal task) and proactive (e.g., Simon task) rely on a common, non-selective inhibitory mechanism. While Experiments 3 and 4 show that hand muscles are inhibited during the Simon task when responses are made with the feet, it\'s not exactly a perfect case for selective inhibition because feet responses are very non-traditional in a computer setting (i.e., the testing environment) and it could very much be that participants are covertly planning responses of with their hands too (the natural/habitual mapping). This doesn\'t necessarily negate the results of Experiment 3 and Experiment 4, but it does provide a plausible counter hypothesis. A stronger test of the selectivity hypothesis would be to look at laterality of the effects. Experiment 1 has a way of addressing this. Since responses in the Simon task are made with either hand, it should be possible to extract the execution-related responses in each hemisphere. If the inhibition is global and non-selective as the authors propose, then the amplitude of the motor components should be smaller (or changed in an inhibition-consistent way) in the responding hemisphere during incongruent trials (relative to congruent trials). The changes in the lateralized motor components should mirror that observed during the stop-signal experiment during late successful stops. This seems to be one way to validate the selectivity assumption.

To test this alternative hypothesis, we capitalized on the large trial number in our TMS experiments (to which this question pertains) and investigated the proposed laterality effect directly therein. Indeed, if hand-MEP suppression on incongruent trials can be explained by the selective suppression of a purported covertly co-activated hand-response, one would expect a significant laterality effect in the CSE condition differences (since CSE was only measured at the right hand). Therefore, we conducted a control analysis in which we split the trials for each subject by response-side (with each of the resulting four conditions still averaging more than 100 trials per subject) and investigated whether the main effect of CONGRUENCY was modulated by an interaction with RESPONSE SIDE. The newly designed 2x2 rmANOVA showed a significant main effect of congruency (as expected from the t-test result, F(1,29) = 20.5, p =.00009, p-η^2^=.41). Importantly, this was not affected by a significant interaction (F(1,29) = 1.13, p =.3, p-η^2^ =.038). The post-hoc power for this interaction (according to G\*Power 3) was \>.88. Therefore, we can reject the alternative hypothesis of a significant laterality effect. We have added this analysis into the subsection "Experiment 3.2.: Response-conflict leads to non-selective CSE-suppression".

> 2\. Analysis of ERD. There were concerns with the limited analysis of Experiment 1. On its own, the experiment is interesting but would not suffice the standards of the present Journal in terms of relevance and novelty. Similar studies have been published before, the latest using prefrontal ECOG and STN LFP (of note, published only 2 days before submission of this manuscript; Zavala, 2018). The ERP of the Simon task should be shown to see the resemblance of the component. This is an unresolved problem with the whole concept of theta in conflict vs. stopping because, the visible ERP can hardly be called an oscillation and does therefore unlikely induce communication through coherence or phase locking. The higher frequency theta shown in the Simon task looks similar to previous moving dot task results (Herz et al.,) but does not include the frequency 2-4 Hz that are typically seen in the strong ERP. Importantly, the negative correlation with the beta ERD should be characterized in more detail. You could compare the conflict/stopping component with the dominant beta ERD component related to movement and calculate correlations between the two phenomena. Theta may be solely suppressed by the earlier occurring beta ERD related to movement onset and not directly associated with inhibitory processes.

We appreciate that Experiment 1 on its own is not sufficiently novel for *eLife*. However, it served as the motivation for the follow-up Experiment 2, Experiment 3, and Experiment 4 (this point is now made clearer in the manuscript), and we believe that it provides complementary results in support of the overall finding.

Regarding the new Zavala et al., study, we were unaware of this publication at the time of our initial submission. We have cited this study in the revised version of the manuscript (Discussion section).

Regarding the Simon task ERP, we have added the ERP to Figure 2. Please note that throughout both the original manuscript as well as the revised version, we never refer to the theta activity as an "oscillation", exactly because of the issue mentioned here.

Finally, regarding the relationship between beta ERD and the fronto-central activity, we regressed the onset of the beta ERD on individual trials onto the theta activity. We did not find a significant association between the two. However, the single-trial signal-to-noise ratio for the scalp-recorded motor signals is not very impressive. Moreover, this essentially amounts to a null hypothesis test with unknown power. Therefore, while this 'null-finding' speaks against the proposed alternative hypothesis proposed here, we would prefer to refrain from adding this analysis to the manuscript. However, if the reviewer or the editors feel strongly about this (or have a better proposal of how exactly to approach this hypothesis), we can of course add it.

> 3\) Links to previous literature: All three reviewers felt that the authors need to make a stronger link to the previous literature. Two reviewers were concerned about the strength of the case that the inhibition-related effects that they see here reflects hyper-direct pathway dynamics. The hyper-direct pathway gets its strongest connections from M1 and prefrontal areas, which according to the present results has no directional influence on STN during conflict. Nothing in the data presented here can reliably distinguish hyper-direct from indirect pathway effects. The long indirect pathway runs through the STN as well and is thought to be the main mechanism by which hyper-direct control signals terminate an unwanted response (see Mallet et al., 2016). In fact, they are really largely distinguished by the origin of their afferent control signals (i.e., cortical vs. striatal/pallidal). The authors even seem to doubt the existence of the indirect pathway altogether in the Discussion section (\"While these pathways are still largely theoretical (though anatomical studies support the presence of a hyper-direct pathway \[...\]\"). This ignores a very large body of work supporting the existence (both anatomically and physiologically) of these pathways.
>
> The reviewers thought that authors needed to tie their results to computational models in algorithmic or neuronal level, as many of them propose the same (or fairly similar) framework for action selection with transient dynamics, as one of the main conclusions of the current manuscript. See for example the work of Redgrave, Prescott and Gurney, (initially published in 1999), the work of Humphries or Kotaleski among others. This would go a long way to fleshing out the limitations of the study a bit more and be more nuanced in their interpretation of the results.
>
> Finally, one reviewer commented that the Discussion section is weak and by far too self-referential. Findings from animal studies and other disciplines are lacking. How do the authors believe is the red nucleus and brainstem involved in the stopping process, as these are the projection targets of the hyperdirect pathway (see Coudè, 2018, but also the cited Inase et al., 1999). Why was no hyperdirect pathway activity found in the Experiment 2? Are a mix of theta and beta oscillations suggestive of monosynaptic input and disynaptic output in terms of physiology? What is the effect of dopamine on that projection, as beta connectivity is known to be modulated by dopamine (see studies by Litvak and colleagues on LFP-MEG)? Do PD patients have difficulties stopping, due to a loss of hyperdirect axons (Chu, 2017)?

First, we agree with the reviewers that the relative roles of the hyper-direct and indirect pathways in our data pattern is largely speculative, given the nature of our experiments. We previously took some liberties in the discussion to this effect, based on the fact that global suppression of motor cortex (as found in our Experiment 3 and Experiment 4) have been largely attributed to the hyperdirect pathway (cf. Majid et al.,2013; Jahanshahi et al., 2015). However, in the revised discussion, we have moved away from strong statements regarding the relative roles of the hyper-direct vs. the indirect pathway, and have stuck closer to our current data.

Second, we in no way meant to imply that we do not believe there to be evidence for an indirect pathway. This was a misunderstanding of some ambiguous phrasing. This statement was meant to convey that the hyper-direct pathway in humans is still largely theoretical. We have changed the phrasing of that statement top hopefully avoid confusion (Discussion section).

Third, we have added a section regarding the computational work and how it pertains to our current study (Discussion section).

Lastly, however, in the spirit of sticking closer to what our current data can (and cannot) show, we chose not to add a discussion of the role of the red nucleus and the brain stem. While interesting, we did not record from these regions in our current study, and a discussion of these structures would be even more speculative than our previous assertions about hyper-direct vs. indirect pathway. We hope that this makes sense.

> 4\) Localization: The reviewers had concerns with localization of the conflict/inhibition-related signal. You should provide a better idea of the localization of the ICA component being described in Experiment 1. Having the signal originating from execution areas (e.g., M1) vs. planning areas (e.g., premotor/prefrontal) could dramatically change the interpretation of the results. Figure 2B seems to suggest that the component is more motoric in nature (i.e., onset happens later during failed stops, consistent with the Schall models of inhibitory control). However, if the component arises from pre-SMA or IFG, then it would be more consistent with the hyperdirect pathway (see Comment \#3 above).
>
> There were also concerns with localizing the source of the ERD. The beta ERD is not sufficient to localize M1. Beta ERD can be observed from the frontal pole to parietal cortex exceeding S1 to posterior regions. See beta penumbra in Kondylis et al., 2016. Strip locations should be reported. If this cannot be done, the authors should state their interpretations more cautiously and should not include the word M1 or motor cortex. Maybe Frontal or Sensorimotor Cortex may be more suitable. Depending on burr-hole placement, the motor cortex can be up to 5-8 cm posterior, which would extend the electrode paddle lengths. The electrodes could potentially reside more frontal than the authors expect. Please report the used contact pair of the strip for all patients in a table to get at least indirect measures of relative location. Reporting High Frequency Activity (60 -- 300 Hz) would also be more convincing for localization.

To address the first point, we have performed a dipole-localization analysis of the ICs underlying the analyses in Experiment 1. While we are generally skeptical of the potential of inverse source solutions of scalp EEG data to test precise anatomical hypotheses, these data may indeed be helpful in understanding whether there is any laterality to the sources underlying Experiment 1 (which would indicate a motor source) or whether they are more likely originate from the fronto-central midline structures (more in line with a control-related function).

In short, the inverse dipole solutions clearly support a midline source. Whereas there is some variability (yellow bubble) in the ventral-dorsal dimension across individual subjects' components, there is almost no variability in the lateral dimension ([Author response image 1](#respfig1){ref-type="fig"}, right plot). This clearly suggests a midline source. That is also in line with previous simultaneous EEG-fMRI work showing that fronto-central activity following stop-signals correlates with the BOLD response in medial wall structures (pre-SMA and ACC, cf. Enriquez-Geppert et al., 2010).

Lastly, if the fronto-central EEG signal were indeed 'motoric' in nature (i.e., one reflective of motor execution rather than inhibitory control), it would be hard to explain why there is no amplitude difference between successful stop-trials (where no response is made) and failed stop-trials (where a response is made). Instead, the differentiating factor between those two conditions is clearly the earlier onset on successful trials, which is the exact prediction that would be made for an inhibitory process in the SST.

![Dipole analysis of the ICs selected to represent the fronto-central P3 in the stop-signal task, averaged across subjects.\
Yellow bubble = standard deviation.](elife-42959-resp-fig1){#respfig1}

To address the question regarding the specificity and localization of the "M1" beta-suppression signals in Experiment 2, we have now quantified activity not just at the selected "M1" contacts, but also at the adjacent ones. Since our electrode strip had four contacts (resulting in three possible bipolar montages), we plotted the immediately anterior montage for all subjects in which either the most posterior or the middle montage was selected, and we also plotted the immediately posterior montage for all subjects in which the most anterior or middle montage was selected. Furthermore, we also plotted the selected montage for each subset of subjects to match the subjects that had a posterior or anterior montage in addition to the selected montage. This was done to avoid biasing our selected montage towards showing a cleaner signal because of a larger sample size for the selected montage. In summary, these analyses clearly show that the beta-band suppression is localized to the selected montage. We have added these plots to Figure 4 in the revised version of the manuscript (also cf. additional Materials and methods section).

> 5\) Motivation and background: The manuscript feels like it includes 3 different manuscripts, where the main link between them is understanding the role of the hyper-direct pathway in action selection. It would be nice if the introduction provided a better explanation on why these particular sets of experiments were combined, specifying the benefit and logic of this combined approach.
>
> We have edited the Introduction to reflect the link between the individual experiments that underlie this study. It now contains what is essentially a description of the actual "history" of this investigation: Experiment 1 was used to generate first evidence towards the fact that response-conflict and action-stopping may involve overlapping neural activity, which motivated Experiment 2. The findings of Experiment 2 then motivated Experiments 3.1. and 3.2.
>
> 6\. Visualization and analysis: The Time-Frequency plots do not allow a full interpretation of the electrophysiological process. If this was done for statistical purposes, this should include the whole trial period, testing and reporting that no significant effect was found in the baseline period and state and justify the time period of interest for FDR corrected TF stats. This comment is absolutely crucial because dynamic changes in oscillations (esp. slow ones) need to be interpreted in relation to ongoing activity throughout the whole trial. Thus, one would expect standardized time and frequency windows for all TF plots (e.g. 1-30 Hz, -1500 -- 2000 ms), including the full frequency width for the Granger analysis in Experiment 2. It is also preferable to use of non-parametric methods if data distributions are not assessed or assessment is not feasible. Electrophysiology across trials can be heavily skewed.
>
> With regard to Experiment 2, the PLV results do not look convincing. The narrow band visualization is statistical double dipping and cherry picking. The lower significant blob at 15 Hz seems to be neglected. It is recommended that the authors to report standard frequency ranges (e.g. 13-30, or 13-20/20-35 Hz). Otherwise, the authors could investigate significant coupling on single trial level and adjust frequency ranges to individual differences (e.g. see Litvak et al., 2011). Reporting absolute PLV (not change to baseline) but relative change in Granger causality (% change to baseline) is confusing and seems post-hoc selective. This should be standardized.

In line with the proposal, we have extended the depicted time periods for all time-frequency analyses that include low-frequency activity. However, a 3.5s window of 1500 to 2000ms, as proposed here, is excessively long. While individual groups may favor such windows for slow-paced tasks (e.g., dot-probe tasks), this is highly unusual for tasks with faster trial timing (where time periods of that length will include activity from preceding or subsequent trials). In their landmark paper on the role of frontal theta in cognitive control, Cavanagh and Frank (TiCS, 2014) present windows of 1 second around events for tasks involving conflict, errors, surprise, or novelty (starting at 250ms pre event and last for 750ms after the event). We have matched this window length in our revised version by plotting the data from - 300 to 700ms with respect to the event in all analyses that focused on low frequencies (Figure 2C and D).

Regarding the PLV line-graphs: The narrow-band analysis is a visualization of the relevant frequency bands for the two conditions separately (which cannot be inferred from the full-spectrum difference plot). Presenting these data in a full-spectrum plot is not very informative. We do, however, agree that a separate statistical test on these line-graphs may be construed as unnecessary. Therefore, we have removed those tests from the line graphs to make clear that these graphs are merely presented to visualize the individual conditions at the frequencies that were found significant in the full-spectrum analysis.

Regarding the baseline correction, the PLV estimates were indeed baseline corrected. However, this was not explicated in the previous Materials and methods section, which was now amended to that effect.

Finally, regarding the Granger causality analysis, there are two reasons why that analysis was performed on the beta-range only. First, we had an a priori hypothesis generated from the PLV analyses, where only beta-band activity showed PLV condition differences in the full-spectrum analysis. Including additional frequencies in the Granger causality analysis would inappropriately inflate type-I error probability. The more important reason, however, is that Granger-causality analyses involve a trade-off between optimal frequency resolution, model order, and model stability over time. This trade-off varies between frequencies (Cohen, 2014). Hence, a full-spectrum analysis of Granger coefficients with the same model order is inappropriate, making it impossible to sensibly compare coefficients across frequencies. We have added an explanation of this to the revised version of the manuscript.

> 7\) Interpreting the results from the patients: Experiment 2 does not make clear that the participants are PD patients. Here, results on beta oscillations are reported that are known to increase dramatically after withdrawal of dopaminergic medication. DBS operations are conducted in the worst clinical state to allow accurate symptom testing. This is not mentioned nor discussed in the manuscript.
>
> In addition, PD patients have motor deficits, such as tremor and bradykinesia that need to be quantified and reported, to allow interpretation of the results. A patient table including Unified Parkinson\'s Disease Rating Scale (UPDRS-III) scores needs to be included, alongside the symptom dominant hemibody and Parkinsonian subtype (bradykinetic/rigid, equivalent, tremor dominant).
>
> Finally reporting beta coupling in PD patients without mentioning pathophysiology or dopamine is conceptually problematic. A lot of work has been done on corticosubthalamic beta coupling in PD patients.

The fact that Experiment 2 involves patients and intraoperative recordings is mentioned as early as the Introduction. It is then reiterated at the very beginning of the results section for Experiment 2, as well as in the Materials and methods section for Experiment 2 of the original manuscript. In the revised manuscript, we have now also added mention of this into the Discussion.

With regards to detailed symptom information, we have added a detailed table to that effect into the revised version of the manuscript.

\[Editors\' note: further revisions were requested prior to acceptance, as described below.\]

> The manuscript has been improved but we do ask that you address some remaining issues.
>
> One of the reviewers raised one major point that all of us agreed during the discussion was important. The reviewer wrote:
>
> \"The authors made an effort to incorporate the suggested changes and I feel that the manuscript has improved significantly from the first revision. From my perspective it is almost ready for publication but not quite there yet. One major point is left that was not addressed sufficiently in the present revision: In Experiment 2, the Simon task induces a reaction time effect through conflictual information on the hand that should be moving. In the present study, as well as in previous studies, the subjects successfully chose the right hands, but did so by taking more time in the incronguent condition, obviously requiring inhibition of premature false responses. However, the authors did not report any neurophysiological evidence of this effect along the fronto-BG axis, e.g. stronger β coupling in contralateral hemisphere during incongruent vs. congruent trials OR any kind of activity that could underlie the increase in reaction time in the correctly chosen hand. This is surprising and should be discussed."
>
> In addition to providing a deeper explanation of why no frontal-basal ganglia component is associated with the incongruency behavioral effect in the Simon task, we ask that you consider a formal analysis to evaluate the strength of this null effect (e.g., a Bayes Factor analysis). Given that the lack of association conflicts with (no pun intended) previous findings, we think this would be a nice addition to the analysis.

As a general remark prior to our specific response to this issue, we want to point out that the assessment that "no frontal-basal ganglia component is associated with the incongruency behavioral effect in the Simon task" is not entirely accurate. The frontal EEG signature in Experiment 1 clearly shows such an association (cf. correlation analysis in Figure 2C, right hand plot).

However, we agree that it is somewhat surprising that the STN-based analysis did not show the same association for the responding hand that it shows for the non-responding hand. In the revised version of the manuscript, we have addressed this as follows:

1\) In line with the reviewer's suggestion, we have added Bayes factor analyses to Figure 5---figure supplement 1 (the figure that shows the null effect of conflict on STN-M1 connectivity). This analysis shows that there is positive evidence (BF \> 3) for the null hypothesis during most parts of the spectrum; though at some part of the spectrum, the effects are inconclusive (BF between 0 and 3). Importantly, during the period during which the ipsilateral analysis yielded significant differences (\~200-300ms), there is consistent positive evidence for the null hypothesis (BF \> 3).

2\) To contextualize this finding and discuss the considerations proposed by the reviewer, we have added the following paragraph to the Discussion section of the revised manuscript:

"One notable aspect about our study is the absence of connectivity between STN and contralateral M1 during response-conflict in Experiment 2. Experiments 1 and 3 clearly show that there is an association between inhibitory signatures at scalp- and motor-system level and the degree of conflict-related behavioral slowing observed at the correct effector. \[...\] Another alternative explanation is that the simultaneous excitation and inhibition of contralateral M1 during response-conflict could have mutually countermanding effects on M1, which could obscure the degree to which inhibitory influence of STN on M1 is measurable using the connectivity techniques used here. Future studies that simultaneously image several basal ganglia nuclei may be able to resolve this question."
