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INTRODUCTION
In this paper we study the computability of max-entropy probability distributions over a discrete set. Consider a collection M of discrete objects whose building blocks are the elements [m] = {1, 2, . . . , m}; thus, M ⊆ {0, 1} m . Suppose there is an unknown distribution p on M and we are given access to it via observables θ , the simplest of which is the probability that an element is present M when sampled from p; namely, P M←p [e ∈ M] = θ e . If θ is all we know, what is our best guess for p? The principle of max-entropy [17, 18] postulates that the best guess is the distribution that maximizes (Shannon) entropy. 1 Roughly, the argument is that any distribution that has more information must violate some observable, and a distribution with less information must implicitly use additional independent observables, and hence contradict the entropy maximality. Access to such a distribution can then be used to obtain samples that conform with the observed statistics of p and obtain the most informed guess of further statistics. Given the fundamental nature of such a distribution, it should not be surprising that it shows up in various areas such as statistical physics, economics, biology, information theory, machine learning, combinatorics and, more recently, in the design of approximation algorithms; see for instance [26] .
From a computational point of view, the question is how to find a max-entropy distribution. Note that the entropy function is concave, hence, the problem of maximizing it over the set of all probability distributions over M with marginals θ is a convex programming problem. But what is the input? If θ and M are given explicitly, then a solution to this convex program can be obtained, using the ellipsoid method, in time polynomial in |M | and the number of bits needed to represent θ . 2 However, in most interesting applications, while θ is given explicitly, M may be an exponentially-sized set over the universe {0, 1} m and specified implicitly. For example, the input could consist of a graph G = (V, E) with m edges where M is the set of all spanning trees or all perfect matchings in G; in such a scenario |M | could be exponential in m. This renders the convex program for computing the max-entropy distribution prohibitively large. Moreover, simply describing the distribution could require exponential space. The good news is that one can use convex programming duality to convert the max-entropy program into one that has m variables. Additionally, under mild conditions on θ , strong duality holds and, hence, the max-entropy distribution is a product distribution, i.e., there exist γ e for e ∈ [m] such that for all M ∈ M , p M ∝ ∏ e∈M γ e ; see [5] or Lemma 3.3. Thus, 1 Recall that the Shannon entropy of a distribution p = (p M ) M∈M is H(p) def = ∑ M∈M p M ln 1 pM . 2 The ellipsoid algorithm requires a bounding ball which in this case is trivial since ∀M ∈ M , 0 ≤ p M ≤ 1. the max-entropy distribution for θ can be described by m numbers γ = (γ e ) e∈ [m] .
Hence, the computational problem is, given θ and implicit access to M , obtainγ such that the entropy of the distributionp corresponding toγ is close to that of the max-entropy distribution, and the observables obtained fromp are close to θ . 3 In order for an efficient algorithm to exist for this problem, one first has to show the existence of aγ that requires polynomially-many bits in the input size. A priori, this is far from clear. It is worth pointing out that just the question of existence of any bound in certain settings has found important applications in combinatorics; see [23, 25, 24] .
While there is a significant amount of literature concerning maxentropy distributions, work that deals with computing them efficiently has been sparse. A handful of such results require exploiting some special structure of the particular problem at hand. A prominent example is the work of [2] which gives an algorithm to compute the max-entropy distribution over spanning trees of a graph, which they used to improve the approximation ratio for ATSP, was used by [29] to improve the approximation ratio for (graphical) TSP and by [16] to design efficient privacy preserving mechanisms for spanning tree auctions. In another example, [3] show how to compute max-entropy distributions over perfect matchings in a tree and use it to design approximation algorithms for a max-min fair allocation problem; see also the work of [31] for an approach to compute max-entropy distributions. The question of computing maxentropy distributions over perfect matchings in bipartite (and general) graphs, however, has been an important open problem since their work.
OUR CONTRIBUTION
We initiate a systematic and rigorous study of the problem of efficiently computing max-entropy distributions. Our first result is structural and shows that succinct representations that approximate max-entropy distributions arbitrarily well exist in a very general setting. Subsequently, we present a meta-algorithm that can (approximately) compute max-entropy distributions provided one can (approximately) solve a counting problem related to the underlying discrete set. Our algorithm is efficient whenever the counting oracle is efficient. Moreover, our algorithm works even when the counting oracle is approximate and/or randomized. This allows us to leverage a variety of algorithms originally developed for #P-hard problems 4 to compute max-entropy distributions, which opens up scope for interesting applications. Examples for which we can use pre-existing counting oracles to obtain max-entropy distributions 3 Note that once we haveγ, the problem of obtaining a random sample from the distributionp can be handled by invoking the equivalence between approximate counting and sampling due to Jerrum, Valiant and Vazirani [22] . To be precise, this equivalence between random sampling and approximate counting holds when the combinatorial problem at hand is self-reducible; see also [32] . 4 For counting problems, it is rare to obtain algorithms that can count exactly, notable exceptions being the problem of counting spanning trees in a graph or counting certain problems restricted to trees using dynamic programming. Most natural counting problems turn out to be #P-hard including the problem to count the number of perfect matchings in a bipartite graph [34, 35] . The goal then shifts to finding algorithms that approximately count up to any fixed precision [27, 33] . Here the most successful technique has been the Markov chain Monte Carlo (MCMC) method [20] which, when combined with the equivalence between approximate counting and sampling [22] , leads to approximate counting algorithms for many problems. Important examples include counting perfect matchings in a bipartite graph [21] , counting bases in a balanced matroid [11] , counting solutions to a knapsack problem [6] and counting the number of colorings in restricted graph families [19] . include spanning trees, perfect matchings in bipartite graphs (using the algorithm from [21] ) and subtrees of a rooted tree. The consequence for perfect matchings in bipartite graphs makes certain algorithmic strategies for TSP/ATSP computationally feasible, see Section 6.2. Additionally, our result reduces an open problem [1] of computing the max-entropy distribution for matchings in general graphs to the corresponding counting problem.
A natural question that arises from our work is if the machinery of counting problems is necessary for our algorithms that compute max-entropy distributions. We answer this affirmatively: we show that if one can solve, even approximately, the convex optimization problem of computing the max-entropy distribution, one can obtain such counting oracles. This establishes an equivalence between counting and computing max-entropy distributions in a general setting. As a concrete application, this result establishes the equivalence of two important open problems: that of computing max-entropy distributions over perfect matchings in general graphs and the problem of approximately counting perfect matchings in a general graph.
Informal Statement of Our Results
Before we describe our results a bit more technically, we introduce some basic notation. For M ⊆ {0, 1} m , let P(M ) denote the convex hull of all M where each M ∈ M is thought of as a 0/1 vector of length m, denoted 1 M . Thus, given a θ , for the max-entropy program to have any solution, θ ∈ P(M ). Since we are concerned with the case when M is given implicitly and may be of exponential size, we no longer hope to solve the max-entropy convex program ( Figure 1 ) directly since that may require exponentially many variables, one for each M ∈ M . Thus, we work with the dual to the max-entropy convex program; see Figure 2 . The dual has m variables and, if θ is in the relative interior of P(M ), the optimal dual solution can be used to describe the optimal solution to the max-entropy convex program, which is a product distribution. In fact, we assume one can put a ball of radius η around θ and it still remains in the interior of P(M ). Importantly, our algorithm requires access to a generalized counting oracle for M , which given γ can compute ∑ M∈M , M∋e ∏ e ′ ∈M γ e ′ for all e ∈ [m] and also the sum ∑ M∈M ∏ e∈M γ e . We also consider the case when the oracle is approximate (possibly randomized) and for a given ε, can output the sums above up to a multiplicative error of 1 ± ε. The following is the first main result of the paper, stated informally here. THEOREM 2.1. (Counting implies Optimization; see Theorems 4.1 and 4.3) There is an algorithm which, given access to a generalized (approximate) counting oracle for M ⊆ {0, 1} m , a θ which is promised to be in the η-interior of P(M ) and an ε > 0, outputs a γ such that its corresponding product probability distribution p is such that H(p) ≥ (1 − ε /η)H(p ⋆ ) and for every e ∈ [m],
Here, p ⋆ is the max-entropy distribution corresponding to θ . The number of calls the algorithm makes to the oracle is bounded by a polynomial in the input size, ln 1 /η and ln 1 /ε.
A useful setting for η and ε to keep in mind is 1 /m 2 and 1 /m 3 respectively. The bit-lengths of the inputs to the counting oracle are polynomial in 1 /η and, hence, the running time of our algorithm depends polynomially on 1 /η. If the generalized counting oracle is ε-approximate, the same guarantee holds. Note that for many approximate counting oracles, the dependence on ε on their running time is a polynomial in 1 /ε. Hence, in this case the running time depends polynomially on 1 /ε. Finally, note that this result can be easily generalized to obtain algorithms for the problem of finding the distribution that minimizes the Kullback-Leibler divergence from a given product distribution subject to the marginal constraints; see Remark 4.7.
The technical condition of the interiority can be avoided, in many settings, by considering a pointθ which is close to θ and is also in η-interior for some η = poly( 1 /m). The error introduced by this modification is within permissible errors and does not change the results that we claim. For the specific cases of spanning trees and perfect matchings in bipartite graphs, such a modification results in an algorithm whose running time is polynomial in n and 1 ε with no dependence on η.
Alternatively, if such aθ cannot be obtained, then we can project θ onto the smaller dimension face to which it is close and then apply the algorithm on the projected pointθ . While the max-entropy distribution thus obtained has the same guarantee as given by the theorem, it must be noted that this distribution is only on the vertices in the smaller dimension face and not on all vertices of the polytope.
At a very high level, the algorithm in this theorem is obtained by applying the framework of the ellipsoid algorithm to the dual of the max-entropy convex program. While it is more convenient to work with the dual since it has m variables two issues arise: The domain of optimization becomes unconstrained and the separation oracle requires the ability to compute (possibly exponential sums) over subsets of M . While the counting oracles can be adapted to compute exponential sums, the unboundedness of the domain of optimization is an important problem.
One of the technical results in the proof of the theorem above is structural and shows that this dual optimization problem has an optimal solution in a box of size m /η when θ is in the η-interior of P(M ); see Theorem 4.2. Since γ e s are exponential in the respective dual variables, there is an approximationγ to the optimal solution to the max-entropy program, when θ is in the η-interior of P(M ), such that the number of bits needed to represent eachγ e is at most m /η. Using specific properties about spanning trees, such a result for the special case of spanning trees was obtained by [2] . For the special case of matchings in a general graph, [25] prove a bound which is exponential in 1 /η and, thus, it is not useful for algorithmic applications.
Given that counting algorithms for many problems are still elusive, one may ask if they are really necessary to compute maxentropy distributions. The final result of this paper answers this question in the affirmative and establishes a converse to Theorem 2.1.
THEOREM 2.2. (Optimizing implies Counting; see Theorem 4.6)
There is an algorithm, which given oracle access to an algorithm to compute an ε-approximation to the max-entropy convex program for an η-interior point of P(M ), and a separation oracle
The number of calls made to the max-entropy oracle is polynomial in the input size and 1 /ε. This result can be extended to obtain generalized counting oracles; see Remark 4.7. For all polytopes of interest in this paper, separation oracles are known; see Section 6.1. Moreover, this result continues to hold even when the separation oracle is approximate, or weak. As a corollary, using a separation oracle for the perfect matching polytope for general graphs [7, 30] , we obtain that an algorithm to compute a good-enough approximation to the maxentropy distribution for any θ in the perfect matching polytope of a graph G implies an FPRAS to count the number of perfect matchings in the same graph. 
Technical Overview
The starting point for our results is the convex program for maximum entropy distributions and its dual given in Figure 1 . We will also refer the dual objective as f (λ ) and drop the subscript θ when it is obvious from the context. When θ lies in the relative interior of P(M ), then strong duality holds between the primal and the dual. 5 Hence, it follows from the first order conditions on the optimal solution pair (
2. there is a generalized counting oracle that allows us to compute the gradient of the objective function f (λ ) def = ⟨λ , θ ⟩ + ln ∑ M∈M e −⟨λ ,1 M ⟩ at a specified λ . The gradient at λ , denoted ∇ f (λ ), turns out to be a vector whose coordinate cor-
Then, using the machinery of the ellipsoid method, it follows relatively straight-forwardly that, for any ε, we can compute a point λ • such that f (λ • ) ≤ f (λ ⋆ ) + ε with at most a poly(m, ln 1 /ε, ln R) calls to the counting oracle. Note that since the numbers fed into the counting oracle are of the form e −λ e , for each e ∈ [m], the running time of the counting oracle depends polynomially on R rather than ln R. Thus, we need R to be polynomially bounded. Hence, the question is:
Indeed, a significant part of the work done in [2] was to bound this quantity for spanning trees. A priori it is not clear why there should be any such bound. In fact, we observe that if P(M ) lies in some low-dimensional affine space in R m , the optimal solution is not unique and can be shifted in any direction normal to the space; see Lemma 3.5. Thus, one can only hope for the optimal solution to be bounded once one imposes the restriction that λ ⋆ lies in the linear space corresponding to the affine space in which P(M ) lives.
One thing that works in our favor is that we have an absolute upper bound (independent of θ ) on the optimal value of f (·), namely m.
Roughly, this is because at optimality this quantity is an entropy over a discrete set of size at most 2 m . This implies that for all M ∈ M ,
(1)
Using this inequality, the η-interiority of θ , and the fact that the diameter of P(M ) is at most √ m, it can then be shown that
For spanning trees, using basis exchange property, it can then be shown that ∥λ ⋆ ∥ 2 is bounded by at most m 3 √ m η . Indeed [2] also use the basis exchange property to compute maximum entropy distribution for the special case of spanning trees. However, attempting a similar combinatorial argument in settings such as perfect matchings in a bipartite graph, where we do not have a basis exchange property, the bound is worse by a factor of 2 m . Thus, we abandon combinatorial approaches and appeal to the geometric implication of (1) to obtain the desired polynomial bounding box for all P(M ). We give a sketch of the argument here.
One way to interpret (1) is that the vector λ ′ def = − λ ⋆ /m has inner product at most 1 with v − θ for all v ∈ P(M ). For now, neglecting the fact that P(M ) might live in a lower dimensional affine space and that 0 may not be in P(M ), this implies that λ ′ is in the polar of P(M ). However, since θ is in the η-interior of P(M ), P(M ) contains an ℓ 2 ball of radius at least η inside it. Thus, the polar of P(M ) must be contained in the polar of this ball, which is nothing but an ℓ 2 ball of radius 1 /η. This gives a bound of 1 /η on the ℓ 2 norm of λ ′ and, hence, a bound of m /η on the norm of λ ⋆ as desired; see Theorem 4.2 and its proof for details.
Thus, the ellipsoid method can be used to obtain a solution λ • such that f (λ • ) ≤ f (λ ⋆ ) + ε. Why should this approximate bound imply that the product distribution obtained using λ • is close in the marginals to θ ? The observation here is that f (λ • ) − f (λ ⋆ ) is the Kullback-Leibler (KL) divergence between the two distributions. This implies a bound of √ ε on the marginals using a standard upper bound on the total variation distance in terms of the KL-divergence.
In the case when we have access only to an approximate counting oracle for M , things are more complicated. Roughly, the approximate counting oracle translates to having access to an approximate gradient oracle for the function f (·) and one has to ensure that λ ⋆ is not cut-off during an iteration. Technically, we show that this does not happen and, hence, approximate counting oracles are equally useful for obtaining good approximations to max-entropy distributions.
Finally, note that the (projected-)gradient descent approach (see [28] ) can also be shown to converge in polynomial time and, possibly, can result in practical algorithms for computing max-entropy distributions. In the case when the counting oracle is approximate, one has to deal with a noisy gradient and the solution turns out to be similar to the one in the ellipsoid method-based algorithm in the presence of an approximate counting oracle. In addition to a bound on ∥λ ⋆ ∥ 2 , one needs to bound the 2 → 2 norm of the gradient of f .
. This bound may be of independent interest and is proved in the full version of the paper.
We now give an overview of the reverse direction: How to count approximately given the ability to solve the max-entropy convex program for any point θ in the η-interior of P(M ). We start by noting that if we consider θ ⋆ def = 1 |M | ∑ M∈M 1 M , then the optimal value of the convex program is ln |M |. Thus, given access to this vertex-centroid of P(M ) one can get an estimate of |M |. However, computing θ ⋆ can be shown to be as hard as counting |M |, for instance, when M consists of perfect matchings in a bipartite graph; see [10] . We bypass this obstacle and apply the ellipsoid algorithm on the following (convex-programming) problem sup θ inf λ f θ (λ ) where f θ (λ ) is the function in Figure 2 and where we have chosen to highlight the dependence on θ . The ellipsoid algorithm proposes a θ and expects the max-entropy oracle to output an approximate value for inf λ f θ (λ ). This raises a few issues: First, given our result on optimization via counting, it is unfair to assume that we have such an oracle that works for all θ , irrespective of the interiority of θ in P(M ). Thus, we allow queries to the oracle only when θ is sufficiently in the interior of P(M ). Note that our algorithm for computing the max-entropy distribution in our first theorem works under these guarantees. This requires, in addition, a separation oracle for checking whether a point is in the η-interior of P(M ). We construct such an η-separation oracle from a separation oracle for P(M ). The latter, given a point, either says it is in P(M ) or returns an inequality valid for P(M ) but violated by this point.
The second issue is that θ ⋆ , our target point, may not be in the η-interior of P(M ). In fact, there may not be any point in the ηinterior of P(M ) when η is 1 /poly(m). However, under reasonable conditions on P(M ), which are satisfied for all polytopes we are interested in, we can show that there is a point θ • in the η-interior of P(M ) which is close to θ ⋆ . This allows us to recover a good enough estimate of |M |. Thus, using the framework of ellipsoid algorithm, we are able to recover a point close enough to θ • by doing a binary search on the target value of |M |. As in the forward direction, because we assume that the max-entropy algorithm is approximate, we must argue that θ • is not cut-off during any iteration of the ellipsoid algorithm.
We conclude this overview with a couple of remarks. First, unlike our results in the forward direction, we cannot replace the ellipsoid method based algorithm by a gradient descent approach. The reason is that we only have a separation oracle to detect whether a point is in P(M ) or not. Second, we can extend our result to show that, using a max-entropy oracle, one can also obtain generalized approximate counting oracles; see Remark 4.7.
Organization of the rest of the paper. The rest of the paper is organized as follows. In Section 3, we formally define counting oracles that are needed for solving the convex program. We also state preliminaries about the maximum entropy convex program. In Section 4 we state our results formally and in Section 5, we prove Theorem 2.1. Finally, in Section 6, we give some natural examples where our results apply. We also show how certain algorithmic approaches for approximating the symmetric and the asymmetric traveling salesman problem are feasible as a result of one of the main results of this paper. The reader is referred to the full version of this paper for statements of results and proofs that have been omitted due to space constraints.
PRELIMINARIES
Notation. Vectors are denoted by plain letters such as a, b, c, d, x, y, u and v and are over R m . We also use the Greek letters λ , θ , ν and γ to denote vectors. 0 is sometimes used to denote the all-zero vector and the usage should be clear from context. For reasons emanating from applications, we choose to index the set [m] by e. Hence, the components of a vector are denoted by x e , λ e , θ e , etc. We also use notation such as x 0 , x 1 , . . . , x t and λ 0 , λ 1 , . . . , λ t to denote vectors. It should be clear from the context that these are vectors and not their components. The Greek letters η, α, β , ε, ζ are used to denote positive real numbers. For a set M ∈ {0, 1} m , let 1 M denote the 0/1 indicator vector for M. We use 1 M (e) to denote its e-th compo-nent. Thus, 1 M (e) = 1 if e ∈ M and 0 otherwise. The letters p, q and r are reserved to denote probability distributions over {0, 1} m . Of special interest are product probability distributions where, for M ∈ {0, 1} m , the probability of M is proportional to ∏ e∈M γ e for some vector γ. We denote such a probability distribution by p γ to emphasize its dependence on γ, and let p γ M denote the probability of M. Additionally ⟨x, y⟩ denotes the inner product of two vectors, ∥ · ∥ denotes the Euclidean norm and ∥x∥ ∞ def = max e∈[m] |x e |. We also use the notation λ (M) to denote ⟨λ , 1 M ⟩ for a vector λ and M ∈ {0, 1} m . |S| denotes the cardinality of a set.
The polytopes of interest arise as convex hulls of subsets of {0, 1} m for some m. For a set M ⊆ {0, 1} m , the corresponding polytope is denoted by P(M ). Thus,
Another way to describe P(M ) is to give a maximal set of linearly independent equalities satisfied by all its vertices, and to list the inequalities that define P(M ). Thus, P(M ) can be described by
While the former set cannot be more than m, the latter set can be exponential in m and we do not assume that (A ≤ , c) is given to us explicitly.
Separation Oracles. On occasion we require an access to a separation oracle for P(M ) of the following form: Given λ ∈ R m satisfying A = λ = b, the separation oracle either says that A ≤ λ ≤ c or outputs an inequality (a ′ , c ′ ) such that ⟨a ′ , λ ⟩ > c ′ . In fact, such an oracle is often termed a strong separation oracle. 6 Counting Oracles. The standard counting problem associated to M is to determine |M |, i.e., the number of vertices of P(M ). We are interested in a more general counting problem associated to M where there is a weight λ e for each e ∈ [m] and the weight of M under this measure is e −λ (M) . A generalized exact counting oracle for M then outputs the following two quantities: The oracle is assumed to be efficient: it runs in time polynomial in m and bits needed to represent e −λe for any e ∈ [m]. 7 While efficient generalized exact counting oracles are known for some settings, for many problems of interest the exact counting problem is #P-hard. However, often, for these #P-hard problems, efficient oracles which can compute arbitrarily good approximations to the quantities of interest are known. Thus, we have to relax the notion to generalized approximate counting oracles which are possibly randomized. Such an oracle, given ε, α > 0 and weights λ ∈ R m , returns Z λ and Z λ e for each e ∈ [m]. The following guarantees hold with probability at least 1 − α, 6 In our results that depend on access to a strong separation oracle, we can relax the guarantee to that of a weak separation oracle. We omit the details. 7 To deal with issues of irrationality, it suffices to obtain the first k bits of Z λ and Z λ e in time polynomial in k and m.
The running time is polynomial in m, 1 /ε, log 1 /α and the number of bits needed to represent e −λ e for any e ∈ [m]. For the sake of readability, we ignore the fact that approximate counting oracle may be randomized. The statements of the theorems that use randomized approximate counting oracles can be modified appropriately to include the dependence on α. Note that if the problem at hand is self-reducible, then having access to an oracle that outputs an approximation to just Z λ suffices. We omit the details and the reader is referred to a discussion on self-reducibility and counting in [32] . Finally, it can be shown that, in our setting, the existence of a generalized (exact or approximate) counting oracle is a stronger requirement than the existence of a separation oracle.
Interior of the Polytope. The dimension of P(M ) is m−rank(A = ); the polytope restricted to this affine space is full dimensional. Since we work with polytopes that are not full dimensional, we extend the notion of the interior of the polytope P(M ) and use the following definition.
We say that θ is in the interior of P(M ) if θ is in the η-interior of P(M ) for some η > 0.
We are interested in the case where η ≥ 1 poly(m) . Hence, it is natural to ask if for every P(M ), there is a point in its 1 poly(m) -interior. The following lemma asserts that the answer is yes if the entries of A ≤ and c are reasonable (as is the case in all our applications). At this point, if one wishes, one can look at Section 6.1 for some examples of combinatorial polytopes we consider in this paper.
The Maximum Entropy Convex Program. In this section we discuss properties of the maximum entropy convex program given in Figure 1 and its dual given in Figure 2 . The following folklore lemma shows that if θ is in the interior of P(M ), then the max-entropy distribution corresponding to it is unique and can be succinctly represented. Recall the notation that for λ : [m] → R and 
As we observe soon, while p ⋆ is unique, λ ⋆ may not be. First, we record the following definitions about such product distributions. The proof of this lemma relies on establishing that strong duality holds for computing the max-entropy distribution with marginals θ for the convex program in Figure 1 . Thus, if θ is in the interior of P(M ), then there is a λ ⋆ such that p ⋆ = p λ ⋆ and f θ (λ ⋆ ) = H(p ⋆ ).
Note that λ ⋆ may not be unique and, finally, that an important property of the dual objective function is that f θ does not change if we shift by a vector in the span of the rows of A = . This is captured in the following lemma. Thus, we can restrict our search for the optimal solution to the set {λ ∈ R m : A = λ = 0}. In this set there is a unique λ ⋆ which achieves the optimal value since the constraints (A = , b) are assumed to form a maximal linearly independent set. We refer to this λ ⋆ as the unique solution to the dual convex program.
FORMAL STATEMENT OF RESULTS
Our first result shows that if one has access to a generalized exact counting oracle then one can indeed compute a good approximation to the max-entropy distribution for specified marginals. 
where λ ⋆ is the optimal solution to the dual of the max-entropy convex program for (M , θ ) from Figure 2 . Assuming that the generalized exact counting oracle is polynomial in its input parameters, the running time of the algorithm is polynomial in m, 1 /η, log 1 /ε and the number of bits needed to represent θ and (A = , b).
The proof of this theorem follows from an application of the ellipsoid algorithm for minimizing the dual convex program. At a first glance, it may seem enough to show that ∥λ ⋆ ∥ ≤ 2 poly(m) η since the number of iterations of the ellipsoid algorithm depends on log ∥λ ⋆ ∥. Unfortunately, this is not enough since each call to the oracle with input λ takes time polynomial in the number of bits needed to represent e −λ e for any e ∈ [m]. We show the following theorem which provides a polynomial bound on ∥λ ⋆ ∥. We specifically note that the proof of this theorem needs that λ ⋆ satisfies A = λ ⋆ = 0. Combinatorially, it is an interesting open problem if one can get such a bound depending only on 1 /η. Next we generalize Theorem 4.1 to polytopes where only an approximate counting oracle exists, for example, the perfect matching problem in bipartite graphs. While we state this theorem in the context of deterministic counting oracles, it holds in the randomized setting as well. Here λ ⋆ is an optimal solution to the dual of the max-entropy convex program for (M , θ ). Assuming that the generalized approximate counting oracle is polynomial in its input parameters, the running time of the algorithm is polynomial in m, 1 /η, 1 /ε and the number of bits needed to represent θ and (A = , b).
It can be shown that once we have a solution λ • to the dual convex program such that f θ (λ • ) ≤ f θ (λ ⋆ ) + ε as in Theorems 4.1 and 4.3, one can show that the marginals obtained from the distribution corresponding to λ • is close to that of λ ⋆ (which is θ ), i.e.,
REMARK 4.4. We can also obtain proofs of Theorems 4.1 and 4.3 by applying the framework of projected gradient descent. (See Section 3.2.3 in [28] for details on the gradient descent method.)
Our final theorem proves the reverse: If one can compute good approximations to the max-entropy convex program for P(M ) for a given marginal vector, then one can compute good approximations to the number of vertices in P(M ). First, we need a notion of a max-entropy oracle for M . DEFINITION 4.5. An approximate max-entropy oracle for M , given a θ in the η-interior of P(M ), a ζ > 0, and an ε > 0, either
The oracle is assumed to be efficient, i.e., it runs in time polynomial in m, 1 /ε, 1 /η and the number of bits needed to represent ζ .
This requirement on the oracle is consistent with the algorithms given by Theorem 4.1 and 4.3. THEOREM 4.6. There exists an algorithm that, given a maximal set of linearly independent equalities (A = , b) and a separation oracle for P(M ) and an approximate optimization oracle for M as above, returns a Z such that (1 − ε)|M | ≤ Z ≤ (1 + ε)|M |. Assuming that the running times of the separation oracle and the approximate max-entropy oracle are polynomial in their respective input parameters, the running time of the algorithm is bounded by a polynomial in m, 1 /ε and the number of bits needed to represent (A = , b).
Analogously, one can easily formulate and prove a randomized version of Theorem 4.6, we omit the details. As an important corollary of this theorem, if one is able to efficiently find approximate maxentropy distributions for the perfect matching polytope for general graphs, then one can approximately count the number of perfect matchings they contain. Both problems have long been open and this result, in particular, relates their hardness. 
OPTIMIZATION VIA COUNTING
In this section, we prove Theorem 4.1. First we will show that the optimal solution is contained in a ball of small radius and then use the ellipsoid algorithm to prove Theorem 4.1.
Bounding Box
In this section, we prove Theorem 4.2 and show that there is a bounding box of small radius containing the optimal solution λ ⋆ . We begin with the following lemma. PROOF. First, note that the supremum of the primal convex program over all θ is ln |M | ≤ m. Hence, from strong duality it follows that f (λ ⋆ ) ≤ m. This implies that
Hence, for every M ∈ M ,
Since 
As a consequence, we obtain that ⟨λ ⋆ , θ ⟩ − ⟨λ ⋆ , x⟩ ≤ m, completing the proof of the lemma.
Proof of Theorem 4.2.
Recall that A = x = b denotes the maximal set of independent equalities satisfied by P(M ). We now define the following objects. Let
be the ball centered around θ restricted to the affine space
be the ball centered around θ of radius 1 /η in the same affine space and let
PROOF. We first prove that Q ⊆ Q. Let y ∈ Q. The constraints A = y = b are clearly satisfied since y ∈ Q. For any x ∈ B,
Thus, y ∈ Q. Now we show that Q ⊆ Q. Let z ∈ Q. The constraints A = z = b are clearly satisfied since z ∈ Q. Now consider
⟩ ≤ 1 and, therefore, ∥z − θ ∥ ≤ 1 /η. Thus, z ∈ Q completing the proof.
We now show that λ = −λ ⋆ /m + θ ∈ Q. To see this, first observe that
Here we have used the fact that A = λ ⋆ = 0; see Lemma 3.5. We now verify the second condition.
where the last inequality follows from that fact that x ∈ B ⊆ P(M ) and Lemma 5.1. Thus, λ ∈ Q and therefore, we must have ∥ λ − θ ∥ ≤ 1 /η. Therefore, ∥ λ ⋆ /m∥ ≤ 1 /η proving Theorem 4.2.
Proof of Theorem 4.1
The Ellipsoid Algorithm. In this section we review the basics of the ellipsoid algorithm. The ellipsoid algorithm is used in the proofs of our equivalence between optimization and counting: Both in the proof of Theorems 4.1 and 4.3 and in the proof of Theorem 4.6. Consider the following optimization problem where g(·) is convex and h i (·) are affine functions.
We assume that g is differentiable everywhere and that its gradient, denoted by ∇g, is defined everywhere. In our application, for a polytope P(M ) and a θ in the η-interior of P(M ), g = f θ , the objective function in the dual program of Figure 2 . The h i (·)s are the constraints A = λ = 0, where (A = , b) is the maximal set of linearly independent equalities satisfied by the vertices of M . Thus, as noted in Lemma 3.5, we can restrict our search for the optimal solution to the set K which is defined to be
Note that 0 ∈ K. The ellipsoid algorithm can be used to solve such a convex program under fairly general conditions and we first state a version of it needed in the proof of Theorem 4.1. A crucial requirement is a strong first-order oracle for g which is a function such that given a λ , outputs g(λ ) and ∇g(λ ). Since we are only interested in λ ∈ K, and we are given the equalities describing K explicitly, we assume that we can project ∇g(λ ) to K. By abuse of notation, we denote the latter also by ∇g(λ ).
The following theorem claims that if one is given access to a strong first-order oracle for g, one can use the ellipsoid algorithm to obtain an approximately optimal solution to the convex program mentioned above. This statement is easily derivable from [4] (Theorem 8.2.1). THEOREM 5.3. Given any β > 0 and R > 0, there is an algorithm which, given a strong first-order oracle for g, returns a point λ ′ ∈ R m such that
) .
The number of calls to the strong first-order oracle for g are bounded by a polynomial in m, log R and log 1 /β.
We use Theorem 5.3 to give a proof of Theorem 4.1. The algorithm assumes access to a strong first-order oracle for P(M ). We then present details of how to implement a strong first-order oracle using a generalized exact counting oracle. Suppose λ ⋆ is the optimum of our convex program. Theorem 4.2 implies that ∥λ ⋆ ∥ ∞ ≤ m /η. Thus, we may pick the bounding radius to R def = m /η and it does not cut the optimal λ ⋆ we are looking for. The only thing left to choose is a β such that
This would imply that the solution λ • output by employing the ellipsoid method from Theorem 5.3 is such that 6. EXAMPLES AND APPLICATIONS
Examples of Combinatorial Polytopes
The Spanning Tree Polytope. Given a graph G = (V, E), let
It follows from a result of Edmonds [9] that
and, for a subset of edges H ⊆ E, x(H) def = ∑ e∈H x e . Edmond [8] also shows the existence of a separation oracle for this polytope. A generalized exact counting oracle is known for this spanning tree polytope via Kirchoff's matrix-tree theorem; see [14] .
The Perfect Matching Polytope for Bipartite Graphs. Given a bipartite graph G = (V, E), let
It follows from a theorem of Birkhoff [13] that, when G is bipartite,
Here we ignore the fact that e −λ e can be irrational. This issue can be dealt in a standard manner as is done in the implementation details of all ellipsoid algorithms. See [15] for details.
Here, it can be shown that all the facets, i.e., the defining inequalities, are one of the set of 2m inequalities 0 ≤ x e ≤ 1 for all e ∈ [m]. The exact counting problem is #P-hard and while a (randomized) generalized approximate counting oracle follows from a result of Jerrum, Sinclair and Vigoda [21] for computing permanents.
The Cycle Cover Polytope for Directed Graphs. Given a directed graph G = (V, A), let
A cycle cover in G is a collection of vertex disjoint directed cycles that cover all the vertices of G. The corresponding cycle cover polytope is denoted by P(M ). This polytope is easily seen to be a special case of the perfect matching polytope for bipartite graphs as follows.
Thus, there is a one-to-one correspondence between cycle covers in G and perfect matchings in H. Hence, the [21] algorithm gives a generalized approximate counting oracle in this case as well.
The Perfect Matching Polytope for General Graphs. Given a graph G = (V, E), let
A celebrated result of Edmonds [7] states that
x(E(S)) ≤ |S| − 1 2 ∀S ⊆ V, |S| odd } .
The separation oracle for this polytope is non-trivial and follows from the characterization result of Edmonds. A direct separation oracle was also given by Padberg and Rao [30] . Coming up with a counting oracle for this polytope, even with uniform weights which counts the number of perfect matchings in a general graph, is a long-standing open problem.
New Algorithmic Approaches for the Traveling Salesman Problem
Max-entropy distributions over spanning trees have been successfully applied to obtain improved algorithms for the symmetric [29] as well as the asymmetric traveling salesman problem [2] . We outline here a different algorithmic approach, using max-entropy distributions over cycle covers, which becomes computationally feasible as a consequence of our results. Let us consider the asymmetric traveling salesman problem (ATSP). We are given a complete directed graph G = (V, E) and cost function c : E → R ≥0 which satisfies the directed triangle inequality. The goal is find a Hamiltonian cycle of smallest cost. First, we formulate the following subtour elimination linear program P = {x ∈ R |E| : x(δ + (v)) = x(δ − (v)) = 1 ∀ v ∈ V, x(δ + (S)) ≥ 1 ∀ S ⊆ V, 0 ≤ x e ≤ 1 ∀ e ∈ E}.
Here, for a vertex v, δ + (v) is the set of directed edges going out of it and δ − (v) is the set of directed edges coming in to v. Let x ⋆ denote the optimal solution to this linear program. The authors of [2] make the observation that θ uv def = n−1 n (x ⋆ uv + x ⋆ vu ) defined on the undirected edges is a point in the interior of the spanning tree polytope on G. The algorithm then samples a spanning tree T from the max-entropy distribution with marginals as given by θ and cru-cially relies on properties of such a T to obtain an O ( log n log log n ) approximation algorithm for the ATSP problem.
Interestingly, there is another integral polytope in which x ⋆ is contained. Consider the convex hull P of all cycle covers of G. Then,
It is easy to see that x ⋆ ∈ P. Similar to the cycle cover algorithm of Frieze et al [12] , the following is a natural algorithm for the ATSP problem.
Randomized Cycle Cover Algorithm 1. Initialize H ← / 0.
While G is not a single vertex
• Solve the subtour elimination LP for G to obtain the solution x ⋆ .
• Sample a cycle cover C from the max-entropy distribution with marginals x ⋆ .
• Include in H all edges in C , i.e., H ← H ∪ (∪ C∈C C) .
• Select one representative vertex v C in each cycle C ∈ C and delete all the other vertices.
Return H.
Before analyzing the performance of this algorithm, a basic question is whether this algorithm can be implemented in polynomial time. As an application of Theorem 4.3 to the cycle cover polytope for directed graphs, it follows that one can sample a cycle cover from the max-entropy distribution in polynomial time and, thus, the question is answered affirmatively. The generalized (randomized) approximate counting oracle for cycle covers in a graph follows from the work of [21] . The technical condition of interiority of x ⋆ can be satisfied with a slight loss in optimality of the objective function. The analysis of worst case performance of this algorithm is left open, but to the best of our knowledge, there is no example ruling out that the Randomized Cycle Cover Algorithm is an O(1)-approximation. Similarly, the application of Theorem 4.3 to the perfect matching polytope in bipartite graphs makes the permanent-based approach suggested in [36] for the (symmetric) TSP computationally feasible.
