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Resumo
A rede neural de Hopfield é uma das mais importantes redes neurais recorrentes, concebida,
inicialmente, para o armazenamento e recuperação de padrões bipolares. Nesta tese de doutorado,
analisamos a estabilidade de algumas de suas generalizações em domínios complexos e quater-
niônicos. Introduzimos dois modelos complexos e um modelo quaterniônico que sempre geram
sequências convergentes para um estado estacionário, admitindo-se modo de atualização as-
síncrona e as condições usuais sobre a matriz de pesos sinápticos, isto é, matriz Hermitiana
com elementos da diagonal principal não negativos. No tocante aos modelos quaterniônicos,
implementamos memórias autoassociativas visando o armazenamento e a recordação de padrões
sintéticos bem como de imagens coloridas reais. Estudamos a capacidade de armazenamento e
a tolerância a ruído desses modelos. Por fim, introduzimos novos sistemas de números hiper-
complexos e uma ampla família de funções de ativação com valores nesses sistemas. Usando as
funções pertencentes a essa família, definimos uma ampla classe de redes hipercomplexas do
tipo Hopfield. Essas redes sempre geram sequências convergentes para um estado estacionário,
dado qualquer estado inicial. Nesta tese, resultados teóricos são obtidos e demonstrados, os quais
propiciam um locus para o desenvolvimento de outros modelos hipercomplexos e o seu uso em
várias aplicações.
Palavras-chave: Inteligência Computacional, Redes Neurais de Hopfield, Números Hipercom-
plexos, Memórias Associativas, Processamento de Imagens.
Abstract
Hopfield neural networks are one of the most important recurrent neural networks, initially
conceived for the storage and recall of bipolar patterns. In this doctoral thesis, we analyze the
stability of some of its generalizations in complex and quaternionic domains. We introduce
two complex-valued models and one quaternion-valued model, which always settle down to a
stationary state assuming an asynchronous update mode and the usual conditions on the synaptic
weights matrix, that is, a Hermitian matrix with non-negative diagonal elements. Specifically
regarding quaternion-valued models, we implement autoassociative memories for storage and
recall of synthetic patterns as well as real color images, and study their storage capacity and
noise tolerance. In addition, we define novel hypercomplex number systems and a broad family
of activation functions assuming values in these systems. Using these family of functions,
we introduce a broad class of hypercomplex-valued Hopfield-type neural networks. These
networks always settle down to a stationary state, given any initial state. Theoretical results are
obtained and proved in this thesis, which provides a starting point to the development of other
hypercomplex-valued models and its use in several applications.
Keywords: Computational Intelligence, Hopfield Neural Networks, Hypercomplex Numbers,
Associative Memories, Image Processing.
List of Figures
Figure 1 – An illustration of basic neurons and the communication process between them. 18
Figure 2 – The traditional McCulloch and Pitts’ artificial model of a neuron. . . . . . . 19
Figure 3 – An illustration of general dynamics of feedforward and recurrent neural
networks. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 20
Figure 4 – The recall process of an auto-AM. . . . . . . . . . . . . . . . . . . . . . . 22
Figure 5 – A general dynamic of a Hopfield neural network composed by N neurons. . 23
Figure 6 – Geometric interpretation of the action of the csgn activation function in the
model of Jankowski et al. . . . . . . . . . . . . . . . . . . . . . . . . . . . 33
Figure 7 – Geometric interpretation of the action of the csgn1 activation function in the
model of Kobayashi based on (2.21). . . . . . . . . . . . . . . . . . . . . . 35
Figure 8 – Geometric interpretation of the action of the csgn2 activation function in the
model of Kobayashi based on (2.24). . . . . . . . . . . . . . . . . . . . . . 36
Figure 9 – Geometric interpretation of the action of the csgn3 activation function in the
model of Kobayashi based on (2.28). Complex numbers whose arguments
belong to the blue dotted lines that pass through the points marked in white on
the unit circle have been removed from the domain of the activation function
csgn3. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 38
Figure 10 – Circular sectors obtained by considering the phase quanta ∆φ, ∆ψ, and ∆θ
given by (3.28). Also, the phase-angles φ, ψ, and θ of the quaternion q given
by (3.29), the angles φI , ψI , and θI computed by (3.22)-(3.24), and the angles
φM , ψM , and θM determined by (3.35)-(3.37). . . . . . . . . . . . . . . . . 51
Figure 11 – Energy of the MV-QHNNs gyven by (3.26) and by (3.27) illustrated in the
Example 7. Periodical dynamics are observed. . . . . . . . . . . . . . . . . 54
Figure 12 – Energy of asynchronous modified MV-QHNN and of MV-QHNN defined by
(3.44). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 58
Figure 13 – Energy of asynchronous and parallel MV-QHNN of Minemoto et al. . . . . 61
Figure 14 – Energy of asynchronous and parallel MV-QHNN model given by (3.61). . . 63
Figure 15 – Energy of asynchronous and parallel CV-QHNN model. . . . . . . . . . . 65
Figure 16 – Probability of the QHNN models to settle down into an equilibrium state by
the resolution factors. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 67
Figure 17 – Average output errors Eλ,rM1 , E
λ,r
M2 , and E
3,r
M1 by the average input error D
λ,r.
The curves marked by circles and squares correspond, respectively, to the
MV-QHNN1 and its variation MV-QHNN3 with different resolution factors.
The curve marked by “ˆ” refers to the CV-QHNN model. . . . . . . . . . . 68
Figure 18 – Figures a), b) and c) correspond, respectivelly, to the resolutions factors
K1 “ r16, 4, 8s, K2 “ r64, 16, 32s, and K3 “ r256, 64, 128s. The bars
marked by , , , and  show, respectively, the average error rates Dλ,0.3,
Eλ,0.3M1 ,E
λ,0.3
M2 , andE
3,0.3
M3 . We consideredN “ 100 and P “ 2, 10, 20, 30, 50, 70. 69
Figure 19 – Color images used in Experiment 3. . . . . . . . . . . . . . . . . . . . . . 70
Figure 20 – Visual interpretation of the input image corrupted by uniform noise as well
as the corresponding images recalled by quaternionic auto-AMs. The PSNR
rate, obtained considering the original “Lenna” as the reference image, is
shown above each image. . . . . . . . . . . . . . . . . . . . . . . . . . . . 72
Figure 21 – Visual interpretation of the input image corrupted by impulsive noise as well
as the corresponding images recalled by quaternionic auto-AMs. The PSNR
rate, obtained considering the original “Lenna” as the reference image, is
shown above each image. . . . . . . . . . . . . . . . . . . . . . . . . . . . 73
Figure 22 – Visual interpretation of the input image corrupted by Gaussian noise as well
as the corresponding images recalled by quaternionic auto-AMs. The PSNR
rate, obtained considering the original “Lenna” as the reference image, is
shown above each image. . . . . . . . . . . . . . . . . . . . . . . . . . . . 74
Figure 23 – Average PSNR rates by the probability of uniform noise. . . . . . . . . . . 74
Figure 24 – Average PSNR rates by the probability of impulsive noise. . . . . . . . . . 75
Figure 25 – Average PSNR rates by the variance of a zero mean Gaussian noise. . . . . 75
Figure 26 – Geometrical interpretation of the color spaces CRGB and CHSV . . . . . . . . 76
Figure 27 – Twelve color images with size 64ˆ 64. . . . . . . . . . . . . . . . . . . . . 80
Figure 28 – Average errors ∆Eab according to noise intensity. . . . . . . . . . . . . . . 81
Figure 29 – Visual interpretation and ∆Eab errors of corrupted color images and the
corresponding images recalled by the CV-QHNN auto-AMs. . . . . . . . . 83
Figure 30 – A visual interpretation of the relationship between Hopfield-type hypercom-
plex systems (H), Euclidean hypercomplex systems (E), Cayley-Dickson
algebras (An), and real Clifford algebras (Cl). . . . . . . . . . . . . . . . . 98
Figure 31 – Plot of the energy evolution illustrated in the Example 20. . . . . . . . . . . 104
List of Tables
Table 1 – Multiplication table relative to complex numbers and quaternions. . . . . . . 86
Table 2 – Multiplication table relative to octonions. . . . . . . . . . . . . . . . . . . . 87
Table 3 – Multiplication table relative to tessarines. . . . . . . . . . . . . . . . . . . . 95
Table 4 – An example of Hopfield-type hypercomplex number system with real dimen-
sion equal to 3. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 95
Table 5 – An Euclidean hypercomplex system of dimension equal to 3. . . . . . . . . . 106
List of abbreviations and acronyms
ANN Artificial neural network
AM Associative memory
Auto-AM Autoassociative memory
CHNN Complex-valued Hopfield neural network
HCL Hue-chroma-luminance
CV-CHNN Continuous-valued complex Hopfield neural network
CV-QHNN Continuous-valued quaternionic Hopfield neural network
EHS Euclidean hypercomplex numbers system
FNN Feedforward neural network
HHNN Hypercomplex-valued Hopfield neural network
HNN Hopfield neural network
HSV Hue-saturation-value
MV-CHNN Multi-valued complex Hopfield neural network
MV-QHNN Multi-valued quaternionic Hopfield neural network
MV-QHNN1 Multi-valued quaternionic Hopfield neural network of Minemoto et al.
(with 1 phase-angle being updated at each iteration)
MV-QHNN3 Modified multi-valued quaternionic Hopfield neural network of Minemoto
et al. (with 3 phase-angle being updated at each iteration)
PSNR Peak signal-to-noise ratio
QHNN Quaternion-valued Hopfield neural network
RGB Red-green-blue
RNN Recurrent neural network
List of symbols
R Set of real numbers
R˚ Set of non-null real numbers
C Set of complex numbers
C˚ Set of non-null complex numbers
SC Set of all unit complex numbers
Q Set of quaternions
Q˚ Set of non-null quaternions
SQ Set of all unit quaternions
A Set of all quaternions that have an unique phase-angle representation
B Set of all quaternions that have an unique phase-angle representation and do
not lie in the boundary of a section determined by the phase quanta
sgn Signum function
csgn Complex multi-valued signum function
qsgn Quaternionic multi-valued signum function
qsgnI Quaternionic multi-valued signum function of Isokawa et al.
qsgnM Quaternionic multi-valued signum function of Minemoto et al.
E Euclidean hypercomplex number system
H Hopfield-type hypercomplex number system
SE Set of all unit hypercomplex numbers of an Euclidean hypercomplex number
system E
xp, qyR Real inner product between p and q
|z| Absolute value of z
argpzq Argument of the complex number z
q¯ Natural conjugate of q
B Non-degenerate symmetric bilinear form
Rp,q Orthonormal basis of type pp, qq
Bxky A set of k-blades
Bxky The set of all linear combinations of the elements of the Bxky
Clp,qpRq Real universal Clifford algebra generated by an orthonormal basis of type
pp, qq
F Clifford conjugation
I Clifford inversion
R Clifford reversion
E Energy function
CHCL Hue-chroma-luminance color space
CHSV Hue-saturation-value color space
CRGB Red-green-blue color space
DEabpc1, c2q Euclidean distance between the colors c1 and c2 on the perceptually uniform
CIE-LAB color space
U : Moore-Penrose generalized inverse matrix of matrix U
UH Conjugate transpose matrix of matrix U
xH Conjugate transpose vector of vector x
vi Activation potential of the ith neuron
wij Weight of the synaptic connection between the jth and the ith neurons
W c Synaptic weights matrix obtained by correlation recording recipe
W p Synaptic weights matrix obtained by projection rule
C A class of hypercomplex-valued activation functions
PrpXq Probability of occurrence of event X
x‘ y Direct sum between x and y
^ Wedge product
tan´1 Inverse tangent function
arccos Inverse cosine function
Contents
1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 18
1.1 Organization of this Thesis . . . . . . . . . . . . . . . . . . . . . . . . . . . . 24
1.2 Relevant Results of this Thesis . . . . . . . . . . . . . . . . . . . . . . . . . . 25
2 Complex-Valued Hopfield Neural Networks . . . . . . . . . . . . . . . . . . 28
2.1 Mathematical Background on Complex Numbers . . . . . . . . . . . . . . . . 28
2.2 Complex-Valued Hopfield Neural Networks . . . . . . . . . . . . . . . . . . . 30
2.2.1 Complex-Valued Autoassociative Memories . . . . . . . . . . . . . . . 31
2.3 The Multivalued Complex Hopfield Neural Network of Jankowski et al. . . . . 31
2.3.1 Multivalued Complex Hopfield Neural Networks of Kobayashi . . . . . 33
2.4 Modified Multivalued Complex Hopfield Neural Network . . . . . . . . . . . . 39
2.5 Continuous-Valued Complex Hopfield Neural Network . . . . . . . . . . . . . 41
2.6 Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 42
3 Quaternion-Valued Hopfield Neural Networks . . . . . . . . . . . . . . . . 43
3.1 Mathematical Background on Quaternions . . . . . . . . . . . . . . . . . . . . 44
3.2 Quaternionic Hopfield Neural Networks . . . . . . . . . . . . . . . . . . . . . 46
3.2.1 Quaternionic Autoassociative Memories . . . . . . . . . . . . . . . . . 47
3.3 Multivalued Quaternionic Hopfield Neural Networks . . . . . . . . . . . . . . 48
3.3.1 MV-QHNN of Isokawa et al. . . . . . . . . . . . . . . . . . . . . . . . 48
3.3.2 MV-QHNN of Minemoto et al. . . . . . . . . . . . . . . . . . . . . . . 53
3.4 Arguments of Isokawa and Collaborators . . . . . . . . . . . . . . . . . . . . . 57
3.4.1 Modified Multivalued Quaternionic Hopfield Neural Network . . . . . 61
3.5 Continuous-Valued Quaternionic Hopfield Neural Network . . . . . . . . . . . 62
3.6 Storage Capacity and Noise Tolerance of Quaternionic Autoassociative Memories 66
3.7 Color Spaces and the Quaternionic Unit Sphere . . . . . . . . . . . . . . . . . 72
3.7.1 The RGB Color Space . . . . . . . . . . . . . . . . . . . . . . . . . . 73
3.7.2 The HSV Color Space . . . . . . . . . . . . . . . . . . . . . . . . . . 77
3.7.3 The CIELab and CIE-HCL Color Spaces . . . . . . . . . . . . . . . . 78
3.8 Computational Experiments Relative to CV-QHNN . . . . . . . . . . . . . . . 80
3.9 Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 82
4 Hypercomplex-Valued Hopfield Neural Networks . . . . . . . . . . . . . . 85
4.1 Background on Hypercomplex numbers . . . . . . . . . . . . . . . . . . . . . 85
4.1.1 Hopfield-Type Hypercomplex Number Systems . . . . . . . . . . . . . 89
4.1.1.1 Cayley-Dickson Algebras and Hopfield-Type Hypercomplex
Number Systems . . . . . . . . . . . . . . . . . . . . . . . . 89
4.1.1.2 Real Clifford Algebras and Hopfield-Type Hypercomplex Num-
ber Systems . . . . . . . . . . . . . . . . . . . . . . . . . . . 89
4.1.1.3 Other Considerations on Hopfield-Type Hypercomplex Num-
ber Systems . . . . . . . . . . . . . . . . . . . . . . . . . . . 94
4.1.2 Euclidean Hypercomplex Number Systems . . . . . . . . . . . . . . . 95
4.2 Hypercomplex Hopfield Neural Networks . . . . . . . . . . . . . . . . . . . . 98
4.2.1 Convergence of HHNNs on Hopfield-Type Number Systems . . . . . . 99
4.2.2 Convergence of HHNNs on Euclidean Hypercomplex Number Systems 104
4.3 Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 107
Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 108
BIBLIOGRAPHY . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 111
18
Chapter 1
INTRODUCTION
The brain is made up of a network of cells called neurons. Briefly, the neurons are
responsible for receiving and transmitting pieces of information by means of electricochemical
signals [6]. Although there are dozens of types of neurons in the human brain composed by
several attributes as well as functionalities, it is physiologically possible to summarize some
characteristics shared by many neurons, which we call basic neurons. A basic neuron is composed
by dendrites, a body, and an axon. They are interconnected by synapses [6, 28].
Briefly, the process of communication between two basic neurons occurs as follows.
The dendrites, which look like branches or spines extending out from the cell body, receive
electricochemical signals from other basic neurons. These signals travel through a protoplasmic
fiber called axon. Between the axon end of the first neuron (called presynaptic) and the dendrites
of the next neuron (called postsynaptic) there is a very tiny gap called synapse. This synapse
allows the signal from a neuron to pass to the next [6, 28].
Figure 1 illustrates two basic neurons and the communication process between them.
Figure 1 – An illustration of basic neurons and the communication process between them.
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Figure 2 – The traditional McCulloch and Pitts’ artificial model of a neuron.
The human brain has about 86 billion neurons and each of them is connected to
thousands of others. This huge and complex natural network allows the human brain to perform
complicated tasks such as: movement control, interpretation of sensations, memory, attention,
awareness, language, perception and thought, among others.
Over the years, researchers have taken inspiration from the human nervous system,
especially the brain, to create models that replicate some of our abilities. In 1943, a great step
was taken in this direction by Warren S. McCulloch, a neuroscientist, and Walter Pitts, a logician.
They published a paper where a simplified model of an artificial neuron was introduced, viewed
as a basic unit of logic processing [63]. The McCulloch and Pitts’ model made an important
contribution to the development of artificial neural networks.
An artificial neural network (ANN) is an information processing structure inspired
by biological nervous systems – usually the brain – whose processing units are called artificial
neurons. Each connection between two artificial neurons, or synapse, is parametrized by a
number called weight. We denote by wij the weight of the connection between the jth and the
ith neurons. Each artificial neuron receives “signals” from the input connections and produces
an output “signal”. Figure 2 illustrates the traditional McCulloch and Pitts’ artificial model of a
neuron. The function ϕ is called activation function and provides the output yi of the ith neuron
by means of its activation potential, which is defined by
vi “
nÿ
j“1
wijxj. (1.1)
In general, an ANN is configured for a specific application, such as pattern recogni-
tion, data classification, series prediction or image reconstruction via a learning process. This
learning process depends on adjustments in the synaptic connections [26, 28, 29].
Roughly speaking, ANNs can be separated into two broad classes. The first class
contains feedforward neural networks, and the another contains recurrent neural networks [98].
Feedfoward Neural Networks (FNNs) are artificial neural networks where the con-
nections between artificial neurons do not form a cycle. They were the first type of ANN invented
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(a) Recurrent neural network (b) Feedforward neural network
Figure 3 – An illustration of general dynamics of feedforward and recurrent neural networks.
and are simpler than their counterpart, recurrent neural networks. They are called feedforward
because information only travels forward in the network, first through the input artificial neurons,
then through the hidden artificial neurons (if present), and finally through the output artificial
neurons [26, 28, 29]. In turn, a recurrent neural network (RNN) is a neural network with at least
one feedback connection. In this type of neural network, outputs from some neurons provide
feedback to neurons from the same layer or previous layers, generating new outputs that are used
again as inputs and so on [26, 28, 29]. Figure 3 illustrates a general dynamics of these two broad
classes of neural networks.
This thesis focuses on RNNs, only. Specifically, its object of study is the Hopfield
neural network, an important class of RNNs [26, 28, 29]. Mathematically, a broad class of RNNs
can be used to define a sequence txptqu by means of the equation
xipt`∆tq “ ψi
`
xptq˘, @i P t1, . . . , Nu and t “ 0,∆t, 2∆t . . . , (1.2)
where xptq “ rx1ptq, x2ptq, . . . , xNptqsT denotes the network state at time t and ψi is a function
defined on real or hypercomplex domains for each i “ 1, . . . , N [26, 27]. In short, there are
two ways to update the neurons of a RNN: a synchronous update (all neurons at once) or an
asynchronous update (one neuron at a time). We are assuming that all neurons are updated in
a unit of time, namely ∆t “ 1 if the update is synchronous, and ∆t “ 1{N if the update is
asynchronous.
A column vector x “ rx1, x2, . . . , xN sT is called a fixed point of the neural network
if xi “ ψipxq for all i “ 1, . . . , N . Obviously, the sequence defined by (1.2) can be conver-
gent or not. However, its convergence is required in many applications, for example, in the
implementation of associative memories or for solving optimization problems.
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A function E, whose domain is the space of all possible states, is called an energy
function of a RNN given by (1.2), if
p1q E is real valued; (1.3)
p2q E is bounded from below; (1.4)
p3q The inequalityE`xpt`∆tq˘ ă E`xptq˘ holds true wheneverxpt`∆tq ‰ xptq. (1.5)
The existence of an energy function for a RNN ensures, by means of Lyapunov’s stability theorem
[33, 43], that the sequence txptqutě0 given by (1.2) converges to a fixed point of the neural
network, independently of the initial state xp0q. Such fixed point corresponds to a local minima
of the energy function. The existence of an energy function is the standard method used for the
stability analysis of a RNN [12, 35, 36, 40, 42, 74, 87].
If (1.2) always converges to a fixed point for any input x in the space of the states,
the network yields a mapping M defined by
Mpxq “ lim
tÑ8xptq, (1.6)
where txptqutě0 is the sequence defined by (1.2) with initial state xp0q “ x. This mapping M
can be used to implement an associative memory.
Associative memories (AMs) are mathematical models inspired by the human capac-
ity to store and recall information [26, 28, 29]. Furthermore, an AM model is usually classified
as either autoassociative or heteroassociative [27]. An autoassociative memory (auto-AM) is
designed for the storage and recall of a finite set of vectors tx1,x2, . . . ,xP u. In contrast, a
heteroassociative memory is designed for the storage and recall of a set of association pairs
tpx1,y1q, px2,y2q, . . . , pxP ,yP qu. In this thesis, we focus only on auto-AMs.
Formaly, an auto-AM is designed for the storage and recall of a finite set of vectors
U “ tx1,x2, . . . ,xP u, called fundamental memories set. The vectors xξ, ξ “ 1, . . . , P are called
fundamental memories. The mapping M given by (1.6), working as an auto-AM, is expected to
satisfy Mpxξq “ xξ, for all ξ “ 1, . . . , P , and should exhibit some noise tolerance in the sense
that Mpx˜ξq “ xξ whenever x˜ξ corresponds to a corrupted or distorted version de xξ, i.e, when
x˜ξ is “sufficiently close” to xξ [27, 28, 29].
Briefly, the storage process of an auto-AM consists in synthesizing a recurrent neural
network in such a way that the fundamental memories are, as far as possible, fixed points of that
neural network. In turn, the recall process of an auto-AM involves moving from an input xp0q
into some fixed point. The attraction basin relative to a fixed point is the set of states that are
attracted to that fixed point during the recall process. A desirable aspect of an auto-AM is the
presence of large attractive basins. In general this means that a larger number of state vectors are
attracted to stored patterns [26, 27, 28, 29]. Figure 4 illustrates the recall process of an auto-AM.
We refer to as the absolute storage capacity of an auto-AM the largest natural
number P such that Mpxξq “ xξ for all ξ “ 1, . . . , P , where xξ are vectors obtained by using
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Figure 4 – The recall process of an auto-AM.
some probability distribution. Auto-AMs are applied, for instance, in pattern classification and
recognition [59, 16, 90, 100], in optimization [34, 68], in computer vision [83], in prediction
[94], and in language understanding [61].
In 1982, the American scientist John Joseph Hopfield introduced a RNN for bipolar
patterns1, referred to as Hopfield neural network (HNN) [35]. His model explores the ability
of a neural network of highly interconnected neurons to have usefull collective computational
properties, such as AMs. It is implemented by a single-layer recurrent neural network consisting
of McCulloch and Pitts’ neurons [28, 35, 98]. Originally, in the HNN there is no self-feeding,
i.e, the output of a neuron feeds all other neurons, except itself [28, 98], but self-feeding may
occur in a HNN in a natural way. Figure 5 illustrates a general dynamics of a HNN.
The HNN is one of the most important RNNs conceived to implement auto-AMs
for the storage and recall of bipolar vectors [25, 35, 53]. Besides implementing AMs, and, in
particular, auto-AMs, HNNs have been used in others applications, such as, computer vision
modeling [70], signal reconstruction [71], image analysis [82], and optimization [34, 78, 81].
In mathematical terms, a HNN with N neurons – without self-feeding – defines
a sequence of bipolar vectors xp0q,xp1q,xp2q, . . . belonging to t´1,`1uN by means of the
equation
xipt`∆tq “
$’’’&’’’%
`1, viptq ą 0,
´1, viptq ă 0,
xiptq, viptq “ 0, @i “ 1, . . . , N,
(1.7)
where viptq “
ÿ
i‰j
wijxjptq is the activation potential of the ith neuron at time t, and wij denotes
the weight of the synaptic connection between the jth and the ith neurons [28].
Originally, in the HNN – operating as an auto-AM – the synaptic weights wij
1 In the Hopfield model the patterns are vectors whose components assume the values 1 or ´1. It gives the
expression “bipolar patterns”.
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Figure 5 – A general dynamic of a Hopfield neural network composed by N neurons.
were determined using correlation storage or Hebb learning without self-feeding, as follows
[28, 35]. Given a fundamental memories set tx1, . . . ,xP u, where xξ “ rxξ1, . . . , xξN sT with
xξi P t´1,`1uN , we define
wij “
$’’&’’%
Pÿ
ξ“1
xξix
ξ
j , i ‰ j
0, i “ j,
(1.8)
for all i, j “ 1, . . . , N .
In this case, Hopfield provided the following energy function to his network:
Epxq “ ´12
Nÿ
i“1
Nÿ
j“1
xiwijxj, @x P t´1,`1uN , (1.9)
that is, E : t´1,`1uN Ñ R given by (1.9) satisfies the conditions given by (1.3)-(1.5). In
other words, he proved that the sequence given by (1.7) always converges to a fixed point (in an
assynchronous update mode), which is a local minimum point of the energy function E [35].
Although the HNN has been initially designed for work with bipolar state neurons, it
has been extended for treat hypercomplex-valued data using complex numbers [23, 42, 58, 66],
quaternions [36, 40, 45, 46, 50, 64, 87], octonions [12, 13, 54], as well as other hypercomplex
number systems [44, 54, 73, 91]. In the literature, these models are referred to as hypercomplex-
valued Hopfield neural networks (HHNNs) and treat multi-dimensional data as single entities
[20, 32, 51, 67]. Indeed, complex-valued, quaternion-valued and octonion-valued HNNs are able
to process, respectively, two-, four- and eight-dimensional information. These models have been
employed, for instance, in the fields of control [7, 8, 20], image processing [31, 38, 41, 42, 57,
62, 64, 86, 95, 96], and classification and prediction [11, 60, 74, 75, 79, 84].
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1.1 Organization of this Thesis
This thesis contains 4 chapters.
Chapter 2 presents a brief review of some important concepts related to complex
numbers. After, the general complex-valued HNNs (CHNNs) are briefly revised. Focusing on
the complex multivalued (MV-CHNN) models – so-called phasor models – the MV-CHNN of
Jankowski et al. [42], as well as three of its variations, recently introduced by Kobayashi, are
analized [47, 49, 52]. It is observed that these models do not always settle down at a stationary
state, contrary to what has been affirmed and proven in the literature. Counterexamples show
that in all these models the network energy does not always decrease when a neuron is updated.
Finishing Chapter 2, we introduce a MV-CHNN and also a complex-valued HNN
equipped with a continuous activation function. We show that these two models always settle
down at a stationary state operating asynchronously and assuming the usual (complex) conditions
on the matrix of synaptic weights.
In Chapter 3, we first review the main mathematical concepts related to quaternions.
After, an overview about quaternion-valued Hopfield networks (QHNNs), including the quater-
nionic multivalued models (MV-QHNNs) of Isokawa et al. and Minemoto et al., is presented. It
is observed that the quaternionic multivalued signum activation function proposed by Isokawa et
al. is numerically unstable. As a consequence, unexpected dynamics in computer simulations of
their MV-QHNN are observed.
Also, we analyze the MV-QHNN of Minemoto et al., which is a slight modification
of the model of Isokawa et al. Minemoto et al. use a new activation function in their model,
which is numerically stable. It is observed that the MV-QHNN of Minemoto et al. does not
always come to rest to an equilibrium state under the usual (quaternionic) conditions on the
synaptic weights.
Afterwards, the continuous-valued quaternionic Hopfield neural network (CV-QHNN)
is obtained from the MV-QHNNs using a limit process. It always settles down into an equilibrium
state under the usual (quaternionic) conditions on the synaptic weights and using asynchronous
update mode. Theoretical issues are all illustrated by counterexamples and/or examples.
Computational experiments, concerning the storage and recall of synthetic quaternion-
valued vectors, as well as real color images, are realized. Storage capacity and noise tolerance
of QHNN models are compared. Furthermore, operating exclusively with CV-QHNN model, it
is investigated its performance for the recall of color images using three different color spaces:
RGB, HSV, and CIE-HCL.
In Chapter 4, a broad class of discrete-time hypercomplex-valued Hopfield-type neu-
ral networks with Hermitian and non-negative self-feedback connection weights is investigated.
To ensure the networks always settle down at a stationary state, two classes of hypercomplex
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number systems are introduced: the Euclidean and the Hopfield-type hypercomplex number
systems.
A broad family of activation functions whose domains and co-domains are subsets
of the hypercomplex number systems mentioned above is introduced. Based on this family
of functions, novel HHNNs are defined assuming values in Euclidean and in Hopfield-type
hypercomplex number systems. It is showed that these models always settle down at a stationary
state assuming weak conditions under the matrix of synaptic weights and using asynchronous
update mode.
The results presented in this chapter extend the stability analysis of several HHNNs
from the literature, and provide the mathematical basis for many new HHNN models.
1.2 Relevant Results of this Thesis
Several new results concerning HHNNs are presented in this thesis.
1. In complex-valued Hopfield neural networks (CHNNs):
a) As proved by Zhou and Zurada in [101], the energy function introduced for the
stability analysis of the MV-CHNN of Jankowski et al. [42] does not always decrease
when a network neuron is updated [101], contrary to what was expected. Inspired
by the theoretical findings of Zhou and Zurada, we show that the energy function
introduced for the stability analysis of three MV-CHNN models introduced recently
by Kobayashi[47, 49, 52] does not always decrease when a network neuron is updated,
contrary to what has been stated and published in the literature.
b) We introduced a MV-CHNN and also a complex HNN equipped with a continuous
activation function, which always settle down at a stationary state, given any initial
state. The convergence of the sequences generated by these models is ensured in
the asynchronous update mode and assuming the usual (complex) conditions on the
matrix of synaptic weights.
2. In quaternion-valued Hopfield neural networks (QHNNs):
a) We show that the quaternion-valued activation function introduced by Isokawa et al.
[37] is numerically unstable. Consequently, their QHNN model presents unexpected
dynamics. Furthermore, even when working with exact arithmetic, their model does
not always settle down at a stationary state. Moreover, the mistake arguments used in
the analysis of the dynamics of their model are identified and analyzed.
b) We verified that the MV-QHNN of Minemoto et al., which is a slight modification
of the model of Isokawa et al., is numerically stable. However, we proved that the
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Minemoto et al. model’s suffers from the same problem as the model of Isokawa et
al., that is, their model does not always settle down at a stationary state.
c) Using a limit process, a CV-QHNN model is obtained from the MV-QHNN models.
This model always settle down at a stationary state and does not depend on the phase-
angle representation of a quaternion. Unlike the MV-QHNN models, the CV-QHNN
is easy to implement in software and to analyze.
d) Computational experiments are carried out to evaluate the storage and recall capability
of QHNN using synthetic quaternion-valued vectors as well as natural color images.
Storage capacity and noise tolerance of the QHNN models are compared.
e) Focusing on the CV-QHNN, its performance for the recall of color images using three
different color spaces (RGB, HSV, and CIE-HCL) was investigated. Simulations
showed that a direct conversion from the RGB color space to unit quaternions
may cause distortions in which visually different colors are mapped into close unit
quaternions. Preliminary computational experiments revealed that the CV-QHNN
based on the HSV color space can be more effective for the removal of noise from a
corrupted color image.
3. In hypercomplex-valued Hopfield neural networks (HHNNs):
a) Two hypercomplex number systems are introduced: the Euclidean and the Hopfield-
type hypercomplex number systems. The first one generalizes the well-known Cayley-
Dickson hypercomplex number systems to arbitrary integer dimensions and include
the systems of complex numbers, quaternions, and octonions as particular instances.
The second one generalizes the Euclidean hypercomplex number system as well as
some Clifford algebras, but self-feedback are not allowed in the HHNNs defined
here.
b) A broad family of activation functions whose domains and co-domains are subsets of
the systems mentioned above is introduced. Its co-domains are bounded sets. Based
on this family of functions, novel HHNNs assuming values in Euclidean and in
Hopfield-type hypercomplex number systems are defined.
c) We show that the HHNNs always settle down into an equilibrium state, assuming
weak conditions under the matrix of synaptic weights and using asynchronous update
mode. For this, a class of energy functions that generalizes the energy functions
usually considered for the stability analysis of real, complex, quaternionic and
octonionic HNNs was defined.
Finally, as a consequence of this doctoral thesis, the author and his supervisor
published an international paper in a journal with referee [89]. Furthermore, they published three
papers in conferences [12, 13, 88]. In addition, the author gave four oral presentations during
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regional events in Brazil. It should be added that the computational implementations related to the
experiments carried out in [89] were performed in open source softwares and are available online
at the electronic address: http://www.ime.unicamp.br/~valle/downloads.php.
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Chapter 2
COMPLEX-VALUED HOPFIELD NEURAL
NETWORKS
In this chapter, we cover the theme complex-valued Hopfield neural networks
(CHNNs). This topic has been extensively studied since the 1990s [4, 42]. In the literature,
there are several CHNN models based on various kinds of activation functions, learning rules as
well as update modes [21, 23, 42, 47, 49, 52, 56, 58, 66, 101].
We know that various applications of auto-AMs, including, for instance, the recall of
grayscale images in the presence of noise, require the storage and recall of multistate or complex-
valued vectors [2, 66, 86, 97]. This is one of the reasons that has driven the development of
research in this area. In these types of applications, it is fundamental that the CHNN model
always settle down at a stationary state. In this sense, several researchers have focused their work
on the stability analysis of CHNNs [42, 58, 101].
Among the various CHNN models, the so-called phasor models, also known as
multivalued complex Hopfield neural networks (MV-CHNNs), have been extensively studied
[4, 42, 47, 58, 66, 85, 101]. In this chapter, after presenting a brief review of complex numbers
and general CHNNs, we focus our attention on some of the MV-CHNN models proposed in
the literature. We show that the models proposed by Jankowski et al. [42], and by Kobayashi
[47, 49, 52] do not always settle down at a stationary state.
Furthermore, we propose two novel CHNN models. One of them is a variation of
the MV-CHNN proposed by Kobayashi in [49], and the other is based on a continuous activation
function that normalizes the activation potential for length equal to 1. We show that these two
models always settle down at a stationary state using asynchronous update mode, if the matrix of
synaptic weights is Hermitian with non-negative diagonal elements.
2.1 Mathematical Background on Complex Numbers
A complex number z is a type of number that can be expressed in the form
z “ z0 ` z1i, (2.1)
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where z0 and z1 are real numbers, and the symbol i – called imaginary unit – satisfies the identity
i2 “ ´1. The set of complex numbers is usually denoted by C. In this thesis, the symbol C˚
denotes the set of all non-null elements of C.
Complex numbers can be seen as 2-tuples of real numbers, i.e., a z P C can be
expressed as z “ pz0, z1q. In fact, defining 1 “ p1, 0q and i “ p0, 1q, we can derive directly from
the usual algebra in R2 that
z “ z01` z1i “ z0p1, 0q ` z1p0, 1q “ pz0, z1q. (2.2)
The real part of a complex number z “ z0 ` z1i is the real number z0. We denote
the real part of z by Re tzu :“ z0.
Consider α P R and let z and w be complex numbers. The addition of z and w
is obtained naturally in a component-wise manner. Formally, the sum of z “ z0 ` z1i and
w “ w0 ` w1i is given by
z ` w “ pz0 ` w0q ` pz1 ` w1qi. (2.3)
In turn, the scalar multiplication is defined by
αz “ αpz0 ` z1iq “ αz0 ` pαz1qi (2.4)
The set C equipped with the scalar multiplication and addition defined, respectively,
in (2.4) and (2.3) is a vectorial space over R.
The product of z and w is the complex number
zw “ z0w0 ´ z1w1 ` pz0w1 ` z1w0qi. (2.5)
We remark that the product defined in (2.5) is both commutative and associative.
The conjugate z¯ and the absolute value |z| of a complex number z “ z0 ` z1i are
given respectively by
z “ z0 ´ z1i and |z| “
a
z20 ` z21 . (2.6)
Alternatively, we have z¯ “ 2Re tzu ´ z.
We say that z is an unit complex number when |z| “ 1. We denote by SC the set of
all unit complex numbers, i.e.,
SC “ tz P C : |z| “ 1u. (2.7)
Geometrically, SC can be regarded as the unit circle in R2.
Also, all complex numbers can be expressed using the so-called polar form. This
form is derived from the relationship between complex numbers and rotations in R2. In this
representation, a complex number z is written as
z “ |z|pcos θ ` isinθq, (2.8)
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where |z| is the absolute value of z and θ P r0, 2piq denotes the argument of z.
Alternatively, a complex number z can be written using the phase-angle or exponen-
tial representation
z “ |z|eiθ, (2.9)
where |z| denotes the absolute value of z and θ P r0, 2piq is the argument of z. Usually we write
θ “ argpzq. The exponential eiθ is computed using Euler’s formula, i.e., eiθ “ cos θ ` isinθ.
2.2 Complex-Valued Hopfield Neural Networks
Let S Ă C be the set of all possible states of a complex-valued neuron. In this
thesis we are considering discrete-time CHNNs composed by N complex-valued neurons whose
dynamic is given as follows. Starting from an input xp0q P SN , we recursively define a sequence
txptqutě0 using asynchronous update mode as follows. First, we calculate the activation potential
of the ith neuron at iteration t using the expression
viptq “
Nÿ
j“1
wijxjptq, (2.10)
where wij P C denotes the jth synaptic weight of the ith neuron. Then, we obtain the vector
xpt`∆tq using
xipt`∆tq “
$&%f
`
viptq
˘
, viptq P D,
xiptq, otherwise,
(2.11)
where f is a complex-valued activation function with domain D Ă C and co-domain S Ă C.
We call the reader’s attention to the fact that we are assuming all the neurons of a
CHNN updating in one time unit. Thus, we have ∆t “ 1{N in an asynchronous update mode.
Another way to update the neurons of a CHNN is the so-called parallel update mode, in which
the network neurons are updated simultaneously in a batch mode. In this case we have
xpt`∆tq “ fpWxptqq with ∆t “ 1. (2.12)
Although some researchers use the parallel update mode, this type of update does not
guarantee the convergence of the sequences generated by the network, as occurs in the traditional
HNN model.
Similar to the traditional HNN, to prove the convergence of the sequence txptqutě0
generated by a CHNN we introduce an energy function E to the network and we show that it
satisfies the conditions (1.3)-(1.5). In this case, we know that the time evolution of a CHNN
yields a minimum value of E. Equivalently, the network comes to rest at an equilibrium state
[25, 27, 35].
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2.2.1 Complex-Valued Autoassociative Memories
A CHNN model can be used to implement an auto-AM [27]. This implementation is
performed as follows. Suppose we have a set U “ tu1, . . . ,uP u of P fundamental memories,
where each uξ “ ruξ1, . . . , uξN sT is a complex column vector with components uξi P S Ă SC.
First, we determine synaptic weights in such a way that the fundamental memories are, as far
as possible, asymptotically stable equilibrium points of the CHNN. Once the synaptic weights
have been determined, the CHNN is fed with an input vector xp0q “ rx1, . . . , xN sT P SNC , which
may correspond to a corrupted or incomplete version of a fundamental memory uξ. Then, (2.11)
is iterated until the network reaches an equilibrium point x˚. The recalled vector is the limit
x˚ “ lim
tÑ8xptq.
The synaptic weights of a CHNN is usually determined using either the Hebbian or
the projection rule. In the complex version of the Hebbian rule, also called correlation recording
recipe [25], the synaptic weights matrix W c is determined by means of the equation
W c “ 1
N
UUH , (2.13)
where UH denotes the conjugate transpose matrix of the matrix U “ “u1, . . . ,uP ‰ , whose
columns correspond to the fundamental memories.
In the projection rule, also called generalized-inverse recording recipe, the synaptic
weights matrix W p is obtained by means of the following equation, where U : denotes the
Moore-Penrose generalized inverse matrix of matrix U :
W p “ UU :. (2.14)
Recall that the N ˆN matrix W p has the smallest Frobenius’ norm among all solutions of the
complex-valued matrix equation XU “ U [24]. As a consequence, the identity
Nÿ
j“1
wpiju
ξ
j “ uξi
holds true for all ξ and i. In other words, an auto-AM designed using (2.14) exhibits optimal
absolute storage capacity [25, 27]. Furthermore, the matrix W p can be determined using real-
valued linear algebra [24].
2.3 The Multivalued Complex Hopfield Neural Network of
Jankowski et al.
In this section, we turn our attention to MV-CHNNs on unit complex numbers. In
our opinion, the first significant MV-CHNN on unit complex numbers has been proposed and
analyzed in 1996 by Jankowski et al. [42]. Briefly, using the phase-angle representation of a
complex number, Jankowski et al. use a complex multivalued signum function which generalizes
the classic real signum function [42]. They consider a complex-valued recurrent neural network
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with a single layer of neurons that calculate the complex multivalued signum function of the
activation potential and whose synaptic weights are determined using (2.13).
The activation function f used by Jankowski et al. was introduced by Aizenberg et
al. in 1971 [5] and is denoted by csgn. Formally, consider K ą 1 a positive integer, and define
the real number ∆θ “ 2pi
K
called phase quanta. The domain D of the csgn function is the set
C˚ and its co-domain is the multivalued set S “ t1, ei∆θ, e2i∆θ, . . . , eipK´1q∆θu. Note that S has
cardinality equal to K and is a subset of SC. Explicitly, the function csgn : C˚ Ñ S is defined as
follows
csgnpzq “
$’’’’’’&’’’’’’%
1, 0 ď argpzq ă ∆θ,
ei∆θ, ∆θ ď argpzq ă 2∆θ,
...
...
eipK´1q∆θ, pK ´ 1q∆θ ď argpzq ă 2pi.
(2.15)
The evolution equation of the Jankowski et al. model is
xipt`∆tq “
$&%csgn
`
ei∆θ{2viptq
˘
, viptq ‰ 0,
xiptq, otherwise.
(2.16)
Remark 1. Note that in (2.16) the activation potential is rotated by half phase quanta before the
application of the csgn function. This avoids numerical instabilities due to rounding problems
arising from floating-point arithmetic [88]. Figure 6 illustrates, geometrically, the action of the
csgn activation function in the model of Jankowski et al.
For the stability analysis of the proposed model, Jankowski et al. introduced the
energy function1 given by
Epxq “ ´12
Nÿ
i“1
Nÿ
j“1
x¯iwijxj, (2.17)
where x¯i denotes the complex conjugate of xi. In their paper [42], the authors assert and prove
that the function (2.17) decreases whenever the state of the network changes, if the network is
updated asynchronously, and if the matrix of synaptic weights is Hermitian with non-negative
diagonal elements. However, in 2014, Zhou and Zurada [101] showed that the convergence of
the sequence generated by their model is not guaranteed when there is no self-feeding in the
network, that is, if wii “ 0. The next example confirms this remark.
Example 1. Consider the synaptic weight matrix
W “
«
0 epii3
e´
pii
3 0
ff
P C2ˆ2, (2.18)
and the initial state vector xp0q “ r1, 1sT . Now, let K “ 3 and, according to (2.16), we
obtain the sequence txptqutě0 as follows using an orderly but asynchronous update mode. The
1 Note that this energy function is a natural extension of the energy function introduced by Hopfield in [35].
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Figure 6 – Geometric interpretation of the action of the csgn activation function in the model of
Jankowski et al.
activation potential of the first neuron at t “ 0 is v1p0q “ w12x2p0q “ epii3 ¨ 1 “ epii3 . We have
x1p1{2q “ csgnpepii3 ¨ epii3 q “ e 2pii3 . Then
xp1{2q “
«
e
2pii
3
1
ff
.
The activation potential of the second neuron at t “ 1{2 is v1p0q “ w21x1p0q “
e´
pii
3 ¨ e 2pii3 “ epii3 . We have x2p1q “ csgnpepii3 ¨ epii3 q “ e 2pii3 . Then
xp1q “
«
e
2pii
3
e
2pii
3
ff
.
Proceeding in this way, we obtain the following periodic sequence of states:
txptqutě0 “
#«
1
1
ff
,
«
e
2pii
3
1
ff
,
«
e
2pii
3
e
2pii
3
ff
,
«
e
4pii
3
e
2pii
3
ff
,
«
e
4pii
3
e
4pii
3
ff
,
«
1
e
4pii
3
ff
,
«
1
1
ff
, . . .
+
.
In this example, the energy of the network of Jankowski et al. at each state is constant
and it is equal to ´12 .
2.3.1 Multivalued Complex Hopfield Neural Networks of Kobayashi
Recently, Kobayashi presented three variations of the MV-CHNN of Jankowski et al.
[47, 49, 52]. All these models consist on slight modifications of the original model of Jankowski
et al., either in the activation function or in the evolution equation.
Chapter 2. Complex-Valued Hopfield Neural Networks 34
In [47], Kobayashi defines the phase quanta ∆θ “ pi
K
, where K ą 1 is a integer, and
introduces a new activation function, which we denote here by csgn1. This function has domain
C˚ and co-domain
S1 “ tei∆θ, e3i∆θ, . . . , eip2K´1q∆θu. (2.19)
Formally, the function csgn1 : C˚ Ñ S1 is defined as follows
csgn1pzq “
$’’’’’’&’’’’’’%
ei∆θ, 0 ď argpzq ă 2∆θ,
e3i∆θ, 2∆θ ď argpzq ă 4∆θ,
...
...
eip2K´1q∆θ, 2pK ´ 1q∆θ ď argpzq ă 2pi.
(2.20)
In accordance with (2.11), the evolution equation of this model is
xipt`∆tq “
$&%csgn1
`
viptq
˘
, viptq ‰ 0,
xiptq, otherwise.
(2.21)
We would like to remark that in [47], the author does not address the case where viptq “ 0.
Note that Kobayashi does not rotate the activation potential before the application
of the activation function, because the elements of S1 lie in the midpoints of the arcs of length
2∆θ. This is important to avoid numerical instabilities [88]. Figure 7 illustrates, geometrically,
the action of the csgn1 activation function in the model of Kobayashi based on (2.21).
For the stability analysis of the proposed model, Kobayashi uses the same energy
function proposed by Jankowski et al. and he states, without presenting a formal mathematical
proof, that it decreases assuming the same assumptions as the Jankowski et al. model. However,
such statement is not true. Example 2 illustrates this remark.
Example 2. Consider the synaptic weight matrix
W “
«
0 i
´i 0
ff
P C2ˆ2, (2.22)
and the initial state vector xp0q “ ri, isT . Consider K “ 2. According to (2.21), we obtain the
sequence txptqutě0 as follows using an orderly but asynchronous update mode. The activation
potential of the first neuron at t “ 0 is v1p0q “ w12x2p0q “ i ¨ i “ i2 “ ´1. Based on (2.21) we
have x1p1{2q “ csgn1p´1q “ ´i. Then
xp1{2q “
«
´i
i
ff
.
The activation potential of the second neuron at t “ 1{2 is v2p1{2q “ w21x1p1{2q “ ´i ¨ p´iq “
i2 “ ´1. Based on (2.21) we have x2p1q “ csgn1p´1q “ ´i. Then
xp1q “
«
´i
´i
ff
.
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Figure 7 – Geometric interpretation of the action of the csgn1 activation function in the model of
Kobayashi based on (2.21).
Proceeding in this way, we verify that this network generates the following periodic
sequence with period equal to 4. The energy sequence is constant with all elements equal to 0:
txptqutě0 “
#«
i
i
ff
,
«
´i
i
ff
,
«
´i
´i
ff
,
«
i
´i
ff
,
«
i
i
ff
, . . .
+
.
In the paper [52], using again ∆θ “ pi
K
, Kobayashi introduces a new activation func-
tion, now denoted by csgn2. It has the domainC
˚ and co-domain S2 “ t1, e2i∆θ, e4i∆θ, . . . , e2pK´1qi∆θu.
The function csgn2 is defined by
csgn2pzq “
$’’’’’’’’’&’’’’’’’’’%
1, 0 ď argpzq ă ∆θ,
e2i∆θ, ∆θ ď argpzq ă 3∆θ,
...
...
e2pK´1qi∆θ, p2K ´ 3q∆θ ď argpzq ă p2K ´ 1q∆θ
1, p2K ´ 1q∆θ ď argpzq ă 2pi.
(2.23)
In accordance with (2.11), the evolution equation of this model is
xipt`∆tq “
$&%csgn2
`
viptq
˘
, viptq ‰ 0,
xiptq, otherwise.
(2.24)
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Figure 8 – Geometric interpretation of the action of the csgn2 activation function in the model of
Kobayashi based on (2.24).
We would like to remark that, similarly to [47], in [52] the author does not address
the case where viptq “ 0. Figure 8 illustrates, geometrically, the action of the csgn2 activation
function in the model of Kobayashi based on (2.24).
Note that the elements of S2 correspond to the elements of S1 rotated by ∆θ clock-
wise. This relationship between the elements of S1 and S2 does not change the dynamics of
the network. In fact, Example 3 illustrated that (2.24) also does not always generate convergent
sequences.
Example 3. Consider the synaptic weight matrix
W “
«
0 ´i
i 0
ff
P C2ˆ2, (2.25)
and the initial state vector xp0q “ r1, 1sT . Consider K “ 2. According to (2.24), we obtain the
sequence txptqutě0 as follows using an orderly but asynchronous update mode. The activation
potential of the first neuron at t “ 0 is v1p0q “ w12x2p0q “ ´i ¨ 1 “ ´i. Based on (2.24) we
have x1p1{2q “ csgn2p´iq “ ´1. Then
xp1{2q “
«
´1
1
ff
.
The activation potential of the second neuron at t “ 1{2 is v2p1{2q “ w21x1p1{2q “
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i ¨ p´1q “ ´i. Based on (2.24) we have x2p1q “ csgn2p´iq “ ´1. Then
xp1q “
«
´1
´1
ff
.
This network generates the following periodic sequence with period equal to 4. The
energy sequence is constant with all elements equal to 0:
txptqutě0 “
#«
1
1
ff
,
«
´1
1
ff
,
«
´1
´1
ff
,
«
1
´1
ff
,
«
1
1
ff
, . . .
+
.
Kobayashi also introduces a model [49] in which both the activation function and
the evolution equation of the original network of Jankwoski et al. are modified. Let K ą 1 be
some integer. Define the phase quanta ∆θ “ pi
K
as well as the following two sets
B “ t∆θ, 3∆θ, . . . , p2K ´ 1q∆θu, and R “ tz P C˚; argpzq R Bu. (2.26)
Kobayashi defines the activation function csgn3 : RÑ S2 as
csgn3pzq “
$’’’’’’’’’&’’’’’’’’’%
1, 0 ď argpzq ă ∆θ,
e2i∆θ, ∆θ ă argpzq ă 3∆θ,
...
...
ei2pK´1q∆θ, p2K ´ 3q∆θ ă argpzq ă p2K ´ 1q∆θ
1, p2K ´ 1q∆θ ă argpzq ă 2pi.
(2.27)
The evolution equation of this novel model is given by
xipt`∆tq “
$’’’’’’&’’’’’’%
csgn3
`
viptq
˘
, viptq P R,
eipargpviptqq`∆θq, viptq R R and rand ă ,
eipargpviptqq´∆θq, viptq R R and rand ě ,
xiptq, viptq “ 0,
(2.28)
where  P r0, 1s is a fixed real number and rand P r0, 1s is a sample from a uniform random
variable. In other words, if viptq R R, a random draw is carried out and the argument of the next
state of a neuron will be the activation potential argument rotated either clockwise if rand ě 
or counterclockwise, otherwise. According to [49], the evolution equation (2.28) always settle
down at a stationary state, using the same assumptions as the Jankowski et al. model. However,
Example 4 below shows that this statement is false. Furthermore, we would like to remark that,
similarly to [47] and [52], in [49] the author does not address the case where viptq “ 0. Figure 9
illustrates, geometrically, the action of the csgn3 activation function in the model of Kobayashi
based on (2.28).
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Figure 9 – Geometric interpretation of the action of the csgn3 activation function in the model of
Kobayashi based on (2.28). Complex numbers whose arguments belong to the blue
dotted lines that pass through the points marked in white on the unit circle have been
removed from the domain of the activation function csgn3.
Example 4. Consider the synaptic weight matrix
W “
«
0 i
´i 0
ff
P C2ˆ2, (2.29)
and the initial state vector xp0q “ r1, 1sT . Now, let K “ 2 and  “ 0.5. According to (2.28), we
obtain the following sequence txptqutě0 using an orderly but asynchronous update mode.
The activation potential of the first neuron at t “ 0 is v1p0q “ w12x2p0q “ i ¨ 1 “ i.
Since v1p0q “ i R R, the random draw is carried out. Based on (2.28) we randomly selected
the number rand “ 0.12374 and, thus, we obtained x1p1{2q “ eipargpv1p0qq`∆θq “ eippi{2`pi{2q “
eipi “ ´1. Then
xp1{2q “
«
´1
1
ff
.
The activation potential of the second neuron at t “ 1{2 is v2p1{2q “ w21x1p1{2q “
i ¨ 1 “ i. Based on (2.28) with the sample rand “ 0.07581 from a uniform distribution on r0, 1s,
we obtained x2p1q “ eipargpv2p1{2qq`∆θq “ eippi{2`pi{2q “ eipi “ ´1. Then
xp1q “
«
´1
´1
ff
.
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In our simulation, the network generated the following sequence which does not
converge to a fixed point of the network:
txptqutě0 “
#«
1
1
ff
,
«
´1
1
ff
,
«
´1
´1
ff
, . . .
+
.
Precisely, the network in this example admits only the following four states: x1 “
r1, 1sT , x2 “ r´1, 1sT , x3 “ r1,´1sT , and x4 “ r´1,´1sT . Furthermore, in this case, the only
two possible values to the activation potential are ´i or i. Indeed, we have four possibilities:
viptq “ i ¨ 1 “ i, viptq “ i ¨ ´1 “ ´i, viptq “ ´i ¨ ´1 “ i or viptq “ ´i ¨ 1 “ ´i,
for t “ 0,∆t, 2∆t, . . . . This means that the transition from a state xi to a state xj , with
i, j P t1, 2, 3, 4u, will always depend on a random draw, because both ´i and i do not belong to
the set R. Consequently, starting at any of these four states, the network yields a random walk
through its four states and the sequence generated by (2.28) does not converge.
As we know, the MV-CHNN of Jankowski et al. always settle down at a stationary
state using asynchronous dynamics provided Hermitian (wij “ w¯ji) and positive self-feedback
(wii ą 0) connection weights [101]. In the next section, we introduce a new model based on
the activation function csgn3 defined by (2.27) that ensures the convergence of the sequences
produced if the weights satisfy wij “ w¯ji and non-negative self-feedback (wii ě 0). This
extention is important because the condition wii “ 0 is often used in many aplications. For
example, the generalized projection rule [58] and many other recording recipes yields wii “ 0
[66, 85, 86].
2.4 Modified Multivalued Complex Hopfield Neural Network
Let us introduce a MV-CHNN model with evolution equation (2.11) using fp¨q “
csgn3p¨q, that is
xipt`∆tq “
$&%csgn3
`
viptq
˘
, viptq P R,
xiptq, otherwise,
(2.30)
where R is the set given in (2.26). Note that, contrary to Kobayashi [49], a neuron does not
change its state if viptq R R. Theorem 1 shows the convergence of the sequences produced by
this evolution equation.
Theorem 1. The sequence defined by (2.30) is convergent in an asynchronous update mode if
wji “ w¯ij and wii ě 0.
Proof. We know that the convergence of the sequence produced by (2.11) is assured by showing
that (2.17) satisfies the conditions (1.3)-(1.5).
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First of all, using the identity w¯ij “ wji, @i, j P t1, . . . , Nu, it is not hard to verify
that the function E is real-valued (note that E “ E¯) and is bounded from below. Let us now
show that E satisfies (1.5).
In order to simplify notation, let x ” xptq and x1 ” xpt`∆tq for some t ě 0. Since
we considered asynchronous update mode, we may suppose that only the µth neuron changed
its state at iteration t, that is, we assume that x1j “ xj for all j ‰ µ and x1µ ‰ xµ. The energy
function given by (2.17) evaluated at x and x1 satisfies
Epxq “ ´ 12
˜ÿ
i‰µ
ÿ
j‰µ
x¯iwijxj ` x¯µwµµxµ `
ÿ
j‰µ
x¯µwµjxj `
ÿ
i‰µ
x¯iwiµxµ
¸
,
and
Epx1q “ ´ 12
˜ÿ
i‰µ
ÿ
j‰µ
x¯iwijxj ` x¯1µwµµx1µ `
ÿ
j‰µ
x¯1µwµjxj `
ÿ
i‰µ
x¯iwiµx
1
µ
¸
.
By hypothesis, wµµ is a real number and xµ, x1µ P SC, that is, |xµ| “ |x1µ| “ 1. Then, x¯µwµµxµ “
wµµx¯µxµ “ wµµ|xµ|2 “ wµµ “ x¯1µwµµx1µ. The variation of the energy function is
∆E “ Epx1q ´ Epxq
“ ´12
«ÿ
j‰µ
px¯1µ ´ x¯µqwµjxj `
ÿ
i‰µ
x¯iwiµpx1µ ´ xµq
ff
.
Note that the conjugate of
ÿ
i‰µ
x¯iwiµpx1µ ´ xµq is
ÿ
j‰µ
px¯1µ ´ x¯µqwµjxj because wij “ w¯ji. Using
the identity 2Re tzu “ z ` z¯ we obtain
∆E “´ Re
#
px¯1µ ´ x¯µq
ÿ
j‰µ
wµjxj
+
“ ´Re  px¯1µ ´ x¯µqpvµ ´ wµµxµq(
“ ´ “Re  x¯1µvµ(´ Re tx¯µvµu‰´ wµµRe  1´ xµx¯1µ( ,
where vµ “
nÿ
j“1
wµjxj is the activation potential of the µth neuron at iteration t.
From the Cauchy-Schwarz inequality, we derive
Re
 
xµx¯
1
µ
( “xµ0x1µ0 ` xµ1x1µ1 ă |xµ||x1µ| “ 1,
because x1µ and xµ are not parallel vectors in R2. Therefore, Re
 
1´ xµx¯1µ
( ą 0. Furthermore,
since wµµ ě 0, we conclude that wµµRe
 
1´ xµx¯1µ
(
is non-negative.
Now, let us write vµ “ |vµ|eiα P R, xµ “ eiθ P SC, x1µ “ csgn3pvµq “ eiθ1 P
SCz txµu, because we are assuming x1µ “ csgn3pvµq ‰ xµ.
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Then, we have
Re
 
x¯1µvµ
( “ Re!csgn3pvµqvµ)
“ |vµ|Re
!
e´iθ
1
eiα
)
“ |vµ|Re
!
eipα´θ
1q
)
“ |vµ| cospα ´ θ1q “ |vµ| cosp|α ´ θ1|q.
Similarly,
Re tx¯µvµu “ |vµ| cosp|α ´ θ|q.
Note, by definition of csgn3, that |α ´ θ1| ă ∆θ while |α ´ θ| ą ∆θ. Then, |α ´ θ1| ă |α ´ θ|
and cosp|α ´ θ1|q ą cosp|α ´ θ|q. Thus, |vµ| cosp|α ´ θ1|q ą |vµ| cosp|α ´ θ|q. Consequently,
Re
 
x¯1µvµ
( ą Re tx¯µvµu, i.e., Re  x¯1µvµ(´Re tx¯µvµu ą 0. Therefore, we conclude that ∆E ă 0
if xµpt`∆tq ‰ xµptq for some index µ P t1, 2, . . . , Nu. 
2.5 Continuous-Valued Complex Hopfield Neural Network
In this section we study a CHNN based on a continuous complex-valued activation
function that normalizes the activation potential to lenght one [44]. This CHNN is referred to
as the continuous-valued CHNN (CV-CHNN). We denote its activation function by σp¨q. The
domain of σp¨q is the set C˚ and its codomain is the set SC. This function is explicitly defined as
σpzq “ z|z| , for all z P C
˚. (2.31)
The CV-CHNN based on the evolution equation (2.11) with fp¨q “ σp¨q always
settle down to an equilibrium state, for any initial state. This is guaranted in an asynchronous
update mode if the synaptic weights satisfy wij “ w¯ji with non-negative self-feedback (wii ě 0).
Theorem 2 shows the convergence of the sequence evolution equation generated by the CV-
CHNN model.
Theorem 2. The sequence defined by (2.11) with fp¨q “ σp¨q is convergent in an asynchronous
update mode if wji “ w¯ij and wii ě 0.
Proof. Similarly to the demonstration of the Theorem 1, it is sufficient to show that the energy
function E given by (2.17) satisfies the conditions (1.3)-(1.5). We know that E is real-valued
and bounded. Let us now show that E satisfies the condition (1.5).
Since we assumed that the neurons are updated asynchronously, let us suppose that
only the µth neuron changed its state at iteration t. Denoting x ” xptq and x1 ” xpt`∆tq, we
obtain
∆E “ ´ “Re  x¯1µvµ(´ Re tx¯µvµu‰´ wµµRe  1´ xµx¯1µ( . (2.32)
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We know from Theorem 1 that wµµRe
 
1´ xµx¯1µ
(
is non-negative because xµ and x1µ, with
xµ ‰ x1µ, are not parallel vectors in R2.
Let us now verify that Re
 
x¯1µvµ
( ´ Re tx¯µvµu ą 0. Since we are assuming x1µ “
σpvµq ‰ xµ, we must have vµ ‰ 0. Thus, on the one hand,
Re
 
x¯1µvµ
( “ Re!σpvµqvµ) “ 1|vµ|Re tv¯µvµu “ 1|vµ| |vµ|2 “ |vµ|.
On the other hand, from x1µ “ vµ|vµ| , we obtain
Re tx¯µvµu “ Re
 
x¯µ|vµ|x1µ
( “ |vµ|Re  x¯µx1µ( “ |vµ|pxµ0x1µ0 ` xµ1x1µ1q ă |vµ||xµ||x1µ| “ |vµ|.
Here, the last inequality follows from the Cauchy-Schwarz inequality. Consequently, Re tσ¯pvµqvµu´
Re tx¯µvµu ą 0. Concluding, we have ∆E ă 0 if xµpt ` ∆tq ‰ xµptq for some index
µ P t1, 2, . . . , Nu. 
2.6 Discussion
In this chapter, we first presented a brief review of some concepts related to complex
numbers. Then, we reviewed general CHNN models. Afterwards, we focused our attention on
the MV-CHNN model introduced by Jankowski et al. [42] and other three MV-CHNN models
recently introduced by Kobayashi [47, 49, 52]. We have shown that these four models may fail
to settle down at an equilibrium state, contrary to what has been stated in the literature. In fact,
we presented counterexamples for which each of them generates periodic sequences.
As pointed out by Zhou and Zurada, the condition wii “ 0 is often used in appli-
cations of the CHNNs [101]. For instance, some design methods to implement auto-AM using
CHNNs, including the generalized projection rule, requires wii “ 0 [58, 66, 86]. In the light of
this remark, in this thesis we proposed two CHNN models. One of them is a slight modification of
a MV-CHNN introduced by Kobayashi in [49]. The other one is based on a continuous activation
function that normalizes the activation potential to length 1. As to their stability, we proved that
these two models always settle down at an equilibrium state, assuming asynchronous update
mode and Hermitian matrix of synaptic weights with non-negative diagonal elements. Note that
these two models generate convergent sequences even if wii “ 0. Before that, in the literature
we had only guarantee of convergence if wii ą 0.
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Chapter 3
QUATERNION-VALUED HOPFIELD
NEURAL NETWORKS
In this chapter, we focus on quaternionic Hopfield neural networks (QHNNs), a topic
that has been extensively investigated in the last years [37, 39, 40, 45, 46, 50, 64, 65, 69, 87, 88].
Briefly, the main difference between the several QHNN models resides in their
activation functions and in their target sets – which comprehend all possible states of a quaternion-
valued neuron. Here, we shall restrict our attention to the particular class of Hopfield neural
networks whose states are represented by unit quaternions and the activation functions are of
two types: multivalued or continuous-valued.
The first QHNN model on unit quaternions has been introduced by Isokawa et al. in
2008 [37, 40]. Their neural network uses the phase-angle representation of unit quaternions and
an extension of the real signum function. This kind of neural networks is known as multivalued
quaternionic Hopfield neural networks (MV-QHNNs).
In this chapter we point out that the quaternionic multivalued signum function
proposed by Isokawa et al. is computationally unstable [88]. Furthermore, we provide an example
in which the energy of their network increases after a change of states even by working in exact
arithmetic. As a consequence, contrary to what has been thought, we cannot ensure that the
MV-QHNN of Isokawa et al. always comes to rest at a stable stationary state [88, 89].
In 2016, Minemoto et al. introduced a modified version of the quaternionic multival-
ued signum function of Isokawa et al., which is numerically stable [65, 88]. Roughly speaking,
the model of Minemoto et al. is obtained by shifting the phase-angles of the previous model of
Isokawa and collaborators. In spite of the numerical stability, we remark that the usual energy
function of the MV-QHNN of Minemoto et al. also does not necessarily decrease [88, 89].
We address the subtle assumptions which have been wrongly accepted as true to assert the
convergence of a sequence produced by the MV-QHNN of Minemoto et al. [37, 40]. We also
address a modified version of the MV-QHNN of Minemoto et al. in which all phase-angles of
a neuron are updated simultaneously [88, 89]. This model always settle down into a stationary
state under the usual (quaternionic) conditions on the synaptic weight matrix if the resolution
factors are “sufficiently large”.
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Apart from the MV-QHNN models, in this chapter we also consider a QHNN
model in which the state of a neuron is obtained by setting its activation potential to length 1
[46, 87]. This model, called continuous-valued QHNN (CV-QHNN), corresponds to the limit
of the modified version of the MV-QHNN of Minemoto et al. when the number of states tends
to infinity. Different from the MV-QHNNs, the CV-QHNN is not based on the phase-angle
representation of unit quaternions. Thus, it can be analyzed and implemented more easily than
the former models. Moreover, the CV-QHNN operating in an asynchronous update manner
always come to rest at a stable equilibrium under the usual (quaternionic) conditions on the
synaptic weights. Computational experiments, concerning the storage and recall of synthetic
quaternion-valued vectors, as well as real color images, are used to compare the storage capacity
and noise tolerance of QHNNs.
Finally, focusing on the CV-QHNN model, we investigate its performance for the
recall of natural color images using three different color spaces: RGB, HSV, and CIE-HCL.
We point out that a direct conversion from the RGB color space to unit quaternions may cause
distortions for which visually different colors are mapped into close quaternions. Preliminary
computational experiments reveal that the CV-QHNN based on the HSV color space can be more
effective for the removal of noise from a corrupted color image.
3.1 Mathematical Background on Quaternions
Quaternions, introduced in the late 19th century by Hamilton, constitute a system
of four dimensional hypercomplex numbers, which generalize real and complex numbers [30,
80, 93]. This system constitute the unique associative and divisional algebra that can be defined
besides the real and complex algebras1. In this thesis, the system of quaternions is denoted by Q.
Usually, a quaternion q is represented using the algebraic form
q “ q0 ` q1i` q2j` q3k, (3.1)
where q0, q1, q2 and q3 are real numbers, and the symbols i, j, and k (typed in this thesis using
boldface letters) denote the so-called hyper-imaginary units, which satisfy the Hamilton’s rules
ij “ ´ji “ k, jk “ ´kj “ i,ki “ ´ik “ j and i2 “ j2 “ k2 “ ´1. (3.2)
In a natural way, a quaternion q can be seen as a 4-tuple of real numbers, i.e.,
q “ pq0, q1, q2, q3q. Indeed, by means of the association 1 “ p1, 0, 0, 0q, i “ p0, 1, 0, 0q, j “
1 In mathematics, more specifically in abstract algebra, the Frobenius theorem, proved by Ferdinand Georg
Frobenius in 1877, characterizes the finite-dimensional associative divisional algebras over the real numbers.
According to the theorem, every such algebra is isomorphic to one of the following: the algebra of real numbers,
the algebra of complex numbers, or the algebra of quaternions. The main ingredients of its proof are the
Cayley-Hamilton theorem and the fundamental theorem of algebra. For details, we invite the reader to consult
[17].
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p0, 0, 1, 0q, and k “ p0, 0, 0, 1q, follows of the usual algebra of R4 that
q “ q01` q1i` q2j` q3k
“ q0p1, 0, 0, 0q ` q1p0, 1, 0, 0q ` q2p0, 0, 1, 0q ` q3p0, 0, 0, 1q
“ pq0, q1, q2, q3q. (3.3)
Furthermore, a quaternion q can be represented using the form
q “ q0 ` ~q, (3.4)
where q0 and ~q “ q1i` q2j` q3k are called, respectively, real part and the vector part of q. We
denote the real and the vector parts of q by Re tqu :“ q0 and Ve tqu :“ ~q, respectively.
It is not hard to verify that the set of quaternions is a vectorial space over R, with
scalar multiplication and addition defined as follows. Let α P R, and p “ p0 ` p1i` p2j` p3k
and q “ q0 ` q1i` q2j` q3k be quaternions. The scalar multiplication is defined by
αp “ αpp0 ` p1i` p2j` p3kq “ αp0 ` pαp1qi` pαp2qj` pαp3qk. (3.5)
In turn, the addition of p and q is defined adding its respective components. Formally,
p` q “ pp0 ` q0q ` pp1 ` q1qi` pp2 ` q2qj` pp3 ` q3qk. (3.6)
The product between p and q is the quaternion
pq “ p0q0 ´ ~p ¨ ~q ` p0~q ` q0~p` ~pˆ ~q, (3.7)
where ~p ¨ ~q and ~pˆ ~q denote, respectively, the usual dot and cross products between ~p and ~q.
In this thesis, the symbol Q˚ denotes the set of all non-null elements of Q, that is,
Q˚ “ Qzt0u. We notice that Q˚ is a non-Abelian group, and the pair pQ,`q forms a skew-field
[17].
Like complex numbers, the conjugate q¯ and the absolute value |q| of a quaternion q
are given respectively by
q¯ “ q0 ´ ~q, (3.8)
and
|q| “ ?q¯q “aq20 ` q21 ` q22 ` q23. (3.9)
We say that q is an unit quaternion when |q| “ 1 and denote by SQ the set of all unit quaternions,
i.e.,
SQ “ tq P Q : |q| “ 1u. (3.10)
Geometrically, SQ can be regarded as the unit sphere in R4.
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Note that, for any quaternions p “ p0`p1i`p2j`p3k and q “ q0` q1i` q2j` q3k,
it holds true that:
Re tq¯pu “ q0p0 ` q1p1 ` q2p2 ` q3p3. (3.11)
Hence, the angle A P r0, pis between p and q satisfies
Re tq¯pu “ |q||p| cospAq. (3.12)
In particular, if p, q P SQ, then Re tq¯pu “ cospAq. If | cospAq| “ 1 we say that p and q are
parallel.
Alternatively, a quaternion can be expressed using the phase-angle representation,
which is derived from the relationship between quaternions and rotations in R3 [10]. In the
phase-angle representation, a quaternion q is written as
q “ |q|eiφekψejθ, (3.13)
where φ P r´pi, piq, ψ P
”
´pi4 ,
pi
4
ı
, and θ P
”
´pi2 ,
pi
2
¯
. The exponentials eiφ, ekψ and ejθ are
computed using Euler’s formulas, i.e., eiφ “ cospφq ` isinpφq, ekψ “ cospψq ` ksinpψq, and
ejθ “ cospθq ` jsinpθq.
We would like to remark that not all quaternions have an unique phase-angle rep-
resentation. In fact, the phase-angle representation of q “ 0 is not unique. Furthermore, when
|ψ| “ pi4 , the angles φ and θ are not uniquely determined [10]. This singularity is known in the
theory of Euler matrices as Gimbal lock [10]. Formaly, we define the set A of all quaternions
that can be uniquely represented using (3.13) by
A “
!
q “ |q|eiφekψejθ : q ‰ 0 and |ψ| ‰ pi4
)
. (3.14)
3.2 Quaternionic Hopfield Neural Networks
Consider the system Q and let S Ă Q be the set of all possible states of a quaternion-
valued neuron. In this thesis we are considering discrete-time quaternionic Hopfield neural
networks (QHNNs) composed by N quaternion-valued neurons whose dynamic is given as
follows. Starting from an input xp0q P SN , a QHNN defines recursively a sequence txptqutě0
using asynchronous or synchronous (parallel) update mode. In an asynchronous update mode,
we first calculate the activation potential of the ith neuron at iteration t using the relation
viptq “
Nÿ
j“1
wijxjptq, (3.15)
where wij P Q denotes the jth synaptic weight of the ith neuron. Then, we obtain the vector
xpt`∆tq using
xipt`∆tq “
$&%f
`
viptq
˘
, viptq P D,
xiptq, otherwise,
(3.16)
where f is a quaternion-valued activation function with domain D Ă Q and co-domain S Ă Q.
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Remark 2. We are assuming that all the neurons of a QHNN are updated in one time unit.
Thus, if we use an asynchronous update mode, we have ∆t “ 1{N. In turn, if we use a parallel
update mode, we have ∆t “ 1. We would like to point out that in this chapter our focus is an
asynchronous update mode, with the exception of the stability analysis carried out in Example
11 in Subsection 3.4.1 and Examples 12 and 13 in Section 3.5.
In many applications of QHNNs, we are interested in the convergence of the sequence
txptqutě0, for example, in the cases of the implementation of AMs or solving optimization
problems. We study the dynamics of a QHNN using the energy function E defined by
Epxptqq “ ´12x
HptqWxptq (3.17)
where xH denotes the conjugate transpose of vector x and W “ pwijq is the matrix of synaptic
weights (in this case, wij denotes the jth synaptic weight of the ith neuron). To prove that the
neural networks comes to rest at an equilibrium, we show that (3.17) satisfies the conditions
(1.3)-(1.5). In this case, we know that the time evolution of a QHNN yields a minimum value of
(3.17) [25, 27, 35]. The conditions
wij “ w¯ji and wii ě 0, @i, j P t1, . . . , nu, (3.18)
are usually required for the convergence of the sequence txptqutě0 produced by a QHNN model
[40, 65, 87].
3.2.1 Quaternionic Autoassociative Memories
Like the traditional HNN, a QHNN model can be used to implement an auto-AM
[27]. Specifically, let U “ tu1, . . . ,uP u be a set of P fundamental memories, where each
uξ “ ruξ1, . . . , uξN sT is a quaternion-valued column vector with components uξi “ uξi 0 ` uξi 1i`
uξi 2j ` uξi 3k P SQ. As in the classic HNN, the design of an auto-AM using a QHNN model
essentially involves the storage phase and the recall phase. The aim of the storage phase is to
determine synaptic weights in such a way that the fundamental memories are, as far as possible,
asymptotically stable equilibrium points of the QHNN. Once the synaptic weights have been
determined, the QHNN is fed with an input vector xp0q “ rx1, . . . , xN sT P SNQ , which may
correspond to a corrupted or incomplete version of a fundamental memory uξ. During the recall
phase, (3.16) is iterated until the network reaches an equilibrium point x˚. The recalled vector is
the limit x˚ “ lim
tÑ8xptq.
One common problem associated with the design of an auto-AM is the creation
of degenerate states or spurious memories [36, 65]. The limit x˚ of the sequence txptqutě0 is
called a spurious memory if x˚ is not a fundamental memory, that is, x˚ R U . Like CHNNs, the
synaptic weights of a QHNN is often determined using either the Hebbian rule (or correlation
rule) [40, 65], or the projection rule [40, 53]. The synaptic weights matrix obtained by the
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correlation rule is denoted by W c and the synaptic weights matrix obtained by the projection
rule is denoted by W p. Here, the only difference to the complex case is that the matrix of the
fundamental memories, as well as the storage matrices, take values in the set of quaternions.
The synaptic weights produced by the correlation recording recipe and the projection
recording recipe satisfy the conditions given by (3.18), usually required for the convergence of
the sequence txptqutě0 produced by a QHNN model.
We would like to point out that the N ˆN matrix W p has the smallest Frobenius’
norm among all solutions of the quaternion-valued matrix equation XU “ U . As a consequence,
the identity
Nÿ
j“1
wpiju
ξ
j “ uξi holds true for all ξ and i. In other words, an auto-AM designed using
the projection rule exhibits optimal absolute storage capacity [25, 27]. Furthermore, according
to Yuan et al. [99], the matrix W p can be determined using real-valued linear algebra.
3.3 Multivalued Quaternionic Hopfield Neural Networks
In this section, we turn our attention to multivalued QHNNs (MV-QHNNs) on unit
quaternions. The first MV-QHNN has been proposed and analyzed by Isokawa et al. [37, 40].
Briefly, using the phase-angle representation of a quaternion, Isokawa and collaborators defined a
quaternionic multivalued signum function which generalizes the complex-valued signum function
of Jankowski et al. [42]. Furthermore, an improved version of the quaternionic multivalued
signum function has been proposed recently by Minemoto and collaborators [64, 65].
In general terms, the state of a neuron of a MV-QHNN resides in some non-empty
finite subsetM of unit quaternions. Specifically, the state of the ith neuron at time t is expressed
using the phase-angle representation as follows [10]:
xiptq “ eiαiptqekβiptqejγiptq PM Ă SQ. (3.19)
3.3.1 MV-QHNN of Isokawa et al.
The MV-QHNN model of Isokawa et al. relies on a variation of the quaternionic
multivalued signum function, denoted here by qsgnI [36, 40]. The function qsgnI generalizes
the complex-valued signum function defined by Jankowski et al. [42] to quaternions. Formally, it
is defined as follows.
Definition 1 (Quaternionic multivalued signum function). Consider positive integers K1, K2
and K3, and let
∆φ “ 2pi
K1
,∆ψ “ pi2K2 , and ∆θ “
pi
K3
. (3.20)
The numbers K1, K2 and K3 are called resolution factors and the real numbers ∆φ,∆ψ and ∆θ
are named phase quanta. Given a quaternion q P A, let |q|eiφekψejθ be its unique phase-angle
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representation. Then, pI “ qsgnIpqq is given by
pI “ eφI ieψIkeθI j, (3.21)
where
φI “ ´pi `∆φ
Z
pi ` φ
∆φ
^
, (3.22)
ψI “ ´pi4 `∆ψ
Z pi
4 ` ψ
∆ψ
^
, and (3.23)
θI “ ´pi2 `∆θ
Z pi
2 ` θ
∆θ
^
. (3.24)
Here, t ¨ u : RÑ Z denotes the floor function.
Remark 3. The domain of qsgnI is the set A given by (3.14). The codomain of qsgnI is the
multivalued setMI “ tq1, q2, . . . , qmu, where an arbitrary element q` PMI is defined by
q` “ ep´pi`i∆φqiep´pi4`k∆ψqkep´pi2`j∆θqj, (3.25)
for i P t0, . . . , K1´1u, k P t0, . . . , K2´1u and j P t0, . . . , K3´1u. We speak of a multivalued
set MI because an element q` P MI is interpreted as a single entity. Note that MI has m “
K1K2K3 elements.
In principle, the MV-QHNN based on the quaternionic multivalued signum function
qsgnI defines the sequence txptqutě0 by means of (3.16), that is,
xipt`∆tq “
$&%qsgnI
`
viptq
˘
, viptq P A,
xiptq, otherwise,
(3.26)
where viptq denotes the activation potential of the ith neuron at iteration t. However, the stability
of the MV-QHNN based on qsgnI turns out to be extremely difficult to analyze. Hence, Isokawa
et al. investigated a model in which the phase-angles of a quaternion-valued neuron are not
updated simultaneously [37, 40]. Specifically, they adapted (3.26) as follows:
Definition 2 (MV-QHNN of Isokawa et al.). Consider a quaternionic synaptic weight matrix
W P QNˆN . Given an initial state xp0q, the ith neuron of the MV-QHNN of Isokawa et al. is
updated according to the following equation for an activation potential viptq P A:
xipt`∆tq “
$’’’&’’’%
eαiptqieψIkeθI j,
or
eφI ieψIkeγiptqj
(3.27)
Here, the phase-angles φI , ψI , and θI are given by (3.22)-(3.24) with the phase-angles φ, ψ, and
θ of the potential activation viptq defined by (3.15), i.e., viptq “ |viptq|eφieψkeθj. Also, αiptq and
γiptq are phase-angles of the current state, that is, xiptq “ eαiptqieβiptqkeγiptqj for some phase-angle
βiptq.
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Note that the ith neuron of the MV-QHNN of Isokawa et al. remains unchanged if
the phase-angle representation of the activation potential viptq is not unique. In other words,
xipt`∆tq “ xiptq if viptq R A.
The following conjecture, whose arguments can be found in [37] and [40], asserts
the convergence of the sequence txptqutě0 produced by the MV-QHNN of Isokawa et al.
Conjecture 1 (Convergence of the MV-QHNN of Isokawa et al.). The MV-QHNN of Isokawa
et al., operating in an asynchronous update mode, always converge to a stationary state if the
synaptic weight matrix W “ pwijq P QNˆN satisfies w¯ij “ wji and wii ě 0 for all indices
i, j P t1, . . . , Nu.
However, as we show below, Conjecture 1 is false: the MV-QHNN of Isokawa et
al., operating in an asynchronous mode, does not always settle down at a stationary state if the
synaptic weight matrix W “ pwijq P QNˆN satisfies w¯ij “ wji and wii ě 0 for all indices
i, j P t1, . . . , Nu. Furthermore, the function qsgnI is numerically unstable [88].
The angles φI , ψI , and θI given by (3.22)-(3.24) severely limit the practical applica-
tion of the MV-QHNN of Isokawa et al. Precisely, φI , ψI and θI are allocated at the left edges of
the arcs that contain φ, ψ and θ. Thus, a small perturbation in any one of φ, ψ, or θ may lead to
significant change in φI , ψI , or θI , respectively. Similarly, a small perturbation in q may yield a
significant change in qsgnIpqq. The following example illustrates this remark.
Example 5. Consider the resolution factors K1 “ K2 “ K3 “ 4 and the phase quanta
∆φ “ pi2 ,∆ψ “
pi
8 , and ∆θ “
pi
4 . (3.28)
These phase quanta yield the circular sectors depicted in Figure 10. Here, the boundaries of the
circular sectors are marked by black diamonds. Let
q “ 0.2706` 0.6533i` 0.6533j` 0.2706k P A, (3.29)
be the unit quaternion whose phase-angle representation is
q “ epii{4e´pik{8epij{4. (3.30)
The phase-angles of q are φ “ pi4 , ψ “ ´
pi
8 , and θ “
pi
4 , as shown in Figure 10. Note that q RMI ,
whereMI is the multivalued set defined by (3.25). From (3.22)-(3.24), we theoretically obtain
the phase-angles
φI “ ´pi ` pi2
Z
pi ` pi4
pi
2
^
“ ´pi ` pi2 t2.5u “ 0,
ψI “ ´pi4 `
pi
8
Z pi
4 ´ pi8
pi
8
^
“ ´pi4 `
pi
8 t1u “ ´
pi
8 ,
θI “ ´pi2 `
pi
4
Z pi
2 ` pi4
pi
4
^
“ ´pi2 `
pi
4 t3u “
pi
4 ,
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Figure 10 – Circular sectors obtained by considering the phase quanta ∆φ, ∆ψ, and ∆θ given
by (3.28). Also, the phase-angles φ, ψ, and θ of the quaternion q given by (3.29), the
angles φI , ψI , and θI computed by (3.22)-(3.24), and the angles φM , ψM , and θM
determined by (3.35)-(3.37).
which are displayed in Figure 10 as green diamonds. Therefore, the qsgnI function must yield
the quaternion
pI “ qsgnIpqq “ e´pik{8epij{4
“ 0.6533` 0.2706i` 0.6533j´ 0.2706k.
On a computer working with 5 significant digits, the conversion of q from the algebraic to the
phase-angle representation produced the angles
φ˜ “ 0.78540, ψ˜ “ ´0.39270, and θ˜ “ 0.78540, (3.31)
which correspond to the 5 significant digits representation of φ, ψ, and θ, respectively. Due to
rounding errors, however, the computational implementation of (3.22)-(3.24) produced:
φ˜I “ ´p˜i ` p˜i2
Z
p˜i ` φ˜
p˜i
2
^
“ ´p˜i ` p˜i2 t2.5000u “ 0,
ψ˜I “ ´ p˜i4 `
p˜i
8
[
p˜i
4 ` ψ˜
p˜i
8
_
“ ´ p˜i4 `
p˜i
8 t0.99997u “ ´
p˜i
4 ,
θ˜I “ ´ p˜i2 `
p˜i
4
[
p˜i
2 ` θ˜
p˜i
4
_
“ ´ p˜i2 `
p˜i
4 t3.0000u “
p˜i
4 ,
where p˜i “ 3.1416 denotes the 5 significant digits approximation of pi. Thus, the computational
implementation ĆqsgnI of the quaternionic multivalued signum function qsgnI yielded
p˜I “ĆqsgnIpqq “ e´p˜ik{4ep˜ij{4 “ 0.5` 0.5i` 0.5j´ 0.5k.
Concluding, rounding errors, combined with the floor function, produced an absolute error
|qsgnIpqq ´ĆqsgnIpqq| “ 0.39018, which is far higher than the machine precision.
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We would like to point out that most computers work in double precision arithmetic.
In Example 5 we reduced the number of significant digits for illustrative purposes. The following
example, performed using double precision arithmetic, shows a computer simulation of the
MV-QHNN of Isokawa et al. in which the sequence txptqutě0 converges to an unexpected
stationary state.
Example 6. Consider N “ 10, the resolution factors K1 “ K2 “ K3 “ 4, and the synaptic
weight matrix W P QNˆN whose entries are wij “ 1{N for any indices i, j. Note that any
quaternion-valued vector xp0q “ rq, q, . . . , qsT PMNI is theoretically a stationary state of (3.27),
that is, we expect xiptq “ q for all i “ 1, . . . , N and t ě 0. Consider, however, the initial state
xp0q “ rq, q, . . . , qs PMNI where
q “ 0.2706` 0.6533i´ 0.2706j` 0.6533k P A.
On a computer working with double precision arithmetic, the conversion of q from the algebraic
to the phase-angle representation produced angles φ˜, ψ˜, and θ˜ very close to the floating-point
representation of φ “ pi{2, ψ “ pi{8, and θ “ pi{4, respectively. However, due to rounding errors,
the implementation of (3.22)-(3.24) produced
φ˜I “ pi2 , ψ˜I “ 0, and θ˜I “
pi
4 .
Since q P A, one computational realization of (3.27) yielded
x1p1{10q “ p “ 4 ¨ 10´17 ´ 0.7071i` 4 ¨ 10´17j´ 0.7071k.
for both update possibilities in (3.27). It turns out that p “ x1p1{10q ‰ x1p0q “ q and, thus,
xp0q is not a stationary state. Additionally, the quaternionic vector xp1q “ rp, p, . . . , ps PMNI is
a stationary state of (3.27). Therefore, due to the floating point arithmetic, the computational
implementation of the MV-QHNN of Isokawa et al. produced a sequence txptqutě0 which
converged to a quaternionic vector x˚ “ xp1q P MNI different from the theoretical stationary
state xp0q. Quantitatively, we have }x˚ ´ xp0q}2 “ 1.2338.
Although Isokawa et al. simplified the update rule (3.26), they failed to ensure the
stability of the MV-QHNN described by (3.27). Indeed, the energy of the network may increase
even if we could work in exact arithmetic. The following example confirms this remark.
Example 7. Consider the synaptic weight matrix
W “
«
0 1´ 2j´ k
1` 2j` k 0
ff
P Q2ˆ2, (3.32)
and the initial state vector xp0q “ re´pi4 j, 1sT PM2I . The energy of the network at xp0q is
Epxp0qq “ ´12x
Hp0qWxp0q “ ´3
?
2
2 “ ´2.1213.
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Now, consider K1 “ K2 “ K3 “ 4 and, according to (3.27), define the sequence txptqutě0 as
follows using an orderly but asynchronous update mode:
xipt`∆tq “
$&%eαiptqieψIkeθI j, 2pt`∆tq is an even number,eφI ieψIkeγiptqj, 2pt`∆tq is an odd number. (3.33)
For instance, the potential activation of the first neuron at t “ 0 is v1p0q “ 1 ´ 2j ´ k. Its
phase-angles are φ “ pi8 , ψ “ ´0.05, and θ “ ´
3pi
8 . From (3.22), (3.23), and (3.24), we obtain
φI “ 0, ψI “ ´pi8 , and θI “ ´
pi
2 . Since 2pt `∆tq “ 0 is even and the phase-angles of x1p0q
are α1p0q “ 0, β1p0q “ ´pi4 , and γ1p0q “ 0, (3.33) yields
xp1{2q “
«
eα1p0qieψIkeθI j
1
ff
“
«
e´
pi
8 ke´
pi
2 j
1
ff
.
The energy of the network at xp1{2q is
Epxp1{2qq “ ´12x
Hp1{2qWxp1{2q “ ´ cos
´pi
8
¯
“ ´0.92388.
The difference between the energies at t “ 1{2 and t “ 0 is
∆E “ Epxp1{2qq ´ Epxp0qq “ 1.1974.
Therefore, ∆E is positive. Furthermore, on a computer working with double precision arithmetic,
the sequence txptqutě0 produced by the MV-QHNN of Isokawa et al. does not converge to a
stationary state. Similarly, the MV-QHNN described by (3.26) also yields a non-convergent
sequence. In particular, we obtained the same ∆E by considering the update rule (3.26). As
shown in Figure 15, the energy Epxptqq produced by both MV-QHNN of Isokawa et al. and the
MV-QHNN based on the qsgnI function are periodic.
3.3.2 MV-QHNN of Minemoto et al.
In 2016, Minemoto and collaborators presented a modification of the MV-QHNN
of Isokawa et al. which have been effectively used for the storage and recall of color images
[65]. Generally speaking, the modified MV-QHNN of Minemoto et al. is obtained by a simple
modification on the quaternionic multivalued signum function qsgnI .
We recall that qsgnI generalizes the complex-valued signum function defined by
Jankowski et al. to quaternions [42]. Now, the dynamic of the MV-CHNN of Jankowski et al.
is determined by computing the complex-valued signum function at the activation potential
rotated counter clockwise by half of the phase quanta. It turns out that neither (3.26) nor (3.27)
takes a rotation into account. As we will see, rotations by half of the phase quanta suppress the
numerical instabilities illustrated by Examples 5 and 6.
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Figure 11 – Energy of the MV-QHNNs gyven by (3.26) and by (3.27) illustrated in the Example
7. Periodical dynamics are observed.
First, note that the codomainMI of the quaternionic multivalued signum function
qsgnI contains many phase-angle singularities. Since the activation function is repeatedly evalu-
ated in (3.16), we hope to avoid singularities by shifting the phase-angles φI , ψI , and θI by half
of the phase quanta. Formally, the modified quaternionic multivalued signum function is defined
as follows:
Definition 3 (Modified quaternionic multivalued signum function). Let K1, K2, and K3 be
positive integers and consider the phase quanta given by (3.20). Given a quaternion q P A, let
|q|eiφekψejθ be its unique phase-angle representation. The modified quaternionic multivalued
signum function, denoted by qsgnM , yields the unit quaternion pM “ qsgnMpqq PMM defined
by
pM “ eφM ieψMkeθM j, (3.34)
where
φM “ 12
"
´2pi `∆φ
ˆ
2
Z
pi ` φ
∆φ
^
` 1
˙*
, (3.35)
ψM “ 12
"
´pi2 `∆ψ
ˆ
2
Z pi
4 ` ψ
∆ψ
^
` 1
˙*
, (3.36)
θM “ 12
"
´pi `∆θ
ˆ
2
Z pi
2 ` θ
∆θ
^
` 1
˙*
. (3.37)
Remark 4. Such as the qsgnI , the domain of qsgnM is the setA given by (3.14). In contrast, the
codomain of qsgnM is the multivalued setMM “ tq1, q2, . . . , qmu, where an arbitrary element
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q` “ eφiieψkkeθjj PMM has the phase-angles
φi “ 12 t´2pi `∆φ p2i` 1qu , @i P t0, . . . , K1 ´ 1u, (3.38)
ψk “ 12
!
´pi2 `∆ψ p2k ` 1q
)
, @k P t0, . . . , K2 ´ 1u, (3.39)
θj “ 12 t´pi `∆θ p2j ` 1qu , @j P t0, . . . , K3 ´ 1u. (3.40)
In contrast to the angles φI , ψI , and θI used in the update rules (3.26) or (3.27), the
phase-angles φM , ψM , and θM are allocated at the midpoints of the arcs that contain respectively
φ, ψ, and θ. Hence, the phase-angles φM , ψM , and θM are insensitive to small perturbations in φ,
ψ, and θ. Also, the modified quaternionic multivalued signum function qsgnM is numerically
stable [88]. The following example, performed considering 5 significant digits, confirms this
remark.
Example 8. Such as Example 5, consider the resolution factors K1 “ K2 “ K3 “ 4, the
phase quanta ∆φ, ∆ψ, and ∆θ given by (3.28), and the unit quaternion q P A defined by
(3.29). By considering in (3.35)-(3.37) the computed angles φ˜ “ 0.78540, ψ˜ “ ´0.39270, and
θ˜ “ 0.78540, we obtain
φ˜M “ 12
"
´2p˜i ` p˜i2
ˆ
2
Z
p˜i ` φ˜
p˜i
2
^
` 1
˙*
“ 12
"
´2p˜i ` p˜i2 p2 t2.5000u` 1q
*
“ p˜i4 ,
ψ˜M “ 12
#
´ p˜i2 `
p˜i
8
«
2
[
p˜i
4 ` ψ˜
p˜i
8
_
` 1
ff+
“ 12
„
´ p˜i2 `
p˜i
8 p2 t0.99997u` 1q

“ ´ p˜i16 , and
θ˜M “ 12
#
´p˜i ` p˜i4
«
2
[
p˜i
2 ` θ˜
p˜i
4
_
` 1
ff+
“ 12
„
´p˜i ` p˜i4 p2 t3.0000u` 1q

“ 3p˜i8 ,
where p˜i “ 3.1416 denotes the floating point approximation of pi using 5 significant digits. Hence,
the computational implementation ĆqsgnM of the modified quaternionic signum function qsgnM
yielded
p˜M “ĆqsgnMpqq “ ep˜ii{4e´p˜ik{16e3p˜ij{8
“ 0.13795` 0.39285i` 0.69352j` 0.58794k,
which corresponds to the floating point representation of the theoretical value qsgnMpqq. Quan-
titatively, we have |qsgnMpqq ´ĆqsgnMpqq| “ 3.4ˆ 10´6, which confirms that we are working
with 5 significant digits.
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In a manner similar to the works of Isokawa and collaborators [37, 40], Minemoto
et al. define a MV-QHNN in which only one of the phase-angles φ, ψ, or θ is updated at each
iteration [65]. Formally, we have:
Definition 4 (MV-QHNN of Minemoto et al.). Consider a quaternionic synaptic weight matrix
W P QNˆN . Given an initial state xp0q, the ith neuron of the MV-QHNN of Minemoto et al. is
updated according to the following equation for any activation potential viptq P A:
xipt`∆tq “
$’’’’’’’’’&’’’’’’’’’%
eαiptqieβiptqkeθM j,
or
eαiptqieψMkeγiptqj,
or
eφM ieβiptqkeγiptqj,
(3.41)
where φM , ψM , and θM are defined by (3.35)-(3.37) using the phase-angles φ, ψ, and θ of the
potential activation, i.e., viptq “ |viptq|eφieψkeθj. Also, αiptq, βiptq, and γiptq are phase-angles
of the current state, that is, xiptq “ eαiptqieβiptqkeγiptqj.
Note that the angles φM , ψM , and θM do not differ from αiptq, βiptq, and γiptq by
more than half of the phase quanta, i.e., the following inequalities hold true:
|φM ´ αiptq| ă ∆φ2 , |ψM ´ βiptq| ă
∆ψ
2 , |θM ´ γiptq| ă
∆θ
2 . (3.42)
We would like to point out that, in order to avoid ambiguities, the state of the ith
neuron remains unchanged if the activation potential viptq does not have an unique phase-angle
representation. In other words, xipt ` ∆tq “ xiptq if viptq R A, where A is the set given by
(3.14).
The following example, however, shows that the energy given by (3.17) does not
necessarily decrease. As a consequence, we cannot assert that the MV-QHNN of Minemoto et al.
always settle to a stationary state.
Example 9. In analogy to Example 7, let W P Q2ˆ2 be the synaptic weight matrix defined by
(3.32) and consider the initial state
xp0q “
«
qsgnMpe´
pi
4 jq
qsgnMp1q
ff
“
«
e
pi
4 ie
pi
16ke´
pi
8 j
e
pi
4 ie
pi
16ke
pi
8 j
ff
PM2M . (3.43)
The energy of the network at xp0q is
Epxp0qq “ ´12x
Hp0qWxp0q “ ´1.3604.
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Consider the resolution factors K1 “ K2 “ K3 “ 4 and define the sequence txptqutě0 by means
of the equation
xipt`∆tq “
$’’’&’’’%
eαiptqieβiptqkeθM j, modp2pt`∆tq, 3q “ 0,
eαiptqieψMkeγiptqj, modp2pt`∆tq, 3q “ 1,
eφM ptqieβiptqkeγiptqj, modp2pt`∆tq, 3q “ 2,
(3.44)
where modp2pt`∆tq, 3q yields the remainder after division of 2pt`∆tq by 3 and the neurons
are updated asynchronously but in an orderly manner. For instance, the potential activation of
the first neuron at t “ 0 is
v1p0q “ 1.362´ 0.05981i´ 1.837j` 0.8752k
“ e´0.32410ie0.18456ke´0.99535j.
From (3.35)-(3.37), we derive φM “ ´pi4 , ψM “
pi
16 , and θM “ ´
3pi
8 . Since modp2pt`∆tq, 3q “
0 and the phase-angles of x1p0q are α1p0q “ pi4 , β1p0q “
pi
16 , and γ1p0q “ ´
pi
8 , we obtain from
(3.44) the quaternionic state vector
xp1{2q “
«
eα1p0qieβ1p0qkeθM j
e
pi
4 ie
pi
16ke
pi
8 j
ff
“
«
e
pi
4 ie
pi
16ke´
3pi
8 j
e
pi
4 ie
pi
16ke
pi
8 j
ff
.
The energy of the network at xp1{2q is
Epxp1{2qq “ ´12x
Hp1{2qWxp1{2q “ ´0.92388.
The difference between the energies at t “ 1{2 and t “ 0 is
∆E “ Epxp1{2qq ´ Epxp0qq “ 0.43651.
Although ∆E is positive, the sequence txptqutě0 produced by (3.44) converges to the stationary
state
x˚ “
«
e
pi
4 ie
pi
16ke´
3pi
8 j
e´
pi
4 ie
´3pi
16 ke
1pi
8 j
ff
(3.45)
after six steps. Figure 12 shows the energy of the network described by (3.44). This figure also
shows the energy of the modified MV-QHNN obtained by updating simultaneously the three
phase-angles.
3.4 Arguments of Isokawa and Collaborators
Based on the arguments of Isokawa and collaborators [37, 40], which also hold true
for the MV-QHNN given by (3.41), Minemoto et al. claim that ∆Eptq ă 0 if conditions given
by (3.18) are satisfied [65]. In the following, we address the subtle assumptions which have been
wrongly accepted to show that their MV-QHNN always comes to rest at an equilibrium state.
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First, Isokawa et al. derived from (3.17) the algebraic identity
∆E “ ´pX1 ´X2q ` wiipX3 ´ 1q, (3.46)
where X1 “ Re tx¯ipt`∆tqviptqu, X2 “ Re tx¯iptqviptqu, and X3 “ Re tx¯ipt`∆tqxiptqu.
Then, they expressed X1, X2, and X3 using phase-angles.
The phase-angles of xipt`∆tq can be obtained by shifting the phase-angles of xiptq
by multiples of the phase quanta. In mathematical terms, we have
αipt`∆tq “ αiptq ` a∆φ, (3.47)
βipt`∆tq “ βiptq ` b∆ψ, (3.48)
γipt`∆tq “ γiptq ` c∆θ, (3.49)
where a, b and c are integers. Thus, the state xipt`∆tq satisfies
xipt`∆tq “ epa∆φ`αiptqqiepb∆ψ`βiptqqkepc∆θ`γiptqqj.
After some algebraic manipulations, Isokawa et al. obtained
X3 “ cospa∆φq cospb∆ψq cospc∆θq ´ sinpa∆φqsinpb∆ψ ` 2βiptqqsinpc∆θq. (3.50)
Similarly, the phase-angles φ, ψ, and θ of the activation potential viptq can be obtained by shifting
φipt`∆tq, ψipt`∆tq, and θipt`∆tq by δφ, δψ, and δθ. In other words,
φ “ φipt`∆tq ` δφ, (3.51)
ψ “ ψipt`∆tq ` δψ, (3.52)
θ “ θipt`∆tq ` δθ, (3.53)
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and
viptq “ |viptq|eipδφ`φipt`∆tqqekpδψ`ψipt`∆tqqejpδθ`θipt`∆tqq.
Moreover, X1 and X2 satisfy, respectively, the equations
X1 “ |viptq|pcospδθq cospδψq cospδφq ´ sinpδθqsinp2b∆ψ ` 2βiptq ` δψqsinpδφqq, (3.54)
and
X2 “ |viptq|pcospc∆θ ` δθq cospb∆ψ ` δψq cospa∆φ` δφq
´ sinpc∆θ ` δθqsinpb∆ψ ` 2βiptq ` δψqsinpa∆φ` δφqq. (3.55)
It turns out that X1, X2, and X3 can be simplified by considering the update scheme
defined by (3.27). Precisely, since either αipt ` ∆tq “ αiptq or γipt ` ∆tq “ γiptq, we have
either a “ 0 or c “ 0 in (3.50). On one hand, if a “ 0, then X3 “ cospc∆θq cospb∆ψq ď 1. On
the other hand, we have X3 “ cospa∆φq cospb∆ψq ď 1 if c “ 0. In both cases, the inequality
wiipX3 ´ 1q ď 0 holds true if wii ě 0.
In order to analyze (3.54) and (3.55), the authors admit the following hypothesis:
a “ 0 ðñ δφ “ 0 and c “ 0 ðñ δθ “ 0. (H1)
As a consequence, if a “ 0 then δφ “ 0 and
X1 ´X2 “ |viptq|pcospδθq cospδφq ´ cospc∆θ ` δθq cospb∆ψ ` δψqq.
Similarly, if c “ 0 then δθ “ 0 and
X1 ´X2 “ |viptq|pcospδψq cospδφq ´ cospb∆ψ ` δψq cospa∆φ` δφqq.
In both cases, the difference X1 ´ X2 is positive under the additional hypothesis inspired by
(3.42):
|δφ| ă ∆φ, |δψ| ă ∆ψ, and |δθ| ă ∆θ. (H2)
Concluding, if both (H1) and (H2) hold true, then the inequality ∆E ă 0 also holds and the
MV-QHNN comes to rest at an equilibrium.
It turns out that hypothesis (H1) is false because the activation potential viptq does not
depend on the update scheme of the MV-QHNN model. Also, although the inequalities given by
(3.42) hold true, the phase shifts δφ or δθ may take arbitrary values if either αipt`∆tq “ αiptq
or βipt`∆tq “ βiptq, as prescribed by (3.27). As a consequence, we cannot assert that ∆E ă 0
if the ith neuron changes its state. Also, it cannot be ensured that the sequence produced by the
network is always convergent.
Example 10. Consider K1 “ K2 “ K3 “ 2 and the synaptic weight matrix
W “
«
0 5` i` 7j` 2k
5´ i´ 7j´ 2k 0
ff
P Q2ˆ2. (3.56)
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Note that W satisfies the usual quaternionic conditions given by (3.18). Also, consider the initial
state
xp0q “
«
e´
pi
2 ie´
pi
8 ke´
pi
4 j
e´
pi
2 ie´
pi
8 ke´
pi
4 j
ff
. (3.57)
Clearly, the phase-angles of x1p0q are
α1p0q “ ´pi2 , β1p0q “ ´
pi
8 , and γ1p0q “ ´
pi
4 .
The energy of MV-QHNN at xp0q is
Epxp0qq “ ´12x
˚p0qWxp0q “ ´5.
The activation potential of the first neuron at time t “ 0 is
v1p0q “ ´0.1121` 1.577i´ 5.207j` 7.028k,
and its phase-angles are
φp0q “ 2.1939, ψp0q “ 0.09455, and θp0q “ 1.4181. (3.58)
From (3.35)-(3.37), we obtain
φM “ pi2 , ψM “
pi
8 , and θM “
pi
4 . (3.59)
According to (3.41), if we update the phase-angle α of the first neuron, we obtain x1p1{6q “
e
pi
2 ie´
pi
8 ke´
pi
4 j. Note that the phase-angles
α1p1{6q “ pi2 , β1p1{6q “ ´
pi
8 , and γ1p1{6q “ ´
pi
4 ,
of x1p1{6q satisfy (3.47)-(3.49) with the integers:
a “ 1, b “ 0, and c “ 0.
Also, the shifts δφ, δψ, and δθ in (3.51)-(3.53) are given by
δφ “ 0.6231, δψ “ 0.4873, and δθ “ 2.2035.
Note that c “ 0 because γ1p1{6q “ γ1p0q, but δθ ‰ 0, which contradicts (H1). In addition,
δθ “ 2.2035 ą pi2 “ ∆θ, violating (H2). Finally, the energy of the network at the state vector
xp1{6q “ repi2 ie´pi8 ke´pi4 j, e´pi2 ie´pi8 ke´pi4 jsT is
Epxp1{6qq “ ´12x
˚p1{6qWxp1{6q “ 5.
Thus, in this case, the variation of the energy of the network is
∆E “ Epxp1{6qq ´ Epxp0qq “ 10 ą 0.
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Figure 13 – Energy of asynchronous and parallel MV-QHNN of Minemoto et al.
By updating the phase-angle α of the second neuron, we obtain
xp1{3q “ repi2 ie´pi8 ke´pi4 j, epi2 ie´pi8 ke´pi4 jsT ,
and the energy of the MV-QHNN at this state is Epxp1{3qq “ ´5. Proceeding in a similar
manner, the asynchronous MV-QHNN does not reach a stationary state. In fact, we obtain a
periodic sequence of quaternion-valued state vectors. Similarly, the parallel MV-QHNN also
yields a periodic sequence of quaternion-valued vectors. The energy produced by the MV-QHNN
of Minemoto et al. using either asynchronous or parallel updates is shown in Figure 13.
3.4.1 Modified Multivalued Quaternionic Hopfield Neural Network
In the following, we consider a modified version of the MV-QHNN of Minemoto
et al. in which the phase-angles are updated simultaneously at each iteration. In mathematical
terms, we consider in (3.16) the activation function qsgnM . Additionally, motivated by the
modified MV-CHNN defined in Section 2.4, we restrict the domain of qsgnM to the set B of all
quaternions that have an unique phase-angle representation and do not lie in the boundary of a
section determined by the phase quanta. Formaly, given the phase-quanta ∆φ, ∆ψ, and ∆θ, we
define
B “Azt|q|eiφiekψkejθj : φ “ i∆φ´ pi, or ψ “ j∆ψ ´ pi4 ,
or θ “ k∆θ ´ pi2 , for some i, j, k P Zu. (3.60)
Definition 5 (Improved MV-QHNN of Minemoto et al.). Consider the phase quanta ∆φ, ∆ψ,
and ∆θ and let W P QNˆN be a quaternionic synaptic weight matrix. Given an initial state
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xp0q, the ith neuron of the improved version of the MV-QHNN of Minemoto et al. is updated as
follows where viptq denotes the potential activation given by (3.15):
xipt`∆tq “
$&%qsgnMpviptqq, viptq P B,xiptq, otherwise. (3.61)
Note that the state of the neuron remains unchanged if viptq R B, that is, viptq
either does not have an unique phase-angle representation or it lies in the boundary of a section
determined by the phase quanta. In the paper [88], we conjectured that the energy of the improved
MV-QHNN of Minemoto et al. always satisfies (1.5) if W satisfies (3.18) and the network
operates asynchronously. In other words, if the ith neuron changes its state, we conjectured that
the difference between the energies at t and t`∆t is always negative, that is, ∆E ă 0. However,
this conjecture is false, as we see in Example 11, bellow.
In Example 10, we pointed out that the update scheme (3.27) violates the hypothesis
(H2). It turns out, however, that (H2) holds true if we consider the update scheme (3.61), in
which the three phase-angles are updated simultaneously. On the downside, we cannot simplify
the terms X1, X2, and X3 in (3.46). In fact, contrary to what we conjectured in [88], we cannot
always guarantee ∆E ă 0.
Example 11. Consider K1 “ K2 “ K3 “ 2 and let W and xp0q be the quaterionic synaptic
weight matrix and initial state given respectively by (3.56) and (3.57). By considering (3.61)
instead of (3.41), the first neuron becomes
x1p1{2q “ eφM ieψMkeθM j “ epi2 iepi8 kepi4 j,
where φM , ψM , and θM are given by (3.59). The energy of the network in the quaternionic state
vector xp1{2q “ repi2 iepi8 kepi4 j, e´pi2 ie´pi8 ke´pi4 jsT is
Epxp1{2qq “ ´12x
˚p1{2qWxp1{2q “ ´7.
Although the energy decreased from t “ 0 to t “ 1{2, the asynchronous MV-QHNN model
given by (3.61) does not settle down at a stationary state. In fact, this network yields a periodic
sequence. Figure 14 shows the energy of the asynchronous MV-QHNN described by (3.61). This
figure also shows the energy of the MV-QHNN obtained by updating the neurons in parallel,
which also produces a periodic sequence.
3.5 Continuous-Valued Quaternionic Hopfield Neural Net-
work
In this section, we focus on the continuous-valued quaternionic Hopfield neural
network (CV-QHNN). The CV-QHNN was proposed independently by Valle [87] and Kobayashi
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Figure 14 – Energy of asynchronous and parallel MV-QHNN model given by (3.61).
[46]2. It corresponds to the limit of the modified MV-QHNN described by (3.61) when the
resolution factors tend to infinity, that is, when K1, K2, K3 Ñ 8.
Precisaly, let viptq “ |viptq|eφieψkeθj ‰ 0 be the activation potential of ith neuron
at time t. Also, consider xipt`∆tq “ eφM ieψMkeθM j the state of the ith neuron at time t`∆t
obtained by (3.61). We recall that the angles φM , ψM , and θM of xipt`∆tq do not differ from
the angles φ, ψ, and θ of viptq by more than half of the phase quanta, that is, the following
inequalities hold true:
0 ă |φM ´ φ| ă ∆φ{2 “ pi{K1, (3.62)
0 ă |ψM ´ ψ| ă ∆ψ{2 “ pi{p4K2q, (3.63)
0 ă |θM ´ θ| ă ∆θ{2 “ pi{p2K3q. (3.64)
Applying the squeeze theorem on inequalities (3.62)-(3.64) we conclude that
K1 Ñ 8ñ φM Ñ φ,K2 Ñ 8ñ ψM Ñ ψ, and K3 Ñ 8ñ θM Ñ θ. (3.65)
Then, from (3.65) and from the continuity of exponential function, we obtain
lim
K1Ñ8
K2Ñ8
K3Ñ8
xipt`∆tq “ lim
φMÑφ
ψMÑψ
θMÑθ
xipt`∆tq “ lim
φMÑφ
ψMÑψ
θMÑθ
peφM ieψMkeθM jq “ eφieψkeθj “ viptq|viptq| .
2 We would like to point out that the CV-QHNN corresponds to the left-QHNN model in [46].
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Inspired by the result obtained above, we define the evolution equation of the CV-
QHNN as follows:
xipt`∆tq “
$&%σpviptqq, viptq ‰ 0,xiptq, otherwise, (3.66)
where σ : Q˚ Ñ SQ is defined by
σpqq “ q|q| , for all q P Q
˚. (3.67)
In a few words, the next state of the ith neuron is obtained by normalizing its activation potential
to length 1. This QHNN does not require the phase-angle representation of quaternions. Thus, it
can be easily implemented and analyzed. Nevertheless, if we know the phase-angle representation
viptq “ |viptq|eφiptqieψiptqkeθiptqj, the next state of the ith neuron can be alternatively determined
by
xipt`∆tq “ eφiptqieψiptqkeθiptqj. (3.68)
We would like to point out that the activation function σ can be viewed as the quaternionic
version of the continuous-valued complex activation function proposed by Aizenberg et al. [3].
This kind of activation function has also been considered by Kobayashi in a CHNN model and in
his hyperbolic-valued HNN model [44]. Also, Castro and Valle used a octonionic version of σ in
[12].
The sequence produced by (3.66), in an asynchronous update mode, is convergent
for any initial state xp0q P SNQ if the synaptic weights satisfy wij “ w¯ji and wii ě 0 for any
i, j P t1, . . . , Nu [87]. Precisely, the energy of the asynchronous CV-QHNN always decreases if
a neuron changes its states. Although we can ensure the convergence of the sequence produced by
the asynchronous CV-QHNN, nothing can be said about the CV-QHNN using parallel dynamics.
The following example, which is similar to Examples 10 and 11, confirms these remarks.
Example 12. Let the synaptic weight matrix W and the initial state xp0q be given respectively
by (3.56) and (3.57). Using asynchronous update, we obtain from (3.66) the quaternion-valued
vector
xp1{2q “
«
´0.01261` 0.1774i´ 0.5858j` 0.7907k
´0.2706´ 0.6533i´ 0.2706j` 0.6533k
ff
,
which is a stationary state of the network. Furthermore, it is not hard to verify that
∆E “ Epxp1{2qq ´ Epxp0qq “ ´8.888` 5 “ ´3.888.
In contrast, if we use a parallel update, (3.66) yields the quaternion-valued vector
xp1q “
«
´0.01261` 0.1774i´ 0.5858j` 0.7907k
´0.2918´ 0.9124i` 0.2814j´ 0.05567k
ff
,
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Figure 15 – Energy of asynchronous and parallel CV-QHNN model.
whose energy value is the same as that of the initial state, i.e., Epxp1qq “ ´5. Proceeding in a
similar manner, we obtain
xp2q “
«
´0.2706´ 0.6533i´ 0.2706j` 0.6533k
´0.2706´ 0.6533i´ 0.2706j` 0.6533k
ff
,
which, despite the algebraic representation, is equal to the initial state xp0q. Therefore, the parallel
CV-QHNN oscillates between the quaternion-valued state vectors xp0q and xp1q without chang-
ing the energy value. Figure 15 shows the energy of the CV-QHNN using both asynchronous
and parallel update modes.
As pointed out previously, the CV-QHNN model can be obtained from the MV-
QHNN given by (3.61) by taking the limit K1, K2, K3 Ñ 8. Since the asynchronous CV-QHNN
always settle down into an equilibrium, the asynchronous MV-QHNN given by (3.61) also
expected come to rest at an equilibrium state if the resolution factors are “sufficiently large”.
The following example addresses this issue. Moreover, in contrast to the previous examples, we
consider QHNNs with 100 neurons. Furthermore, in order to simplify notation, in Example 13,
we denote by MV-QHNN1 the MV-QHNN of Minemoto et al. based on (3.44), in which only
1 phase-angle of a quaternion-valued neuron is updated at each iteration. Similarly, we denote
by MV-QHNN3 the modified MV-QHNN of Minemoto et al. based on (3.61), in which the 3
phase-angles of a quaternion-valued neuron are updated at each iteration.
Example 13. In order to evaluate the convergence of sequence produced by the QHNN models,
we proceeded as follows: We first generated a 100 ˆ 100 quaternionic matrix R with entries
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rij “ randn0 ` randn1i ` randn2j ` randn3k, where randn yields a random scalar drawn
from the standard normal distribution. Then, we computed U “ 12pR`R
Hq, where RH denotes
the conjugate transpose of R, and defined the quaternionic synaptic weight matrix by
W “ U ´ diagpu11, u22, . . . , u100,100q,
where diagpu11, . . . , u100,100q is the diagonal matrix composed of the diagonal elements of U .
Note that W satisfies wij “ w¯ji and wii “ 0 for all any indexes i and j. Moreover, the real and
imaginary parts of wij are normally distributed random numbers. Given the resolution factors
K1, K2, and K3, we also defined the initial quaternionic vector xp0q by means of the equation
xip0q “ eφip0qieψip0qkeθip0qj, for all i “ 1, . . . , n, where
φip0q “ 12 p´2pi `∆φp2randipK1q ` 1qq ,
ψip0q “ 12
´
´pi2 `∆ψp2randipK2q ` 1q
¯
,
θip0q “ 12 p´pi `∆θp2randipK3q ` 1qq ,
and randipK`q yields an integer between 0 and K` ´ 1. Figure 16 shows the probability of
a randomly generated QHNN model to settle down into an equilibrium state in at most 1000
iterations, that is, we allowed the network to evolve while t ď 1000. The probabilities have
been computed by repeating the procedure 100 times for each resolution factor, and using the
frequentist definition of probability to obtain a relative measure of the number of times that each
QHNN settled down to a stationary state. We would like to point out that the synaptic weight
matrix W and the initial state xp0q were the same for all QHNN models. Note that the probability
of a parallel model to reach a stationary state is always less than or equal to the probability of
the corresponding asynchronous model. In particular, the parallel MV-QHNN3 failed to settle
down into an equilibrium in all simulations for any resolution factors. In contrast, the probability
of its asynchronous version to settle down into a stationary state is greater than 0.80 for all
K1, K2, K3 ě 4. Furthermore, the asynchronous MV-QHNN3 coincides with the asynchronous
CV-QHNN model if K1, K2, and K3 are “sufficiently large”, namely, K1, K2, K3 ě 217. The
asynchronous MV-QHNN1 often failed to come to rest at an equilibrium state even for large
resolution factors. Finally, although the asynchronous CV-QHNN model eventually failed to
reach a stationary state, we confirmed that this network tends monotonically to an equilibrium
[87].
3.6 Storage Capacity and Noise Tolerance of Quaternionic
Autoassociative Memories
Let us perform some computational experiments in order to evaluate the storage
capacity as well as the noise tolerance of the QHNNs when they are used to implement auto-AMs.
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Figure 16 – Probability of the QHNN models to settle down into an equilibrium state by the
resolution factors.
Precisely, let M1, M2, and M3 denote the auto-AMs models implemented respectively by the
MV-QHNN of Minemoto et al. based on (3.44), its variation based on (3.44) (3.61), and the
CV-QHNN. As in previous sections, we shall refer to the MV-QHNN of Minemoto et al. based
on (3.44), and its variation based on (3.61), as MV-QHNN1 and MV-QHNN3, respectively.
We refrained to include the model of Isokawa et al. and variants because they are numerically
unstable [88, 89]. Furthermore, we shall not use the quaternionic version of the Hebbian rule
because it does not guarantee successful recall of all fundamental memories [65]. Since we
cannot assure the convergence of the sequence produced by the MV-QHNN models, each neuron
is updated at most 120 times in the following experiments.
Experiment 1. Let us first evaluate the noise tolerance of the auto-AMs synthesized using the
projection rule. To this end, we performed the following steps 100 times with N “ 100 and
P “ 10 fixed.
1. We randomly generated a fundamental memory set U “ tu1, . . . ,uP u Ă SNQ in which the
components uξi ’s are elements of the finite setMM obtained using the resolution factors
K1 “ 22λ`2, K2 “ 22λ, and K3 “ 22λ`1, (3.69)
for λ “ 1, 2, 3.
2. We corrupted the fundamental memory u1 by replacing u1i , i “ 1, . . . , N , by any other
element of MM with probability r. In mathematical terms, the ith component of the
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Figure 17 – Average output errors Eλ,rM1 , E
λ,r
M2 , and E
3,r
M1 by the average input error D
λ,r. The
curves marked by circles and squares correspond, respectively, to the MV-QHNN1
and its variation MV-QHNN3 with different resolution factors. The curve marked by
“ˆ” refers to the CV-QHNN model.
corrupted version xλ,r of u1 is defined by
xλ,ri “
$&%eiφekψejθ, r ă rand,u1i , otherwise, (3.70)
where rand P p0, 1q, φ P ΦλM , ψ P ΨλM , and θ P ΘλM are uniformly distributed random
variables.
3. For each r, we computed the input error rate Dλ,r “ d2pxλ,r,u1q, where d2 denotes the
Euclidean distance on quaternion-valued vectors. We also computed the following output
error rates:
a) Eλ,rM1 “ d2pM1pxλ,rq,u1q, whereM1pxλ,rq is the vector recalled by the MV-QHNN1
under presentation of xλ,r, for λ “ 1, 2, 3.
b) Eλ,rM2 “ d2pM2pxλ,rq,u1q, where M2pxλ,rq corresponds to the vector recalled by
the MV-QHNN3, for λ “ 1, 2, 3.
c) E3,rM3 “ d2pM3px3,rq,u1q, where M3px3,rq denotes the vector recalled by the CV-
QHNN model.
Figure 17 shows the average Dλ,r by the average output error rates. Specifically, the curves
marked by “#”, “‘” and “ ” correspond to the average output error rates produced by the
memory models M1px1,rq, M1px2,rq, and M1px3,rq, respectively. Analogously, the curves
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r16, 4, 8s, K2 “ r64, 16, 32s, and K3 “ r256, 64, 128s. The bars marked by , ,
, and  show, respectively, the average error rates Dλ,0.3, Eλ,0.3M1 , E
λ,0.3
M2 , and E
3,0.3
M3 .
We considered N “ 100 and P “ 2, 10, 20, 30, 50, 70.
marked by the squares “2”, “‘” and “” refers to the average error rates produced respectively
by M2px1,rq, M2px2,rq, and M2px3,rq. Finally, the curve marked by “ˆ” corresponds to the
averaged E3,rM3 .
Note that the three auto-AM models effectively recalled the fundamental memory
u1 because Eλ,0Mi “ 0, for all λ, i “ 1, 2, 3. The MV-QHNN1, however, yielded output errors
larger than the MV-QHNN3 and CV-QHNN models. As expected, the averaged error curve
produced by the MV-QHNN3 approaches the averaged error curve yielded by the CV-QHNN as
the resolution factors increase. In fact, for λ “ 3, the averaged curves E3,rM2 and E3,rM3 are very
similar.
Experiment 2. Let us now investigate the relationship between the noise tolerance and the
number P of fundamental memories as well as the resolution factors of the QHNN models.
Specifically, we fixed N “ 100 and randomly generated fundamental memories sets U “
tu1, . . . ,uP u Ă SNQ for P P t2, 10, 20, 30, 50, 70u and λ P t1, 2, 3u. Then, we synthesized
auto-AM models using the projection rule and fed them with a corrupted version xλ,0.3 of u1
determined by (3.70). Figure 18 shows the average error rates Dλ,0.3, Eλ,0.3M1 , E
λ,0.3
M2 , and E
3,0.3
M3
obtained by repeating this process 100 times for each λ and P .
Note that the average of the output error rates increase as P increases. Thus, like
the traditional HNN, the noise tolerance of the quaternionic auto-AMs decreases as the number
of fundamental memories increases. Also, note that the MV-QHNN3 and CV-QHNN models
reduce significantly the noise of the input pattern when P ă 20. In contrast, the averaged output
error Eλ,0.3M1 produced by MV-QHNN1 is larger than the averaged input error D
λ,0.3 for P ą 20.
Indeed, the MV-QHNN1 exhibited the worst noise tolerance in this experiment. Finally, observe
that the MV-QHNN3 and CV-QHNN models yielded similar error rates for P ą 20. Furthermore,
such similarity increases as λ increases.
Experiment 3. This experiment reproduces and enlarges the experiment presented in [65],
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a) Lenna b) Peppers c) Mandrill
Figure 19 – Color images used in Experiment 3.
which was performed exclusively using the MV-QHNN1 model. Here, the goal is to store and
recall the three-color images shown in Figure 19 in different conditions of noise type and level.
Besides the MV-QHNN1 model, we also evaluate the performances of the quaternionic auto-AM
models MV-QHNN3 and CV-QHNN when applied for the same task.
The ith color pixel of one of these images of size 64ˆ 64 “ 4096 is represented by
the RGB triple pri, gi, biq, where ri, gi, bi P t0, 1, . . . , 255u. The three color images have been
converted into a quaternion-valued vector uξ PMM , for ξ “ 1, 2, 3, by means of the equation
uξi “ eαiieβikeγij, @i “ 1, 2, . . . , 4096, (3.71)
where the phase-angles are determined by the RGB components rξi , g
ξ
i , and b
ξ
i of the ith color
pixel as follows:
αi “ 12
”
´2pi ` p2rξi ` 1q pi128
ı
, (3.72)
βi “ 12
”
´pi2 ` p2g
ξ
i ` 1q pi512
ı
, and (3.73)
γi “ 12
”
´pi ` p2bξi ` 1q pi256
ı
. (3.74)
Conversely, a color image can be obtained from a quaternion-valued vector x PM4096M , whose
components are xi “ eiαiekβiejγi , by inverting (3.72)-(3.74) and applying a rounding function.
The fundamental memories u1,u2,u3, corresponding to the three color images, have
been stored in the QHNN models using the projection rule. Furthermore, the original color
images have been corrupted either by [72]: uniform noise with probability r, impulsive noise
with probability , and Gaussian noise with zero mean and variance σ2.
Afterwards, a corrupted color image was converted into a quaternion-valued vector
using (3.71), which was then fed to a quaternionic auto-AM model. The first column of Figures
20, 21, and 22 shows corrupted versions of the Lenna image. The subsequent columns display
the images recalled by the auto-AMs. Differently from Experiments 1 and 2, in which we used
the Euclidean distance between quaternion-valued vectors, in this experiment we evaluated
quantitatively the noise tolerance of a certain memory model using the well-known peak signal-
to-noise ratio (PSNR) limited to the maximum value 100. We included in Figures 20, 21, and 22
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the PSNR between the recalled image and the desired original color image. The largest PSNR
rates are typed using boldface numbers.
Note that, except for the images corrupted by uniform noise, the MV-QHNN1 yielded
the worst noise tolerance. Also, note that the images recalled by the MV-QHNN3 and the CV-
QHNN are visually very similar. A more precise comparison of the noise tolerance of the three
auto-AMs is shown in Figures 23, 24, and 25. In fact, these figures depict the average PNSR
rates by the noise intensity, obtained by repeating the process above 30 times for each noise
intensity. Accordingly, the MV-QHNN1 outperformed the other two memory models when the
input image is corrupted by uniform noise. At this point, we would like to recall that Minemoto
et al. effectively applied this network for the storage and recall of color images corrupted by
uniform noise [65]. Similarly, the MV-QHNN3 outperformed the other two models when the
input is corrupted by either impulsive or Gaussian noise. Also, the MV-QHNN3 and CV-QHNN
models yielded similar PSNR rates for large noise intensity, that is, r ě 0.3,  ě 0.3, and
σ2 ě 0.05.
Although the MV-QHNN models may not settle to a stationary state, these auto-AMs
yielded the best noise tolerance. It turns out that, in our computational experiments, we allowed
a neuron to be updated at most 120 times. By increasing the maximum number of iterations,
the process consumed more time but no improvement on the noise tolerance has been observed.
Concluding, if we cannot assert that the network will settle to an equilibrium, we have to fix a
priori a maximum number of iterations. On one hand, a large maximum number of iteration
may consume unnecessary time. On the other hand, a small maximum number of iteration may
diminish the noise tolerance of the network due to early stopping.
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Probability Input MV-QHNN1 MV-QHNN3 CV-QHNN
15.6447 40.1827 36.1512 32.3884
r “ 0.2
12.6271 29.9224 29.6911 27.4682
r “ 0.4
9.5993 22.7250 20.9403 20.8828
r “ 0.8
Figure 20 – Visual interpretation of the input image corrupted by uniform noise as well as the
corresponding images recalled by quaternionic auto-AMs. The PSNR rate, obtained
considering the original “Lenna” as the reference image, is shown above each image.
3.7 Color Spaces and the Quaternionic Unit Sphere
In this section, we focus our attention on the CV-QHNN model. Specifically, we
address the application of the CV-QHNN for the storage and recall of color images using different
color representations.
Briefly, we identify a color image with an array of color picture elements (pixels). In
computer vision, a color c (denoted using boldface letters) is often specified by a three component
entity. The set of all colors C is referred to as the color space.
In the following subsections, we review three widely used color spaces. Namely, the
red-green-blue (RGB), the hue-saturation-value (HSV), and the hue-chroma-luminance (HCL)
derived from the CIELab color space. Furthermore, we discuss how these color spaces can be
mapped into the quaternionic unit sphere. Precisely, using the phase-angle representation of
quaternions, we provide an injective mapping from a color space C to a subset of the quaternionic
unit sphere SQ. As a consequence, we can establish a correspondence between a color image and
a quaternionic vector x P SNQ .
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Noise level Input MV-QHNN1 MV-QHNN3 CV-QHNN
15.7675 34.3143 100 46.1058
 “ 0.2
13.3300 28.8470 42.6938 41.0560
 “ 0.4
9.7394 20.0918 30.4888 30.3848
 “ 0.8
Figure 21 – Visual interpretation of the input image corrupted by impulsive noise as well as the
corresponding images recalled by quaternionic auto-AMs. The PSNR rate, obtained
considering the original “Lenna” as the reference image, is shown above each image.
3.7.1 The RGB Color Space
The tristimulus theory asserts that colors are perceived by the visual system as
combinations of the three color primaries: red (R), green (G), and blue (B). Based on the
tristimulus theory, the RGB is generally defined as the color space in which a color is obtained
by adding the amount of red, green, and blue intensities [77]. Geometrically, the RGB color
space is represented by the cube CRGB “ r0, 1s3 shown in Figure 26a).
The RGB color space is widely used in hardware devices including image scanners,
digital cameras, and liquid-crystal display systems. In fact, most capturing devices are equipped
with three sensors that are sensitive to the red, green, and blue spectrum [77]. Hence, we assume
that a natural color image is captured using the RGB color space. Moreover, let us suppose
that noise is introduced in this color space. A color image may be corrupted by Gaussian
noise due to faulty sensors. An image corrupted by Gaussian noise is obtained by adding a
normally distributed random variable with zero mean and variance σ2. Also, impulsive noise
can be introduced in a color image by environmental interference or faulty communication. An
image corrupted by impulsive noise is obtained by saturating either one or the three RGB color
components with probability p.
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Variance Input MV-QHNN1 MV-QHNN3 CV-QHNN
16.9931 32.7106 100 40.6757
σ2 “ 0.02
13.0172 30.2236 37.3116 36.1033
σ2 “ 0.05
10.0052 20.2689 23.4276 26.5967
σ2 “ 0.1
Figure 22 – Visual interpretation of the input image corrupted by Gaussian noise as well as the
corresponding images recalled by quaternionic auto-AMs. The PSNR rate, obtained
considering the original “Lenna” as the reference image, is shown above each image.
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Figure 23 – Average PSNR rates by the probability of uniform noise.
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Figure 24 – Average PSNR rates by the probability of impulsive noise.
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Figure 25 – Average PSNR rates by the variance of a zero mean Gaussian noise.
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a) RGB color space b) HSV color space
Figure 26 – Geometrical interpretation of the color spaces CRGB and CHSV .
Let us now establish a correspondence between a color element c P CRGB and an unit
quaternion q P SQ. We define the mapping FRGB : CRGB Ñ SQ, which converts a color element
c “ pr, g, bq P CRGB into an unit quaternion q “ FRGBpr, g, bq, by means of the equation
FRGBpcq “ eiµpr;pi´τqekµpg;pi{4´τqejµpb;pi{2´τq, (3.75)
where τ ą 0 is a parameter and µ is the mapping defined by
µpx; aq “ ap2x´ 1q, @x P r0, 1s, a ą 0. (3.76)
We would like to point out that the parameter τ ą 0 has been introduced to avoid the Gimbal
lock. It also reduces floating point arithmetic errors because pi cannot be represented exactly on
a machine using floating-point numbers.
Although the mapping FRGB : CRGB Ñ SQ is injective, it fails to be surjective.
Hence, FRGB does not admit an inverse. Nevertheless, we can define a mapping F
:
RGB : SQ Ñ
CRGB such that F :RGB
`
FRGBpcq
˘ “ c holds true for any c P CRGB. The mapping F :RGB : SQ Ñ
CRGB is given by
F :RGBpqq “
´
µ´1pφ; pi ´ τq, µ´1pψ; pi{4´ τq, µ´1pθ; pi{2´ τq
¯
, (3.77)
where q “ eiφekψejθ P SQ and µ´1 is the mapping given by
µ´1px; aq “ max
!
0,min
!
1, 12
´
1` x
a
¯))
, @x P R, a ą 0. (3.78)
Note that µp¨; aq maps the unit interval r0, 1s into the closed interval r´a, as and µ´1p¨; aq is its
inverse. Also, observe that the phase-angle φ is obtained from the red component. Thus, in some
sense, the red channel is mapped into a circle. In other words, the mapping FRGB applied to
colors c0 “ p0, g, bq and c1 “ p1, g, bq yield similar unit quaternions. The following example
confirms this remark.
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Example 14. Consider τ “ 10´3. The mapping FRGB associates the eight corners of the RGB
cube as well as the gray p0.5, 0.5, 0.5q to the following unit quaternions:
qblackRGB “ e´3.1406ie´0.7844ke´1.5698j,
qwhiteRGB “ e3.1406ie0.7844ke1.5698j,
qyellowRGB “ e3.1406ie0.7844ke´1.5698j,
qmagentaRGB “ e3.1406ie´0.7844ke1.5698j,
qcyanRGB “ e´3.1406ie0.7844ke1.5698j,
qblueRGB “ e´3.1406ie´0.7844ke1.5698j,
qgreenRGB “ e´3.1406ie0.7844ke´1.5698j,
qredRGB “ e3.1406ie´0.7844ke´1.5698j,
qgrayRGB “ e0ie0ke0j.
In view of the periodicity of the trigonometric functions, the exponentials e´3.1406i and e3.1406i
are very similar. As a consequence, the colors black and red, green and yellow, blue and magenta,
cyan and white, are mapped to very close unit quaternions. Quantitatively, we can measure
the distortion δRGB caused by the mapping FRGB by computing the largest ratio between the
perceptual distance ∆Eab between two colors and their corresponding quaternions. Formally, we
have
δRGB “ sup
c1‰c2
∆Eabpc1, c2q
|FRGBpc1q ´ FRGBpc2q| , (3.79)
where ∆Eabpc1, c2q is the Euclidean distance between the colors c1 and c2 on the perceptually
uniform CIELab color space (see Section 3.7.3). The distortion caused by FRGB , estimated using
the nine colors above plus 100 uniformly distributed RGB color elements, is δRGB « 393240.
3.7.2 The HSV Color Space
In contrast to the additive color spaces, in which a color is decomposed into some
primitive colors, the HSV space has a intuitive appeal to the way humans perceive colors [77].
In the HSV color space, a color is characterized by three subjective attributes. Namely, hue
(H), saturation (S), and value (V). Hue, which represents the dominant color as perceived by an
observer, is an angle from 0 to 360 degrees. Saturation is the relative purity of white light mixed
with a hue. The value, also called lightness, describes how dark the color is [77]. In our works,
the value and saturation are rescaled to range from 0 to 1. Geometrically, the HSV color space
CHSV corresponds to the cone depicted in Figure 26b). A color c P CHSV is represented by a
point with coordinates c “ ph, s, vq. The conversion from the RGB to the HSV color spaces can
be found in [1, 77].
Since hue is an angle from 0 to 360 degrees, there exists a one-to-one correspondence
between the hue and the phase-angle φ of an unit quaternion. The correspondence between
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a color element c P CHSV and an unit quaternion q P SQ is established by the mapping
FHSV : CHSV Ñ SQ defined by
FHSV pcq “ eiµph{360;piqekµps;pi{4´τqejµpv;pi{2´τq, (3.80)
where τ ą 0 and µ is the mapping given by (3.76). In analogy to FRGB, although FHSV :
CHSV Ñ SQ does not admit an inverse, we can define the mapping F :HSV : SQ Ñ CHSV as
follows for any unit quaternion q “ eiφekψejθ P SQ:
F :HSV pqq “
´
360µ´1pφ; piq, µ´1pψ; pi{4´ τq, µ´1pθ; pi{2´ τq
¯
, (3.81)
where µ´1 is given by (3.78). Thus, the identity F :HSV
`
FHSV pcq
˘ “ c holds for any c P CHSV .
Example 15. Consider τ “ 10´3. Using the mapping FHSV , the same colors considered in
Example 14 are represented by the following quaternions:
qblackHSV “ e´3.1415ie´0.7844ke´1.5698j,
qwhiteHSV “ e´3.1415ie´0.7844ke1.5698j,
qyellowHSV “ e´2.0944ie0.7844ke1.5698j,
qmagentaHSV “ e2.0944ie0.7844ke1.5698j,
qcyanHSV “ e0ie0.7844ke1.5698j,
qblueHSV “ e1.0472ie0.7844ke1.5698j,
qgreenHSV “ e´1.0472ie0.7844ke1.5698j,
qredHSV “ e´3.1415ie0.7844ke1.5698j,
qgrayHSV “ e´3.1415ie´0.7844ke0.0062j.
The minimum distance between any two quaternions above is 0.99999. Moreover, the distortion
δHSV , estimated using the same colors used to approximate δRGB, satisfies
δHSV “ sup
c1‰c2
∆Eabpc1, c2q
|FHSV pc1q ´ FHSV pc2q| « 6368.5. (3.82)
Note that the distortion δHSV is much smaller than the distortion δRGB « 393240.
3.7.3 The CIELab and CIE-HCL Color Spaces
In contrast to the RGB and HSV color spaces, the CIELab is a perceptually uni-
form color space [1, 77]. In words, the Euclidean distance between two points in the CIELab
resembles the color difference perceived by the human brain. Furthermore, the CIELab is device-
independent, that is, it does not depend on the image capture and display devices. We denote
the CIELab color space by CLAB Ă r0, 100s ˆ R ˆ R. A color c “ pL, a, bq P CLAB has the
following interpretation: The coordinate L P r0, 100s represents the lightness. The coordinates a
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and b correspond respectively to the green-red and blue-yellow positions. The conversion from
RGB to CIELab, and vice-versa, is described in [1, 77].
The CIE-HCL color space is obtained by writing the CIELab using cylindrical
coordinates. Precisely, a color is represented in the CHCL color space by the triple c “ p}, c, Lq,
where L is the lightness, c is the chroma, and } is the hue3. The chroma, which measures the
colorfulness of c with respect to white, is defined by c “ ?a2 ` b2. The hue is the angle given
by } “ tan´1 pb{aq.
The conversion from the HCL color space to the set of unit quaternions SQ is realized
by FHCL : CHCL Ñ SQ defined by
FHCLpcq “ ei}ekµpc{cmax;pi{4´τqejµpL{100;pi{2´τq, (3.83)
where τ ą 0, µ is given by (3.76), and cmax is an upper bound for the chroma. In our compu-
tational experiments, we adopted cmax “ 300. Conversely, the mapping F :HCL : SQ Ñ CHCL
defined by the following equation converts an unit quaternion q “ eiφekψejθ P SQ into a point
c “ p}, c, Lq P CHCL:
F :HCLpqq “
´
µ´1pφ; piq, cmaxµ´1pψ; pi{4´ τq, 100µ´1pθ; pi{2´ τq
¯
. (3.84)
The identity F :HCL
`
FHCLpcq
˘ “ c holds for all c P CHCL.
Example 16. Consider τ “ 10´3. Find below some unit quaternions obtained by using the
mapping FHCL:
qblackHCL “ e0ie´0.7844ke´1.5698j,
qwhiteHCL “ e0.9828ie´0.7844ke1.5698j,
qyellowHCL “ e´1.6428ie´0.2245ke1.4799j,
qmagentaHCL “ e2.2292ie´0.0659ke0.3241j,
qcyanHCL “ e0.2125ie´0.4074ke1.2908j,
qblueHCL “ e1.4988ie´0.1010ke´0.5558j,
qgreenHCL “ e´0.9124ie´0.0744ke1.1847j,
qredHCL “ e´2.9291ie0.1519ke0.1017j,
qgrayHCL “ e0.4636ie´0.7844ke0.1125j.
The minimum distance between any two quaternions above is 0.690220. By considering the
same colors used to approximate δRGB in Example 14, the distortion δHCL caused by FHCL is
δHCL “ sup
c1‰c2
∆Eabpc1, c2q
|FHCLpc1q ´ FHCLpc2q| « 4103.5. (3.85)
Note that the distortion δHCL is much smaller than the distortion δRGB « 393240 but has the
same order of magnitude as δHSV “ 6368.5.
3 Note that c, written using boldface letter, denotes a color and c its chroma.
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Figure 27 – Twelve color images with size 64ˆ 64.
3.8 Computational Experiments Relative to CV-QHNN
Let us now evaluate the noise tolerance of the CV-QHNN for the storage and recall
of color images using the three color space conversions described in the previous section.
Consider the 12 color images of size 64ˆ 64 depicted in Figure 27. For each image,
we derived the quaternion-valued vectors uξRGB P S4096Q by applying the mapping FRGB in an
entry-wise manner. Using the projection recording recipe, we synthesized the memory CV-
QHNN/RGB designed for the storage of the fundamental memory set tuξRGB : ξ “ 1, . . . , 12u.
Analogously, we synthesized the memories CV-QHNN/HSV and CV-QHNN/HCL using FHSV
and FHCL, respectively.
We first confirmed that the twelve fundamental memories are all fixed points of
the quaternionic auto-AMs CV-QHNN/RGB, CV-QHNN/HSV, and CV-QHNN/HCL. In other
words, the three memories recalled an original color image under presentation of an undistorted
input image.
Then, we probed the auto-AMs with images corrupted by either
a) Gaussian noise with zero mean and variance σ2 varying from 10´3 to 0.25.
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Figure 28 – Average errors ∆Eab according to noise intensity.
b) Impulsive noise with probability r P r10´3, 1s.
Figure 28 shows the average ∆Eab error by the noise intensity. The average ∆Eab was obtained
by corrupting each original color image 10 times. In general, the CV-QHNN/HSV exhibited the
best noise tolerance. Specifically, both CV-QHNN/HSV and CV-QHNN/HCL yielded similar
performance for Gaussian noise with low variance. The CV-QHNN/HCL, however, yielded very
poor noise tolerance for the recall of color images corrupted by a large amount of Gaussian noise.
Indeed, for Gaussian noise with large variance, the CV-QHNN/HSV and CV-QHNN/RGB are
competitive. Furthermore, the CV-QHNN/HSV outperformed the CV-QHNN/RGB for the recall
of color images corrupted by impulsive noise.
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A visual interpretation of the color images recalled by the three auto-AMs is provided
in Figure 29. Precisely, the first row of Figure 29 shows an image corrupted by Gaussian noise
with variance σ2 “ 0.01 and another image corrupted by impulsive noise with probability
p “ 0.05. The rows below depict the corresponding images recalled respectively by the CV-
QHNN/RGB, CV-QHNN/HSV, and CV-QHNN/HCL auto-AMs. The ∆Eab of the corrupted
images as well as the error produced by the recalled color images are shown below each image.
Note that the CV-QHNN/HSV outperformed the other two CV-QHNN models in the presence
of Gaussian noise with variance σ “ 0.01. In contrast, the CV-QHNN/HSV yielded the largest
∆Eab in the presence of impulsive noise. In particular, observe that many red pixels of the original
image have been replaced by yellow pixels in the color image recalled by the CV-QHNN/HSV
model.
3.9 Discussion
In this chapter, we first presented some concepts relative to quaternions. After, we
defined general QHNNs. Focusing on MV-QHNN models, we revised the MV-QHNN proposed
by Isokawa et al. [37, 40] and pointed out that the quaternionic multivalued signum function
qsgnI , introduced by them, is numerically unstable. As a consequence, the MV-QHNN of
Isokawa et al. may exhibit unexpected dynamics in computer simulations. Furthermore, we
provided a simple example in which the sequence produced by their network does not converge
to a stationary state although the matrix W satisfies the conditions wii ě 0 and wij “ w¯ji for
all indices i, j. These remarks limit the applications of the MV-QHNN of Isokawa et al., for
instance, as an auto-AM model.
Also, we investigated the modified quaternionic multivalued signum function qsgnM
proposed recently by Minemoto et al. [65]. Briefly, qsgnM is obtained from qsgnI by shifting
the phase-angles by half of the phase quanta. As a consequence, it is numerically stable. Despite
the numerical stability of qsgnM , the MV-QHNN of Minemoto et al. – in which only one of
the three phase-angles is updated at each iteration – may not always settle to a stationary state.
Precisely, we provided an example in which the usual energy function increases after an iteration
of the network.
Additionally, we proposed an improved version of the MV-QHNN of Minemoto et
al. in which the three phase-angles are updated simultaneously at each iteration, which always
settles down to a stationary state if the resolution factors are “large” . Also, we pointed out
exactly which were the wrong subtle assumptions used to show the convergence of sequence
defined by the MV-QHNN models of Isokawa et al. and Minemoto et al. [37, 40, 65]. We believe
this is an important theoretical issue because MV-QHNNs have been used as the basis for many
other quaternionic AM models [64]. Moreover, we expect to instigate further research on the
dynamics of MV-QHNN models.
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Figure 29 – Visual interpretation and ∆Eab errors of corrupted color images and the correspond-
ing images recalled by the CV-QHNN auto-AMs.
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Besides the MV-QHNN models, in this chapter we also addressed the CV-QHNN
model [46, 87]. It can be implemented and analyzed more easily than the MV-QHNN models.
Although the CV-QHNN corresponds to a limit case of a MV-QHNN, an asynchronous CV-
QHNN always settles down to a stationary state under the usual (quaternionic) conditions on
the synaptic weights. Like the traditional bipolar HNN, the parallel CV-QHNN may oscillate
indefinitely.
Apart from the theoretical results, we evaluated the performance of QHNNs as
auto-AMs designed for the storage and recall of synthetic quaternionic data as well as natural
color images. Specifically, we compared the storage capacity and noise tolerance of the MV-
QHNN introduced by Minemoto et al., a variation of this model in which all phase-angles are
updated simultaneously, and the CV-QHNN. The computational experiments confirmed that
all fundamental memories are fixed points of the auto-AMs synthesized using the quaternionic
version of the projection rule. Like the traditional HNN, however, the noise tolerance of the
QHNN models decreases as the number of fundamental memories increase. Except for color
images corrupted by uniform noise, the variation of the MV-QHNN of Minemoto et al. in which
the three phase-angles are updated simultaneously outperformed the other two quaternionic auto-
AMs. Nevertheless, the computational experiments confirmed that the CV-QHNN is similar to
the variation of the MV-QHNN of Minemoto et al. in many situations involving large resolution
factors. Since the former can be implemented more easily than the latter, the CV-QHNN is
indicated for applications where the resolution factors are large.
Finally, we focused our attention to the CV-QHNN. Specifically, we used this model
for storage and recall of color images using three different color spaces: RGB, HSV, and CIE-
HCL. Preliminary computational experiments showed that the CV-QHNN/HSV can be used
for the removal of Gaussian noise. Indeed, the CV-QHNN/HSV outperformed the other two
CV-QHNN models. The CV-QHNN/HSV seems to be competitive with the CV-QHNN/RGB for
the removal of impulsive noise.
Concluding, the color space conversion plays an important role in the noise tolerance
of a CV-QHNN designed for the storage and recall of color images and requires further investi-
gation. In the future, we intend to further investigate the performance of auto-AMs designed for
the storage and recall of color images. We also plan to investigate applications of the QHNNs for
color image processing and analysis.
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Chapter 4
HYPERCOMPLEX-VALUED HOPFIELD
NEURAL NETWORKS
As we know, although the HNN has been originally conceived for treat bipolar state
neurons [35], it has been extended to various hypercomplex domains, for instance, to complex
numbers [23, 42, 55, 56, 58, 66, 86], quaternions [37, 40, 45, 50, 65, 87], octonions [12, 54, 76],
as well as other hypercomplex number systems [44, 73, 91].
Extensions of the original HNN to hypercomplex number systems are referred to
as hypercomplex-valued Hopfield-type neural networks (HHNNs). Here, we focus only on
discrete-time HHNNs.
In this chapter, we define HHNNs assuming values on two novel hypercomplex
domains, referred to as Euclidean hypercomplex number systems and Hopfield-type hypercomplex
number systems. As we shall see, Euclidean hypercomplex number systems generalize the well-
known Cayley-Dickson algebras, which have, as particular instances, the algebras of real numbers,
complex numbers, quaternions, and octonions, among many others. In turn, the Hopfield-type
hypercomplex number systems generalize the Euclidean hypercomplex number systems as well
as some Clifford algebras.
We also present a broad family of hypercomplex-valued activation functions assum-
ing values in these two novel systems. In addition, we introduce a class of energy functions
that generalize the energy functions commonly used for stability analysis of the HNN on real,
complex, quaternionic, octonionic, and other hypercomplex domains. Finally, we establish suffi-
cient conditions which ensure that the HHNN will always come to rest at a stationary state using
asynchronous update mode. The results relative to the HHNN stability analysis obtained in this
chapter generalize numerous others introduced in the literature since the 1980s.
4.1 Background on Hypercomplex numbers
A number p is said hypercomplex when it can be represented in the form
p “ p0 ` p1i1 ` . . .` pnin, (4.1)
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a) Complex numbers b) Quaternions
ˆ i
i -1
ˆ i j k
i ´1 k ´j
j ´k ´1 i
k j ´i ´1
Table 1 – Multiplication table relative to complex numbers and quaternions.
where n is a non-negative integer, p0, p1, . . . , pn are real numbers, and the symbols i1, i2, . . . , in
(written using boldface in this thesis) are called hyper-imaginary units [80]. We denote by H the
set of all hypercomplex numbers given by (4.1). The symbol H˚ is used in this thesis to denote
the set of all non-null elements of H, i.e, H˚ “ Hzt0u. The systems of real numbers, complex
numbers, quaternions, and octonions, are denoted respectively by R, C, Q, and O.
Note that a hypercomplex number p “ p0 ` p1i1 ` . . .` pnin can be identified with
the pn`1q-tuple pp0, p1, . . . , pnq P Rn`1. Thus, we say that the real dimension ofH is n`1. For
instance, the systems R, C, Q, and O have real dimension equal to 1, 2, 4, and 8, respectively.
We say that a set of hypercomplex numbers S Ă H is bounded if, for all p “
p0 ` p1i1 ` . . . ` pnin P S, there exists a positive real number A such that |pk| ă A for all
k P t0, 1, . . . , nu. We shall use bounded sets of hypercomplex numbers for the stability analysis
of HHNNs.
Let α P R be a scalar and p “ p0 ` p1i1 ` . . .` pnin and q “ q0 ` q1i1 ` . . .` qnin
be hypercomplex numbers. The scalar multiplication is defined by
αp “ αpp0 ` p1i1 ` . . .` pninq “ αp0 ` pαp1qi1 ` pαp2qi2 ` . . .` pαpnqin. (4.2)
In turn, the addition of p “ p0 ` p1i1 ` . . .` pnin and q “ q0 ` q1i1 ` . . .` qnin is defined in a
component-wise manner according to the expression
p` q “ pp0 ` q0q ` pp1 ` q1qi1 ` . . .` ppn ` qnqin. (4.3)
The multiplication between p and q, denoted here by the juxtaposition of p and q, is
defined as follows: First, we assign to each product of two hyper-imaginary units iµ and iν , a
new hypercomplex number. Mathematically, we define
iµiν “ aµν,0 ` aµν,1i1 ` . . .` aµν,nin, @µ, ν P t1, . . . , nu. (4.4)
We would like to point out that (4.4) determines a multiplication table. Precisely, the product
between iµ and iν is the hypercomplex number situated in the intersection of the µ-th row and the
ν-th column of this table. Table 1 shows the multiplication rules relative to complex numbers and
quaternions, respectively. For simplicity, we write i1 “ i, i2 “ j, and i3 “ k. The multiplication
table relative to octonions is presented in Table 2.
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ˆ i1 i2 i3 i4 i5 i6 i7
i1 ´1 i4 i7 ´i2 i6 ´i5 ´i3
i2 ´i4 ´1 i5 i1 ´i3 i7 ´i6
i3 ´i7 ´i5 ´1 i6 i2 ´i4 i1
i4 i2 ´i1 ´i6 ´1 i7 i3 ´i5
i5 ´i6 i3 ´i2 ´i7 ´1 i1 i4
i6 i5 ´i7 i4 ´i3 ´i1 ´1 i2
i7 i3 i6 ´i1 i5 ´i4 ´i2 ´1
Table 2 – Multiplication table relative to octonions.
Given a multiplication table, the product pq is determined using the distributive law
and the multiplication table. Specifically, for all µ, ν P t1, . . . , nu, each term ppµiµqpqνiνq is
rewritten as pµqνpiµiνq and the product iµiν is replaced in accordance with (4.4). Formally, the
product between two hypercomplex numbers is given by
pq “
˜
p0q0 `
nÿ
µ,ν“1
pµqνaµν,0
¸
`
˜
p0q1 ` p1q0 (4.5)
`
nÿ
µ,ν“1
pµqνaµν,1
¸
i1 ` . . .`
˜
p0qn ` pnq0
`
nÿ
µ,ν“1
pµqνaµν,n
¸
in.
Note that we can identify a real number α P R with the hypercomplex number α ` 0i1 ` . . .`
0in P H. As a consequence, the scalar multiplication corresponds to a particular case of the
hypercomplex multiplication given by (4.5).
A hypercomplex number system is a set of hypercomplex numbers equipped with an
addition and a multiplication.
The addition and the multiplication, given respectively by (4.3) and (4.5), satisfy the
following properties for all α, β P R and p, q, r P H:
1. αp “ αp0 ` pαp1qi1 ` . . .` pαpnqin “ pα.
2. pαpqpβqq “ pαβqppqq.
3. ppq ` rq “ pq ` pr and pp` qqr “ pr ` qr.
Many other properties of multiplication, such as commutativity or associativity, do not necessarily
hold true. Indeed, the multiplication between quaternions is associative but it is not commutative;
the multiplication between octonions is neither commutative nor associative.
We recall that the addition and the multiplication by a scalar make a hypercomplex
number system isomorphic to a pn ` 1q real vector space. Moreover, a set of hypercomplex
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numbers with the multiplication defined by (4.5) is a magma, also referred to as a grupoid in
abstract algebra, with one identity 1 ” 1` 0i1 ` . . .` 0in P H.
A hypercomplex number p can also be written as
p “ p0 ` ~p, (4.6)
where p0 and ~p “ p1i1 ` . . . ` pnin are called, respectively, the real and the vector parts of p.
We denote the real part of p by Re tpu :“ p0 and the vector part by Ve tpu :“ ~p.
Borrowing the terminology of linear algebra, we speak of a linear operator T : HÑ
H if T pαp ` qq “ αT ppq ` T pqq, for all p, q P H and α P R. A linear involution that is also
an antihomomorphism1 is called a reverse-involution2. In mathematical terms, τ : HÑ H is a
reverse-involution if
τ
`
τppq˘ “ p, (4.7)
τpαp` qq “ ατppq ` τpqq, (4.8)
τppqq “ τpqqτppq, (4.9)
for all p, q P H and α P R. From (4.9), we conclude that 1 is a fixed point of a reverse-involution
τ , that is, τp1q “ 1. Furthermore, by writing p “ p0 ` ~p and using the linearity property (4.8),
we conclude that
τppq “ τ`p0 ` ~p˘ “ τ`p0 ¨ 1` ~p˘ “ p0τp1q ` τp~pq “ p0 ` τp~pq.
Therefore, we derive the following identity which we shall use in the stability analysis of HHNNs:
Re tτppqu “ Re tpu , @p P H. (4.10)
In some hypercomplex number systems, the natural conjugate of a hypercomplex
number p, denoted by p¯ and defined by
p¯ “ p0 ´ ~p, (4.11)
is an example of reverse-involution. For instance, the natural conjugations defined on R,C,Q,
and O are reverse-involutions. In turn, the natural conjugation defined in the set of tessarine
numbers is not a reverse-involution, because (4.9) fails. Other examples of reverse-involutions
are the quaternion involutions in the quaternionic algebra, and the Clifford conjugation and the
Clifford reversion, in Clifford Algebras [14, 18, 92].
1 An antihomomorphism τ on a magma is a mapping that reverses the order of the multiplication, i.e., it satisfies
(4.9).
2 Some researchers adopt the terms involution or anti-involution to speak of a reverse-involution [9, 14, 18, 92].
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4.1.1 Hopfield-Type Hypercomplex Number Systems
The mathematical properties presented in the previous section hold true for arbitrary
hypercomplex number systems. Let us now introduce a broad class of hypercomplex number
systems equipped with a reverse-involution which has an additional property.
Definition 6. A hypercomplex number systemH equipped with a reverse-involution τ is called a
Hopfield-type hypercomplex number system if the following identity holds true for all p, q, r P H:
Re tppqqru “ Re tppqrqu . (4.12)
We would like to point out that this identity, with the natural conjugation, has been
used implicitly for the stability analysis of many HHNN models [42, 50, 54, 87]. Furthermore, it
has been used explicitly when the product is not associative. For example, in the stability analysis
of octonion-valued Hopfield-type neural networks [12, 54, 76].
We can prove by direct computation that the systems of real numbers, complex num-
bers, quaternions, octonions and hyperbolic numbers, are Hopfield-type hypercomplex number
systems with the natural conjugation. More generally, the class of Hopfield-type hypercomplex
number systems include the Cayley-Dickson algebras and some Clifford algebras.
4.1.1.1 Cayley-Dickson Algebras and Hopfield-Type Hypercomplex Number Systems
The Cayley-Dickson algebras are finite-dimensional algebras over R defined recur-
sively as follows [9]. The first Cayley-Dickson algebra, denoted by A0, is the real number system.
Given a Cayley-Dickson algebra Ak, the next algebra Ak`1 comprises all pairs px, yq P Ak ˆAk
with the component-wise addition and the conjugation and product defined as follows for any
px1, y1q, px2, y2q P Ak`1:
px1, y1q “ px¯1,´y1q, (4.13)
and
px1, y1qpx2, y2q “ px1x2 ´ y2y¯1, x¯1y2 ` x2y1q. (4.14)
It is not hard to verify that A1, A2, and A3 correspond respectively to the algebras of complex
numbers, quaternions, and octonions. Furthermore, we can identify a Cayley-Dickson algebra
An with a Hopfield-type hypercomplex number system with dimension 2n. In fact, identity (4.12)
is a consequence of Lemma 2.8 in [9]. Furthermore, it is easy to show by induction that the
conjugation defined in (4.13), which corresponds to the natural conjugation given by (4.11), is a
reverse-involution.
4.1.1.2 Real Clifford Algebras and Hopfield-Type Hypercomplex Number Systems
In this subsection a brief review to real Clifford algebras is given. Here, our approach
has been much inspired by the one given in [14]. By the end of this subsection we will conclude
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that some Clifford algebras equipped with a Clifford reversion or with a Clifford conjugation
can be identified with Hopfield-type hypercomplex number systems of dimension 2n, for n a
non-negative integer.
Consider V a finite dimensional real vector space with dimension equal to a non-
negative integer n. Also, let B be a non-degenerate symmetric bilinear form on V , that is,
B : V ˆ V Ñ R is a function that satisfies [14, 30, 92]:
(B.1) (Bilinearity condition) For all α P R and u, u1, v, v1 P V
Bpαu` u1, vq “ αBpu, vq `Bpu1, vq and Bpu, αv ` v1q “ αBpu, vq `Bpu, v1q.
(B.2) (Symmetry condition) For all u, v P V , Bpu, vq “ Bpv, uq.
(B.3) (Non-degeneracy condition) For each non-zero u P V , there existis a v P V such that
Bpu, vq ‰ 0.
The pair pV,Bq is said to be a non-degenerate n-dimensional real orthogonal space [14, 30, 92].
Now, let e “ te1, . . . , enu be some ordered basis for the vectorial space V . For each
pair pi, jq P t1, . . . , nuˆt1, . . . , nu, consider the matrix A “ paijqnˆn, in which aij “ Bpei, ejq.
We know from linear algebra that A is the matrix of B relative to basis e. Also, given u, v P V ,
if x “ ruse and y “ rvse are, respectively, their coordinate vectors with respect to e, then
Bpu, vq “ xTAy, where xT denotes the transpose vector of vector x. Furthermore, the conditions
(B.2) and (B.3) of B guarantee A symmetric and non-singular. Consequently, there exists an
ordered basis e1 “ te11, . . . , e1nu for V , and p, q positive integers with p` q “ n, such that
(1) Bpe1µ, e1µq “ 1, µ “ 1, . . . , p.
(2) Bpe1ν , e1νq “ ´1, ν “ p` 1, . . . , n.
(3) Bpe1µ, e1νq “ 0, µ ‰ ν.
We recall that a basis e1 satisfyng (1), (2) and (3) is called an orthonormal basis for V [14].
Moreover, there exists an isomorphism from the orthogonal space pV,Bq into the
orthogonal space Rn ” Rp`q equipped with the non-degenerate symmetric bilinear form B1 :
Rp`q Ñ R given by
B1px, yq “
pÿ
k“1
xkyk ´
p`qÿ
k“p`1
xkyk. (4.15)
For simplicity, we denote the space
`
Rp`q, B1
˘
by Rp,q and, in this case, we say that the original
space pV,Bq is of type pp, qq [14].
In this thesis, we will present a Clifford algebra in the context of hypercomplex
number systems of dimension equal to 2n. For more details on Clifford algebras we invite the
reader to consult [14, 15, 19, 30, 92].
Chapter 4. Hypercomplex-Valued Hopfield Neural Networks 91
Definition 7 (Clifford Algebra). Let pV,Bq be a non-degenerate n-dimensional real orthogonal
space and let A be a real associative algebra with identity 1 such that
(C.1) A contains copies of R and V as linear subspaces.
(C.2) For all u P V , u2 “ Bpu, uq.
(C.3) A is a real algebra generated by t1u and V.
A is said to be a real Clifford algebra for pV,Bq [14, 30, 92].
If te11, . . . , e1nu is an orthonormal basis for pV,Bq, the latter being of type pp, qq, we
have
(O.1) e12µ “ Bpe1µ, e1µq “
$&%1, µ “ 1, . . . , p´1, µ “ p` 1, . . . , p` q “ n .
(O.2) e1µe1ν ` e1νe1µ “ 0, µ ‰ ν.
In fact, (O.1) follows directly from (C.2), while (O.2) is obtained as follows for all µ ‰ ν. On
the one hand
pe1µ ` e1νq2 “ Bpe1µ ` e1ν , e1µ ` e1νq
“ Bpe1µ, e1νq `Bpe1ν , e1µq `Bpe1µ, e1µq `Bpe1ν , e1νq
“ e12µ ` e12ν .
On the other hand,
pe1µ ` e1νq2 “ e12µ ` e12ν ` e1µe1ν ` e1νe1µ.
In order to define an associative product on a Clifford algebra in the context of the
product defined in (4.5), we need 2n ´ 1 hyperimaginary units to establish a multiplication table.
In this sense, we proceed as follows.
First, we define the first
ˆ
n
1
˙
“ n hyperimaginary units as being the n elements of
the orthonormal basis of V , that is,
ik “ e1k, for all k P t1, 2, . . . , nu. (4.16)
Note that these hyperimaginary units satisfy the properties (O.1) and (O.2), by definition. These
hyperimaginary units are called vectors or 1-blades. The set of all 1-blades defined by (4.16) is
denoted by Bx1y.
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Now, we define the next
ˆ
n
2
˙
“ npn´ 1q2 hyperimaginary units. For this, we use
the wedge product3, denoted by the symbol ^, which is a mapping that satisfies, for all u, v, w
elements of the basis V and α P R, the conditions [15, 19, 92]:
i) u^ v “ ´v ^ u,
ii) u^ pv ` wq “ u^ v ` u^ w,
iii) u^ pv ^ wq “ pu^ vq ^ w, and
iv) u^ pαvq “ αpu^ vq.
Precisely, we define iµ, for µ “
"
n` 1, n` 2, . . . ,
ˆ
n
2
˙
` n´ 1
*
by means of
iµ “ e1i ^ e1j, for all i, j P t1, ..., nu such that i ă j. (4.17)
The hyperimaginary units given by (4.17) are called bivectors or 2-blades. The set of all 2-blades
defined by (4.17) is denoted by Bx2y.
Proceeding this way, we define the
ˆ
n
k
˙
hyperimaginary units iµ, for
µ “
#
k´1ÿ
r“1
ˆ
n
r
˙
` 1, . . . ,
kÿ
r“1
ˆ
n
r
˙+
, as all possible wedge products of k elements of the or-
dered basis V (with increasing indices) chosen from among n possible elements of basis V .
Mathematically, we define
iµ “ e1n1 ^ . . .^ e1nk , with tn1, . . . , nku Ă t1, . . . , nu and n1 ă . . . ă nk. (4.18)
The hyperimaginary units given by (4.18) are called k-vectors or k-blades. The set of all k-blades
defined by (4.18) is denoted by Bxky.
At the end of our constructive procedure we will have
nÿ
k“1
ˆ
n
k
˙
“ 2n ´ 1 hyper-
imaginary units. From the wedge product properties, and from (O.1) and (O.2) we construct a
multiplication table. Specifically, the product construted here is associative as consequence of
property iii) relative to the wedge product.
By definition, Bx0y denotes the set composed by the unit 1 ” 1` 0i1 ` 0i2 ` . . .`
0i2n´1.
We draw the reader’s attention to the fact that every non-degenerate finite n-dimensional
real orthogonal space pV,Bq has a Clifford algebra of dimension equal to 2n, which is called
universal Clifford algebra [14, 30, 92]. If pV,Bq has an orthonormal basis of type pp, qq, we write
3 For more details on the wedge product, such as its geometric interpretation, we invite the reader to consult [19].
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pV,Bq “ Rp,q and denote its universal Clifford algebra by Clp,qpRq. A basis for the Clifford
algebra Clp,qpRq is the set
nď
k“0
Bxky [30, 92].
The symbolBxky denotes the set of all linear combinations of the elements of the
Bxky, for k “ 0, 1, . . . , n.4 Then, denoting by rzsk the projection of z P Clp,qpRq intoBxky, we
can write a general element z of Clp,qpRq as
z “
nÿ
k“0
rzsk. (4.19)
Commonly, rzsk is called the k-vector part of z [14]. In this thesis, we call rzs0 the real part of z.
Let us now recall three important operators from Clp,qpRq into Clp,qpRq: the Clifford
inversion, the Clifford reversion and the Clifford conjugation. The Clifford inversion is not a
reverse-involution because it does not satisfy the condition (4.9). In turn, the Clifford reversion
and the Clifford conjugation are examples of reverse-involutions, as we shall see. Let k P
t0, 1, . . . , nu be fixed and define, initially, the operator Ik : Bxky Ñ Bxky by Ikpuq “ p´1qku,
that is,
Ikpuq “
$&%u, if modpk, 2q “ 0´u, if modpk, 2q “ 1 . (4.20)
Then, we define the Clifford inversion I : Clp,qpRq Ñ Clp,qpRq in terms of the operator Ik as
follows:
Ipzq “
nÿ
k“0
Ikprzskq for all z P Clp,qpRq. (4.21)
We recall that I is an isomorphism in Clp,qpRq and satisfies the follow identities, for all z, w P
Clp,qpRq and α P R [14, 30, 92]:
(I.1) Ipαz ` wq “ αIpzq ` Ipwq.
(I.2) Ipzwq “ IpzqIpwq.
(I.3) IpIpzqq “ z.
The Clifford reversion is defined as follows. Let k P t0, 1, . . . , nu be fixed and define
the auxiliary operator Rk : Bxky Ñ Bxky by
Rkpuq “
$&%u, if modpk, 4q “ 0 or 1´u, if modpk, 4q “ 2 or 3 . (4.22)
4 It is important to note that the symbols Bxky andBxky have different meanings. The first one contains the
ˆ
n
k
˙
k-blades obtained by (4.18). The second one is composed by all linear combinations of the elements of the Bxky.
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Then, the Clifford reversion R : Clp,qpRq Ñ Clp,qpRq is defined as follows in terms of the
auxiliary operator Rk as
Rpzq “
nÿ
k“0
Rkprzskq, for all z P Clp,qpRq. (4.23)
It is not hard to verify that this operator is a reverse-involution in Clp,qpRq, that is, for all
z, w P Clp,qpRq and α P R we have [14, 30, 92]:
(R.1) Rpαz ` wq “ αRpzq `Rpwq.
(R.2) Rpzwq “ RpwqRpzq.
(R.3) RpRpzqq “ z.
Finally, the Clifford conjugation is defined as follows. First, we recall that for all
z P Clp,qpRq, we have RpIpzqq “ IpRpzqq [14, 92]. Inspired by this equality, the Clifford
conjugation is defined by the composition between the Clifford inversion and the Clifford
reversion. That is, the Clifford conjugate Fpzq of z P Clp,qpRq, is obtained by
Fpzq “ RpIpzqq “ IpRpzqq.
It is not hard to verify that this operator is also a reverse-involution in Clp,qpRq, that is, the
following identities hold true for all z, w P Clp,qpRq and α P R:
(C.1) Fpαz ` wq “ αFpzq ` Fpwq.
(C.2) Fpzwq “ FpwqFpzq.
(C.3) FpFpzqq “ z.
As we saw in this subsection, Clifford conjugation and Clifford reversion are reverse-involutions.
Furthermore, since the identity (4.12) holds true in any associative algebra [14, 30, 92], we
conclude that some universal Clifford algebras equipped with the Clifford conjugation or with
the Clifford reversion are examples of Hopfield-type hypercomplex number systems with real
dimension equals to a power of two.
4.1.1.3 Other Considerations on Hopfield-Type Hypercomplex Number Systems
Obviously, not all hypercomplex number systems are of Hopfield-type. Example 17
illustrates that this assertion is true.
Example 17. Consider the system of tessarines5 equipped with some reverse-involution. These
numbers have the form p0` p1i` p2j` p3k and their multiplication is given by Table 3. For this
5 The tessarines – also called bicomplex numbers – form a hypercomplex number system with real dimension
equal to 4 and it can be written as the direct sum C‘ C. Furthermore, this system of hypercomplex numbers is
not a Clifford algebra.
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ˆ i j k
i ´1 k ´j
j k 1 i
k ´j i ´1
Table 3 – Multiplication table relative to tessarines.
ˆ i1 i2
i1 ´1 0
i2 0 ´1
Table 4 – An example of Hopfield-type hypercomplex number system with real dimension equal
to 3.
hypercomplex number system, the identity (4.12) is not satisfied. In fact, consider the tessarines
p “ p0`p1i`p2j`p3k, q “ q0`q1i`q2j`q3k, and r “ r0`r1i`r2j`r3k. By straightforward
calculation we obtain Re tppqqru ´ Re tppqrqu “ p1q1r3 ` p1q3r2 ` p2q2r1 ‰ 0.
The Cayley-Dickson and Clifford algebras are hypercomplex number systems with
real dimension equals to a power of two. Example 18 shows a Hopfield-type hypercomplex
number system equipped with the natural conjugation with real dimension equal to 3.
Example 18. Consider the hypercomplex number systemH “ tp “ p0`p1i1`p2i2 : p0, p1, p2 P
Ru with the multiplication table given in Table 4. It is not hard to verify that the identities
Re tppqqru “ p0q0r0 ´ p0q1r1 ´ p0q2r2 ´ p1q0r1
´ p1q1r0 ´ p2q0r2 ´ p2q2r0 “ Re tppqrqu ,
hold true. Furthermore, the natural conjugation is a reverse-involution for this system. Thus, H
equipped with the natural conjugation is a Hopfield-type hypercomplex number system and its
real dimension 3.
4.1.2 Euclidean Hypercomplex Number Systems
In this subsection, we introduce a more restrict hypercomplex number systems (in
terms of multiplication), which we refer to as Euclidean hypercomplex number systems.
Definition 8. A hypercomplex number system equipped with the natural conjugation is called
an Euclidean hypercomplex number system (EHS), and is denoted by E, if its multiplication table
satisfies the rules
1. i2µ “ ´1 for all µ P t1, 2, . . . , nu.
2. For all µ, ν P t1, 2, . . . , nu, with µ ‰ ν, there exists η P t1, 2, . . . , nu such that iµiν “ iη
and iνiµ “ ´iη,
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In other words, the multiplication rules of an EHS impose the square of each hyper-
imaginary unit be equal to ´1. Besides the rule i2µ “ ´1, the multiplication between two distinct
hyperimaginary units is anti-commutative. The systems of real numbers, complex numbers,
quaternions, octonions, and, in general, the Cayley-Dickson algebras are examples of EHS [9].
However, unlike Cayley-Dickson algebras, an EHS can have dimension equal to any non-negative
integer.
Theorem 3 establishes a relationship between EHS and the Hopfield-type hypercom-
plex number systems. Furthermore, the diagram shown in Figure 30 illustrates the relationship
between some hypercomplex number systems.
Theorem 3. All Euclidean hypercomplex number system is a Hopfield-type hypercomplex
number system.
Proof. Let E be an EHS. Consider p “ p0 ` p1i1 ` . . .` pnin, q “ q0 ` q1i1 ` . . .` qnin, and
r “ r0 ` r1i1 ` . . .` rnin in E.
First, it is not hard to verify that the natural conjugation is a reverse-involution for
any Euclidean hypercomplex number system. Indeed, (4.7) and (4.8) are obviously true. Let
us show that (4.9) is also true. To verify (4.9), it is sufficient to show that iµiν “ i¯ν i¯µ for all
µ, ν P t1, . . . , nu. If µ “ ν, the result is obvious. Now, suppose µ ‰ ν. In this case, we have
iµiν “ i¯η “ ´iη, for some η P t1, 2, . . . , nu, and i¯ν i¯µ “ p´iνqp´iµq “ iνiµ “ ´iη for the same
η P t1, 2, . . . , nu.
Secondly, let us show that Re tppqqru “ Re tppqrqu. On the one hand,
Retppqqru “ Re
#«˜
p0 `
nÿ
k“1
pkik
¸˜
q0 `
nÿ
l“1
qlil
¸ff˜
r0 `
nÿ
m“1
rmim
¸+
“ Re
#«
p0q0 ` p0
nÿ
l“1
qlil ` q0
nÿ
k“1
pkik `
˜
nÿ
k“1
pkik
¸˜
nÿ
l“1
qlil
¸ff˜
r0 `
nÿ
m“1
rmim
¸+
“ Re
$’’’&’’’%p0q0r0 ` p0q0
nÿ
m“1
rmimlooooooomooooooon
˚
` p0r0
nÿ
l“1
qlilloooomoooon
˚
`p0
˜
nÿ
l“1
qlil
¸˜
nÿ
m“1
rmim
¸
` q0r0
nÿ
k“1
pkiklooooomooooon
˚
,///.///-
` Re
#
q0
˜
nÿ
k“1
pkik
¸˜
nÿ
m“1
rmim
¸
` r0
˜
nÿ
k“1
pkik
¸˜
nÿ
l“1
qlil
¸+
` Re
$’’’&’’’%
˜
nÿ
k“1
pkik
¸˜
nÿ
l“1
qlil
¸˜
nÿ
m“1
rmim
¸
looooooooooooooooooooomooooooooooooooooooooon
˚
,///.///-
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“ Re
#
p0q0r0 ` p0
˜
nÿ
l“1
qlil
¸˜
nÿ
m“1
rmim
¸
` q0
˜
nÿ
k“1
pkik
¸˜
nÿ
m“1
rmim
¸+
` Re
#
r0
˜
nÿ
k“1
pkik
¸˜
nÿ
l“1
qlil
¸+
“ p0q0r0 ` p0
nÿ
k“1
qkrki2k ` q0
nÿ
l“1
plrli2l ` r0
nÿ
m“1
pmqmi2m
“ p0q0r0 ´ p0
nÿ
k“1
qkrk ´ q0
nÿ
k“1
pkrk ´ r0
nÿ
k“1
pkqk.
On the other hand,
Retppqrqu “ Re
#˜
p0 `
nÿ
k“1
pkik
¸«˜
q0 `
nÿ
l“1
qlil
¸˜
r0 `
nÿ
m“1
rmim
¸ff+
“ Re
#˜
p0 `
nÿ
k“1
pkik
¸«
q0r0 ` q0
nÿ
m“1
rmim ` r0
nÿ
l“1
qlil `
˜
nÿ
l“1
qlil
¸˜
nÿ
m“1
rmim
¸ff+
“ Re
$’’’&’’’%p0q0r0 ` p0q0
nÿ
m“1
rmimlooooooomooooooon
˚
` p0r0
nÿ
l“1
qlilloooomoooon
˚
`p0
˜
nÿ
l“1
qlil
¸˜
nÿ
m“1
rmim
¸
` q0r0
nÿ
k“1
pkiklooooomooooon
˚
,///.///-
` Re
#
q0
˜
nÿ
k“1
pkik
¸˜
nÿ
m“1
rmim
¸
` r0
˜
nÿ
k“1
pkik
¸˜
nÿ
l“1
qlil
¸+
` Re
$’’’&’’’%
˜
nÿ
k“1
pkik
¸˜
nÿ
l“1
qlil
¸˜
nÿ
m“1
rmim
¸
looooooooooooooooooooomooooooooooooooooooooon
˚
,///.///-
“ p0q0r0 ´ p0
nÿ
k“1
qkrk ´ q0
nÿ
k“1
pkrk ´ r0
nÿ
k“1
pkqk “ Re tppqqru .
The expressions marked with the symbol ˚ do not contain squares of hyperimaginary units.
These expressions are composed only by sums of hyperimaginary units isolated multiplying
scalars, or sums of triple products of hyperimaginary units multiplying scalars. Thus, as a
consequence of the multiplication rules between the hyperimaginary units of E, the real part of
all of them is equal to zero.
Concluding, since the natural conjugation is a reverse-involution in E, and the
equality Re tppqqru “ Re tppqrqu is true for all p, q, r P E, we conclude that E is a Hopfield-
type hypercomplex number system. 
We would like to point out that an EHS enjoys many properties from ordinary
geometry. In fact, let p “ p0 ` p1i1 ` . . . ` pnin and q “ q0 ` q1i1 ` . . . ` qnin be two
hypercomplex numbers belonging to an EHS E. First, the usual inner product of the pn ` 1q-
dimensional real-valued vectors p “ pp0, p1, . . . , pnq and q “ pq0, q1, . . . , qnq, denoted by xp, qyR,
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Figure 30 – A visual interpretation of the relationship between Hopfield-type hypercomplex
systems (H), Euclidean hypercomplex systems (E), Cayley-Dickson algebras (An),
and real Clifford algebras (Cl).
can be expressed as the real part of the product between p¯ and q. Specifically, we have
xp, qyR :“ Re tp¯qu “ p0q0 ` p1q1 ` . . .` pnqn.
Furthermore, the absolute value |p| is defined as follows:
|p| :“aRe tp¯pu “ap20 ` p21 ` . . .` p2n.
From the well-known Cauchy-Schwarz inequality, the following holds true for any p, q belonging
to an EHS E:
|Re tp¯qu | ď |p||q|. (4.24)
Finally, we say that p P E is an unit hypercomplex number if |p| “ 1. The set of all
unit hypercomplex numbers of an EHS E, denoted by SE, is given by
SE “ tp P E : |p| “ 1u. (4.25)
Geometrically, SE can be regarded as an unit hypersphere of dimension n, whereas the dimension
of E is n` 1.
4.2 Hypercomplex Hopfield Neural Networks
Consider a Hopfield-type hypercomplex number system H and let S Ă H be the
set of all possible states of a hypercomplex-valued neuron. Consider a HHNN composed by
N hypercomplex-valued neurons whose dynamics are given as follows. Starting from an input
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xp0q P SN , a HHNN recursively defines a sequence txptqutě0 using asynchronous update mode.
First, we calculate the activation potential of the ith neuron at iteration t using the relation
viptq “
Nÿ
j“1
wijxjptq, (4.26)
where wij P H denotes the jth synaptic weight of the ith neuron. Then, we obtain the vector
xpt`∆tq using
xipt`∆tq “
$&%f
`
viptq
˘
, viptq P D,
xiptq, otherwise,
(4.27)
where f is some hypercomplex-valued activation function with domain D Ă H and co-domain
S Ă H.
Remark 5. We are assuming that all the neurons of the HHNNs are updated asynchronously in
one time unit. Thus, we have ∆t “ 1{N.
As we know, in many applications of HHNNs we are interested in the convergence
of the sequence txptqutě0. If txptqutě0 is convergent to some vector x˚, we write lim
tÑ8xptq “ x˚.
In this section we will study the dynamic of a HHNN by means of the energy function
E defined by
Epxptqq “ ´12
Nÿ
i“1
Nÿ
j“1
Re tpτpxiptqqwijqxjptqu , (4.28)
where N is the number of neurons of the network, wij denotes the jth synaptic weight of the ith
neuron, and the τ is a reverse-involution in H.
The convergence of the sequence txptqutě0 defined by (4.27) can be ensured by
proving that E satisfies the conditions (1.3)-(1.5).
Let us introduce a broad family of hypercomplex-valued activation functions that
ensure the convergence of the sequences txptqutě0 produced by (4.27).
Definition 9. Consider a Hopfield-type hypercomplex number systemH equipped with a reverse-
involution τ , sets D Ă H and S Ă H. Let C be the class of hypercomplex-valued functions
f : D ÝÑ S that satisfy, for any q P D˚, the inequality
Re tτpfpqqqqu ą Re tτpsqqu , @s P Sz tfpqqu . (4.29)
4.2.1 Convergence of HHNNs on Hopfield-Type Number Systems
Theorem 4 shows that the sequences produced by (4.27), with f P C , are convergent
for any given xp0q P SN , where S is a bounded subset of a Hopfield-type hypercomplex number
system H.
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Theorem 4. Let f P C and xp0q P SN , where S is a bounded subset of a Hopfield-type
hypercomplex number system H. The sequence produced by (4.27), in an asynchronous update
mode, is convergent if the synaptic weights satisfy wij “ τpwjiq and wii “ 0 for any i, j P
t1, . . . , Nu.
Proof. Note that the energy function E given by (4.28) is real-valued, by definition. Furthermore,
since S is bounded, the Cartesian product SN – domain of E – is also bounded. In addition,
since E is continuous, then E is also bounded, according to Weierstrass’ Theorem.
Let us now show that E satisfies (1.5). Aiming to simplify notation, let x ” xptq
and x1 ” xpt`∆tq for some t ě 0. Since we are considering asynchronous update mode, we
may suppose that only the µth neuron changed its state at iteration t. In other words, we assume
that x1j “ xj for all j ‰ µ and x1µ ‰ xµ.
The energy function E evaluated at x and x1 can be rewritten as follows.
Epxq “ ´12
˜ÿ
i‰µ
ÿ
j‰µ
Re tpτpxiqwijqxju `
ÿ
j‰µ
Re tpτpxµqwµjqxju `
ÿ
i‰µ
Re tpτpxiqwiµqxµu
¸
,
and
Epx1q “ ´12
˜ÿ
i‰µ
ÿ
j‰µ
Re tpτpxiqwijqxju `
ÿ
j‰µ
Re
 pτpx1µqwµjqxj(`ÿ
i‰µ
Re
 pτpxiqwiµqx1µ(
¸
.
Note that the HHNN does not allows self-connections, i.e, we have wµµ “ 0, @µ P t1, . . . , Nu.
The variation of the energy at time t is
∆E “ Epx1q ´ Epxq
“ ´12
«˜ÿ
j‰µ
Re
 pτpx1µqwµjqxj(`ÿ
i‰µ
Re
 pτpxiqwiµqx1µ(
¸
´
˜ÿ
j‰µ
Re tpτpxµqwµjqxju `
ÿ
i‰µ
Re tpτpxiqwiµqxµu
¸ff
.
Since H is a Hopfield-type hypercomplex number system, we can use the identity Re tppqqru “
Re tppqrqu and rewrite ∆E as
∆E “ ´12
«˜ÿ
j‰µ
Re
 
τpx1µqpwµjxjq
(`ÿ
i‰µ
Re
 pτpxiqwiµqx1µ(
¸
´
˜ÿ
j‰µ
Re tτpxµqpwµjxjqu `
ÿ
i‰µ
Re tpτpxiqwiµqxµu
¸ff
. (4.30)
Furthermore, we know that the τppqq “ τpqqτppq and τpτppqq “ p holds true for all p, q P H.
Then,
τpτpx1µqpwµjxjqq “ pτpwµjxjqqx1µ “ pτpxjqτpwµjqqx1µ “ pτpxjqwjµqx1µ. (4.31)
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Analogously,
τpτpxµqpwµjxjqq “ pτpxjqwjµqxµ. (4.32)
Using (4.31) and (4.32) and noting that Re tpu “ Re tτppqu, we obtainÿ
j‰µ
Re
 
τpx1µqpwµjxjq
( “ ÿ
i‰µ
Re
 pτpxiqwiµqx1µ( ,
and ÿ
j‰µ
Re tτpxµqpwµjxjuq “
ÿ
i‰µ
Re tpτpxiqwiµqxµu .
Consequently, we can rewrite (4.30) as
∆E “ ´
˜ÿ
j‰µ
Re
 
τpx1µqpwµjxjq
(´ÿ
j‰µ
Re tτpxµqpwµjxjqu
¸
“ ´
˜
Re
#ÿ
j‰µ
τpx1µqpwµjxjq
+
´ Re
#ÿ
j‰µ
τpxµqpwµjxjq
+¸
“ ´
˜
Re
#ÿ
j‰µ
pτpx1µq ´ τpxµqqpwµjxjq
+¸
“ ´
˜
Re
#
pτpx1µq ´ τpxµqq
ÿ
j‰µ
pwµjxjq
+¸
“ ´pRe tpτpfpvµqq ´ τpxµqq vµuq
“ ´ pRe tpτpfpvµqqvµu ´ Re tτpxµqvµuq ,
where vµ is the activation potential of the µth neuron at iteration t (note that wµµ “ 0, by
assumption).
Since we are assuming fpvµq “ x1µ ‰ xµ, we must have vµ P D. Moreover, since
f P C , we conclude that ∆E ă 0 because Re tτpfpvµqqvµu ą Re tτpxµqvµu. 
As an example, let us consider a HHNN based on the hypercomplex split signum
activation function. In this HHNN, the output of a neuron is obtained by means of the application
of the real-valued signum activation function (sgn) on each component of its hypercomplex-
valued activation potential. Briefly, let H be a Hopfield-type hypercomplex number system. The
hypercomplex split signum activation function (sgn) is defined as
sgnppq “ sgnpp0q ` sgnpp1qi1 ` . . .` sgnppnqin (4.33)
for all p “ p0 ` p1i1 ` . . . ` pnin P H, where H is the domain of sgn and S “ tq “
˘1 ˘ i1 ˘ . . . ˘ inu is its co-domain. Note that in this case we have 2n`1 possible states for a
neuron.
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Theorem 5. Let H be a Hopfield-type hypercomplex number system equipped with the natural
conjugation, whose multiplication table satisfies Re
 
i2α
( ă 0 and Re tiαiβu “ 0, for all α, β P
t1, 2, . . . , nu, α ‰ β. Then, the hypercomplex split signum activation function given by (4.33)
belongs to the class C .
Proof. First, note that the co-domain S of sgn is a bounded set. Now, let q P H˚ and s P S,
q “ q0 ` q1i1 ` . . . ` qnin, s “ s0 ` s1i1 ` . . . ` snin. Let us show that Re
!
sgnpqqq
)
ą
Re tsqu , @s P Sz tsgnpqqu. Indeed,
Re
!
sgnpqqq
)
“
“ Re
#˜
sgnpq0q ´
nÿ
k“1
sgnpqkqik
¸˜
q0 `
nÿ
l“1
qlil
¸+
“ Re
#
sgnpq0qq0 ` sgnpq0q
nÿ
l“1
qlil ´ q0
nÿ
k“1
sgnpqkqik ´
˜
nÿ
k“1
sgnpqkqik
¸˜
nÿ
l“1
qlil
¸+
“ sgnpq0qq0 ´
nÿ
k“1
sgnpqkqqkRe
 
i2k
(´ nÿ
k“1
nÿ
l‰k
sgnpqkqqlRe tikilu
“ sgnpq0qq0 ´
nÿ
k“1
sgnpqkqqkRe
 
i2k
(
.
Analogously,
Re tsqu “ s0q0 ´
nÿ
k“1
skqkRe
 
i2k
(
.
Then,
Re
!
sgnpqqq
)
´ Re tsqu “M `N,
where
M “ psgn pq0q ´ s0q q0, and N “
nÿ
k“1
psk ´ sgn pqkqq qkRe
 
i2k
(
.
On the one hand, if qk is positive, then sgnpqkq “ `1 and sk “ ´1. On the other hand, if qk is
negative, then sgnpqkq “ ´1 and sk “ `1. In both cases we have psgnpqkq ´ skqqk ě 0. Thus,
M “ psgnpq0q ´ s0qq0 ě 0, and N “
nÿ
k“1
psk ´ sgnpqkqqqkRe
 
i2k
( ě 0,
because Re
 
i2k
( ă 0. In addition, M and N can not be null simultaneously. In fact, sk ‰ sgnpqkq
for some k P t0, 1, . . . , nu because s ‰ sgn pqq. Therefore, Re
!
sgnpqqq
)
´ Re tsqu is always
positive and the function sgn belongs to the class C . 
Corollary 1. Let H be a Hopfield-type hypercomplex number system eqquiped with the natural
conjugation, and multiplication table satisfying Re
 
i2α
( ă 0 and Re tiαiβu “ 0, for all α ‰ β.
If the synaptic weights satisfy wij “ wji and wii “ 0 for any i, j P t1, . . . , Nu, the sequence
produced by (4.27), with fp ¨ q “ sgnp ¨ q, is always convergent in an asynchronous update mode.
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We point out that the evolution equation (4.27) with fp ¨ q “ sgnp ¨ q generalizes the
evolution equations of the split HHNNs proposed in [22] and in [48].
Example 19. Let H be the Hopfield-type hypercomplex number system eqquiped with the
natural conjugation, and multiplication table defined in Table 4. Note that this multiplication
table satisfies the conditions of Corollary 1. Consider the synaptic weight matrix
W “
«
0 i2
´i2 0
ff
, (4.34)
and the initial state vector xp0q “ ri1, 1sT . The energy of the network at xp0q is
Epxp0qq “ ´12Re tpx¯1p0qw12qx2p0q ` px¯2p0qw21qx1p0qu
“ ´12Re t´i1i2 ´ i2i1u “ 0.
The potential activation of the first neuron at t “ 0 is v1p0q “ w12x2p0q “ i2. Based on (4.27)
with fp ¨ q “ sgnp ¨ q , we obtain x1p1{2q “ sgnpi2q “ i2. Then
xp1{2q “ ri2, 1sT .
The energy of the network at xp1{2q is
Epxp1{2qq “ ´12Re t´i2i2 ´ i2i2u “ ´1.
Similarly, we obtain v2p1{2q “ w21x1p1{2q “ ´i2i2 “ 1 and x2p1q “ sgnp1q “ 1. Furthermore,
xp1q “ ri2, 1sT .
This HHNN converges to
x˚ “ ri2, 1sT
in one step. We recall that the energy variation between xp0q and xp1{2q is negative, as expected.
Example 20. Now, consider the hypercomplex number system of tessarines eqquiped with
the natural conjugation. Note that this system is not of the Hopfield-type. Furthermore, its
multiplication table does not satisfies the conditions of Corollary 1. Consider the synaptic weight
matrix
W “
«
0 j
´j 0
ff
, (4.35)
and the initial state vector xp0q “ ri, 1sT .
The potential activation of the first neuron at t “ 0 is v1p0q “ w12x2p0q “ j ¨ 1 “ j.
Based on (4.27) with fp ¨ q “ sgnp ¨ q , we obtain x1p1{2q “ sgnpjq “ j. Then
xp1{2q “ rj, 1sT .
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Figure 31 – Plot of the energy evolution illustrated in the Example 20.
The potential activation of the second neuron at t “ 1{2 is v2p1{2q “ w21x1p1{2q “ ´j ¨ j “ ´1.
Then, x2p1q “ sgnp´1q “ ´1. Consequently,
xp1q “ rj,´1sT .
Proceeding in this way, we obtain the following periodic sequence of states:
txptqutě0 “
#«
i
1
ff
,
«
j
1
ff
,
«
j
´1
ff
,
«
´j
´1
ff
,
«
´j
1
ff
,
«
j
1
ff
, . . .
+
.
In this example, the energy of the network is also periodic and is illustrated in Figure 31.
4.2.2 Convergence of HHNNs on Euclidean Hypercomplex Number
Systems
Theorem 4 guarantees the convergence of the sequences generated by (4.27), with
f P C , if τpwijq “ wji, and the HHNN does not allows self-connections. Now, Theorem 6 shows
that if we restrict the system H to an EHS E, and the set S to some subset of SE, the sequences
generated by (4.27), with f P C , converge even allowing self-connections.
Theorem 6. Consider E an Euclidean hypercomplex number system, and SE Ă E. Let f :
D Ñ S, f P C , D Ă E, S Ď SE. Given xp0q P SN , the sequence produced by (4.27), in an
asynchronous update mode, is convergent if the synaptic weights satisfy wij “ w¯ji and wii ě 0
for any i, j P t1, . . . , Nu.
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Proof. Similarly to demonstration of the Theorem 4, we know that the function E given by
(4.28) is real-valued and bounded. Furthermore, we can write ∆E as
∆E “ ´
˜
Re
#
px¯1µ ´ x¯µq
ÿ
j‰µ
pwµjxjq
+¸
. (4.36)
Now, note that
ÿ
j‰µ
pwµjxjq “ vµ ´ wµµxµ, where vµ is the activation potential of the µth neuron
at iteration t. Consequently, we can express (4.36) by
∆E “ ´Re
#
px¯1µ ´ x¯µq
ÿ
j‰µ
wµjxj
+
“ ´Re  px¯1µ ´ x¯µqpvµ ´ wµµxµq(
“ ´Re
!
fpvµq ´ x¯µqpvµ ´ wµµxµq
)
“ ´
”
Re
!
fpvµqvµ
)
´ Re tx¯µvµu
ı
´
”
wµµRe
!
1´ fpvµqxµ
)ı
.
Since x1µ “ fpvµq ‰ xµ, we must have vµ P D. Furthermore, since f P C , we have
Re
!
fpvµqvµ
)
´ Re tx¯µvµu ą 0. Let us show that Re
!
1´ fpvµqxµ
)
ą 0. Writing fpvµq “
x1µ “ x1µ0` x1µ1i1` . . .` x1µnin, xµ “ xµ0` xµ1i1` . . .` xµnin and using the inequality (4.24),
we derive
Re
!
fpvµqxµ
)
“ Re  x¯µx1µ( “ xµ0x1µ0 ` xµ1x1µ1 ` . . .` xµnx1µn ă |xµ||x1µ| “ 1,
because x1µ and xµ are not parallel vectors in Rn`1. Therefore, Re
!
1´ fpvµqxµ
)
ą 0. Since
wµµ ě 0, the number wµµRe
!
1´ fpvµqxµ
)
is non-negative. Consequently, we have ∆E ă 0 if
x1µ ‰ xµ for some index µ P t1, 2, . . . , Nu and the network settles to a stationary state, using
asynchronous update mode. 
As an example, let us consider a HHNN based on the activation function σ : E˚ Ñ SE
defined as
σpqq “ q|q| . (4.37)
Theorem 7. Let E be some EHS. The function σ : E˚ Ñ SE belongs to the class C .
Proof. First, note that the co-domain SE of σ is a bounded set. In addition, we have Re
!
σpqqq
)
“
Re
"
q¯
|q|q
*
“ |q|, since qq “ |q|2 and q ‰ 0, by hypothesis. Moreover, writing q “ q0 ` q1i1 `
. . .` qnin and s “ s0 ` s1i1 ` . . .` snin, s P SEz tσpqqu, we obtain
Re tsqu “ s0q0 ` . . .` snqn ă |s||q| “ 1 ¨ |q| “ |q|,
according to inequality (4.24). Consequently, Re
!
σpqqq
)
ą Re tsqu , @s P Sz tσpqqu and
@q ‰ 0. Therefore, σ P C . 
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ˆ i1 i2
i1 ´1 iα
i2 ´iα ´1
Table 5 – An Euclidean hypercomplex system of dimension equal to 3.
Corollary 2. If E is an EHS and if the synaptic weights satisfy wij “ wji and wii ě 0 for any
i, j P t1, . . . , Nu, the sequence produced by (4.27), with fp ¨ q “ σp ¨ q, is always convergent in
an asynchronous update mode.
In the HHNNs based on activation function σ, the output of a neuron is obtained
normalizing the activation potential to length 1. We recall that this kind of HHNN generalizes
several HHNN models proposed in the literature since the 1980s, including the classic bipolar
HNN model. Furthermore, as a consequence of Corollary 2, they all settle down to a stationary
state, in an asynchronous update mode.
1. If E “ R, then SE “ SR “ t´1,`1u and we obtain the bipolar model of Hopfield [35].
2. If E “ C, then SE “ SC “ S1 and we have the CV-CHNN of Aizenberg [4].
3. If E “ Q, then SE “ SQ “ S3 and we have the CV-QHNN of Valle [46, 87].
4. If E “ O, then SE “ SO “ S7 and we obtain the CV-OHNN of Castro and Valle [12].
Remark 6. Note that in the Corollary 2 the Euclidean hypercomplex number system E is
arbitrary. Thus, this corollary guarantees the convergence of an infinite family of HHNNs, not
only those defined on hypercomplex number systems with real dimension equals to a power of
two. For instance, Example 21 illustrates a HHNN with neurons assuming states on the unit
sphere in R3.
Example 21. Consider the EHS E with elements of the form a` bi1 ` ci2, a, b P R, provided
with the multiplication table given in Table 5, for some α P t1, 2u. Consider the same synaptic
weight matrix and initial state vector of the Example 19. The energy of the network at xp0q is
Epxp0qq “ 0.
The potential activation of the first neuron at t “ 0 is v1p0q “ w12x2p0q “ i2 ¨ 1 “ i2. Based on
(4.27) with fp ¨ q “ σp ¨ q , we obtain x1p1{2q “ σpi2q “ i2. Then
xp1{2q “ ri2, 1sT .
The energy of the network at xp1{2q is
Epxp1{2qq “ ´1.
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Similarly, we obtain v2p1{2q “ w21x1p1{2q “ ´i2i2 “ 1 and x2p1q “ σp1q “ 1. Furthermore,
xp1q “ ri2, 1sT .
This HHNN converges to
x˚ “ ri2, 1sT
in one step. We recall that the energy variation between xp0q and xp1{2q is negative. In this case,
the energy variation is identical to that of the Example 19.
4.3 Discussion
In this chapter, we defined hypercomplex numbers, their elementary operations, and
established some correlated concepts and properties. Also, we introduced novel hypercomplex
number systems, which are more general than Cayley-Dickson algebras and some Clifford
algebras. These novel hypercomplex number systems are called Hopfield-type hypercomplex
number systems and Euclidean hypercomplex number systems.
Furthermore, we introduced a broad family of activation functions whose domains
are non-zero subsets of Hopfield-type hypercommplex number systems and its co-domains are
bounded sets. Based on this family of activation functions, we defined a broad class of HHNNs
assuming values in Hopfield-type and Euclidean hypercomplex number systems. We showed that
these HHNNs always settles down into an equilibrium state using asynchronous update mode.
The convergence of some of these neural networks were illustrated by examples.
In the examples, we confirmed that the energy function associated with each neural network
satisfies the conditions (1.3)-(1.5).
Among many possible applications, these HHNNs can be used to implement auto-
AMs aiming to store and recall multi-dimensional data, pattern classification, series prediction,
and so on.
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In this thesis we presented a study about the stability of the Hopfield neural network
(HNN). Specifically, we investigated generalizations of the HNN in complex, quaternionic and
in other hypercomplex domains, which have the Cayley-Dickson algebras and some Clifford
algebras as particular instances.
We first revised the multivalued complex HNN (MV-CHNN) proposed by Jankowski
et al. [42]. We pointed out that this model does not always settles down to a stationary state
[101]. After, we studied three other MV-CHNN models that correspond to slight modifications
of the original model of Jankowski et al. These models were recently introduced in the literature
by Kobayashi [47, 49, 52]. We showed that, as the model of Jankowski et al., these three models
do not always settle down to a stationary state. We presented some examples illustrating the
presence of periodic dynamics in these models. Then, we studied two other complex-valued
models and proved that they always settle down to a stationary state.
In this thesis, we also revised the multivalued quaternionic HNN (MV-QHNN)
proposed by Isokawa et al. [37, 40]. We pointed out that the quaternionic multivalued signum
function qsgnI introduced by Isokawa et al. is numerically unstable. As a consequence, the
MV-QHNN of Isokawa et al. may exhibit unexpected dynamic on computer simulations [88].
Furthermore, we provided a simple example in which the sequence produced by this neural
network does not settle down to a stationary state although the matrix W satisfies the conditions
wii ě 0 and wij “ w¯ji for all indices i, j [88, 89]. These remarks may limit the applications of
the MV-QHNN of Isokawa et al., for instance, as an auto-AM model.
Also, we investigated the modified quaternionic multivalued signum function qsgnM
recently proposed by Minemoto et al. [65]. Briefly, qsgnM is obtained from qsgnI by shifting
the phase-angles by half of the phase quanta. As a consequence, it is numerically stable [88].
Despite the numerical stability of qsgnM , the MV-QHNN of Minemoto et al. – in which only one
of the three phase-angles of a quaternion-valued activation potential is updated at each iteration
– may not always settle down to a stationary state [88, 89]. Precisely, we provided an example
in which the usual energy increases after an iteration of this neural network. Additionally, we
briefly addressed a version of the MV-QHNN of Minemoto et al. in which the three phase-angles
are updated simultaneously [88, 89].
Furthermore, we pointed out exactly which were the wrong assumptions used to
show the convergence of sequence defined by the MV-QHNN model os Isokawa et al. [37, 40].
We believe this is an important theoretical issue because MV-QHNNs have been used as the
basis for many other quaternionic auto-AM models [64]. Moreover, we expect to instigate further
research on the dynamics of multivalued quaternionic recurrent neural networks.
Conclusions 109
Besides the multivalued models, in this thesis we also addressed the continuous-
valued QHNN (CV-QHNN) [46, 87]. The CV-QHNN can be implemented and analyzed more
easily than the MV-QHNN models. Although the CV-QHNN corresponds to a limit case of a
MV-QHNN, its asynchronous version always settles down to a stationary state under the usual
(quaternionic) conditions on the synaptic weights [87]. Like the traditional bipolar HNN, the
parallel CV-QHNN may oscillate indefinitely.
Apart from the theoretical results, we evaluated the performance of QHNNs as
auto-AM models designed for the storage and recall of synthetic quaternion-valued data as well
as natural color images. Specifically, we compared the storage capacity and noise tolerance of the
MV-QHNN introduced by Minemoto et al., a variation of this model in which all phase-angles
of a quaternion-valued activation potential are updated simultaneously, and the CV-QHNN.
The computational experiments confirmed that all fundamental memories are fixed points of
the memory synthesized using the quaternionic version of the projection rule. Also, like the
traditional HNN, the noise tolerance of the QHNN models decrease as the number of fundamental
memories increase. Except for color images corrupted by uniform noise, the variation of the
MV-QHNN of Minemoto et al. in which the three phase-angles are updated simultaneously
outperformed the other two quaternionic models. Nevertheless, the computational experiments
confirmed that the CV-QHNN is similar to the variation of the MV-QHNN of Minemoto et al. in
many situations involving large resolution factors. Since the former can be implemented more
easily than the latter, the CV-QHNN is indicated for applications where the resolution factors are
large, such as natural color images.
Focusing on the CV-QHNN model, we investigated its performance for the storage
and recall of color images using three different color spaces: RGB, HSV, and CIE-HCL [13].
Preliminary computational experiments showed that the CV-QHNN/HSV can be used for the
removal of Gaussian noise. Indeed, the CV-QHNN/HSV outperformed the other two CV-QHNN
models for this task. The CV-QHNN/HSV seems to be competitive with the CV-QHNN/RGB for
the removal of impulsive noise. We concluded that the color space conversion plays an important
role in the noise tolerance of a CV-QHNN designed for the storage and recall of color images and
requires further investigation [13]. In the future, we intend to further investigate the performance
of auto-AMs designed for the storage and recall of color images. We also plan to investigate
applications of the QHNN models for color image processing and analysis.
After studying the complex and quaternionic HNN models, we focused on more
general hypercomplex models. We revised hypercomplex numbers, their elementary operations,
and established some concepts and correlated properties. Also, we introduced two novel hy-
percomplex number systems, which are more general than Cayley-Dickson and some Clifford
algebras. These novel hypercomplex number systems are called Hopfield-type hypercomplex
number systems and Euclidean hypercomplex number systems. Furthermore, we introduced
a broad family of activation functions whose domains are subsets of these systems and its
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co-domains are bounded sets. Based on this family of functions, we defined a broad class of
hypercomplex-valued HNNs (HHNNs). We showed that these HHNN models always settle
down into an equilibrium state. Among many possible applications, these HHNNs can be used
to implement auto-AMs aiming to store and recall multi-dimensional data, pattern classification,
series prediction, and so on.
From the results obtained in this thesis, we have the following possibilities of future
work: to perform a comparative study of the performance of complex models for grayscale image
restoration; introduce a quaternionic multivalued model that always settle down to a stationary
state; to do a deeper study of color representation in different systems together with a performance
study of the quaternionic models for restoration of color images; introduce and study new
hypercomplex-valued models in Hopfield-type hypercomplex number systems; create a class of
activation functions that guarantees the convergence of HHNNs in n-dimensional anti-Euclidean
spaces; perform the computational implementation of a toolbox to work with some hypercomplex
algebras; use high-dimension space models to study multi- and hyper-spectral images; develop
birectional HNNN in hypercomplex domains, create and study multi-dimensional HNN models
in continuous time, among others.
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