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Abstract 
This research study concentrates on the development of a Decision Support 
Framework based on the landscape epidemiology concept and using GIS to 
determine human health risk in development countries. Climatic, landscape and 
socio-economic factors have significant impacts on concentration of pollutants that 
affect water quality and cause waterborne and water-related diseases. Millions of 
people die annually because of illnesses associated with poor water condition and 
unsafe hygiene practice. It is a worldwide problem because access to clean water is a 
basic human right and essential source of a healthy life. Development of Decision 
Support Framework process would help to identify areas most vulnerable to 
mentioned diseases and significantly improve life in developing countries. The DSF 
process consists of an approach that applies the landscape epidemiology concept for 
the statistical analysis of human health risk and its mapping for amelioration and 
avoidance purposes.  
Semarang City the capital city of Central Java (Indonesia) was selected as a 
study area because of its location in developing country and city characteristic. 
Therefore, the results of the investigation might be potentially applied to other 
similar cities. The research was undertaken based on critical review of literature, GIS 
analysis and case study comparison. Identified gaps in the literature were addressed 
in the analysis stage, while the outcomes of the research - created maps of 
predictions - were compared with results obtained from the case study. Moreover, 
Ordinary Least Squares reports were examined to select significant factors that affect 
human health risk. 
As a result, population density, slope, land use and rainfall were considered as 
critical risk factors that affect human health. Knowledge about mentioned factors and 
their significance contributed to development of prototype of Decision Support 
Framework process. Implementation of heterogeneous data and more comprehensive 
health dataset would significantly improve the research outcome which potentially 
would help to develop appropriate remedial measures in developing countries. 
Despite many limitations, this research study is a good starting point for further 
analysis. 
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Chapter 1: Introduction 
This chapter outlines the background (see 1.1), problem statement (see 0) and 
the research purposes (see Error! Reference source not found.). The final section 
includes an outline of the remaining chapters of the thesis (see 1.4). 
1.1 BACKGROUND 
 Global rights of access to clean water, proper sanitation and hygiene 
education is critical for upholding basic human rights and dignified life, including 
primary health care rights and the right to adequate housing and shelter. However, 
millions of people around the world are still deprived of these fundamental rights and 
face daily challenges with access to the basic services (UN 2014). According to the 
World Health Organization (WHO), at least 3.4 million people die annually as a 
consequence of waterborne and water-related diseases, which is the leading cause of 
sickness and death worldwide. The majority of people who suffer from these diseases 
are children, who live mostly in developing countries. Most of them are not given the 
chance to reach their fifth birthday and die from preventable causes (Berman 2009; 
WHO 2014).  
 As mentioned, a large number of the cases of waterborne and water-related 
diseases that occur in developing countries could be prevented via the provision of 
adequate sanitation facilities, better access to safe water supply and personal hygiene 
practice (WHO 2014). The realisation of the Millennium Development Goals 
(MDGs), established by United Nations (UN) in 2005, came into force to reverse the 
human health risk due to poor water sanitation. The provision of clean drinking water 
for everyone was one of the main goals of this initiative (UN 2015C). However, the 
indirect effect of the MDGs program was socio-economic development, poverty 
reduction and health improvement (Centers for Disease Control and Prevention 
2015). On 25th of September 2015, the UN adopted the Sustainable Development 
Goals (SDGs) to protect the planet, fight against poverty and ensure welfare for 
everyone by 2030. The sixth SDG goal, Ensure availability and sustainable 
management of water and sanitation for all – is the most relevant to this research 
study. The main targets of this goal are: achievement of universal access to clean and 
 2 Chapter 1: Introduction 
affordable potable water; adequate sanitation facilities and hygiene for everyone; 
improvement of water quality by pollution reduction and separation of drinking 
water from wastewater; and support in improving water quality, sanitation and water 
management (UN 2015A; UN 2015B). 
 Geographic Information Systems (GIS) and related geospatial technologies, 
such as remote sensing, are being progressively applied in environmental 
epidemiology studies (Cromley 2003; Nuckols, Ward and Jarup 2004). Over the 
years, maps were used to analyse relationships between disease, environment and 
location. However, their use in public health and epidemiology studies has been 
limited until recent years. Recent advances in GIS enable researchers to retrieve and 
manage geo-referenced data, manipulate spatial data to analyse the spread of disease 
and investigate the spatial pattern of disease by visualisation (Bindu and Janak 2012). 
The application of the established but still evolving geospatial technologies such as  
remote sensing and GIS, and a leveraging of recently implemented and related 
developments such as open data policies and open data access, volunteered 
geographic information (VGI) and crowd sourcing, now facilitate and provide the 
potential for expanded and more focused research into infectious disease 
epidemiology. Moreover, the concept of landscape epidemiology, which was adopted 
during the research study, has gained only limited popularity in the past and, at date, 
has only been used in the more generic areas of public health epidemiology. 
1.2 PROBLEM STATEMENT 
 The mounting incidence of illness and death caused by waterborne and water-
related diseases in developing countries is a global challenge. Seventy percent of the 
planet is covered by water; however only three percent is potable with two-thirds 
unavailable due to location and being in the solid form of ice. Consequently, 1.1 
billion people do not have access to fresh water and 2.4 billion people have no 
adequate sanitation worldwide. These people are exposed to waterborne and water-
related diseases, including diarrhoea and dengue fever. As a result, millions of people 
die every year and unfortunately this issue is likely to continue in the future. 
According to the forecasts, two-thirds of the global population will face water 
shortages, while 1.8 billion people will not have any access to water by 2025 (WWF 
2016).  
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 An innovative Decision Support Framework (DSF), based on sophisticated 
geospatial technologies and techniques, was developed to identify potential areas 
where the population would be most vulnerable to waterborne and water-related 
diseases, and to assist decision-makers develop appropriate remedial measures for 
existing areas and to prioritise the suitability of areas of planned development. For 
this research study, a DSF is determined as a process used to manage complex issues 
and improve the decision making process. The DSF process is defined as an 
approach which applies the landscape epidemiology concept for the statistical 
analysis of human health risk and its mapping for amelioration and avoidance 
purposes. The ability of a DSF to provide reliable decision support requires its design 
to be based on expert knowledge of landscape epidemiology and the utilisation of 
fundamental datasets, contributing landscape factors or variables, their attributes and 
intrinsic values (Hayes et al. 2015). 
1.3 AIM AND RESEARCH OBJECTIVES 
The aim of the research was to develop an appropriate DSF using geospatial 
technologies to determine human health risk in developing countries based on the 
landscape epidemiology concept. Specific objectives of the research are listed below: 
1. To understand the complex interaction between the quality of water and 
climatic, landscape and socio-economic factors that affect human health risk by 
causing waterborne and water-related diseases in developing countries; 
2. To select only significant factors as contributors to human health from selected 
waterborne and water-related diseases; 
3. To develop a DSF based on the landscape epidemiology concept and using 
geospatial technologies to determine human health risk; 
4. To compare results from previous research with newly-created maps of 
predictions; 
5. To test the validity of the DSF process in the study area; 
6. To contribute to raising of confidence level in development decision taken for 
the implementation of the SDG adopted by UN; 
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1.4 THESIS OUTLINE 
This report is divided into six chapters. Chapter 1 presents the introduction to 
the research topic, including background of the research study, problem statement, 
aim, research objectives and thesis outline. 
Chapter 2 focuses on the literature review which clearly identified the gap 
being addressed by the research questions. The first part of the chapter concentrates 
on an examination of the historical background of the landscape epidemiology 
concept. While, the second part is a critical review of climatic, landscape and socio-
economic factors that impact waterborne and water-related diseases; analytical 
approaches and tools that were used in the previous research; and correlation 
between indicated of mentioned diseases and factors. The chapter ends with the 
conclusions that were drawn during literature review investigation. 
Chapter 3 provides information about research design and methods adopted to 
achieve the aim and objectives of the research. First section - research methodology - 
is divided into three parts: critical review of literature (presented in Chapter 2), GIS 
analysis and case study. Selection of the study area is presented and described in the 
second section. Two next sections outlines data collection and compilation, including 
data gathering, data manipulation, general overview of the dataset and its limitations 
and scenario development, and conduct of the analysis. The final subsection contains 
a summary of this chapter. 
Chapter 4 focuses on the outcome of OLS regression - the OLS report. This 
report consists of a set of diagnostics that need to be analysed to correctly interpret 
examined models. Therefore, characteristic of each indicator is thoroughly 
investigated and described. This chapter ends with the summary of OLS report 
analysis process. 
Chapter 5 provides a discussion about results obtained for three models - 
diarrhoea as the dependent variable, dengue fever as the dependent variable and 
combination of both diseases as the dependent variable - in each scenario described 
in the methodology chapter. In addition, selected case study is compared to newly-
created maps of predictions. The summary is included in the last section of this 
chapter. 
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Lastly, Chapter 6 reviews key results, draw final conclusions, discuss research 
limitations and makes recommendations for further investigation. 
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Chapter 2: Literature Review 
This chapter begins with an investigation of the historical background of the 
landscape epidemiology concept (see 2.1) and a critical literature review of: climatic, 
landscape and socio-economic factors influencing waterborne and water-related 
diseases (see 2.2); application of the landscape epidemiology concept in the previous 
studies (see 2.3); and correlation between incidences of waterborne/water-related 
diseases and selected factors (see 2.4). Section 2.5 in the summary of the chapter, 
which highlights the implications from the literature review and identifies the current 
knowledge gaps. 
2.1 HISTORICAL BACKGROUND 
Infectious diseases have been a subject under broad investigation for over 
hundreds of years. The relationship between human health and environment has been 
recognized since the time of Hippocrates. However, the understanding of this 
connection has not been supported by any studies and research evidence until the 
nineteenth century (Young et al. 2013). The first investigation that highlighted the 
relationship between disease cases and environmental factors was the seminal study 
conducted by John Snow in 1854. His examination identified that most of the cholera 
cases reported during the disease’s outbreak in London the same year, were clustered 
in close proximity to a street water-well pump; hence he postulated that the disease 
was caused by waterborne pathogens (Deter et al. 2010; Bindu and Janak 2012). 
Several decades later, the term landscape epidemiology, or according to other 
sources - spatial epidemiology - was postulated by Russian epidemiologist, Evgeny 
Nikanorovich Pavlovsky in 1966 (Emmanuel et al. 2011). The aim of the landscape 
epidemiology concept is to identify and understand the spatial spread of diseases 
through an extensive and in-depth analysis of environmental risk factors and spatial 
patterns (Deter et al. 2010). Firstly, according to Pavlovsky, diseases have a tendency 
to be geographically limited. Secondly, this spatial correlation appears from 
underlying variations in the biological and/or physical conditions that support the 
pathogens as well as its reservoir and vector. Thirdly, if these conditions could be 
shown on maps or other graphic formats, then both the contemporaneous risk and 
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forthcoming change in the risk would be predictable (Emmanuel et al. 2011; 
Ostfield, Glass and Keesing 2005). 
2.2 FACTORS INFLUENCING WATERBORNE AND WATER-RELATED 
DISEASES 
 Diseases are associated with water pollution through numerous pathways 
around the world. Water is identified as one of the most global and common origin of 
pollutants which cause infection and disease outbreaks (IAWPRC Study Group on 
Water Virology 1983). Waterborne disease is caused by compounds or 
microorganisms transmitted via ingestion, inhalation and/or dermal contact with 
contaminated water (Wimberly and Midekisa 2014). Water-related insect vector 
disease is caused by an insect (generally mosquito) which carries and transmits 
pathogens in close proximity to a water reservoir (Choffnes and Mack 2009). 
Transmission of waterborne and water-related disease is defined by several factors 
including: climatic, ecological, economic and social conditions (McMichael, 
Woodruff and Hales 2006). Diarrhoea and dengue fever are considered as two of the 
most frequently occurring infectious diseases in developing countries that are caused 
by pollution (Pruss-Ustun and Corvalan 2006). 
 Infectious diarrhoea is a very common example of waterborne disease. 
According to the statistics, 4 billion people are infected worldwide each year. In 
particular, children under 5 years of age are considered as the most exposed to that 
disease (WHO 2016C). Therefore, infectious diarrhoea is a real threat to human 
health. About 94% of all diarrhoea disease cases are related to the environment 
(Pruss-Ustun and Corvalan 2006). Thus, the in-depth understanding of environmental 
factors is critical in any application of an epidemiology approach to understand the 
incidence and spread of infectious diseases. 
 According to the Centers for Disease Control and Prevention, dengue fever is 
a vector-borne disease associated with water. The presence of water is critical in the 
spread of that illness (Centers for Disease Control and Prevention 2012). Dengue 
fever is ranked as the most significant and the most rapidly spreading mosquito-
borne disease in subtropical and tropical regions. Currently, there are 390 million 
infections annually. However, that number is growing dramatically each year (WHO 
2016A). Almost the same as for diarrhoea, about 95% of all dengue fever disease 
cases are connected to the environment (Pruss-Ustun and Corvalan 2006). Therefore, 
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the extensive investigation of landscape factors influencing these two diseases and 
their inter-correlations  might help to understand and prevent the two illnesses’ 
occurrence and transmission. 
2.2.1 Climatic Factors 
 Among the numerous factors contributing to the concentration of pollutants 
that cause waterborne and water-related diseases in developing countries, climatic 
factors are of an emerging concern (Thomas et al. 2006). Since the time of 
Hippocrates, it has been known that climatic variations might influence human health 
risk, mostly through changes in temperature, precipitation and extreme weather 
events, including flooding (Haines 2008). Weather impacts pathogen entrance and 
affects pathogen survival. Pathogen growth and reproduction process depend on 
temperature. Rainfall affects vertical and horizontal movement of pathogen, whilst 
pathogen increased speed and load are flood dependent (Thomas et al. 2006). A lot 
of infectious agents are characterised by sensitivity to seasonal variations in climatic 
conditions (McMichael, Woodruff and Hales 2006). Furthermore, long term 
variations deriving from climate change might disturb or even change natural 
systems, allowing a disease to appear in areas where it had only limited impact, had 
not existed or been reported previously (Nriagu 2011A; Redshaw et al. 2013). The 
connection between climatic factors and water pollution has not been fully examined, 
although the contribution of weather to disease outbreaks has been found (Thomas et 
al. 2006). 
Temperature 
 Temperature changes might hinder or enhance parasite vector survival and 
propagation, through shortening or lengthening the time when parasites and vectors 
could survive (Nriagu 2011C; Relman et al. 2008). In general, pathogens disperse in 
warmer temperatures (Moors et al. 2013). Increasing temperatures might extend the 
seasonality or even change the geographic location of diseases (Patz et al. 2003). 
Increased water temperature also impacts human risk health. Heat could lead to 
overgrowth of bacteria and blooms of various toxic planktonic species (Harper 
2009). 
 There is a linear relationship between a constant decrease or increase in 
diarrhoea cases for every unit of temperature change (Moors et al. 2013). Previous 
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studies show strong connection between rates of diarrhoea diseases and warmer 
seasons (Harper 2009). A majority of the research on dengue fever transmission 
demonstrate a positive association with the temperature influence. Higher 
temperature supports feeding frequency of mosquito and virus replication (Banu et 
al. 2011). Thus, rising temperature might enhance the transmission of dengue fever. 
Development rates of mosquitoes rise with incubation temperatures up to 34◦C. 
However, the usual range for their survival through the next phases of larval 
development occurs between 20-30oC (Morin, Comrie and Ernst 2013; Alto and 
Bettinardi 2013). Therefore, the variation of temperature impacts both selected 
diseases and might be a significant risk factor in the analysis. 
Rainfall 
 Changes in precipitation might affect an ecosystem to become propitious to 
disease transmission (Relman et al. 2008; Thomas et al. 2006). Extreme rainfall 
might cause changes in the direction of flow of water systems and overflow of storm 
drains connected into the sewage system. Consequently, polluted water would flow 
into rivers (Sedas 2007). Contaminated groundwater might be also a result of 
flooding following heavy rains in developing countries (Patz et al. 2003). 
 Increased precipitation tends to influence water contamination, and hence the 
possibility to contract diarrhoea in three ways. Firstly, runoff of animal and human 
excreta on soil and on the subsurface would increase, leading to a higher 
accumulation of pathogens in water. Secondly, increased rainfall would enhance the 
possibility of sewer overflows that might lead to the pollution of drinking water 
resources. Lastly, increased precipitation causes turbulence and re-suspension of 
sediment that would disperse the accumulated pathogens (Moors et al. 2013; Relman 
et al. 2008). In general, dengue fever outbreaks are associated with the wet season 
(Banu et al. 2011). Also, precipitation directly impacts the density of the mosquito 
population by increasing their breeding areas. Consequently, they are able to lay their 
eggs in any reservoir with water access (Alshehri 2013). Increased precipitation 
seems to be a critical factor for both diseases. Despite the high temperature impact, 
disease outbreaks would not appear without increased rainfall.  
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Flood 
 An extreme weather event, of intrinsic importance to the landscape 
epidemiology concept is flooding. Floods might increase occurrence of various toxic 
substances and environmental contamination. Transmission of a waterborne disease 
in this context is facilitated by both water disruption and sanitation infrastructure, 
leading to contamination of water supplies with animal and human excreta (Nriagu 
2011B). Previous research found evidence that waterborne disease cases are linked to 
flooding in developing countries (Harper 2009). In general, that phenomenon does 
not appear in developed countries because of well-designed water treatment and 
sanitation. Moreover, floods might enhance insect-borne disease transmission via an 
increase in the range and number of vector habitats (WHO 2016B). 
  Generally, flood related illnesses and deaths are caused by diarrhoea 
and other waterborne diseases in developing countries. Lack of clean drinking water, 
poor hygiene and water sanitation leads to water pollution in flood affected areas 
(Jha, Bloch and Lamond 2012). As mentioned above, strong precipitation directly 
impacts the mosquito population. However, extreme rainfall that causes flooding, is 
highly likely to cause also the disappearance of small ponds and thus the feasible 
sites for mosquito breeding (Alshehri 2013). On the other hand, floods might also 
lead to increase in insect-borne disease cases via the extension in the range of vector 
habitats. Consequently, longstanding water might be a breeding area for mosquitoes 
(WHO 2016B). There is considerable evidence that supports flood as a factor which, 
if connected with increased rainfall, strongly impacts both diseases. However, further 
investigation is required in regard to the importance of geographical location in 
dengue fever cases. 
2.2.2 Landscape Factors 
 Previous research supports the concept that waterborne and water-related 
disease outbreaks are connected to the environment (Das 2009). As was mentioned 
above, between 94-95% of all cases of diarrhoea and dengue fever worldwide were 
attributable to the environment (Pruss-Ustun and Corvalan 2006). Landscape factors 
such as land use, soil permeability, elevation and slope might influence the 
distribution of hosts and vectors, thereby affect water quality (Wan et al. 2014). 
These distributions facilitate the relationship between population and the pathogen 
that causes infectious diseases (Ostfield, Glass and Keesing 2005). According to 
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Pavlovsky's extensive research concerning the landscape epidemiology concept, 
pathogens are connected with the specific landscapes. The physical characteristics 
and composition of the landscape affect infection transmission, hence human health 
risk (Danson, Armitage and Marston 2008). Transmission risk decreases with 
distance from the contaminated area (Danson, Armitage and Marston 2008; Ostfield, 
Glass and Keesing 2005). The outbreak of infection includes three important 
elements: infectious vector, adequate environment and susceptible recipient host 
(humans). In the application of that concept, sickness is transmitted by the specific 
landscape factors. Moreover, people become infected while travelling to the 
contaminated area and having contact with the infectious vector (Reisen 2010). 
Land Use 
 There is a link between environmental conditions and infectious disease cases 
(Patz et al. 2003). Land use changes influence land cover and geomorphology, hence 
affect water quality (Wan et al. 2014). When a specific type of land use affects the 
aquatic ecosystem and water quality within a watershed, it might also influence 
disease transmission in that area. Various types of land use might cause runoff 
enriched with different kinds of pollutants (Tong and Chen 2002). In general, 
agricultural and built-up land uses are more polluted than other areas and 
characterised by worsened water quality (Bu et al. 2014). Runoff from agricultural 
areas might be enriched with sediments and nutrients. Also, runoff from urban areas 
might be enriched with heavy metals, sodium and rubber fragments (Tong and Chen 
2002). According to previous research, the highest pollution concentration is related 
to intensive agriculture practice and a high quantity of microorganisms enter the 
water surface directly through surface runoff (Schreiber et al. 2015). Therefore, the 
relationship between land cover and land use characteristics and water quality need 
to be investigated. Surface runoff and changes such causes on land cover and land 
use is highly likely to be detrimental to human health. 
 Different type or any changes in land use might cause favourable conditions 
for disease transmission. Children living in urban areas tend to have lower diarrhoea 
prevalence compared to their peers in rural areas in developing countries (Ryland 
and Raggers 1998). On the other hand, it is assumed that dengue fever transmission 
is restricted to settlements and urban areas rather than agricultural or natural 
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environment. However, dengue fever might be also endemic in rural areas in some 
parts of the world (Vanwambeke and Lambin 2009). 
Soil Permeability 
 According to previous research, soil permeability is considered to be one of 
the factors influencing infectious disease outbreak. Pathogens might penetrate soil 
after water contamination caused by untreated wastewater disposal in developing 
countries (Baumgardner 2012). Certain viruses persist in human surroundings for a 
long period of time - even for up to 125 days in soil (Melnick, Gerba and Wallis 
1978). According to previous research studies, viruses might be removed after 
rainfall through comparatively short distance (approximately 30 - 60 cm) in soil. 
However, not all of them could be removed with equal efficiency (Melnick, Gerba 
and Wallis 1978).  
 Knowledge about soil as a factor that influences dengue fever and diarrhoea 
disease is very narrow, therefore more research is needed. Pathogens are regularly 
transmitted to the waterborne sewage system via latrines and flush toilets in 
developing countries. That process might subsequently contaminate groundwater and 
surface water which leads to diarrhoea disease transmission. Human excreta also 
could directly pollute the soil (Pruss-Ustun and Corvalan 2006). Moreover areas, 
where water remains stagnant for a while, tend to be more exposed to a rapid 
increase in mosquito population (Alshehri 2013). 
Elevation 
 Elevation and slope are defined as indirect landscape variables that do not 
directly impact human health. However, they simultaneously influence numerous 
climatic factors identified as functionally direct. For example, elevation affects 
rainfall, temperature and wind patterns (Meentemeyer, Haas and Vaclavik 2012). 
Elevation also influences groundwater, which impacts human health risk. Lowland 
water sources include high levels of natural, inorganic and organic matter. Therefore, 
they are more likely to be polluted. In general, upland water sources are less exposed 
to anthropogenic pollution. However, they include a high level of organic matter 
from decaying vegetation (Harrison 2001). Unfortunately, elevation factor is difficult 
to examine and compare over broad extents because results might be different 
depending on the location of study area (Meentemeyer, Haas and Vaclavik 2012). 
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 Diarrhoea disease cases tend to occur in lowlands. Increased exposure to 
polluted ground and surface water facilitates the effect of low elevation on disease 
risk (Thompson et al. 2015). People who live in lowlands are also particularly 
vulnerable to dengue fever infection because mosquitoes could breed more 
successfully there (Senckenberg Research Institute and Natural History Museum 
2014). Elevation does not directly influence human health risk; therefore it is 
possible this factor is not significant. However, further studies are needed to confirm 
this thesis. 
Slope 
 Slope steepness is mentioned in previous research as one of the 
environmental factor that influences human health risk. However, the significance of 
that variable is not described. Generally, information about slope appears with the 
examination of elevation (Meentemeyer, Haas and Vaclavik 2012). Both variables 
are identified as indirect but disease transmission occurs differently in both cases. 
However, it is highly probable that the relative importance of each of these two 
factors, when applying the landscape epidemiology approach, will vary with change 
in geographic location. 
2.2.3 Socio-economic Factors 
 The distribution of waterborne and water-related diseases is greatly 
heterogeneous (Yang et al. 2012). Socio-economic variables are characterized by 
heterogeneity across the study area; therefore they also need to be examined to create 
a proper model. The importance of socio-economic factors depends on the type of 
the disease. According to previous research, population density is a significant 
predictor of infectious disease events around the world because it is a common 
human risk factor caused by all types of water-associated diseases (Yang et al. 2012). 
However, population density does not of itself define the rate at which disease 
spreads through a population. Dense population causing overcrowding becomes a 
problem. Frequently, overcrowding is related to lower quality of sanitation and living 
conditions, thereby the rate of disease transmission is usually very high in these areas 
(Feigin et al. 2016). Moreover, high fertility rates in developing countries preserve 
poverty and delay economic development, which is the key cause of poor health 
(Tulchinsky and Varavikova 2000). As populations grow, demand for fresh water 
and sanitation facilities rises. Hence, hygiene practice is directly connected to the 
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availability of clean water and other amenities. Consequently, overcrowded areas 
could potentially be a breeding place for infectious agents associated with water 
(Morens 2016).  
 The importance of other socio-economic factors depends on the category of 
the disease (Yang et al. 2012). Family socio-economic status differs across 
households. Consequently, the type of the households might define high-risk areas 
(Ali et al. 2002). Generally, access to safe water is hindered in overcrowded shanty 
towns (WHO 2014). If groundwater is utilized as a source of potable water, the use 
of pit latrines and other outdoor toilets, located in close proximity, could pose a risk 
to human health. The exception occurs when the water table is very low; hence soil 
characteristics would not be expected to contribute to contamination of groundwater 
(Kimaani-Murage and Ngindu 2007). 
 Examination of socio-economic factors is an important part of the analysis 
because of their heterogeneity. Especially population density variation needs to be 
investigated because of its likely, significant impact on both selected diseases. 
2.3 APPLICATION OF THE LANDSCAPE EPIDEMIOLOGY CONCEPT 
 The landscape epidemiology concept presents temporal dynamics of vector, 
reservoir and disease cases and their spatial interaction with specific environment 
factors, which facilitates epidemic transmission. Three analytical approaches of 
modelling diseases - spatio-temporal approach, dynamic approach and static risk map 
- and their risk factors as well as the major analytical tools - remote sensing, hot-spot 
analysis and Ordinary Least Squares regression - are highlighted and described. All 
of them were used in human health risk assessment in previous research. 
2.3.1 Analytical Approaches Adopted 
Spatio-temporal Approach 
 In general, spatial events are not spread regularly across the study area. They 
are missing in some areas and cluster in others. Spatio-temporal pattern analysis 
allows investigation of the interaction between time, space and event (Leong and 
Sung 2015). This kind of approach was employed to study the spatio-temporal 
transmission of diseases and describe the movement of epidemics. In that case, maps 
are used to comprehend the rate of spread and spread pattern of disease (Emmanuel 
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et al. 2011). Recently, spatio-temporal pattern analysis has been increasingly applied 
as a consequence of the rapid development of spatial statistics. It supports 
quantitative models to predict the areas of risk which allows a minimisation of 
human health risk. According to previous research, there are two methods of spatio-
temporal pattern analysis. First, spatial patterns could be identified through local and 
global techniques. Second, factors that influence disease could be assessed by using 
temporal and spatial statistics (Dewan, Corner and Hashizume 2014). Spatio-
temporal approach has been commonly used in previous research. 
Dynamic Approach 
 Dynamic mapping is a practical technique used in the area of public health. 
This approach has a significant potential for application by providing a view into 
spatio-temporal processes, including travelling waves of infectious diseases, 
exploratory outbreak origins, perseverance of disease clusters and apogee of seasonal 
outbreaks (Emmanuel 2011). The dynamic approach could be adopted to show 
changing and dynamic nature of infectious diseases. 
Static Risk Map 
 Static risk mapping helps to rate the ecological risk of disease transmission. 
Ecological risk appertains to the possibility of contact with an infection in the 
situation when active preventive measures are absent (Emmanuel et al. 2011). The 
map is created dependent on distribution of vector, reservoir and disease cases (Rosa-
Freitas et al. 2012). Moreover, GIS and remote sensing data are used to illustrate the 
distribution of vegetations and abiotic conditions that might impact the reservoir and 
vector. Selected remote sensing variables that are highly related to the distribution of 
vector - reservoir - disease could be projected to study a specific area or future time 
(Emmanuel et al. 2011). The ecological risk of disease transmission impacts 
environment, hence human health risk. Therefore, this approach could be used 
utilised in the analysis for the research study. 
2.3.2 Analytical Tools Employed 
Remote Sensing 
 Remote Sensing is used to describe the environment of the vectors and host 
(Reisen 2009). In general, remotely sensed data allows classification of three 
variables: landscape structure, vegetation cover and water bodies (Beck, Lobitz and 
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Wood 2000). Therefore, the tool is increasingly used for examination of infectious 
diseases, including waterborne and vector-borne diseases in the area of 
environmental health science. The potential of that technology is considered as 
promising, however a broad utilisation of the tool is limited to the efficient software 
and possibility of obtaining the satellite images of the study area. According to 
previous research, remote sensing is commonly applied on the assessment of the 
malaria risk and cholera epidemic (Kistemann, Dangendorf and Schweikart 2002). 
However, it could be also utilised in the investigation of other infectious diseases. 
Hot-spot Analysis 
 Hot-spot analysis categorizes spatial clusters that have low (cold spots) and 
high (hot-spots) values (ESRI 2016D). This method is used to identify and visualise 
areas with smaller or larger than presumed concentration of phenomena (Ahmad et 
al. 2015). A colour gradient allows highlighting of areas of increasingly lower/higher 
density. However, clusters need to be statistically significant to show where they 
exist in the study area. Therefore, the statistical confidence expresses the possibility 
of the selected area to be identified as a ‘hot-spot’ (Dempsey 2014). However, the 
spread of waterborne or water-related diseases might be influenced by apparent 
clusters but which are situated randomly. In that case, hot-spot detection could be 
used to eliminate these apparent but not legitimate ‘hot-spots’ (Ahmad et al. 2015). 
There are numerous examples of hot-spot analysis related to human health risk 
studies. For example, this method was applied to the examination of cholera 
occurrence (Xu 2015). 
Ordinary Least Squares (OLS) Regression 
 The OLS regression is used to model a selected dependent variable in terms 
of its relation to the available explanatory variables and make predictions (Ahmad et 
al. 2015; ESRI 2009B). Regression analysis is considered as the most common 
statistic utilised in the area of social science (ESRI 2009A). However, OLS 
regression investigates variables globally; hence results might be deceptive if applied 
to phenomena that change over space. The model is useful to verify whether 
multicollinearity occurs, the residuals are not spatially correlated and the coefficients 
are statistically significant (Dewan, Corner and Hashizume 2014). OLS analysis is 
frequently used to the examination of typhoid risk prediction (Corner, Dewan and 
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Hashizume 2013; Dewan et al. 2013). However, as for the previous described cases, 
OLS regression could be applied also to the investigation of other infectious diseases. 
2.4 CORRELATION BETWEEN INCIDENCE OF 
WATERBORNE/WATER-RELATED DISEASES AND SELECTED 
FACTORS 
 Although climate factors are considered to be significant drivers of infectious 
diseases, correlation between them and other factors - including landscape and socio-
economic factors - shows what variables are related and together contribute to the 
outbreak of waterborne and water-related diseases. Factors might be correlated 
because they are affected by similar phenomena, or processes, that extend over a 
larger region. Some factors might depend on, or be derived from others and might 
not individually contribute to human health risk. However, an accumulation of 
factors related to each or some of the other factors in the study area presents a higher 
detrimental risk to human health. 
 Changes in precipitation and temperature impact changes in other climatic 
and landscape factors such as soil permeability and increases in extreme weather 
events, including flooding (Mboera et al. 2011). Mentioned factors interact with each 
other, therefore if one of them affects contaminations that impact infectious disease, 
it is likely that occurrence of other listed variables also would be of significance in 
the analysis. 
 Previous research has shown there is a link between socio-economic factors 
in developing countries and the risk of waterborne diseases in flooded areas. In 
general, the outbreaks of infectious diseases are due to poor sanitation facilities and 
unsafe housing in the affected areas, the high endemicity of specific pathogens, and 
lack of clean water (Ashbolt 2004; Nriagu 2011B). Moreover, the flood risk is also 
characterised by other non-climatic factors such as population growth, urbanization 
and land use (Nriagu 2011B).  
 Populations that are more vulnerable to the impact of waterborne and water-
related diseases are influenced by both, landscape factors endemic within their region 
of interest and the population characteristics. Socio-economic variables include 
population density, age distribution and income distribution, the provision of 
adequate nutrition, medical care and health outcomes, access to clean water and 
sanitation infrastructure. However, not all of these variables are significant for each 
disease. Generally, the populations most vulnerable to waterborne diseases are: 
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overcrowded ‘slum dwellers’, especially those in low-income neighbourhoods; 
settlements in coastal areas; water-stressed regions; and low-lying areas (Nriagu 
2011B). Water-related insect vector diseases are usually limited to highly populated, 
urban areas (Vanwambeke and Lambin 2009; Morens 2016). Therefore, those socio-
economic and landscape influences might be in interaction or act antagonistically 
with other variables, lessening or exacerbating the impact on disease transmission 
(Patz et al. 2003). 
 It has been found also that heavy rainfall might affect virus desorption and 
adsorption, leading to virus infiltration into the groundwater (Melnick, Gerba and 
Wallis 1978). Moreover, places where water remains stagnant because of extreme 
precipitation and specific soil type are more likely to be exposed to water-related 
insect vector disease (Alshehri 2013). Therefore, an investigation of the correlation 
between soil type and increased precipitation would be appropriate within the 
research study. 
2.5 CONCLUSIONS 
Since ancient period, the connection between human health and environmental 
surroundings was recognised. Climatic, landscape and socio-economic factors 
significantly impact concentration of pollutants which affect the level of water 
quality and give rise to waterborne and water-related diseases in economically 
developing countries. Diarrhoea and dengue fever - two of the most dangerous 
diseases to human health in the study area - are caused in almost 95% by the 
environmental factors. It is proven that climatic variations might affect human health 
due to changes in temperature, rainfall and extreme weather events, such as flooding, 
while land use, land cover, soil permeability, elevation and slope are considered as 
the most influential landscape factors. Moreover, socio-economic factors - especially 
population density - have significant impact on both mentioned diseases. Some of the 
selected factors might not individually contribute to human health risk but an 
accumulation of them shows a higher detrimental risk of infectious disease 
occurrence. In addition, application of the landscape epidemiology concept - 
analytical approaches adopted and analytical tools employed - in the previous 
research is discussed to show the current knowledge and help to choose the 
appropriate method of analysis. 
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Examination of the landscape epidemiology concept using geospatial 
technologies should give better understanding to contribute to solving a worldwide 
problem of limited access to clean water and poor sanitation infrastructure in 
developing countries. The significance of the selected climatic, landscape and socio-
economic factors was described in the literature review (Chapter 2), however there is 
no evidence that mentioned factors are considered as critical human risk factors if 
they appear together in the study area. Moreover, there is no broad research on slope 
factor and its influence. The literature review shows that socio-economic factors are 
important and should be included in the analysis because of their heterogeneity. 
Especially, population density is considered to be a significant risk factor which 
impact both diarrhoea and dengue fever. 
This research study answers listed questions - which climatic, landscape and 
socio-economic factors need to be investigated to develop a well-functioning DSF 
for analysing human health risk? How do selected factors contribute to the 
concentration of pollutants that cause waterborne and water-related diseases? A 
combination of critical literature review and comprehensive analysis addresses 
research questions derived from the existing theory. 
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Chapter 3: Research Design and Methods 
This chapter describes the design adopted by this research study to achieve 
the aim and objectives stated in section 1.3 of Chapter 1. Section 3.1 discusses the 
methodology used in the study, the stages by which the methodology was 
implemented, and the research design. Section 3.2. focuses on the selection of the 
study area and its characteristic. Section 3.3 details elements of data collection and 
compilation, such as data gathering (see 3.3.1), data manipulation (3.3.2) and 
scenario development (see 3.3.4), and a general overview of the dataset and 
limitations (see 3.3.3). Conduct of the analysis is presented in section 3.4. Finally, 
section 3.5 contains a summary of the chapter. The literature review, including 
Environmental Systems Research Institute (ESRI) support websites and "Sanitation 
infrastructure for the future" report, assisted the knowledge transfer on OLS analysis 
and the selected case study. 
3.1 RESEARCH METHODOLOGY 
 A critical literature review, GIS analysis and comparative case study were 
applied to achieve research aim and objectives, by answering research questions. A 
critical review of literature presented background to the research and identified the 
main elements that influenced knowledge transfer. GIS analysis and case study 
investigation were considered as fundamental in the development of the DSF 
process. The review identified that ESRI ArcGIS application was one of the most 
popular GIS applications among researchers and other GIS users due to its highly 
and extensively developed tools and capabilities for spatial-quantitative synthesis and 
analysis.  The ArcGIS tools will be adopted and extensively applied in this research.  
3.1.1 Critical Review of Literature 
 An extensive literature review was the first part of the research investigation 
which gave a theoretical base and provided a critical review of the existing and most 
relevant recent studies. The review provided an information overview of the whole 
field of investigation and helped to determine the nature of the study. Moreover, the 
broad review of literature sources informed the identification and development of the 
research methodology for the DSF and to establish the research problem. The 
 22 Chapter 3: Research Design and Methods 
information was sourced from a review of journals, articles, seminar presentations, 
academic books and research web sites.  
 In particular, the review of literature was undertaken to: understand the 
background to the topic under investigation - the landscape epidemiology concept; 
identify climatic, landscape and socio-economic factors and datasets that are 
contributors to the causations of waterborne and water-related diseases; identify 
analytical approaches and tools capable and/or previously applied in the landscape 
epidemiology approach; and select dependent and explanatory variables that interact 
with each other. 
3.1.2 GIS Analysis 
 GIS analysis was adopted to determine the relative contribution of each factor 
layer – derived from each explanatory variable - to human health risk. In particular, 
OLS linear regression was used to model each dependent variable (diarrhoea disease 
cases, dengue fever disease cases and combination of both diseases) in terms of their 
relationship to the selected explanatory variables - rainfall, flood, land use, soil 
permeability, elevation and slope, and population density. Elements of a standard 
regression equation are (ESRI 2016E): 
 
y = β0 + β1x1 + β2x2 + ... βnxn + ε     (1) 
Where: 
y - Dependent Variable 
β0, β1, β2 - Coefficients 
x1, x2 - Explanatory Variables 
ε - Residuals 
 
 OLS regression was applied mainly to understand, model, generate 
predictions concerning and explain complex phenomena, thus assisting in addressing 
the research questions. However, analysis results are useless without extended 
knowledge about the indicators generated in statistical reports (see Chapter 4). The 
extended knowledge is significant for a correct interpretation of the spatial analysis 
and the drawing of final conclusions (see Chapter 5). 
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3.1.3 Case Study 
 The following case study was based on the "Sanitation infrastructure for the 
future" project (Wibowo and Goonetilleke 2016) – a joint Indonesian and Australian 
Government funded project (AIIRA project) designed by Indonesian and 
international researchers to assess the potential human health risk and promote water 
sanitation in Indonesia. There are some similarities with this research but also 
considerable differences between both studies. Firstly, Semarang City was selected 
as the study area in both projects (see 3.2). Different dependant variables related to 
water contamination were examined in the AIIRA project. The values of these 
dependant variables were sampled at 11 study locations only and a surface 
extrapolated for the extent of the city area. In this research study, dependant variables 
related to likelihood range of each of the two diseases were examined. A prevalence 
value was calculated for all of the 177 villages in the city. Secondly, only waterborne 
and water-related diseases were investigated in mentioned projects - diarrhoea and 
typhoid (both waterborne diseases) in the AIIRA project, whereas diarrhoea and 
dengue fever were investigated in this research study. However, the aim of both 
studies was to develop a DSF but with each based on a different method of analysis. 
The AIIRA project concentrated on Bayesian and Hot-spot analysis, while this 
research study followed a research process focused on OLS analysis. There is also a 
slight difference in the datasets. Factor layers comprising the explanatory variables 
for both studies were derived from datasets sourced from Indonesian government 
agencies; however, the health data sets that comprised the dependent variables 
represent very different phenomena. Reported cases examined in the AIIRA project 
were more comprehensive (monthly counts over a maximum of three years); 
however totals were made available from 32 villages only out of a possible 172 
villages. These joint government founded project villages were typically clustered in 
the lower lands adjacent to the coast line. 
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3.2 SELECTION OF THE STUDY AREA 
Waterborne and water-related diseases are not commonly found in 
economically developed countries because of their well-established water systems 
designed to chlorinate and filter water (The Water Project 2015). People in 
developing countries are more exposed to these diseases because of poor sanitation 
and limited access to fresh water (WHO 2016D). Semarang City, selected as the 
study area for investigation, is a port city and one of the largest cities in Indonesia 
(see Appendix A). It is a typical Indonesian city in terms of sanitation infrastructure 
and a characteristic urban area with lowering of water table level due to draining of 
reserves by wells and influence of ground subsidence and changes in sea level, flood 
frequency and seawater intrusion into the water table. Only about 72% of population 
that inhabit urban areas in Indonesia are able to use proper sanitation facilities. 
Moreover, these facilities consist of community or decentralised systems and there is 
a lack of comprehensive sewerage system (Deilami et al. 2017). Because of these 
characteristics, the results of the analysis within the research study potentially can be 
applied to other cities located in developing countries with similar city 
characteristics; thus the research study has also a potential significant impact on the 
amelioration of human health risk. 
3.3 DATA COLLECTION AND COMPILATION 
 This section consists of three phases: data collection, data manipulation and 
scenario development. A general overview of the dataset and data limitations are 
discussed. All phases are presented in the order depicted in the Figure 3.1 below. 
 
 
Figure 3.1 - Data collection and complication process. 
 
 
Data Collection
Data Manipulation
Scenario Development
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3.3.1 Data Collection 
 The datasets for the research study were sourced from Indonesian local and 
national government agencies. Datasets included six factor layers (rainfall, flood, 
land use, soil permeability, elevation and population density) and two sets of health 
data (diarrhoea and dengue fever reported cases). The listed factor layers were 
identified and defined as significant for analysis in the literature review chapter (see 
2.2.1, 2.2.2 and 2.2.3). The factor layers were supplied in different formats and 
converted to the ArcGIS software format, suitable for spatial manipulation and 
analysis. GIS layers were uploaded as graphic representations and tables into the 
ArcGIS application using the geodatabase management system to enable data 
manipulation, curating and indexing thus facilitating spatial analysis. Health data was 
collected, prepped and manipulated into Excel spreadsheet format to also facilitate 
spatial analysis. 
3.3.2 Data Manipulation 
 The data manipulation phase consisted of three processes: derivation of a 
slope layer: health data reformatting and management; and the table of variables 
(dependant and explanatory) design and population. These processes were 
undertaken based on the manipulation of the datasets sourced from the Indonesian 
government. 
Creation of Slope GIS Layer 
 According to the literature review chapter, slope was considered as a possible 
contributing factor to human health risk. There is no broad research about slope 
influence on human health, therefore it was difficult to predict if it is a significant 
risk factor and extended analysis was needed. Slope data was not given by any 
custodian agencies, thus it had to be derived from other sourced data. ArcGIS 
software was used to create a slope GIS layer by manipulation of the elevation layer 
for analysis in the next stage of the research study. 
 A slope GIS layer was created based on the following steps. First, a 
Triangulated Irregular Network (TIN) surface was generated, using "Create TIN (3D 
Analyst)" tool, from the elevation layer which contains contour polylines and spot 
heights. TIN is a digital representation of surface morphology which helped to 
convert data from vector format (elevation) to continuous surface (slope). The TIN 
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surface was interpolated to a raster format, using "TIN to Raster" tool. A Digital 
Elevation Model (DEM) was the output of that process. Next, the DEM raster was 
converted to a slope raster, using "Slope (3D Analyst)" tool. The result of that 
analysis was a slope layer. The "Clip (Data Management)" tool was used to limit the 
slope raster to research study area.  
Health Data Management 
 Two sets of health data – one for diarrhoea and one for dengue fever - were 
sourced from the custodian agencies (see Appendix B). The spreadsheet contained 
the names of districts and villages, information concerning the likelihood range of 
disease cases, and additional data concerning sanitation risk, water access and 
permeability of soil. However, this additional information was incomplete and 
consequently was not included in the analysis. Data was filtered before populating an 
updated table listing village and likelihood range of the two diseases. Some curating 
manipulations, such as renaming and sorting by districts, were necessary in the 
updated table to better understand and interpret data. Population and village area size 
fields were added to the spreadsheet. At this stage, further data manipulations were 
needed to calculate a disease prevalence1 indicator - a normalised ratio of disease 
likelihood per village. 
 The normalised diarrhoea and normalised dengue fever variables – the 
prevalence indicator - were calculated by dividing the maximum likelihood value of 
each disease in each village by the population of that village. In some cases, 
maximum values of dengue fever were listed as ">20". Therefore, an assumption was 
made to define a specific value to use in the calculation. In that case, the maximum 
value was determined as 30. Other maximum values were clearly listed in the 
sourced health dataset, thus no more assumptions were needed. Normalised diarrhoea 
and normalised dengue fever variables were classified as dependent variables (see 
Chapter 5). A field containing the totals by village of normalised diarrhoea and 
normalised dengue fever variables was created. The combination of both disease 
cases was adopted as a third dependent variable and calculated as the ratio of the sum 
                                               
 
1 Prevalence - indicator which measures the proportion of people in a determined population who have 
a disease at a defined point in time (Public Health Action Support Team 2011). 
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of the values of cases for both diseases for each village divided by the population of 
the pertaining village. Table 1 presents an overview of health management data.  
Table of Variables Design 
 Each factor had a possible two or more classification values that could be 
applied in the analysis for each village. Therefore, the determination of mean or 
dominant values of all factors in each village was undertaken prior to performing the 
spatial analysis. The ArcGIS "Zonal Statistics" tool was applied to determine zonal 
mean values of the two heterogeneous factors - slope and elevation. Other factors - 
rainfall, flood, land use and soil permeability - were primarily of homogeneous data 
and had specific values, thus zonal mean values were not appropriate to adopt for the 
spatial analysis. For these latter classes of factors, a classification value for the 
dominant class in each village was adopted. Values were selected based on the visual 
observation of the dominant (covering the greater visual proportion of a village’s 
extent) class. A table with a field listing the mean or dominant value of each variable 
in all villages was the outcome of this phase. The table also contained fields for the 
prevalence indicators - normalised diarrhoea variable, normalised dengue fever, sum 
of both diseases - and population density variable that were calculated in the previous 
phase of the research study. 
Land Use Classification 
 Land use was the only sourced dataset that could be transformed from 
categorical data to continuous data (numerical). Categorical data represents 
observations that are sorted into categories or groups. While, numerical data shows 
measured observations (Australian Bureau of Statistics 2014). Categorical data can 
be difficult to analyse because of the local multicollinearity2 issues, which occurs if 
categories cluster spatially and result in unstable results (ESRI 2016A). Continuous 
type of data allows an investigation of numerous characteristics, including mean, 
mode, median, variability and range, which enriches the quality of research. 
  The ArcGIS "Tabulate Intersection" tool was used to compute intersections 
between land use classes and calculate the percentage of each class in each village. 
There were two problems that arose applying this approach. Firstly, the raster dataset 
                                               
 
2 Multicollinearity - a circumstance in which two or more explanatory variables are redundant or 
highly correlated (ESRI 2016E). 
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representing the land use factor had to be converted to polygon features because a 
raster format is intelligible to the "Tabulate Intersection" tool. Secondly, the land use 
factor layer does not coincide with the village boundaries layer. Villages situated 
adjacent to the Semarang City metro extent boundary were assigned a smaller area in 
percentage than they should (<100%). As a work-around and to eliminate any 
processing areas of ‘null’ data, differences in area between 100% (village area) and 
the computed percentage of land use classes in each village (resulting from the 
Tabulate intersection tool) were divided by number of land use classes located in that 
village. The outcome was added to each land use class in that village to ensure the 
aggregation of individual land class areas equated to the village area total. As a final 
result, five new explanatory variables - agriculture, industrial, natural land cover, 
water body and residential land use - were available as explanatory variables for the 
spatial analysis. A broader discussion about use of land use continuous data is 
included in the scenario development subsection (see 3.3.4). 
3.3.3 General Overview of the Data and Limitations 
 Datasets provided from Indonesian government sources were the best 
available data. However, there were some important constraints and limitations. 
Firstly, socio-economic data and satellite images were not provided. Access to more 
detailed information about sanitation and land cover layer might significantly impact 
the research outcome. It is highly probable that such datasets would be more 
heterogeneous (more detailed spatial resolution), hence the result would be more 
indicative and reliable. Secondly, there was no detailed information about flood 
levels (depth and frequency). Only the extent of flooding was given, which did not 
provide sufficient information about the flood impact on the study area. Thirdly, 
health data sets were not comprehensive and contained incomplete information, 
providing only a likely range of number of cases. Reported cases were not collected 
for a long period of time - for months/years. An informed assumption necessarily 
was applied to define upper value of the likelihood range of disease cases and 
eliminate problem with calculations. Lastly, health data sets did not include reported 
cases about typhoid disease, thus it was impossible to fully compare the results of the 
funded project with those of the research study. 
 Seven explanatory variables - rainfall, flood, land use, soil permeability, 
elevation, slope and population density - and three dependent variables - diarrhoea 
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disease cases, dengue fever disease cases, combined total of diarrhoea and dengue 
fever disease cases - were selected to run OLS. The general overview of the variables 
dataset is described in Table 1. 
 
Table 1 - General Overview of the Dataset.3 
Factor Layer General Overview 
Explanatory Variables 
Rainfall 10 years recurrence obtained from the 
custodian agencies - adopted as 
temporal resolution (see Appendix C) 
Flood Flood inundation area (2014) provided 
by the custodian agencies - extent only 
(see Appendix D) 
Land Use Five classes of land use, including 
agriculture, industrial, natural land 
cover, water body and residential, 
obtained from the custodian agencies - 
five classes generalised from 13 classes 
of Land Use Planning (see Appendix 
E) 
Soil Permeability Permeability rate, including 2 mm/hr, 5 
mm/hr, 60 mm/hr and 120 mm/hr, 
provided from the custodian agencies - 
obtained for expert advice (see 
Appendix F) 
Elevation Created DEM (grid cell = 100) formed 
from TIN based on data from contour 
lines (2 m) and spot heights - spatial 
resolution based on homogeneity of 
                                               
 
3 Data sourced from Indonesian local and national government agencies collected over period 2014 - 
2016. 
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class value of majority of factor layers 
(see Appendix G)   
Slope Created slope GIS layer (see Appendix 
H) 
Population Density Population of each village divided by 
the village size obtained from the 
health data sets (see Appendix I) 
Dependent Variables 
Diarrhoea Disease Cases Calculated Normalised Diarrhoea 
variable - based on three classes of 
likely range of cases 
Dengue Fever Disease Cases Calculated Normalised Dengue Fever  
variable - based on three classes of 
likely range of cases 
Combination of both Diseases Sum of both disease variables 
 
3.3.4 Scenario Development 
An analysis was made based on two scenarios. In the first scenario, the derived 
slope layer, the five sourced factor layers - rainfall, flood, land use, soil permeability 
and elevation – the calculated population density, and the two sets of health dataset 
were analysed. In the second scenario, the sourced land use factor was replaced by 
the five new continuous variables refined from the categorical land use dataset - 
agriculture, industrial, natural land cover, water body and residential land use. As a 
further refinement, logarithmic functions of elevation, slope, population density and 
the five refined continuous land use variables were calculated to normalise the 
histogram and improve the observed models. In this scenario, however, the sourced 
rainfall, flood, soil permeability and health datasets were used in their unmodified 
form (see Table 2). Calculations and results of the analysis were significantly 
different in each scenario (see Chapter 5). Therefore, the application of the models of 
the second scenario proved useful in the investigation of the impact of the 
contribution of each factor layer to the spatial analysis. 
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Table 2 - Scenarios Comparison. 
Scenario 1 Scenario 2 
Dependent variables were derived by a 
calculation of the prevalence indicator - 
a normalised ratio of diarrhoea, dengue 
fever and sum of both diseases 
likelihood per village. 
Dependent variable values were 
calculated the same as in the first 
scenario. 
The values of the dominant class of 
explanatory variables, including flood, 
rainfall, land use and soil permeability, 
were adopted for each village during the 
data manipulation process. 
Flood, rainfall and soil permeability 
variables had the same values as in the 
first scenario; however, land use variable 
was divided by five classes - agricultural 
land use, industrial land use, natural land 
cover, water body and residential land 
use - to obtain continuous data. 
Mean values were calculated for each 
village for explanatory variables, 
including slope and elevation.  
Mean values of slope and elevation were 
calculated the same as in the first 
scenario. 
The value of the population density 
explanatory variable was calculated as 
the ratio of the population divided by the 
area of each village. 
The value of the population density was 
calculated the same as in the first 
scenario for each village. 
 Logarithmic functions were calculated 
and applied for continuous data, 
including elevation, population density, 
slope and five new-created land use 
variables, to normalise histograms. 
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3.4 CONDUCT OF THE ANALYSIS 
 GIS analysis was the next phase undertaken in the research study (see Figure 
3.2). The outcome of the data manipulation phase - the table of dependent and 
explanatory variables (Table 1) - was used to run OLS regression. As mentioned 
above, diarrhoea disease cases, dengue fever disease cases and the combination of 
both diseases were selected as the dependent variables. Each dependent variable was 
analysed separately with the seven explanatory variables - rainfall, flood, land use, 
soil permeability, elevation and slope and population density. The ArcGIS "Ordinary 
Least Squares" tool was used to run OLS regression. The tool required the addition 
of a new column, an unique ID field, to recognise the village name. OLS was run 
twice for each dependent variable because of assumptions made in the data 
manipulation phase (two scenarios), thus six OLS reports were the outcome of this 
stage. The reports list: the summary of OLS results, OLS diagnostics and assigned 
graphs. These reports were interpreted in the next phase of the analysis (see Chapter 
5). The example of the created report is included at Appendix J. 
 
 
Figure 3.2 - GIS analysis phase in relation to undertaken research. 
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3.5 CONCLUSIONS 
 This chapter discussed the methodology which was applied to analyse human 
health risk in Semarang City. A critical literature review, GIS analysis and 
comparative case study investigation were used to achieve the research objective in 
the next stage of this research. Justifications of reasons to choose selected research 
methods were given. Moreover, the peculiarities of the study area and the research 
design, including data collection, data compilation and conduct of the analysis, were 
presented and discussed as regards their impact on the conduct of the study. Six 
factor layers and two sets of health data were collected from Indonesian local and 
national government sources. Health data was manipulated and prepared for analysis 
in spreadsheet, while GIS layers preparation and data analysis were undertaken 
utilising ArcGIS software. Finally, two developed scenarios were examined using 
OLS regression. 
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Chapter 4: Analysis 
Regression analysis was undertaken to evaluate relationships between human 
health risk factors and their correlations. As stated in the previous section, OLS 
linear regression was applied to model each dependent variable to determine their 
relationships with the selected explanatory variable. An OLS statistical report was 
the outcome of OLS regression run for each dependent variable in both scenarios. 
The OLS regression tool reported information only about the statistical value of each 
indicator. Consequently, it was critical to investigate and understand the significance 
and implication of each reported indicator and its value to facilitate a correct 
interpretation of the reported results of each modelled scenario. A set of diagnostics 
is of no value without a proper analysis and interpretation of the results leading to 
confirmation of the assumptions and/or errors in the model. This chapter 
concentrates on the investigation of the indicators reported from the modelling and 
analyses of all three cases within each of the two scenarios. Hence, the understanding 
of the OLS report helped to analyse the model, to draw findings and conclusions, and 
to identify and eliminate the potential, for incorrectly interpreted values to cause 
erroneous results of no value for the research study analysis. The literature review, 
primarily the information available from the ESRI support website, filled the 
knowledge gap between theory about OLS analysis and practice. 
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4.1 ANALYSIS OF OLS RESULTS 
There were several indicators that should be checked to verify if the created model is 
properly specified and one principal indicator optional for an examination and 
comparison of models, and for an improvement of the overall quality of the research 
study. The most important steps to interpret OLS report are presented below (ESRI 
2016C; ESRI 2016F) (see Figure 4.1 and Figure 4.2):  
1) Significant coefficients should have a positive sign – ‘+’ (see 4.1.1) 
2) Redundancy should not occur among explanatory variables (see 4.1.2) 
3) Coefficients should be statistically significant (see 4.1.3) 
 
 
Figure 4.1 - An example of an OLS report showing location of the first three indicators discussed in 
this chapter. Figure obtained from the created OLS report. 
 
4) Residuals should be normally distributed (see 4.1.4) 
5) R-square value should be strongly adjusted (see 4.1.5) 
6) Stationarity should be assessed (see 4.1.6) 
7) Overall model significance should be investigated (see 4.1.7) 
8) Comparison of different regression models could be examined (see 4.1.8) 
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Figure 4.2 - An example of an OLS report showing the location of the next five indicators discussed in 
this chapter. Figure obtained from the created OLS report. 
 
9) Residuals should not be spatially autocorrelated (see 4.1.9) 
10) Modelled relationships should be linear (see 4.1.10) 
11) Histogram should match the normal curve (see 4.1.11) 
12) Residuals should be randomly situated on the graph (see 4.1.12) 
4.1.1 Coefficients 
 The OLS regression tool determines coefficients that are associated with 
explanatory variables and calculates their significance by performing a statistical test 
(see Figure 4.1, column labelled 1). The statistical test shows the probability of a 
coefficient being equal to zero. The coefficients for explanatory variables 
demonstrate both the type of relationships between explanatory variables and 
dependent variables and the strength of the relationship. A negative coefficient 
determines that the relationship is negative. In that case, a larger value of the 
coefficient results in a subsequent decrease in the value of dependent variable. 
Likewise, if the coefficient sign is positive, the relationship is positive and a larger 
value of the coefficient affects a subsequent increase in the value of dependent 
variable. Moreover, the relationship is strong if the quantum of the coefficient is 
relatively large to the value of the explanatory variable it is related to. A very weak 
relationship is indicated by a coefficient value near zero. In that case, the associated 
explanatory variable is of no use for analysis and does not contribute to the model. 
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4.1.2 Variance Inflation Factor 
 The Variance Inflation Factor (VIF) determines redundancy 
(multicollinearity) among explanatory variables (see Figure 4.1, column labelled 2). 
Multicollinearity occurs if the examined model contains several factors that are 
correlated to the dependent variables as well as to each other. Variables reporting 
values greater than 7.5 need to be removed because such indicates that at least one 
variable duplicates in the model the impact of another variable. This situation causes 
an ‘over-count’ type of bias and makes the model unstable, thus the model cannot be 
trusted. The VIF is always equal to or greater than 1; however, reported values 
greater than 5 indicate some degree of correlation between the explanatory variables, 
while lesser VIF values indicate a more stable model delivering better results. 
4.1.3 Probability and Robust Probability 
 Two columns in the OLS report indicate a measure of the statistical 
significance of coefficients (see Figure 4.1, column labelled 3). A coefficient is 
considered as significant if the calculated probability is smaller than 0.05. An 
asterisk (*) is used to highlight coefficient with such a value. Non-significant 
variables (probability > 0.05) could be discarded as their inclusion does not improve 
the model. They should be removed unless theory or expert advice indicates that a 
particular variable is important to the model. Small probabilities are always more 
significant than large probabilities. If Koenker (BP) statistic is indicated to be 
statistically significant, nonstationarity occurs and only the robust probability column 
shows the significance of coefficients (see 4.1.6). Nonstationarity indicates that the 
relationship among data is changing based on location. 
4.1.4 Jarque-Bera Test 
 The Jarque-Bera Test measures if residuals are normally distributed (see 
Figure 4.2, column labelled 4). The residuals situated over or under predictions from 
a properly defined model show random noise. If the test probability is smaller than 
0.01 for a 99% confidence level (the test is statistically significant), the model is 
biased which means that at least one explanatory variable is missing. When the 
model residuals are not normally distributed with a mean value equal to zero, the 
model is mis-specified and results are unreliable. Nonlinear relationships, strong 
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heteroscedasticity4 and data that contain influential outliers also cause a statistically 
significant result of the Jarque-Bera Test. 
 
 
Figure 4.3 - Examples of residuals distribution (ESRI 2016F). 
 
 OLS is a linear regression analysis, which assumes that the modelled 
relationships are linear (see Figure 4.3). The mentioned above problems could be 
solved by verification that the relationship between the dependent variable and an 
explanatory variable is linear. If the relationship is non-linear a logarithmic 
transformation should be used to normalise the dataset and histogram (ESRI 2016F). 
4.1.5 R-Squared Value 
 Both the Adjusted R-Squared and Multiple R-squared values indicate 
measures of model performance (see Figure 4.2, column labelled 5). The values 
adopt ranges from 0 to 1.0 (0% - 100%). Both values demonstrate the percentage of 
                                               
 
4 Heteroscedasticity - a phenomena in which the variability of a dependent variable is not equal across 
the range of values of a explanatory variable (Taylor 2013). 
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the variation in the selected dependent variable that is explained by the model. The 
Multiple R-Squared value is higher than the Adjusted R-Squared value because it is a 
less accurate method of the measure of model performance. 
4.1.6 Koenker Test 
 The Koenker Test determines if the explanatory variables are connected by a 
consistent relationship to the dependent variables in data space and geographic space 
(see Figure 4.2, column labelled 6). The variation in the relationship between 
explanatory variables and predicted values are unchanged with modifications in the 
magnitude of explanatory variables if the created model is consistent in the first case 
- the data space. It means that heteroscedasticity does not exist in this model. On the 
other hand, the spatial processes that are represented by the explanatory variables are 
the same across the examined area if the model remains unchanged in the second 
case - the geographic space. This infers that the processes are stationary. Thus, if 
probability is less than 0.01, there is statistically significant nonstationarity or/and 
heteroscedasticity. In that case, the effectiveness of explanatory variables should be 
examined by analysis of the robust probabilities and standard errors. The model 
could be improved by using Geographically Weighted Regression (GWR)5, which 
ameliorates problems with nonstationarity. 
4.1.7 Joint F-statistic and Joint Wald Statistic 
 Both the Joint Wald Statistic and Joint F-statistic determine overall model 
significance (see Figure 4.2, column labelled 7). The Joint F-statistic is reliable only 
if the Koenker Test is not statistically significant. If the Koenker Test is significant, 
the Joint Wald Statistic needs to be analysed to examine overall model significance. 
A probability less than 0.01 for a 99% confidence level, represents a statistically 
significant model.  
                                               
 
5 Geographically Weighted Regression - a local linear regression which models relationships that vary 
spatially. GWR analysis is run on statistically significant variables obtained from the OLS regression. 
Its proper application ensures reliable outcomes of the evaluation of linear relationships (ESRI 2009C; 
ESRI 2016A). 
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4.1.8 Corrected Akaike Information Criterion 
 Corrected Akaike Information Criterion (AICc) is used to compare different 
regression models (see Figure 4.2, column labelled 8). The smaller the AICc value, 
the better the model is as it is better fitted to the observed dataset. 
4.1.9 Residual Spatial Autocorrelation 
 The spatial autocorrelation tool estimates if the pattern expressed is dispersed, 
random, or clustered. The calculation is based on feature values and feature 
locations. Moran's I index value is calculated using the following pattern in ArcGIS 
software (ESRI 2012): 
 
ܫ =  
݊
ܵ଴
∑ ∑ ݓ௜,௝ݖ௜ݖ௝
௡
௝ୀଵ
௡
௜ୀଵ
∑ ݖ௜
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௜ୀଵ
            (2) 
Where: 
ݏ଴ = ෍ ෍ ݓ௜,௝                               (3)
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௝ୀଵ
௡
௜ୀଵ
 
ݖூ =
ܫ − ܧ[ܫ]
ඥܸ[ܫ]
                                   (4) 
ܧ[ܫ] = −1/(݊ − 1)                         (5) 
ܸ[ܫ] = ܧ[ܫଶ] − ܧ[ܫ]ଶ                      (6) 
Where: 
zi - Deviation of an attribute for the "i" feature from the mean feature 
wi,j - Spatial weight between features 
n - Number of features 
S0 - Spatial weights 
 
 The calculated p-value (probability) and s-score (standard deviations) 
evaluate the significance of the obtained Moran's I index. When the p-value or z-
score shows statistical significance, the negative Moran's I index value informs that 
there is a tendency toward dispersion. A positive Moran's I index value illustrates 
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that there is a tendency toward clustering. The theoretical null hypothesis for the 
spatial autocorrelation tool defines that features themselves or the values linked to 
them are randomly spread across the examined area. Residuals need to be spatially 
random to ensure that model is reliable. Statistically significant clustering of low 
or/and high residuals shows that an important variable is missing. In that case, OLS 
outcomes cannot be trusted.  
 The theoretical null hypothesis could be rejected if the p-value is statistically 
significant in these two cases. Firstly, if the p-value is smaller than 0.01 and the z-
score is positive, the spatial distribution of low values or/and high values is more 
clustered than hypothetically it should be if fundamental spatial processes were 
random. Secondly, if the p-value is smaller than 0.01 and z-score is negative, the 
spatial distribution of low values or/and high values is more dispersed than 
hypothetically it should be if fundamental spatial processes were random. In other 
cases, if the p-value is not statistically significant, it is most likely that the spatial 
distribution of features or the features values are the outcome of random spatial 
processes. 
4.1.10 Variable Distributions and Relationship 
 A scatter plot is used to present a relationship between the dependent variable 
and a selected explanatory variable. A nonlinear relationship reflects model bias, 
which might take the form of curved line in the scatter plot. As OLS is a linear 
regression, the modelled relationships should be depicted as a diagonal line. The 
gradient of the diagonal line shows if that relationship is negative or positive. Scatter 
plots also expose data outliers. The outliers could be removed if, according to expert 
judgment, such represent incorrect data. Histograms for each dependent variable are 
also included in an OLS report (see Appendix J). 
4.1.11 Histogram of Standardized Residuals 
 A histogram illustrates under- and over-predictions thus indicating random 
noise. The histogram uses bars to represent the actual distribution and a plotted, 
smoothed curved line to show the shape of the perfect histogram with normally 
distributed residuals (see Chapter 5). If the histogram values are very different from 
the theoretical normal curve, bias occurs. The Jarque-Bera Test verifies if deviation 
from a normal distribution is specified as statistically significant. 
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4.1.12 Residuals vs. Predicted Plot 
 A graph is plotted to show the relationship between residuals and predicted 
values of dependent variables (see Chapter 5). It will indicate if a problem with 
heteroscedasticity occurs. A properly specified model is characterised by random 
residuals and a scatter plot that has little structure. 
4.2 CONCLUSIONS 
 Application of the OLS regression tool and the reports generated helped to 
determine if the model was properly specified. The steps described above were 
undertaken to gain a proper understanding of and knowledge concerning the creation 
of an OLS model and particularly concerning the indicators reported and the 
significance of their values. The aim of the analysis was to understand data and use 
that knowledge to answer questions and solve problems. Misunderstandings in 
indicators interpretation would lead to incorrect conclusions. 
 Firstly, it was essential to check if all explanatory variables were statistically 
significant, thus their intrinsic importance to the analysis. The OLS tool reports a 
calculated coefficient for each explanatory variable and their probabilities. Only 
explanatory variables of significance within the scenario being model were 
highlighted by an asterisk next to the probabilities associated with them. The 
explanatory variables of significance then were selected to be applied in a GWR 
analysis. Scatter plots depicting the relationship between variables and their strength 
and scatter diagrams are analysed to confirm that selected explanatory variables are 
important to the observed model. Secondly, none of the explanatory variables should 
be redundant. Examination of the VIF values helped to decide which variables need 
to be removed when redundancy occurs. Thirdly, the model should not be biased, as 
a properly specified model is normally distributed. In that case, Jarque-Bera Test 
cannot be reported as statistically significant and the histogram should match the 
theoretical normal curve. Fourthly, stationarity should be accessed by the Koenker 
Test to check for relationship between the explanatory variables and the dependent 
variables. It was also important to verify that all the significant explanatory variables 
were identified and used in the analysis. Examination of spatial autocorrelation 
shows if any explanatory variables are missing. Lastly, model performance should be 
investigated by applying the adjusted R-Squared diagnostic Test. The overall model 
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statistical significance should be investigated by analysis of the Joint Ward Statistic 
or Join F-Statistic. The AICc should be examined to compare different models and 
thus improve the quality of the research study. However, this final indicator is 
optional and the model analysis could be conducted without compromising the other 
overall fitness of the model based on the other statistical indicators. 
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Chapter 5: Results 
The ArcGIS OLS tool was used in the analysis stage of the research study to 
develop a DSF – a process to help decision-makers identify areas where the human 
population potentially would be most vulnerable to waterborne and water-related 
diseases, and to help develop appropriate remedies. The analysis was based on the 
seven explanatory variables - elevation, flood, rainfall, land use, population density, 
soil permeability and slope - and their relationships with the three dependent 
variables - diarrhoea disease cases, dengue fever disease cases and a combination of 
both disease cases. The OLS generated a report of the results of each analysis. Due to 
differences in the data interpretation and a fortuitous opportunity to improve the 
initial model for the analysis, two scenarios were developed. An OLS analysis of 
each was undertaken resulting in the generation of six reports by utilising two 
datasets for each of the three dependent variables. The results from each scenario 
were compared. This chapter concentrates on results interpretation and scenarios 
comparison. 
5.1 SCENARIO I 
 The first scenario is an interpretation of the sourced factor layers and the 
health dataset. Dependent variables were derived by a calculation of the ratio of 
disease cases - diarrhoea disease, dengue fever disease, and a combination of 
diarrhoea and dengue fever diseases - to the population of each village. This ratio 
was identified earlier in the research study as the ‘prevalence indicator’ (see section 
3.3.2). The values of the dominant class of flood, rainfall, land use and soil 
permeability explanatory variables were adopted for each village during the data 
manipulation process. Mean values were calculated for each village for the slope and 
elevation explanatory variables based on the sourced contour dataset. The value of 
the population density explanatory variable was calculated as the ratio of the 
population divided by the area of each village (see 3.3.2 and 3.3.4). 
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5.1.1 Diarrhoea as the Dependent Variable – Model 1 
 According to the coefficient column (see Table 3), the strongest relationship 
occurs between land use and the dependent variable (coefficient = -0.002353), which 
means that land use is considered to be a critical risk factor that highly impacts 
human health risk in the study area. Slope is the second most important risk factor. 
 
Table 3 - Model Variables (Model 1; Scenario I). 
Variable Coefficient StdError t_Statistic Probability Robust_SE Robust_t Robust_Pr 
Intercept 0.011841 0.017641 0.671243 0.502980 0.009168 1.291644 0.198249 
Elevation 0.000014 0.000013 1.062592 0.289477 0.000012 1.189541 0.235895 
Flood 0.000351 0.002548 0.137923 0.890457 0.000948 0.370892 0.711193 
Rainfall 0.000076 0.000112 0.680952 0.496830 0.000098 0.774687 0.439599 
Land Use -0.002353 0.000692 -3.398167 0.000856 0.001394 -1.687401 0.093379 
Population 
Density -0.000038 0.000019 -2.030232 0.043896 0.000011 -3.386436 0.000891* 
Soil 
Permeability 0.000033 0.000045 0.730419 0.466140 0.000035 0.935741 0.350731 
Slope -0.001050 0.000522 -2.012764 0.045722 0.000361 -2.905706 0.004158* 
 
 Approximately half of the explanatory variables have a positive relationship 
with the dependent variable - elevation, flood, rainfall, soil permeability, which 
should affect an increase in the value of diarrhoea variable. Conversely, the land use, 
population density and slope variables have a negative relationship with the 
diarrhoea disease cases, which should influence a decrease in the value of the 
dependent variable. However, the use of prevalence in the calculations of dependent 
variables causes the reverse situation. As an example, if the same amount of disease 
cases occurs in two villages in the study area, the village where more people live has 
a smaller prevalence, thus the value of dependent variable decreases (see below). 
Village A: 
ଵ଴ ௗ௜௦௘௔௦௘ ௖௔௦௘௦
ଵ,଴଴଴ ௣௘௢௣௟௘
=
ଵ
ଵ଴଴
= 1% 
Village B: 
ଵ଴ ௗ௜௦௘௔௦௘ ௖௔௦௘௦
ଶ,଴଴଴ ௣௘௢௣௟௘
=
ଵ
ଶ଴଴
= 0.5% 
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The OLS regression equation for the following model is presented below: 
y = 0.011841 + [(0.000014)(Elevation)] + [(0.000351)(Flood)] + 
[(0.000076)(Rainfall)] + [(-0.002353)(Land Use)] + [(-0.000038)(Population 
Density)] + [(0.000033)(Soil Permeability)] + [(-0.001050)(Slope)] + ε6 
 
 VIF values are in the range 1.42 - 2.23, which means that the explanatory 
variables might be moderately correlated. However, the results are smaller than 7.5, 
thus the model is stable and does not contain duplicated information. Small VIF 
values (<5) show that there is no need to be overly concerned about the correlations 
of variables because global multicollinearity does not occur. 
 
Table 4 - OLS Diagnostic (Model 1; Scenario I). 
Diagnostic 
Name 
Diagnostic 
Value Definition 
AIC -1078.511467 
Akaike's Information Criterion: A relative measure of performance used to 
compare models; the smaller AIC indicates the superior model. 
AICc -1077.433623 
Corrected Akaike's Information Criterion: second order correction for small 
sample sizes. 
R2 0.229473 
R-Squared, Coefficient of Determination: The proportion of variation in the 
dependent variable that is explained by the model. 
AdjR2 0.197558 
Adjusted R-Squared: R-Squared adjusted for model complexity (number of 
variables) as it relates to the data. 
F-Stat 7.190075 Joint F-Statistic Value: Used to assess overall model significance. 
F-Prob 0.000000 
Joint F-Statistic Probability (p-value): The probability that none of the 
explanatory variables have an effect on the dependent variable. 
Wald 87.054993 Wald Statistic: Used to assess overall robust model significance. 
Wald-Prob 0.000000 
Wald Statistic Probability (p-value): The computed probability, using robust 
standard errors, that none of the explanatory variables have an effect on the 
dependent variable. 
K(BP) 15.129054 
Koenker's studentized Breusch-Pagan Statistic: Used to test the reliability of 
standard error values when heteroscedasticity (non-constant variance) is 
present. 
K(BP)-Prob 0.034380 
Koenker (BP) Statistic Probability (p-value): The probability that 
heteroscedasticity (non-constant variance) has not made standard errors 
unreliable. 
JB 54155.186324 
Jarque-Bera Statistic: Used to determine whether the residuals deviate from a 
normal distribution. 
JB-Prob 0.000000 
Jarque-Bera Probability (p-value): The probability that the residuals are 
normally distributed. 
Sigma2 0.000125 Sigma-Squared: OLS estimate of the variance of the error term (residuals). 
 
 The Koenker Test is statistically significant (see Table 4), therefore the robust 
probabilities show the significance of investigated coefficients (see Table 3). 
                                               
 
6 The equation explained in the methodology section (see 3.1.2). 
 48 Chapter 5: Results 
According to the summary of OLS results, the population density (robust probability 
= 0.000891) and slope (robust probability = 0.004158) variables are significant 
factors (< 0.05). However, population density has the smallest value, which signifies 
that this variable is the most important to the model. Moreover, other explanatory 
variables have too low spatial resolution - homogeneous data that is presented in 
categories. The explanatory variables indicated as not significant - elevation, flood, 
rainfall, land use and soil permeability - do not improve the model and could be 
removed from the analysis. In general, significant variables should have a positive 
sign, because they cause an increase in the value of dependent variable. However all 
investigated significant variables have a negative sign which is caused by the use of 
the prevalence ratio in the calculations of the dependent variables. 
 The Jarque-Bera Test, however, is statistically significant (<0.01), which 
means that residuals are not normally distributed and the model is biased. Hence, the 
probability values associated with the coefficients are unreliable and the model 
cannot be trusted. Spatial autocorrelation need to be run to check if residuals are 
random. Clustered residuals show that one or more explanatory variables are missing 
(see Appendix K). Moreover, the available data is not heterogeneous causing too 
much similarity across the study area due to the scale (spatial resolution) at which the 
dataset was provided. A statistically significant Jarque-Bera Test might also be a 
result of nonlinear relationships in the model and influential spatial outliers. 
 
Table 5 - GWR Results Window (Model 1; Scenario I). 
Variable Name Variable 
Neighbors 52 
ResidualSquares 0.014594 
EffectiveNumber 27.397538 
Sigma 0.009877 
AICc -1112.899517 
R2 0.467986 
R2Adjusted 0.374112 
  
 The Koenker Test is indicated to be statistically significant (<0.01), thus there 
is non-stationarity among variable relationships and GWR could be run to improve 
the model. GWR was run using only population density and slope variables that were 
found significant in the OLS report. According to the GWR Results Window (see 
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Table 5), 52 neighbours that were used to calibrate each GWR equation gives 
optimal results - maximized model fit and minimized bias. The adjusted R-Squared 
value was much higher for the GWR model (37%) than it was for the OLS model 
(20%). While, the AICc is lower for the GWR model (AICc = -1112.90 for the 
GWR; AICc = -1077.44 for the OLS), which indicates improvement in the model 
performance. 
 As the Koenker Test is significant (<0.01), the Joint Wald Statistic 
determines overall model significance (see 4.1.7.). The p-value (0.000000) is less 
than the confidence criterion (0.01 at a 99% confidence level) which means that the 
theoretical null hypothesis could be rejected and the selected explanatory variables in 
the model are effective. 
  According to the spatial autocorrelation report, the p-value is less than 0.01 
(0.001084) and the z-score is positive (3.267700), thus the theoretical null hypothesis 
could be rejected. Consequently, the Moran's Index is positive (0.100590), which 
means that there is a tendency toward clustering. There is just 1% likelihood that the 
observed clustered pattern might be the outcome of random chance. The 
interpretation is that at least one important variable is missing in the analysis. Spatial 
autocorrelation of the standardized residuals, that were taken from the outcome of 
GWR, was determined also through Moran's I tool. The p-value is smaller than 0.01 
(0.001333), while the z-score is negative (-3.208879). This result infers that the 
spatial pattern is dispersed. 
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 As the Jarque-Bera Test is statistically significant, the deviation from a 
normal distribution is significant too. The resultant histogram does not match 
perfectly the normal curve, thus the model is biased (see Figure 5.1). 
 
Figure 5.1 - The histogram of standardized residuals for diarrhoea as the dependent variable (Scenario 
I). Figure obtained from the report generated by the OLS tool. 
 
 According to Figure 5.2, residuals are not situated randomly - the scatter 
diagram exhibits minimal structure, however residuals are mostly concentrated along 
the zero gradient. Therefore, the model is not properly specified and a problem with 
heteroscedasticity occurs. 
 
Figure 5.2 - The graph of residuals in relation to predicted plot for diarrhoea as the dependent variable 
(Scenario I). Figure obtained from the report generated by the OLS tool. 
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5.1.2 Dengue Fever as the Dependent Variable – Model 2 
 According to the OLS report (see Table 6), all variables have a negative 
relationship with the dependent dengue fever variable, thus they affect an increase in 
the value of the dependent variable. The flood (coefficient = -0.000458) and land use 
(coefficient = -0.000427) are indicated to be significant human risk factors (< 0.05) 
in the study area. 
 
Table 6 - Model Variables (Model 2; Scenario I). 
Variable Coefficient StdError t_Statistic Probability Robust_SE Robust_t Robust_Pr 
Intercept 0.021262 0.005308 4.005552 0.000099 0.003837 5.541067 0.000000* 
Elevation -0.000002 0.000004 -0.607054 0.544632 0.000004 -0.576239 0.565224 
Flood -0.000458 0.000767 -0.597600 0.550909 0.000377 -1.213906 0.226478 
Rainfall -0.000083 0.000034 -2.474985 0.014301 0.000025 -3.362080 0.000967* 
Land Use -0.000427 0.000208 -2.051071 0.041798 0.000278 -1.535690 0.126495 
Population Density -0.000021 0.000006 -3.677781 0.000325 0.000004 -4.727672 0.000006* 
Soil Permeability -0.000003 0.000014 -0.255127 0.798939 0.000011 -0.312148 0.755321 
Slope -0.000034 0.000157 -0.216208 0.829086 0.000138 -0.246015 0.805972 
 
 Similar to the first analysed model, the VIF values are in between 1.42 - 2.23 
(<7.5). This infers that there is no redundancy among the explanatory variables and 
the model is trustworthy.  
 The Koenker Test is statistically significant (<0.01), thus the robust 
probability column illustrates the significance of examined coefficients (see Table 6 
and Table 7). According to the OLS report, the rainfall (robust probability = 
0.000967) and population density (robust probability = 0.000006) are indicated to be 
the only significant human risk factors in this case. Consequently, other risk factors 
are considered to be non-consequential. 
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Table 7 - OLS Diagnostic (Model 2; Scenario I). 
Diagnostics Name Diagnostics Value 
AIC -1503.665107 
AICc -1502.587263 
R2 0.188122 
AdjR2 0.154494 
F-Stat 5.594205 
F-Prob 0.000008 
Wald 51.912372 
Wald-Prob 0.000000 
K(BP) 27.671117 
K(BP)-Prob 0.000252 
JB 179.448165 
JB-Prob 0.000000 
Sigma2 0.000011 
 
 The Jarque-Bera Test is statistically significant (<0.01), thus the same 
problems as those for Model 1 occur. It is most likely that residuals are not random, 
relationships between the dependent variable and explanatory variables are not 
linear, data is homogeneous and some critical explanatory variables are missing. 
These conclusions were verified based on spatial autocorrelation and graphs analysis 
presented later in this section (see Figure 5.3). Table 7 shows the exact value of the 
Jarque-Bera Test and information about other discussed indicators. 
 As observed, the Koenker Test is indicated to be statistically significant 
(<0.01), thus the results of analysis by Model 2 could be improved by application of 
the GWR tool. GWR was run using the variables indicated as significant - rainfall 
and population density - from the OLS analysis. However, an error message was the 
outcome stating that results cannot be computed because of several model design 
problems. There are a few possible issues that could affect this model and its 
successful application. Most likely, categorical data, such as rainfall, cluster 
spatially, which creates problems with local collinearity. Categorical data should not 
be used in a GWR model; however the sourced rainfall dataset did not include 
continuous data, only categorical. Moreover, according to ESRI support website, 
there could be also a problem with global or local multicollinearity. The VIF values 
are in the range 1.42 - 2.23 (much less than the threshold value of 7.5), thus the 
problem cannot be related to global multicollinearity. However, even if the values of 
only one of the explanatory variables might be clustered spatially, GWR cannot be 
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run successfully. Multicollinearity causes another problem, which is an increase in 
the standard errors of the coefficients. That process results in some explanatory 
variables being reported as statistically insignificant even though logically they are 
statistically significant. 
 According to the adjusted R-Squared value, the variation in the investigated 
dependent variable values is explained by the model's predicted value at 15%. 
Although, this result is low, such does not necessarily represent a problem with the 
validity of a model. For some villages, the sourced health data included an inherently 
high degree of variability which is unexplainable without additional clarification 
from the Indonesian source, which was beyond the scope of the research study. 
However, the R-Squared result obtained in Model 1 was much higher, which 
indicates that some variables were missing in the analysis or/and there were gross 
mistakes in or the values interpreted from the sourced health datasets. 
 As noted above, the Koenker Test is statistically significant, hence the Joint 
Wald Statistic is reliable. The p-value (0.000000) is lower than the confidence 
criterion (0.01), which means that the explanatory variables are effective. 
 The AICc is equal to -1502.59. That value could be compared with other 
AICc outcomes of different regression models to determine a better model (see 
5.2.2). 
 According to the spatial autocorrelation report, it is likely that the examined 
pattern is the result of random processes. The p-value is higher than 0.10 (0.933187) 
and the z-score is negative (-0.083836), thus the theoretical null hypothesis cannot be 
rejected. As a result, the residuals are subject to a spatial autocorrelation effect. 
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 Figure 5.3 shows the histogram of standardized residuals. The analysed 
histogram does not entirely match the normal curve, however is more normalised 
than the histogram analysed in the previous Model 1. The Jarque-Bera Test is 
indicated to be significant, thus the model is considered to be biased. 
 
Figure 5.3 - The histogram of standardized residuals for dengue fever as the dependent variable 
(Scenario I). Figure obtained from the report generated by the OLS tool. 
 
 According to Figure 5.4, residuals are not situated randomly, however they 
are more disperse than in Model 1. This model is not properly specified and a 
problem with heteroscedasticity exists. 
 
Figure 5.4 - The graph of residuals in relation to predicted plot for dengue fever as the dependent 
variable (Scenario I). Figure obtained from the report generated by the OLS tool. 
 
  
Chapter 5: Results 55 
5.1.3 Diarrhoea and Dengue Fever as the Dependent Variable – Model 3 
 According to the summary of OLS results (see Table 8), the same factors are 
significant (< 0.05) as in Model 1 when only diarrhoea was the dependent variable. 
Similarly, the land use (coefficient = -0.002780) and slope (coefficient = -0.01084) 
have the highest values. Moreover, most of the explanatory variables have a negative 
relationship with the combination of disease cases dataset. Only elevation and soil 
permeability variables have a positive relationship with the dependent variable. In 
this case, a coefficient of negative value causes a subsequent increase in the value of 
the selected dependent variable. 
 
Table 8 - Model Variables (Model 3; Scenario I). 
Variable Coefficient StdError t_Statistic Probability Robust_SE Robust_t Robust_Pr 
Intercept 0.033103 0.018726 1.767775 0.078909 0.011360 2.914070 0.004054* 
Elevation 0.000012 0.000014 0.828956 0.408289 0.000013 0.902093 0.368281 
Flood -0.000107 0.002705 -0.039464 0.968559 0.001150 -0.092812 0.926153 
Rainfall -0.000007 0.000118 -0.060061 0.952168 0.000103 -0.068879 0.945157 
Land Use -0.002780 0.000735 -3.782698 0.000223 0.001393 -1.995876 0.047550* 
Population Density -0.000058 0.000020 -2.955122 0.003576 0.000014 -4.061453 0.000080* 
Soil Permeability 0.000029 0.000048 0.615784 0.538867 0.000041 0.712322 0.477242 
Slope -0.001084 0.000554 -1.957443 0.051940 0.000404 -2.684225 0.007990* 
 
 In this model, the VIF values are in the range 1.42 - 2.23 (<7.5), which is the 
same range as in Model 1 and Model 2 indicating that global multicollinearity does 
not occur. 
 As the Koenker Test is indicated to be significant (<0.01), the robust 
probability column demonstrates the importance of the listed coefficients (see Table 
8). The land use (robust probability = 0.047550), population density (robust 
probability = 0.000080) and slope (robust probability = 0.007990) are marked as 
main human risk factors. The population density factor is identified as critical by 
having the least value. Other factors are not identified as statistically significant for 
the analysis and do not improve the observed model. 
 The Jarque-Bera Test is statistically significant (<0.01) as for Model 1 and 
Model 2, hence exactly the same problems occur - nonlinear relationships between 
variables, homogeneous data, residuals not situated randomly and some essential 
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explanatory variables are missing. Table 9 shows the exact value of the Jarque-Bera 
Test and information about other discussed indicators. 
 
Table 9 - OLS Diagnostic (Model 3; Scenario I). 
Diagnostics Name Diagnostics Value 
AIC -1057.384829 
AICc -1056.306984 
R2 0.282264 
AdjR2 0.252536 
F-Stat 9.494679 
F-Prob 0.000000 
Wald 96.866925 
Wald-Prob 0.000000 
K(BP) 16.200684 
K(BP)-Prob 0.023345 
JB 21360.573332 
JB-Prob 0.000000 
Sigma2 0.000141 
 
 The Koenker Test is statistically significant (<0.01) as for Model 1 and 
Model 2, therefore results could be improved by application of a GWR (see Table 
10). GWR was run using variables that were found significant in the robust 
probability column of the OLS report - land use, population density and slope. 
Categorical data of land use did not cause local collinearity in this case. In the OLS 
analysis, the variation in the dependent variable values was explained by the model's 
predicted value of 25%. This result is higher than in both previous investigated 
models. Moreover, GWR improved model performance - the adjusted R-Squared 
value increased to 37% and AICc decreased from -1056.31 (OLS) to -1085.59. 
 
Table 10 - GWR Results Window (Model 3; Scenario I). 
Variable Name Variable 
Neighbors 114 
ResidualSquares 0.018971 
EffectiveNumber 16.554506 
Sigma 0.010874 
AICc -1085.594504 
R2 0.428312 
R2Adjusted 0.372889 
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 As the Koenker Test is significant (<0.01), the Joint Wald Statistic is reliable 
as in the previous examined models. The p-value (0.000000) is less than the 
confidence criterion (0.01 at a 99% confidence level), thus the null hypothesis can be 
rejected and the explanatory variables are considered to be effective. 
 According to the spatial autocorrelation report, there is a tendency toward 
clustering - the p-value is smaller than 0.05 (0.013091), the z-score is positive 
(2.481295) and consequently the Moran's Index is positive (0.088338). Thus, there is 
only 5% likelihood that the examined clustered pattern might be random and most 
likely at least one key risk factor is missing in the analysis. Spatial autocorrelation of 
the standardized residuals of GWR shows that spatial pattern is considered to be 
random. The p-value is smaller higher than 0.10 (0.978499), while the z-score is 
positive (0.026951). 
 The observed histogram of residuals (see Figure 5.5) does not match ideally 
the normal curve. This histogram is more normalised than the first examined 
histogram (Model 1) and less normalised the second analysed histogram (Model 2). 
 
 
Figure 5.5 - The histogram of standardized residuals for diarrhoea and dengue fever as the dependent 
variable (Scenario I). Figure obtained from the report generated by the OLS tool. 
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 According to Figure 5.6, residuals are not distributed randomly. They are 
more concentrated along the 0 value gradient line than in the second described 
model; however they are more spread than in the first analysed model. 
 
 
Figure 5.6 - The graph of residuals in relation to predicted plot for diarrhoea and dengue fever as the 
dependent variable (Scenario I). Figure obtained from the report generated by the OLS tool. 
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5.2 SCENARIO II 
 The second scenario was based on a modified interpretation of the sourced 
factor layers. GWR significantly improved the model performance in the first 
scenario, however GWR cannot be used if explanatory variables include categorical 
data. In this second scenario, land use was divided by classes - agricultural land use, 
industrial land use, natural land cover, water body and residential land use - to obtain 
continuous data. Flood, rainfall and soil permeability variables were estimated again 
the same way as in the first scenario because of the type of the provided data. 
However, logarithmic functions were calculated and applied for elevation, population 
density, slope and five new-created land use variables to normalise histograms. 
Dependent variable values remained unchanged (see 3.3.2 and 3.3.4). 
 OLS was run, however the VIF value of elevation variable was higher than 
7.5 (VIF = 9.92), which caused a redundancy among the explanatory variables. The 
VIF values of other explanatory variables (>5) suggested that more variables might 
be correlated with each other, thus the explanatory variables linked to the highest 
VIF values - elevation - was removed from the analysis. 
5.2.1 Diarrhoea as the Dependent Variable – Model 1 
  According to the summary of OLS results (see Table 11), almost all 
explanatory variables have a negative relationship with the diarrhoea disease cases 
affecting an increase in the value of the dependent variable due to the use of 
prevalence in the calculations. Only water body and soil permeability variables have 
a positive relationship with the investigated dependent variable and cause an increase 
in the value of that variable. The strongest relationship occurs between population 
density and the dependent diarrhoea variable (coefficient = -0.020635), which means 
that population density is a critical risk factor that highly impacts human health risk 
in the study area. Industrial land use (coefficient = -0.010357) and agricultural land 
use (coefficient = -0.008486) also have a relatively high value of coefficient. 
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Table 11 - Model Variables (Model 1; Scenario II). 
Variable Coefficient StdError t_Statistic Probability Robust_SE Robust_t Robust_Pr 
Intercept 0.064422 0.015179 4.244121 0.000040 0.015803 4.076475 0.000076* 
Flood -0.000861 0.002257 -0.381540 0.703301 0.000930 -0.925921 0.355821 
Rainfall -0.000031 0.000091 -0.340565 0.733871 0.000057 -0.549540 0.583379 
Water Body  0.001489 0.002506 0.594340 0.553097 0.003095 0.481174 0.631035 
Natural Land Cover  -0.003672 0.001857 -1.977296 0.049661 0.002304 -1.593549 0.112950 
Agricultural Land 
Use  -0.008486 0.001939 -4.376766 0.000024 0.004196 -2.022278 0.044748* 
Industrial Land Use  -0.010357 0.003274 -3.163571 0.001862 0.004843 -2.138289 0.033948* 
Residential Land 
Use -0.005906 0.005215 -1.132568 0.259026 0.004053 -1.457372 0.146913 
Population Density 
(Log) -0.020635 0.002811 -7.341594 0.000000 0.007788 -2.649675 0.008831* 
Soil Permeability 0.000048 0.000039 1.224588 0.222467 0.000029 1.625025 0.106064 
Slope (Log) -0.003867 0.003281 -1.178917 0.240117 0.001575 -2.455061 0.015108* 
 
 VIF values are in the range 1.29 - 4.90, which means that the explanatory 
variables might be correlated. However, the outcomes are smaller than 7.5, indicating 
global multicollinearity does not occur. 
 The Koenker Test is statistically significant (<0.01). Thus, according to the 
robust probability column (see Table 11), population density (robust probability = 
0.008831), slope (robust probability = 0.015108), industrial land use (robust 
probability = 0.033948) and agricultural land use (robust probability = 0.044748) are 
critical for the analysis of human risk factors. The population density variable has the 
least value, which suggests that it is the main risk factor. Table 12 shows the exact 
value of the Koenker Test and information about other discussed indicators. 
 The Jarque-Bera Test is also indicated to be statistically significant (<0.01) as 
in the previous examined models in Scenario I, thus similar problems will occur. 
 The AICc value (-1134.62) is lower than the outcome of the first model of the 
first scenario (AICc = -1112.90) indicating that this model is more fitted to the 
investigated data than is the diarrhoea model in Scenario I (see 5.1.1). 
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Table 12 - OLS Diagnostic (Model 1; Scenario II). 
Diagnostics Name Diagnostics Value 
AIC -1136.518527 
AICc -1134.616088 
R2 0.463293 
AdjR2 0.430961 
F-Stat 14.329352 
F-Prob 0.000000 
Wald 102.112313 
Wald-Prob 0.000000 
K(BP) 38.233445 
K(BP)-Prob 0.000035 
JB 33685.613033 
JB-Prob 0.000000 
Sigma2 0.000089 
 
 GWR was run using significant variables obtained from the robust probability 
column - population density, slope, industrial land use and agricultural land use. The 
adjusted R-Squared value increased from 43% in the OLS analysis to 59 % in GWR. 
While, AICc decreased from -1134.62 in OLS to -1192.92 in GWR (see Table 13). 
 
Table 13 - GWR Results Window (Model 1; Scenario II). 
Variable Name Variable 
Neighbors 131 
ResidualSquares 0.010454 
EffectiveNumber 15.321291 
Sigma 0.008041 
AICc -1192.919627 
R2 0.618916 
R2Adjusted 0.585160 
  
 According to the Joint Wald Statistic, the p-value (0.000000) is less than 0.1, 
therefore indicating that the explanatory variables are effective. 
 The spatial autocorrelation tool was run on the regression residuals to 
examine their pattern. The p-value is smaller than 0.01 (0.005127) and the z-score is 
positive (2.798931), thus the Moran's Index is also positive (0.094088) and there is a 
tendency toward clustering. The result of spatial autocorrelation was improved by 
GWR. The p-value is higher than 0.10 (0.168250) and the z-score is positive 
(1.377849), thus the spatial pattern is random. 
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 As the Jarque-Bera Test is statistically significant, deviation from a normal 
distribution is also indicated to be significant. Consequently, the model is biased (see 
Figure 5.7). 
 
Figure 5.7 - The histogram of standardized residuals for diarrhoea as the dependent variable (Scenario 
II). Figure obtained from the report generated by the OLS tool. 
  
 According to the Figure 5.8, residuals are distributed mostly close to the 0 
value gradient line and not situated randomly, thus the problem with 
heteroscedasticity occurs. 
 
Figure 5.8 - The graph of residuals in relation to predicted plot for diarrhoea as the dependent variable 
(Scenario II). Figure obtained from the report generated by the OLS tool. 
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5.2.2 Dengue Fever as the Dependent Variable - Model 2 
 Since some of the results of the first model (Scenario II) are very similar to 
the outcomes of this model, only changes in values are described in the following 
subsection. In both cases, the Jarque-Bera Test and the Koenker Test are statistically 
significant (<0.01) and Joint Wald Statistic is less than the confidence criterion (0.01 
at a 99% confidence level). 
 According to the OLS report (see Table 14), the majority of the explanatory 
variables have a negative relationship with the dependent dengue fever variable. 
Only the industrial land use variable has a positive relationship with the dependent 
variable. The same as in the first model, the population density (coefficient = -
0.005010) is the most significant human risk factor in the research study area. 
 
Table 14 - Model Variables (Model 2; Scenario II). 
Variable Coefficient StdError t_Statistic Probability Robust_SE Robust_t Robust_Pr 
Intercept 0.027114 0.005081 5.336355 0.000001 0.004688 5.784162 0.000000* 
Flood -0.000288 0.000755 -0.381420 0.703390 0.000364 -0.790628 0.430281 
Rainfall -0.000056 0.000031 -1.830773 0.068930 0.000024 -2.311132 0.022045* 
Water Body -0.001305 0.000839 -1.555829 0.121664 0.000886 -1.473054 0.142640 
Natural Land 
Cover -0.001521 0.000622 -2.446060 0.015477 0.000809 -1.878552 0.062060 
Agricultural 
Land Use -0.001577 0.000649 -2.429629 0.016171 0.000777 -2.029127 0.044038* 
Industrial Land 
Use 0.000763 0.001096 0.696151 0.487304 0.001947 0.391884 0.695658 
Residential Land 
Use -0.002117 0.001746 -1.213029 0.226843 0.002478 -0.854440 0.394083 
Population 
Density (Log) -0.005010 0.000941 -5.325114 0.000001 0.001440 -3.479700 0.000651* 
Soil 
Permeability -0.000002 0.000013 -0.136274 0.891762 0.000007 -0.238731 0.811610 
Slope (Log) -0.000783 0.001098 -0.712836 0.476943 0.000659 -1.188694 0.236258 
 
 The population density variable is also indicated to be significant in the 
robust probability column (robust probability = 0.000651). In contrast, rainfall and 
agricultural land use are considered to be the next most important risk factors, which 
is not indicated in the coefficient column. These results might be different because of 
the categorical type of rainfall data. 
  GWR was run but the same error message as for dengue fever in Scenario I 
was received. There were three significant explanatory variables used in the GWR 
analysis - population density, rainfall and agricultural land use – of which one at least 
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is not continuous and might be the cause of the problem with local collinearity. 
Consequently, GWR cannot improve this model. 
 According to the adjusted R-Squared value (see Table 15), the model 
explains 26% of the variation in the examined dependent dengue fever variable. That 
result is less than the outcome (44%) of the first model with diarrhoea as the 
dependent variable. In this case, other but more critical human risk factors that could 
improve the model are indicated to be missing. 
 
Table 15 - OLS Diagnostic (Model 2; Scenario II). 
Diagnostics Name Diagnostics Value 
AIC -1523.935388 
AICc -1522.032949 
R2 0.300105 
AdjR2 0.257943 
F-Stat 7.117851 
F-Prob 0.000000 
Wald 41.382252 
Wald-Prob 0.000010 
K(BP) 65.695193 
K(BP)-Prob 0.000000 
JB 93.869386 
JB-Prob 0.000000 
Sigma2 0.000010 
 
 The AICc is equal to -1522.03. This value is less than the outcome of the 
previous analysed second model of the first scenario where AICc was -1502.59, 
which indicates that this observed model is fitted slightly better to the investigated 
data than is the previous one. 
 The Spatial Autocorrelation tool was run to examine the pattern of the 
residuals obtained from the OLS regression. The z-score is positive (0.278798) and 
the p-value is higher than 0.10 (0.780400). As a result, the Moran's Index is positive 
(0.006852) and the analysed pattern is considered to be random. 
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 As noted above, the Jarque-Bera Test is indicated to be statistically 
significant, thus deviation from a normal distribution is also significant. The 
histogram is wider than in the first model and more normalised (see Figure 5.9). 
 
Figure 5.9 - The histogram of standardized residuals for dengue fever as the dependent variable 
(Scenario II). Figure obtained from the report generated by the OLS tool. 
 
 According to the Figure 5.10, residuals exhibit a more dispersed structure 
than in the first investigated model, therefore they are not situated randomly. In both 
cases, a problem with heteroscedasticity occurs. 
 
Figure 5.10 - The graph of residuals in relation to predicted plot for dengue fever as the dependent 
variable (Scenario II). Figure obtained from the report generated by the OLS tool. 
 
 
 66 Chapter 5: Results 
5.2.3 Diarrhoea and Dengue Fever as the Dependent Variable - Model 3 
 The Jarque-Bera Test and the Koenker Test are indicated to be statistically 
significant (<0.01), Joint Wald Statistic is lower than 0.01 and VIF values are exactly 
the same (<7.5), all similar to Model 1 and Model 2. 
 According to the summary of OLS results (see Table 16), most explanatory 
variables have a negative relationship with the combination of diarrhoea and dengue 
fever disease cases – an increase in the value of the dependent variable. Only water 
body and soil permeability variables have a positive relationship with the analysed 
dependent variable – a decrease in the value of the dependent variable. The same 
explanatory variables as in the first model - population density (coefficient = -
0.025645), agricultural land use (coefficient = -0.010063) and industrial land use 
(coefficient = -0.009594) - are indicated as important human risk factors in the study 
area. 
 
Table 16 - Model Variables (Model 3; Scenario II). 
Variable Coefficient StdError t_Statistic Probability Robust_SE Robust_t Robust_Pr 
Intercept 0.091536 0.015206 6.019817 0.000000 0.015272 5.993612 0.000000* 
Flood -0.001149 0.002261 -0.508322 0.611910 0.001077 -1.067049 0.287493 
Rainfall -0.000087 0.000092 -0.951724 0.342611 0.000056 -1.545188 0.124216 
Water Body 0.000184 0.002510 0.073411 0.941558 0.003042 0.060589 0.951750 
Natural Land 
Cover -0.005192 0.001860 -2.791177 0.005867 0.002306 -2.251244 0.025672* 
Agricultural Land 
Use -0.010063 0.001942 -5.180939 0.000001 0.003843 -2.618693 0.009638* 
Industrial Land 
Use -0.009594 0.003279 -2.925389 0.003926 0.003990 -2.404447 0.017288* 
Residential Land 
Use -0.008024 0.005224 -1.535914 0.126474 0.005241 -1.530852 0.127720 
Population Density 
(Log) -0.025645 0.002816 -9.108089 0.000000 0.007033 -3.646287 0.000365* 
Soil Permeability 0.000046 0.000039 1.176899 0.240920 0.000030 1.552994 0.122340 
Slope (Log) -0.004650 0.003286 -1.415041 0.158939 0.001785 -2.605262 0.010008* 
 
 The same factors are considered to be significant for the analysis in the 
coefficient and robust probability columns - population density (robust probability = 
0.000365), industrial land use (robust probability = 0.017288) and agricultural land 
use (robust probability = 0.009638). The fourth and fifth main factors are indicated to 
be significant only in the robust probability analysis - natural land cover (robust 
probability = 0.025672) and slope (robust probability = 0.010008).  
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 The AICc is equal to -1133.99. This value is lower than the AICc calculated 
in the Scenario I (AICc = -1056.31) indicating this model is fitted better to the 
examined data. 
 According to the GWR results window (see Table 17), the adjusted R-
Squared value increased from 53% (OLS) to 64 % (GWR). However, the AICc 
decreased from -1133.99 (OLS) to -1180.18 (GWR). Table 18 presents information 
about other indicators included in the analysis. 
 
Table 17 - GWR Results Window (Model 3; Scenario II). 
Variable Name Variable 
Neighbors 131 
ResidualSquares 0.010773 
EffectiveNumber 19.282983 
Sigma 0.008265 
AICc -1180.181086 
R2 0.675348 
R2Adjusted 0.637714 
 
Table 18 - OLS Diagnostic (Model 3; Scenario II). 
Diagnostics Name Diagnostic Value 
AIC -1135.895685 
AICc -1133.993246 
R2 0.554749 
AdjR2 0.527926 
F-Stat 20.682319 
F-Prob 0.000000 
Wald 146.321395 
Wald-Prob 0.000000 
K(BP) 40.162852 
K(BP)-Prob 0.000016 
JB 12286.016683 
JB-Prob 0.000000 
Sigma2 0.000089 
 
 The Spatial Autocorrelation report shows that the analysed pattern is 
considered to be clustered. The z-score is positive (2.321771) and the p-value is less 
than 0.05 (0.020245). GWR improved the outcome of spatial autocorrelation. The p-
value is greater than 0.10 (0.170464) and the z-score is positive (1.370716) 
indicating that the observed pattern is random. 
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 The histogram of residuals looks very similar to that plotted from the 
outcome of Model 1 (Scenario II). Consequently, this model is considered as biased 
also (see Figure 5.11). 
 
Figure 5.11 - The histogram of standardized residuals for diarrhoea and dengue fever as the dependent 
variable (Scenario II). Figure obtained from the report generated by the OLS tool. 
 
 According to Figure 5.12, residuals are not situated randomly and the scatter 
diagram does not exhibit minimal structure. Residuals are less dispersed than in the 
second investigated model but also less concentrated than in the first analysed model. 
This indicates there is a problem with heteroscedasticity. 
 
Figure 5.12 - The graph of residuals in relation to predicted plot for diarrhoea and dengue fever as the 
dependent variable (Scenario II). Figure obtained from the report generated by the OLS tool. 
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5.3 CASE STUDY COMPARISON 
 Maps of GWR predictions for diarrhoea as the dependent variable and both 
diseases as the dependent variable for each scenario were created to depict the final 
results of the GWR analysis. The predictions legend presents the estimated values of 
the selected dependent variable computed by GWR (ESRI 2016B). The research 
study proposed creating the GWR prediction maps to facilitate a comparison of its 
outcomes (Appendices L, M, N) and those of the AIIRA project (hot-spot analysis 
maps) and to draw conclusions. However, it soon was evident that a realisation of 
this proposal was not achievable. 
 
 
Figure 5.13 - Map of the diarrhoea disease predictions (Scenario I). 
 
 The main issue that made it difficult to perform a proper comparison of 
predictions analysis is the unit of measurement of some of the sourced datasets. 
Predictions of disease cases should be presented as integer. Dependent variables 
were calculated based on ratio of disease cases to population of each village – the 
prevalence indicator - therefore the outcomes are in the form of digits following the 
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decimal point. The total number of disease cases in each village was not available 
from government sources. 
 Moreover, there is a conflicting difference between the types of analyses used 
in this research and the AIIRA project. Hot-spot analysis from the AIIRA project 
was based on chemicals that were considered as dependent variable. While, this 
research is concentrated on landscape epidemiology factors that cause waterborne 
and water-related diseases; and range of disease cases is analysed to calculate the 
prevalence used as the dependent variable. In both cases, human health risk is 
examined, however it is impossible to compare these methods. 
 As explained at the beginning of this chapter, prevalence highly impacted the 
outcome of this research analysis. Conversely than usual, the areas coloured blue are 
considered to impact human heath more so than areas marked blue (see Figure 5.13). 
In general, the areas shaded blue are also where population density is higher (see 
Appendix I), which was recognised as one of the significant risk factors. As a result, 
the East-Central part of the Semarang is signified as at risk of diarrhoea disease, 
while the East-Central and East Costal area (Scenario II) are considered areas more 
exposed to combination of both diseases (see Appendix L and Appendix N). 
Concentration of dengue fever could not be investigated due to categorical data 
recognised as significant risk factors - GWR could not be run.  
 Most likely, other climatic, landscape and socio-economic factors need to be 
examined to create a more indicative DSF model. 
5.4 CONCLUSIONS 
 Analysis of the two scenarios shows that categorical data of land use and use 
of logarithmic functions significantly impacted the final outcome. For diarrhoea as 
the dependent variable, population density and slope are significant risk factors in 
both scenarios. However, two kinds of land use - agricultural land use and industrial 
land use - are considered also to be important factors to the analysis, but only in the 
second scenario. In both scenarios, rainfall and population density are critical human 
risk factors for dengue fever as the dependent variable. Similarly, land use - 
agricultural land use - is only considered to be a significant factor in the second 
scenario. In the third case, all mentioned factors - population density, land use and 
slope - contribute to the concentration of pollutants that cause both diseases in 
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developing countries in both scenarios. However, the result of analysis in the second 
scenario indicated that only three kinds of land use - agricultural land use, industrial 
land use and natural land cover - impact human health risk in Semarang. Water body 
and residential land use were not indicated as being of significance in the results of 
the analysis. 
 According to R-Squared and AICc values, the second model is more fitted to 
the available data than the first model. Model 1 explains only 20% of the variation in 
the investigated dependent diarrhoea variable, while R-Squared is equal 43% in the 
second model. This is a significant difference, which occurs also in the second case - 
dengue fever as the dependent variable - and in the third case (the combination of 
both diseases as the dependent variable). In the second case, R-Squared was quite 
low in both scenarios. However, the result was still higher in the second scenario (R-
Squared = 15% in the first scenario; R-Squared = 26% in the second scenario). In the 
third case, R-Squared value increased from 25% in the first scenario to 53% in the 
second scenario. Thus, the analysis of a combination of both diseases as the 
dependent variable fits and explains the explanatory variables better than diarrhoea 
or dengue fever alone as the dependent variable. Moreover, AICc values in each 
model of the first scenario are greater than their counterparts in the second scenario 
which confirms the conclusions drawn from the analysis of R-Squared. As a result, 
the division of land use into classes and the use of logarithmic functions of the 
population density and slope variables significantly improved the model performance 
in the second scenario. 
 GWR minimized bias and maximized model fit, which also significantly 
affected model performance. R-Squared value increased, while AICc value decreased 
in each case. The best result appears from the analysis of the combination of diseases 
as the dependent variable in the second scenario because that model was more fitted 
to the sourced data than the other models. In this case, R-Squared increased from 
53% to 64%, which is a good result for the available data. The outcomes of the 
models for dengue fever could not be improved by GWR because of categorical 
nature of the rainfall data. Rainfall is recognised as one of the significant explanatory 
variables for dengue fever as the dependent variable. However, GWR cannot be run 
on categorical data because of local collinearity issues. 
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 According to the outcomes of the analyses performed, there is a strong 
relationship between GWR and the random pattern obtained from the spatial 
autocorrelation process. In most cases, GWR improved the result of spatial 
autocorrelation. Patterns that were considered to be clustered within the OLS 
analysis exhibited a random pattern following GWR analysis. Statistically significant 
clustering of low/high residuals demonstrates that an important variable is most 
likely missing from the analysis undertaken in this research study. 
 The histograms of standardized residuals are more normalised in the second 
scenario as a consequence of the logarithmic functions that were used. The most 
normalised histogram occurred in the second model - dengue fever as the dependent 
variable - while histograms that show diarrhoea as the dependent variable are less 
normalised. The same phenomenon appears on the graphs of residuals. Residuals are 
more dispersed in the second model, while distributed very close to the 0 value 
gradient line in the first model. However, residuals are not situated randomly in any 
case. 
 The main issue resulting from this research is the recognition of the limitation 
of comprehensive datasets and their homogeneity. The identification of other and 
perhaps more critical human risk factors is needed to improve overall model 
performance, to properly analyse GWR predictions and to create a DSF with 
potential for a much wider applicability. 
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Chapter 6: Conclusions and 
Recommendations 
This chapter includes a brief summary (see 6.1), findings (see 6.2), limitations 
(see 6.3) and recommendations for further work (see 6.4). The chapter concludes by 
addressing how the research questions asked in the initial phase of the research study 
(see 2.5) were answered and the final conclusions were drawn. 
6.1 SUMMARY OF CONTRIBUTIONS 
A critical literature review identified the gap in the previous research and the 
key elements that impact knowledge transfer. According to the landscape 
epidemiology concept, climatic, landscape and socio-economic factors influence 
concentration of pollutants that affect the quality of water and cause waterborne and 
water-related diseases in developing countries. Factors described in the literature 
review chapter - temperature, rainfall, flood, land use, land cover, soil permeability, 
elevation, slope and population density - were considered as significant human health 
risk factors. Information concerning the majority of these significant factors (except 
for temperature and land cover) was provided as datasets sourced from Indonesian 
government agencies, which was analysed in the next phase of the research. It was 
proven by statistical analysis that an accumulation of significant factors related to 
each other demonstrates a higher detrimental risk to human health; hence, it was 
appropriate to group and analyse the significant factors together in the one model. 
GIS analysis and case study comparison were considered as fundamental phases of 
development of a DSF process. The study area was selected in Semarang City 
because of its specific characteristics: one of the largest and most highly populated 
cities in Indonesia; a port city characterised by poor sanitation infrastructure; and 
location in developing country. Consequently, the DSF process resulting from this 
research study might be applied potentially to another cities in developing countries 
that have similar city characteristic and used also in further research. The case study 
site was  purposely selected to be the same as that adopted for a recent joint 
Australian and Indonesian funded (AIIRA) project that also applied the landscape 
epidemiology approach. The aim of both studies was to develop a DSF for analysing 
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human health risk. In both cases, specific waterborne and water-related were 
examined; however different health datasets and methods of analysis were used to 
achieve the research objectives. In this research study, OLS regression was 
undertaken to estimate relationships between examined factors and their correlations, 
thereby identifying and selecting only significant human health risk factors, which 
lead to the development of a DSF process. Two health datasets were provided - 
diarrhoea and dengue fever disease cases – which, additionally with a third set 
derived by combining both sets, were utilised as the dependent variables. Each of 
these dependant variables was analysed separately with selected explanatory 
variables - elevation, flood, rainfall, land use, population density, soil permeability 
and slope. Two modelling scenarios were developed. The second being a significant 
refinement of the first model and resulting from an improved understanding of the 
limitation of the values of both dependent and explanatory variables. Modifications 
to data interpretation and preparation significantly improved the initial model and 
were incorporated into the second model. 
6.2 FINDINGS 
This section illustrates the main findings obtained from the research study: 
 Results obtained from the analysis potentially could be applied to 
different cities situated in developing countries with comparable city 
characteristics; therefore there is a potential impact on the improvement 
in overall human health status in developing countries; 
 Understanding of the implication and significance of each statistical 
indicator and its value included in OLS report facilitated an informed 
interpretation of the research outcomes; 
 The division of land use into five classes and use of logarithmic functions 
in the analysis significantly improved the final result, the refined model; 
 Investigation of the concept of landscape epidemiology using geospatial 
technologies gave a better understanding of and the significance of 
factors that impact waterborne and water-related diseases in comparison 
to the previous research; 
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 Population density, slope, land use and rainfall are considered as 
significant human risk factors that should be examined further to develop 
a more comprehensive DSF process; 
 Population density factor has significant impact on waterborne and 
water-related diseases. Areas of populated concentration are likely to 
locations for disease-causing agents linked to water which is consistent 
with the Literature Review Chapter. 
 There is limited research on the slope factor and its significance; 
however, slope steepness was confirmed as one of the landscape factors 
that influences human health risk. The OLS report confirmed that slope 
proved to be a significant factor in modelling of the cases for diarrhoea 
and the combination of both diseases; 
 Rainfall is recognised as a critical human health risk factor as a cause of 
dengue fever. Outbreaks of dengue fever are clearly linked to the wet 
season and increased precipitation that impacts the breeding areas of 
mosquito population; 
 Only three out of five land use categories - agricultural land use, 
industrial land use and natural land cover - are identified as significant 
land use factors of value for the research. The health database highlighted 
that the industrial areas are highly polluted and characterised by a high 
sanitation risk, while agricultural land use is considered as the most 
contaminated type of land use caused by runoff; 
 Elevation factor was removed from the analysis due to duplication of 
information between factors. The causation being likely as a result of 
slope being highly correlated with elevation; 
 Model derived from a combination of both diseases as the dependent 
variable exhibits a ‘better’ fit with the explanatory variables than do the 
two models for each of the other diseases; 
 GWR significantly improved the result of OLS analysis and the spatial 
autocorrelation process. However, it was impossible to improve all 
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analysed models because of the limitations on the suitability of the 
categorical data used in the analysis; 
 Research limitations, resulting from dataset availability, accessibility, 
completeness and homogeneity, impacted significantly on an 
understanding of the landscape epidemiology and the development of the 
DSF process. As a result, only a prototype of a decision-making process 
was developed comprised of a modelling process and mapping of the 
outcomes from the analysis of location the likelihood of future disease 
occurrence. 
6.3 LIMITATIONS 
Datasets sourced from Indonesian government agencies were considered, of 
necessity, as the best available data; however, these presented significant limitations 
that affected the execution of and results emanating from the research study. This 
section presents limitations of this research: 
 The main issue that impacted the research result is homogeneity of a 
number of the sourced data resulting from such being in the form of 
categorical data. As no other form was available, the categorical data 
were used in the analysis; however, the reason GWR analysis failed 
resulted as a consequence of categorical data mostly not forming strong 
linear relationships; 
 Not all explanatory variables, identified by the literature review as being 
of importance, exhibited a significant impact on the analysed models. 
Other, better described climatic, landscape and socio-economic factors 
are needed to improve the outcome of the OLS analysis and for the 
creation of a more comprehensive and a better functioning DSF;  
 Health datasets were incomplete and very limited: provided only a 
likelihood range of disease cases for each village and were compiled 
from value ranges the AIIRA project and based on the opinions of 
Indonesian experts participating in the AIIRA project. The prevalence 
indicator for each dependent variable was derived by assuming the upper 
value of the expert’s likelihood range for each disease; 
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 The likelihood range of disease cases provide only a snapshot in time 
eliminating any opportunity for trend analysis; 
 Health datasets did not contain reported cases about typhoid disease; 
therefore, there was a problem with attempting a comparison of results 
from the research study with those from the AIIRA project. 
6.4 RECOMMENDATIONS FOR THE FURTHER RESEARCH 
There are some potential future research areas that could be improved by 
implementation of these recommendations: 
 Socio-economic factors are recognised as significant because of their 
heterogeneity and likely impact on most types of waterborne and water-
related diseases; therefore more comprehensive socio-economic data, 
such as type of the households, should be added to the analysis; 
 Analysis of satellite images could improve the classification of land use 
and add another landscape factor - land cover - to the analysis. It is likely 
that such a dataset also would have a higher spatial resolution; 
 Other significant climatic and landscape factors should be added to the 
analysis, but only data representing a continuous field should be sourced; 
 Disease reported cases should be sourced for each village area and 
covering a period of time to show pattern and analyse trend;  
 More comprehensive health dataset would facilitate the further evolution 
of the DSF process by enabling improved explanatory variables such as 
incidence proportion or incidence count, thus replacing prevalence 
indicator. 
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Appendix B 
Table of Modified Health Dataset 
Disctrict Village Diarrhea Disease Case 
Dengue Fever Disease 
Cases 
Ngaliyan Bambankerep 21-40 > 20 
Semarang Utara Bandarharjo 0-20 2 - 20 
Genuk Bangetayu Kulon 21-40 > 20 
Genuk Bangetayu Wetan 21-40 > 20 
Semarang Tengah Bangunharjo 0-20 > 20 
Genuk Banjardowo 41-57 2 - 20 
Banyumanik Banyumanik 0-20 > 20 
Semarang Selatan Barusari 0-20 > 20 
Gajahmungkur Bendan Duwur 0-20 > 20 
Gajahmungkur Bendan Ngisor 21-40 > 20 
Gajahmungkur Bendungan 0-20 > 20 
Semarang Barat Bojongsalaman 21-40 2 - 20 
Semarang Barat Bongsari 21-40 > 20 
Ngaliyan Bringin 21-40 > 20 
Semarang Tengah Brumbungan 0-20 > 20 
Mijen Bubakan 21-40 0 
Semarang Utara Bulu Lor 0-20 2 - 20 
Tembalang Bulusan 0-20 > 20 
Semarang Selatan Bulustalan 0-20 > 20 
Semarang Timur Bungangan 0-20 2 - 20 
Semarang Barat Cabean 21-40 2 - 20 
Candisari Candi 0-20 > 20 
Mijen Cangkiran 21-40 2 - 20 
Gunungpati Cepoko 21-40 0 
Semarang Utara Dadapsari 0-20 2 - 20 
Semarang Tengah Gabahan 0-20 > 20 
Gajahmungkur Gajahmungkur 0-20 > 20 
Gayamsari Gayamsari 0-20 2-20 
Genuk Gebangsari 41-57 > 20 
Banyumanik Gedawang 21-40 > 20 
Pedurungan  Gemah 21-40 > 20 
Genuk Genuksari 41-57 > 20 
Semarang Barat Gisikdono 0-20 > 20 
Ngaliyan Gondoriyo 21-40 > 20 
Gunungpati Gunungpati 21-40 > 20 
Banyumanik Jabungan 21-40 2 - 20 
Semarang Tengah Jagalan 0-20 > 20 
Tembalang Jangli 21-40 > 20 
Mijen Jatibarang 21-40 0 
Candisari Jatingaleh 0-20 > 20 
Gunungpati Jatirejo 21-40 > 20 
  
Appendices 89 
Mijen Jatisari 21-40 2 - 20 
Candisari Jomblang 21-40 > 20 
Tugu Jrakah 0-20 2 - 20 
Gunungpati Kali Segoro 0-20 2 - 20 
Semarang Barat Kalibanteng Kidul 0-20 > 20 
Semarang Barat Kalibanteng Kulon 0-20 > 20 
Pedurungan  Kalicari 0-20 2 - 20 
Gayamsari Kaligawe 0-20 2 - 20 
Ngaliyan Kalipancur 21-40 > 20 
Candisari Kaliwiru 0-20 > 20 
Gunungpati Kandri 21-40 2 - 20 
Tugu Karang Anyar 0-20 2 - 20 
Semarang Barat Karang Ayu 0-20 2 - 20 
Semarang Tengah Karang Kidul 0-20 > 20 
Mijen Karang Malang 21-40 2 - 20 
Genuk Karang Roto 21-40 2 - 20 
Semarang Timur Karang Turi 0-20 2 - 20 
Candisari Karanganyar 
Gunung 
0-20 > 20 
Gajahmungkur Karangrejo 0-20 > 20 
Semarang Timur Karangtempel 0-20 > 20 
Semarang Tengah Kauman 0-20 > 20 
Semarang Timur Kebonagung 0-20 2 - 20 
Tembalang Kedungmundu 21-40 > 20 
Mijen Kedungpani 21-40 2 - 20 
Semarang Barat Kembangarum 21-40 > 20 
Semarang Tengah Kembangsari 0-20 > 20 
Semarang Timur Kemijen 21-40 2 - 20 
Tembalang Kramas 0-20 2 - 20 
Semarang Tengah Kranggan 0-20 > 20 
Semarang Barat Krapyak 21-40 > 20 
Semarang Barat Krobokan 0-20 2 - 20 
Genuk Kudu 21-40 2 - 20 
Semarang Utara Kuningan 0-20 > 20 
Semarang Selatan Lamper Kidul 21-40 > 20 
Semarang Selatan Lamper Lor 21-40 > 20 
Semarang Selatan Lamper Tengah 21-40 > 20 
Gajahmungkur Lempongsari 0-20 > 20 
Tugu Mangkang Kulon 41-57 2 - 20 
Tugu Mangkang Wetan 41-57 2 - 20 
Tembalang Mangunharjo 21-40 > 20 
Tugu Mangunharjo 41-57 2 - 20 
Gunungpati Mangunsari 21-40 2 - 20 
Semarang Barat Manyaran 21-40 > 20 
Tembalang Meteseh 0-20 > 20 
Mijen Mijen 21-40 > 20 
Semarang Tengah Miroto 0-20 > 20 
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Semarang Timur Mlatibaru 0-20 > 20 
Semarang Timur Mlatiharjo 0-20 2 - 20 
Semarang Selatan Mugassari 0-20 > 20 
Pedurungan  Muktiharjo Kidul 0-20 2 - 20 
Genuk Muktiharjo Lor 41-57 2 - 20 
Mijen Ngadirejo 21-40 2 - 20 
Ngaliyan Ngaliyan 21-40 > 20 
Semarang Barat Ngemplak 
simongan 
21-40 > 20 
Banyumanik Ngesrep 21-40 > 20 
Gunungpati Ngijo 0-20 > 20 
Gunungpati Nongkosawit 21-40 > 20 
Banyumanik Padangasari 21-40 > 20 
Gunungpati Pakintelan 21-40 2 - 20 
Pedurungan  Palebon 0-20 > 20 
Semarang Tengah Pandasari 0-20 > 20 
Gayamsari Pandean Lamper 0-20 2 - 20 
Semarang Utara Panggung Kidul 0-20 > 20 
Semarang Utara Panggung Lor 0-20 > 20 
Gunungpati Patemon 0-20 2 - 20 
Banyumanik Pedalangan 21-40 2 - 20 
Pedurungan  Pedurungan Kidul 0-20 > 20 
Pedurungan  Pedurungan Lor 0-20 > 20 
Pedurungan  Pedurungan 
Tengah 
0-20 > 20 
Semarang Tengah Pekunden 0-20 > 20 
Pedurungan  Penggaron Kidul 0-20 > 20 
Genuk Penggaron Lor 21-40 2 - 20 
Mijen Pesantren 21-40 0 
Semarang Selatan Peterongan 21-40 > 20 
Gajahmungkur Petompon 21-40 > 20 
Semarang Tengah Pindrikan Kidul 0-20 > 20 
Semarang Tengah Pindrikan Lor 0-20 > 20 
Gunungpati Plalangan 21-40 2 - 20 
Pedurungan  Plamongan Sari 0-20 > 20 
Semarang Selatan Pleburan 0-20 > 20 
Semarang Utara Plombokan 0-20 > 20 
Ngaliyan Podorejo 21-40 2 - 20 
Mijen Polaman 21-40 2 - 20 
Gunungpati Pongangan 21-40 2 - 20 
Banyumanik Pudakpayung 21-40 > 20 
Semarang Tengah Purwodinatan 0-20 2 - 20 
Mijen Purwosari 21-40 0 
Semarang Utara Purwosari 0-20 > 20 
Ngaliyan Purwoyoso 21-40 > 20 
Tugu Randu Garut 0-20 2 - 20 
Semarang Selatan Randusari 0-20 > 20 
Semarang Timur Rejomulyo 0-20 2 - 20 
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Semarang Timur Rejosari 0-20 2 - 20 
Tembalang Rowosari 0-20 2 - 20 
Gunungpati Sadeng 21-40 > 20 
Semarang Barat Salamanmloyo 0-20 2 - 20 
Gayamsari Sambirejo 0-20 2 - 20 
Tembalang Sambiroto 21-40 > 20 
Gajahmungkur Sampangan 21-40 > 20 
Semarang Timur Sarirejo 0-20 2 - 20 
Gayamsari Sawahbesar 0-20 2 - 20 
Gunungpati Sekaran 0-20 > 20 
Semarang Tengah Sekayu 0-20 > 20 
Genuk Sembungharjo 21-40 > 20 
Tembalang Sendangguwo 21-40 > 20 
Tembalang Sendangmulyo 21-40 > 20 
Gayamsari Siwalan 0-20 2 - 20 
Banyumanik Srondol Kulon 0-20 > 20 
Banyumanik Srondol Wetan 0-20 2 - 20 
Gunungpati Sukorejo 0-20 > 20 
Banyumanik Sumurboto 0-20 > 20 
Gunungpati Sumurejo 21-40 2 - 20 
Ngaliyan Tambak Aji 0-20 > 20 
Semarang Barat Tambakharjo 0-20 > 20 
Gayamsari Tambakrejo 21-40 2 - 20 
Mijen Tambangan 21-40 2 - 20 
Tembalang Tandang 21-40 > 20 
Semarang Utara Tanjungmas 21-40 2 - 20 
Semarang Barat Tawangmas 0-20 > 20 
Semarang Barat Tawangsari 0-20 > 20 
Candisari Tegalsari 0-20 > 20 
Tembalang Tembalang 21-40 > 20 
Genuk Terboyo Kulon 41-57 0 
Genuk Terboyo Wetan 41-57 2 - 20 
Banyumanik Tinjomoyo 0-20 > 20 
Pedurungan  Tlogomulyo 0-20 > 20 
Pedurungan  Tlogosari Kulon 0-20 > 20 
Pedurungan  Tlogosari Wetan 0-20 > 20 
Genuk Trimulyo 41-57 0 
Tugu Tugurejo 0-20 2-20 
Ngaliyan Wates 21-40 2 - 20 
Semarang Selatan Wonodri 0-20 > 20 
Mijen Wonolopo 21-40 0 
Mijen Wonoplumbon 21-40 2 - 20 
Ngaliyan Wonosari 0-20 > 20 
Candisari Wonotingal 0-20 > 20 
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Appendix C 
GIS Analysis Map - Rainfall Factor Layer 
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Appendix D 
GIS Analysis Map - Flood Factor Layer 
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Appendix E 
GIS Analysis Map - Land Use Factor Layer 
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Appendix F 
GIS Analysis Map - Soil Permeability Factor Layer 
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Appendix G 
GIS Analysis Map - Elevation Factor Layer 
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Appendix H 
GIS Analysis Map - Slope Factor Layer 
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Appendix I 
GIS Analysis Map - Population Density Factor Layer 
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Appendix J 
An Example of OLS Report - Diarrhoea and Dengue Fever as the Dependent Variable (Scenario II) 
Summary of OLS Results - Model Variable 
 
Variable Coefficient [a] StdError t-Statistic Probability [b] Robust_SE Robust_t Robust_Pr [b] VIF [c]
Intercept 0.091536 0.015206 6.019817 0.000000* 0.015272 5.993612 0.000000* --------
FLOOD -0.001149 0.002261 -0.508322 0.611910 0.001077 -1.067049 0.287493 2.295272
RAINFALL -0.000087 0.000092 -0.951724 0.342611 0.000056 -1.545188 0.124216 1.340746
LAND_USE_1_L 0.000184 0.002510 0.073411 0.941558 0.003042 0.060589 0.951750 2.614131
LAND_USE_2_L -0.005192 0.001860 -2.791177 0.005867* 0.002306 -2.251244 0.025672* 1.288587
LAND_USE_3_L -0.010063 0.001942 -5.180939 0.000001* 0.003843 -2.618693 0.009638* 4.646532
LAND_USE_4_L -0.009594 0.003279 -2.925389 0.003926* 0.003990 -2.404447 0.017288* 1.374091
LAND_USE_5_L -0.008024 0.005224 -1.535914 0.126474 0.005241 -1.530852 0.127720 4.796531
POP_DENS_L -0.025645 0.002816 -9.108089 0.000000* 0.007033 -3.646287 0.000365* 4.899282
SOIL_PERM 0.000046 0.000039 1.176899 0.240920 0.000030 1.552994 0.122340 1.665574
SLOPE_L -0.004650 0.003286 -1.415041 0.158939 0.001785 -2.605262 0.010008* 2.467903
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OLS Diagnostics 
 
Input Features: Village_joined_Norm Dependent Variable: POP_DIA_DEN
Number of Observations: 177 Akaike's Information Criterion (AICc) [d]: -1133.993246
Multiple R-Squared [d]: 0.554749 Adjusted R-Squared [d]: 0.527926
Joint F-Statistic [e]: 20.682319 Prob(>F), (10,166) degrees of freedom: 0.000000*
Joint Wald Statistic [e]: 146.321395 Prob(>chi-squared), (10) degrees of freedom: 0.000000*
Koenker (BP) Statistic [f]: 40.162852 Prob(>chi-squared), (10) degrees of freedom: 0.000016*
Jarque-Bera Statistic [g]: 12286.016683 Prob(>chi-squared), (2) degrees of freedom: 0.000000*
Notes on Interpretation 
* An asterisk next to a number indicates a statistically significant p-value (p < 0.01). 
[a] Coefficient: Represents the strength and type of relationship between each explanatory variable and the dependent variable. 
[b] Probability and Robust Probability (Robust_Pr): Asterisk (*) indicates a coefficient is statistically significant (p < 0.01); if the Koenker (BP) Statistic [f] is 
statistically significant, use the Robust Probability column (Robust_Pr) to determine coefficient significance. 
[c] Variance Inflation Factor (VIF): Large Variance Inflation Factor (VIF) values (> 7.5) indicate redundancy among explanatory variables. [d] R-Squared and 
Akaike's Information Criterion (AICc): Measures of model fit/performance. 
[e] Joint F and Wald Statistics: Asterisk (*) indicates overall model significance (p < 0.01); if the Koenker (BP) Statistic [f] is statistically significant, use the Wald 
Statistic to determine overall model significance. 
[f] Koenker (BP) Statistic: When this test is statistically significant (p < 0.01), the relationships modeled are not consistent (either due to 
non-stationarity or heteroskedasticity). You should rely on the Robust Probabilities (Robust_Pr) to determine coefficient significance and on the Wald Statistic to 
determine overall model significance. 
[g] Jarque-Bera Statistic: When this test is statistically significant (p < 0.01) model predictions are biased (the residuals are not normally distributed). 
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Variable Distributions and Relationships 
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     LAND_USE_4_L         LAND_USE_5_L         POP_DENS_L             SOIL_PERM                SLOPE_L           POP_DIA_DEN 
 
 
 
The above graphs are Histograms and Scatterplots for each explanatory variable and the dependent variable. The histograms show how each variable is 
distributed. OLS does not require variables to be normally distributed. However, if you are having trouble finding a properly-specified model, you can try 
transforming strongly skewed variables to see if you get a better result. 
 
Each scatterplot depicts the relationship between an explanatory variable and the dependent variable. Strong relationships appear as diagonals and the 
direction of the slant indicates if the relationship is positive or negative. Try transforming your variables if you detect any non-linear relationships. For more 
information see the Regression Analysis Basics documentation. 
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Appendix K 
Spatial Autocorrelation Report - Dengue Fever as the Dependent Variable 
(Scenario I) 
 
Global Moran's I Summary 
Moran's Index: -0.009443
Expected Index: -0.005682
Variance: 0.002013
z­score: -0.083836
p­value: 0.933187
 
 
 
 
 
Moran's Index: ­0.009443 
z-score: ­0.083836 
p-value: 0.933187 
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Appendix L 
Map of GWR Predictions - Diarrhoea and Dengue Fever as the Dependent 
Variable (Scenario I) 
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Appendix M 
Map of GWR Predictions - Diarrhoea as the Dependent Variable (Scenario II) 
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Appendix N 
Map of GWR Predictions - Diarrhoea and Dengue Fever as the Dependent 
Variable (Scenario II) 
 
 
