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Abstract
We study different aspects of integrable boundary quantum field theories, focussing
mostly on the “boundary sine-Gordon model” and its applications to condensed matter
physics.
The first part of the review deals with formal problems. We analyze the classical limit and
perform semi-classical quantization. We show that the non-relativistic limit corresponds to
the Calogero-Moser model with a boundary potential. We construct a lattice regularization
of the problem via the XXZ chain. We classify boundary bound states. We generalize the
Destri de Vega method to compute the ground state energy of the theory on a finite interval.
The second part deals with some applications to condensed matter physics. We show how
to compute analytically time and space dependent correlations in one-dimensional quantum
integrable systems with an impurity. Our approach is based on a description of these systems
in terms of massless scattering of quasiparticles. Correlators follow then from matrix elements
of local operators between multiparticle states – the massless form-factors. Although, in
general an infinite sum of these form-factors has to be considered, we find that for the current,
spin and energy operators only a few (two or three) are necessary to obtain an accuracy
of more than 1%. Our results hold for arbitrary impurity strength, in contrary to the
perturbative expansions in the coupling constants. As an example, we compute the frequency
dependent condunctance, at zero temperature, in a Luttinger liquid with an impurity, and
also discuss the succeptibility in the Kondo model and the time-dependent properties of the
two-state problem with dissipation.
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Chapter 0
Introduction
In one space dimension, a quantum field theory can be defined either on a circle, or on
an open interval with certain boundary conditions. In Hamiltonian formulation, boundary
conditions amount to the presence of additional interaction term on the boundary [1],
H = Hbulk + V ({φB}),
where {φB} denotes the set of boundary degrees of freedom – fluctuating fields at the bound-
ary. The reasons for studying the theories with boundary conditions seem natural since in
practice one has to deal often with a bounded system having some interface with the external
world, as in the problem of polymer adsorption [2]. 2 Also, the problems on the semi-infinite
interval in 1D sometimes appear as the reductions of 3D problems to the s-wave dependence
as e.g. in the case of the monopole-catalysed baryon decay [3].
One of the most appreciated and rich at the present applications of the boundary field
theory is to the impurity problems of condensed matter physics [4, 77, 70, 76], provided
that the scattering on impurity can be mapped onto the scattering off the boundary with
some boundary potential. An incomplete list of examples includes the Kondo model [10], the
dissipative quantum mechanics [85] and the quantum Hall liquids with constriction [79]. All
of the mentioned above three models look alike from the point of view of the bulk part, which
is a free massless boson, but differ by the boundary interaction. The role of integrability here
is two-folded. First, it allows to find the static properties (e.g. via the Bethe ansatz) of the
model from the bare Hamiltonian, including the mass spectrum, scattering matrices, or the
free energy. Second, it allows to take advantage of working with the physical excitations in
the formalism of the FS theory. Namely, integrability suggests a convenient basis of massless
particle states which are particular combinations of plane waves that scatter diagonally off
the boundary. 3 Working with these massless particles at first sight adds some complexity,
but it is paid off by the final simple and manageable results. Let us stress that we deal only
with such boundary interactions that preserve the integrability of the bulk part. Fortunately,
2E.g., for the Ising model such an interface can be modeled by a boundary magnetic field [53].
3 Corresponding classical solutions are presented in [31].
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there are quite a few of such models in the real world. 4
Different integrable boundary theories have been introduced and solved throughout the
history of integrable models. A noticable contribution in this field has been made by Cardy [6,
7], who studied the critical surface behavior withing the framework of conformal field theory.
Another substantial advancement has been done by the work of Ghoshal and Zamolodchikov
[1]. The authors have succeeded in formulating and (partially) solving the set of general
constraints for the factorizable boundary field theory, thus generating a powerful method
of obtaining the integrable boundary models from the integrable bulk field theories. The
equations of [1] resolve the boundary integrability (boundary Yang-Baxter equation) together
with the physical constarints of unitarity and crossing symmetry and possess the restrictive
power to determine the scattering matrices up to “CDD ambiguity”. In a more simple
words, given a FS theory in the bulk with its two-particle scattering matrices, we can derive
all possible integrable boundary models compatible with this bulk theory. Of course, what
we get is merely the FS description, leaving the identification of the Hamiltonian structure
to our intuition. But other methods, developed in [8] and [70], allow us to obtain the exact
free energy and the correlation functions correspondingly. Thus, the FS approach turns out
to be very productive.
The paper [1] in such a way sets basis for a more systematic study of the boundary
integrable models, marking them out as a subfield of integrable models. We undertake in
this dissertation a close study of some particularly interesting boundary models, such as the
boundary sine-Gordon model (chapters 2,3,4,6), as well as develop some general techniques
(chapters 5,7). We assume that all the properties of the bulk models of interest are known
to us, so we can focuse on the peculiar boundary phenomena. One example of the boundary
phenomena are the boundary bound states (chapter 4). The existence of such states, localized
at the boundary of the crystal lattice, was first pointed out by I.E.Tamm. Finally, in chapter
7 we describe in some detail the physics behind the impurity and dissipative two-state models
and set up the technique for calculating the physical observables (correlation functions) in
these models by making heavy use of the boundary factorized scattering. Quite remarkable,
such characteristics as the conductance can be expressed in terms of the boundary scattering
matrices!
In chapter 1 we review the Bethe ansatz technology. We start with the traditional Hamil-
tonian approach and show how to extract physical observables (mass spectrum, scattering
matrices etc) from a bare Hamiltonian. Although we do not present any new contributions
with respect to the existing extensive literature on the subject, this material is necessary to
understand further chapters. We focuse our discussion on the Thirring model, which is the
fermionic analog of the sine-Gordon model.
In chapter 2 we consider the sine-Gordon model on a half-line, with an additional poten-
tial term of the form −M cos β
2
(ϕ−ϕ0) at the boundary. We construct the classical solutions
by using the bulk sine-Gordon theory and the “generalized method of images.” From the
4 The term “integrable models” in our context amounts to the model having an infinite number of
conserved charges in involution (i.e. mutually commuting), both on quantum and classical levels. The
integrability results to the factorized scattering property by making use of the argument that S-matrix must
commute with the infinite number of charges [5].
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classical solutions in hand we extract the time delay (2.18). From the time delay we recon-
struct the semi-classcial phase-shift using the method of Jackiw and Woo [22]. We establish
the agreement with the semi-classical limit β → 0 of the exact boundary reflection matrix,
(2.34). The exact expressions for the boundary reflection matrices are known up to CDD
ambiguities [1]. They were obtained as a “minimal” solution to the general set of constraints
for the integrable boundary field theory.
The purpose of chapter 3 is to investigate the non-relativistic, θ → 0, limit of the bound-
ary sine-Gordon model and to determine the quantum-mechanical potential induced by the
presence of boundary. We show that the generalized Calogero-Moser model with boundary
potential of the Po¨schl-Teller type describes the non-relativistic limit in question.
In chapter 4 we address the exact quantum field theory solution of the boundary sine-
Gordon model, which we obtain by means of the Bethe ansatz technique. Among other
things, this solution allows to re-derive the boundary reflection matrices of [1], (3.1)-(3.3),
and to relate them to the physical parameters in the Hamiltonian [39]. The present chapter
includes a complete study of boundary bound states and related boundary S-matrices for the
sine-Gordon model with Dirichlet boundary condition. Our analysis is based on the solution
of the boundary bootstrap equations, representing the integrability constraints, together
with the explicit Bethe ansatz solution of the inhomogeneous XXZ model in a boundary
magnetic field – a lattice regularization of the boundary sine-Gordon model. We identify
boundary bound states with new boundary strings in the Bethe ansatz.
The main purpose of chapter 5 is to study the ground state energy of 1+1 integrable
relativistic quantum field theories with boundaries. This involves several questions. One
is the energy associated with a boundary for an infinite system, the other is the way the
energy of the theory on an interval varies with its length - the “genuine” Casimir effect.
The elegant method of Destri and de Vega [54] for the periodic systems leads directly to the
expression for the ground state energy from which the infinite size contribution and the finite
size correction can be easily extracted. The heart of the DDV method is a non-linear integral
equation (5.45) being derived from the Bethe equations. We generalize the Destri-de-Vega
method to the systems with boundaries and apply it to compute the ground state energy for
the boundary sine-Gordon model.
In chapter 6 We study an open XXZ chain in the regime ∆ > 1 with a boundary
magnetic field h and discuss some of its peculiar features due to the presence of boundary.
In the Bethe ansatz formalism, boundary bound states are represented by the “boundary
strings” as described in chapter 4. We find that for certain values of h the ground state wave
function contains boundary strings, and from this infer the existence of two “critical” fields
in agreement with [49]. An expression for the vacuum surface energy in the thermodynamic
limit is derived and found to be an analytic function of h. We argue that boundary excitations
appear only in pairs with “bulk” excitations or with boundary excitations at the other end
of the chain. The case where the magnetic fields at the left and the right boundaries are
antiparallel has non-trivial differences with the case of the parallel fields. The Ising (∆ =∞)
and isotropic (∆ = 1) limits are discussed thoroughly and found helpful for the intuitive
understanding of the behavior of the boundary XXZ chain at arbitrary ∆.
In chapter 7 we show how to compute analytically time and space dependent correlations
7
in one-dimensional quantum integrable systems with an impurity. Our approach is based
on a description of these systems in terms of massless scattering of quasiparticles [69]. Cor-
relators follow then from matrix elements of local operators between multiparticle states –
the massless form-factors. Although, in general an infinite sum of these form-factors has to
be considered, we find that for the current, spin and energy operators only a few (two or
three) are necessary to obtain an accuracy of more than 1%. Our results hold for arbitrary
impurity strength, in contrary to the perturbative expansions in the coupling constants.
As an example, we compute the frequency dependent condunctance, at zero temperature, in
a Luttinger liquid with an impurity, and also discuss the succeptibility in the Kondo model
and the time-dependent properties of the two-state problem with dissipation.
This review is based mostly on the published papers [23], [32], [40], [56], [65], [70].
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Chapter 1
Introduction to the Bethe Ansatz
One of the efficient approaches to quantization of interacting fields is based on the conformal
field theory (CFT), while yet another on the factorized scattering theory (FST). In both
cases the knowledge of the Hamiltonian is not required. Rather, the data is encoded into the
particular representation of the Virasoro algebra on the space of fields and the dimension of
the perturbing operator, or in the exact scattering matrices as in the case of FST. We start,
however, with the traditional Hamiltonian approach and show in this chapter how to extract
physical observables (mass spectrum, scattering matrices etc) from a bare Hamiltonian us-
ing the Bethe ansatz technology. Although we do not present any new contributions with
respect to the existing extensive literature on the subject [9, 10], this material is necessary
to understand further chapters.
This chapter is by no means the complete review of the Bethe ansatz. We focuse our
discussion on the Thirring model, which is the fermionic analog of the sine-Gordon model.
The relation between the two models becomes an exact mapping of one onto another due to
the bosonization technique of Coleman and Mandelstam.
1.1 Hamiltonian formulation
The massive Thirring model is defined by the Hamiltonian
HT =
∫
dx[−i(ψ+1 ∂xψ1 − ψ+2 ∂xψ2) +m0(ψ+1 ψ2 + ψ+2 ψ1) + 2gψ+1 ψ+2 ψ2ψ1]. (1.1)
It can be rewritten in terms of the creation and annihilation operators of the Fock fermionic
space and diagonalized [11]. The vacuum of the Fock space |0〉 is a particular eigenstate
annihilated by ψ1 and ψ2 and is called bare vacuum. The physical vacuum is the state with
the Dirac sea filled which has an infinite negative energy. Thus, to perform calculations a
high-energy cutoff is required. Physical excitations are obtained by removing pseudoparticles
from the Dirac sea and placing them above it, allowing in general some complex combinations
called bound states.
The model possesses the conserved charge N =
∫
dx(ψ+1 ψ1 + ψ
+
2 ψ2) (total number of
pseudoparticles), as well as an infinite family of other local commuting charges, and there-
fore it is integrable. The latter can be shown by passing to the discrete Thirring model [12],
9
which is known as lattice XYZ chain.1 The presence of conserved charges puts tremendous
constraints on the dynamics of the model and, in fact, makes it analagous to the free Dirac
fermions. The non-trivial difference comes from the mutual pairwise interaction of pseu-
doparticles in the vacuum. Loosely speaking, the Dirac sea is sensitive to the removal of one
of its pseudoparticles, i.e. a polarization of vacuum occurs. In yet another sense the properly
regularized Thirring model is analogous to the quantum-mechanical N-body problem with
the pairwise interaction potential V ∼ δ(x− y).
N-particle bare wave-functions are constructed by glueing up free solutions to the Dirac
equation at the boundaries of the domains xi1 < xi2 < . . . < xiN , similar to the way one
proceeds in the quantum-mechanical problem with the delta-function potential. The solution
to the free Dirac equation in two dimensions can be written in the form
~Ψ = ~u(β)eipx−iEt, (1.2)
where
~u =
1√
2
(
e−β/2
eβ/2
)
, E2 − p2 = m20.
it is convenient to parametrize the energy and momentum in terms of rapidity β:
E = m0 cosh β, p = m0 sinh β. (1.3)
Matching solutions (1.2) leads to the pairwise phase shifts in the wave-function
Φ(β) = −i log sinh
1
2
(2iµ− β)
sinh 1
2
(2iµ+ β)
, cotµ = −1
2
g, (1.4)
arising at the hyperplanes xi = xj , with the bare S-matrix being
S = eiΦ, S(0) = 1. (1.5)
The domain µ < π/2 is called a repulsive regime, while the domain µ > π/2 is called an
attractive regime. The value µ = π/2 is the free point.
1.2 Bethe equations, thermodynamic limit and
solution for the density of states
The above heuristic discussion can be made more rigorous. Let us consider first the model
(1.1) compactified on the circle of length L and then take the limit L → ∞. The wave-
functions of the states2
|β1, β2, . . . , βN〉 =
∫ N∏
i=1
eip(βi)xidxi
∏
i<j≤N
[1− iλ(βi − βj)θ(xi − xj)] · (1.6)
·A+(β1, x1) · · ·A+(βN , xN)|0〉,
1There exist many lattice models that have Thirring model as the continuum limit. XYZ chain is, however,
the most studied one. See [13] for another example.
2 Notice the peculiar to integrable models factorized structure of the N-particle states: the wave-function
consists of the product of two-particle terms.
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where θ(x) is the step function and
A+(β, x) = (2 cos β)−1/2[eβ/2ψ+1 (x) + e
−β/2ψ+2 (x)]
are subject to the periodic boundary conditions, called Bethe equations:
∏
j 6=i
[1 + iλ(βi − βj)] = eip(βi)L
∏
j 6=i
[1− iλ(βi − βj)]. (1.7)
Taking the logarithm of Eq.(1.7) we get
− p(βi)L =
∑
j
Φ(βi − βj) + 2πIi. (1.8)
Such equations should be written for each particle’s index i and form together a complex
set of coupled transcendental equations. Different solutions are obtained for different sets of
integers Ii. For example, the Dirac sea corresponds to the dense set of integers from −I to
I, while excited states correspond to the sets with ν of Ij ’s missing. Such vacancies will be
called holes. Thermodymanic limit is the limit L → ∞, N → ∞. Class of states for which
ν is fixed and finite when N →∞ is called scaling states [14].
Besides the real solutions to (1.8) and the Dirac sea solutions with Imβ = π, there exist
various other solutions with some of βi complex. In the thermodynamic limit it is possible
to show [16] that all permissible complex roots form strings. From the point of view of
the wave function, strings are bound states. They contain the rapidities with common real
part Reβ and equally spaced imaginary parts and are located symmetrically with respect
to Imβ = 0 or Imβ = π lines. (see Figure 1.1). The easiest way to determine the spacing
along imaginary axis is to look at the poles of the bare S-matrix (1.5). The latter are given
by ∆β = 2πil − 2iµ. Since by periodicity −π <Imβ < π, it is enough to consider l = 0, 1.
We find that ∆β = −2iµ in the repulsive regime, and ∆β = −2iω in the attractive regime,
where
ω ≡ π − µ.
More rigorous classification of strings based on the analysis of Bethe equations is given in
[16].
Denote by
Φm,n =
m−1∑
p=0
n−1∑
l=0
Φ(β + iµ(m− 2p− n+ 2l)) (1.9)
the scattering phase of m-string on n-string, and by
Φ−1,n =
n−1∑
p=0
Φ(β + iπ + iµ(n− 1− 2p)) = Φ1,n(β + iπ) (1.10)
the scattering phase of the Dirac sea pseudoparticle on the n-string. For technical simplicity
we restrict µ and ω to certain “rational” values equal to π/t, where t = 2, 3, . . .. Then
11
✲✻
Reβ
Imβ
π Dirac sea
(a)
(c)
(b)
Figure 1.1: Various root configurations: (a) 1-string; (b) 2-string; (c) 3-string.
only the strings of the length 1, 2, . . . , t− 1 exist. 3 Note that (t− 1)-string is qualitatively
different from all the shorter strings and is similar to a hole in the Dirac sea as far as the
bare energy, momentum and scattering phase with other objects are concerned.
In the thermodynamic limit the distribution of roots of Bethe equations is described by
continuous positive functions ρj(β) and ρ˜j(β), where ρj(β) is a density of j-strings, ρ−1 is a
density of the Dirac sea pseudoparticles, and ρ˜j is a density of holes. Summing the Bethe
equations and rearranging, we get the equations for strings:
ps(βi)L = −
∑
l
∑
j
Φsl(βi − βj) + 2πIsi, (1.11)
where
ps(βi) =
s−1∑
a=0
p(βi + iµ(s− 1− 2a)),
p−1(β) = p(β + iπ),
and βi are now the real numbers. Introduce σs =sign(Ii+1 − Ii)s. Since the density of roots
must be positive, then
Ii+1 − Ii
L∆β
∼ σs(ρ+ ρ˜)s. (1.12)
3At first glance it seems that the t-string should be allowed, too. However, it is easy to check that it has
vanishing energy, momentum and scattering phase. So, it is a “ghost.”
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Eq. (1.12) is the definition of the density functions. After the thermodynamic limit is taken,
the Bethe equations assume the form:
p′s(β) = −
∑
l
Φ′sl ∗ ρl + 2πσs(ρs + ρ˜s). (1.13)
Introducing
Asl = −Φ
′
sl
2π
+ σsδslδ(β), (1.14)
we get
p′s
2π
=
∑
l
Asl ∗ ρl + σsρ˜s, (1.15)
where the involution operator ∗ is defined as:
A ∗ ρ(x) ≡
∫
A(x− y)ρ(y)dy.
The choice of sign of σs is determined by the behavior of the function
ps(β) + L
−1∑
j,l
Φsl(β − βj) ≡ ys(β),
namely, whether ys(β) increases or decreases. Thus, we are interested in the sign of y
′
s(β):
p′s(β) + L
−1∑
j,l
Φ′sl(β − βj) = y′s(β).
Alas, we cannot compute the infinite sum of the terms whose values depend on unknown yet
βj . However, if p
′
s(β) and
∑
Φ′ have the same sign, then the conclusion regarding the sign
of y′s can be made without the evaluation of sum. For example, for the attractive regime
µ > π/2 we have
p′−1 ∼ − cosh β < 0, Φ′−1,−1(β) < 0
p′t(β) > 0, Φ
′
−1,t(β) > 0, t ≥ 1.
Hence,
σ−1 = −1, σ1, . . . , σt−1 = 1.
Let us compute the density of roots in the ground state in the attractive regime. We
should choose appropriate regularization of the momentum, since Eqs. (1.15) make no sense
with p ∼ sinh β. In [18], for example, the sharp momentum cutoff is chosen, i.e. p = 0
for |β| > Λ with some large Λ. Such a choice makes the function of momentum to be non-
analytic, and disregards large momentum pseudoparticles at all. Although it works in the
attractive regime fine, it gives some problems in the repulsive regime for µ < π/3. We shall
choose here a smooth cutoff, which comes naturally from the lattice regularization of the
Thirring model (see Figure 1.2):
p(β) = −im0 ln
[
sinh 1
2
(β + f − iω)
sinh 1
2
(β + f + iω)
]
− im0 ln
[
sinh 1
2
(β − f − iω)
sinh 1
2
(β − f + iω)
]
, (1.16)
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Figure 1.2: Smoothly regularized momentum p′(β).
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p′(β) = m0 sinω
[
1
cosh(β + f)− cosω +
1
cosh(β − f)− cosω
]
. (1.17)
We reproduce the usual relativistic expression in the limit f →∞:
p(β)→ 4m0 sinωe−f sinh β = m1 sinh β, f →∞.
Denote the first term in (1.16) by f+(β) and the second one by f−(β). Then the regu-
larized energy is
h(β) = −f+(β) + f−(β) (1.18)
As expected, h(β)→ m1 cosh β as f →∞. The Fourier image of (1.17) is
pˆ′−1(k) =
∫
eikβp′−1(β)dβ =
∫
eikβp′(β + iπ)dβ
= −4πm0 sinhωk cos fk
sinh πk
(1.19)
We need to solve the Bethe equation for the ground state density ρ−1:
p′−1
2π
= A−1,−1 ∗ ρ−1.
This can be easily done by passing to the Fourrier transformed equation:
pˆ′−1
2π
= Aˆ−1,−1 · ρˆ−1,
where
Φˆ′
2π
= −sinh(π − 2ω)k
sinh πk
, Aˆ−1,−1 = −
(
Φˆ′
2π
+ 1
)
= −2 sinhωk cosh(π − ω)k
sinh πk
.
Thus, we get
ρˆ−1 =
pˆ′−1
2πAˆ−1,−1
= m0
cos fk
cosh(π − ω)k , (1.20)
Eventually,
ρ−1(β) =
1
2π
∫
e−ikβρˆ−1(k)dk =
=
m0
4µ

 1
cosh π
2µ
(β + f)
+
1
cosh π
2µ
(β − f)

 . (1.21)
Upon the cutoff removal, f →∞, the density (1.21) becomes
ρ−1(β)→ m0e
−f
µ
cosh
πβ
2µ
. (1.22)
We see that what we got looks like the density of free pseudoparticles in the Dirac sea, with
the bare mass and bare rapidity renormalized as a result of interactions. Note that mass
renormalization depends upon the regularization procedure chosen.
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1.3 Thermodynamic Bethe ansatz
The thermodynamic Bethe ansatz (TBA) method allows one to obtian the excitation energies
and to compute the exact free energy. We employ it here for the Thirring model and discuss
briefly its main concepts. The idea of TBA dates back to the work of C.N.Yang and C.P.Yang
[15]. They introduced the temperature into the Bethe ansatz technique and used Eqs. (1.15)
to realize the statistics of states at temperature T .
The basic equation of the TBA method can be written in the form:
ε(β) = h(β)− A+ T
2π
Φ′ ∗ ln(1 + e−ε/T ). (1.23)
By virtue of its definition, the pseudoenergy of excitations ε(β) is
eε/T ≡ ρ˜
ρ
. (1.24)
Eq. (1.23) is the result of minimization of the free energy F = E − TS over ρ under the
condition
∫
ρ =const. Thus, the Lagrange multiplier A is just the chemical potential. The
entropy of the system S is given in [15], and E is the total energy of all pseudoparticles. We
note here that the expression for the entropy differs for the “fermionic” and “bosonic” cases.
We work with the fermionic case where for each quantum number Ij corresponds only one
pseudoparticle.
Eq. (1.23) is a non-linear integral equation that cannot be solved analyticaly in general.
In the limit T → 0 Eq. (1.23) reduces to
ε(β) = h(β)− A− 1
2π
Φ′ ∗ ε. (1.25)
Integration in the latter formula is over all rapidities where ε(β) is negative. From (1.24)
also follows that for such β we have ρ˜(β) = 0, and, respectively, for the values of β where
ε(β) is positive, ρ(β) = 0. Let us represent ε(β) in the form
ε(β) = ε+ + ε− = εH(ε) + εH(−ε),
where H(ε) is the Heaviside step function. Then from (1.25) follows:
ε+(β) = h(β)−A−
(
Φ′
2π
+ δ
)
∗ ε−. (1.26)
In other words, ε+ > 0 corresponds to the particle excitation energy, and |ε−| to the hole
excitation energy. ε− coincides with ε where ε is negative, i.e. in the Dirac sea. For example,
if we take a pseudoparticle out of the Dirac sea and put it above the sea, the excitation energy
would be
Eext = ε(βp)− ε(βh) = ε+(β1)− ε−(β2) > 0.
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The total energy
E =
∫
hρdβ =
∫
ρ(ε+ A+
1
2π
Φ′ ∗ ε−)dβ = (1.27)
=
∫
[ερ+ Aρ+
1
2π
ε− · (Φ′ ∗ ρ)] =
∫
(ε+ρ− ε−ρ˜)− 1
2π
∫
p′−1ε
− + A
∫
ρ,
where we used (1.25), (1.15) and the permutation property of the convolution operator. Eq.
(1.27) has clear physical interpretation: the energy of an arbitrary state at T = 0 can be
expanded as the sum E = Evac + Eexc+const, where
Evac = − 1
2π
∫
p′−1ε
− < 0
is vacuum energy, and
Eexc =
∫
(ε+ρ− ε−ρ˜) > 0
is excitation energy.
TBA equations for T = 0 can be obtained also directly from the variation of total energy
[17]. Under small perturbations ρ
(0)
j → ρ(0)j + δρj of the ground state densities ρ(0)j the total
energy changes by
δE =
∑
j
∫
hjδρj =
∑
j
[ε+j δρj − ε−j δρ˜j ].
Substituting δρ˜j from the Bethe equations (1.15) we obtian the basic spectral equations
hj = ε
+
j + Ajk ∗ σkε−k . (1.28)
Similarly, we deduce
pj = π
+
j + Ajk ∗ σkπ−k . (1.29)
From (1.28) it follows for the Thirring model
εˆ−−1 = −hˆ−1/Aˆ−1,−1, (1.30)
with
hˆ′−1(k) = −4πim0
sinhωk sin fk
sinh πk
. (1.31)
We obtain
εˆ−−1 =
2πm0
k
sin fk
coshµk
.
In the limit f →∞ we get for the energy of hole in the Thirring model:
ε−−1 → −4m0e−πf/2µ cosh
πβ
2µ
. (1.32)
The hole of the Thirring model corresponds to a soliton of the sine-Gordon model. For the
rest of the excitations we have
εˆ+j = hˆj + Aˆj,−1εˆ
−
−1 = hˆj −
Aˆj,−1
Aˆ−1,−1
hˆ−1, (1.33)
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where we have substituted (1.30) to get the latter. Using the Fourier transforms Aˆjk together
with
hˆ′j(k) = 4πim0
sinh(π − jω)k sin fk
sinh πk
,
we obtain
ε+j (β)→ 8m0e−πf/2µ sin
[
(π − µ)πj
2µ
]
cosh
πβ
2µ
, j < t− 1
and
ε+t−1(β) = −ε−−1(β).
t− 1 string in the Thirring model correspond to antisoliton of the sine-Gordon model, while
the other j-strings correspond to the breathers.
1.4 Scattering matrices
The method to compute elastic S-matrices from the Bethe ansatz equations was developed
in [18]. We describe the basic idea briefly, taking as an example scattering of holes (solitons
in the sine-Gordon model).
By definition, the phase shift for scattering of two holes is given by
δh(β1 − β2) ≡ 1
i
log S = ϕ1 − ϕ2, (1.34)
where ϕ1 is the phase gained by a hole when going around the system and ϕ2 the same phase
but in the presence of another hole. The ϕ1,2 are composed of a sum of two-particle bare
phase shifts; for example
ϕ2 = Lp−1(β1) +
∑
j
Φ1,1(β1 − βj)
Here the sum is taken over all the solutions βj of the Bethe equations (1.8) with two holes
at positions β1 and β2. The result of subtraction ϕ1 − ϕ2 is proportional to the backflow
function of vacuum: δh = 2πF (β2|β1). The latter is defined using the difference of the two
solutions of the Bethe equations obtained with and without the hole at β0,
F (β0|β) ≡ (β − β˜)Lρ(β).
One can show using (1.8) that F satisfies the following integral equation:
Φ(β − β0) = Φ˙ ∗ F + 2πF (1.35)
Equation (1.35) describes the backflow caused by a hole at β = β0 on Imβ = π axis. Taking
a derivative with respect to β and applying the Fourier transform to both sides of (1.35) we
arrive at the following solution (in Fourier space):
Fˆ ′(k) =
sinh(π − 2µ)k
2 coshµk sinh(π − µ)k (1.36)
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From (1.34) we obtain:
1
i
d
dθ
log S(θ) =
∫ +∞
−∞
e−ikθ
sinh(π − 2µ)k
2 coshµk sinh(π − µ)kdk, (1.37)
where θ ≡ β1 − β2. Note that this method does not fix the constant normalization factor in
the matrix element, which should be fixed by other constraints (e.g. unitarity). Expression
(1.37) is in agreement with the results of [5], which enables us to identify coupling constants
in the Thirring model with those of the SG model: µ = π − β2SG/8.
The conserved charge equals to the total number of pseudoparticles Q =
∫
ρdβ. The
physical (renormalized) charge is obtained after the subtraction of the charge of vacuum. It
can be easily calculated from the Bethe equations using the backflow functions. E.g., for a
hole Qhole = −1 + Fˆ ′(0), while for n-string Qn = n + Fˆ ′n(0). Thus, we obtain the following
values: Qhole = −π/2ω for the hole, Qt−1 = π/2ω for the t − 1 string, and Qn = 0 for the
other strings.
1.5 Remarks
There are many interesting issues of the Bethe ansatz technology left beyond the scope of
this chapter. We want merely to mention some of them here.
Somewhat more accurate analysis of the permissible solutions of the Bethe equations for
the XXZ chain, based on the counting arguments, shows that there are certain constraints
on the space of physical states. For example, the holes can exists only in pairs in this model
[14]. Another interesting example is so-called imaginary mass Thirring model discussed in
[19], where the pseudoparticles are paired in the Dirac sea.
The important questions are the norm of the Bethe states [20], and their completeness
[21]. The latter issue for the XXZ chain is equivalent to showing that the number of the
physical states obtained from the Bethe ansatz equations equals to 2N , where N is the
number of sites on the chain.
Finally, it is worth to mention that the thermodynamic Bethe ansatz technique can be
applied also to the physical excitations, and in this context it allows to find the exact free
energy as a function of scaling parameter mL, as well as the central charges of the fixed
point theories [8].
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Chapter 2
Classical and semi-classical analysis of
the boundary sine-Gordon model
We consider the sine-Gordon model on a half-line, with an additional potential term of the
form −M cos β
2
(ϕ − ϕ0) at the boundary. We construct the classical solutions in the next
section by using the bulk sine-Gordon theory and the “generalized method of images.” From
the classical solutions in hand we extract the time delay (2.18) as follows. We send a soliton
(anti-soliton) which lives in the semi-infinite world governed by the boundary sine-Gordon
model from some large position x0 at time t0 and measure the time t1 it takes to bounce
off the boundary and come back to x0. At the same time t0 in some other, infinite, world
governed by the bulk sine-Gordon model we send a soliton with the same speed but in the
opposite direction from the position −x0 and measure the time t2 it takes to arrive at x0.
Now, ∆t = t1 − t2 is our time delay. From the time delay one can reconstruct the semi-
classcial phase-shift using the method of Jackiw and Woo [22]. We establish the agreement
with the semi-classical limit β → 0 of the exact boundary reflection matrix, (2.34). The
exact expressions for the boundary reflection matrices are known up to CDD ambiguities
[1]. They were obtained as a “minimal” solution to the general set of constraints for the
integrable boundary field theory. This chapter is based on [23].
2.1 The boundary sine-Gordon model
The Lagrangian of the boundary sine-Gordon model is given by:
LSG = 1
2
∫ +∞
0
[
(∂tϕ)
2 − (∂xϕ)2 + m
2
0
β2
cos βϕ
]
dx + M cos
β
2
(ϕ(x = 0)− ϕ0) (2.1)
Vanishing of the variation of Lagrangian (2.1) under a small perturbation ϕ → ϕ + δϕ is
equivalent to two conditions for the field ϕ. One is the sine-Gordon equation on the interval
[0,∞)
φtt − φxx = − sin(φ), (2.2)
20
where βϕ ≡ φ, whereas another is the boundary condition
∂xφ|x=0 = M sin 1
2
(φ− φ0) |x=0 . (2.3)
The condition (2.3) is the most generic boundary condition preserving the integrability of
the bulk problem [1]. It has two arbitrary paramenters, boundary mass M and a phase φ0.
2.2 The classical solutions
The initial-boundary value problems compatible with integrability for the classical non-
linear equations is a field itself withing the non-linear science. Such problems were studied
extensively by mathematicians. One of the first results on the initial-boundary value problem
for the classical sine-Gordon equation were obtained by Sklyanin [24]. In [24] the particular
form of the most generic boundary condition was reported, ∂xφ = M sin(φ/2) at x = 0.
Later, this condition was widened in [25] to include the Dirichlet φ(x = 0) = const and ∂xφ =
M cos(φ/2) cases. Some solutions to the posed boundary value problems were obtained using
the inverse scattering method and the Backlund transformations [26, 27]. Still, the most
generic boundary condition was missed in [25]. The condition (2.3) first appeared in the
physics litearure in the seminal work of Ghoshal and Zamolodchikov [1].
In this section we construct explicitly the solution to (2.1)-(2.3) that replicates the soliton
(antisoliton) scattering from a boundary, as well as the solution localized at the boundary,
called boundary breather. The idea that we use to construct such solutions is a remniscent of
the method of images (and therefore we refer to it as the “generalized method of images.”) We
employ the known solutions on the full line – kinks and anti-kinks. To provide the reflection
of the kink from a boundary (and thus the correct assymptotic behavior at infinity), we send
another kink of the same kind towards it – the “mirror image”. Such a solution automatically
satisfies (2.1). Besides, in order to satisfy also (2.3), we place the third, stationary kink at
the origin. We check by a direct calculation that condition (2.3) is satisfied. To obtain the
three-kink solution, we need the knowledge of the τ -function for sine-Gordon equation.
2.2.1 The τ-functions
On the infinite interval, (−∞,∞), the classical multi-soliton solution to the sine-Gordon
equation is well known [28]. It is usually expressed as:
φ(x, t) = 4 arg(τ) ≡ 4 artan
(Im(τ)
Re(τ)
)
, (2.4)
where the τ -function for the N -soliton solution is:
τ =
∑
µj=0,1
e
ipi
2
(
∑N
j=1
ǫjµj) exp
[
−
N∑
j=1
1
2
µj
[(
kj +
1
kj
)
x+
(
kj − 1
kj
)
t − aj
]
+ 2
∑
1≤i<j≤N
µiµj log
(
ki − kj
ki + kj
)]
. (2.5)
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The parameters kj, aj and ǫj have the following interpretations. The velocity of the j
th
soliton is given by:
vj =
(k2j − 1
k2j + 1
)
. (2.6)
(Note that vj is positive for a left-moving soliton.) The aj represent the initial positions
of each of the solitons, and ǫj = +1 if the j
th soliton is a kink, while ǫj = −1 if it is an
anti-kink. The rapidity, θ, of the soliton is defined by k = eθ, and we have normalized the
soliton masses to unity (in further discussion, the words “soliton” and “kink” will be used
synonymously).
It is fairly obvious how to get a single soliton solution on [0,∞) with either φ|x=0 = 0 or
∂xφ|x=0 = 0. One exploits the symmetry of (2.2) under φ → −φ and x → −x, and simply
takes a two soliton solution on (−∞,∞) where one soliton is a mirror image of the other
through x = 0 [29]. If one does this with a double-kink solution then it satifies the foregoing
Dirichlet condition, while the kink-anti-kink solution satisfies the Neumann condition. It is
also not hard to guess how one can go beyond this solution: For M = ∞, the boundary
condition (2.3) reduces to φ|x=0 = φ0. The only way that this can be obtained from a
multi-soliton solution on (−∞,∞) is to put a third, stationary soliton at the origin.
We therefore consider the three soliton solution with k1 = k, k2 = 1/k and k3 = 1. That
is, we consider:
τ = 1 − ǫv2e− 1k (k2+1)x−a − ǫ0
(
k − 1
k + 1
)2
e−
1
2k
(k+1)2x−b F (t) (2.7)
+ i
{
e−
1
2k
(k2+1)x F (t) + ǫ0e
−x−b − ǫǫ0v2
(
k − 1
k + 1
)4
e−
1
k
(k2+k+1)x−a−b } ,
where we have introduced the shorthand:
ǫ = ǫ1ǫ2 , ǫ0 = ǫ3 , a = a1 + a2 , b = a3 . (2.8)
The function F (t) is defined by:
F (t) ≡ ǫ1e− 12k (k2−1)t−a1 + ǫ2e 12k (k2−1)t−a2 . (2.9)
This solution has φ = 0 at x = ∞, and for k > 1 it describes a left-moving soliton moving
from x =∞ with a right-moving “image” starting at x = −∞. There is a stationary soliton
with center located at x = −b. Viewing this as scattering off a boundary at x = 0 one
can easily see that a is the phase delay of the returned soliton. To make this more explicit,
observe that τ has the following asymptotic behaviour:
τ(x, t) ∼ 1 + iǫ e− 12k [(k2+1)x+(k2−1)t]−a1 x,−t→∞ with x
t
= −k
2 − 1
k2 + 1
;
τ(x, t) ∼ 1 + iǫ e− 12k [(k2+1)x−(k2−1)t]−a2 x, t→∞, with x
t
= +
k2 − 1
k2 + 1
.
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The problem now is to first show that the τ -function given by (2.7) provides a solution to
the boundary value problem on [0,∞) defined by (2.2) and (2.3). Our second purpose is to
relate the parameters a and b of (2.7) to the parametersM and φ0 of (2.3), thereby obtaining
the classical phase delay, a, in terms of M and φ0.
2.2.2 The classical phase delay for M =∞ case
In the center of mass reference frame the solution to (2.2) obtained by means of the τ -function
method reads:
φ = ∓4 arctan 2e
xchθ−a1ch(tshθ)± ex−a3 ∓ ex(1+2chθ)−2a1−a3+2 log(u2v)
2ex(1+chθ)−a1−a3+2 log(u)ch(tshθ)± e2xchθ−2a1+2 log(v) ∓ 1 , (2.10)
where u = tanh( θ
2
), v = tanh(θ), and we have set a1 = a2, which means that the solution is
invariant under the transformation t→ −t. The upper (resp. lower) sign corresponds to the
situation when a stationary soliton (resp. anti-soliton) is used to adjust the value of field at
the boundary. Solution (2.10) refers to the case when the incoming and outgoing particle is
the soliton with asymptotic value φ = 2π at x = +∞.
Let us represent (2.10) in the form of rational function of variable ch(tshθ):
φ(x, t) = 4 arctan
r2 + s2ch(tshθ)
r1 + s1ch(tshθ)
.
The condition φ(x = 0, t) = φ0 implies that
r2
r1
=
s2
s1
= tan
(
φ0
4
)
, (2.11)
from which follows immediately
a3 = log
(
∓u2 tan φ0
4
)
.
For the argument of logarithm to be positive one should take φ0 > 0 with the stationary
anti-soliton and φ0 < 0 with the stationary soliton. This is illustrated in figure 2.1. Further,
we obtain from (2.11)
2a1 = log
[
u2v2
u2 + tan2(φ0
4
)
1 + u2 tan2(φ0
4
)
]
. (2.12)
Note that the time delay, obtained by (2.12), is in fact always a time advance in both the
attractive and repulsive cases. For the same value of φ0 the time delay for the soliton that
lives on the left half-line x < 0 is not the same as that of the right half-line soliton (except
for φ0 = ±π). The position of the “left” soliton is not the exact mirror image of the “right”
soliton for generic φ0.
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2.2.3 The classical phase delay for generic case
To summarize the computation briefly, one substitutes (2.7) into (2.3), and obtains the
constraint:
[Re(τ)∂xIm(τ)−Re(τ)∂xIm(τ)]x=0 = (2.13)
= M
[
2 cos(
1
2
φ0) Re(τ)Im(τ) − sin(1
2
φ0)
(
Re(τ)2 − Im(τ)2
)]
x=0
.
One can solve this by brute force substitution for the real and imaginary parts of τ , but it
is somewhat simpler to find constants α, β, γ and δ such that:
∂xRe(τ) |x=0 = [α Re(τ) + β Im(τ)] |x=0 ,
∂xIm(τ) |x=0 = [γ Re(τ) + δ Im(τ)] |x=0 . (2.14)
One then finds that (2.13) can be satisfied if and only if one has α = δ, which indeed turns
out to be true. Using this one arrives at:
M cos(
1
2
φ0) =
−(k
2 + 1)
k∆


(
1 + ǫ v2e−a
)
− e−2b
(
k − 1
k + 1
)2 1 + ǫ v2
(
k − 1
k + 1
)4
e−a




M sin(
1
2
φ0) = −2 ǫ0 (k − 1)
2
k
e−b
1
∆

1 + ǫ v2
(
k − 1
k + 1
)2
e−a

 , (2.15)
where
∆ ≡
(
1 − ǫ v2 e−a
)
+ e−2b
(
k − 1
k + 1
)2 1 − ǫ v2
(
k − 1
k + 1
)4
e−a

 . (2.16)
It is algebraically very tedious to invert this relationship. One proceeds by eliminating
e−b, and then solving for a. It is very convenient to introduce a new parametrization of M
and φ0:
µ ≡ M cos(1
2
φ0) ≡ 2 cosh(ζ) cos(η)
ν ≡ M sin(1
2
φ0) ≡ 2 sinh(ζ) sin(η) , (2.17)
where 0 ≤ ζ <∞ and −π < η ≤ π. (In the (µ, ν)-plane the curves of constant ζ are ellipses,
while the curves of constant η are hyperbolae whose asymptotes make an angle of 1
2
φ0 with
the µ-axis.)
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Figure 2.1: a solution of the classical Sine-Gordon equation with the fixed boundary con-
ditions. For φ|x=0 = φ0 = 3π8 solution is constructed out of a left-moving soliton, its right-
moving image at x < 0 and the stationary antisoliton in the middle (upper graph). For
φ|x=0 = φ0 = −3π8 the solution is built out of three solitons (lower graph).
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We then find that the phase delay is given by:
a = log

−ǫ tanh2(θ/2) tanh2 θ
[
tanh 1
2
(θ + iη) tanh 1
2
(θ − iη)
tanh 1
2
(θ + ζ) tanh 1
2
(θ − ζ)
]±1
 . (2.18)
There are several things to note about this formula.
(i) The ambiguity of the ±1 power comes from solving a quadratic equation, and is a direct
reflection of the fact that (2.3) is not invariant under φ → φ + 2π (whereas (2.2) is
invariant under this shift). Equivalently, one can flip between the + and − powers by
sending φ0 → φ0 + 2π.
(ii) The argument of the log is always real and positive. The discrete parameter, ǫ = ǫ1ǫ2,
must be chosen to arrange this. Hence:
ǫ = +1 for − ζ < θ < ζ ǫ = −1 for |θ| > ζ . (2.19)
This means that a kink reflects into kink for −ζ < θ < ζ , and reflects into an anti-
kink for |θ| > ζ . This is consistent with the fact that Dirichlet boundary conditions
(M = ∞) cause a kink to reflect as a kink, whereas Neumann boundary conditions
(M = 0) cause a kink to reflect as an anti-kink. Note that these two domains of
parameter space (in which a kink reflects differently) are separated from one another
by a logarithmic singularity in the classical phase delay.
(iii) The choice of the power ±1 in (2.18) is correlated with the parameter η and whether
there is a kink, or anti-kink at the origin. Specifically, we have:
ǫ0 = ± sign(tan(η
2
)) , (2.20)
where the ± is the same as that of (2.18).
(iv) In the M →∞, or Dirichlet, limit we see that:
ζ ∼ log(M) , η ∼ 1
2
φ0 and ǫ = − 1 , (2.21)
and the phase delay collapses to (2.12):
a = log

tanh2
(
θ
2
)
tanh2(θ)
[
tanh
1
2
(θ + i
φ0
2
) tanh
1
2
(θ − iφ0
2
)
]±1
 . (2.22)
In this limit (2.3) enforces Dirichlet boundary conditions. It is, however, important
to note that there are two possible distinct boundary values: φ|x=0 = φ0 and φ|x=0 =
φ0 + 2π. Since the boundary potential is −M cos(12(φ− φ0)), one sees that φ|x=0 = φ0
is stable, while φ|x=0 = φ0 + 2π is unstable.
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From now on we consider only the stable boundary value that corresponds to the positive
sign in (2.22). Then one has from (2.20)
ǫ0 = − sign(tan(1
4
φ|x=0)) . (2.23)
It is essential to observe that we have taken φx=∞ = 0, ab initio. For different boundary
conditions at x = ∞, one should replace φ0 by φ|x=0 − φ|x=∞. This physical parameter is
defined mod 4π.
2.2.4 Boundary breather solutions
To fully understand the semi-classical scattering computation one also needs another class
of classical solutions, which we call here boundary breathers. It is well-known that breathers
represent bound states in the soliton-anti-soliton channel in the bulk sine-Gordon theory. In
the same way that the classical bulk breathers can be obtained from the appropriate solution
by analytic continuation of θ to imaginary axis, one might expect that the same procedure
would give boundary breathers on the half-line. To see this, we set θ = iϑ (0 < ϑ < π
2
) in
the formula (2.10). Next, we impose the following conditions for a solution to be boundary
breather:
a) it should be a real function,
b) it should have finite energy and
c) the asymptotic value at x = +∞ must be fixed and equal to 2πn (n – integer number).
The three-soliton (resp. soliton-anti-soliton-soliton) configuration satisfies the first con-
dition provided that ϑ < −φ0
2
(resp. ϑ < φ0
2
). However, the other conditions are satisfied
by the soliton-anti-soliton-soliton configuration only, which one could have foreseen from the
analogy with the bulk theory. The boundary breather solution has the form (see figure 2.2):
φb = 2π − (2.24)
−4 arctan 2 cotϑ cot
ϑ
2
√
K cot φ0
4
ex+x cosϑ cos(t sin ϑ) + e2x cosϑK cot2 ϑ
2
+ 1
2 cotϑ cot ϑ
2
√
Kex cosϑ cos(t sinϑ) + ex cot φ0
4
(e2x cosϑK + cot2 ϑ
2
)
,
where
K = cot(
φ0
4
− ϑ
2
) cot(
φ0
4
+
ϑ
2
).
So, we have a continuum of classical boundary bound states when 0 < ϑ < φ0
2
< π
2
and
for other φ0 according to the 2π-periodicity. In the quantum theory this continuum shrinks
into a discrete set of bound states (see next section). Note that in the limit ϑ → φ0
2
the
boundary breather (2.24) reduces to the ground state, figure 2.3, and the phase delay has
singularities at θ = ±1
2
iφ0. An analogous picture of bound states occurs for the anti-soliton
scattering with fixed boundary conditions.
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2.2.5 General solutions, integrability and
Ba¨cklund transformations
Thus far we have only applied the method of images to obtain certain special classical
solutions of the boundary sine-Gordon problem (2.1). It is natural to suggest that general
solutions of (2.1) can be obtained by similar methods. This in turn would establish the
classical integrability the boundary problem (2.1). It is, in fact, rather straightforward to
show that both of these conclusions are true, at least for the problem (2.1) with φ0 = 0. The
method we will employ [23] can almost certainly be generalized to problems with φ0 6= 0, and
also has the virtue that it can be used to construct the integrable boundary potentials for
the more general Toda models. A related approach has been followed in [27, 30]. The basic
idea is to use the fact that any integrable hierarchy has Ba¨cklund transformations: that is,
solutions can be mapped into one another by non-trivial gauge transformations constructed
from the affine Lie algebra action on the corresponding LAX system. For the sine-Gordon
equation, the requisite Ba¨cklund transformation can be cast in the following form:
∂u(φ + ψ) = e
ζ sin
(
φ− ψ
2
)
;
∂v(φ − ψ) = e−ζ sin
(
φ+ ψ
2
)
, (2.25)
where u = x − t, v = x + t, and ζ is an arbitrary constant parameter. The point is that φ
satisfies the sine-Gordon equation (2.2) if and only if ψ does so as well. Suppose that ψ is
a solution to sine-Gordon on [0,∞) satisfying a Dirichlet boundary condition: ψ|x=0 = 2η,
where η is a constant. It follows immediately from (2.25) that φ is a solution to sine-Gordon
satisfying (2.3), where M and φ0 are given in terms of ζ and η by (2.17). Thus, if one
can solve the Dirichlet problem, one can solve the more general problem by a Ba¨cklund
transformation.
Observe that if η = 0, or equivalently φ0 = 0, then the Dirichlet problem can be solved
trivially by method of images: one gets the solution on the half-line by extending it as an
odd function on the full line. Thus, the Ba¨cklund transformation essentially defines the
generalized method of images. It is also by no means an accident that the parameters
entering into the Ba¨cklund transformation (η and ζ) are precisely the rapidity parameters
that turn up in the phase delay (2.18). One should also note that the form of the integrable
boundary potential is given directly by the Ba¨cklund transformation. This fact should easily
generalize to Toda systems.
Ba¨cklund transformations, in general, are invertible transformations on the solution space
of an integrable hierarchy. The simplest forms of them modify the constants of the motion
of solution, and possibily add or subtract a soliton. One can certainly find a Ba¨cklund
transformation that will introduce a stationary soliton into the soliton-soliton solution of
sine-Gordon. As a result, the general three soliton solution employed above can be obtained
from the two soliton solution that is appropriate for the “trivial” Dirichlet problem with
φ0 = 0. We therefore expect that any solution of the trivial Dirichlet problem can be
mapped onto the generic problem (2.1), thus establishing the classical integrability.
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Figure 2.2: a boundary bound state (boundary breather) for the values θ = iπ
6
, φ0 =
3π
4
at
four distinct instants of time.
Figure 2.3: two possible ground state configurations for φ0 =
3π
4
. The configuration with
asymptotic behaviour φ→ 0 at infinity has lower energy than the other one.
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2.3 The semi-classical analysis
2.3.1 The exact boundary reflection matrix
Let us recall some of the results of [1]. The exact (quantum) boundary S matrix elements
are
S++(θ) ≡ P+(θ) = cos [ξ − (t− 1)iθ]R(θ)
S−−(θ) ≡ P−(θ) = cos [ξ + (t− 1)iθ]R(θ), (2.26)
and
S−+ ≡ Q+(θ) = S+− = Q−(θ) =
k
2
sin [2(t− 1)iθ]R(θ) , (2.27)
where θ is the rapidity of an incoming particle. The parameter t is defined by:
t =
8π
β2
.
The function R(θ) decomposes as
R(θ) = R0(θ)R1(θ), (2.28)
where R0 is a normalization factor ensuring unitarity and crossing symmetry that does not
depend on the boundary conditions. The dependence upon boundary conditions appears in
R1, which reads
R1(θ) =
1
cos ξ
σ(η, θ)σ(iΘ, θ). (2.29)
Two of the four parameters k, ξ, η,Θ are independent, and we have the relations
cos η coshΘ =
1
k
cos ξ, cos2 η + cosh2Θ = 1 +
1
k2
. (2.30)
These parameters are related with M and ϕ0 in an unknown way. An expression for the
functions R0 and σ involving infinite products of Γ-functions is given below (see next chapter).
There are also simple integral representations:
σ(ξ, θ) =
cos ξ
cos[ξ − i(t− 1)θ] exp
{∫ ∞
−∞
dx
x
sinh(t− 1 + 2ξ
π
)x
2 cosh(t− 1)x sinh x e
i 2
pi
(t−1)θx
}
, (2.31)
and
R0(θ) = exp
{
−
∫ ∞
−∞
dx
x
sinh 3
2
(t− 1)x sinh( t
2
− 1)x
sinh x
2
sinh 2(t− 1)x e
i 2
pi
(t−1)θx
}
. (2.32)
One has σ(ξ, θ) = σ(−ξ, θ). The only difference between the scattering of solitons and
anti-solitons arises therefore from the pre-factor cos[ξ ∓ i(t− 1)θ] in (2.26).
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For simplicity we consider only the limit in which M → ∞. One can identify the
corresponding values k = 0 and Θ =∞ easily since, at these values, the topological charge
Q =
β
2π
∫ ∞
0
∂xϕdx
is conserved and therefore the amplitudes Q± must vanish. One has also η = ξ so
R1(θ) =
1
cos ξ
σ(ξ, θ). (2.33)
Consider now the quantum boundary S matrix at the leading order in 1
β2
as β → 0. The
computation is most easily done by using the integral representation given above, and eval-
uating the integrals explicitly by the residue theorem. This provides convergent expressions
where the β → 0 limit can be investigated term by term. To get non-trivial results one must
scale ξ as
β2
8π
ξ → ξˆ
We find then
P±(θ) = exp
(
±8iπξˆκ
β2
+
8iπ|ξˆ|κ
β2
) S(θ; 0)[S(2θ; 0)]1/2
[S(θ; ξˆ)S(θ;−ξˆ)]1/2 , (2.34)
where
S(θ; y) = exp
(
8i
β2
∫ θ
0
dv ln tanh2
v + iy
2
)
, (2.35)
S(θ; 0) being the semi-classical approximation to the bulk soliton-soliton S-matrix [22] (in
the following we denote it also as S(θ)), and κ = signθ (in the following we assume that
θ > 0).
Before discussing the relation between formula (2.34) and the classical computations of
the preceding section, it is useful to comment on the bound states of the quantum theory.
Poles of the R0 term are associated with breathers and do not correspond to the boundary
(new) bound states. The latter correspond rather to poles of the σ(ξ, θ) term which are
located in the physical strip Imθ ∈ [0, π/2]. By inspection of the Γ-product expression [1]
one finds two families of poles of σ:
θ
(1)
n,l = −i
π
t− 1
(
n+
1
2
)
± i ξ
t− 1 − 2ilπ
θ
(2)
n,l = i
π
t− 1
(
n+
1
2
)
± i ξ
t− 1 + (2l + 1)iπ, (2.36)
where n, l are integers. Let us restrict to ξ > 0. Then the only physical poles are those that
correspond to + sign in θ(1) and − sign in θ(2). The first pole that enters the physical strip
(from the bottom) is θ
(1)
0,0 for ξ ≥ π2 . The number of poles of σ in the physical strip increases
monotonically with ξ for ξ small enough, and as t gets large it becomes simply of the form
ξ/π. These poles are cancelled by the cosine term in P− and therefore appear only in the P+
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amplitude. As ξ reaches the value ξ = 4π
2
β2
the poles densely fill the interval 0 < Imθ < π
2
and
a pole at θ = iπ/2 appears corresponding to the emission of a zero momentum soliton. As
argued in [1] this corresponds to a change in the ground state of the system. For 0 < ϕ0 <
π
β
the ground state is ϕ→ 0 at infinity but for π
β
< ϕ0 < 3
π
β
it is ϕ→ 2π
β
at infinity (see figure
2.3). Therefore the value ξ = 4π
2
β2
corresponds to ϕ0 =
π
β
and it is the upper physical value for
ξ: as ϕ0 varies arbitrarily, ξ never gets larger than
4π2
β2
and the set of poles θ
(2)
n,l never enters
the physical strip. Observe that there are bound states in the quantum theory when in the
classical case the kink sitting in the middle and the incoming one are of opposite topological
charges in complete agreement with the discussion of boundary breathers in section 2.1.4.
2.3.2 Classical time delay and quantum phase shift
To establish the relation between (2.34) and (2.22), first recall [22] the general relation
between the quasi-classical scattering phase shift, δ(θ), and the classical phase shift, a(θ) :
δ(θ) = constant +
m
2
∫ θ
0
a(η)dη, (2.37)
Here, m is the classical mass of the particles involved in the scattering. Using the “semi-
classical Levinson theorem” to determine the constant in this formula we deduce, using
(2.22), the relation
P+(θ) ≡ e2iδ(θ), (2.38)
where
2δ(θ) = 2nBπ +
8
β2
∫ θ
0
dη log
tanh2 η tanh2 η
2
tanh 1
2
(η + iβϕ0
2
) tanh 1
2
(η − iβϕ0
2
)
, (2.39)
and nB is the number of bound states. Since according to the preceeding discussion nB =
ξ
π
= 8ξˆ
β2
for 0 < ξ < 4π
2
β2
as β → 0 we see that formula (2.34) is in complete agreement with
the classical phase shift (2.22) and that ξ is proportional to φ0. In the region −4π2β2 < ξ < 0
there are no physical poles for P+ and nB = 0. A similar discussion can be carried out for
ξ < 0 and P−. As β → 0 the number of physical poles of P− varies as nB = − ξπ = − 8ξˆβ2 and
again we have agreement with the semi-classical Levinson theorem.
From comparison of (2.34) and the classical phase shift we see that ξ and ϕ0 are related
linearly as ξ = 4π
β
ϕ0. This leads correctly to the emission of a zero momentum soliton
with the ground state degeneracy as discussed in [1]. This linear relation can hold only for
|ξ| < 4π2
β2
. Beyond that value the ground state changes. To compare the quantum result
with the classical phase shift we must then correlate appropriately the value of φ at infinity
in the latter. The net effect is to replace φ0 by φ0 − 2π. Eventually, the variation of ξ with
ϕ0 is therefore
ξ =
4π
β
(
ϕ0 − 2π
β
Int
[
βϕ0
2π
+
1
2
])
, (2.40)
as illustrated in figure 2.4. It is very likely that (2.40) is exactly true for finite β as well.
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Figure 2.4: Variation of ξ as a function of ϕ0.
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We can finally recover (2.34) without appealing to our knowledge of quantum boundary
bound states. For this one has to evaluate the action for the classical configuration. Following
the discussion in [22] we have,
2δ(θ) = C(ϕ0) +
8
β2
∫ θ
0
dη log
tanh2 η tanh2 η
2
tanh 1
2
(η + iβϕ0
2
) tanh 1
2
(η − iβϕ0
2
)
, if |βϕ0| < π, (2.41)
where we used the soliton mass m = 8
β2
, and δ satisfies the differential equation
δ(θ) − tanh θ δ′(θ) =
∫ +∞
0
dt
(∫ +∞
0
dxϕ˙2 − 8 sinh θ tanh θ
)
. (2.42)
We restrict to the situation where we send in a kink, and ϕ0 is positive and so there is
an anti-kink at the origin (see figure 4). In this case there are quantum boundary bound
states. It is difficult to perform the double integral for the three-soliton solution explicitly
because of the cumbersome expression for the integrand (2.10). One might hope that in
order to find the θ-independent piece of the phase shift it is sufficient to evaluate both
sides of (2.42) in the limit as θ → +∞ or θ → 0. However both of these limits do not
seem to be helpful, because due to the non-uniform convergence of the right hand side of
(2.42) it is not allowed to interchange such a limit with the integration. We evaluated the
right hand side of (2.42) (with fixed θ) numerically for several different values of φ0 using
Mathematica. Combining (2.41) and (2.42), we obtain an estimate for C(ϕ0), in agreement
with C(ϕ0) =
8π
β
ϕ0 with accuracy 0.1%. This result was checked for different values of θ.
We therefore obtain agreement with the semi-classical Levinson theorem.
2.4 Remarks
Although the method of images works nicely in the classical theory, it does not seem to
extend to the quantum case: we have not been able to recast the boundary S matrix of [1]
as a product of bulk S-matrix elements. A related phenomenon is the non-trivial structure
of the boundary S-matrix with one-loop corrections (the semi-classical expressions being the
tree approximation). Recall that in the bulk one has
S1(θ; y) = exp
(
8i
β ′2
∫ θ
0
dv ln tanh2
v + iy
2
)
,
where
β ′2 ≡ β2 8π
8π − β2 =
8π
t− 1 .
Scaling
β ′2
8π
ξ → ξˆ1,
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one finds the following next-to-leading correction to the boundary S-matrix in the Dirichlet
problem:
P±(θ) ≈ exp
(
±κ8iπξˆ1
β ′2
+ κ
8iπ|ξˆ1|
β ′2
) S1(θ)[S1(2θ)]1/2
[S1(θ;−ξˆ1)S1(θ; ξˆ1)]1/2
[
tanh
(
θ
2
− iπ
4
)]1/2
.
In addition to the usual replacement of β2 by β ′2 we see the appearance of an entirely new
factor involving the square-root of a hyperbolic tangent.
The massless limit m0 = 0 of the boundary sine-Gordon model (2.1) was studied in [31],
where, in particular, the massless classical solutions were obtained.
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Chapter 3
Non-relativistic limit of the quantum
sine-Gordon model with Dirichlet
boundary condition
In the previous chapter we studied the quantum sine-Gordon model on a half-line (2.1)
in the semi-classical limit β → 0. The purpose of this chapter is to investigate the non-
relativistic, θ → 0, limit of this model and to determine the quantum-mechanical potential
induced by the presence of boundary. We show that the generalized Calogero-Moser model
with boundary potential of the Po¨schl-Teller type describes the non-relativistic limit of (2.1).
The discussion is based on [32].
3.1 Introduction
When θ → 0, the energy and momentum of relativistic particles – in our context solitons
and anti-solitons – degenerates to
E = Ms cosh θ →Ms − Msθ
2
2
,
p = Ms sinh θ →Msθ.
So, θ is a speed of particles measured in the units of c (the speed of light).
Since such properties as integrability and factorized scattering survive in the above limit,
we expect to get some quantum-mechanical integrable model on a half-line. Moreover, since
a large class of such models based on the Lie-algrebraic classification is known [33], it is
natural to look first for the appropriate candidate withing this class. Indeed, we show
that the boundary Calogero-Moser model with boundary potential of the Po¨schl-Teller type,
whose integrability was established in [34, 35], describes the non-relativistic limit of (2.1).
Let us give an idea how one can come up with the boundary Calogero-Moser model by
means of the heuristic arguments. It was known since long ago [5, 36] that the solitons
and anti-solitons of the bulk sine-Gordon model interact via sinh−2(x) (particles of the same
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kind) and cosh−2(x) (particles of different kinds) potentials in the non-relativistic limit. 1
Now, the question is to find out the form of the potential induced by the boundary. But
from the semi-classical picture of the previous chapter we infer that the “boundary” can
be represented by a stationary kink or an anti-kink and a moving “mirror image”. So,
we obtain the superposition of cosh−2(x) and sinh−2(x) potentials as a boundary potential,
i.e. the Po¨schl-Teller potential [37]. The sinh−2(x) term is a hard-core reflecting potential,
whereas the term − cosh−2(x) is necessary to provide the existence of the boundary bound
states.
3.2 The exact quantum field theory solution
In this chapter we consider the sine-Gordon model on a half-line (2.1), with the fixed value
of field at the boundary: ϕ(x = 0, t) = ϕ0, or M = ∞ in (2.1). In [1], the quantum
integrability and the exact S-matrix were conjectured for (2.1). The boundary scattering
matrix is diagonal and, according to [1], the reflection amplitude of the soliton P+ (resp. P−
for anti-soliton) reads:
P±(θ) = cos(ξ ± λu)R(u, ξ) = cos(ξ ± λu)R0(u)R1(u, ξ), (3.1)
where θ = iu is the rapidity, ξ = 4π
β
ϕ0 and λ =
8π
β2
− 1;
R0(u) =
Γ
(
1− 2λu
π
)
Γ
(
λ+ 2λu
π
)
Γ
(
1 + 2λu
π
)
Γ
(
λ− 2λu
π
) ∞∏
k=1
Γ
(
4λk − 2λu
π
)
Γ
(
4λk + 2λu
π
) ×
× Γ
(
1 + 4λk − 2λu
π
)
Γ
(
λ(4k + 1) + 2λu
π
)
Γ
(
1 + λ(4k − 1) + 2λu
π
)
Γ
(
1 + 4λk + 2λu
π
)
Γ
(
λ(4k + 1)− 2λu
π
)
Γ
(
1 + λ(4k − 1)− 2λu
π
) (3.2)
R1(u, ξ) =
1
π
∞∏
l=0
Γ
(
1
2
+ 2lλ+ −ξ+uλ
π
)
Γ
(
1
2
+ 2lλ+ ξ+uλ
π
)
Γ
(
1
2
+ 2lλ + λ+ −ξ+uλ
π
)
Γ
(
1
2
+ 2lλ+ λ+ ξ+uλ
π
) ×
× Γ
(
1
2
+ 2lλ+ λ+ ξ−uλ
π
)
Γ
(
1
2
+ 2lλ + λ− ξ+uλ
π
)
Γ
(
1
2
+ 2lλ+ 2λ+ ξ−uλ
π
)
Γ
(
1
2
+ 2lλ + 2λ− ξ+uλ
π
) (3.3)
The poles of P± located in the physical domain 0 < u < π/2 at un = ± ξλ − 2n+12λ π correspond
to the “boundary” bound states of the theory. The latter exist in the soliton (resp. anti-
soliton) scattering channel if ξ > 0 (resp. ξ < 0), and their energy is En = Ms cosun.
Note that the “physical” values of the parameter ξ are bounded: |ξ| < 4π2/β2 (see previous
chapter). In the semi-classical limit of the quantum field theory (2.1), β → 0, the principal
(“tree”) approximation to the amplitudes (3.1) has the form (2.34).
1The quantum breathers correspond to the bound states in the − cosh−2(x) potential.
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3.3 The Calogero-Moser model on a half-line
Our purpose is to show that the non-relativistic dynamics of quantum sine-Gordon solitons
in the presence of a boundary is described by the generalized Calogero-Moser Hamiltonian:
Hˆ = − 1
2Ms
N∑
i=1
d2
dx2i
− 1
2Ms
M∑
j=1
d2
dy2j
+
N∑
i<i′
(VAA (xi − xi′) + VAA (xi + x′i))
+
M∑
j<j′
(VAA (yj − yj′) + VAA (yj + yj′)) +
N∑
i=1
M∑
j=1
(VAA¯ (xi − yj) + VAA¯ (xi + yj))
+
N∑
i=1
WA (xi) +
M∑
j=1
WA¯ (yj) (3.4)
Here VAA and VAA¯ are bulk nonrelativistic potentials obtained long ago in [5, 36]:
VAA (x) =
α20
Ms
ρ(ρ− 1)
sinh2 α0x
, VAA¯ (x) = −
α20
Ms
ρ(ρ− 1)
cosh2 α0x
, (3.5)
with
ρ =
8π
β2
, (3.6)
α0 =
m0
2
, (3.7)
and WA and WA¯ are boundary potentials of the Po¨schl-Teller [37] type
WA (x) =
α20
2Ms
(
µ(µ− 1)
sinh2 α0x
− ν(ν − 1)
cosh2 α0x
)
,
WA¯ (x) =
α20
2Ms
(
ν(ν − 1)
sinh2 α0x
− µ(µ− 1)
cosh2 α0x
)
, µ > 1, ν > 1. (3.8)
Let us comment on the properties of the one-particle Schro¨dinger equation with the
Po¨schl-Teller potentialWA(x). The energy of the bound states, which appear when ν > µ+1,
is given by En = − α
2
0
2Ms
(ν − µ− 1− 2n)2, where n = 0, 1, 2... For a fixed value of ν − µ there
are in total
[
ν−µ−1
2
]
bound states. The reflection coefficient, which is a pure phase, can be
obtained to be equal to
SA(k) =
Γ
(
ik
α0
)
Γ
(
1
2
+ µ−ν
2
− ik
2α0
)
Γ
(
µ+ν
2
− ik
2α0
)
Γ
(
− ik
α0
)
Γ
(
1
2
+ µ−ν
2
+ ik
2α0
)
Γ
(
µ+ν
2
+ ik
2α0
) (3.9)
This expression has “physical” poles on the upper imaginary half-axis in the complex mo-
mentum plane which correspond to the bound states. Besides, it has poles at the points
kn = (1+ n)α0 that come from the first Γ-function in the numerator of (3.9). The latter set
of poles is infinite and does not correspond to any bound states of the theory. The S-matrix
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for the potential WA¯ can be obtained from (3.9) by the substitution µ ↔ ν. One can see
that SA and SA¯ satisfy the boundary Yang-Baxter equation of [1]:
SA cos
(
π
2
(ν − µ)− λu
)
= SA¯ cos
(
π
2
(ν − µ) + λu
)
. (3.10)
3.4 Relativistic vs non-relativistic
integrable models
To establish the equivalence we will show in particular that the S-matrices of the quantum
sine-Gordon theory and the model (3.4) coincide in the appropriate limit. The system (3.4)
is integrable both at the classical and quantum levels [34, 35]. To see this one takes the
hyperbolic-type Calogero-Moser Hamiltonian for N+M particles based on the BCN+M root
system [33] and shifts the coordinates of the particles N + 1, ..., N +M by iπ/2. The result
is (3.4). Integrability means that the system admits a Lax representation and has N +M
integrals in involution. Moreover, since as t → ±∞ these integrals reduce asymptotically
to symmetric polynomials in particles’ momenta, one can use the standard argument [38] to
show that the S-matrix is factorized. A small modification arises due to the presence of the
boundary; namely, one can consider the particles’ collisions both very far from the boundary
where the problem is reduced to the bulk one, and near the boundary where the colliding
particles have enough time to reflect and go to x = +∞. In the first case factorization gives
the nonrelativistic Yang-Baxter equation for the bulk S-matrix [5], while in the second case
we get exactly the boundary Yang-Baxter equation of [1], which in the Dirichlet case allows
to express the boundary S-matrix of the anti-kink through that of the kink (3.10). The
unitarity requires the latter to be a pure phase, but otherwise leaves it undetermined. So
in both theories the S-matrix is factorized and fully determined by the bulk two-particle
S-matrix and the boundary S-matrix. Thus to establish the equivalence it is sufficient to
show that these S-matrices coincide when the nonrelativistic limit is taken.
Note that the translational invariance of the Hamiltonian (3.4) is broken not only by the
boundary potentials, but also by the interaction of particles with their mirror images. This
is very natural from the point of view of the underlying sine-Gordon theory, since, as was
shown above, that the one soliton problem on a half-line is equivalent to the three-soliton bulk
problem, with one of the particles staying at x = 0, and the other two being “generalized
mirror images” of each other. The analogy becomes exact if we take ϕ0 = 0. Then the
ordinary method of images works, and it is obvious that the system of N +M solitons on
a half-line is equivalent to the system of 2(N +M) solitons on a line with symmetric initial
conditions. Hence the corresponding nonrelativistic Hamiltonian can be obtained from the
known [5, 36] nonrelativistic bulk Hamiltonian. One can easily see that the result is just
(3.4) with µ = ν , µ(µ− 1) = ρ(ρ− 1)/4.
We will show below that µ and ν are related to the parameter ξ of the sine-Gordon model
(2.1) as follows:
ν − µ
2
=
ξ
π
. (3.11)
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3.5 Taking the non-relativistic limit
The nonrelativistic limit of (3.1) corresponds to the values θ ≪ 1. Simultaneously we must
take the limit β ≪ 1, so that Ms = 8m0β2 ≫ m0 (otherwise the S-matrix becomes 1 and we
do not get anything interesting.) In general, these two limits are to be taken without any
further assumptions on the relative magnitude of θ with respect to β. However, it is worth
to note that the region β2 ≪ θ ≪ 1 corresponds to the quasiclassical limit k
α0
≫ 1, where
k ≡Msθ (3.12)
According to (3.7) k
α0
= 16θ
β2
, which in general is not necessarily large. In what follows
we assume that ξ is positive and βϕ0 ∼ 1, so that ξ scales as 1/β2. Then P+ has poles
corresponding to the boundary bound states, and the energy of the bound states lying
close to the edge of the continuous spectrum in the theory (2.1) becomes En ≃ Ms −
m0π
8λ
(
2ξ
π
− 1− 2n
)2
. P− does not have poles in the physical region. One can easily see then
that (3.8),(3.9) describe correctly the spectrum of the boundary bound states provided that
equations (3.7),(3.11) are fulfilled. To complete the identification of the boundary S-matrices
we have to compare the phase shifts. Since ξ scales as 1/β2, by virtue of (3.11) the expression
(3.9) can be rewritten as SNR(k, ν − µ)f(θ), where
SNR(k, ν − µ) =
Γ
(
ik
α0
)
Γ
(
µ−ν
2
− ik
2α0
)
Γ
(
− ik
α0
)
Γ
(
µ−ν
2
+ ik
2α0
) (3.13)
is meromorphic and contains the poles located in the arbitrarily small neighbourhood of θ = 0
as β → 0, whereas the factor f(θ) can be expanded into the power series f(θ) = 1+∑∞l=1 alθl
with all the coefficients and a radius of convergence ∼ 1 as β → 0. In the same limit P± can
be factorized analogously: P± = SNR(k,±2ξ/π)f±(θ) with f± admitting expansions of the
form f±(θ) = 1 +
∑∞
l=1 a
±
l θ
l with all the coefficients and the radius of convergence ∼ 1 in
the limit β → 0. Therefore the boundary S-matrices agree when θ ≪ 1, and SNR represents
the nonrelativistic limit of the boundary S-matrix of the sine-Gordon theory. One can check
that the same statements are true for the bulk two-particle sine-Gordon S-matrix of [5]
and the S-matrix of the particles interacting via the potentials (3.5), provided that (3.6),
(3.7) are satisfied (this result was first established in [36] in the quasiclassical approximation
and later confirmed in [5]; note that our approach allows to give an exact sense to the
statement that the nonrelativistic limit of the bulk sine-Gordon theory is the hyperbolic-
type Calogero-Moser model.) Thus the equivalence of (3.4) and the nonrelativistic limit of
(2.1) is established.
3.6 Remarks
It is instructive to compare also the combined nonrelativistic/quasiclassical limit of the S-
matrix of (2.1) with the Po¨schl-Teller S-matrix in the regime β2 ≪ θ ≪ 1 (i.e. k ≫ m0)
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without appealing to the exact formula (3.1), similar to how it was first done in [36] for
the bulk soliton scattering. This means that one should first take the limit β → 0 and
then, using (2.34), pass to the limit θ → 0. Expanding the integrals in (2.34) and using the
asymptotic formulas for the Γ-functions in (3.9) we get for (2.34) and (3.9) in the principal
order the following result:
P+(k) = e
2iξsign(k)+ 4ik
m0
ln kβ
2
m0 , P−(k) = e
4ik
m0
ln kβ
2
m0 , (3.14)
once again confirming the equivalence of the two theories. Note that it is impossible to
determine µ and ν separately, since in our limit the boundary S-matrices in both theories
depend only on the difference µ− ν.
The identification of the nonrelativistic limit in the case of the most general integrable
boundary condition (2.3) requires a nontrivial generalization of the Calogero-Moser Hamil-
tonians. Indeed, if in (2.1) M < ∞, then the boundary S-matrix does not conserve the
topological charge, and we are not aware of any integrable nonrelativistic model which al-
lows such a process.
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Chapter 4
Boundary bound states and boundary
bootstrap
In the previous chapters we discussed classical, semi-classical and non-relativistic limits of
the boundary sine-Gordon model. Now we address the exact quantum field theory solution
of this model, which we obtain by means of the Bethe ansatz technique. Among other things,
this solution allows to re-derive the boundary reflection matrices of [1], (3.1)-(3.3), and to
relate them to the physical parameters in the Hamiltonian [39]. The present chapter includes
a complete study of boundary bound states and related boundary S-matrices for the sine-
Gordon model with Dirichlet boundary condition. Our analysis is based on the solution of
the boundary bootstrap equations, representing the integrability constraints, together with
the explicit Bethe ansatz solution of the inhomogeneous XXZ model in a boundary magnetic
field – a lattice regularization of the boundary sine-Gordon model. We identify boundary
bound states with new boundary strings in the Bethe ansatz. This chapter is based on [40].
4.1 Introduction
In the seminal work [1] it appeared clearly that the boundary sine-Gordon model presents
an extremely rich structure of boundary bound states, which was further explored in [41].
Our first purpose here is to study this structure thoroughly in the particular case of Dirichlet
boundary conditions, that is the model
LSG = 1
2
∫ ∞
0
[
(∂tϕ)
2 − (∂xϕ)2 + m
2
0
β2
cos βϕ
]
dx (4.1)
with a fixed value of the field at the boundary: ϕ(x = 0, t) = ϕ0.
Also, the consideration of boundary problems poses interesting challenges from the point
of view of lattice models, here lattice regularizations of (4.1). In [39] and also in [42] it was
shown in particular how to derive the S-matrices of [1] from the Bethe ansatz. Our second
purpose is to complete these studies by investigating which new types of strings correspond
to boundary bound states, and by deriving as well the set of S-matrices necessary to close
the bootstrap. Observe that lattice regularizations are useful to define what one means by
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creating a bound state at the boundary. Indeed, some bound states (showing up as the pols
of S-matrices) have no straightforward interpretation, and although they are easy to study
formally using the Yang Baxter equation and the bootstrap, their meaning in the field theory
is unclear.
In section 4.2 we consider the bootstrap problem directly in the continuum theory. We
identify boundary bound states and we compute the related boundary S matrices. In sec-
tion 4.3 we write the Bethe ansatz equations for the inhomogeneous six-vertex model with
boundary magnetic field, which is believed [39] to be a regularization of (4.1). We show
that these equations are also the bare equations for the Thirring model with U(1)-preserving
boundary interaction, which is the fermionized version of (4.1). In section 4.4 we discuss
in details new solutions (“boundary strings”) to the Bethe ansatz equations made possible
by the appearance of boundary terms. In section 4.5 we study the physical properties of
the model, in particular the masses and S-matrices corresponding to these boundary strings,
and we partially complete the identification with the bootstrap results of section 4.2. Several
remarks, in particular formula for the boundary energy of the boundary sine-Gordon model,
are collected in sections 4.6-4.7.
4.2 Boundary bootstrap
4.2.1 Solving the boundary bootstrap equations
The S-matrices for the scattering of a soliton (P+) and an anti-soliton (P−) on the ground
state |0〉B of the sine-Gordon model with Dirichlet boundary conditions (4.1) read according
to [1]:
P±(θ) = cos(ξ ± λu)R0(u)R1(u, ξ), (4.2)
where θ = iu is the rapidity, ξ = 4πϕ0/β and λ = 8π/β
2 − 1. The explicit form of R0, R1
is given in (3.2)-(3.3). Since the theory is invariant under the simultaneous transformations
ξ → −ξ, and soliton→anti-soliton, we choose hereafter ξ to be a generic number in the
interval 0 < ξ < 4π2/β2 (see the discussion in chapter 2 about the value of the upper
bound).
The function R0 contains poles in the physical strip 0 < Imθ < π/2 located at u =
nπ/2λ, n = 1, 2, . . . < λ. These poles come from the corresponding breather pole in the
soliton-antisoliton bulk scattering, and should not be interpreted as boundary bound states
[1].
When ξ > π/2, the function P+(θ) has additional poles in the physical strip, located at
u = vn with
0 < vn =
ξ
λ
− 2n+ 1
2λ
π <
π
2
, (4.3)
(n = 0, 1, 2, . . .) corresponding to a first set of boundary bound states which we denote by
|βn〉, with masses
mn = m cos vn = m cos
(
ξ
λ
− 2n+ 1
2λ
π
)
, (4.4)
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Figure 4.1: A diagrammatic representation of the bootstrap equations (4.5).
where m is the soliton mass. These bound states are easy to interpret [1, 23]. For 0 < ϕ0 <
π/β the ground state of the theory is characterized by the asymptotic behaviour ϕ → 0 as
x → ∞, but other states, whose energy differs from the ground state by a boundary term
only, can be obtained with ϕ → { a multiple of 2π/β} as x → ∞. Since the βn appear as
bound states for soliton scattering, they all have the same topological charge as the soliton,
which we take equal to unity by convention, so they are all associated with the same classical
solution, a soliton sitting next to the boundary and performing a motion periodic in time
(“breathing”), with ϕ(x = 0) = ϕ0 and ϕ→ 2π/β as x→∞ (see section 2.2.4).
To deduce the scattering matrices on the boundary bound states we use the boundary
bootstrap equations as given in [1]. We assume that these S-matrices are diagonal, which
is true if all the boundary bound states have different energies. In this case the bootstrap
equations read:
Rbβ(θ) =
∑
c,d
Rdα(θ)S
ab
cd(θ + iv
β
αa)S
dc
ba(θ − ivβαa). (4.5)
These equations allow us to find the scattering matrix of any particle b on the boundary
bound state β provided that the latter appears as a virtual state in the scattering of the
particle a on the boundary state α.
The masses of the corresponding boundary states are related through
mβ = mα +ma cos v
β
αa, (4.6)
where ivβαa denotes the position of the pole, corresponding to the bound state β.
Let βn stand for the n-th boundary bound state corresponding to the pole vn in P
+ (4.3).
Then (4.5) gives:
P+βn(θ) = P
+(θ)a(θ − ivn)a(θ + ivn), (4.7)
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P−βn(θ) = b(θ − ivn)b(θ + ivn)P−(θ) + c(θ − ivn)c(θ + ivn)P+(θ), (4.8)
where the well known bulk S-matrix elements a(θ) = S++++ = S
−−
−− (kink-kink scattering),
b(θ) = S+−+− = S
−+
−+ (kink-anti-kink transmission) and c(θ) = S
−+
+− = S
+−
−+ (kink-anti-kink
reflection) can be found in [5].
It is easy to check that the matrix elements (4.7)-(4.8) satisfy general requirements for
the boundary S-matrices, such as boundary unitarity and boundary crossing-symmetry con-
ditions [1], e.g.
P−βn(
iπ
2
− θ) = b(2θ)P+βn(
iπ
2
+ θ) + c(2θ)P−βn(
iπ
2
+ θ),
P±βn(θ)P
±
βn(−θ) = 1.
Finally we obtain from (4.7)-(4.8) by direct calculation:
P+βn(θ) =
cos(ξ − λπ − iλθ)
cos(ξ − λπ + iλθ)P
−
βn(θ). (4.9)
Hence the boundary Yang Baxter equation is satisfied since the ratio of the above two
amplitudes has a form similar to (4.2) with ξ → ξ − λπ, ξ being a free parameter.
The analytic structure of P±βn(θ) is as follows. The function P
+
βn(θ) has simple poles in
the physical strip located at u = ξ
λ
+ 2N+1
2λ
π , N = 0, 1, 2..., and at u = vn. It has double
poles at u = ivn + i
kπ
λ
, k = 1, 2, ...n. The function P−βn(θ) possesses in the physical strip the
same singularities as P+βn(θ) plus the set of simple poles at u = wN with
wN = π − ξ
λ
− 2N − 1
2λ
π, λ +
1
2
− ξ
π
> N >
λ+ 1
2
− ξ
π
. (4.10)
Interpreting these poles in terms of boundary bound states requires some care. First, due
to the relation (4.5), one sees that if β appears as a boundary bound state for scattering of
a on α, then the poles of the amplitude for scattering of b on α are also in general poles of
the amplitude for scattering of b on β. It seems unlikely that these poles correspond to new
bound states, although in our case they would have a natural physical meaning, for example
one could try to associate them with classical solutions where ϕ→ 4π/β as x→∞. Indeed
there are strong constraints coming from statistics that we should not forget. For instance
at the free fermion point β2 = 4π, there is a bound state β1, but although P
+
β1
has again a
pole at β1, the state of mass 2mβ1 is not allowed from Pauli exclusion principle, as can easily
be checked on the direct solution of the model (see below section 4.3.3). Therefore we take
the point of view that the poles already present in the scattering on an “empty boundary”
are “redundant”. The only poles we interpret as new boundary bound states are (4.10) (the
additional poles in P+βn are related to them by crossing). We denote these boundary bound
states |δn,N〉, and their masses, according to (4.6) and (4.4), are given by
mn,N = m(cos vn + coswN) = m cos
(
ξ
λ
− 2n+ 1
2λ
π
)
−m cos
(
ξ
λ
+
2N − 1
2λ
π
)
= mbN+n sin
(
ξ
λ
+
N − n− 1
2λ
π
)
, (4.11)
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where mbp = 2m sin
(
pπ
2λ
)
is the mass of the p-th breather, p = 1, 2, . . . < λ.
To understand the physical meaning of these new boundary bound states it is helpful
to consider the semi-classical limit λ → ∞ of the sine-Gordon model. As discussed above,
the boundary bound states βn, corresponding to (4.3), are associated with solutions where a
soliton is sitting next to the boundary and “breathing”. An incoming anti-soliton can couple
to this soliton, and together they form a breather sitting next to the boundary and performing
again some (rather complicated) motion periodic in time1. The WKB quantization of this
solution [43] shoud lead to |δn,N〉. The topological charge of the states |δn,N〉 is equal to 0 in
our units, or, equivalently, to the charge of a free breather in the theory (4.1).
One can in principle continue to solve the bootstrap equations (4.5) recursively. For
example, for the scattering of solitons or antisolitons on the boundary bound states |δn,N〉
(4.10) one obtains the following S-matrices:
P−δn,N (θ) = P
−
βn(θ)a(θ − iwN )a(θ + iwN), (4.12)
P+δn,N =
cos(ξ − iλθ)
cos(ξ + iλθ)
P−δn,N . (4.13)
P−δn,N has only one simple pole in the physical strip at u = wN , while P
+
δn,N
has also simple
poles at u = vk, k = n + 1, n + 2, ..., [
ξ
λ
− 1
2
]. According to the discussion below (4.10), we
do not consider these poles as associated with new boundary bound states. Therefore, the
boundary bootstrap is closed for solitons and antisolitons in the sense that further recursion
will not generate new boundary bound states.
So far we have obtained two sets of boundary bound states (4.4) and (4.11) by considering
all the poles in the physical strip of amplitudes for scattering a soliton and anti-soliton on
a boundary with or without a boundary bound state. Of course we should also consider
the scattering of breathers off the boundary. The scattering of breathers on the “empty”
boundary was studied in [41], and we refer the reader to this work for the explicit boundary
S-matrices. By interpreting the poles of the amplitudes in [41] as boundary bound states,
we find a spectrum of masses that look like (4.11) but with a slightly different range of
parameters. Considering then scattering of breathers off a boundary with a bound state does
not give rise to any new poles beside (4.3) and (4.10), with in the latter case an extended
range of values of N (for simplicity we do not give the relevant boundary S-matrices here).
Therefore the complete boundary bootstrap is closed in principle.
4.2.2 Integral representations of various S-matrices
For comparison with results obtained from regularizations of the sine-Gordon model it is
useful to write integral representations of the boundary S-matrices (4.2), (4.7) and (4.8)
using the well-known formula
log Γ(z) =
∫ ∞
0
dx
x
e−x
[
z − 1 + e
−(z−1)x − 1
1− e−x
]
, Rez > 0. (4.14)
1To compute this solution explicitly requires using a bulk five-soliton configuration [23], an expression
which is very cumbersome.
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Suppose first that 1 < 2ξ/π < λ+ 1 and denote
n∗ =
[
ξ
π
− 1
2
]
, (4.15)
where the square brackets mean the integer part of the number. For such values of ξ there
are n∗+1 poles (4.3) in the physical strip, i.e. the spectrum of excitations contains boundary
bound states. Correspondingly, there is a finite number of Γ-functions in (4.2), (4.7), (4.8)
whose arguments have negative real part so that formula (4.14) is not applicable. Treating
such Γ-functions separately, we obtain the following results:
− i d
dθ
log
[
P+(θ)
R0(θ)
]
=
2λ
π
∫ +∞
−∞
dx cos
(
2λθx
π
)
(4.16)
×
[
sinh(2ξ/π − 2n∗ − 2)x
sinh x
+
sinh(λ− 2ξ/π)x
2 sinh x coshλx
]
,
− i d
dθ
log
[
P+βn(θ)
R0(θ)
]
=
2λ
π
∫ +∞
−∞
dx cos
(
2λθx
π
)
(4.17)
× sinh(λ− 2ξ/π)x− 2 coshx sinh(λ+ 1 + 2n− 2ξ/π)x
2 sinh x cosh λx
,
− i d
dθ
log
[
P−βn(θ)
R0(θ)
]
=
2λ
π
∫ +∞
−∞
dx cos
(
2λθx
π
)[
sinh(2n∗ + 2− 2ξ/π)x
sinh x
(4.18)
+
sinh(λ− 2ξ/π)x− 2 cosh x sinh(λ+ 1 + 2n− 2ξ/π)x
2 sinh x coshλx
]
.
In the derivation of analogous representation for P− there are no subtleties because the
“dangerous” Γ-functions cancel. We get
−i d
dθ
log
[
P−(θ)
R0(θ)
]
=
2λ
π
∫ +∞
−∞
dx cos
(
2λθx
π
)
sinh(λ− 2ξ/π)x
2 sinh x cosh λx
. (4.19)
In the region 0 < 2ξ/π < 1 where there are no poles and no boundary bound states in the
spectrum, formula (4.19) is valid, too. The expression for P+ can be obtained from (4.16)
by setting formally nB ≡ n∗ + 1 = 0, which gives
−i d
dθ
log
[
P+(θ)
R0(θ)
]
=
2λ
π
∫ +∞
−∞
dx cos
(
2λθx
π
)
sinh(λ+ 2ξ/π)x
2 sinh x cosh λx
. (4.20)
Note that if 2ξ/π > 1, the integral in (4.20) diverges. Finally, we complete this list by the
following two expressions:
−i d
dθ
log

P±δN,n(θ)
R0(θ)

 = −i d
dθ
log
[
P±βn(θ)
R0(θ)
]
+
2λ
π
∫ +∞
−∞
dx cos
(
2λθx
π
)
×
[
sinh(2ξ
π
− 2n∗ − 2)x
sinh x
− 2 cosh x sinh(
2ξ
π
+ 2N − λ− 1)x
2 sinh x coshλx
]
. (4.21)
For the integral representation of R0 see [39].
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4.3 Exact solution of the regularized boundary sine-
Gordon model
4.3.1 The XXZ chain with boundary magnetic field
The XXZ model in a boundary magnetic field
H = π − γ
2π sin γ
[
L−1∑
i=1
(
σxi σ
x
i+1 + σ
y
i σ
y
i+1 +∆(σ
z
i σ
z
i+1 − 1)
)
+ h(σz1 − 1) + h′(σzL − 1)
]
, (4.22)
was discussed in [44] and in [45], where its eigenstates were constructed using the Bethe
ansatz. As usual, these eigenstates H|n〉 = E|n〉 are linear combinations of the states with
n down spins, located at x1, ..., xn on the chain:
|n〉 =∑ f (n)(x1, ..., xn)|x1, ..., xn〉.
Consider for simplicity the case n = 1. The wave-function f (1)(x) reads [45]:
f (1)(x) = [e−ik + (h′ −∆)]e−i(L−x)k − (k → −k) = (4.23)
=
[
sinh 1
2
(iγ + α)
sinh 1
2
(iγ − α)
]L−x
sin γ sinh 1
2
(α + iγH ′)
sinh 1
2
(iγ − α) sin 1
2
(γ + γH ′)
− (α→ −α),
where we defined the new variables as in [45]: ∆ = − cos γ, k = f(α, γ),
γH = f(iγ,−i ln(h−∆)) = −γ − i ln h− i sin γ
h+ i sin γ
(4.24)
(and similarly for H ′), and
f(a, b) = −i ln
[
sinh 1
2
(ib− a)
sinh 1
2
(ib+ a)
]
. (4.25)
When h varies from 0 to +∞, γH increases monotonically from −π − γ to −γ according to
(4.24) if we take the main branch of the logarithm.
Denote hth = 1−cos γ. This “threshold” value of h corresponds to γH = −π; its meaning
will become clear below. When h varies from −∞ to 0, γH increases monotonically from
−γ to π − γ. For the purposes of the present work we confine our attention to the region
h, h′ > 0 and choose γ ∈ (0, π
2
). Other regions in the parameter space can be obtained using
the discrete symmetries of the Hamiltonian (4.22): σz → −σz on each site or on the odd
sites only. The parameter k in (4.23) is not arbitrary, but satisfies the Bethe equation [45]:
ei(2L−2)k
(eik + h−∆)(eik + h′ −∆)
(e−ik + h−∆)(e−ik + h′ −∆) = 1, (4.26)
or [
sinh 1
2
(α− iγ)
sinh 1
2
(α + iγ)
]2L
sinh 1
2
(α− iγH) sinh 1
2
(α− iγH ′)
sinh 1
2
(α + iγH) sinh 1
2
(α + iγH ′)
= 1. (4.27)
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Note that the wave-function (4.23) depends on H implicitely through the solution of the
Bethe equation (4.27) α(H,H ′). Besides, one can multiply the amplitude (4.23) by any
overall scalar factor depending on α, L, H and H ′. The Bethe equations in the sector of
arbitrary n > 1 can be found in [45].
4.3.2 The Bethe equations for the inhomogeneous
XXZ chain
The real object of interest for us is actually the inhomogeneous six-vertex model with bound-
ary magnetic field on an open strip. The inhomogeneous six-vertex model is obtained by
giving an alternating imaginary part ±iΛ to the spectral parameter on alternating vertices
of the six-vertex model [46, 47]. It was argued in [39], generalizing known results for the
periodic case [46], that this model on an open strip provides in the scaling limit Λ, L→∞,
lattice spacing → 0 a lattice regularization of (4.1), with β2 = 8γ and a value of ϕ0 at the
boundary related to the magnetic field. The reader can find more details on the model in the
references; it is actually closely related to the XXZ chain we discussed above. In particular,
the wave function can be expressed in terms of the roots αj of the Bethe equations [45, 46]:
[
sinh 1
2
(αj + Λ− iγ)
sinh 1
2
(αj + Λ + iγ)
sinh 1
2
(αj − Λ− iγ)
sinh 1
2
(αj − Λ+ iγ)
]L
sinh 1
2
(αj − iγH)
sinh 1
2
(αj + iγH)
sinh 1
2
(αj − iγH ′)
sinh 1
2
(αj + iγH ′)
=
∏
m6=j
sinh 1
2
(αj − αm − 2iγ)
sinh 1
2
(αj − αm + 2iγ)
sinh 1
2
(αj + αm − 2iγ)
sinh 1
2
(αj + αm + 2iγ)
. (4.28)
By construction of the Bethe-ansatz wave function, Reαj > 0. Note that the solutions of
(4.28) αj = 0, iπ should be excluded because the wave function vanishes identically in this
case. The analysis of solutions of eq. (4.28) is very similar to the case of the XXZ chain
in a boundary magnetic field. We consider the regime 0 < γ < π/2, which falls into the
attractive regime 0 < β2 < 4π in the sine-Gordon model (4.1). We set hereafter γ = π/t and
for technical simplicity restrict t to be positive integer. In the limit L →∞ this constraint
implies that in the bulk only the strings of length from 1 to t−1 are allowed, along with the
anti-strings (see chapter 1).
Taking the logarithm of eq. (4.28), one obtains:
L [f(αj + Λ, γ) + f(αj − Λ, γ)] + f(αj, γH) + f(αj, γH ′)
= 2πlj +
∑
m6=j
[f(αj − αm, 2γ) + f(αj + αm, 2γ)] , (4.29)
where lj is an integer. We also recall the formula for the eigen-energy associated with the
roots αj [45, 46],
E =
π − γ
π
∑
αj
[f ′(αj + Λ, γ) + f ′(αj − Λ, γ)]. (4.30)
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4.3.3 Thirring model with boundary
Like the bulk sine-Gordon model is a bosonized version of the bulk massive Thirring model,
one can expect that the boundary sine-Gordon model is a bosonized version of the Thirring
model with certain boundary conditions. The quickest way to identify this boundary Thirring
model is to use the Bethe ansatz equations (4.28). Write the most general U(1)-invariant
boundary interaction
HT =
∫ L
0
dx [−iψ+1 ψ1x + iψ+2 ψ2x +m0ψ+1 ψ2 +m0ψ+2 ψ1 + 2g0ψ+1 ψ+2 ψ2ψ1]
+
∑
ij
aijψ
+
i ψj(0) +
∑
ij
a′ijψ
+
i ψj(L). (4.31)
The entries of the 2 × 2 matrices A = {aij}, A′ = {a′ij} can be determined up to one
arbitrary parameter φ by the hermicity ofHT and the consistency of the boundary conditions
(detA = 0). For the left boundary, the matrix A looks like
A =
1
2 sinφ
(
e−iφ 1
1 eiφ
)
(4.32)
and the boundary condition reads ψ1(0) = −eiφψ2(0) (similarly for the right boundary).
To find the eigenvectors of the Hamiltonian (4.31), HTΨ = EΨ, one can use the same
wave-functions as for the bulk Thirring model (1.7), and modify them by analogy with the
example of XXZ chain in a boundary magnetic field [45]. This way one gets the equations
for the set of rapidities αj :
e2im0L sinhαj =
cosh 1
2
(αj + iφ)
cosh 1
2
(αj − iφ)
cosh 1
2
(αj + iφ
′)
cosh 1
2
(αj − iφ′)
× ∏
m6=j
sinh 1
2
(αj − αm − 2iγ)
sinh 1
2
(αj − αm + 2iγ)
sinh 1
2
(αj + αm − 2iγ)
sinh 1
2
(αj + αm + 2iγ)
, (4.33)
where γ is related to g0 in the usual way [18]. These equations look quite similar to (4.28).
The mapping can be made complete by taking in (4.28) the limit Λ→∞ with the identifi-
cation m0 = 4e
−Λ sin γ.
The derivation of these equations is rather cumbersome, therefore to illustrate the pro-
cedure we comment on the simplest case of one-particle sector, which is nevertheless suf-
ficient to obtain the form of the boundary terms in (4.33). We make an ansatz Ψ =∫ L
0 dyχ
λ(y)ψ+λ (y)|0〉, where λ is the spinor index, χ(y) is the wave-function and |0〉 is the
unphysical vacuum annihilated by ψλ.
The equation HTΨ = EΨ reduces to
−iσ3 ∂
∂x
~χ+m0σ1~χ+ A~χδ(x) + A
′~χδ(x− L) = E~χ. (4.34)
where σi are the Pauli matrices. We look for the solution of (4.34) in the form(
χ1
χ2
)
= a(α)
(
e−α/2
eα/2
)
eim0x sinhα − a(−α)
(
eα/2
e−α/2
)
e−im0x sinhα. (4.35)
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Substituting it into (4.34) we get E = m0 coshα and, besides, two boundary conditions to
be solved. The first one, at x = 0, determines the form of the factor a(α) = cosh 1
2
(α− iφ),
while the second one at x = L gives rise to the Bethe equation
e2im0L sinhα =
cosh 1
2
(α + iφ)
cosh 1
2
(α− iφ)
cosh 1
2
(α + iφ′)
cosh 1
2
(α− iφ′) ,
which determines α. Comparing the Bethe equation (4.28) with (4.33) and using the relation
between ξ and H obtained below in section 4.5 we find the relation between the boundary
parameters φ and ϕ0 in the Hamiltonians (4.31) and (4.1) respectively:
φ = βϕ0 − β2/8.
Thus, the integrable boundary condition for the U(1)-invariant boundary Thirring model
equivalent to (4.1) reads:
ψ2(0) = −eiβ2/8−iβϕ0ψ1(0). (4.36)
It would be interesting to obtain the result (4.36) directly from the Hamiltonian (4.1)
using an extension of the Coleman-Mandelstam bosonization technique to the case with
boundary. However, to our knowledge such an extension has not been developed yet, except
for the free point [48].
4.4 Solutions of the Bethe ansatz equations with bound-
ary terms
As is well known in the case of the bulk Thirring model or equivalently the periodic XXZ
chain, the bound states are associated with various types of solutions of the Bethe ansatz
equations involving in general complex roots (see chapter 1). By analogy, we expect the
boundary bound states to correspond to new solutions made possible by the boundary terms.
Consider first the example of the XXZ chain as given in section 4.3.1. Since our goal is
to study purely boundary effects, we will look for the solutions of the Bethe equations that
give rise to a wave-function localized at x = 0 or x = L and exponentially decreasing away
from the boundary.
The states described by such wave-functions will be referred to as the “boundary bound
states” below. For this, one should have α purely imaginary in (4.23). We consider here
the limit of L large, when the left and the right boundaries can be treated independently
and the overlap of the corresponding wave-functions is negligibly small (for the physical
applications it is necessary to take the scaling limit anyway). In the limit L→∞ it is easy
to check that there are two such solutions to (4.27): α = iα0 = −iγH + iε(L,H,H ′) and
α = iα′0 = −iγH ′ + iε′(L,H,H ′), where ε ∼ exp(−2κL) and we defined κ > 0 as
e−κ =
∣∣∣∣∣sin
1
2
(−γH − γ)
sin 1
2
(−γH + γ)
∣∣∣∣∣
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(similar relations are assumed for ε′, κ′). Solution α′0 gives a wave-function (4.23) localized
at x = L: f (1)(x) ∼ e−κ′(L−x). Solution α0 gives a wave-function localized at x = 0,
f (1)(x) ∼ e−κx, provided we renormalize the wave-function (4.23):
f (1) → f (1)
[
sinh
1
2
(α− iγH) sinh 1
2
(α+ iγH)
]1/2
. (4.37)
In the special case H = H ′ there is only one proper solution α = iα0 = −iγH + iε(L,H)
with ε ∼ exp(−κL). The wave-function (4.23) behaves as the superposition of the “left” and
the “right” boundary bound states, f (1) ∼ (e−κx+ e−κ(L−x)). Note that the boundary bound
state appears in the above example only when the boundary magnetic field is large enough:2
namely, h > hth. This follows from the fact that α should be such that 0 < α0 < π.
Now, consider the equations for the inhomogeneous model (4.28). The basic boundary
1-string solution to (4.28) is α = iα0 = −iγH + iǫ, provided that 0 < α0 < π. This solution
is possible due to an argument very similar to the one used in the bulk: as L→∞, the two
first terms of (4.28) decrease exponentially fast, while the third increases exponentially fast,
and ǫ ∼ exp(−2κL) with
e−κ =
sinh2 Λ
2
+ sin2 α0−γ
2
sinh2 Λ
2
+ sin2 α0+γ
2
. (4.38)
Recall that for the bulk problem when there is no boundary term, the right hand side of
(4.28) would have to decrease exponentially, forcing the existence of a “partner” root at
α− 2iγ.
One can construct similarly boundary n-strings which consist of the points iα0,
iα0+2iγ, ..., iα0+2i(n−1)γ (see figure 4.2). By convention n = 0 means there is no boundary
string, that is all complex solutions are in the usual bulk strings. The possible values of n
are restricted by the fact that the upper point of the complex should be below iπ: max(n) =
[π−α0
2γ
]+ 1, where the square bracket denotes the integer part. To show that the boundary n-
string is indeed a solution to (4.28), we introduce infinitesimal corrections εi to the positions
of the points of complex [20]. Taking the modulus of both sides of (4.28) with αj = iα0+2ikγ
and multiplying equations for k = 0, ..., n− 1 we obtain exp{−2L(κ1 + κ2 + ...+ κn)} ∼ ε1,
where ε1 denotes the correction to the point iα0. The behavior of the remaining εk follows
from ε1 by recursion. For example, for the 2-string ε2 is given by |ε1 − ε2| ∼ exp(−2Lκ2).
Note that associated with each boundary n-string there is also the solution to (4.28)
obtained by complex conjugation of all α′s. The existence of such a ”mirror image” is the
2 More generally, the criterion of existence of boundary bound state solutions allows us to determine
threshold fields for any anisotropy ∆. For this, let us examine (4.26). The parameter k is defined modulo
2pi, therefore we restrict it to lie withing k ∈ (0, 2pi). Two possibilities k = ia and k = pi + ia, where a > 0,
lead to two different threshold fields, determined by the fact that the denominator in (4.26) should vanish:
h
(1)
th
= ∆+ 1, h
(2)
th
= ∆− 1,
and the regions where boundary bound states could in principle exist are h < ∆− 1, h > ∆+ 1 (one has
to be carefull here and check that these solutions of BE indeed correspond to the stable states of the model).
When ∆ > 1, there are two different threshold fields, in agreement with the results of Jimbo et al [49]. In
the region of interest, |∆| < 1, there is only one threshold field h(1)
th
.
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✲✻
iα0
iα0 + 2iγ
iα0 + 4iγ
iα0 + 6iγ
iα0 + 8iγ
Reα
Imα
π Dirac sea
Figure 4.2: The first type of boundary string. In the ground state the boundary string of
maximum allowed length is filled.
consequence of the symmetry of equations (4.28) and it is of no importance to physics. In the
bulk case, it is easy to show [50] that all solutions are invariant under complex conjugation,
but this result does not hold here. In fact, a solution which has both the boundary n-string
and its mirror image would lead to a vanishing wave-function.
Additional boundary strings can be obtained by adding the roots iαs below iα0 so that
iαs = iα0 − 2isγ, with s = 1, 2, ..., N (see figure 4.3). Together with the boundary n-string
above α0, they form the complex which we call boundary (n,N)-string. To analyze the
existence of such complexes as the solutions of (4.28) we introduce as before the infinitesimal
corrections εs to the roots αs, where now s = n, n − 1, ..., 1,−1,−2, ...,−N . Then, the
equations (4.28) with αj = iαs tell us that the range of N should be
α0
2γ
< N <
π + α0
2γ
. (4.39)
In other words, the inequality (4.39) states that the lowest root of the boundary string should
be below the axis Imα = 0 and above the axis Imα = −iπ. Another constraint follows if
we multiply the equations (4.28) for all the roots of boundary (n,N)-string. This gives
exp(−2L∑ κs) = ε1. So, one should have ∑κs > 0. The latter sum can be easily evaluated
if one uses the expression (4.38) simplified in the limit Λ → ∞: κ = 4e−Λ sin γ sinα0. The
constraint obtained in such a way forces the number of roots above Imα = 0 axis in the
boundary string to be greater than the number of roots below Imα = 0.
We have not been able to find any reasonable additional solution to the Bethe ansatz
equations. The two sets of boundary strings we have encountered appear to be in one to one
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✲✻
iα0
iα0 + 2iγ
iα0 + 4iγ
iα0 + 6iγ
iα0 − 2iγ
iα0 − 4iγ
iα0 − 6iγ
iα0 − 8iγ
Reα
Imα
π
−π
Dirac sea
Figure 4.3: The second type of boundary string.
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correspondence with the boundary bound states identified in section 4.2 using the bootstrap
approach. To clarify this identification we now compute related masses and S-matrices.
4.5 S-matrices and bound state properties from the
exact solution
4.5.1 Bare and physical Bethe ansatz equations
The bare Bethe equations follow from taking the derivative of (4.29). Defining 2L(ρk+ρ
h
k)dα
to be the number of roots in the interval dα, one obtains coupled integral equations for the
densities of strings ρ1, ..., ρt−1 and anti-strings ρa:
2π(ρk + ρ
h
k) =
1
2
p′k − f ′ka ∗ ρa −
t−1∑
l=1
f ′kl ∗ ρl +
1
2L
(uk − ωf ′(L)n;k − ω′f ′(R)n′;k )
2π(ρa + ρ
h
a) = −
1
2
p′a + f
′ ∗ ρa +
t−1∑
l=1
f ′al ∗ ρl +
1
2L
(ua + ωf
′(L)
n + ω
′f ′(R)n′ ) (4.40)
where ∗ denotes convolution:
f ∗ g(α) =
∫ ∞
−∞
dβf(α− β)g(β).
These densities are originally defined for α > 0, but the equations allow us to define ρk(−α) ≡
ρk(α) in order to rewrite the integrals to go from−∞ to∞. If we totally neglect the boundary
terms (terms ∼ L−1) in (4.40), we will end up with the same equations as for the periodic
inhomogeneous six-vertex model [46]. The various kernels and sources in (4.40) are defined
as follows:
pa(α) = f(iπ + α + Λ, γ) + f(iπ + α− Λ, γ),
pk(α) =
∑
αi
f(αi + Λ, γ) + f(αi − Λ, γ),
where the sum in the last expression is taken over the rapidities of the bulk k-string roots
centered on α.
The kernels fkl are the phase shifts of bulk k-string on bulk l-string obtained by summing
(4.25) over the rapidities of string roots. The boundary terms are:
ua(α) = −2f ′(2α, 2γ)− f ′(α + iπ, γH)− f ′(α + iπ, γH ′)− 2πδ(α),
uk(α) =
∑
αi
[2f ′(2αi, 2γ) + f ′(αi, γH) + f ′(αi, γH ′)]− 2πδ(α),
(the sum above is over the roots of bulk k-string centered on α),
f (L,R)n (α) =
∑
αi
f(iπ + α− αi, 2γ) + f(iπ + α + αi, 2γ),
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and αi denotes the rapidities of the roots in the boundary n-string.
f
(L,R)
n;k (α) =
∑
αi
∑
αj
f(αj − αi, 2γ) + f(αj + αi, 2γ),
where αi denotes the roots in the boundary n-string, while αj denotes the roots in the bulk
k-string centered on α. The parameters ω, ω′ are equal to 1 or 0, depending on whether the
boundary string is present or not. In our ferromagnetic case the ground state of the periodic
inhomogeneous XXZ chain is filled with anti-strings.
The physical Bethe equations are obtained [51, 52] by eliminating the “non-physical”
density ρa from the right-hand side of (4.40). This is done simply by solving for ρa in the
last equation in (4.40) and substituting it into the others. The result is
2π(ρk + ρ
h
k) =
1
2
p′k +
1
2
f ′ak
2π − f ′ ∗ p
′
a ++
f ′ak
2π − f ′ ∗ 2πρ
h
a
−
t−1∑
l=1
(
f ′kl +
f ′akf
′
al
2π − f ′
)
∗ ρl + 1
2L
Un,n′;k, (4.41)
2π(ρa + ρ
h
a) = −
1
2
2πp′a
2π − f ′ −
f ′
2π − f ′ ∗ 2πρ
h
a +
t−1∑
l=1
f ′al
2π − f ′ ∗ 2πρl +
1
2L
Un,n′;a,
where
Un,n′;a = 2π
ua + ωf
′(L)
n + ω
′f ′(R)n′
2π − f ′ , (4.42)
Un,n′;k = uk − ωf ′(L)n;k − ω′f ′(R)n′;k − f ′ak ∗ Un,n′;a/2π, (4.43)
and different products (ratios) of kernels are defined through their Fourier transforms.
4.5.2 The mass spectrum of boundary bound states
We assume at first that the ground state is built by filling up the Dirac sea with anti-strings,
as in the case of the periodic XXZ chain. We will see below that this is not always true.
The presence of the boundary strings in the Bethe equations deforms the distribution of
roots and modifies the density of the Dirac sea ρa by a term δρa/2L of order L
−1. With the
boundary n-string, the Bethe equation for the density of the Dirac sea particles ρ˜a is
1
2
p′a(α)−
1
2L
ua(α) =
∫ +∞
−∞
f ′(α− β)ρ˜a(β)dβ − 2πρ˜a(α) + 1
2L
f ′n(α), (4.44)
where fn was defined above. Subtracting from (4.44) the equation for the density of the
Dirac sea alone,
1
2
p′a(α)−
1
2L
ua(α) =
∫ +∞
−∞
f ′(α− β)ρa(β)dβ − 2πρa(α), (4.45)
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one obtains the equation for δρa:
0 = −
∫ +∞
−∞
f ′(α− β)δρa(β)dβ + 2πδρa(α)− f ′n(α), (4.46)
where
δρa ≡ 2L(ρ˜a − ρa).
The solution to (4.46) can be written in terms of the Fourier transform
δρˆa(k) =
∫
dαeikαδρa(α)
as follows:
δρˆa(k) =
fˆ ′n(k)
2π − fˆ ′(k) . (4.47)
For the boundary n-string iα0 + 2iγs, s = 0, 1, ..., n− 1, we obtain
fˆ ′n(k) = −2π
4 cosh γk sinh nγk cosh(α0 + γn− γ)k
sinh πk
, (4.48)
δρˆa(k) = −2 cosh γk sinhnγk cosh(α0 + γn− γ)k
sinh γk cosh(π − γ)k , (4.49)
where we used
fˆ ′(k) = 2π
sinh(π − 2γ)k
sinh πk
.
Expressions (4.48), (4.49) are valid for the n-strings with n = 1, 2, ...,
[
t+H
2
]
. For the longest
n-string with n =
[
t+H
2
]
+1 ≡ n∗+1 the Fourier transforms fˆ ′n, δρˆa differ from (4.48), (4.49):
fˆ ′∗(k) = 2π
2 sinh(π − 2γ)k cosh(α0 + 2γn∗ − π)k
sinh πk
− 2π4 cosh γk sinh n∗γk cosh(α0 + γn∗ − γ)k
sinh πk
, (4.50)
δρˆa(k) =
sinh(π − 2γ)k cosh(α0 + 2γn∗ − π)k
sinh γk cosh(π − γ)k
− 2 cosh γk sinh n∗γk cosh(α0 + γn∗ − γ)k
sinh γk cosh(π − γ)k . (4.51)
The conserved U(1) charge in the boundary XXZ chain is the total projection of the spin on
the z-axis. In the thermodynamic limit the charge of the boundary n-string with respect to
the vacuum is determined by [45]:
Qn = n+
∫ +∞
0
2Lρ˜adα−
∫ +∞
0
2Lρadα = n+
1
2
∫ +∞
−∞
δρadα = n +
1
2
δρˆa(0). (4.52)
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Using (4.49), we obtain for the n-string Qn = 0, and for the longest boundary string Eq.
(4.51) yields Q∗ = π/2γ. Similarly, the mass of the boundary strings in the thermodynamic
limit according to (4.30) is given by
mn = hn +
∫ +∞
0
2Lρ˜ahadα−
∫ +∞
0
2Lρahadα = hn +
1
2
∫ +∞
−∞
haδρadα, (4.53)
where the expression for ha is
hˆa(k) =
π − γ
π
pˆ′a = −2(π − γ)
2 sinh γk cos Λk
sinh πk
and the soliton mass [46]
m = 2e
− Λpi
2(pi−γ) .
We obtain in the limit Λ→∞
mn = m
[
sin
π
2λ
(2n− 1−H) + sin π
2λ
(H + 1)
]
, (4.54)
m∗ = m sin
π
2λ
(H + 1) . (4.55)
Since the parameter H varies in the interval −λ − 1 < H < −1, the mass of the longest
string m∗ (4.55) is always negative, while the other boundary strings have positive masses
(4.54). This means that the vacuum we have been working with is an unstable one in the
region −t < H < −1 (h > hth). To cure the situation we define a new correct ground state
by attributing the longest boundary string to the Dirac sea. The boundary excitations are
obtained by succeessive removing of particles from the top of the longest boundary string.
The charge and mass of such excitations with respect to the correct ground state are given
by
Qn = − π
2γ
, mn = m cos
π
2λ
(λ+ 1 +H − 2n), n = 0, 1, ..., n∗. (4.56)
Note that the number of excitations (4.56) is equal to the number of roots in the longest
boundary string, n∗ + 1. The charge of such boundary excitations is equal to the charge of
the hole in the Dirac sea. We identify a hole with a sine-Gordon soliton, and the boundary
excitations described above, with the boundary bound states |βn〉 (4.4). Their masses and
charge (4.56) and the counting coincide provided that
t+H + 1 =
2ξ
π
, (4.57)
and the lattice charge Q is properly normalized. This expression is in fact valid for all values
of h > 0.
In the above discussion we considered the boundary bound states related to one of the
boundaries (say, the left one). In principle, one should include into the ground state the
longest boundary string iα′0+2iγl, l = 0, 1, ...,
[
t+H′
2
]
, corresponding to the right boundary
as well. The energy of the excitations due to both boundary strings is a superposition
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of energies of the form (4.56). When H = H ′, these two boundary strings overlap and the
usual Bethe wave-function vanishes. However on physical grounds we do not expect anything
special to happen when the boundaries are identical. So, in such a case one should use as a
wave function a properly renormalized version of the limit H → H ′ of the usual Bethe wave
function.
When the magnetic field varies, the above picture indicates a qualitative change in the
structure of the ground state at values H = −t,−t + 2,−t + 4, .... At these values, the
mass of the bound state with the highest mass approaches the soliton mass and it becomes
unstable. As discussed in [53] and [1] for the Ising case, this decay corresponds to large
boundary fluctuations that propagate deeply into the bulk.
The mass of the boundary (n,N)-string with respect to the correct vacuum can be
calculated analogously. The result is:
mn,N = m cos(
ξ
λ
− π
2λ
) +m cos(
ξ
λ
− 2n+ 1
2λ
π)−m cos( ξ
λ
+
2N − 1
2λ
π), (4.58)
where we used (4.57) to express H in terms of ξ. This result seems rather confusing, because
the above mass does not correspond in general to one of the bound state masses found in
the bootstrap apporach. It can be considered as a sum of such masses, hinting that the
(n,N) string describes actually coexisting bound states, but the calculation of correspond-
ing boundary S-matrix does not allow such an interpretation. We are forced (but see the
conclusion) to consider that only the (n,N)-strings with n = n∗ + 1 occur, that is the phys-
ical excitations are built by adding roots to the ground state configuration below iα0. The
charge and energy of such excitations with respect to the correct vacuum is given by
QN =
π
2γ
− π
2γ
= 0, mN = m cos(
ξ
λ
− π
2λ
)−m cos( ξ
λ
+
2N − 1
2λ
π), (4.59)
These coincide with the charge and mass of the boundary bound states |δn=0,N〉 (4.11). The
range of N (4.39) agrees with the range of corresponding parameter in (4.10).
4.5.3 Boundary S-matrices
It remains to check that the boundary S-matrices obtained above by the bootstrap approach
coincide with those of the lattice model. To extract the boundary S-matrices from the
Bethe equations we will follow the discussion of [39]. Briefly, the idea of the method is the
following. The physical excitations of the lattice model in the limit Λ→∞ can be thought
of as relativistic quasi-particles with rapidities θi. The integrability implies that the set {θi}
is conserved. Moreover, if the scattering matrices are diagonal, each particle preserves its
rapidity. Assuming that this is the case, the quantization of a gas of N quasi-particles on
an interval of lenght L results in the integral equations for the set of allowed rapidities [39]:
2π(ρb + ρ
h
b ) = mb cosh θ +
p∑
c=1
ϕbc ∗ ρc + 1
2L
Θb, (4.60)
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where subscript stands for the type of particle, and
ϕbc(θ) = −i d
dθ
lnSbc(θ) (4.61)
Θb(θ) = −i d
dθ
lnR
b(L)
β (θ)− i
d
dθ
lnR
b(R)
β′ (θ) + i
d
dθ
lnSbb(2θ)− 2πδ(θ).
Equations (4.60) should be compared with the physical BE (4.41), which gives bulk and
boundary S-matrices. We will confine our attention to the boundary S-matrices only, keeping
track of those terms in (4.42), (4.43), (4.61), which depend on the boundary magnetic field
(the field-independent terms contribute to R0 and their agreement has been shown in [39]).
The discussion for the left boundary is completely parallel to that of the right one. Also,
it is sufficient to consider only b =soliton and b =anti-soliton in (4.60). We identify a hole
in the anti-string distribution in (4.41) with a soliton in (4.60), and (t − 1)-string with an
anti-soliton. Below we give explicit expressions only for the kernels in (4.41) which we need
for our analysis. The other expressions are listed in [39].
Suppose first that h < hth (−t − 1 < H < −t). This corresponds to the case without
boundary excitations in the spectrum, ξ < π/2. Choose ω = ω′ = 0 in (4.41). Then
uˆ(L)a (k) = 2π
sinh(2π + γH)k
sinh πk
+ . . .
(we omitted the H-independent terms and H ′-dependent ones),
Uˆ (L)a = 2π
sinh(2π + γH)k
2 sinh γk cosh(π − γ)k + . . . .
Using (4.61) we compare this expression with (4.20) (recall that the rapidity α should be
renormalized α → θ = tα/2λ) and find complete agreement under the identification (4.57).
Similarly, one can use
uˆ
(L)
t−1 = −2π
sinh(π + γH)k sinh(π − γ)k
sinh πk sinh γk
+ . . . ,
Uˆ
(L)
t−1 = −2π
sinh(2 +H)γk
2 sinh γk cosh(π − γ)k + . . .
to compare Ut−1 with (4.19) and obtain agreement as well.
Next, suppose that h > hth (−t < H < −1). To obtain the boundary S-matrices for
scattering on the ground state |0〉B set ω = ω′ = 1 and choose the boundary string to be the
longest string, n = n∗ + 1 in (4.41). Then, using (4.50), fˆ ′n∗+1;t−1 = −fˆ ′∗ and
uˆ(L)a = 2π
sinh γHk
sinh πk
+ . . . ,
uˆ
(L)
t−1 = uˆ
(L)
a − 2π
sinh(H + 2[1−H
2
])γk
sinh γk
+ . . . (4.62)
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we obtain
Uˆ
(L)
n∗+1;a
2π
=
sinh γHk
2 sinh γk cosh(π − γ)k +
sinh(π − 2γ)k cosh(H + t− 2n∗)γk
sinh γk cosh(π − γ)k −
−2 cosh γk sinh n∗γk cosh(H − n∗ + 1)γk
sinh γk cosh(π − γ)k + . . . ,
Uˆ
(L)
n∗+1;t−1 = Uˆ
(L)
n∗+1;a − 2π
sinh(H + 2[1−H
2
])γk
sinh γk
+ . . . ,
which agrees with (4.16), (4.19) under the identification (4.57). Note that the last relation,
which follows directly from (4.42), (4.43) and (4.62), is valid also for Uˆn;a and Uˆn;t−1 with
any n. In the same manner one can calculate the boundary S-matrices for scattering on
the boundary n-strings and check that they indeed coincide with (4.17), (4.18) under the
condition (4.57). For this, one needs to take ω = ω′ = 1 in (4.41) and use (4.48), fˆ ′n;t−1 = −fˆ ′n.
Finally one can compute also the boundary S-matrix for the scattering on the (n∗ + 1, N)-
strings, again in agreement with the bootstrap results.
4.6 Conclusion
The question of boundary bound states even in the simple Dirichlet case appears rather
difficult: using the XXZ lattice regularization or equivalently the Thirring model, we have
only been able to recover the |βn〉 and |δn=0,N〉 boundary bound states. A way out is to
consider solutions of the Bethe ansatz equations made of an (n,N) string superposed with
the n∗+1 string that describes the ground state. This is not allowed in principle in the model
we consider because the Bethe wave function vanishes when two roots are equal. However,
putting formally such a solution in the equations gives the masses of the |δn,N〉 states and
the S-matrix also agrees with the bootstrap results! But the meaning of this is not clear to
us.
4.7 Remarks
Finally let us mention that one can calculate the ground state energy in the thermodynamic
limit by solving the equation (4.44) for the ground state density and using (4.30):
Egr =
∫ +∞
0
2Lρ˜a(α)h(α)dα.
As a result, we get the combination Egr = Ebulk + Eboundary, where Ebulk is the well-known
sine-Gordon ground state energy [54]:
Ebulk = −Lm
2
4
tan
πγ
2(π − γ)
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and Eboundary is the contribution of the boundary terms (Λ→∞):
Eboundary =
m
2

sin (H+2)γπ2(π−γ)
sin π
2
2(π−γ)
+ 1 + cot
π2
4(π − γ)

 .
We see that the ground state energy of the boundary sine-Gordon model is a smooth function
of the boundary magnetic field for the whole range of h in the XXZ regularization, hence of
ϕ0. The changes in ground state structure do not affect E, as is expected since in such a
unitary model there is no (one dimensional) boundary transition.
The finite size corrections to the ground state energy themshelves (the genuine Casimir
effect) can be computed using the technique developed in [54]. We will show how such a
calculation can be carried out in the next chapter. It is also interesting to consider the
inhomogeneous 6-vertex model with an imaginary boundary magnetic field ensuring com-
mutation with Uqsl(2) [55]. This should lead to a solution of minimal models with integrable
boundary conditions [56].
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Chapter 5
Boundary energy in integrable
quantum field theories
The main purpose of this chapter is to study the ground state energy of 1+1 integrable
relativistic quantum field theories with boundaries. This involves several questions. One
is the energy associated with a boundary for an infinite system, the other is the way the
energy of the theory on an interval varies with its length - the “genuine” Casimir effect.
The elegant method of Destri and de Vega [54] for the periodic systems leads directly to the
expression for the ground state energy from which the infinite size contribution and the finite
size correction can be easily extracted. The heart of the DDV method is a non-linear integral
equation (5.45) being derived from the Bethe equations. We generalize the Destri-de-Vega
method to the systems with boundaries and apply it to compute the ground state energy for
the boundary sine-Gordon model. This chapter is a part of a more complete work [56].
5.1 TBA for a QFT defined on cylinder
For a Quantum Field Theory defined on a torus, the standard way to compute its ground
state energy is through the Thermodynamic Bethe Ansatz [8]. If the theory is defined on a
circle of circumference R, one switches to a modular transformed point of view where now
the theory is defined on a circle of very long circumference L and at temperature T = 1/R.
The free energy F of the theory in the “R channel” can be computed using TBA, and it
is simply related to the ground state energy E0(R) of the theory in the “L channel” by
F = −TLE0(R). The limit R → 0 corresponds to the UV limit and is described by a
conformal field theory. It is known that E0(R) behaves as E0(R) ∼ πc/6R in this limit [57],
where c is the central charge of the underlying conformal field theory [58].1
Consider now a quantum field theory on a cylinder of finite length R and circumference
L, with some boundary conditions (a, b) at the ends of the cylinder.
1 More precisely, one has
E0(R) =
2pi
R
(
∆+∆− c
12
)
where (∆,∆) are the scaling dimensions of the ground state.
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Figure 5.1: Cylindrical geometry in the R and L channels.
Depending on quantization scheme, we have two possible ways to compute the partition
function of the system (see figure 5.1). The first possibility consists in choosing as direction
of time the horizontal axis and therefore the partition function will be expressed as
Zab = Tr e
−LHab , (5.1)
where Hab is the Hamiltonian relative to the system with boundary conditions (a, b). In
the second method the time evolution takes place along the vertical axis and therefore the
partition function is given by the matrix element of the time evolution operator between the
boundary states, i.e.
Zab = 〈Ba | e−RH | Bb〉 = eRF , (5.2)
where now H is the Hamiltonian of the bulk system. The ground state energy Eab(R) is, by
definition, the leading term arising in the large L limit of the first expression, eq. (5.1), i.e.
Zab ∼ e−LE0ab(R) . (5.3)
However, in view of the equivalence of the two quantization schemes, we can compute this
quantity by looking at the large L limit of the second expression, eq. (5.2). In the large R
limit, R→∞, the partition function (5.2) becomes
Zab → 〈Ba|0〉e−RE0〈0|Bb〉 (5.4)
where |0〉 is the ground state of Hamiltonian H on the circle. It is the only state that
contributes in the limit R→∞; other states do not propagate along the cylinder. The scalar
products ga = 〈0|Ba〉 and gb = 〈0|Bb〉 are called the ground state degeneracy. The quantity
S(0) = ln(gagb), corresponding to the zero-temperature entropy, is one other universal term
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that appears in the expansion of the free energy [59]. For periodic boundary conditions one
must have gagb = 1.
Since eq. (5.2) employs the boundary states of the model, let us shortly recall their basic
properties (for more detail see the original reference [1]). In the QFT description of the
model, the information on boundary conditions is encoded into a boundary state | B〉, which
for infinite length L reads [1]:
| B〉 = g exp
[∫ ∞
0
dθ
2π
K(θ)A†(−θ)A†(θ)
]
| 0〉. (5.5)
Here g is an overall normalization related to the boundary entropy. For simplicity, we ignore
possible additional contributions to the boundary state from zero momentum particles. From
the point of view of QFT, the boundary state can be therefore regarded as a particular state
of the Hilbert space of the bulk theory, made of a superposition of pairs of particles of equal
and opposite momentum (“Cooper pairs”). All information relative to a particular boundary
condition is encoded into the function K(θ) which can be seen as the elementary amplitude
to create a virtual pair of particles.
In this chapter we address the question of computing the ground state energy of the
sine-Gordon model with Dirichlet boundary conditions. Instead of deriving a TBA in the R
channel, we adopt the beautiful approach of Destri and de Vega [54]. This requires working
for a while with the lattice theory, here chosen to be the XXZ model with boundary magnetic
fields.
5.2 TBA for the inhomogeneous XXZmodel with bound-
ary fields
like in the previous chapter, we start from the inhomogeneous 6-vertex model with boundary
fields h as a regularization of the boundary sine-Gordon model with Dirichlet boundary
conditions, with the only difference that now we consider the antiferromagnetic regime.
In the inhomogeneous antiferromagnetic 6-vertex model with anisotropy parameter γ, one
gives an alternating imaginary part ±iΛ to the spectral parameter on alternating vertices
[46, 47]. The scaling limit is given by taking Λ → ∞, N → ∞, and the lattice spacing
∆→ 0, such that R ≡ N∆ remains finite. In the bulk, this provides a regularization of the
sine-Gordon model with Lagrangian
LSG =
∫ R
0
dx
[
1
2
(∂φ)2 + µ2 cos βSGφ
]
(5.6)
where µ ∝ 1
∆
exp(−constΛ), β2SG = 8(π − γ), and the field is fixed at x = 0 and x = R
(Dirichlet boundary conditions) to a value that is simply related to h (see previous chapter,
eq. (4.57)).
The wave function of the inhomogeneous six-vertex model can be expressed in terms of
a set of “roots” αj , where j = 1 . . . n. They must be solutions of the set of equations (4.29):
N [f(αj + Λ, γ) + f(αj − Λ, γ)] + 2f(αj, γH) =
65
2πlj +
n∑
m=1,m6=j
[f(αj − αm, 2γ) + f(αj + αm, 2γ)] , (5.7)
where lj is an integer and all αj are positive. The function f is defined as
f(a, b) = 2 tan−1
(
cot
b
2
tanh a
)
and
H ≡ 1
γ
f(iγ,−i ln(h+ cos γ)). (5.8)
By construction of the Bethe-ansatz wave function, αj > 0. Even though there is a solution
of (5.7) with one vanishing root for any N and n, we emphasize that αj = 0 is not allowed
because the wave function vanishes identically in this case. Observe that equations (5.7) are
formally satisfied as well by the opposite of the roots, −αj . Often in what follows we shall
consider that the roots take both signs in order to rewrite equations in a way which is similar
to the bulk case.
For simplicity, we restrict to the case γ = π
t
where t is an integer, and restrict to the
choice ǫ = −1 [46]. In the sine-Gordon model, this falls in the repulsive regime. We make
the standard assumption that all the solutions of interest are collections of “k-strings” for
k = 1, 2 . . . t− 1 and antistrings a. A k-string is a group of αj in the pattern α(k) − iπ(k −
1), α(k)− iπ(k− 3), . . . , α(k)+ iπ(k− 1) where α(k) is real. The antistring has αj = α(a)+ iπ,
where α(a) is real.
The thermodynamic limit is obtained by sending N → ∞. In this case, we can define
densities of the different kinds of solutions. The number of allowed solutions of (5.7) of type
k in the interval (α, α + dα) is 2N(ρk(α) + ρ
h
k(α))dα, where ρk is the density of “filled”
solutions (those which appear in the sum in the right-hand-side of (5.7) ) and ρhk is the
density of “holes” (unfilled solutions). The densities ρa and ρ
h
a are defined likewise for the
antistring. The “bare” Bethe ansatz equations follow from taking the derivative of (5.7).
For γ = π/t they can be written in the form:
2π(ρk + ρ
h
k) = ak(α)− φ˙k,t−1 ∗ ρa +
t−1∑
l=1
φ˙kl ∗ ρl + 1
2N
uk
2π(ρa + ρ
h
a) = 2π(ρt−1 + ρ
h
t−1) +
1
2N
(ua − ut−1) (5.9)
These densities are originally defined for α > 0, but the equations allow us to define ρk(−α) ≡
ρk(α) in order to rewrite the integrals to go from −∞ to ∞. The kernels in these equations
are defined most easily in terms of their Fourier transforms
fˆ(x) =
∫ ∞
−∞
dα
2π
eiαtx/πf(α), f(α) =
t
π
∫ ∞
−∞
e−iαtx/π fˆ(x)dx. (5.10)
One has
ˆ˙
φkl(x) = δab − 2
cosh x sinh(t− k)x sinh lx
sinh x sinh tx
, (5.11)
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for k ≥ l with φ˙lk = φ˙kl, and
aˆk =
sinh(t− k)x
sinh tx
cos Λtx/π
uˆk = 2
sinh(t−H)x sinh kx
sinh x sinh tx
+
sinh(t− 2k)x/2
sinh tx/2
− 1 (5.12)
uˆa = 2
sinhHx
sinh tx
− sinh(t− 2)x/2
sinh tx/2
− 1,
with in particular a1(α) =
1
2
[
f˙(α+ Λ, γ) + f˙(α− Λ, γ)
]
, φ11(α) = −f(α, 2γ). The bound-
ary manifests itself in the first term in uk; notice that even for h = 0, it still modifies the
equations. A few technicalities account for the other terms (these are relevant here because
we are interested in subleading boundary effects). The second term in uk arises from the
fact that the sum in (5.7) does not include the term m = j; the integration over densities
includes such a contribution and so it must be subtracted off by hand. The third term in uk
arises because ρ and ρh are defined for allowed solutions, while as already explained, α = 0 is
not allowed because it does not give a valid wavefunction. Since it is a valid solution of (5.7)
but is not included in the densities, we must subtract an explicit 2π
2N
δ(α) (corresponding to
1/2N in Fourier space). Explicitly, one has
u1 = 2f˙(α, γH) + 2f˙(2α, 2γ)− 2πδ(α). (5.13)
For compactness we rewrite (5.9) as
2πσ(k)(ρk + ρ
h
k) = ak(α) +
∑
l
φ˙kl ∗ ρl + 1
2N
uk, (5.14)
where σ(k) = −1 for the antistring.
The energy reads, with proper hamiltonian normalization,
Elatt
2N
= −1
t
∑
k
∫ ∞
−∞
ak(α)ρk(α)dα. (5.15)
It is easy to write the thermodynamic Bethe ansatz for this model. One finds that the
TBA equations, since they are obtained by a variational method, do not depend on boundary
terms, and read as usual
−2
t
ak(α) = T ln (1 + e
ǫk)− T ∑
l
σ(l)
Akl
2π
∗ ln
(
1 + e−ǫl
)
, (5.16)
where
Akl(α) = 2πσ
(k)δklδ(α)− φ˙kl . (5.17)
The free energy does depend on the boundary term and reads
F latt = − TN∑
k
∫ ∞
−∞
σ(k)ak(α) ln
(
1 + e−ǫk
) dα
2π
− T
2
∑
k
∫ ∞
−∞
σ(k)uk ln
(
1 + e−ǫk
) dα
2π
. (5.18)
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In the above formulas the temperature T corresponds in the two-dimensional point of view
to having a cylinder of radius L = 1/T . We can deduce from this result the ground state
energy. Indeed recall that the ground state is obtained by ρk = 0, k 6= 1 and ρh1 = 0 so
Elatt = −N
∫ ∞
−∞
a1(α)|ǫ−1 |
dα
2π
− 1
2
∫ ∞
−∞
u1|ǫ−1 |
dα
2π
, (5.19)
where from (5.16) we have
ǫˆ −1 = −
1
t
cos (Λtx/π)
cosh x
. (5.20)
Replacing and using (5.12) we find
Elattbulk = −
N
π
∫ ∞
−∞
cos2
(
Λtx
π
)
sinh(t− 1)x
cosh x sinh tx
Elattbdry = −
1
2π
∫ ∞
−∞
cos(Λtx/π)
cosh x
(
2
sinh(t−H)x
sinh tx
+
sinh(t− 2)x/2
sinh tx/2
− 1
)
(5.21)
where we used the formula∫ ∞
−∞
a(α)b(α)dα = 2t
∫ ∞
−∞
aˆ(x)bˆ(−x)dx .
In the continuum limit Λ→∞ the energy contains various terms. We keep only the finite
part which is obtained by closing the above integrals in the upper half plane and selecting
the pole at x = iπ
2
, leading to
Ebulk = R
m2
4
cot
tπ
2
Ebdry = −m
2
(
2
sin(t−H)π/2
sin tπ/2
− cot tπ
4
− 1
)
, (5.22)
where m is the soliton mass,
m = 2e−tΛ/2 . (5.23)
All these results trivially generalize to the case of two different boundary fields by splitting
the H dependent terms into the sum of an H and an H ′ term. The bulk result agrees with
what is obtained by other methods. As in the bulk case, when t is even, there are additional
logarithmic terms. The boundary entropy is actually the same in the UV and IR limits.
5.3 The Destri De Vega equations for the
boundary sine-Gordon model
We now would like to compute the complete Casimir effect in a theory with boundary. TBA
in the R channel is pretty intricate in the non diagonal case. We adopt an alternative method
elaborated by Destri and De Vega (DDV) in the periodic case.
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5.3.1 The DDV equations with boundary conditions
Consider eq. (5.7) which we rewrite as
2Np(αj) + pbdry(αj) +
∑
αm>0
φ(αj − αm) + φ(αj + αm) = 2πnj , (5.24)
where the sum runs over all roots (including m = j) and we introduced the notations
p(α) ≡ 1
2
[f(α + Λ, γ) + f(α− Λ, γ)] , pH(α) ≡ f(α, γH), φ(α) ≡ φ11(α), (5.25)
pbdry(α) = 2pH(α)− φ(2α). (5.26)
The ground state is obtained by filling the real positive solutions, αj = 0 excepted. This
corresponds to the choice nj = 1, 2, . . .. Recall that if αj is solution of (5.24) with some nj,
so is formally −αj (with −nj). Given the set of roots {αj > 0} representing the ground
state, one can construct the counting function as follows:
f(α) ≡ 2iNp(α) + ipbdry(α) + i
∑
αm>0
φ(α− αm) + φ(α+ αm), (5.27)
Define then
Y (α) ≡ ef(α). (5.28)
We have Y (αj) = Y (−αj) = 1 for every root αj from the ground state, as well as Y (0) = 1.
Therefore we can rewrite (5.27) as
f(α) = 2iNp(α) + ipbdry(α)− iφ(α)−
∫
C
φ(α− α′) Y˙ (α
′)
1− Y (α′)
dα′
2π
, (5.29)
where iφ(α) at the right-hand side takes care of the unwanted contribution of the pole α′ = 0
and the contour C consists of two parts as shown in figure 5.2, C1 above and C2 below the
real axis.
Like in the bulk case [54], simple manipulations allow us to rewrite this non-linear integral
equation as
f(α) = 2iNP (α) + iPbdry(α) +
∫
C1
Φ(α − α′) ln
(
1− ef(α′)
)
dα′
+
∫
C2
Φ(α− α′) ln
(
1− e−f(α′)
)
dα′. (5.30)
In equation (5.30) one has
Φ(α) = − t
2π2
∫ +∞
−∞
dxe−itxα/π
sinh(t− 2)x
2 sinh(t− 1)x cosh x, (5.31)
together with
P (α) =
∫ +∞
−∞
dx
e−itxα/π − 1
−ix
cos(Λtx/π)
2 cosh x
(5.32)
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Figure 5.2: Contours of integration in the DDV method.
and
Pbdry =
∫ +∞
−∞
dx
e−itxα/π − 1
−ix
[
sinh(t−H)x
sinh(t− 1)x cosh x
+
sinh(t− 2)x/2 cosh tx/2
sinh(t− 1)x cosh x +
sinh(t− 2)x
2 sinh(t− 1)x cosh x
]
(5.33)
Obtaining (5.30) requires some care with the definition of logarithms. One proceeds as
follows. Before integrating by parts in the integral over C2 one factors out
d
dx
lnY (x):
− Y˙ (x)
1− Y (x) =
d
dx
ln[1− Y −1] + d
dx
lnY (x).
Then both integrals over C1 and C2 can be taken by parts, resulting in
f(α) −
∫ +∞
−∞
φ˙(α− α′)f(α′)dα
′
2π
= 2iNp(α) + ipbdry(α)− iφ(α)
−
∫ +∞
−∞
φ˙(α− α′ − i0) ln[1− Y (α′ + i0)]dα
′
2π
+
∫ +∞
−∞
φ˙(α− α′ + i0) ln[1− Y −1(α′ − i0)]dα
′
2π
,
(surface terms from C1 and C2 cancel against each other provided N,Λ are finite). To make
the source term vanish at infinity we take the derivative of both sides in the latter equation,
after which it can be Fourier-transformed and “dressed” by the factor (1 − ˆ˙φ)−1. Finally,
70
one goes back in the rapidity space and integrates the equation, using f(0) = 0, to obtain
(5.30).
The energy of the ground state configuration can be expressed as
Elatt = −2
t
∑
αj>0
p˙(αj) = −1
t
∑
αj
f˙(αj − Λ, γ) + f˙(−αj − Λ, γ)
=
1
t
f˙γ(Λ) +
1
t
∫
C
f˙γ(α− Λ) Y˙ (α)
1− Y (α)
dα
2iπ
, (5.34)
where f(α, γ) ≡ fγ(α). One finds after exactly the same manipulations as above,
E =
1
t
f˙γ(Λ)− 1
t
∫ +∞
−∞
f ′′γ (α− Λ + i0) ln[1− Y (α+ i0)]
dα
2iπ
(5.35)
+
1
t
∫ +∞
−∞
f ′′γ (α− Λ− i0) ln[1− Y −1(α− i0)]
dα
2iπ
+
1
t
∫ +∞
−∞
f ′′γ (α− Λ)f(α)
dα
2iπ
.
Substituting (5.30) instead of f(α) in the last term of the latter, we obtain
Elatt = Elattbulk + E
latt
bdry −
i
t
∫ +∞
−∞
s(y − Λ + i0) ln[1− Y (y + i0)]dy
2π
+
i
t
∫ +∞
−∞
s(y − Λ− i0) ln[1− Y −1(y − i0)]dy
2π
, (5.36)
where we defined s(y) by
s(y) = i
∫ +∞
−∞
kdk
2 cosh γk
e−iky =
t2
4
tanh(ty/2)
cosh(ty/2)
. (5.37)
The last two terms in (5.36) represent finite-size corrections to the ground state energy, while
Elattbulk + E
latt
bdry =
1
t
f˙γ(Λ)− 1
t
∫ +∞
−∞
dk
2π
e−ikΛ ˆ˙fγ(k)
2N ˆ˙p(k) + ˆ˙pbdry(k)− ˆ˙φ(k)
2π − ˆ˙φ(k)
≡ 1
t
f˙γ(Λ)− 2N
t
∫ +∞
−∞
f˙γ(α− Λ)ρ(α)dα, (5.38)
where the function ρ(α) defined so satisfies the following equation:
2πρ(α) = p˙(α) + φ˙ ∗ ρ(α) + 1
2N
(
p˙bdry(α)− φ˙(α)
)
, (5.39)
which can be checked by solving this linear equation in Fourier space. Introduce ρ1(α) =
ρ(α)− δ(α)/2N . Then
Elattbulk + E
latt
bdry = −
2N
t
∫ +∞
−∞
f˙γ(α− Λ)ρ1(α)dα (5.40)
and, by virtue of (5.39), ρ1 satisfies the equation
2πρ1(α) = p˙(α) + φ˙ ∗ ρ1(α) + 1
2N
(p˙bdry(α)− 2πδ(α)) . (5.41)
Hence ρ1 is the density of the ground state configuration (5.9) (see also (5.13)) and E
latt
bulk
and Elattbdry coincide with the quantities computed in the previous section.
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5.3.2 The continuum DDV equations
Having checked the correct values of bulk and boundary energies, we now let the cutoff
Λ→∞ according to Λ = 2
t
log(2/m∆) with the size of the system R = N∆ and the physical
mass m = 2
∆
e−tΛ/2 fixed, and work only with the renormalized theory. In that limit one has,
evaluating all integrals in Fourier transforms and keeping the leading terms,
s(α + Λ) + s(α− Λ) = −t
2
2
m sinh θ, NP (θ) = mR sinh θ, (5.42)
where we set
θ =
tα
2
. (5.43)
Recall indeed that when one studies the excitations of the model, a relativistic dispersion
relation is obtained provided the rapidity in the relativistic theory and the “bare rapidity” of
the Bethe excitations are related by (5.43). We redefine implicitely all functions to depend
on θ from now on. The energy therefore reads now,
E = Ebulk + Ebdry +
1
2
∫
C1
m sinh θ ln
(
1− ef(θ)
) dθ
2iπ
+
1
2
∫
C2
m sinh θ ln
(
1− e−f(θ)
) dθ
2iπ
, (5.44)
where f is solution of the integral equation
f(θ) = 2imR sinh θ + iPbdry(θ) +
∫
C1
Φ(θ − θ′) ln
(
1− ef(θ′)
)
dθ′
+
∫
C2
Φ(θ − θ′) ln
(
1− e−f(θ′)
)
dθ′, (5.45)
and
Φ(θ) = −
∫ ∞
−∞
dx
2π2
sinh(t− 2)x
cosh x sinh(t− 1)xe
2ixθ/π, (5.46)
which can be identified with
Φ(θ) = − 1
2iπ
d
dθ
lnS++(θ), (5.47)
where S++ is the soliton-soliton S matrix element (see eq. (1.37)).
5.3.3 The Casimir effect
We define the effective central charge by the formula
E = Ebulk + Ebdry − πceff
24R
. (5.48)
72
From (5.44) we find
ceff(mR) = −6R
iπ2
{∫
C1
m sinh θ ln
(
1− ef(θ)
)
dθ +
∫
C2
m sinh θ ln
(
1− e−f(θ)
)}
dθ. (5.49)
To study the ultraviolet behaviour of the above expression, let us use f(θ) = f(θ) and rewrite
(5.45) as
f(θ) = 2imR sinh θ + iPbdry(θ)− 2i
∫ ∞
−∞
Φ(θ − θ′) Im ln
[
1− ef(θ′+i0)
]
dθ′, (5.50)
and (5.49) as
ceff(mR) =
12mR
π2
∫ ∞
−∞
dθ sinh θ Im ln
[
1− ef(θ+i0)
]
. (5.51)
It might be useful to remind the reader of the form of the corresponding bulk equations [54]:
ceff(mR) =
6mR
π2
∫ ∞
−∞
sinh θ Im ln
[
1 + ef(θ+i0)
]
dθ, (5.52)
with f satisfying
f(θ) = imR sinh θ + iω − 2i
∫ ∞
−∞
Φ(θ − θ′)Im ln
[
1 + ef(θ
′+i0)
]
dθ′, (5.53)
and ω is the twist of the 6-vertex model. Note the deep similarity between these two systems;
the factors of 2 can obviously be absorbed in a redefinition of mR and the minus sign in
the arguments of logarithms in a redefinition of f , so the only essential difference is that the
twist angle ω is replaced by Pbdry. It is well known that the twist corresponds to a soliton
fugacity [39] so we see that the boundary acts by some effective, rapidity dependent fugacity.
In the limit when R → 0, only the region |θ| large contributes to ceff . Let us focus on
the limit θ ≫ 1, the results for negative θ following by symmetry. Then one finds f ≈ fK ,
where
fK(θ) = imRe
θ + iPbdry(∞)− 2i
∫ ∞
−∞
Φ(θ − θ′) Im ln
[
1− efK(θ′+i0)
]
dθ′, (5.54)
together with
cK(mR) =
6
π2
∫ ∞
−∞
mReθIm ln
[
1− efK(θ+i0)
]
dθ. (5.55)
It is now useful to recall some well known results about dilogarithms [52]. Define
L(x) ≡
∫ x
0
du
[
ln(1 + u)
u
− ln u
1 + u
]
. (5.56)
Assume
−i lnF (x) = φ(x) + 2
∫ ∞
−∞
dy G(x− y) Im ln [1 + F (y + i0)] , (5.57)
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with G an even function. Then one has
Im
∫ ∞
−∞
dxφ′(x) ln [1 + F (x+ iǫ)] =
1
2
Re {L[F (−∞)]− L[F (∞)]}
+
1
2
Im {φ(∞) ln [1 + F (∞)]− φ(−∞) ln [1 + F (−∞)]} , (5.58)
(where we did not write the i0 part of some arguments for simplicity). Set F = efK−iπ and
denote Pbdry(∞) ≡ σ. Then, according to (5.54): φ = mReθ + σ − π, G = −Φ. We have
φ(−∞) = σ− π, φ(∞) =∞. One has also F (∞+ i0) = 0, and from this and (5.54) one can
get the value of F at −∞:
fK(−∞)
i
= σ − 2 Im ln
[
1− efK(−∞+i0)
] ∫ ∞
−∞
Φ(θ)dθ
= σ +
t− 2
t− 1 Im ln
[
1− efK(−∞+i0)
]
. (5.59)
So, if efK(−∞+i0) = eiω one may use Im ln(1± eiω) = 1
2i
ln(±eiω) to find
eiω = − exp
{
2i
t− 1
t
σ + 2i
π
t
}
. (5.60)
From (5.58) it follows that
Im
∫ ∞
−∞
mReθ ln(1− efK(θ+i0))dθ = 1
2
ReL(−eiω)− 1
2
(σ − π)
(
t− 1
t
σ − π + π
t
)
.
In the region θ ≪ 1 we have f ≈ fA, and similar calculations yield
Im
∫ ∞
−∞
mRe−θ ln(1− efA(θ+i0))dθ = −1
2
ReL(−e−iω) + 1
2
(π − σ)
(
−t− 1
t
σ + π − π
t
)
.
Collecting both θ ≫ 1 and θ ≪ 1 contributions we obtain
cUV =
6
π2
{
1
2
[
L(−e2iω)) + L(−e−2iω)
]
+
t− 1
t
(σ − π)2
}
=
=
6
π2
[
π2
6
− t− 1
t
(σ − π)2
]
. (5.61)
From (5.33) we get
Pbdry(∞) ≡ σ = 2π − π
2
H +H ′
t− 1 . (5.62)
Finally, from this we find
cUV = 1− 6t− 1
t
(
1− H +H
′
2(t− 1)
)2
. (5.63)
In the case with no boundary field, H = H ′ = t− 1 so cUV = 1 as expected.
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Remark. So far we tacitly assumed that 0 < H < t − 1. In general, from relation (5.8)
it follows that when h > 0, H varies between −t − 1 and −1, while when h < 0, −1 <
H < t− 1. To generalize our results, we should use the most general form of pH :
ˆ˙pH(k) =
∫ ∞
−∞
p˙H(α)e
ikαdα = 2π sign(H)
sinh(π − ωH)k
sinh πk
, −π < γH < π, (5.64)
where we defined ωH ≡ |γH|. For −2π < γH < −π set ωH = 2π + γH and sign(H) = 1 in
(5.64). Then (5.62) generalizes to
σ = 2π − π
2
ωH + ω
′
H
π − γ
if H and H ′ are both positive or −2t < (H,H ′) < −t, and
σ = 2π − π
2
4π − ωH − ω′H
π − γ
if they are both negative, but greater than −t. In the case when 0 < H < t − 1 and
−t < H ′ < −1 (that is, h < 0, h′ > 0) we get:
σ = π +
π
2
ω′H − ωH − 2γ
π − γ .
So, when ω′H − ωH = 2γ we have σ = π and cUV = 1, as in the free case. The condition
ω′H − ωH = 2γ is equivalent to h = −h′, as could be seen from (5.8). That c = 1 when the
two surface field are real and opposite is well known from lattice studies [60].
5.4 Remarks
A particularly interesting case is when the XXZ chain or the inhomogeneous 6-vertex model
commutes with the quantum group Uqsl(2). In that case h = −h′ = 2i sin γ and the net
result is that all H dependent terms simply disappear from the equations, so, in particular
Ebdry =
m
2
(
cot
tπ
4
+ 1
)
. (5.65)
At the N = 2 supersymmetric point, t = 3, the boundary energy vanishes, a result well
expected from supersymmetric considerations. More generally, it vanishes if t = 4n + 3, n
an integer. Notice that the bulk energy vanishes for t an odd number (as a consequence of
the generalized fractional N = 2 supersymmetries studied in [61]).
In the quantum group symmetric case [55] one has H +H ′ = 2t so from (5.63)
c = 1− 6
t(t− 1) , (5.66)
the expected result for the restricted sine-Gordon model [62, 63, 64].
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Chapter 6
Surface excitations and surface energy
of the antiferromagnetic XXZ chain
by the Bethe ansatz approach
We study an open XXZ chain in the regime ∆ > 1 with a boundary magnetic field h and
discuss some of its peculiar features due to the presence of boundary. In the Bethe ansatz
formalism, boundary bound states are represented by the “boundary strings” as described
in chapter 4. We find that for certain values of h the ground state wave function contains
boundary strings, and from this infer the existence of two “critical” fields in agreement with
[49]. An expression for the vacuum surface energy in the thermodynamic limit is derived
and found to be an analytic function of h. We argue that boundary excitations appear only
in pairs with “bulk” excitations or with boundary excitations at the other end of the chain.
The case where the magnetic fields at the left and the right boundaries are antiparallel has
non-trivial differences with the case of the parallel fields. The Ising (∆ = ∞) and isotropic
(∆ = 1) limits are discussed thoroughly and found helpful for the intuitive understanding of
the behavior of the boundary XXZ chain at arbitrary ∆. This section is based on the work
[65].
6.1 Introduction
In this chapter we study theXXZ chain with even number of spins L in a boundary magnetic
field,
H = 1
2
{
L−1∑
i=1
(
σxi σ
x
i+1 + σ
y
i σ
y
i+1 +∆σ
z
i σ
z
i+1
)
+ h1σ
z
1 + h2σ
z
L
}
, (6.1)
in the regime ∆ > 1, h1 ≥ 0, h2 ≤ 0, focusing on the effects peculiar to systems with
boundaries [53]. At h1 = h2 = 0 this model describes one-dimensional antiferromagnet with
non-magnetic impurities, accessible experimentally. We exploit the Bethe ansatz solution
for this model, first derived in [45], together with the well-known results for the periodic
chain [20, 66]. We find new “boundary string” solutions to the Bethe equations, similar to
the boundary strings existing in the |∆| < 1 regime [40]. For certain values of the boundary
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magnetic field the ground state configuration contains boundary 1-strings. Boundary exci-
tations are obtained by removing (or adding, depending on the sign of h) boundary strings
from the ground state wave-function. Their energy was first obtained in [49] by the algebraic
approach.
A peculiar feature of the Bethe ansatz solution of the periodic chain is that the excitations
(holes in the Dirac sea) appear only in pairs [14]. We argue that similarly the boundary
excitations can appear only in pairs with bulk excitations or with boundary excitations at
the other end of the spin chain. There is no such restriction in the soultion of the semi-infinite
chain by the algebraic approach [49].
Using the Bethe ansatz solution we calculate the surface energy (see e.g.,[67]):
Esurf(L,∆, h) = Egr − E0gr, (6.2)
in the thermodynamic limit L =∞. Here Egr is the ground state energy of (6.1) and E0gr is
that of the periodic chain. We give an interpretation of our results in the limits ∆→∞ and
∆→ 1, corresponding to the 1D Ising and XXX models respectively. Finally, we comment
on the structure of the ground state when the boundary magnetic fields are parallel.
6.2 The Bethe ansatz equations
Let us first set up the Bethe ansatz (BA) notations and list the relevant results about the
XXZ chain [45, 66]. In [45] the eigenstates of (6.1) were constructed for arbitrary ∆. As
usual in the BA picture, the n-magnon eigenstates |n〉, satisfying H|n〉 = E|n〉, are linear
combinations of the states with n spins down, located at sites x1, ..., xn:
|n〉 =∑ f (n)(x1, ..., xn)|x1, ..., xn〉.
The wave-function
f(x1, ..., xn) =
∑
P
εPA(p1, ..., pn)e
i(p1x1+...+pnxn), (6.3)
contains n parameters pj ∈ (0, π) which are subject to quantization conditions, called Bethe
equations (BE):
e2iLpj · e
ipj + h1 −∆
1 + (h1 −∆)eipj ·
eipj + h2 −∆
1 + (h2 −∆)eipj =
n∏
l 6=j
eiΦ(pj ,pl). (6.4)
The summation in (6.3) is over all permutations and negations of pj. The energy and spin
of the n-magnon state are given by [45]:
E =
1
2
[(L− 1)∆ + h1 + h2] + 2
n∑
j=1
(cos pj −∆), Sz = L
2
− n. (6.5)
It is convenient to rewrite BE using the following mappings:
∆ = cosh γ ≥ 1, γ ≥ 0, (6.6)
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p = −i ln cosh
1
2
(iα + γ)
cosh 1
2
(iα− γ) , (6.7)
(our definition of p(α) differs from that of [20, 66] by the shift α→ α+ π and it was chosen
in such a way that p(α) be an odd function that maps −π < α < π to −π < p < π),
h = cosh γ +
sinh γ
2
(1−H)
sinh γ
2
(1 +H)
= sinh(γ) · coth γ
2
(H + 1) , hlim < |h| <∞, (6.8)
h = cosh γ − cosh
γ
2
(1−H)
cosh γ
2
(1 +H)
= sinh(γ) · tanh γ
2
(H + 1) , |h| < hlim. (6.9)
The latter two mappings are defined on H ∈ (−∞,∞) and are necessary to cover the region
−∞ < h < ∞, with positive h corresponding to H ∈ (−1,∞). The value hlim ≡ h(∞) =
sinh γ lies between two critical fields h(1)cr , h
(2)
cr defined as follows [49]:
h(1)cr = ∆− 1, h(2)cr = ∆+ 1. (6.10)
Both critical fields correspond to H = 0, and the gap h(1)cr < h < h
(2)
cr corresponds to
0 < H <∞. In these notations eq. (6.4) becomes:
[
cosh 1
2
(iαj + γ)
cosh 1
2
(iαj − γ)
]2L
B(αj, H1)B(αj , H2)
=
∏
m6=j
sinh 1
2
(iαj − iαm + 2γ) sinh 12(iαj + iαm + 2γ)
sinh 1
2
(iαj − iαm − 2γ) sinh 12(iαj + iαm − 2γ)
, (6.11)
where
B(α,H) =
cosh 1
2
(iα + γH)
cosh 1
2
(iα− γH) , hlim < |h| <∞, (6.12)
B(α,H) =
sinh 1
2
(iα + γH)
sinh 1
2
(iα− γH) , |h| < hlim, (6.13)
are called boundary terms. The energy eq. (6.5) takes the form:
E =
1
2
[(L− 1) cosh γ + h1 + h2]− 2 sinh γ
n∑
j=1
p′(αj), p′(α) =
sinh γ
cosh γ + cosα
. (6.14)
In the thermodynamic limit L→∞ the real roots αj of BE form a dense distribution in
the open interval (0, π) with density ρ(α), dI = 2L(ρ+ ρh)dα being the number of roots in
the interval dα. The logarithm of eq. (6.11) is:
2Lp(αj)+
1
i
lnB(αj , H1)+
1
i
lnB(αj , H2)+φ(2αj) =
n∑
l=1
φ(αj−αl)+φ(αj+αl)+2πIj , (6.15)
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where Ij form an increasing sequence of positive integers, and
φ(α) = −i ln sinh
1
2
(2γ + iα)
sinh 1
2
(2γ − iα) , φ(0) = 0. (6.16)
Taking the derivative of eq. (6.15) and defining ρ for negative α by ρ(α) = ρ(−α), we obtain
p′(α) +
1
2L
p′bdry(α) =
∫ π
−π
φ′(α− β)ρ(β)dβ + 2π(ρ(α) + ρh(α)), (6.17)
with
p′bdry(α) = −i
B′(α,H1)
B(α,H1)
− iB
′(α,H2)
B(α,H2)
+ 2φ′(2α)− 2πδ(α)− 2πδ(α− π). (6.18)
The presence of delta-functions in (6.18) is due to the fact that αj = 0 and αj = π are
always solutions to (6.11), which should be excluded, since they make the wave-function
(6.3) vanish identically.
6.3 Solution for the bulk part
In eq. (6.17) the “boundary terms” are down by the factor 1/2L. Neglecting p′bdry and
setting ρh = 0, we obtain the equation for the ground state density of the periodic XXZ
chain [68]. Solving it by the Fourier expansion
f(α) =
∞∑
l=−∞
fˆ(l)eilα, fˆ(l) =
1
2π
∫ π
−π
f(α)e−ilαdα, (6.19)
and using (6.14), we recover the result for the ground state energy of the periodic chain [68]:
2πρˆper(n) =
pˆ′(n)
1 + φˆ′(n)
, φˆ′(n) = e−2γ|n|, pˆ′(n) = (−1)ne−γ|n| (6.20)
E0gr =
L∆
2
− 2L sinh γ
∫ π
−π
ρper(α)p
′(α)dα =
L∆
2
− L sinh γ
∞∑
n=−∞
e−γ|n|
cosh γn
. (6.21)
The spin of the ground state is Sz = L/2− L ∫ π−π ρperdα = 0, which is the well-known result
[68].
An elementary “bulk” excitation above the vacuum in the model (6.1) is a hole in the
distribution of Ij , but only a pair of holes can occur for the periodic chain, as argued in [14].
Thus physical excitations contain an even number of holes. The energy of the hole with
rapidity θ can be easily computed:
εh(θ) = sinh γ
∞∑
n=−∞
(−1)neinθ
cosh γn
> 0, (6.22)
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and the spin with respect to the vacuum is Sz = 1/2. (Our result, eq. (6.22), differs from
the conventional one by the shift θ → θ + π, but the dispersion relation is unchanged by
rapidity reparametrization.)
Analogous arguments can be applied to analyze “bulk” string solutions with complex
values of α. Although there exists an infinite hierarchy of complex strings of arbitrary
length, and quartets, their energy vanishes with respect to the vacuum [50].
6.4 Boundary excitations
So far we discussed the bulk excitations, which are essentially the same as in the periodic
chain. Let us now turn to the new solutions of eq. (6.11), boundary strings. The analysis
is close to that of section 4.4. Boundary excitations have their wave-function (6.3) localized
at the left or right ends of the chain, and in the limit L → ∞ the two boundaries may
be considered separately. Let us study first the left boundary, h1 > 0. The fundamental
boundary 1-string consists of one root located at α0 = −iγH1 for 0 < h1 < h(1)cr , and at
α0 = π − iγH1 for h(2)cr < h1 < ∞ (in both cases −1 < H1 < 0). It is a solution of
BE due to the mutual cancellation of the decreasing modulus of the first term in (6.11)
and the increasing modulus of the second term B(α,H1) as L → ∞ and α → α0. When
h(1)cr < h1 < h
(2)
cr , no such solution exists. Introduction of such a string into the vacuum with
the density of roots ρ(α) defined from
p′(α) +
1
2L
p′bdry(α) =
∫ π
−π
φ′(α− β)ρ(β)dβ + 2πρ(α), (6.23)
leads to the redistribution of roots by δρ ≡ 2L(ρ˜− ρ) satisfying the equation
0 =
∫ π
−π
φ′(α− β)δρ(β)dβ + φ′(α− α0) + φ′(α + α0) + 2πδρ. (6.24)
From the latter we find
2πδρˆ(n) = −2 cosnα0e
−2γ|n|
1 + e−2γ|n|
. (6.25)
For the energy and spin of the boundary 1-string with respect to this vacuum we obtain:
ε˜b = −2 sinh(γ)p′(α0)− sinh γ
∫ π
−π
δρp′(α)dα = − sinh γ
∞∑
n=−∞
(−1)neinα0
cosh γn
, (6.26)
Sz = −1
2
.
We see that the energy (6.26) is negative, so the correct ground state wave-function (6.3)
should contain the boundary 1-string root α0 when the value of h1 is not in the gap h
(1)
cr <
h1 < h
(2)
cr . The ground state density ρ˜ in this case satisfies the equation
p′(α) +
1
2L
(p′bdry(α)− φ′(α− α0)− φ′(α + α0)) =
∫ π
−π
φ′(α− β)ρ˜(β)dβ + 2πρ˜(α). (6.27)
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The boundary excitation is obtained by removing from vacuum (6.27) the root α0, which
means that it has the energy −ε˜b > 0 and spin 1/2, equal to the spin of the bulk hole. Sub-
stituting the value of α0 into (6.26), we get the boundary excitation energy, which precisely
agrees with the one obtained in [49]:
εb(h1) = sinh γ
∞∑
n=−∞
(−1)κneγH1n
cosh γn
, −1 < H1 < 0, (6.28)
with κ = 1 if h1 < h
(1)
cr and κ = 2 if h1 > h
(2)
cr .
From (6.22) and (6.28) we see that for h1 < h
(1)
cr the energy of the boundary excitation
is smaller than the bottom of the energy band of bulk excitations, and becomes equal to it
at h1 = h
(1)
cr (see Figure 6.1). So in this regime we may interpret the boundary excitation as
the bound state of the kink, which gets unbound at h1 = h
(1)
cr . For h1 > h
(2)
cr the energy of
the boundary bound state is bigger than the top of the energy band. Therefore it is stable,
in spite of its huge energy.
Besides the fundamental boundary 1-string, there exists an infinite set of “long” boundary
strings, consisting of roots α0−2ikγ, α0−2i(k−1)γ, ..., α0+2niγ with n, k ≥ 0. We will call
such solution an (n,k) boundary string (thus the fundamental boundary string considered
above is the (0,0) string). One can use the same arguments as given in section 4.4 to show
that the (n,k) string is a solution of BE when its “center of mass” has positive imaginary
part and the lowest root α0− 2ikγ lies below the real axis. Thus, sufficiently long boundary
string solutions exist even in the region h(1)cr < h1 < h
(2)
cr . However, a direct calculation shows
that their energy vanishes with respect to the vacuum, so they represent charged vacua. 1
(Analogous phenomenon occurs for the “long” strings in the bulk [50]: if the imaginary part
of α lies outside the strip −2γ < Imα < 2γ, the root α gives no contribution to the energy.)
For 0 < h1 < h
(1)
cr and h
(2)
cr < h1 < ∞ the (n,0) strings also represent charged vacua, while
(n,k) strings with k ≥ 1 have the same energy (6.28) as the boundary bound state found
above, and hence represent charged boundary excitations. 2
Consider now the right boundary, h2 < 0 (H2 < −1). Now the fundamental boundary
1-string solution α0 = −iγH2 exists for any value of h2 in the interval −hlim < h2 < 0 (resp.
α0 = π − iγH2 for h2 < −hlim). Explicit calculation shows that it has non-vanishing energy
only if −2 < H2 < −1, which corresponds to −h(1)cr < h2 < 0 (resp. h2 < −h(2)cr ). For such
values of h2 the energy of the 1-string with respect to the vacuum (6.23) is positive and
equal to εb(−h2) (see eq. (6.28)), and its spin is Sz = −1/2. In some sense the pictures are
dual for the positive and negative h cases: there exist two states when |h| is not between
|h(1)cr | and |h(2)cr |, one with boundary 1-string and one without. One of them is the ground
state and another is the excited state at the boundary, and these states exchange their roles
when the sign of h changes. The analysis of long boundary strings is very similar to that at
1As an example, consider the boundary (1,0)-string consisting of the roots α0 + 2iγ, α0. It exists if
−1 < H1 < 1, although the (0,0)-string exists only if −1 < H1 < 0. The (1,0)-string has charge Sz = −1
and vanishing energy with respect to the vacuum.
2E.g., (1,1) string with roots α0+2iγ, α0, α0−2iγ has Sz = −3/2 and energy given by (6.28) with respect
to the physical vacuum.
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the left boundary, and therefore will be omitted. The net result is again that long boundary
strings represent charged vacua or charged boundary excitations.
In all examples shown above, the charge of boundary excitations turned out to be half-
integer. One can easily check that this is true for all boundary strings representing charged
excitations. Since the charge of physical excitations is obviously restricted to be an integer
(see (6.5)), we conclude that a boundary excitation can appear only paired with the bulk
excitation of half-integer charge (i.e. containing an odd number of holes), or with a boundary
excitation at the other end of the chain. We give a qualitative interpretation of this fact
below.
6.5 The surface energy
To compute the vacuum surface energy, eq. (6.2), of the model (6.1), one should use eq.
(6.14) in the limit L = ∞ with the root density determined from eqs. (6.23) or (6.27) and
the boundary terms (6.12) or (6.13), depending on the value of h. Define for convenience
g(∆) =
∆
2
+ 2 sinh γ
∞∑
n=1
e−2nγ − 1
cosh 2nγ
. (6.29)
We consider separately the following intervals for positive h1 and negative h2:
1) |h1,2| < h(1)cr . The ground state contains one boundary 1-string, corresponding to h1. The
spin of the ground state can be found to be Sz = 0. Using eqs. (6.13), (6.18) and
(6.27), and subtracting the bulk contribution (6.21) we get
Esurf =
1
2
(h1 + h2)− g(∆)− sinh γ
∞∑
n=1
(−1)n e
−γH1n − eγH2n
cosh γn
. (6.30)
2) |h1,2| > h(2)cr . The ground state contains one boundary 1-string and has Sz = 0. From
eqs. (6.12) and (6.27) it follows:
Esurf =
1
2
(h1 + h2)− g(∆)− sinh γ
∞∑
n=1
e−γH1n − eγH2n
cosh γn
. (6.31)
3) h(1)cr < |h1,2| < hlim. The ground state has no boundary strings and its spin is zero. From
(6.23) and (6.13) one obtains the same expression as in case 1.
4) hlim < |h1,2| < h(2)cr . From (6.23) and (6.12) one obtains the same expression as in case
2. The ground state has the same structure as in case 3.
A qualitative plot of the surface energy as a function of h (h = h1 = −h2) is given in Fig-
ure 6.2. The apparent difference between (6.30) and (6.31) is an artefact of our parametriza-
tion of h in terms of H . In fact, Esurf is an analytic function of h in the domain h ∈ (0,∞),
82
which can be seen after substituting H as a function of h according to (6.8)-(6.9). In this
sense the fields h(1,2)cr are not actually “critical.” We find for h1 = h2 = 0 the value
Esurf = −∆
2
+ 4 sinh γ
(
1
4
+
∞∑
n=1
e2nγ − 1
1 + e4nγ
+
∞∑
n=1
(−1)n
1 + e2nγ
)
. (6.32)
Note that one can obtain the boundary magnetization 〈σz1〉 [49] immediately from the formula
for the surface energy (6.30)-(6.31) by differentiating it in h1.
6.6 The Ising ∆ =∞ and rational ∆ = 1 limits
In the extreme anisotropic limit ∆ → ∞, h ∼ ∆ of the XXZ chain (6.1) one gets the
one-dimensional Ising model:
H = 1
2
{
L−1∑
i=1
∆σzi σ
z
i+1 + h1σ
z
1 + h2σ
z
L
}
, (6.33)
In this limit from (6.8)-(6.9) one has
h ≈ ∆± e−γH , (6.34)
and the gap between h(1)cr and h
(2)
cr dissapears, so for any h there exists a boundary bound
state. The energy of the “bulk” hole (6.22) becomes θ-independent and equal to ∆, since
only n = 0 term contributes to the sum when γ → ∞. The energy of the boundary bound
state (6.28) becomes εb = ∆ ± e−γH1 = h1. This suggests the following interpretation in
terms of the Ising chain. In the Ising ground state the i-th spin has the value (−1)i. Local
bulk excitation of the smallest energy 2∆ can be obtained by flipping one spin (the first
and last spins excepted). The arising two surfaces (domain walls) separating the flipped
spin from its right and left neighbours are called kinks and carry the energy ∆ each. Kink
corresponds to a hole in the Bethe ansatz picture, and kinks obviously appear only in pairs,
which demonstrates that holes can exist only in pairs, too. The charge of the one-spin-flipped
state is equal to one, in agreement with the charge of two holes in BA. In addition to charge
1 excitation, one has charge 0 excitation of the same energy obtained by flipping any even
number of spins in a row. In the BA this corresponds to the “2 holes and 2-string” state.
In the Ising model the left (right) boundary bound state is obtained by flipping the first
(last) spin. Such a state has the energy h1 + ∆ above the vacuum energy, where h1 is the
contribution of the boundary term in (6.33) and ∆ is the energy of the kink created due to
the boundary-bulk interaction. Thus flipping the boundary spin actually gives a combination
of the boundary excitation and the bulk kink. Still another possibility is to flip all spins,
creating two boundary bound states, one at each boundary. This explains why, in the BA
picture, a boundary excitation can exist only if paired with a hole in the Dirac sea or with
another boundary excitation. The vacuum surface energy (6.2) of the Ising chain in the
thermodynamic limit is (∆− h1 + h2)/2. The ∆/2 contribution here is the bulk interaction
energy that we lost when we disconnected the periodic chain, and ±h1,2/2 is the contribution
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of each of the boundary terms. Taking the limit γ →∞ in eqs. (6.30)- (6.31), we obtain the
expected result Esurf → (∆− h1 + h2)/2.
In the isotropic (rational) limit ∆ → 1 (i.e., γ → 0) one gets the XXX chain in a
boundary magnetic field, which was discussed in the BA framework in [42] for 0 < h1,2 < 2.
From (6.8)-(6.9) one has in this limit
h =
2
1 +H
. (6.35)
There is only one critical field hcr = 2, which is the limit of h
(2)
cr . Passing from summation
to integration in eq. (6.31), we obtain for 0 < h1 <∞, 0 < −h2 <∞:
Esurf =
1
2
(h1 + h2)− 1
2
+
π
2
−
∫ ∞
0
dx
e
−( 2
h1
−1)x − e( 2h2−1)x + e−x
cosh x
=
=
1
2
(h1 − h2)− 1
2
+
π
2
−
∫ ∞
0
dx
e
−( 2
h1
−1)x
+ e
( 2
h2
+1)x
+ e−x
cosh x
, (6.36)
where the second line was obtained from the first one after a simple manipulation. This
agrees with the results of [42]. For h1 = h2 = 0 one has from (6.36) Esurf = (π− 1)/2− ln 2.
6.7 The case of parallel magnetic fields
Another aspect is the structure of the ground state in the regime h1,2 > 0. Assuming that,
for example, for h1,2 > h
(2)
cr the ground state contains both left and right boundary 1-strings
to minimize the energy, we end up after a short calculation with a half-integer spin of the
vacuum, which signals that such a state cannot, in fact, be the vacuum. Hence, the ground
state must have a more intricate structure. Appealing to the Ising limit γ → ∞, one sees
that for h1,2 > ∆ the ground state must have both boundary spins directed opposite to
the magnetic field, and therefore contain a kink in the bulk (recall that L is even). On
the other hand, for h1,2 < ∆ the lowest energy configuration is such that the boundary
spins are antiparallel, which means that the physical vacuum contains what was called a
boundary excitation at one of the ends. This suggests that for finite ∆ the correct ground
state wave-function of the Hamiltonian (6.1) should contain a bulk hole with the minimal
possible energy (i.e. the kink with zero rapidity θ = 0) and both boundary 1-strings when
h1,2 > h
(2)
cr . Such a state has spin zero. Changing the rapidity of this stationary kink away
from zero, one obtains in such a way an excited state whose energy can be arbitrarily close
to the vacuum one, which means that there is a new gapless branch in the spectrum. 3
Similarly, when h(1)cr < h1,2 < h
(2)
cr , for the ground state to have the integer charge it should
also contain a kink in the bulk. When h1,2 < h
(1)
cr the physical vacuum contains only one of
the two boundary 1-strings and no stationary kink in the bulk (when h1 = h2 there are two
possibilities to have either left or right boundary 1-string in the vacuum, corresponding to
3In the Ising limit γ → ∞ the energy of the kink is independent of rapidity, and therefore this branch
degenerates to the vacuum.
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the obvious two-fold degeneracy of the Ising ground state in this case). Such a state has a
smaller energy for h1,2 < h
(1)
cr than the one with a hole in the bulk and two boundary strings,
while for h1,2 > h
(2)
cr the state with the bulk hole is energetically preferable, since in this case
εb > εh (see Fig.12 and [49]). This situation is in some sense analogous to the case of the
periodic antiferromagnetic XXZ chain with odd L, where the ground state contains a kink.
According to the above discussion the surface energy in the case h1,2 > hlim is:
Esurf =
1
2
(h1 + h2)− g(∆) + εh(0)− sinh γ
(
1 +
∞∑
n=1
e−γH1n + e−γH2n
cosh γn
)
. (6.37)
In the rational (γ → 0) limit εh(0) vanishes and eq. (6.37) becomes
Esurf =
1
2
(h1 + h2)− 1
2
+
π
2
−
∫ ∞
0
dx
e
−( 2
h1
−1)x
+ e
−( 2
h2
−1)x
+ e−x
cosh x
. (6.38)
This expression agrees with the one obtained in [42]. Note that the authors of [42] obtained
eq. (6.38) under the assumption that 0 < h1,2 < hcr, while our derivation shows that this
result is valid for 0 < h1,2 <∞. In the Ising limit eq. (6.37) gives the correct result Esurf =
(3∆− h1 − h2)/2. Observe that for the XXX chain the following equality holds (see (6.36)
and (6.38)): Esurf(h1, h2) = Esurf(h1,−h2). This is the consequence of the decomposition
Esurf = f(h1)+f(h2)+const, which takes place in the limit L =∞ when two boundaries are
independent, and the obvious property of the semi-infinite chain f(−h) = f(h). The same
statements are true for the surface energy of XXZ chain apart from the εh(0) contribution
(see (6.37)).
6.8 Remarks
We would like to mention also that within the BA technique it is possible to calculate also the
boundary S-matrix for the scattering of kinks (represented by holes in the Dirac sea) in the
ground state of the Hamiltonian (6.1) or in the excited boundary state. Such a calculation
has been performed in [42] for the boundary XXX chain and in chapter 4 above for the
boundary sine-Gordon model. For the boundary XXZ chain these S-matrices have been
obtained by Jimbo et al. [49] by the algebraic approach.
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Figure 6.1: Solid line: a schematic plot of the energy of the boundary excitation, εb(h),
as a function of the boundary magnetic field h. Shaded area: the energy band of the bulk
excitations.
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Figure 6.2: A schematic plot of the vacuum surface energy as a function of the boundary
magnetic field h = h1 = −h2.
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Chapter 7
Calculation of correlation functions
for the problems with impurities
We show how to compute analytically time and space dependent correlations in one-dimensional
quantum integrable systems with an impurity. Our approach is based on a description of
these systems in terms of massless scattering of quasiparticles [69]. Correlators follow then
from matrix elements of local operators between multiparticle states – the massless form-
factors. Although, in general an infinite sum of these form-factors has to be considered, we
find that for the current, spin and energy operators only a few (two or three) are neces-
sary to obtain an accuracy of more than 1%. Our results are valid for arbitrary impurity
strength, in contrary to the perturbative expansions in the coupling constants. As an exam-
ple, we compute the frequency dependent condunctance, at zero temperature, in a Luttinger
liquid with an impurity, and also discuss the succeptibility in the Kondo model and the
time-dependent properties of the two-state problem with dissipation. This chapter is based
on [70].
7.1 Introduction
In this chapter we present the technique to calculate current-current correlation functions in
the quantum field theories of the form
H =
1
2
∫ ∞
0
dx [8πgΠ2 +
1
8πg
(∂xφ)
2] + B, (7.1)
where B is a problem dependent boundary interaction and the fields are defined on the
positive half-line. The method we adopt is based on the form-factor formalism [71] and
provides us with the series expansions of correlators. One has to insert intermediate n-particle
states in the correlator 〈0|jµjν |0〉 = ∑n〈0|jµ|n〉〈n|jν|0〉; then the well-known technique for
integrable models [72] gives the exact values for the above scalar products between the
vacuum and n-particle states (the form-factors). The integral representation for each term
of the series is available. Moreover, the observed rapid convergence at any scale from
small to large distances allows us to truncate the series after a few terms (typically two
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or three) to obtain a 1% accuracy. There are few novelties that deserve our attention: first,
we have to deal with the massless form-factors, following the pioneering work [73]. Second,
we work in a half-plane geometry. An instructive example, although somewhat simple and
abstract, is an Ising model in a boundary magnetic field [74].
The role, played by integrability in our approach is two-folded. First, it gives us the exact
expressions for the form-factors and other necessary quantities. Second, it provides us with
a basis of particles (intermediate states) which allow us to truncate the series expansion of
correlators due to the rapid convergence. Thus, the integrability insures the relatively small
contribution of the multi-particle terms.
To pave our path through the calculations, we consider some simple model of the free
massless 1-dimensional scalar field with the boundary interaction of the form B = MB cosh φ.
This model can be viewed as the massless limit of the integrable sinh-Gordon model with
boundary interaction:
S =
∫
dxdt
[
1
2
(∂µφ)
2 − m
2
g2
cosh(gφ)
]
−MB
∫
dt cosh
(
gφ
2
)
|x=0 (7.2)
The advantage of this approach, as opposed to starting with the free massless boson quantized
in the plane-wave basis, is the following: in the massless limit, obtained by scaling the
energy and momentum of particles along with the boundary mass MB to infinity, we get the
convenient basis of massless particle states which are particular combinations of plane waves
that scatter diagonally off the boundary. Corresponding classical solutions are presented in
[31]. Working with these massless particles at first sight adds some complexity, but it is paid
off by the final simple and manageable results, while in the plane wave picture one has to
do infinite summations and the final result is difficult to extract.
We apply our technique to find the correlation functions in three models of condensed
matter physics: the Kondo model, the spin-boson model (two-level system with dissipa-
tion), and the Luttinger liquid with impurity (realized as the quantum Hall liquid with
constriction). A common feature to all these models is that they can be reduced to a model
described by massless excitations in the bulk interacting with an impurity at the boundary.
The boundary interaction B in the first and second models is B = λ (S+eiφ(0)/2+S−e−iφ(0)/2),
and the third model has B = M cosφ(0). The absence of a mass gap leads to a power law
behaviour for the current correlators in both the ultra-violet and the infra-red regime. The
cross-over between these two regimes is non-trivial because of the renormalisation group flow
induced by the impurity. For each model that we study, correlation functions can be related
to the measurable quantities in the model dependent way. For example, for the Luttinger
liquid, the Kubo formula [75] gives the AC conductivity:
σµν(ω) =
∫ ∞
0
dx
∫ ∞
0
〈0|jν(0)jµ(t+ ix)|0〉e−iωtdt (7.3)
The perturbative analysis of [76] shows that the conductivity scaling function, depending
on the impurity strength, flows from the insulating at T = 0 to the perfect conductance
at T = ∞ in the repulsive regime. The alternative exact methods, which do not employ
the knowledge of correlation functions, have been developed in [77] to find the static DC
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conductivity at non-zero temperature and voltage. These methods do not allow, however, the
determination of the AC conductivity. The experimental data [78], as well as the numerical
Monte-Carlo simulations [79, 80] for the Luttinger liquids with impurity are available.
7.2 Integrable models in condensed matter physics
In this section we introduce and review three prominent models of condensed matter physics:
the Kondo model, the spin-boson model (two-level system with dissipation), and the Lut-
tinger liquid with impurity. The results of application of our technique for computing cor-
relators to these models are partially shown here and in part further. When bosonized, all
three models look alike in the bulk (free massless boson), but have different boundary inter-
actions B: λ (S+eiφ(0)/2 + S−e−iφ(0)/2) for the first and second, and M cosφ(0) for the third
one.
7.2.1 Kondo model
The Kondo model describes the free bulk electrons interacting with an impurity via the spin:
HK =
∑
k,σ
ε(k)c+kσckσ + J~s(0)
~Simp (7.4)
Here, ~Simp =
1
2
~σ is the impurity spin, ~σ are Pauli matrices, and ~s(0) is the spin induced by
the electrons at the point of impurity,
~s(0) =
1
2
∑
σσ′
ψ+σ (0)~σσσ′ψσ′(0), ψσ(0) = L
−1/2∑
k
ckσ. (7.5)
A useful generalization of (7.4) is an anisotropic Kondo model [81]:
HK =
∑
k,σ
ε(k)c+kσckσ + J±[σ+ψ
+
↓ ψ↑(0) + σ−ψ
+
↑ ψ↓(0)] + Jzσz
∑
k,k′,σ=±
σc+kσck′σ, (7.6)
which reduces to (7.4) if Jz = J±.
We need also the bosonized version of (7.6). For it, two bosonic fields are necessary: one
associated with charge and one with spin. The charge-density field decouples completely and
only the spin-density has interaction at the boundary. The Hamiltonian for the spin-density
field is of the form
HK =
1
2
∫ ∞
0
dx[8πgΠ2 +
1
8πg
(∂xφ)
2] + λ (S+e
iφ(0)/2 + S−e−iφ(0)/2). (7.7)
The coupling constant λ is related to J±. The Sz term in the Hamiltonian has been eliminated
by a unitary rotation, but dependence on Jz is implicit in g. The case g = 1 corresponds to
the isotropic Kondo model.
The quantities of interest in the Kondo model are the spin-spin correlation functions for
the induced electron spin in the bulk (screening cloud problem [82]) and for the impurity
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spin on the boundary, 〈Szimp(t)Szimp(0)〉. We consider here mostly the latter ones, since they
are relevant for the dissipative two-level problem. But the screening cloud problem can be
approached by the form-factors technique, too, and for partial results we refer to [70]. The
dynamic susceptibility, or the response function is given by
χ′′(ω) ≡ 1
2
∫
dteiωt〈[Sz(t), Sz(0)]〉. (7.8)
In [70] it was shown how to express the spin correlators in terms of the bosonic field correlators
of (7.7). In particular, for the response function we have1
χ′′(ω) =
1
(2gπ)2
1
ω2
Im [G(−iω, βB)− G(−iω,−∞)] , (7.9)
where
〈∂z¯φ(x, y′)∂zφ(x, y′′)〉λ =
∫ ∞
0
dEG(E, βB) exp [−2Ex− iE(y′ − y′′)] , (7.10)
and the boundary temperature βB is related to λ. The foregoing technique (see section 7.4)
allows us to compute the quantity G(E, βB) in the form of series expansion. Every term
of the series is known analytically. In practice, it is enough to keep only few first terms of
these series to obtain a very good accuracy of 1% or more. E.g., for the Toulouse limit,
corresponding to g = 1
2
, the series get truncated and we obtain the exact result
χ′′(ω) =
2
π2
TB
ω
Im
(∫ ω
0
dx
1
(x+ iTB)(ω − x+ iTB)
)
=
1
π2
4T 2B
ω2 + 4T 2B
[
1
ω
ln
(
T 2B + ω
2
T 2B
)
+
1
TB
tan−1
ω
TB
]
.
For the less simple g = 1/3 case the leading contribution to the response function reads
δχ′′(ω)(1) = −9µ
2d2
8πω
Re

tanh
(
1
2
log( ω√
2TB
)− iπ
8
)
tanh
(
1
2
log( ω√
2TB
) + iπ
8
) − 1

 (7.11)
where µ ≈ 3.14, d ≈ 0.1414. Similar computations give rise to the results in figure 7.1 where
we plotted χ′′(ω)/ω for the values g = 3/5, 1/2, 1/3, 1/4. Notice the emergence of the peak
for g < 1/3. It is remarkable that this peak appears at g = 1/3 and not at g = 1/2 as was
expected from other means of calculations.
Using eq. (7.9) and the general form of G(E, βB) given below, we can find the exact
static succeptibility χ0 which is given by the Shiba’s relation [83]:
lim
ω→0
χ′′(ω)
ω
= 2πgχ20. (7.12)
Omitting the details, we list the result:
χ0 =
1
π2gTB
. (7.13)
(but see [70] for the complete account of this derivation).
1In the most of this chapter it is tacitly assumed that h¯ = 1.
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Figure 7.1: Plot of χ′′(ω)/ω for the values g = 3/5, 1/2, 1/3, 1/4
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7.2.2 Quantum systems with dissipation
The effect of dissipation on quantum tunnelling has been addressed in the pioneering work
of Caldeira and Leggett [84]. Suppose first one has a system with friction, or dissipation,
described by the equation of motion
Mq¨ + ηq˙ +
∂V
∂q
= Fext(t), (7.14)
with the potential V admitting a quasi-stationary state that can tunnel into the continuum.
Then, speaking loosely, the question one asks is whether there is a qualitative change in the
behavior of such a system for η = 0 and η 6= 0?
It is an interesting problem in general how to introduce friction in the formalism of
quantum mechanics. In [84] the following phenomenological model is suggested, in analogy
with (7.14):
Cφ¨+R−1n φ˙+
∂U
∂φ
= 0 (7.15)
It is usually refered as RSJ (resistively shunted junction) model. The nature of the resistance
Rn is not clear, however. It is introduced in the model phenomenologically.
As the analysis of [84] shows, the net effect of the friction is that the WKB exponent for
the tunnelling rate is increased by dissipation and tunnelling rate decreases:
P ∼ exp
(−cV0
hωeff
)
(7.16)
As a consequence of interactions, the characteristic frequency of classical system ω0 (defined
by the product LC) is renormalized to ωeff .
As for experimental applications, the theory of [84] describes a trapped flux in SQUID
(superconducting interference device). The phase of the flux, φ, is a quantum degree of
freedom governed by the potential
U(φ) =
(φ− φx)2
2L
− IcΦ0 cos
(
2πφ
φ0
)
, (7.17)
where φx is an external flux, L is a self-inductance of the device, Ic is a critical current and
Φ0 = h/2e is a flux quantum. The kinetic energy is given byK =
1
2
Cφ˙2 with C a capacitance.
Another experimental realization can be found in the single Josephson junction biased by
a fixed external current I0. The quantum degree of freedom now is the phase difference of
Cooper pair across the junction, ϕ, and the potential is
U = −I0Φ0
2π
ϕ− IcΦ0
2π
cosϕ. (7.18)
Another fundamental system has been studied in [85]. Here, instead of tunnelling into
the continuum, a double well problem is being considered with the tunnelling between two
separated wells. Since the particle can be localized in either of two wells, the system is refered
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to as a two-level system. More generally, it could be not necessarily a continuum degree of
freedom with two spacially separated states, but also an isospin degree of freedom with two
states, e.g. a strangeness quantum number in particle physics. Examples and applications
include the strangeness oscillations of a neutral K-meson beam, or an inversion resonance of
the NH3 molecules.
The isolated two-level system can be modeled by a Hamiltonian
H0 = −1
2
∆0σx +
1
2
εσz (7.19)
where ∆0 is a matrix element for tunneling, and ε is a “detuning” parameter called bias (e.g.
in the double-well problem it is the difference of the ground state energies of the wells). It
is obvious that the model (7.19) is the effective Hamiltonian in the quasiclassical description
of the double-well problem.
The dynamics of the two-level system with the Hamiltonian (7.19) can be easily solved.
It is well-known that in the absense of bias, ε = 0, system shows coherent behavior with the
probability distribution
P (t) ≡ PR − PL = cos(∆0t), (7.20)
where PL (PR) is the probabilty of finding particle in the left (right) well, and we assumed
that initially the particle was localized in the right well. In the presence of non-zero bias the
oscillatory behavior (7.20) is destroyed.
Another factor that can potentially destroy the coherence is an interaction with the
environment with sufficiently strong coupling. Environment couples through the σz term in
(7.19) and can be modeled the by following spin-boson Hamiltonian [85]:
Hsb = H0 +
1
2
q0σz
∑
i
Cixi +
∑
i
(
1
2
miωix
2
i +
p2i
2mi
)
(7.21)
The environment is modeled by the set of N harmonic oscillators (phonons) described by the
last term in (7.21), and, of course, we are interested in the thermodynamic limit N → ∞.
With the non-zero coupling to environment, q0, one state of the two-state system becomes
more preferable than the other, depending on the “mood” of the environment. At T = 0,
classically, all the oscillators are at xi = 0 and have no effect on the two-state system.
However, quantum-mechanically the problem becomes non-trivial even at T = 0 due to the
quantum fluctuations. The question of theoretical interest can be formulated as follows: Can
there exist oscillatory behavior (7.20) in a macroscopic system (7.21), or the coherence will
be destroyed by the interaction with environment?
The time-dependent quantities of interest which are useful in the analysis of this problem
are conveniently encoded in the following:
P (t) = 〈σz〉, (7.22)
C(t) =
1
2
〈[σz(t), σz(0)]〉. (7.23)
94
Here, P (t) measures how the average of spin varies with time, provided that at t = 0 it
was in a certain state, while C(t) describes the probability to be in a state σz(t) given that
the system was in a state σz(0) at t = 0. The operators are understood in the Heisenberg
representation σz(t) = e
−iHsbtσzeiHsbt.
It turns out that the effect of phonon bath on the two-level system is very non-trivial
and depends on the form of the spectral function of the environment,
J(ω) =
π
2
∑
i
C2i
miωi
δ(ω − ωi) (7.24)
It is usually assumed that J(ω) = ηωs exp(−ω/ωc) where ωc is a cut-off frequency. According
to the analysis of [85], we have, at T = 0, the weakly damped coherent oscillations for s > 1,
and the complete localization for s < 1. For s = 1 the analysis becomes more complicated
and the result depends on the value of the dimensionless coupling constant α,
α =
ηq20
2π
(7.25)
The s = 1 case is usually refered to as the ohmic regime. For α ≥ 1 and s = 1 it is believed
that the system is completely localized [85], while for α < 1 the situation is not clear yet. It
is known that there exists a critical point at the value of α equal or about αc =
1
2
where a
phase transition in the ground state occurs. For α less than this critical value the damped
oscillations are observed, while above it there is an incoherent relaxation.
The value α = 1
2
, called the Toulouse limit, is an exactly solvable point. At this point
the model can be mapped onto the following model:
HT =
∑
k
kc+k ck + V
∑
k
(d+ck + c
+
k d) (7.26)
where d+, d create and annihilate a localized state (corresponding to the spin degree of
freedom in the spin-boson model), while c+k , ck are the creation and annihilation operators for
the fermions in continuum (corresponding to the bath).2 The Toulouse model is a particular
case, U = 0, of a more general exactly solvable resonance-level model [86], which can be
mapped onto the spin-boson model :
HRL = HT + U
∑
k,k′
(c+k ck′ −
1
2
)(d+d− 1
2
) (7.27)
The correspondence is given by the simple relations
σ+ = d
+, σ− = d, σz = d+d− 1
2
(7.28)
and V is directly proportional to the hopping ∆0, while U is related to α as follows [87] :
α ∼
(
1− U
π
)2
(7.29)
2 The bias ε corresponds to the energy of localized state.
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The exact solution of the Toulouse model gives the following behavior at α = 1
2
:
P (t) = exp(−t/τ). (7.30)
A particularly useful fact for us is that the long-time behavior, t ≫ ω−1c , of the spin-
boson model in the ohmic regime with 1
2
< α < 1 is the same as the long-time behavior of
the anisotropic Kondo model 3 (7.6). This result can be established rigorously by means of
the bosonization [87]. The harmonic oscillators in the spin-boson model play the role of the
spin-density excitations in the Kondo case, and the impurity spin (Simp =
1
2
) corresponds to
the discrete degree of freedom in (7.21). We have :
∆0 ∼ J±
α ∼ (1− 1
2
ρJz)
2. (7.31)
The point α = 1 maps into Jz = 0, in such a way separating the ferro and antiferromagnetic
regimes in the Kondo model. Note that the mapping works only for J±, Jz small enough, i.e.
α close to 1. The regions where α is far from 1 can be approached by the renormalization
group analysis [88]. By continuity, the results should hold at least up to the strong coupling
fixed point, α = 1
2
, where the exact solution (7.30) holds. Note that the analysis of the
previous section, in particular figure 7.X suggests that the incoherent relaxation takes place
in fact up to α = 1/3. This is supported by a recent RG numerical study [89].
7.2.3 Quantum Hall liquid with constriction
Transport in one-dimensional interacting electron systems in the presence of impurities is an
instructive problem with a broad rangle of experimental applications. Important ingredients,
defining a proper physical model, are the Coulomb correlations in the vicinity of a tunneling
point, as well as the electron interactions in the “feeding leads”. Namely, when the leads
are one-dimensional, they ought to be described by a Luttinger liquid, rather than the
Fermi liquid since the latter is de-stabilized by interactions. In real 1D wires the impurities
away from the point contact will complicate matters, tending to localize electrons. This
localization makes it difficult to realize 1D Luttinger liquids in experiment.
However, systems are available [79, 78] which are free of undesirable localization – where
the leads feeding a point contact are 2D fractional quantum Hall (QH) fluids. In the ap-
propriate regime of the QH liquid the incoming current will be carried by edge states. Wen
has demonstrated [90] that the gapless edge excitations of a QH system are chiral Luttinger
liquids. Let us recall briefly the logic behind Wen’s theory. The long-length-scale physics of
the bulk 2D QH state is described by the massive 2+1 dimensional Chern-Simons theory
Sbulk =
i
4πν
∫
aµ∂νaλεµνλd
2xdτ. (7.32)
3Only the low-lying excitations are relevant in this limit.
96
The coefficient ν is uniquely fixed by the quantized Hall conductivity. 4 In the presence of
a boundary, say at y = 0, one can integrate out the bulk degrees of freedom. The resulting
1D action for the edge field reads
SRedge = −
1
4πν
∫
dxdτ(∂xϕR)(i∂τ + v∂x)ϕR, (7.33)
where v is the velocity of edge excitation (we set v = 1 hereafter). The boson field ϕ was
introduced as aj = ∂jϕ to solve an incompressibility constraint on the electron density,
εij∂iaj = 0. Similarly, one writes for another edge
SLedge = −
1
4πν
∫
dxdτ(∂xϕL)(−i∂τ + v∂x)ϕL. (7.34)
The charge density along the edge is given by ρ(x) = ∂xϕ/2π, and the momentum operator
conjugate to ϕ is Π = ρ/ν. Adding an extra electron to the edge is equivalent to creating a
soliton in ϕ with electron creation operator being
Ψ(x) ∼ exp[2πi
∫ x
Π(x′)dx′] = eiϕ(x)/ν . (7.35)
A quasiparticle of fractional charge νe is created by eiϕ(x) (speaking loosely, an electron is
composed of ν−1 quasiparticles).
Due to the chirality, backscattering is only possible when opposite edges of the sample
are close together, i.e. at the point contact. Thus, localization in such leads is absent. The
analog of impurity that causes backscattering is a narrow constriction which brings left and
right edges close enough for Laughlin quasiparticles to tunnel, as illustrated in figure 7.2.
This is achieved by applying a gate voltage VG across the narrow region in the Hall bar.
Suppose that tunneling takes place at x = 0. The edges are no longer independent, but
rather coupled via the tunneling term in the total action:
S = SLedge(ϕL) + S
R
edge(ϕR) +
∫
dτVimp(ϕL, ϕR)x=0. (7.36)
The most general form of the tunneling term is
V = Ψ+LΨR(0) + h.c. =
∞∑
m=1
vme
im[ϕL(0)−ϕR(0)] + c.c. (7.37)
where vm are tunneling amplitues. The term with m = 1 corresponds to quasiparticle
tunneling, while m = ν−1 term – to the electron tunneling. In what follows we choose
ν = 1/3. As was argued in [76], for this value of ν only the term m = 1 in (7.37) is
relevant, corresponding to the transfer of the Q = e/3 Laughlin quasiparticle. For generic
filling fraction, many types of quasiparticles contribute as relevant charge transfer. So, the
4For simplicity, we choose ν−1 to be an odd integer to have only one branch of edge state.
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Figure 7.2: Quantum Hall bar with tunneling between the edge states.
model of interest has the following Hamiltonian (in a slightly different notations for further
convinience):
H =
1
2
∫ ∞
−∞
dx[8πνΠ2 +
1
8πν
(∂xϕ)
2] + λδ(x) cos(ϕL − ϕR), (7.38)
where the L and R components depend on x, t as ϕL(x + t), ϕR(x − t). One can tune the
tunneling amplitude λ by varying the gate voltage VG. The Hall voltage V between the two
edges of the QH liquid can be introduced in the model by adding the term −e(QL−QR)V/2h¯
to the Hamiltonian. This substitution has an effect of placing the charge carriers injected
into the left and right edges at different chemical potentials. As can be easily seen, by shifting
the fields ϕL,R we can bring the voltage dependence in the boundary term: cos(ϕL−ϕR+ωt).
We will deal with the V = 0 and T = 0 case only.
As discussed in [77], in order to map (7.38) to a boundary problem on a half-line, it is
convenient to proceed in two steps. First introduce :
φe(x+ t) =
1√
2
[ϕL(x, t) + ϕR(−x, t)]
φo(x+ t) =
1√
2
[ϕL(x, t)− ϕR(−x, t)] (7.39)
which are both left moving. The even and odd charges are related to the charges of the
original left- and right-moving edges by
∆Q = QL −QR =
√
2Qo, QL +QR =
√
2Qe. (7.40)
The backscattering current is related to Qo, whereas the total charge on both edges, Qe, is
conserved even in the presence of impurity. It is clear that the interaction term does not
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affect the even field, which therefore remains free. As for the odd term, it can be mapped
onto a boundary problem as follows. Define :
φoL(x, t) =
√
2φo(x+ t), x > 0,
φoR(x, t) =
√
2φo(−x+ t), x > 0. (7.41)
The odd hamiltonian then reads :
H =
1
2
∫ ∞
0
[8πg(Πo)2 +
1
8πg
(∂xφ
o)2] + λδ(x) cos
1
2
φo, (7.42)
and in the following we will write φ ≡ φo and g instead of ν. Thus, for this problem,
B = λ cos 1
2
φ(x = 0, t).
The quantity of interest in this case is the AC conductance at vanishing temperature. A
standard way of representing it is through the Kubo formula (7.3). It is usually easiest to
calculate (7.3) using Matsubara formalism [91]. First, one defines current-current correlator
in the Matrubara formalism :
σαβ(ω) =
i
ω
Παβ(ω)
Παβ(x, τ) = −〈Tτjα(x, τ)jβ(x, 0)〉 (7.43)
Παβ(x, iωM) =
∫ β
0
dτeiωM τΠαβ(x, τ)
Then, one substitutes iωM → ω + iδ into Παβ and sends δ → 0. Eventually, we get for the
real part of conductivity tensor :
Reσαβ = − 1
ω
ImΠαβ(ω). (7.44)
The imaginary part of the spectral function in the latter formula can be expanded as follows:
− ImΠαβ(ω) = π(1− e−βω)eβΩ
∑
n,m
e−βEn〈n|jα|m〉〈m|jβ|n〉δ(ω + En − Em). (7.45)
In the limit of zero temperature, β → ∞, the sum over n contains only one term – the
ground state, so one has :
− ImΠαβ(ω) = π
∑
m
〈0|jα|m〉〈m|jβ|0〉δ(ω − Em). (7.46)
In the above formulas jα,β ≡ j is the physical current in the unfolded system, j = ∂t(ϕL−ϕR).
Without impurity, the AC conductance of the Luttinger liquid is frequency independent,
G = g. When adding the impurity, it becomes G = g
2
+∆G. After some simple manipulations
using the folding, one finds :
∆G(ωM) =
1
8πωML2
∫ L
0
dxdx′
∫ ∞
−∞
dyeiωMy
[〈∂zφ(x, y)∂z¯′φ(x′, 0)〉+ 〈∂z¯φ(x, y)∂z′φ(x′, 0)〉] , (7.47)
where z = x+ iy.
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7.3 Boundary sinh-Gordon model
We discuss in this section one other boundary integrable model, the boundary sinh-Gordon
model with B =M coshφ(0). It is related to the boundary sine-Gordon model by the analytic
continuation in the coupling constant g, but we do not make use of this fact here. Instead,
we use it as a toy model for studying the correlation functions. It is fairly straighforward
then how to tackle more complicated models. The advantage of the sinh-Gordon model is its
technical simplicity: the particle spectrum of this model consists of only one scalar particle
– a sinh-Gordon boson. The bulk sinh-Gordon model is well-studied in the literature.
7.3.1 The boundary reflection coefficient
We need to know the boundary reflection coefficient for sinh-Gordon model:
SShG =
∫
dxdt
[
1
2
(∂µφ)
2 − m
2
g2
cosh(gφ)
]
− MB
g2
∫
dt cosh
(
gφ(x = 0)
2
)
(7.48)
For this we use the fact that the action (7.48) is related to that of sine-Gordon model
SSG =
∫
dxdt
[
1
2
(∂µφ)
2 +
m2
β2
cos(βφ)
]
+
MB
β2
∫
dt cos
(
βφ(x = 0)
2
)
(7.49)
by the analytic continuation in coupling constant g = iβ. Recall that the sinh-Gordon model
has only one particle with neutral charge. A useful observation is that the bulk scattering
matrix for this particle,
S(θ, B) =
tanh 1
2
(θ − iπB
2
)
tanh 1
2
(θ + iπB
2
)
, B =
2g2
8π + g2
(7.50)
can be obtained from the scattering matrix of the lightest breather of the sine-Gordon model
[5] by the mentioned above analytic continuation in coupling constant. We assume that the
same is true for the boundary reflection matrices. Partial confirmation of this can be found
in [92], where this statement was proven in the semi-classical limit. So, we will use the
result obtained in [41] for the reflection coefficient of the lightest breather in the boundary
sine-Gordon model. The general solution of Ghoshal has two free boundary parameters [41]:
Rmass(θ) = U(η, θ)U(iϑ, θ)R0(θ) (7.51)
One can argue that for the boundary term of the form M cos(βφ/2) one should set η = 0,
the other parameter ϑ being related to MB. So, the reflection coefficient for the boundary
sinh-Gordon model with boundary interaction MB cosh(gφ/2) obtained from (7.51) by the
analytic continuation reads:
Rmass(θ) =
tanh 1
2
(θ + ϑB
2
− iπ
2
)
tanh 1
2
(θ − ϑB
2
+ iπ
2
)
cosh 1
2
(θ + iπ
2
) cosh 1
2
(θ − iπB
4
) cosh 1
2
(θ + iπB
4
− iπ
2
)
cosh 1
2
(θ − iπ
2
) cosh 1
2
(θ + iπB
4
) cosh 1
2
(θ − iπB
4
+ iπ
2
)
(7.52)
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The massless limit of (7.52) is obtained by sending θ and ϑ to infinity. We have in the
massles limit
R(θ) = − tanh 1
2
(θ − θB − iπ
2
) (7.53)
where θ is now massless rapidity related to the momentum as in (7.64). This is as well the
massless limit of the sine-Gordon reflection matrix. The boundary parameter θB is related
to the boundary mass MB in the way unknown to us. Note that in terms of momentum
expression (7.53) looks like
R(p) =
p− ipB
p+ ipB
The definition of K(θ) in the massive case [1]
Kmass(θ) = Rmass
(
iπ
2
− θ
)
becomes in the massless limit
K(θ) = R
(
iπ
2
+ θ
)
(7.54)
This follows from
K(θ) = lim
θ0→∞
Kmass(θ0 + θ) = lim
θ0→∞
Rmass(
iπ
2
− θ0 − θ) =
= lim
θ0→∞
S(2θ)Rmass(
iπ
2
+ θ0 + θ) = R(
iπ
2
+ θ)
where we used massive crossing-unitarity relation [1] above.
7.3.2 Sinh-Gordon form-factors
The form-facotrs for the massive Sinh-Gordon model were found in [93]. Let us list here
some of them that we need. For the field φ itself, the form-factors between the ground state
and n-particle states are:
F2n+1(β1, ..., β2n+1) = 〈0|φ(0)|β1, ..., β2n+1〉 =
= H2n+1Q2n+1(e
β1, ..., eβ2n+1)
∏
i<j
Fmin(βi − βj)
eβi + eβj
(7.55)
where Hn are normalization constants
H2n+1 =
1√
2
[
4 sin πB
2
Fmin(iπ, B)
]n
Q2n+1 are symmetric polynomials in the variables pi = e
βi,
Q1 = 1, Q3 = exp(β1 + β2 + β3),
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Figure 7.3: Plot of |Fmin(β,B)|2 for two different couplings.
Q5 = σ
(5)
5 (σ
(5)
2 σ
(5)
3 − c21σ(5)5 ), c1 = 2 cos
πB
2
By parity, only form-factors with odd number of particles are allowed. We used the standard
basis of elementary symmetric functions σ
(n)
i in variables pj in the formulas above, and
Fmin = D exp
[
8
∫ ∞
0
dx
x
sinh Bx
4
sinh(1− B
2
)x
2
sinh x
2
sinh2 x
sin2
x(iπ − β)
2π
]
D = exp
[
−4
∫ ∞
0
dx
x
sinh Bx
4
sinh(1− B
2
)x
2
sinh x
2
sinh2 x
]
The plot of Fmin is given in Figure 7.3.
Since the sinh-Gordon form-factors (7.55) for the field operator φ are scalars with respect
to the Lorentz transformations, they are invariant under the simultaneous shift of all the
rapidities βi → βi+β0, where β0 is some constant. Taking the massless limit implies making
the substitution βi = θi + β0 with β0 → ∞ for the right-moving particles, and making the
substitution βi = −θi−β0 for the left-moving particles. Here θi are the rapidities of massless
particles. So, the massless form-factors derived by this procedure are:
〈0|φR(0)|θ1, ..., θ2n+1〉R = N−1/20 H2n+1Q2n+1(eθ1 , ..., eθ2n+1)
∏
i<j
Fmin(αi − αj)
eθi + eθj
〈0|φL(0)|θ1, ..., θ2n+1〉L = N−1/20 H2n+1Q2n+1(eθ1 , ..., eθ2n+1)
∏
i<j
Fmin(θi − θj)
eαi + eαj
where we used the fact that Fmin(−θ) = Fmin(θ). The normalization factor N0 can be fixed
by comparison with the massless free boson two-point correlation function (7.57). Inserting
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into the vacuum two-point correlation function of free fields the full set of normalized in-
termediate states, and using the form-factors above, we obtain the contribution from each
n-particle state in the form
1
2N0
(
an
z2
+
an
z¯2
)
with some constant coefficients an,
an =
∫ dθ1 . . . dθ2n+1
(2π)nn!
(
eθ1 + . . .+ eθn
)2
e−(e
θ1+...+eθn )|Fn(θ1, . . . , θn)|2.
The normalization factor N0 can then be obtained by summing the series
∑
an and requiring
the result to be 1. One can compute an numerically and observe that they decrease very fast
with n, and so can be truncated after a few terms. In particular, using one, three and five
particle form-factors we found the approximate value of N0:
N0 = 1.005 B = 1.0
N0 = 1.0002 B = 0.1
Note that the rate of convergence of the series
∑
an gives us a hint about the convergence
of analogous series in the case with the interaction at the boundary (see below). The rapid
convergence holds in the massive case as well, and has a physical explanation [94].
7.4 Calculation of correlation functions
In the massless limit the Green’s function of current-current type on the half-line can be
factorized as follows:
G(xi, ti, g,MB) = 〈0|∂xφ(x1, t1)∂xφ(x2, t2)|0〉 =
= G0(x1 − x2, t1 − t2, g) +G1(x1 + x2, t1 − t2, g,MB) (7.56)
(this can be easily seen from the form-factor approach below). The first term G0 does not
depend on boundary coupling and is in fact equal to the current-current correlation function
in the translationally invariant system on the line. It is the second term G1 where the
breakdown of translational invariance manifests itself explicitly and which carries all the
dependence on the boundary coupling.
In general MB is the only dimensional coupling that enters the Green’s function. There
are two values ofMB where the theory is scale-invariant. One of them, MB = 0, corresponds
to the free boundary condition ∂xφ|x=0 = 0, while another one, MB = ∞, corresponds to
the fixed boundary condition φ|x=0 = 0. For these values of MB the Green’s functions are
known exactly:
G|MB=0 = G0(x1 − x2) +G0(x1 + x2)
G|MB=∞ = G0(x1 − x2)−G0(x1 + x2)
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where
G0(x, t) =
1
2π
x2 − t2
(x2 + t2)2
(7.57)
Thus, the boundary mass MB induces the boundary RG flow from short to large distances,
which vary G1 between −G0 and +G0.
We will work on the half-plane which geometry is shown in Figure 7.4. Based on the
euclidean duality, there are two alternative ways to introduce the Hamiltonian picture [1].
First, one can take x to be euclidean time. In this case the equal time section is an infinite
line x =const, y ∈ (−∞,∞). Hence the associated space of states is the same as in the
bulk theory. The boundary at x = 0 appears as the “time boundary,” or initial condition at
x = 0 which is described by the boundary state |B〉 (a particular state from the bulk Hilbert
space). The correlators are expressed as
〈O1(x1, y1)...ON(xN , yN)〉 = 〈B|Tx[O1(x1, y1)...ON(xN , yN)]|0〉〈0|B〉 , (7.58)
where Oi(x, y) are the Heisenberg local field operators
Oi(x, y) = e
−xHOi(0, y)e
xH, (7.59)
and Tx means x-ordering.
Alternatively, one can take the direction along the boundary to be the time. In this
case boundary appears as a boundary in space, and the Hilbert space of states is associated
with the semi-infinite line y =const, x ∈ [0,∞). The correlation functions of any local fields
Oi(x, y) can be computed in this picture as the matrix elements
〈O1(x1, y1)...ON(xN , yN)〉 = 〈0||Ty[O1(x1, y1)...ON(xN , yN)]||0〉〈0||0〉 , (7.60)
where ||0〉 is the ground state of the boundary Hamiltonian, Oi(x, y) are understood as the
corresponding Heisenberg operators
Oi(x, y) = e
−yHBOi(x, 0)eyHB , (7.61)
and Ty means y-ordering.
The equality of expressions (7.58) and (7.60) can be understood as a definition of the
boundary state, which is chosen such as to provide the equivalence of correlators.
7.4.1 Boundary-in-time representation
First suppose that x > 0 is imaginary time coordinate and y is space coordinate, z = x+ iy.
It means that time translation is performed by the operator T = exp(xH), with H being
the bulk Hamiltonian.
We wish to compute the following matrix element:
〈B|∂xφ(x1, y1)∂xφ(x2, y2)|0〉 = 〈B|∂zφR(z1)∂z¯φL(z¯2)|0〉
+ 〈B|∂z¯φL(z¯1)∂zφR(z2)|0〉 (7.62)
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Figure 7.4: The geometry of space-time.
where φ is a massless free field φ = φL(z¯) + φR(z) and |B〉 denotes the massless boundary
state of the sinh-Gordon model [1]:
|B〉 = |0〉+
∞∑
N=1
∫
−∞<θ1<...<θN<∞
[
N∏
i=1
dθi
2π
K(θi)
]
AL(θN )...AL(θ1)AR(θ1)...AR(θN )|0〉 (7.63)
Because |B〉 has chirality zero, products of the fields of the same chirality do not contribute
to the right hand side of eq. (7.62). Parameter θ is a massless rapidity in terms of which
the energy and momentum of particles read: 5
EL = −PL = µeθ, ER = PR = µeθ, (7.64)
and AL,R(θ) are the left and right moving particle creation operators, the particles in our
case being the massless sinh-Gordon bosons. The fact that the sinh-Gordon particle bounces
elastically off the boundary allows us to have a much simpler expression for the boundary
state (7.63) than that for the plane waves. Substituting the boundary state (7.63) into (7.62)
and using the fact that left (right) moving field acts only on left (right) moving particles, we
obtain the following expansion in terms of the form-factors:
〈B|∂xφ(x1, y1)∂xφ(x2, y2)|0〉 = 〈0|∂xφ(x1, y1)∂xφ(x2, y2)|0〉+
+
∞∑
N=1
µ2
∫
−∞<θ1<...<θN<∞
[
N∏
i=1
dθi
2π
K(θi)
]
〈0|φL(0)|θ1, ..., θN 〉L〈0|φR(0)|θ1, ..., θN〉R
×
(
N∑
i=1
eθi
)2 (
e−(x1+x2+iy1−iy2)µ(
∑N
i=1
eθi ) + c.c.
)
5Here µ is an arbitrary mass scale.
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≡ G0(z1 − z2)−
∞∑
n=0
I2n+1 (7.65)
The product of two massless form-factors for the left-moving and the right-moving field above
is in fact equal to |FN(θ1, ..., θN)|2, the modulo square of the bulk massive form-factor (with
the only difference that θ is now the massless rapidity).
The first term in (7.65) is G0, the Green’s function of the free massless fields on the plane:
G0(z, z¯) =
1
4π
(
1
z2
+
1
z¯2
)
The explicit expressions for the first few terms I2n+1 are:
I1 =
µ2
2N0
∫ +∞
−∞
dθ
2π
e2θ
(
e−(x1+x2−iy1+iy2)µe
θ
+ c.c.
)
tanh
θ − θB
2
(7.66)
Changing variables, p = exp(θ), it can be rewritten as
I1 =
µ2
4πN0
∫ ∞
0
pdp
p− TB
p+ TB
(
e−(z2+z¯1)µp + c.c
)
, TB ≡ eθB (7.67)
and
I3 =
µ2H23
3!N0
∫ ∞
−∞
3∏
i=1
dθi
2π
tanh
θi − θB
2
(7.68)
×
3∏
i<j
|Fmin(θi − θj)|2
2(1 + cosh(θi − θj))
(
3∑
i=1
eθi
)2 (
e−(z2+z¯1)µ(
∑3
i=1
eθi) + c.c
)
Plot of these two contributions to the two-point correlation function for the points OA
(x1 = y1 = y2 = 0) is shown in figures 7.5 and 7.6, and few values of I5 are given in Table
7.1. It turns out that the series
∑
In converge fast because each term In is by the factor
of hundred smaller than In−2. We checked it up to n = 5. Each integral In converges for
any finite value of (x1 + x2), but is divergent for x1 = x2 = 0. Therefore, we need to do an
additional work to find the correlation function between two points on the boundary, OB
(Fig. 7.4).
Let us find equivalent expressions for the integrals In which would be finite for x1 =
x2 = 0. For this, we note that the contour of integration can be rotated to go from 0 to
i∞ in the complex p-plane, eq. (7.67). This rotation is equivalent to the shift of countour
of integration in θ-plane up by iπ/2, with having the contour to pass below the poles of
K(θ) (figure 7.7). For the complex conjugated term one has to rotate countour clockwise in
p-plane (shift by −iπ/2 in θ-plane). So, we obtain
In = −µ2
∫ ∞
−∞
[
n∏
i=1
dθi
2π
R(θi)
](
n∑
i=1
eθi
)2
|Fn(θ1, ..., θn)|2e−(y1−y2−ix1−ix2)µ(
∑n
i=1
eθi)+c.c (7.69)
where we used eq. (7.54) and y1 − y2 > 0 is assumed.
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Figure 7.5: Plot of the one-particle contribution to correlator between two points (0, 0) and
(x, 0) as a function of x.
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Figure 7.6: Plot of the three-particle contribution to correlator for two different couplings;
the curve for B=0.1 is shown scaled by the overall factor 10 compared to the true curve.
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x I5
1.1 −4.65436256 · 10−6
2.1 −2.02534138 · 10−6
3.1 −1.11571005 · 10−6
4.1 −7.03902032 · 10−7
5.1 −4.81526684 · 10−7
Table 7.1: Five-particle contribution for B = 1.
TB
Figure 7.7: The contour of integration in the complex θ plane. The vertical intervals of the
contour are assumed to be sent to infinity.
Notice that this expression could be also obtained if we had started from the dual picture
where time goes along the boundary and space is a half-line and inserted a full basis of
asymptotic states of the form |θ1, ..., θn〉L + R(θ1)...R(θn)|θn, ..., θ1〉R between the fields in
the correlator. This dual picture is to be discussed in detail in the next section.
For the points OB in Fig. 7.4 (x1 = x2 = 0, y2 = 0) expression (7.69) reads:
In = −µ2
∫ ∞
−∞
dθ1...dθn
(2π)n
[
n∏
i=1
R(θi) +
n∏
i=1
R¯(θi)
]
·
(
n∑
i=1
eθi
)2
|Fn(θ1, ..., θn)|2e−y1µ(
∑n
i=1
eθi)
(7.70)
E.g. for n = 1 we have
I1 = − µ
2
2πN0
∫ ∞
−∞
dθe2θ−y1µe
θ
tanh(θ − θB).
7.4.2 Boundary-in-space representation
One can in principle compute the same correlation correlation functions adopting a different
point of view on the space-time geometry (figure 7.4). In euclidean field theory the role of
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space and time can be interchanged. Now, in the alternative representation, x > 0 is a space
coordinate, and y is an imaginary time coordinate. The theory is invariant under the global
time shift, which is performed by the operator T = exp(yH).
However, the theory, being defined on a semi-infinite line, has rather intricate structure
of the ground state, and the form-factors are not known to us a priori. In particular, the
ground state is not invariant under the space translations. One can speculate [1] that the
ground state for a theory on a half-line ||0〉 can be obtained from the bulk vacuum |0〉 by
the action of a “boundary creation operator” Bˆ: ||0〉 = Bˆ|0〉. Speaking loosely, boundary is
an infinitely heavy inpenetrable particle sitting at the origin. The asymptotic particle states
are not pure L or R moving, but rather the superpositions of those. E.g., one-particle states
are
||θ〉 = |θ〉L +R(θ)|θ〉R, θ > 0 (7.71)
To find the correlation function 〈0||∂xφ(x1, y1)∂xφ(x2, y2)||0〉 we conjecture that the following
equality holds:
〈0||∂xφ(x1, y1)∂xφ(x2, y2)||0〉 =
∑
n
〈0|∂xφ(x1, y1)||n〉〈n||∂xφ(x2, y2)|0〉
〈n||n〉 , (7.72)
with the particular ansatz for the intermediate states ||n〉:
||θ1, . . . , θn〉 = |θ1, . . . , θn〉L +R(θ1) · · ·R(θn)|θn, . . . , θ1〉R (7.73)
(in the bra states, 〈n||, the factors R(θ) become complex conjugated). Substituting (7.73)
into (7.72), combining the complex conjugated terms in the series and using the bulk form-
factors, we indeed get the correct expression for the correlator (7.69). In the course of this
calculation one has to use the unitarity of the reflection matrix, R(θ)R(θ) = 1, as well as
the property that the vacuum average of the quantum field φ vanishes, 〈φ〉 = 0.
Note that in principle it is possible to formulate the set of general equations for the
form-factors of integrable models on a half-line, 〈0||φ(0)|n〉, in analogy with the equations
of [72]. E.g., it is obvious that the following should hold:
〈0||φ(0)|θ〉 = R(θ)〈0||φ(0)| − θ〉.
7.4.3 The renormalization group analysis
Let us study the behavior of integrals In under the change of scale z → eλz. Such a rescaling
can be compensated by the change θB → θB + λ and by the overall normalization factor
Z(λ) = e2λ to have the integrals (and hence the correlator) unchanged. Repeating this RG
transformation, we will flow to the UV or IR fixed points θB = ±∞ (depending whether
λ > 0 or λ < 0). For such values of θB the hyperbolic tangent factors in the integrands are
equal to ±1, and the integrals are proportional to ±1/z2. On the plots Figure 7.5 and Figure
7.6 one can see two regimes: µz ≪ 1 and µz ≫ 1 when the functions behave as ±1/z2. The
non-trivial behaviour at the intermediate scales is due to the presence of boundary, which
introduces a scale µeθB corresponding approximately to the position of the deep. Shifting
θB corresponds to the motion of the deep to the right or left on Figures 7.5 and 7.6, untill it
will go away completely and one of the regimes will dominate over all scales.
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7.4.4 The use of Kubo’s formula
To use the Kubo formula (7.3), we adopt the first point of view where the boundary is taken
into account through the introduction of the boundary state |B〉. Write :
〈∂z¯φ(x, y)∂z′φ(x′, 0)〉 =
∫ ∞
0
dEG(E) exp [−E(x+ x′)− iEy] . (7.74)
One obtains G(E) simply by fixing the energy to a particular value in (7.65). When this is
done, the remaining integrations occur on a finite domain for each of the individual particle
energies since
∑2n+1
i=1 e
θi = E, and there is no problem of convergence anymore. One then
gets :
G(E) =
∞∑
n=0
∫ lnE
−∞
dθ1 . . . dθ2n
(2π)2n+1(2n+ 1)!
E2
E − eθ1 − . . .− eθ2n
K(θ1) . . .K(θ2n)K
(
ln
(
E − eθ1 − . . .− eθ2n
))
∣∣∣F2n+1 (θ1 . . . θ2n, ln (E − eθ1 − . . .− eθ2n))∣∣∣2 , (7.75)
with the constraint
∑2n
i=1 e
θi ≤ E. The denominator might suggest some possible divergences;
it is important however to realize that it vanishes if and only if the particle with rapidty
θ2n+1 has vanishing energy, in which case the form factor vanishes too. By using the dual
picture, one writes :
〈∂z¯φ(x, y)∂z′φ(x′, y′) >=
∫ ∞
0
dEF(E) exp [−iE(x+ x′)− E(y − y′)] , (7.76)
The two expressions are in correspondence by the simple analytic continuation :
G(E) = iF(iE). (7.77)
Eq. (7.74) is the only correlation contributing to ∆G for positive Matsubara frequencies,
and
∆G(ωM) =
G(ωM)
4 ωM
. (7.78)
Here we have used the fact that ωML≪ 1, i.e. the system, although large, is much smaller
than the wavelength associated with the (modulus of the) AC frequency. To go to real
frequencies, we can simply substitute ωM → −iω in the K matrices in the integrals (7.65):
∆G(ω) =
1
4ω
ImG(−iω) = 1
4ω
ReF(ω). (7.79)
7.4.5 The numerical work
We computed the integrals for 3 and 5 particle contributions to correlation functions numer-
ically using Monte-Carlo simulations. The domain of integration was the hypercube with
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the length of the side equal 40. Because of exponential decay of the integrand, the con-
tribution of the region outside the box is small withing our accuracy. Since the integrals
diverge as the imaginary time approaches zero, we found it technically more difficult to find
the reliable results for x < 0.1. We took 5 · 107 points to evaluate the integrand inside the
box. We checked that the Monte-Carlo result is stable by increasing the number of points
and estimated the relative error in 3 and 5 dimensional integrals to be about 1%, while the
1-dimensional integrals were evaluated with 0.001% accuracy. The higher-particle contribu-
tions can be computed in the same manner, but require considerable amount of computer
time. Because we expect them to be very small, we found their evaluation unnecessary for
the purpose of the present research.
7.5 Boundary sine-Gordon correlators
We wish to apply now the formalism developed in the previous section to the massless
boundary sine-Gordon model, with B = M cosφ(0). The basic procedures and formulas of
the previous section apply directly to the present section, the difference appearing in a few
technicalities.
7.5.1 Conductance at g = 1/3
We are interested in the value of coupling constant β2 = 8π/3 in (7.49), which corresponds
to the quantum Hall liquid regime ν = 1/3. The particle spectrum in the sine-Gordon model
depends on the coupling constant. At g = 1/3, we have three particles in the spectrum: a
soliton, antisoliton and their bound state – breather. The breather is completely analogous
to the scalar particle of the sinh-Gordon model, while the other two particles introduce
technical differences.
Let us describe what these differences are. In the boundary state, (7.63), one has to intro-
duce soliton and antisoliton creation operators A(+) and A(−), and their boundary reflection
matrices:
|B〉 = |0〉+
∞∑
N=1
∫
−∞<θ1<...<θN<∞
Ka1b1(θ1) . . .K
aN bN (θN )
AaNL (θN ) . . . A
a1
L (θ1)A
b1
R (θ1) . . .A
bN
R (θN )|0〉 (7.80)
(the summation over the particle indices a, b is assumed)
Kab(θ) = Rab¯
(
iπ
2
+ θ
)
The breather reflection coefficient is still given by formula (7.53), while for the soliton and
antisoliton massless reflection matrices are
R±∓(θ) = e
√
8π/3R(θ),
R±±(θ) = e
−
√
8π/3R(θ), (7.81)
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Figure 7.8: Frequency dependent conductance at T = 0.
R(θ) =
1
2 cosh(θ − iπ
4
)
Γ(3
8
− iθ
2π
)Γ(5
8
+ iθ
2π
)
Γ(5
8
− iθ
2π
)Γ(3
8
+ iθ
2π
)
(7.82)
(for the arbitrary β expressions we refer to [31]). Correspondingly, there are more terms
in the series expansion of the correlators since there are more intermediate particles. The
leading contribution, I1, is still the one-particle contribution of the breather. The next-
after-leading contribution comes from two particles in the intermediate state, soliton and
antisoliton. Its magnitude is approximately 20% of the value of I1. Note that soliton and
antisoliton can appear only in pairs since the total topological charge of the intermediate
states should vanish in order for it to contribute to the correlator. The next terms come
from the three-particle states of the breather with soliton and antisoliton, and the three
breathers. Their magnitude is 1% of the value of the leading contribution. The form-factors
for different particles in the sine-Gordon model have been originally obtained by Smirnov in
the massive case [72], and their massless limit is given in [70]. These expressions are much
more cumbersome than that of sinh-Gordon model.
The leading contribution to the conductance computed along the lines of the discussion
above is given by
∆G(ω)(1) = −µ2πd
2
8
Re tanh
[
1
2
log
(
ω√
2TB
)
− iπ
4
]
(7.83)
where µ ≈ 3.14 and d ≈ 0.1414. The contribution from the soliton-antisoliton state can be
found in [70]. We plot the full function G(ω) in figure 7.8.
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7.5.2 The free point, g = 1/2
In the free case β2 = 4π one has simply:
R±∓(θ) = P (θ) =
eθ
eθ + i
,
R±±(θ) = Q(θ) =
i
eθ + i
. (7.84)
As for the form-factors, only the soliton-antisoliton form-factor is non-zero,
f(θ1, θ2) = 2πe
(θ1+θ2)/2.
Thus, we find for the conductance
G(ω) =
1
2
[
1− TB
ω
tan−1(ω/TB)
]
(7.85)
This is in agreement with the solution of [76] and also [95].
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Chapter 8
Conclusion
This review is concerned with the study of 2D integrable models with boundary. In chapters 1
through 6 the formalism is developed for dealing with such models and particular examples
are discussed. It involves a construction of solutions to the classical equations of motion
for a model on a half-line, solution of the quantum XXZ chain in a boundary magnetic
field, investigation of the boundary bound states (a phenomenon caused by the presence of
boundaries), generalization of the Destri-deVega technique, which allows to find the exact
ground state scaling energy, to the theories with boundaries. All this work was carried
out mostly for the quantum sine-Gordon/Thirring model, which provides a good basis for
theoretical investigations withing the framework of quantum integrable models.
There is a room for the further development of the above formalism. For example, we
often have chosen the boundary conditions to be a specific, Dirichlet boundary condition.
Consideration of more general boundary conditions will most certainly be associated with
the increased complexity, while it is not clear to us whether the outcome will prize us with
a new interesting physics, or at least whether the most general boundary condition has any
vital applications. An interesting direction of research is associated with the technique of
the thermodynamic Bethe ansatz and the corresponding finite-difference equations [96, 97].
Another interesting direction has to deal with the non-integrable deformations of integrable
models [98].
In chapter 7 we described some of the applications of boundary integrable models to
condensed matter physics. In particular, we developed a technique to compute exactly
time dependent properties of the Kondo problem and/or two-state problem of dissipative
quantum mechanics, as well as the conductance of the one-dimesional wires with a tunneling
through impurity. These problems have potential experimental applications and a room for
further theoretical work. The latter includes the computation of the voltage and temperature
dependent behavior of the conductance, quantum noise, as well as studying of the Coulomb
blocade phenomenon.
114
Bibliography
[1] Ghoshal S. and Zamolodchikov A.B., Int. J. Mod. Phys. A9 (1994) 3841.
[2] Fendley P and Saleur H, cond-mat/9403095.
[3] Affleck I and Sagi J, Nucl. Phys. B417 (1994) 374.
[4] Ludwig A, in “Recent Progress in Statistical Mechanics and Quantum Field Theory”
World Scientific 1995.
[5] Zamolodchikov A.B. and Zamolodchikov Al.B., Ann.Phys. 120 (1980) 253.
[6] Cardy J, Nucl. Phys. B240(1984) 514; ibid B324 (1989) 581.
[7] Cardy J and Lewellen D, Phys. lett. B259 (1991) 274.
[8] Zamolodchikov Al.B., Nucl. Phys. B342 (1990) 695.
[9] Thacker H.B., Rev. Mod. Phys. 53 (1981) 253.
[10] Andrei N., Furuya K. and Lowenstein J., Rev. Mod. Phys. 55 (1983) 331.
[11] Bergknoff H. and Thacker H.B., Phys. Rev. D19 (1979) 3666.
[12] Lu¨scher M., Nucl. Phys. B117 (1976) 475.
[13] Destri C. and deVega H.J., Nucl. Phys. B290 (1987) 363.
[14] Faddeev L.D. and Takhtajan, Phys. Lett. A85 (1981) 375.
[15] Yang C.N. and Yang C.P., J. Math. Phys. 10 (1969) 1115.
[16] Takahashi and Suzuki, Progr. Theor. Phys. 48 (1972) No 6B.
[17] Japaridze G.I., Nersesyan A.A. and Wiegmann P.B., Nucl. Phys. B230 (1984) 511.
[18] Korepin V.E., Theor. Math. Phys. 41 (1979) 953.
[19] Saleur H. and Skorik S., Phys. Lett. B336 (1994) 205.
[20] Gaudin M., “La Fonction d’Onde de Bethe”, Paris:Masson.
115
[21] Kirillov A.N. and Liskova N.A., hep-th/9403107.
[22] Jackiw R. and Woo G., Phys. Rev. D12 (1975) 1643.
[23] Saleur H., Skorik S. and Warner N., Nucl. Phys. B441 (1995) 421.
[24] Sklyanin E.K., Func. Anal. Appl. 21 (1987) 164.
[25] Bikbaev R.F. and Tarasov V.O., Algebra and Analysis 3 (1991) 78.
[26] Habibullin I.T., Theor. Math. Phys. 86 (1991) 28.
[27] Tarasov V.O., Inverse Problems 7 (1991) 435.
[28] Ablowitz M. and Segur H., “Solitons and the inverse scattering transform”, SIAM
Studies in Appl. Math. 1981.
[29] Deleonardis R.M., Trullinger S.E. and Wallis R.F., J. Appl. Phys. 51 (1980) 1211-1226.
[30] Habibullin I.T., Matem. Zametki 49 (1991) 418.
[31] Fendley P, Saleur H. and Warner N.P., Nucl. Phys. B430 (1994) 577.
[32] Kapustin A. and Skorik S., Phys. Lett. A196 (1994) 47.
[33] Olshanetsky M.A. and Perelomov A.M., Phys. Rep. 71 (1981) 313; ibid 94 (1983) 313.
[34] Inozemtsev V.I. and Meshcheryakov D.V., Lett. Math. Phys. 9 (1985) 13.
[35] J.F. van Diejen, J. Math. Phys. 35 (1994) 2983.
[36] Korepin V., Theor. Math. Phys. 34 (1978) 1.
[37] Po¨schl G. and Teller E., Z. Physik 83 (1933) 143.
[38] Kulish P., “Factorization of Scattering Characteristics and Integrals of Motion.” In:
Nonlinear Evolution Equations Solvable by the Spectral Transform, F.Calogero (ed.),
Research Notes in Mathematics, Pitman Publishing, London, 1978.
[39] Fendley P. and Saleur H., Nucl. Phys. B428 (1994) 681.
[40] Skorik S. and Saleur H., J.Phys. A28 (1995) 6605.
[41] Ghoshal S., Int. J. Mod. Phys. A9 (1994) 4801.
[42] M. Grisaru, L. Mezincescu, R. Nepomechie, J. Phys. A28 (1995) 1027.
[43] R.Dashen, B.Hasslacher, A.Neveu, Phys.Rev.D11 (1975) 3424.
[44] Sklyanin E.K., J.Phys. A21 (1988) 2375.
116
[45] Alcaraz F, Barber M, Batchelor M, Baxter R and Quispel G, J. Phys. A20 (1987) 6397.
[46] Reshetikhin N and Saleur H, Nucl. Phys. B419 (1994) 507.
[47] Destri C and de Vega H, J.Phys. A22 (1989) 1329.
[48] Ameduri M, Konik R and LeClair A, Phys. Lett. B354 (1995) 376.
[49] Jimbo M, Kedem R, Tojima T, Konno H and Miwa T, Nucl. Phys. B441 (1995) 437.
[50] Babelon O, de Vega H and Viallet C, Nucl. Phys. B220 (1983) 13.
[51] Destri C and Lowenstein J, Nucl. Phys. B205 (1982) 369.
[52] Kirillov A. N. and Reshetikhin N, J.Phys. A20(1987) 1565, 1587.
[53] McCoy B and Wu T, “The two dimensional Ising model,” Cambridge, MA: Harvard
University Press, 1973.
[54] Destri C and de Vega H, Nucl. Phys. B438 (1995) 413.
[55] Pasquier V and Saleur H, Nucl. Phys. B330 (1990) 523.
[56] LeClair A, Mussardo G, Saleur H and Skorik S, Nucl.Phys. B453 (1995) 581.
[57] Blo¨te H, Cardy J and Nightingale M, Phys. Rev. Lett. 56 (1986) 742.
[58] Belavin A, Polyakov A and Zamolodchikov A, Nucl. Phys. B241 (1984) 333.
[59] Affleck I and Ludwig A, Phys. Rev. Lett. 67 (1991) 161.
[60] Bauer M and Saleur H, Nucl. Phys. B320 (1989) 591.
[61] A. LeClair and C. Vafa, Nucl. Phys. B401 (1993) 413.
[62] Reshetikhin N and Smirnov F, Comm. Math. Phys. 131 (1990) 157.
[63] LeClair A., Phys. Lett. 230B (1989) 103.
[64] Bernard D. and LeClair A., Nucl. Phys. B340 (1990) 409.
[65] Kapustin A. and Skorik S., to be published in J.Phys. A, hep-th/9506067.
[66] M. Gaudin, Phys. Rev. Lett. 26 (1971) 1301.
[67] M.T. Batchelor, C.J. Hamer, J. Phys. A23 (1990) 761.
[68] C.N. Yang, C.P. Yang, Phys.Rev. 150 (1966) 321, 327.
117
[69] Fendley P and Saleur S, Lectures given at Summer School in High Energy Physics
and Cosmology, Trieste, Italy (1993). Published in Trieste HEP Cosmol. 1993:301-332;
hep-th/9310058.
[70] Lesage F, Saleur H and Skorik S, cond-mat/9512087, 9603043.
[71] Mussardo G, Talk given at 2nd TIFR International Colloquium on Modern Quantum
Field Theory, Bambay (India) 1994; hep-th/9405128.
[72] Smirnov F, “Form factors in completely integrable models of quantum field theory”,
World Scientific 1992.
[73] Delfino G, Mussardo G and Simonetti P, Phys. Rev. D51 (1995) 6620.
[74] Konik R, LeClair A and Mussardo G, hep-th/9508099.
[75] Kubo R, Canadian Journal of Physics 34 (1956) 1274.
[76] C.L. Kane, M.P.A. Fisher, Phys. Rev. B46 (1992) 15233.
[77] Fendley P, Ludwig A and Saleur H, Phys. Rev. Lett. 74 (1995) 3005; ibid 75 (1995)
2196; Phys. Rev. B52 (1995), in press.
[78] Milliken F, Umbach C and Webb R, Solid State Commun. 97 (1996) 309.
[79] Moon K, Yi H, Kane C, Girvin S and Fisher M.P.A., Phys. Rev. Lett. 71 (1993) 4381.
[80] Leung K, Egger R and Mak C, Phys. Rev. Lett., in press.
[81] Anderson P and Yuval G, Phys. Rev. Lett. 23 (1969) 89.
[82] Affleck I and Ludwig A, Nucl. Phys. B428 (1994) 545.
[83] Shiba H, Progr. Theor. Phys. 54 (1975) 967.
[84] Caldeira A and Leggett A, Ann. Phys. 149 (1983) 374.
[85] Leggett A, Chakravarty S, Dorsey A, Fisher M P A, Garg A and Zwerger W, Rev.
Mod. Phys. 59 (1987) 1.
[86] Wiegmann P and Finkelstein A.M., JETP 48 (1978) 102.
[87] Guinea F, Hakim V and Muramatsu A, Phys. Rev. B32 (1985) 4410.
[88] Anderson P, Yuval G and Hamann D, Phys. Rev. B1 (1970) 4664.
[89] Costi T and Kieffer K, to appear in Phys. Rev. Lett. 95; cond-mat/9601107.
[90] Wen X.G., Int. J. Mod. Phys. B6 (1992) 1711.
118
[91] Mahan G, “Many-particle physics” Plenum Press 1981.
[92] Corrigan E, Dorey P and Rietdijk R, Progr. Theor. Phys. Suppl. 118 (1995) 143.
[93] Fring A, Mussardo G and Simonetti P, Nucl. Phys. B393 (1993) 413.
[94] Cardy J and Mussardo G, Nucl. Phys. B410 (1993) 451.
[95] Konik R, hep-th/9507053.
[96] Bazhanov V, Lukyanov S and Zamolodchokov A, hep-th/9412229.
[97] Zamolodchikov Al.B., preprint ENS-LPS-335 (1991).
[98] Delfino G, Mussardo G and Simonetti P, hep-th/9603011.
119
