Abstract
We report a high-statistics measurement of the branching fraction for τ − → π − π 0 ν τ and the invariant mass spectrum of the produced π − π 0 system using 72.2 fb −1 of data recorded with the Belle detector at the KEKB asymmetric-energy e + e − collider. The branching fraction obtained is (25.24 ± 0.01 ± 0.39)%, where the first error is statistical and the second is systematic. The unfolded π − π 0 mass spectrum is used to determine resonance parameters for the ρ(770), ρ ′ (1450), and ρ ′′ (1700) mesons. We also use this spectrum to estimate the hadronic (2π) contribution to the anomalous magnetic moment of the muon (a ππ µ ). Our result for a ππ µ integrated over the mass range √ s = 2m π − 1.8 GeV/c 2 is a ππ µ = (523.5 ± 1.5 (exp) ± 2.6 (Br) ± 2.5 (isospin)) × 10 −10 , where the first error is due to the experimental uncertainties, the second is due to the uncertainties in the branching fractions and the third is due to the uncertainties in the isospin-violating corrections.
PACS numbers: 13.40.Gp, 13.35.Dx, 14.60.Fg
I. INTRODUCTION
Hadronic decays of the τ lepton provide a clean environment for studying the dynamics of hadronic states with various quantum numbers. Among the decay channels of the τ lepton, τ − → π − π 0 ν τ has the largest branching fraction [1] . The decay is dominated by intermediate resonances and thus can be used to extract information on the properties of the ρ(770), ρ ′ (1450), and ρ ′′ (1700) mesons and their mutual interference. From the conservation of vector current (CVC) theorem, the π − π 0 mass spectrum in this range can be related to the cross section for the process e + e − → π + π − and thus used to improve the theoretical error on the anomalous magnetic moment of the muon a µ = (g µ − 2)/2. Recent reviews of calculations of a µ are given in Refs. [2, 3, 4] . It is known that the theoretical error on a µ is dominated by the contribution from the leadingorder hadronic vacuum polarization a had,LO µ . This contribution cannot be derived within the framework of perturbative QCD and is usually evaluated using dispersion relations and the experimental cross section for e + e − annihilation to hadrons [5, 6, 7, 8] . Alternatively, CVC relates the properties of the π + π − system produced in e + e − → π + π − to those of the π − π 0 system produced in τ − → π − π 0 ν τ decay; thus, using CVC and correcting for isospin-violating effects, τ data have also been used to obtain a more precise prediction for a had,LO µ [5, 6, 8, 9] .
Recently, new precise data on e + e − → π + π − have become available from the CMD-2, KLOE, and SND experiments [10, 11, 12, 13, 14, 15, 16, 17] . ALEPH [18, 19] , CLEO [20, 21] , and OPAL [22, 23] measured both the 2π spectral function and the branching fraction for the τ − → π − π 0 ν τ decay; the latter was also determined by L3 [24] and DELPHI [25] . Recent evaluations of the hadronic contribution to a µ using e + e − data result in a exp µ − a th µ = (27.5 ± 8.4) × 10 −10 [26, 27] , while that using the τ lepton data where applicable gives a exp µ − a th µ = (9.4 ± 10.5) × 10 −10 [5] , where the experimental value a exp µ is dominated by the BNL E821 measurement [28] (11 659 208.0 ± 6.3) × 10 −10 . These differences correspond to 3.3 and 0.9 standard deviations, respectively. For the evaluation based on the e + e − data, a deviation of similar size that corresponds to a 3.4 σ discrepancy is claimed in Ref. [29] . To clarify these differences between the e + e − -based and τ -based predictions, more data on e + e − → π − π + and τ − → π − π 0 ν τ decays are needed. In this paper we present a highstatistics measurement of the π − π 0 mass spectrum produced in τ − → π − π 0 ν τ decays using data collected with the Belle experiment at the KEKB asymmetric-energy e + e − collider operating at a center-of-mass (CM) energy of 10.6 GeV. The data sample is about 50 times larger than those of previous experiments.
II. BASIC FORMULAS
The differential decay rate for τ − → π − π 0 ν τ can be expressed as [30] dΓ(τ
Here s is the invariant mass squared of the π − π 0 system, v − (s) is the weak spectral function characterizing the π − π 0 system, G F is the Fermi coupling constant, |V ud | = 0.97377 ± 0.00027 [31] is the Cabibbo-Kobayashi-Maskawa (CKM) matrix element [32] , m τ = 1776.99
+0.29
−0.26 MeV/c 2 [31] is the τ lepton mass and S ππ EW accounts for short-distance electroweak radiative corrections for the π − π 0 system. The measured electron decay rate of the τ lepton is related to Γ 
where S e EW is the electroweak radiative correction for the decay τ − → e 
where s is the e + e − CM energy squared and α 0 is the fine-structure constant at s = 0. Up to isospin-violating effects, CVC allows one to relate the spectral function from τ decays to the isovector part of the e + e − spectral function [33] :
Alternatively, the mass spectrum of the two-pion system can be expressed in terms of pion form factors, which are useful for comparing resonance shapes in the charged and neutral two-pion systems. The spectral function v j (s) (j = −, 0) is related to the form factor F j π (s) via
where β − (s) (β 0 (s)) is the pion velocity in the π − π 0 (π + π − ) rest system. The velocities β j (s) are explicitly given by β − (s) = λ 1/2 (1, m 
. The hadronic physics is contained within v j (s) or, equivalently, in F j π (s). One goal of this analysis is to provide a high-precision determination of the weak form factor |F − π (s)| using τ − → π − π 0 ν τ data, so that a comparison with |F 0 π (s)| from the e + e − data can be used to test CVC. From Eqs. (1), (3) and (6) , one can obtain the basic formula that expresses the form factor F − π (s) in terms of the observables:
where B ππ is the branching fraction, (1/N ππ )(dN ππ /ds) is the normalized invariant masssquared distribution for the τ
e is the branching fraction for τ − → e − ν τνe and S EW = S ππ EW /S e EW . In this paper, we report new measurements for both the branching fraction B ππ and the normalized mass spectrum (1/N ππ )(dN ππ /ds). These results are used to provide a new evaluation of the hadronic contribution to the muon anomalous magnetic moment from the 2π channel.
III. DATA SAMPLE AND SELECTION CRITERIA
The data sample used was collected with the Belle detector at the KEKB asymmetricenergy e + e − collider [35] . It is based on an integrated luminosity of 72.2 fb −1 recorded at a CM energy of 10.58 GeV. The Belle detector is a large-solid-angle magnetic spectrometer consisting of several detector components. Charged track coordinates near the collision point are measured by a three-layer silicon-vertex detector (SVD) that surrounds a 2 cm radius beryllium beam pipe. Track trajectory coordinates are reconstructed in a 50-layer central drift chamber (CDC), and momentum measurements are made together with the SVD. An array of 1188 silica-aerogel Cherenkov counters (ACC), a barrel-like arrangement of time-offlight scintillation counters (TOF), and specific ionization measurements (dE/dx) in the CDC provide a capability for the identification of charged particles. Photon detection and energy measurement of the photons and electrons are provided by an electromagnetic calorimeter (ECL) consisting of an array of 8736 CsI(Tl) crystals all pointing toward the interaction point. These detector components are located in a magnetic field of 1.5 T provided by a superconducting solenoid. An iron flux-return located outside the coil is instrumented to identify muons and to detect K 0 L mesons (KLM). A comprehensive description of the detector is given in Ref. [36] .
To study backgrounds and determine selection criteria, we perform Monte Carlo (MC) simulation studies for various processes. Signal and background τ + τ − -pair events are simulated using the KKMC generator [37] . The τ decays are modeled with the TAUOLA program [38, 39] in which the values of the branching fractions are updated to more recent values [40] . The cross section for e + e − → τ + τ − (γ) is also updated to the recent measurement reported in Ref. [41] . The radiative corrections to the τ -hadronic decays are simulated by the PHOTOS program [42] . The QQ generator [43] is used forBB andqq continuum processes, the BHLUMI [44] program for radiative Bhabha events, the KKMC [37] program for radiative µ + µ − -pair events, and the AAFH [45] program for two-photon processes. The BHLUMI and KKMC programs include higher-order radiative corrections and are among the most accurate programs available. The detector response is simulated by a GEANT3-based program [46] . In order to simulate beam-induced background realistically, detector hits taken from randomly triggered data are added to wire hits in the CDC and to energy deposits in the ECL. Uncertainties due to imperfections in the Monte Carlo generators and detector simulation are discussed in the later sections.
The event selection consists of two steps. Initially, a sample of generic e + e − → τ + τ − (γ) events is selected with relatively loose criteria. From this sample τ − → π − π 0 ν τ decays are identified. The number of generic τ + τ − events is used to determine the τ − → π − π 0 ν τ branching fraction.
Generic τ + τ − events are selected by requiring that the number of charged tracks in an event be two or four with zero net charge; that each track have a momentum transverse to the beam axis (p T ) of greater than 0.1 GeV/c to avoid tracks reentering the CDC; and that each track extrapolate to the interaction point (IP) within ±1 cm transversely and within ±5 cm along the beam direction to suppress tracks that originate from beam-particle interactions with the residual gas in the vacuum chamber. To suppress background from Bhabha and µ + µ − events, the reconstructed CM energies and the sum of the momenta of the first and the second highest momentum tracks are required to be less than 9.0 GeV/c. The maximum p T among the tracks is required to be greater than 0.5 GeV/c. Beam-related background is rejected by requiring that the position of the reconstructed event vertex be less than 0.5 cm from the IP in the transverse direction and less than 2.5 cm from the IP along the beam direction. The polar angle of the leading particle with respect to the beam axis (θ * ) in the CM frame is required to be in the fiducial region of the detector: 35
• < θ * < 145
• . To reduce the remaining background from Bhabha, µ + µ − (γ), and two-photon events, a requirement is imposed in the plane of the missing mass M miss and the direction of missing momentum in CM θ * miss , where M miss is evaluated from the four-momenta of the measured tracks and photons:
In this expression p in is the fourmomentum of the initial e + e − system, while p tr and p γ are the sum of the momenta of measured tracks and photons, respectively. A pion mass is assumed for the charged tracks if they are not identified as electrons or muons. Each photon (reconstructed from clusters in the calorimeter) must be separated from the nearest track projection by at least 20 cm and have an energy greater than 0.05 GeV in the barrel region (−0.63 ≤ cos θ < 0.85), and greater than 0.1 GeV in the endcap region (−0.90 ≤ cos θ < −0.62 and 0.85 ≤ cos θ < 0.95). Photons near the edge of the detector fiducial volume are rejected. Scatter plots of M miss versus θ miss for data, the τ -signal MC, the Bhabha and the two-photon MC are shown in Figs. 1-(a), (b), (c) and (d), respectively. The band of events in data at M miss ≈ 0 is due to backgrounds from Bhabha and µ + µ − (γ) processes. Small vertical bands at θ * miss = 45
• and = 150
• are Bhabha events where the energy of one of the final state electron/positron is poorly measured because it has scattered in the material at the boundary of the barrel and endcap calorimeters. The events in the high-M miss region (≥ 7GeV/c 2 ) are from the two-photon processes.
Events within the octagonal region are selected as τ + τ − candidates to avoid the tail from background processes. To display the τ -pair and background contribution quantitatively, we divide the scatter plots of M miss vs θ miss into three vertical and three horizontal slices as shown in Fig.2 . Projections for the six slices are shown in Fig. 3 , where each process shows a characteristic shape: the τ + τ − candidates dominate in the central region in M miss and θ * miss . Both Bhabha and µ + µ − show a prominent peak at M miss ≈ 0, but the width for the Bhabha is slightly wider than that of µ + µ − . We use the events in the region |M miss | < 0.5 GeV/c 2 to determine the normalization for the Bhabha and µ + µ − . As two-photon processes dominate in the high-M miss region, the normalization for the two-photon processes is determined using the events at |M miss | > 8.0 GeV/c 2 . The arrows with solid (dotted) lines indicate the narrowest (widest) areas used to select τ + τ − -pairs by the octagonal selection. Although overall features of the data are modeled reasonably well by MC, some discrepancies are seen, for example, in the regions M miss ≈ 0 and > 6 GeV/c 2 in Fig 4-(c) , which are taken into account as the systematic error on the background estimation. Number of entries Candidate events are divided into two hemispheres in the CM frame by the plane perpendicular to the highest momentum particle, and the remaining background from e + e − annihilation is suppressed by selecting events with low multiplicity as characterized by the quantity X part ≡ (n tr + n γ ) 1 × (n tr + n γ ) 2 , where n tr,j and n γ,j are the numbers of tracks and photons in hemisphere j. We require X part ≤ 25. Finally, in order to eliminate Bhabha events in which one or both electrons produce a shower in material near the interaction region, the acoplanarity angle ξ between the first and second highest momentum tracks is required to be ξ > 1 • , where ξ ≡ ||φ 1 − φ 2 | − π| is defined as the two-track acollinearity in azimuth. The X part and ξ distributions after applying all selection criteria except for the quantity in question are shown in Figs After applying all selection criteria, 22.83 × 10 6 τ + τ − -pairs survive. The M miss and θ miss distributions for the surviving events, shown in Fig.4 -(a) and (b), respectively, demonstrate a low level of the background and an overall good agreement between the data and the MC model.
For surviving events, the dominant background is from the e + e − →(q = u, d, s, c) continuum and amounts to (5.30 ± 0.53)% of the total number of events. The systematic error for thebackground is determined from the uncertainty of the normalization of the events in the region 25 < X part < 30, whereprocesses dominate. The background from e + e − → Υ(4S) → BB is small (0.1 %). Backgrounds from Bhabha, µ + µ − , two-photon leptonic and hadronic events are to be 0.92 ± 0.09 %, 0.28 ± 0.01%, 0.62 ± 0.03% and 0.60 ± 0.09%, respectively. Here the systematic errors for each background is determined from the uncertainty of the normalization of the events in the background enhanced region mentioned before. mass resolution of the γγ system. The value of σ γγ ranges from 0.005 GeV/c 2 to 0.008 GeV/c 2 , depending on the π 0 momentum and polar angle. Pairs of photons with |S γγ | < 9 are considered as π 0 candidates. To keep beam-related background at a negligible level, we require that the CM momentum of the π 0 be greater than 0.25 GeV/c and the photon CM energy be greater than 0.08 GeV.
The distribution of S γγ for the selected π − π 0 sample, with one charged track and one π 0 candidate in a single hemisphere, is shown in Fig. 5 . The lower-side tail of the S γγ distribution is primarily due to rear and transverse leakage of electromagnetic showers out of the CsI(Tl) crystals and the conversion of photons in the material located in front of the crystals. Good agreement between data (points) and MC (open histogram) indicates that these effects are properly modeled by the MC simulation. We define the interval −6 < S γγ < 5 as the π 0 signal region. Spurious π 0 background is small and estimated from the sideband regions 7 < |S γγ | < 9. To reduce feed-down background from multi-π 0 decays such as τ 
This sample is 50 times larger than those of previous studies.
The spectrum is dominated by the ρ(770) peak and a shoulder due to the ρ ′ (1450). A small but clear structure from the ρ ′′ (1700) is visible at M
2 . There are two sources of background: feed-down from other τ decay modes and the qq-continuum. Feed-down background arises mainly from multi-π 0 modes such as τ
After all modes are included, the total feeddown background level is (7.02 ± 0.08)%. The error given here includes a MC statistical uncertainty as well as the uncertainty on relevant branching fractions. The contribution of these feed-down backgrounds dominates at low values of M 2 ππ 0 (Fig. 6 ). The qq-continuum background level is (2.22 ± 0.05)% in total, and is concentrated mostly in the high M 2 ππ 0 region above 2.0 (GeV/c 2 ) 2 . Since the reduction of this high-mass background is essential in the measurement of the mass spectrum, we impose the stringent requirement that the tag side contain only one charged track and no photons. This requirement improves the signal-to-noise ratio in the high-mass region M
2 by a factor of 3, although the total size of the τ − → π − π 0 ν τ sample is reduced by a factor of 2.5. The normalization of the continuum MC is validated using data in the mass region above the τ lepton mass:
Background from the other non-τ processes, such as BB, Bhabha and µ + µ − γ in the final sample is negligible (< 0.1%).
IV. MEASUREMENT OF THE BRANCHING FRACTION A. Basic Method
The branching fraction for τ
is determined by dividing the signal yield N hπ 0 by the total number of selected τ leptons 2N τ τ taking into account various efficiencies and background corrections:
In this formula, b τ τ is the background fraction in the τ + τ − sample, ǫ τ τ is the efficiency of the
hπ 0 is the overall detection efficiency for the h − π 0 ν final state. The parameter b feed-down is the fraction of h − π 0 ν candidates coming from other τ decay modes, and b non-τ is the fraction coming from non-τ processes. In this formula, several common uncertainties such as that on the luminosity, on the cross section for τ + τ − -pair production, on the trigger efficiency, and on the τ + τ − selection efficiency cancel in the ratio. In the measurement of the branching fraction, the stringent tag-side condition is not imposed to avoid any possible bias that it might introduce. The values for all factors are listed in Table I along with the MC statistical error. The sources of systematic uncertainties on B hπ 0 are listed in Table II . The uncertainty on the tracking efficiency is estimated using
A large part of this uncertainty cancels in the ratio of Eq. (8); the resulting relative uncertainty from this source is ∆B/B = 0.47 %. The systematic error on the π 0 detection efficiency has two components: one is the uncertainty coming from the π 0 selection criteria and the other is that from the absolute efficiency calibration. For the uncertainty coming from the π 0 selection, we check the uncertainty by changing the definition of the signal and background region, by taking into account the uncertainty in the resolution function and by changing the π 0 threshold momentum. For example, the relative branching fraction changes by only ∆B/B = 0.1% if the signal region is changed from the nominal one to −7 < S γγ < 7. Also the uncertainty is ∆B/B = ±0.2% for the changes of the π 0 threshold by ±0.05 GeV from the nominal value.
In order to make an absolute efficiency calibration independently of the signal process, we use the η → γγ and η → π 0 π 0 π 0 signals, whose branching fractions are known rather precisely. Combining the PDG world average [31] for the η → γγ and η → π 0 π 0 π 0 branching fractions and the recent measurement from the CLEO collaboration [47] , we obtain the ratio of the branching fractions of
= 0.829 ± 0.007, which has 0.84% relative accuracy. By comparing the signal ratio
for the data (i = 1) and the MC (i = 2), the correction factor for the detection efficiency of one π 0 , η cor , is determined to be η cor = R data /R MC = 0.950 ± 0.012, where the error includes the uncertainties in the η signal measurement (1.2%) and the errors on the η decay branching fractions (0.4%). This correction factor is also confirmed by a study of electron/positron tracks from photon conversions (i.e. γ → e + e − ) in the SVD region. It is found that the E/P distribution for those tracks is simulated correctly above 1.0 GeV, but requires some tuning below 1.0 GeV. This imperfection of the MC primarily leads to a difference in the π 0 signal shape and an efficiency difference between data and MC.
The non-τ background is dominated bycontinuum processes; this is estimated by using the events above the τ mass: M The uncertainty on the feed-down background ∆b
comes from the MC statistics and the uncertainty on the branching fractions for τ
The veto of additional γ's is required in the event selection to reduce background from multi-π 0 decay channels. However, this veto can reject signal itself if photons are radiated in the initial or final state and those photons are detected within the detector fiducial volume. In addition, photon candidates can also appear due to electromagnetic shower fragments and/or misreconstructed electrons. Therefore a precise simulation of the photon radiation as well as the shower simulation are important. The uncertainty from these sources is estimated by changing the veto threshold by ±0.1 GeV around the nominal value of 0.2 GeV; the resulting relative change in B hπ 0 is only ±0.20%. Signal events are flagged by several trigger conditions that require two or more CDC tracks with associated TOF hits, ECL clusters, or a significant sum of energy in the ECL. This redundancy allows one to monitor the efficiency of each trigger requirement. The uncertainty arising from the trigger is estimated by assuming that there is a ±3% uncertainty on the track and energy trigger efficiencies, which is the maximum variation measured during experimental running. The resulting relative uncertainty is small (0.32%) since the τ + τ − trigger efficiency is high (97%).
C. Results
Inserting all values into Eq. (8) we obtain
where the first error is statistical and the second is systematic. This result is in good agreement with previous measurements, as shown in Table III . Our statistical error is significantly lower than those of the other measurements; our systematic error is similar to those of CLEO, L3 and OPAL, and larger than those of ALEPH and DELPHI. We combine the PDG world average for the τ − → K − π 0 ν τ branching fraction [31] with a recent BaBar measurement [48] to obtain the result B K − π 0 = (0.428 ± 0.015)%. Subtracting this from our τ
which is consistent with the previous measurements from CLEO [21] and ALEPH [19] .
V. MEASUREMENT OF THE MASS SPECTRUM
In order to obtain the true π − π 0 mass spectrum, one must apply corrections for: (1) background, (2) smearing due to finite resolution and radiative effects, and (3) mass-dependent acceptance.
A. Background Correction
As noted earlier, there are three sources of the background that enter the τ − → π − π 0 ν τ sample: (1) fake π 0 background, (2) feed-down background from other τ decay channels, and (3) the background from thecontinuum. The total magnitude of these background contributions is about 7% in the ρ(770)) peak region, but the fraction of the background varies strongly with M 
B. Acceptance Correction
The acceptance determined from MC simulation as a function of the generated π − π 0 mass squared is shown in Fig. 7 . The acceptance varies smoothly and its average value is 7%. This acceptance includes a factor for the tag-side branching fractions B(τ
, which does not affect the shape of the mass spectrum. The acceptance decreases at low values of M 2 gen due to the overlap of γ clusters with the π − track in the calorimeter.
The detector effects include M 2 ππ 0 -dependent acceptance and bin-by-bin migration caused by the finite mass resolution. The radiative decay τ − → π − π 0 γν τ also causes some bin migration. We correct for these effects using an unfolding procedure that makes use of the MC to characterize the acceptance and the bin migration. These effects can be characterized by the acceptance matrix A defined by
where x is the vector containing the generated π − π 0 (γ) mass-squared spectrum and b is the reconstructed one. It is possible to apply the inverse of A to the spectrum observed in the data to obtain an unfolded spectrum. However, this procedure is not robust with respect to the statistical fluctuations entering the determination of A, and can yield unphysically large point-by-point fluctuations. To cure this problem, we use an unfolding program employed in the ALEPH experiment [49] . In this program, the unfolding is based on the Singular-ValueDecomposition (SVD) method, in which the acceptance matrix is inverted by constraining the number of singular values to only those elements that are statistically significant.
The acceptance matrix is determined iteratively using a signal MC based on the KKMC/TAUOLA program. In the second iteration, the ρ ′′ (1700) resonance is included in the MC based on our measurement. Final state radiation in τ hadronic decays is simulated by the PHOTOS program. In order to take into account the effects of γ radiation in the decay τ − → π − π 0 γν τ , the invariant mass squared of the π − π 0 γ system is taken as the generated quantity.
The output of the program is the unfolded distribution and its covariance matrix. The correlation between the generated quantity and the measured one is shown in Fig. 8 . The figure shows a clear correlation between the measured and generated values. The resolution in M 2 ππ 0 is 0.005 (GeV/c 2 ) 2 in the low-mass region and 0.030 (GeV/c 2 ) 2 in the high-mass region; thus by choosing the bin size to be ∆M 2 = 0.050 (GeV/c 2 ) 2 , the off-diagonal components of the acceptance matrix are small.
C. Systematic Uncertainties
The sources of systematic errors associated with the unfolded mass spectrum (1/N)(dn/ds) are subdivided into several classes according to their origin, which are the unfolding procedure (UNF), the background subtraction (BKG), the acceptance correction (ACC), and the energy scale (ENG). These contributions are summarized in Table IV for each M 2 ππ 0 region and are described below. The systematic error due to the unfolding procedure is determined from MC by comparing the true and the unfolded results (UNF1). Another estimate of the uncertainty of the unfolding is made by changing the value of the unfolding parameter that determines the optimum number of the singular values of the acceptance matrix (UNF2).
The uncertainty of the background subtraction is estimated for each source. BKG1 is from continuum processes. Its uncertainty is estimated using the control sample in the mass region higher than the τ mass. The statistics of the data and MC sample determine its error. BKG2 is the feed-down background. Its uncertainty is estimated by varying the branching fraction values [31] used in the MC by ±1σ. BKG3 is the non-π 0 background. The uncertainty of the non-π 0 background is estimated by changing the π 0 sideband region. This uncertainty dominates in the threshold region but is negligible elsewhere. The acceptance uncertainty is dominated by the uncertainty of the π 0 efficiency. This is estimated by changing the measured values of the photon efficiency by 1 standard deviation. In addition, the effect of requiring that photons be isolated from charged tracks is checked by changing the isolation criteria from 20 cm (default) to 30 cm.
The uncertainty of the photon energy scale (PES) is estimated from the π 0 peak position to be ±0.2%. This uncertainty is important for the peak position of the resonances. The uncertainty in the charged track momentum scale is negligible compared to that of the photon energy scale.
Individual components of the uncertainty are added in quadrature to obtain total systematic errors of 5.3% in the threshold region, 0.7% near the ρ(770) peak and 1.8% in the vicinity of the ρ ′′ (1450) (see Table IV ).
D. Results
The unfolded s = M 2 (ππ 0 unf.) spectrum dN ππ /ds is shown in Fig. 9 . The error bars in the figure include both statistical and systematic errors added in quadrature and in most cases they are smaller than the size of the data points shown by closed circles. The results are also presented in terms of the normalized unfolded spectrum (1/N ππ )(dN ππ /ds) in Table V and in terms of the pion form factor in Table VI . In these tables, the statistical and systematic errors are given separately. The statistical errors in the figure and the table are the square roots of the diagonal components of the covariance matrix.
In Fig. 9 , the ρ peak and a shoulder due to the ρ ′ (1450) are clearly visible. The dip at s ≈ 2.5 (GeV/c 2 ) 2 is caused by destructive interference between the ρ ′ (1450) and ρ ′′ (1700) resonances.
To determine the parameters of the ρ, ρ ′ and ρ ′′ resonances, a χ 2 fit using Breit-Wigner (BW) functions is performed. The pion form factor is parametrized with Breit-Wigner functions corresponding to the ρ, ρ ′ (1450), and ρ ′′ (1700) resonances:
where the parameters β and γ (denoting the relative magnitude of the two resonances) are in general complex. We use the Gounaris-Sakurai (GS) model [50] for the Breit-Wigner shape:
with an energy-dependent width
Here, k(s) = 1 2 √ sβ − (s) is the pion momentum in the π − π 0 rest frame. The functions f (s) and h(s) are defined as 
Note that the function d is chosen so that the BW GS function is unity at s = 0 [50] . Since the unfolded mass spectrum has bin-by-bin correlations, the off-diagonal components of the covariance matrix X are included in the χ 2 evaluation:
where y i is the measured value at the i-th bin, f (s; α) is the value of the function for parameters α, and (X −1 ) ij is the inverse of the covariance matrix. There are 10 parameters in this formula: the masses (M i ) and widths (Γ i ) for the ρ, ρ ′ , and ρ ′′ resonances, their relative amplitudes |β|, |γ|, and phases φ β and φ γ . In addition, as an overall normalization factor, we introduce |F π (0)| 2 as an additional parameter. In the BW form, this value should be unity. However, in order to take into account a possible deviation from the form of the fitting function, two kinds of fits, in which this parameter is either fixed or floated, are carried out. The other 10 parameters are floated in the fit.
The results of the fit are shown as the solid line in Fig. 9 for the M 2 ππ 0 distribution as well as in Fig. 10 and Fig. 11(a) and (b) , where the results are compared directly to the weak form factor squared |F − π (s)| 2 , derived bin-by-bin from Eq. (7). In Eq. (7), we use the world average value (including our measurement) for the branching fraction B ππ = (25.24 ± 0.10)% and for the CKM matrix element V ud = 0.97377 ± 0.00027 [31] . For the short-distance radiative correction S EW = S ππ EW /S e EW , we take the value 1.0235 ± 0.0003, to be consistent with the isospin breaking correction discussed in Ref. [5, 30] (see the appendix for more details).
The fitted results are summarized in Table VII for the cases when |F π (0)| 2 is fixed to unity (the second column) and is allowed to float (the third column). In the table, the first error is statistical and the second is systematic. The value of the χ 2 per degree of freedom (NDF) is 80/52 for the fixed and 65/51 for the floated cases. It is found that |F π (0)| 2 is close to unity (|F π (0)| 2 = 1.02 ± 0.01 ± 0.04) even when it is allowed to float. It should be noted that the data can be fitted using BW resonances only, without any additional background terms. The fit quality for the fixed case is slightly worse than that for the floated one. The curves shown in Figs. 9, 10 and 11(a) and 11(b), correspond to the case when the parameter |F π (0)| 2 is floated, but the differences between the floated and the fixed cases are small. The significance of the ρ ′′ (1700) signal is given in the last row of Table VII . The significance is determined from the change in the χ 2 when the signal and its associated degree of freedom are removed from the fit. If the ρ ′′ (1700) signal is excluded from the fit, the χ 2 for the fit increases by 55 (60) units, in the case that |F (0)| 2 is fixed to unity (allowed to float). This increase in the χ 2 for the fit, with the joint estimation of four removed parameters (mass, width, |γ|, φ γ ), corresponds to a 6.5σ (7.0σ) significance for the ρ ′′ (1700) signal [51]. Results of fitting the M 2 ππ 0 distribution for τ − → π − π 0 ν τ to the Gounaris-Sakurai model with the ρ(770), ρ ′ (1450), and ρ ′′ (1700) resonances. The results are shown for two cases, fixed |F π (0)| 2 = 1 (the second column) and all parameters are allowed to float (the third column). The first error is statistical and the second one is systematic. The systematic errors include the uncertainty in the backgrounds, unfolding as well as the uncertainty of the photon energy scale. The last row gives the significance of the ρ ′′ (1700) signal.
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Parameter
Fit result Fit result (fixed |F (0)| 2 ) (all free)
434 ± 16 ± 60 413 ± 12 ± 57 |β| 0.15 ± 0.05
0.13 ± 0.01
135 ± 36
|γ| 0.037 ± 0.006
0.028 ± 0.020
ρ ′′ (1700) signif., σ 6.5 7.0
The fit parameters are correlated, with the correlation matrix: 
where the parameters are
|γ| and φ γ . The systematic uncertainties for the parameters are summarized in Table VIII , where the sources of the systematic errors from the unfolding procedure (UNF), thebackground subtraction (BKG1), the feed-down background subtraction (BKG2), the acceptance correction (ACC) and the photon energy scale (PES) are shown separately. The uncertainty in the ρ mass (0.7 MeV/c
2 ) is mainly due to the uncertainty in the photon energy scale.
TABLE VIII: Systematic errors for resonance parameters from the unfolding procedure (UNF), the background subtraction (BKG), the acceptance correction (ACC) and the photon energy scale (PES). 
The uncertainty in thebackground (BKG1) dominates for the ρ ′ (1450) and ρ ′′ (1700) resonance parameters.
The values of the ρ(770) mass and width are consistent with the results of the previous measurements in τ decay. For the ρ ′ (1450), a slightly higher mass value than in the previous measurement is obtained. It is found that this value is sensitive to the value of the resonance parameters for the ρ ′′ (1700) since they both interfere. This is the first time that all the parameters for the ρ(770), ρ ′ (1450) and ρ ′′ (1700) are determined in a single fit. Production of the ρ ′′ (1700) in τ − decays has been unambiguously demonstrated and its parameters determined.
E.
Comparison of Belle and previous τ data
Comparisons of the pion form factor squared |F − π (s)| 2 measured in Belle to those measured by CLEO [20] and ALEPH [19] experiments are given in Fig. 11(a) for the ρ(770) region and in Fig. 11(b) for the low-mass region M 2 ππ 0 < 0.4(GeV/c 2 ) 2 . Figure 12 shows a more detailed comparison, the difference in |F π (s)| 2 of Belle and CLEO, ALEPH data for the fit of the Belle data divided by the fit value, for the mass-squared range 0.11-1.20 (GeV/c 2 ) 2 . It can be seen that over the entire mass range shown, the |F π (s)| 2 values from Belle are consistent within errors with those of CLEO. Agreement is worse when Belle data are compared to ALEPH data. Below 0.5 (GeV/c 2 ) 2 our points are mostly higher than those of ALEPH, while above 0.7 (GeV/c 2 ) 2 they are systematically and significantly lower.
VI. IMPLICATIONS FOR THE MUON ANOMALOUS MAGNETIC MOMENT
A. Basic Formula
As described in the introduction, the hadronic vacuum polarization term a had,LO µ plays an important role in the standard model prediction for the muon anomalous magnetic moment a µ ; the error on this contribution is the most significant source of the uncertainty in a µ . In this section, we discuss the implication of our measurement for the determination of a The value of a had,LO µ is related to the e + e − annihilation cross section via the dispersion integral
where σ 0 had is the total cross section for e + e − → hadrons at the center-of-mass energy √ s. The superscript in σ 0 had denotes the "bare" hadronic cross section, which is defined as the measured cross section, corrected for QED radiative corrections such as initial state radiation, electron-vertex correction and the vacuum polarization in the photon propagator. However, the final state radiation (FSR) photons coming from the process σ 0 (e + e − → V γ → π + π − γ) should be included in the σ 0 had term (See the detailed discussion on page 12 of Ref. [5] ). The kernel functionK(s) is given bŷ 
2 ) 2 . Consequently, the 2π mass spectrum from τ data is useful for obtaining predictions for a had,LO µ using CVC. ( * ) For the CLEO data, the boundary of the mass range is slightly different from the one shown in the first column, since √ s bins are used.
B. Results
Details of our determination of a ππ µ , the 2π contribution to a had,LO µ , are given in the appendix, where the basic formulas, the corrections applied for the isospin-violating effects, and discussions on the error estimation are presented.
Our result on a ππ µ over the mass range
where the first error is due to the experimental uncertainties, i.e. the statistical error (1.1 × 10 −10 ) and experimental systematic error (1.0 × 10 −10 ) added in quadrature. The second error comes from the uncertainties in the branching fractions. The third one is the error on the isospin-violating corrections. These sources of error are discussed in the appendix.
This result can be compared to those from previous ALEPH, CLEO, and OPAL τ data. The combined result given in Ref. (τ ) .
In terms of the experimental error (i.e. the first uncertainty), our result improves the previous combined result by 40%. A detailed comparison from our results and those of ALEPH [19] and CLEO [20] is given in Table IX for the a ππ µ contribution. As seen in Table IX , the contribution from the mass-squared region 0.8 (GeV/c 2 ) 2 < s < 1.25 (GeV/c 2 ) 2 , where one observes a deviation between the Belle and ALEPH data in Fig. 9 , is only 4.6% of the total 2π contribution. In this region, the contribution from the ALEPH measurements is higher than that from Belle but it is compensated by the opposite tendency in the region s < 0.50 (GeV/c 2 ) 2 . Moreover, since the contribution from CLEO is between Belle and ALEPH, the difference between our result and the combined previous-τ result becomes smaller. Consequently, our result agrees well with that of the combined result given from the previous τ data within < 1σ of the experimental error.
On the other hand, the value of a ππ µ in the same √ s region evaluated from the e + e − cross section measurements is [27] where the first error includes both statistical and experimental systematic errors added in quadrature. The second error is due to radiative corrections. Our τ result is noticeably higher than the e + e − result. This confirms the longstanding difference between the spectral functions of the 2π systems produced in τ -decay and e + e − annihilation [52] . In summary, we have studied the decay τ − → π − π 0 ν τ using a high-statistics data sample taken with the Belle detector at the KEKB e + e − collider. The branching fraction is measured with 1.5% accuracy. From Table III we can calculate the accuracy of the previous experiments: CLEO 1.7%, L3 2.4%, OPAL 1.3%, ALEPH 0.5%, DELPHI 0.9%. These comparison shows that the accuracy of the Belle result is better than CLEO and L3, similar to OPAL and worse than ALEPH and DELPHI. The result is in good agreement with previous measurements. In the unfolded π − π 0 mass spectrum, in addition to the ρ(770) and ρ ′ (1450) mesons, the production of the ρ ′′ (1700) in τ − decays has been unambiguously demonstrated and its parameters determined. The unfolded spectrum is used to evaluate the 2π contribution to the muon anomalous magnetic moment a ππ µ in the region √ s = 2m π − 1.80 GeV/c 2 . Our results agree well with the previous τ based results but are higher than those from e + e − annihilation.
We are grateful to G. López Castro for providing the In this appendix, we list the details of our determination of a ππ µ over the range √ s = 2m π − 1.8 GeV/c 2 . We discuss the basic formula, the integration procedure, the corrections for the isospin-violating effects, and the evaluation of the experimental errors.
Basic formula
In the isospin symmetry limit, CVC relates the quantities in τ
where N (s) is given by
A more precise link between hadronic spectral functions from τ decays and the e + e − hadronic cross section requires a calculation of radiative corrections as well as the inclusion of the isospin breaking effects (both of kinematic and dynamic origin). These effects have recently been discussed by Cirigliano et al. [30] and by Flores-Tlalpa et al. [53] . According to them, the formula in Eq. (20) is modified to
with
where S EW is the dominant short-distance electroweak correction and R IB (s) takes care of the isospin-violating corrections. R IB (s) includes the long-distance QED correction G EM (s), the phase space correction factor β 
Integration procedure
Using the measured distribution (1/N ππ )(dN ππ /ds), the moment a ππ µ can be obtained by inserting the bare cross section Eq. (22) 
There are several external parameters in these equations; the values used for them are listed in Table X . For m τ , V ud , and B e , PDG [31] values are used. For the π − π 0 branching fraction, our measurement is consistent with the world average given in Ref. [31] . Including our result and the recent ALEPH B ππ 0 measurement [19] , the new world average is
We use this new world average for the evaluation of a ππ µ . The errors on a ππ µ arising from external parameters are summarized in Table X ; the total systematic error from these sources is ± 2.7 × 10 −10 (dominated by ∆B ππ 0 ). Total external ± 2.6
Experimental systematic uncertainty
The systematic errors on a ππ µ arising from internal sources (specific to this measurement) are listed in Table XI and discussed below. There are two sources of background in the
γ) and (ii) non-τ background. In the first case, MC statistics and the uncertainty on the branching fraction are used to estimate the error. In the second case, the uncertainty on the background as estimated from the control samples is assigned as an error. As mentioned earlier, the fake-π 0 background is subtracted using sideband events and the uncertainty is determined by varying the signal and sideband regions.
It is found that the shape of the mass spectrum is insensitive to uncertainties in the π 0 efficiency, as it is only at a few % level. The uncertainty of the integration procedure comes from the binning effects. Adding all individual errors in quadrature we obtain a total error on a ππ µ arising from internal sources of ±1.0 × 10 −10 . To check the stability of a ππ µ , we perform the following tests: 1. The sample is divided into subsamples based on the tag-side topology, i.e., one electron, one-prong, or three-prong. The values of a ππ µ obtained from these subsamples are consistent within the statistical errors. 3. The sample might be sensitive to the requirement on the overlap region between the charged track and γ clusters. To estimate this sensitivity, we select events with a tighter isolation requirement on γ's and on the track extrapolation: 30 cm instead of 20 cm.
The resulting variation in a ππ µ is small and is included as an additional systematic error.
Isospin-violating corrections for a ππ µ
Three identifiable sources of isospin breaking corrections are the mass difference of the charged and neutral pions, ρ − ω interference effects and the radiative corrections, which are included in the factor R IB (s)/S EW in Eq. (20) . The size of the isospin-violating corrections from these sources and the possible uncertainties from other sources are summarized in Table XII. (i) The dominant contribution from electroweak radiative corrections comes from the short-distance corrections. In the leading logarithmic order, the short-distance radiative corrections to the decays τ − → (dū)ν τ are enhanced by the factor [54] , [55] , 
where m Z is the Z boson mass, and α(m τ ) = 1/133.50(2) is the QED coupling at the τ lepton mass.Q is the average quark-doublet charge. Therefore,Q = for leptons, there are no leading logarithmic corrections for leptonic decays.
We can go further and sum up all short-distance logarithms of the α n ln n m Z via the renormalization group. This procedure replaces Eq. (26) 
where the last two terms are the short-distance QCD corrections [56] .
Taking into account the subleading correction for the leptonic decay, the short-distance Electroweak correction S EW is given by S EW = S(m τ , m Z ) 1 S e,sub EW = 1.0235 ± 0.0003 ,
where S e,sub EW = 1 + α(mτ ) 2π 25 4 − π 2 = 0.9957. The difference between the resummed value (1.01907) and the lowest-order estimate (1.01878) is taken as the error on S EW and the resummed S EW value is used throughout this paper. The shift of a ππ µ from this correction is △a ππ µ = (12.0 ± 0.2) × 10 −10 . Note that this correction is already applied in Eq. (7) and the pion form factor given in Table VI. (ii) The long-distance QED radiative correction G EM (s) was computed in the framework of chiral perturbation theory by Cirigliano et al. in Ref. [30] . Recently, it was reevaluated based on a meson dominance model by Flores-Tlalpa et al. in Ref. [53] . It is found that the predictions of both models coincide if the contribution of the ω(782) intermediate state τ → ωπ − ν τ (ω → π 0 γ), is excluded in the latter model calculation. Since in our data this intermediate ω(782) contribution is already subtracted at the analysis level, we use the s-dependent correction factor provided by Flores-Tlalpa, which does not include the ω contribution. This correction produces a shift of △a (iv) The π − and π 0 mass difference also affects the β 3 factor in the energy-dependent decay width (Eq. 13), which provides a positive shift △a ππ µ = +4.2 × 10 −10 .
(v) The effect of the ρ − ω interference is estimated using the interference amplitude parameterized in the following form [30] :
For the numerical evaluation, we take θ ρω = (−3.3 ± 0.7) × 10 −3 GeV 2 , m ω = 0.783 GeV and Γ ω = 0.00844 GeV. The net effect is △a Summing all these corrections, the overall isospin-violating correction and its uncertainty are estimated to be (−13.7 ± 2.5) × 10 −10 . These corrections relate the τ spectral function to the "pure" e + e − → π + π − with all QED corrections switched off. Since the σ 0 had term in Eq.(19) must include processes with the final state radiation (FSR) photons coming from the process e + e − → V γ → π + π − γ, we must reintroduce the FSR contributions [5] . After including those contributions (+4.2 × 10 −10 ) [5] , the total correction becomes (−9.5 ± 2.5) × 10 −10 .
With the external parameters in Table X and corrections where the first error is statistical, the second is the experimental systematic (Table XI) , the third comes from the uncertainties on the branching fractions (Table X) , and the fourth is from isospin-violating corrections (Table XII) .
