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Constrained quantum annealing (CQA) is a quantum annealing approach that is designed so that
constraints are satisfied without penalty terms. There is an analogy between the model for the CQA
of graph coloring and a set of disordered spin chains. In the model for the CQA of graph coloring,
disorder corresponds to the fluctuation of effective local fields that increase in a CQA process.
Numerical simulations of effective fields and entanglement demonstrate how localization appears in
the CQA. Some notable features appear in the concurrence, which is a measure of entanglement,
plotted as a function of the fluctuation of effective fields.
I. INTRODUCTION
Quantum annealing (QA), which is essentially the
same as adiabatic quantum computation, has attracted
huge interest in recent years. QA is typically known as
a quantum-mechanical approach for combinatorial opti-
mization problems [1–9]. In a QA framework, the to-
tal Hamiltonian consists of a problem Hamiltonian and
a driver Hamiltonian. The problem Hamiltonian de-
scribes an optimization problem and is to be minimized.
The driver Hamiltonian corresponds to quantum fluctu-
ation. The QA process starts with the ground state of
the driver Hamiltonian. The proportion of the driver
Hamiltonian in the total one decreases as time proceeds.
Instead, that of the problem Hamiltonian increases, and
the total Hamiltonian coincides with the problem Hamil-
tonian in the end. If the process is adiabatic, the solu-
tion to the problem, i.e., the ground state of the prob-
lem Hamiltonian, is obtained as the ground state of the
total Hamiltonian at the end of the QA process. The
computational efficiency of QA depends on the energy
gap between the ground and first-excited states. Several
approaches have been proposed to avoid exponentially
small energy gaps [10–13]. They accelerate an adiabatic
process and contribute to better performance of com-
putation. Constrained quantum annealing (CQA) is a
different approach to provide good performance [14–16].
In the CQA approach, the driver Hamiltonian is chosen
so that hard constraints are naturally satisfied. Practi-
cal optimization problems often have hard constraints.
To impose constraints, in a standard approach, penalty
terms are added to the problem Hamiltonian. The CQA
approach does not require such extra terms. The ap-
proach is beneficial also because it restricts the Hilbert
space to a subspace with a considerably small dimension.
The dimension reduction enables us to perform real-time
quantum simulations [16].
Understanding quantum dynamics in many-body sys-
tems is essential for the high performance of quantum
computing. For example, localization may obstruct at-
taining possible solutions and lower the performance.
∗ kudo@is.ocha.ac.jp
Altshuler et. al. pointed out that a phenomenon sim-
ilar to Anderson localization makes adiabatic quantum
optimization fail [7]. The Hamiltonian of QA with N
spins can be regarded as the system of a single quan-
tum particle that moves between the vertices of an N -
dimensional hypercube. Each spin configuration {σzi }
corresponds to a vertex of the hypercube. The problem
and driver Hamiltonians correspond to disordered poten-
tial and hopping terms, respectively. Hence, the total
Hamiltonian of QA describes a sort of the well-known
Anderson model. While Anderson localization can oc-
cur in a QA process, the CQA of graph coloring provides
another viewpoint of localization. In the CQA of graph
coloring, the total Hamiltonian is analogous to an ensem-
ble of tight-binding chains under disordered fields [16].
The system is considered to be almost independent spin
chains interacting weakly with other chains in the early
stages of CQA. In the late stage, as inter-chain interac-
tion increases with time, spins are affected by effective
fields arising from neighboring chains.
In this paper, we investigate localization phenomena
in the CQA of graph coloring. We focus on real-time
quantum dynamics in small systems and discuss analogy
with disordered spin chains, instead of discussing local-
ization transition. The localization transition in QA is
a potential phase transition that is related to computa-
tional complexity. Several works suggested that compu-
tational complexity should be related to phase transitions
in QA [17–19]. However, it is difficult to find the order
parameter for detecting such a phase transition, and dis-
cussion is often based on model-specific results. We pro-
pose a different viewpoint about localization in QA and
suggest a reasonable approach to analyze it.
Our study of the localization in the CQA of graph
coloring is based on numerical simulations of effective
fields and entanglement. Entanglement is often em-
ployed to characterize the many-body localization (MBL)
transition [20–31]. MBL is localization in a quantum
many-body system and can also be regarded as a sort
of Anderson localization in Fock space [32–36]. In the
MBL phase, where disorder is relatively strong compared
with many-body interaction, quantum dynamics is non-
ergodic and breaks the eigenstate thermalization hypoth-
esis (ETH) [37–39]. Although it is unclear whether MBL
occurs in QA, entanglement is a useful quantity to char-
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2acterize localization. In this paper, we employ concur-
rence as an entanglement measure. Concurrence, which is
often used for measuring entanglement in a mixed state,
is a quantity to measure pairwise entanglement between
two spin-1/2 spins [25, 40, 41]. This measure is useful for
discussion from the viewpoint of localization in a spin
chain under effective disordered fields.
The remainder of the paper is organized as follows. In
Sec. II, the model and numerical methods of the CQA of
graph coloring are outlined, and the details of graph se-
lection are mentioned. Effective field is defined in Sec. III,
and the time evolution of the fluctuation of effective fields
is demonstrated. The fluctuation of effective fields corre-
sponds to disorder strength. In Sec. IV, intra-chain con-
currence is defined and shown as a function of the relative
strength of disorder. Comparison with the concurrence
in one-dimensional Anderson models reveals notable fea-
tures of localization in the CQA of graph coloring. In
Sec. V, finite-size effects and the number of samples are
discussed. Conclusions are given in Sec. VI.
II. MODELS AND METHODS
A. Constrained quantum annealing
We focus here on the CQA of graph coloring; this
model was introduced in Ref. [16]. Graph coloring con-
sists of coloring the nodes of a graph such that nodes di-
rectly connected through an edge do not share the same
color. When coloring a graph G = (V,E) with q available
colors, the classical Hamiltonian is given by
Hcl =
∑
(ij)∈E
q∑
a=1
Si,a + 1
2
Sj,a + 1
2
, (1)
where i and j represent nodes V = {1, . . . , N}, and
(ij) ∈ E denotes the edge connecting the pair of nodes
i, j ∈ V . If node i is colored a, Si,a = 1; otherwise,
Si,a = −1. Thus, Eq. (1) counts the number of edges
that connect nodes with the same color. The quantum
version of Eq. (1) is the problem Hamiltonian, given by
Hp = J
∑
(ij)∈E
q∑
a=1
σzi,aσ
z
j,a, (2)
where σzi,a denotes the Pauli matrix of the component z,
and J has a unit of energy (J = 1 in the simulations
below). As each node can only have one color, the re-
quired constraint is 〈∑qa=1 σzi,a〉 = 2 − q. In standard
QA approaches, the penalty term to satisfy this con-
straint is often incorporated into the problem Hamilto-
nian [42–46]. In the CQA approach, however, we choose
the driver Hamiltonian so that the constraint is satisfied
consistently, instead of adding a penalty term. Here, we
FIG. 1. Schematic of the model. Thick arrows represent
effective local fields. The solid and dashed lines correspond
to the problem Hamiltonian (2) and the driver Hamiltonian
(3), respectively. If we focus on the solid line (spin chain)
of i = 1, the nodes neighboring the chain play the role of
effective fields.
give the driver Hamiltonian for this problem as
Hd = −J
N∑
i=1
q∑
a=1
(
σxi,aσ
x
i,a+1 + σ
y
i,aσ
y
i,a+1
)
, (3)
where periodic boundary conditions are imposed for in-
dex a. The total Hamiltonian is given as
H(s) = sHp + (1− s)Hd, (4)
where s is a time-dependent parameter. The QA pro-
cess starts at s = 0 and ends at s = 1. As the total
Hamiltonian is a type of XXZ model, the magnetization
〈∑qa=1 σzi,a〉 is conserved for each i.
The model is a kind of an ensemble of tight-binding
chains. In Fig. 1, which is a schematic of the model,
each dashed line corresponds to a tight-binding chain.
Because each chain only contains one up-spin, there is no
interaction between up-spins in a chain. As represented
in Fig. 1, each site of a chain (a dashed line) interacts with
the corresponding site of neighboring chains through the
problem Hamiltonian (solid lines). We can consider that
the tight-binding chain is affected by effective local fields
(represented by arrows) that arise from the spins in its
neighboring chains.
The benefits of the CQA approach are not only that
constraints are consistently satisfied without penalty
terms but also that the dimension of the Hilbert space
reduces considerably. The dimension reduction is essen-
tial for simulations based on real-time Schro¨dinger evolu-
tion. In a standard approach to real-time quantum simu-
lations, one needs 2qN dimensions for coloring a graph of
N nodes with q colors. However, with the CQA approach
described above, the number of required dimensions is re-
duced to only qN .
To perform the CQA based on real-time quantum sim-
ulations, we just deal with the subspace that satisfies the
constraint 〈∑qa=1 σzi,a〉 = 2− q. The initial state is taken
as the lowest-energy state of Hd in the subspace. Al-
though this initial state is not the global ground state,
the state can be prepared in the whole Hilbert space of
the system by adding additional Zeeman term with an ap-
propriate magnetic field [15]. In the following sections,
we refer to the lowest energy state in the subspace as
the ground state. We calculate time evolution by solv-
ing the time-dependent Schro¨dinger equation using the
3FIG. 2. Selected graphs of N = 6 and degree c = 2, 3, 4.
fourth Runge-Kutta method. The annealing schedule is
taken as s(t) = t/τ , where t is time and τ is the final
time, so that s(0) = 0 and s(τ) = 1. Time is measured
in units of h¯/J .
B. Graph selection
In this paper, we focus on coloring regular graphs of
N = 6, 8 nodes and degree c = 2, 3, 4 with four colors
(q = 4). Listing all combinations of edges for each com-
bination of N and c, we count regular graphs. At this
point, many isomorphic graphs are listed. For N = 6,
there are 70 graphs for c = 2, 3, and 15 ones for c = 4,
where isomorphic graphs are included in each case. Sim-
ilarly, for N = 8, the number of listed graphs is 3057
for c = 2 and 19355 for c = 3, 4. We compute the time
evolution of effective fields, which is defined in Sec. III,
at a specific node (i = a = 1) for each graph. Then, only
a few types of different time series are found.
For N = 6, there are two different types for each of
c = 2, 3, and only one type for c = 4. Selected graphs
are exhibited in Fig. 2. Types A and B of c = 2 are
disconnected and connected (cycle) graphs, respectively.
Types A and B of c = 3 are planar and bipartite (K3,3)
graphs, respectively. For N = 8, the numbers of selected
graphs are 4 for c = 2 and 11 for c = 3, 4. Selected graphs
for N = 8 are shown in the Appendix.
III. EFFECTIVE FIELDS
When s > 0, spins are affected by effective fields aris-
ing from the interaction between neighboring nodes in a
given graph. Note that the problem Hamiltonian (2) can
be rewritten as
Hp =
N∑
i=1
q∑
a=1
 N∑
j=1
Jijσ
z
j,a
σzi,a, (5)
where Jij = J/2 for (ij) ∈ E, otherwise 0. The average
of effective fields, which is time dependent, is defined as
〈hˆeffi,a(s)〉 ≡ 〈Ψ(s)|hˆeffi,a(s)|Ψ(s)〉, (6)
where |Ψ(s)〉 is the wavefunction at s and
hˆeffi,a(s) = s
N∑
j=1
Jijσ
z
j,a. (7)
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FIG. 3. Time evolution of the fluctuation of effective fields
∆eff divided by s∆1 for the graphs in Fig. 2. Here, ∆1 is
given by Eq. (10) with J = 1 and q = 4.
Similarly, the fluctuation of effective fields is defined as
∆eff(s) ≡
√
〈(hˆeffi,a(s))2〉 − 〈hˆeffi,a(s)〉2. (8)
Considering regular random graphs of degree c, the av-
erage of effective fields at s = 1 is estimated as
〈hˆeffi,a〉 =
cJ
2
(
1
q
− q − 1
q
)
= −cJ(q − 2)
2q
. (9)
Similarly, we have 〈(hˆeffi,a)2〉 = (cJ2/4)[1 + (c − 1)(q −
2)2/q2]. Thus, the estimated value of the fluctuation at
s = 1 is written as
∆1 =
J
2
√
c
[
1− (q − 2)2 /q2
]
. (10)
If the population at each site (a = 1, . . . , q) in each chain
(i = 1, . . . , N) is equal, the average of effective fields is
equal to Eq. (9) multiplied by s. In the same situation,
the fluctuation of effective fields is expected to increase
as ∆eff(s) = s∆1.
In numerical simulations, we take i = a = 1, where i =
1 corresponds to the top node of each graph in Fig. 2. The
annealing time is taken as τ = 200, which is long enough
to keep the annealing process almost adiabatic in the
simulations in this paper. In fact, the fidelity (ground-
state population) is kept larger than 0.95 for τ = 200.
We confirmed in numerical simulations that the aver-
age of effective fields is proportional to Eq. (9) as ex-
pected. However, the fluctuation of effective fields shows
nonlinear growth. In Fig. 3, the fluctuation of effec-
tive fields ∆eff divided by s∆1 changes with time. If
∆eff increases as expected, ∆eff/(s∆1) should be unity.
The nonlinear growth in ∆eff implies that the popula-
tion in each site is not equal. A large deviation from
∆eff/(s∆1) = 1 indicates localization.
Considering the analogy between the model and a dis-
ordered tight-binding chain, we can regard ∆eff(s) as dis-
order strength. Since ∆eff(s) is not proportional to s,
the dependence on s is not suitable for the discussion of
localization from the viewpoint of the analogy to a disor-
dered chain. In the next section, we analyze concurrence,
an entanglement measure, as a function of ∆eff/(1 − s).
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FIG. 4. The average Cch and standard deviation σch of the
intra-chain concurrence, which is defined by Eq. (12) with
i = 1 and q = 4, are plotted as functions of the relative
strength of disorder ∆eff/(1 − s). The number of nodes is
N = 8 and c is the degree of a graph.
Since ∆eff(s) and 1 − s represent disorder and hopping
strengths, respectively, ∆eff/(1 − s) corresponds to the
relative strength of disorder.
IV. CONCURRENCE
We here employ concurrence as a measure of pairwise
entanglement in a spin chain. The concurrence Ci,j in
spins i and j is defined from the eigenvalues of the ma-
trix ρij ρ˜ij , where ρij is the reduced density matrix, and
ρ˜ij = σ
y ⊗ σyρ∗ijσy ⊗ σy. Suppose that the eigenval-
ues are λ1 ≥ λ2 ≥ λ3 ≥ λ4, then the concurrence is
Ci,j = max(
√
λ1−
√
λ2−
√
λ3−
√
λ4, 0). From the conser-
vation of magnetization, the concurrence in the systems
considered here can be expressed in a simple form [25, 47]:
Ci,j = 2 max(|z| − √xy, 0), (11)
where z = 〈↑↓ |ρij | ↓↑〉, x = 〈↑↑ |ρij | ↑↑〉, and y = 〈↓↓
|ρij | ↓↓〉.
In our system, a spin has two indices, i.e., node i and
color a. Let C(i, a; j, b) denote the concurrence in spins
(i, a) and (j, b). We define the intra-chain concurrence of
the ith chain as
Cchi =
1
2
q∑
a=1
C(i, a; i, a+ 1), (12)
which is scaled so that Cchi = 1 at s = 0. Equa-
tion (12) describes the nearest-neighbor concurrence in
the ith chain.
Figure 4 illustrates the average and standard deviation
of the intra-chain concurrence for N = 8 as functions of
the relative strength of disorder. The average is taken
over the selected graphs (see Sec. II B): 4 graphs for c = 2
and 11 ones for c = 3, 4. The intra-chain concurrence
decreases monotonically. Since only one spin is up and
the others are down in each chain, the concurrence in
the ground state at s = 0 (and ∆eff = 0) is maximal
and C(i, a; i, a + 1) = 2/q, which leads to Cchi = 1.
When chains start interacting with each other, ∆eff(s)
increases, and the intra-chain concurrence decreases.
In contrast to the monotonic decay of the average of
intra-chain concurrence, the standard deviation increases
and has a plateau around ∆eff/(1 − s) ' 1 before satu-
ration. Besides, the dependence on c is weaker in the
standard deviation than in the average. Except for the
plateau region, the standard deviation curves for c = 3, 4
almost coincide with each other. The c-dependence of
the average and the plateau in the standard deviation
are notable features.
Next, we compare the results with those of disordered
chains. The Hamiltonian of a one-dimensional Anderson
model is written as
H(s) = −2(1− s)J
q∑
a=1
(
c†aca+1 + c
†
a+1ca
)
+ 2sJ
q∑
a=1
hac
†
aca,
(13)
where c†a and ca are the creation and annihilation oper-
ators of spinless fermions, respectively, and ha denotes
a local potential. Periodic boundary conditions are im-
posed. There is only one particle in the chain, which
corresponds to the one-up-spin condition. We define the
corresponding concurrence as
Cds =
1
2
q∑
a=1
Ca,a+1, (14)
which is scaled so that Cds = 1 at s = 0.
The conventional manner to give a local random po-
tential is to draw a random number from a uniform dis-
tribution [µ − w, µ + w]. Since the average of effective
fields is given by Eq. (9) with J = 1 and q = 4, we take
µ = −cs/4. Adjusting the standard deviation of random
potentials to the fluctuation of effective fields, we take
w =
√
3∆1s, where ∆1 is given by Eq. (10). Figure 5
demonstrates the average Cds and standard deviation σds
of the concurrence. The average is taken over 1000 sam-
ples for each point. In contrast to the intra-chain concur-
rence, neither the average nor standard deviation shows
the dependence on c. While Cds exhibits power-law de-
cay in the strong-disorder regime, σds does power-law
increase in the weak-disorder regime. The slight decay
in σds in the strong-disorder regime comes from the fact
that the average Cds is substantially small and is non-
negative.
Here, a question arises: Are the features of the intra-
chain concurrence, i.e., the c-dependence of the average
and the plateau in the standard deviation, based on some
quantum many-body effect? There is a possibility that
the difference in disorder causes the difference between
the results of Figs. 4 and 5. Here, we change the method
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FIG. 5. The average Cds and standard deviation σds of
the concurrence defined by Eq. (14) with q = 4. The local
potential of the disordered chain is composed of a random
number drawn from a uniform distribution. The curves are
plotted as functions of relative strength disorder ∆1s/(1− s),
where ∆1 is given by Eq. (10).
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FIG. 6. The average Cds and standard deviation σds of
the concurrence defined by Eq. (14) with q = 4. The local
potential of the disordered chain is given by Eq. (15). The
curves are plotted as functions of relative strength disorder
∆eff/(1− s).
to give a local random potential so that sha mimics an
effective field, Eq. (7). The local potential is now given
by a discrete random number,
ha =
1
2
c∑
i=1
mi, (15)
where mi = 1 with a probability 1/q, and mi = −1 with
a probability 1− 1/q. Figure 6 demonstrates the average
Cds and standard deviation σds of the concurrence. The
average is taken over 1000 chains, namely, 1000 sets of
ha (a = 1, . . . , q). The standard deviation of each set of
random potentials ha (multiplied by s) gives ∆eff .
We see the c-dependence of Cds in Fig 6, although it
is weaker than that of the intra-chain concurrence. This
result implies that the discrete randomness or discrete
nature of effective fields is a possible reason behind the
c-dependence of the average of concurrence. In contrast,
σds is independent of c and has no plateau region around
∆eff/(1−s) ' 1. In the model of the CQA of graph color-
ing, spins in neighboring chains can interact through the
problem Hamiltonian. In the disordered chain, however,
there is no particle-particle interaction. The plateau in
the standard deviation of the intra-chain concurrence can
be an indication of a quantum many-body effect.
V. DISCUSSION
We here discuss finite-size effects in the above simu-
lation. We take q = 4 in the simulations for both the
models of the CQA of graph coloring and a disordered
chain. From the viewpoint of localization in a tight-
binding chain under disordered fields, the comparison be-
tween numerical results of the CQA model and those of
the disordered model is valid, although the system size
for q = 4 is quite small. In the CQA model, the num-
ber of nodes N as well as q determines the system size.
When one regards the system as a tight-binding chain un-
der effective disordered fields, N is irrelevant to system
size. However, effective fields are related to N . Effective
disorder fields are expected to be more complicated for
larger N . Since effective fields are affected by quantum
many-body interaction, the behavior of the plateau in
σch, which is shown in Fig. 4(b), can change for large N .
The number of samples taken for the CQA of graph
coloring also depends on N . Some properties of the intra-
chain concurrence shown in Fig. 4 can change if the num-
ber of samples is large. For example, σch for c = 2 devi-
ates from the other two, where the numbers of samples
are only 4 for c = 2 and 11 for c = 3, 4. However, σds
is independent of c in Figs. 5 and 6, where the average
is taken over 1000 samples. Simulations for much larger
N should solve the problem of finite-size effects and the
shortage of the number of samples. Simulations for large
N require considerable computational resources because
the dimension of the Hilbert space for the CQA approach
is qN . Moreover, since there are many isomorphic regu-
lar graphs for each combination of N and c, one needs
an efficient method of sampling regular random graphs.
VI. CONCLUSIONS
We investigated localization phenomena in the CQA
of graph coloring from the viewpoint of analogy to a
tight-binding chain under effective fields. Effective fields
that arise from neighboring chains behave as disorder and
cause localization during a CQA process. The fluctuation
of effective fields, i.e., disorder strength, is not directly
proportional to the annealing parameter s. We analyzed
6FIG. 7. Selected graphs of N = 8 and degree c = 2, 3, 4.
the intra-chain concurrence as a function of relative disor-
der strength instead of s and found a remarkable feature:
The standard deviation of the intra-chain concurrence
exhibits a plateau around the point where the disorder
strength balances with that of hopping. This feature does
not appear in the concurrence for corresponding disor-
dered chains, which implies that many-body interaction
is a possible cause of the plateau. Even though the above
simulations are for small-size systems, those results based
on real-time quantum dynamics make some contribution
to understanding localization phenomena in QA. Inves-
tigation in much larger systems is highly desirable for
better understanding.
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Appendix A
We select graphs with the different time evolution of
effective fields, as explained in Sec. II B. Selected graphs
for N = 8 are shown in Fig. 7. Some types of graphs
have the same number of solutions, while they show the
different time evolution of effective fields. For each c,
the graphs labeled by the same alphabet has the same
number of solutions. The difference in time evolution of
effective fields comes from the choice of the specific node
at which an effective field is evaluated. For example,
types B1 and B2 of c = 2 are the same graph located
at different angles. The chosen node is the top node of
each graph, and belongs to the smaller and the larger
subgraphs in types B1 and B2, respectively.
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