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Abstract— This article presents a comparative didactic study between well-known estimating techniques,
aiming to contribute to the understanding of the application of these estimators on a benchmark nonlinear
process - the four tank process. Computer simulations show the performance of the steady-state Kalman filter,
the recursive Kalman filter and the extended Kalman filter on various settings. Additionally, a new approach to
Kalman filter design for nonlinear systems is presented by Takagi-Sugeno fuzzy models. The results presented
in this study may help on the understanding of these estimation techniques and also illustrate the advantages of
more complex filters.
Keywords— Kalman filter, LMIs, State estimation, Four tanks process, Takagi-Sugeno fuzzy systems
Resumo— Este trabalho apresenta um estudo comparativo entre filtros cla´ssicos da literatura com o objetivo
de contribuir didaticamente para o entendimento da aplicac¸a˜o destes filtros em um processo na˜o linear benchmark
em controle de processos, o processo de quatro tanques. Simulac¸o˜es computacionais mostram o desempenho do
filtro de Kalman em estado estaciona´rio, do filtro de Kalman recursivo e do filtro de Kalman estendido para
diversos cena´rios. Adicionalmente, e´ apresentada uma nova abordagem de projeto de filtros de Kalman para
sistemas na˜o lineares por meio de modelos fuzzy Takagi-Sugeno. Propo˜e-se que os resultados apresentados
possam ajudar no entendimento da aplicac¸a˜o desses filtros e ilustrar as vantagens de filtros mais sofisticados.
Palavras-chave— Filtro de Kalman, Desigualdades matriciais lineares, Estimador de estados, Processo de
quatro tanques, Sistemas fuzzy Takagi-Sugeno
1 Introduc¸a˜o
A obtenc¸a˜o de informac¸o˜es acerca da dinaˆmica e
das varia´veis de um sistema e´ fundamental para
o projeto de sistemas de controle. A qualidade
dos sensores e do modelo matema´tico de um pro-
cesso relaciona-se com a qualidade de controle do
sistema. Com o intuito de atenuar a influeˆncia de
ru´ıdos de medic¸a˜o e de erros de modelagem no de-
sempenho do controle, ferramentas de estimac¸a˜o e
filtragem sa˜o utilizadas. Denota-se por estimac¸a˜o
de estados o procedimento de ca´lculo das varia´veis
de um sistema a partir do modelo matema´tico e
das leituras das sa´ıdas do sistema.
O processo de quatro tanques (Johansson,
2000) tem sido utilizado como benchmark para
ensino e pesquisa em sistemas de controle
(Johansson et al., 1999; Dormido e Esquembre,
2003). A Figura 1 mostra o diagrama esquema´-
tico do processo.
Filtros de Kalman podem ser utilizados para
contornar ru´ıdos de medic¸a˜o e poss´ıveis impreci-
so˜es na modelagem em sistemas de controle de
processos lineares e na˜o lineares. No estudo Wal-
leba¨ck (2008), o filtro de Kalman e´ utilizado para
a estimac¸a˜o do n´ıvel de combust´ıvel do tanque de
um caminha˜o. No artigo Seung et al. (2017), o
filtro de Kalman unscented e´ utilizado na estima-
c¸a˜o de estados e na identificac¸a˜o de paraˆmetros
desconhecidos de um sistema de dois tanques aco-
plados. Em Azam (2017), o filtro de Kalman e´
utilizado para a estimac¸a˜o de estados do processo
de quatro tanques, tomando como base o modelo
discretizado do processo.
Figura 1: Representac¸a˜o esquema´tica do processo
de 4 tanques.
O filtro de Kalman fornece estimac¸a˜o com
variaˆncia mı´nima para sistemas lineares com di-
naˆmica e matrizes de covariaˆncia de ru´ıdos co-
nhecidas (Kalman, 1960). Uma extensa˜o para
sistemas na˜o lineares e´ dada pelo filtro de Kal-
man estendido (do ingleˆs, extended Kalman fil-
ter). Contudo, em geral, a otimalidade do fil-
tro na˜o e´ conservada, podendo o filtro divergir
devido a linearizac¸a˜o em torno do estado esti-
mado (Anderson e Moore, 1979). Outros filtros
foram propostos para contornar essas desvanta-
gens, como o filtro de Kalman unscented (Julier
e Uhlmann, 2004), que requer um maior esforc¸o
computacional na sua implementac¸a˜o. E´ poss´ıvel
projetar filtros e observadores para sistemas na˜o
lineares por meio do uso de modelos fuzzy Takagi-
Sugeno (T-S) (Tanaka e Wang, 2001). Uma vanta-
gem do modelo T-S encontra-se na possibilidade
de representac¸a˜o de sistemas na˜o lineares como
uma combinac¸a˜o nebulosa de sistemas lineares em
um certo domı´nio, o que permite o emprego de
te´cnicas lineares de projeto. Assim sendo, neste
trabalho e´ proposta uma te´cnica de projeto de fil-
tros de Kalman fuzzy de variaˆncia mı´nima como
um problema de minimizac¸a˜o de norma H2. A
norma H2 pode ser vista como a variaˆncia do erro
de estimac¸a˜o quando a dinaˆmica e´ sujeita a um
ru´ıdo branco de covariaˆncia unita´ria. Filtros de
Kalman fuzzy teˆm sido objeto de estudos recentes
(Gauterin et al., 2016; Pletschen e Diepold, 2017).
Em Pletschen e Diepold (2017), uma ana´lise local
e´ realizada, mas as varia´veis premissas sa˜o con-
sideradas dispon´ıveis para leitura. Em Gauterin
et al. (2016), observadores T-S sa˜o comparados
com filtros de Kalman. O caso de projeto de ob-
servadores T-S quando as varia´veis premissas na˜o
esta˜o dispon´ıveis tem sido alvo de investigac¸a˜o na
literatura, como por exemplo em Maalej et al.
(2017) por meio da estabilidade entrada-estado
(ISS). A te´cnica proposta propo˜e um novo mo-
delo para tratar a incerteza ocasionada pela na˜o
leitura das varia´veis premissas e apresenta condi-
c¸o˜es LMIs mais relaxadas do que as existentes na
literatura.
A contribuic¸a˜o deste estudo e´ mostrar, com
fins dida´ticos, a aplicac¸a˜o do filtro de Kalman em
estado estaciona´rio (tempo cont´ınuo), do filtro de
Kalman recursivo (tempo discreto) e do filtro de
Kalman estendido (tempo discreto) na estimac¸a˜o
de estados do processo de quatro tanques e em
comparac¸a˜o com uma nova te´cnica proposta ba-
seada em modelos fuzzy T-S em tempo cont´ınuo.
2 Descric¸a˜o do sistema e dos filtros
2.1 Sistema de quatro tanques
O processo consiste em quatro tanques de a´gua in-
terconectados, duas bombas de l´ıquido e diversas
va´lvulas de controle de fluxo, conforme mostrado
na Figura 1.
A partir das equac¸o˜es de balanc¸o volume´trico
dos tanques, pode-se derivar o modelo matema´tico
































em que o1, o2, o3 e o4 sa˜o as aberturas das va´lvulas
de sa´ıda dos tanques; a1, a2, a3 e a4 sa˜o as a´reas
da sec¸a˜o transversal dos tanques; κ1 e κ2 sa˜o os
ganhos das bombas 1 e 2; v1 e v2 sa˜o as tenso˜es
aplicadas nas bombas 1 e 2; g e´ a acelerac¸a˜o da
gravidade; γ1 e γ2 sa˜o as aberturas percentuais das
va´lvulas intermedia´rias 1 e 2; e, por fim, h1, h2,
h3 e h4 sa˜o os n´ıveis dos tanques. Os valores das
constantes utilizados neste estudo sa˜o mostrados
na Tabela 1.
Tabela 1: Constantes utilizadas.
a (1,2,3,4) 48.51 cm2
o (1,2,3,4) 1 cm2
κ (1,2) 1 cm3/V.s
g 9.81 m/s2
A partir da linearizac¸a˜o do sistema (1) em
torno de um determinado ponto de operac¸a˜o,
e´ poss´ıvel representar o modelo do processo na




As matrizes A, B e C da representac¸a˜o do




























































 , C = I4. (4)
Na notac¸a˜o utilizada, o vetor de estados do
sistema e´ dado por x = [∆h1 ∆h2 ∆h3 ∆h4]
T ,
sendo ∆h = h − h as varia´veis de desvio dos
n´ıveis dos tanques. Os termos h1, h2, h3 e h4
sa˜o os n´ıveis em regime permanente dos tanques,
utilizados como ponto de linearizac¸a˜o. O vetor
u = [∆v1 ∆v2]
T e´ o vetor de entradas do sistema,
sendo ∆v = v − v o vetor de varia´veis de desvio
das tenso˜es v1 e v2 aplicadas nas bombas, relativas
a`s tenso˜es de regime permanente v1 e v2. O vetor
y corresponde aos valores lidos pelos sensores de
n´ıvel.
2.2 Modelagem por meio de sistemas fuzzy
Takagi-Sugeno
Para que seja poss´ıvel empregar te´cnicas lineares
no projeto do filtro de Kalman, o modelo na˜o
linear (1) pode ser descrito por modelos fuzzy
Takagi-Sugeno (T–S). O modelo e´ obtido a par-
tir da te´cnica de linearidade setorial (do ingleˆs,
1A notac¸a˜o In e 0n indicam a matriz identidade e a
matriz de zeros de dimenso˜es Rn×n.
sector nonlinearity) (Tanaka e Wang, 2001) para
representar de maneira exata a dinaˆmica do pro-
cesso em uma certa regia˜o no espac¸o de estados.
Na aplicac¸a˜o, dividiu-se a altura dos tanques em
intervalos e calculou-se um modelo fuzzy va´lido
para cada intervalo.
Considerando o modelo na˜o linear (1) sujeito
a ru´ıdo gaussiano de processo w e ru´ıdo gaussiano
de medic¸a˜o v, de me´dias nulas e covariaˆncias Q e
R, respectivamente, o seguinte modelo fuzzy T–S e´
obtido considerando os estados pertencentes a um
domı´nio Ω = {x ∈ Rn : xi ∈ [himin , himax ], i =
1, . . . , 4} ⊂ Rn:{
x˙ = A(µ)x +Bu+B1wˆ
y = Cx+D1wˆ
(5)
em que x =
[
h1 h2 h3 h4
]T ∈ R4 e´ o vetor de
estados, u ∈ R2 e´ o vetor de entrada de controle,
y ∈ Rp e´ o vetor de sa´ıdas medidas (p = 4 ou




, com w˜ = Q−1/2w e v˜ =
R−1/2v, e´ o vetor contendo os ru´ıdos de processo


















em que B dado em (4), µ(z) = (µ1, . . . , µN ) e´ a
func¸a˜o de pertineˆncia pertencente ao simplex uni-
ta´rio, ou seja, µi ≥ 0,
∑N
i=1 = 1, e z ∈ R4 o vetor
de varia´veis premissas.
As varia´veis premissas zi =
√
xi/xi, i =
1, . . . , 4, modelam as na˜o linearidades em (1) e
os ve´rtices Ai sa˜o obtidos a partir da substituic¸a˜o

































Foi considerado o intervalo de n´ıvel himin =
0.05 m e himax = 0.23 m, i = 1, . . . , 4, que o ru´ıdo
de processo, causado pela variac¸a˜o dos atuadores,
afeta todos os n´ıveis, ou seja, Bw = I4, e que o
ru´ıdo de medic¸a˜o afeta todas as leituras de n´ıvel,
que podem ser:
1. todos os n´ıveis: Dw = I4, C = I4;




2.3 Descric¸a˜o dos filtros de Kalman
A utilizac¸a˜o de filtros de Kalman na estimac¸a˜o de
varia´veis de um sistema pressupo˜e a existeˆncia de
ru´ıdos de processo (isto e´, perturbac¸o˜es na dinaˆ-
mica do sistema na˜o consideradas em seu modelo
matema´tico) e de ru´ıdos de medic¸a˜o nos sensores,
de caracter´ısticas gaussianas, conforme mostrado
no sistema a seguir:{
x˙ = Ax+Bu+w
y = Cx+ v
(6)
em que w e´ o ru´ıdo gaussiano de processo, cuja
matriz de covariaˆncia e´ Q, e v e´ o ru´ıdo gaussiano
de medic¸a˜o, cuja matriz de covariaˆncia e´ R.
Pode-se provar que, para processos pertur-
bados por ru´ıdos de processo e de medic¸a˜o gaus-
sianos, a estimac¸a˜o do filtro de Kalman possui o
menor erro quadra´tico me´dio entre os estimadores
lineares (Kalman, 1960).
Em linhas gerais, o filtro de Kalman estima
os estados de um processo por meio da pondera-
c¸a˜o entre os valores de sa´ıda do sistema (i.e. os
sinais lidos pelos sensores, perturbados pelo ru´ıdo
de medic¸a˜o) e os valores de sa´ıda do modelo ma-
tema´tico do processo. Tal ponderac¸a˜o e´ realizada
por uma matriz de ganhos K, denominada ganho
de Kalman. O ganho de Kalman pode ser calcu-
lado de forma recursiva ou esta´tica, ou seja, um
valor constante em estado estaciona´rio.
A linearizac¸a˜o do processo em torno de um
ponto de operac¸a˜o resulta na diminuic¸a˜o do de-
sempenho da estimac¸a˜o dos filtros para cena´rios
afastados do ponto de linearizac¸a˜o. Para contor-
nar este problema, pode-se utilizar o filtro de Kal-
man estendido, um me´todo de estimac¸a˜o recursivo
que lineariza as equac¸o˜es do processo a cada ite-
rac¸a˜o (Anderson e Moore, 1979). Espera-se tam-
be´m que a nova abordagem baseada no modelo
fuzzy Takagi-Sugeno permita estender a aplicac¸a˜o
de filtros de Kalman na estimac¸a˜o de estados de
sistemas na˜o lineares.
2.3.1 Filtro de Kalman - estaciona´rio
Para o filtro de Kalman estaciona´rio (ou de regime
permanente), o ganho de Kalman pode ser calcu-
lado algebricamente pela equac¸a˜o K = PCTR−1,
em que P e´ uma matriz definida positiva que e´
soluc¸a˜o da equac¸a˜o alge´brica de Riccati (Lewis
et al., 2008):
AP + PAT +Q− PCTR−1CP = 0 (7)
O ganho de Kalman calculado e´ aplicado em
um estimador de estados, mostrado na Figura 2,
em que xˆ, u, y e yˆ correspondem, respectiva-
mente, ao vetor de estados estimados, ao vetor de
entradas do sistema, a` sa´ıda do sistema e a` sa´ıda
estimada do sistema.
Nas simulac¸o˜es computacionais deste estudo,
o ganho de Kalman estaciona´rio foi obtido uti-
lizando a func¸a˜o Kalman(), pro´pria do MA-
TLAB R©.
Figura 2: Estimador de estados.
2.3.2 Filtro de Kalman - recursivo
O filtro de Kalman recursivo descrito neste es-
tudo baseia-se no modelo linearizado discretizado
do processo de quatro tanques, cuja representac¸a˜o
em espac¸o de estados e´ mostrada a seguir:{
xk+1 = Adxk +Bduk +wd,k
yk+1 = Cdxk+1 + vd,k
(8)
em que Ad, Bd e Cd sa˜o as matrizes da representa-
c¸a˜o discretizada em espac¸o de estados do sistema
(A˚stro¨m e Wittenmark, 1997).
Os vetores wd,k e vd,k sa˜o, respectivamente,
os ru´ıdos de processo e de medic¸a˜o no instante k.
Os equivalentes discretos Qd e Rd das matrizes
de covariaˆncias dos ru´ıdos sa˜o determinados da










sendo Ts = 0.1 s o tempo de amostragem utilizado
neste estudo.
Um me´todo de se calcular numericamente
a integral presente em (9) e´ mostrado em Loan
(1978).
Os procedimentos do filtro de Kalman recur-
sivo sa˜o divididos nas etapas de predic¸a˜o e corre-
c¸a˜o.
• Predic¸a˜o:
O algoritmo recursivo do filtro de Kalman




k = Adxˆk−1 +Bduk




em que xpredk e´ a predic¸a˜o dos estados para o
instante k, xˆk−1 e´ o vetor de estimac¸o˜es dos
estados no instante k − 1, uk e´ o vetor de
entradas do sistema no instante k, Pk−1 e´ a
matriz de covariaˆncias dos erros de estimac¸a˜o
para o instante k− 1 e P predk e´ a predic¸a˜o da
matriz de covariaˆncia dos erros de estimac¸a˜o
para o instante k. Neste estudo, para a pri-
meira iterac¸a˜o (k = 1), xˆk−1 corresponde ao
vetor de estados iniciais do sistema e Pk−1 e´
a matriz identidade.
• Correc¸a˜o:
A segunda etapa do algoritmo, dita de atua-
lizac¸a˜o ou de correc¸a˜o, consiste no ca´lculo do
ganho de Kalman, Kk, seguida pela aplica-
c¸a˜o desta matriz na atualizac¸a˜o dos estados













k +Kk(yk − Cdxpredk )
Pk = (I −KkCd)P predk
(11)
em que yk e´ a sa´ıda do sistema no instante
k, Pk e´ a matriz de covariaˆncias do erro de
estimac¸a˜o corrigida e I e´ a matriz identidade.
Vale ressaltar que, para os filtros de Kalman
estaciona´rio e recursivo, que se baseiam na dinaˆ-
mica linearizada do sistema, os estados xˆ e as en-
tradas u sa˜o varia´veis de desvio relativas ao ponto
de linearizac¸a˜o utilizado.
2.3.3 Filtro de Kalman estendido
As etapas de predic¸a˜o e correc¸a˜o do filtro de Kal-





P predk = JPk−1J
T +Qd
(12)
em J e´ a matriz Jacobiana do sistema em







O vetor xpredk corresponde a` predic¸a˜o de esta-
dos feita pelo filtro; xˆk−1 e´ o vetor de estima-
c¸o˜es dos estados realizadas no instante ante-
rior k − 1 e uk e´ o vetor entrada do sistema.
Neste estudo, na primeira iterac¸a˜o (k = 1),
xˆk−1 e´ o vetor de estados iniciais do sistema
e Pk−1 e´ a matriz identidade.
Para a implementac¸a˜o da func¸a˜o f(x,u), que
fornece uma representac¸a˜o discretizada da di-
naˆmica na˜o linear do processo de quatro tan-
ques, aplicou-se o me´todo de aproximac¸a˜o de














































k +Kk(yk −Hxpredk )
Pk = (I −KkH)P predk
(14)
em queH corresponde a` matriz Cd do sistema
(8).
2.3.4 Filtro de Kalman fuzzy T–S
O projeto de um filtro de variaˆncia mı´nima pode
ser reescrito como um problema de minimizac¸a˜o
da norma H2 do sistema, tendo como entrada um
ru´ıdo branco de covariaˆncia unita´ria e como sa´ıda
o erro de estimac¸a˜o.
Considere o seguinte filtro de Kalman fuzzy,
inspirado no observador Kalman-Bucy,
˙ˆx = A(µˆ)xˆ+Bu+K(µˆ)(y − Cxˆ) (15)
em que xˆ e´ o estado estimado, µˆ = µ(zˆ) e´ a func¸a˜o
de pertineˆncia com varia´veis premissas estimadas
zˆi =
√
xˆi/xˆi, i = 1, . . . , 4. Observe que, para a
implementac¸a˜o do filtro (15), a defuzzificac¸a˜o deve
ser feita a partir dos estados estimados xˆ.
A dinaˆmica do erro de estimac¸a˜o xe = x− xˆ
e´ dada por
x˙e = (A(µˆ)−K(µˆ)C)xe + (A(µ) −A(µˆ))x
+(B1 −K(µˆ)D1)wˆ.
(16)
E´ importante notar que, para a dinaˆmica
do erro convergir para zero, e´ necessa´rio proje-
tar K(µˆ) tal que (A(µˆ) − K(µˆ)C) seja esta´vel e
considerar no projeto o termo g(x, xe) = (A(µ) −
A(µˆ))x, pois, no caso geral, a varia´vel de estado x
na˜o converge para zero.
Para a modelagem fuzzy por meio da na˜o li-
nearidade setorial, e´ necessa´rio assumir que a fun-
c¸a˜o de pertineˆncia µ(z) e´ uma func¸a˜o Lipschitz,
isto e´, que existem escalares Li ∈ R, i = 1, . . . , N ,
positivos tais que ||µi(z) − µi(zˆ)|| ≤ Li||x − (x −
xe)|| = Li||xe||, pois z depende de x e zˆ de xˆ. Por-
tanto, g(x, xe) possui limite de crescimento linear,
ou seja,






















2σ(M) e´ o valor singular ma´ximo da matriz M .
Foi adotado um erro ma´ximo de estimac¸a˜o de
0.04m, ou seja, Ωe = {xe ∈ R4 : xei ∈
[−0.04, 0.04], i = 1, . . . , 4}.
A dinaˆmica do erro de estimac¸a˜o pode ser
reescrita como:
x˙e = (A(µˆ)−K(µˆ)C)xe + (B1 −K(µˆ)D1)wˆ
+g(x, xe), ||g(x, xe)|| ≤ α ||xe||
(17)
A condic¸a˜o de projeto de K(µˆ) que minimiza
a variaˆncia do erro de estimac¸a˜o xe para uma en-
trada de ru´ıdo wˆ em (17) e´ escrita como um pro-
blema de minimizac¸a˜o da norma H2 pelo seguinte
teorema.
Teorema 1 Se existirem matrizes P = PT > 0,
X, G, Z(µˆ) e escalares ǫ ≥ 0, τ ≥ 0 e ξ > 0,
tais que o seguinte problema de otimizac¸a˜o seja
satisfeito: min Tr(X) sujeito a`3[
ǫHe{HB1 − F (µˆ)D1} −X ∗





Φ ⋆ ⋆ ⋆
P − ξΨ−GT −ξ(G−GT ) ⋆ ⋆
I 0 −I ⋆














dinaˆmica do erro de estimac¸a˜o (17) e´ assintoti-
camente esta´vel para x ∈ Ω, o custo garantido da
norma H2 e´ dado por Tr(X) e o ganho de Kalman
e´ dado por K(µˆ) = G−1Z(µˆ).
Prova: A prova do teorema e´ omitida por ques-
to˜es de espac¸o, podendo, no entanto, ser demos-
trada pela aplicac¸a˜o do Lema de Finsler na con-
dic¸a˜o de custo garantido da norma H2 do sis-
tema, tendo como entrada o ru´ıdo wˆ e como sa´ıda
o erro de estimac¸a˜o xe em (16), considerando a
func¸a˜o de Lyapunov V (x) = xTe Pxe (de Oliveira
et al., 2004). A restric¸a˜o ||g(x, xe)|| ≤ α ||xe||
foi incorporada por meio do S-procedure (Boyd
et al., 1994). ✷
Uma representac¸a˜o alternativa para o termo
g(x, xe) pode ser obtida por meio da seguinte re-
presentac¸a˜o polito´pica:









Aplicando a regra de L’Hoˆspital te´m-se
lim
xe→0
Γ(µ, µˆ) < ∞ o que permite a obtenc¸a˜o
dos coeficientes matriciais Γi por meio da te´cnica
3O s´ımbolo ∗ denota o termo sime´trico e He{M} =
M +MT .
de na˜o linearidade setorial4. Desse modo, a
dinaˆmica do erro de estimac¸a˜o pode ser reescrita
como:
x˙e = (A(µˆ)−K(µˆ)C + Γ(µ, µˆ))xe
+(B1 −K(µˆ)D1)wˆ
(20)
O projeto do ganho de Kalman e´ dado pelo
teorema abaixo.
Teorema 2 Se existirem matrizes P = PT > 0,
X, G, Z(µˆ) e escalares ǫ ≥ 0 e ξ > 0, tais
que o seguinte problema de otimizac¸a˜o seja satis-
feito: min Tr(X) sujeito a` (18) e (19), eliminado-
se a u´ltima linha e a u´ltima coluna de (19), com










dinaˆmica do erro de estimac¸a˜o (20) e´ assintoti-
camente esta´vel para x ∈ Ω, o custo garantido da
norma H2 e´ dado por Tr(X) e o ganho de Kalman
e´ dado por K(µˆ) = G−1Z(µˆ).
Prova: A prova do teorema segue os mesmos pas-
sos do Teorema 1. ✷
3 Me´todos
No ambiente computacional Simulink R©, simulou-
se o processo de quatro tanques descrito nos sis-
temas (1) e (6) e, tambe´m, as quatro variac¸o˜es do
filtro de Kalman descritas na sec¸a˜o anterior.
Para cada tipo de filtro, treˆs tipos de tes-
tes foram realizados. Em cada teste, simulou-se a
aplicac¸a˜o de um degrau de tensa˜o nas bombas. Os
ensaios diferem entre si quanto aos valores iniciais
e finais dos degraus de entrada e a`s aberturas γ1
e γ2 das va´lvulas intermedia´rias.
Os paraˆmetros dos testes sa˜o descritos em de-
talhes na Tabela 2. Para os valores de entrada v1
e v2, adotou-se a seguinte notac¸a˜o: tensa˜o inicial ;
tensa˜o final ; tempo do degrau.
Tabela 2: Paraˆmetros dos testes.





































No teste 1, o sistema opera em fase mı´nima
(1 < γ1 + γ2 < 2). Nos demais testes, o sistema
opera em fase na˜o mı´nima (0 < γ1 + γ2 < 1). A
comparac¸a˜o entre os testes 1 e 2 permite analisar
os efeitos da fase do sistema no desempenho dos
4Verificou-se numericamente que || lim
xe→0
Γ(µ, µˆ)|| ∈
[0.04, 0.35] para x ∈ Ω.
filtros ao passo que os testes 2 e 3 diferem entre
si na amplitude dos degraus de subida na entrada
das bombas.
Para os filtros de Kalman estaciona´rio e re-
cursivo, os pontos de linearizac¸a˜o escolhidos cor-
respondem aos n´ıveis iniciais dos tanques e a`s ten-
so˜es iniciais das bombas.
As matrizes de covariaˆncias Q e R utilizadas
pelos filtros sa˜o iguais aos valores das covariaˆncias
reais dos ru´ıdos de processo e de medic¸a˜o:
Q = 5 ∗ 10−5


0.9355 0 0 0
0 0.9355 0 0
0 0 0.9355 0






0.615 0 0 0
0 0.615 0 0
0 0 0.615 0
0 0 0 0.615


Os testes 3 e 4 diferem entre si em relac¸a˜o ao
nu´mero de sensores utilizados para o ca´lculo dos
filtros de Kalman. No teste 3, as leituras de todos
os sensores de n´ıvel foram utilizadas. No teste
4, por sua vez, apenas as leituras dos n´ıveis dos
tanques inferiores foram assumidas dispon´ıveis. A
sa´ıda dos filtros de Kalman consiste na estimac¸a˜o
dos n´ıveis dos quatro tanques.
4 Resultados
As Figuras 3, 4, 5 e 6 mostram os resultados do
teste 3 para os quatro filtros em ana´lise. Os resul-
tados dos demais testes foram omitidos por ques-
to˜es de espac¸o.















































Figura 3: Filtro de Kalman Estaciona´rio - Teste
3.
O desempenho dos filtros foi determinado
pela comparac¸a˜o entre os n´ıveis reais (xreal) - na˜o
afetados pelos ru´ıdos dos sensores, apenas pelo
ru´ıdo de processo - e os valores estimados pelos
filtros (xˆ). Como indicador de desempenho, foi
calculada a integral do mo´dulo do erro (IME):






















































Figura 4: Filtro de Kalman Recursivo - Teste 3.
















































Figura 5: Filtro de Kalman Estendido - Teste 3.















































Figura 6: Filtro de Kalman Fuzzy - Teste 3.
em que ǫest e´ o erro de estimac¸a˜o, ǫL e´ o erro de
leitura dos sensores, dado pela diferenc¸a entre os
n´ıveis reais dos tanques (xreal) e os n´ıveis lidos
pelos sensores (xlido). Ja´ IMEfiltro e IMEleitura
sa˜o os indicadores de desempenho IME relativos
a` estimac¸a˜o de estados e a` leitura dos sensores,
respectivamente.
A Tabela 3 mostra o resultado das compa-
rac¸o˜es do desempenho dos filtros. A sigla SF
(sem filtro) corresponde aos indicadores de erro
IMEleitura. Os valores referentes aos filtros de
Kalman estaciona´rio (KFEst), recursivo (KFRec),
estendido (EKF ) e fuzzy (KF Fuzzy) esta˜o mos-
trados em n´ıveis percentuais, relativos ao indica-
dor SF de cada teste:




em que KFtipo corresponde ao valor do indicador
relativo e IMEKFtipo refere-se ao indicador IME
do respectivo filtro de Kalman em ana´lise.
Tabela 3: Erros de estimac¸a˜o - IME.
Teste Filtro Tanque 1 Tanque 2 Tanque 3 Tanque 4
1
SF - 1 24,850 25,156 24,892 24,880
KFRec - 1 -89,20% -70,88% -80,19% -78,80%
KFEst - 1 -92,88% -70,37% -80,42% -78,67%
EKF - 1 -87,09% -69,60% -71,76% -72,45%
KF Fuzzy - 1 -81,18% -61,14% -65,03% -63,18%
2
SF - 2 24,850 25,156 24,892 24,880
KFRec - 2 -91,29% -72,75% -75,03% -73,85%
KFEst - 2 -95,96% -72,39% -74,93% -73,66%
EKF - 2 -90,21% -72,02% -72,68% -72,58%
KF Fuzzy - 2 -92,68% -68,62% -74,03% -72,70%
3
SF - 3 24,850 25,156 24,892 24,880
KFRec - 3 -77,46% -62,71% -41,01% +46,51%
KFEst - 3 -78,68% -61,61% -39,34% +51,10%
EKF - 3 -89,92% -72,02% -72,69% -72,66%
KF Fuzzy - 3 -92,40% -68,45% -74,03% -72,76%
4
SF - 4 24,850 25,156 24,892 24,880
KFRec - 4 -53,56% -1,89% +68,93% +301,88%
KFEst - 4 -54,06% +1,63% +67,03% +300,46%
EKF - 4 -32,64% -33,40% -32,25% -32,30%
KF Fuzzy - 4 -92,87% -69,26% -62,47% -59,03%
Conforme apresentado na Tabela 3, nos cena´-
rios em que os n´ıveis dos tanques estiveram pro´-
ximos ao ponto de linearizac¸a˜o escolhido (testes
1 e 2), o desempenho dos filtros recursivo e esta-
ciona´rio foi ligeiramente superior ao desempenho
de estimac¸a˜o do filtro de Kalman estendido (que,
ao contra´rio dos dois primeiros filtros, na˜o garante
estimac¸a˜o o´tima (Anderson e Moore, 1979)) e do
filtro de Kalman fuzzy. Contudo, para n´ıveis mais
distantes do ponto de linearizac¸a˜o (teste 3), as es-
timac¸o˜es dos filtros de Kalman estaciona´rio e re-
cursivo apresentaram um erro de regime perma-
nente. Em tais cena´rios, o desempenho dos filtros
de Kalman estendido e fuzzy foi superior. Por fim,
para o caso em que as medic¸o˜es de apenas dois
sensores estiveram dispon´ıveis (teste 4), o filtro
de Kalman fuzzy obteve o melhor desempenho.
Ademais, na˜o houve diferenc¸as significativas
na estimac¸a˜o dos n´ıveis para o filtro de Kalman
estaciona´rio, recursivo e estendido ao se variar a
fase do sistema (testes 1 e 2). Por outro lado, o
desempenho do filtro de Kalman fuzzy foi melhor
no teste de fase mı´nima (teste 2) do que no teste
de fase na˜o mı´nima (teste 1).
5 Concluso˜es
Neste estudo, foram utilizados, com fins dida´ticos,
quatro filtros de Kalman - filtro de Kalman em es-
tado estaciona´rio, filtro de Kalman recursivo, fil-
tro de Kalman estendido e filtro de Kalman fuzzy
- na estimac¸a˜o dos estados do processo de quatro
tanques. O processo e os filtros de Kalman foram
simulados em ambiente computacional. Assumiu-
se a existeˆncia de ru´ıdos gaussianos nos sinais de
leitura dos sensores de n´ıvel.
Os erros de estimac¸a˜o dos n´ıveis dos tanques
foram calculados para cada filtro. Nos testes em
que o sistema operou pro´ximo ao ponto de line-
arizac¸a˜o, os filtros de Kalman em estado estacio-
na´rio e recursivo apresentaram o melhor desempe-
nho para o sistema de fase mı´nima. Para pontos
de operac¸a˜o afastados do ponto de linearizac¸a˜o,
o filtro de Kalman estendido e fuzzy obtiveram
o melhor desempenho. Ademais, o filtro de Kal-
man fuzzy, na situac¸a˜o em que apenas duas entre
as quatro varia´veis premissas estavam dispon´ıveis
para utilizac¸a˜o, apresentou o melhor desempenho
entre os filtros, confirmando a proposta do uso
deste filtro no tratamento de incertezas ocasiona-
das pela na˜o leitura de todas as varia´veis premis-
sas.
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