We propose to use acoustic features of both clicks and whistles to classify odontocete sounds to species. The species studied are bottlenose dolphin (Tursiops truncatus), spinner dolphin (Stenella longirostris), melon-headed whale (Peponocephala electra), and short-and long-beaked common dolphin (Delphinus delphis and D. capensis). An energy-based detector is used for echolocation click detection, and Roch's Silbido algorithm is used for whistle detection. Detected whistles are characterized by maximum and minimum frequencies, duration, slope, spectral maxima, spectral gaps, number and frequency of inflection points, number of "loop" repetitions and other acoustic characteristics. Detected clicks are characterized by cepstral characteristics, as well as by a set of noise-resistant statistics. Clicks that occur within a certain time neighborhood of a whistle have the corresponding feature vectors merged to produce the input to the classification system. Random forest and Gaussian mixture model classifiers are tested on the resulting features and performance is characterized. [Funding from ONR.] 
INTRODUCTION
The Navy is obliged to prevent and/or mitigate harm to marine mammals during routine activities, including training exercises and test and evaluation missions. Such prevention and mitigation efforts require detecting marine mammals and, in many cases, identifying them to species or species group. This has been done using visual surveys, but in recent years acoustic methods have come to the fore. For large data streams including towed array signals and long-term autonomous recorder datasets, automated processing is preferred because of its repeatability, lack of observer fatigue, and low cost.
Quite a few algorithms have been developed for automated detection and classification, many of them presented at the biennial Workshop on Detection, Classification, and Localization of Marine Mammals using Passive Acoustics (the "DCL Workshop"). Based on signal type, these algorithms may be categorized into two broad groups: whistle detection/classification methods and click detection/classification methods.
Whistle Detection and Classification
For whistle contour detection, Gillespie (2004) developed an edge detection system which uses techniques derived from image processing to find the edges of a frequency contour in a spectrogram image. Once the contour has been extracted from the spectrogram, classification techniques are applied to determine whether the frequency contour sound is of the desired type. Buck and Tyack (1993) describe a contour extraction algorithm that extracts the highest point in the spectrogram in each time frame, then checks whether the detected peak is the first or second harmonic. Mallawaarachchi et al. (2008) developed a contour-tracking system using a Kalman filter that tracks the frequency, frequency change, and frequency acceleration of a whistle in a spectrogram. Madhusudhana et al. (2008) describe a two-stage algorithm using forward and backward contour tracking to find the best set of contours to fit sets of spectral peaks, and Mellinger et al. (2011) and Roch et al. (2011b) describe tracking systems that fit polynomials to spectral peaks to handle crossing contours and brief gaps in contours. Roch et al. (2011b) also discuss a particle-filter method for contour tracking, estimating the contour from the noisy spectral peaks.
After the frequency contour is tracked, its characteristics (features) can be estimated and used for detection and classification. This has been done using both automatically and manually extracted whistles. Datta and Sturtivant (2002) used automatic techniques on a small dataset, and found distinctions between three groups of whistles, but because data were lacking on true species identity, were unable to classify to species. Oswald et al. (2007) developed the ROCCA system for whistle classification, using automated feature extraction and classification with classification and regression trees and discriminant function analysis to classify whistles.
Echolocation Click Detection and Classification
Echolocation click detection has also been extensively studied. One family of methods that has gained widespread use for such detection is measuring the signal level or signal energy in a certain frequency band over a short time period -sometimes just one sample interval (Gillespie 1997 ) -and comparing this instantaneous sum to its long-term average. This method, which we term the band-limited energy sum, has been used for detecting echolocation clicks of many odontocete species, including sperm whales (Physeter macrocephalus; Gillespie 1997 , Mellinger et al. 2004 , finless porpoises (Neophocaena phocaenoides; Akamatsu et al. 2001) , harbor porpoises (Phocoena phocoena; Gillespie and Chappell 2002) , and many species of delphinids (Kim et al. 2006) . Klinck and Mellinger (2011) proposed the energy ratio mapping algorithm (ERMA) to reduce the number of false positive detections while keeping the computational cost low. In an effort to advance the automated real-time classification of beaked whales and other small odontocetes, a multiclass support vector machine (SVM) classifier was developed (Jarvis et al. 2008 ). This classifier both detects and classifies echolocation clicks from 5 species of odontocetes, including Blainville's and Cuvier's beaked whales, Risso's dolphins, short-finned pilot whales, and sperm whales. The SVM classifier provides improved species-level identification relative to a more simplistic frequency segmentation classification (Morrissey et al. 2006 ).
Joint Classification of Whistles and Echolocation Clicks
However, no method to our knowledge uses separate features extracted from both whistles and echolocation clicks for species classification. Some species, such as bottlenose (Tursiops runcates) and common dolphins (Delphinus delphis and D. capensis), are difficult to classify using just echolocation clicks (Roch et al. 2011a) . Since whistle and echolocation clicks both contain species-specific information, classification results could be improved using both echolocation clicks and whistles. This is what we propose to do here: To develop a classification system that uses both clicks and whistles, and to measure its performance and compare this to existing algorithms.
MATERIALS and METHODS
We propose to detect simultaneously whistles and echolocation clicks from five species of odontocetes: bottlenose dolphin (Tursiops truncatus), spinner dolphin (Stenella longirostris), melon-headed whale (Peponocephala electra), and short-and long-beaked common dolphin (Delphinus delphis and D. capensis).
Data Set Selection
For testing and evaluating the proposed method, acoustic data from multiple surveys in the Southern California Bight are used. The data for all species were recorded using towed and dipped hydrophone arrays and collected in the presence of single-species schools as determined by teams of experienced visual observers (Roch et al. 2011a (Roch et al. , 2011b . The majority of this data set was also used for the 2011 DCL Workshop whistle detection contest. The data set and the log file annotated by experienced analysts are available at the MobySound data archive (http://www.mobysound.org/workshops.html). Training and testing will be done using standard multi-way crossvalidation within the dataset.
During the 2011 DCL Workshop, M. Roch gave a detailed presentation of the whistle detection contest results. These results are used as benchmark to evaluate the classification performance of the proposed joint detection of whistles and echolocation clicks. Performance are characterized by precision and recall rates as well as by cross-species confusion matrices (Duda et al. 2001) , and are compared to the results of other methods presented at the 2011 DCL Workshop and its associated Special Issue of the Journal of the Acoustical Society of America that is in progress.
The files studied and the number of clicks and whistles detected are listed in Table 1 . The click recordings were digitally filtered with a 10-pole Butterworth band-pass filter. The low cutoff frequency was at 8 kHz to minimize the influence of low frequency noise. The high cutoff frequency was at 85 kHz to go with the 192 kHz sample rate, and at 200 kHz for the 480 kHz sample rate. Spectra of each signal were calculated using 256-point FFT with a Hann window for the data with 192 kHz sample rate, and 640-point FFT for the data with 480 kHz sample rate. 
Conditioning
To remove bias among the data sets and make sure that all data sets have similar noise background, spectral-mean subtraction are performed on each spectrum by subtracting the median of the spectral vectors of a short period of sound surrounding each detected click or whistle. Subtraction are performed in linear space to ensure that the original click or whistle spectrum is preserved. In addition, data that are processed for whistles have click sounds removed by a similar process operating across frequencies. After whistle detection is performed, whistles are removed by placing a lower bound on mean-subtracted spectrogram values. Because click sounds are so (instantaneously) high-volume, this has the effect of removing or reducing whistle intensity and thus making the clicks more prominent. In the example cases studied to date, whistles with strong energy and weak ambient noise have little effect on the spectra. As can be seen from Figs. 1 and 2, after setting the ceiling function and equalization, detection of the echolocation clicks is more accurate -fainter clicks can be detected -since the energy of the whistles is not considered during detection. Also it is found that some of the data that will be used is suffering from clipping. So echolocation clicks with peaks under 20 kHz or above 70 kHz, clicks that are excessively broadband, and signals with amplitudes up to 80% of the maximum system capability will be discarded. 
Detection
An energy-based detection function is used for echolocation clicks. A major advantage of such algorithms is their relative simplicity. The echolocation click spectra of several species of odontocetes show species-specific characteristics at certain frequencies, including rises, notches, and peaks at certain frequencies, characteristics that can be used to improve classification performance. To obtain the spectra, a filter bank consisting of 5 th -order bandpass Butterworth filters is applied to all training samples. After applying the filter bank, energy ratios are calculated for all possible filter pairs in a manner similar to the ERMA algorithm (Klinck and Mellinger 2011) . For detecting whistles, Roch's Silbido algorithm (Roch et al. 2011b ) is used, as it has been shown to be effective even in the presence of clicks.
Feature Extraction
Detected whistles are characterized by maximum, median and minimum frequencies, duration, maximum, median and minimum slope, number and median frequency of inflection points. Detected clicks are characterized by cepstral characteristics (Roch et al. 2011a) , as well as by a set of noise-resistant statistics originally developed by Fristrup (Fristrup and Watkins 1993) and implemented in our Osprey sound-analysis system (Mellinger and Bradbury 2007) . Cepstral feature vectors provide a compact representation of the spectrum that let the system represent echolocation spectra using a reduced number of coefficients (Fig. 3) . This provides a lower-dimensional feature space than using a standard representation of the spectrum. This is important as higher-dimensional feature spaces are more likely to produce classifiers that have high variance; that is to say that small changes in the training data can produce widely different results. Examples of these noise-resistant statistics include centroid frequency and standard deviation of frequency weighted by amplitude.
FIGURE 3.
Original and reconstructed spectrum of a Blainville's beaked whale click. The figure shows the original spectrum (solid blue line) derived from the time series and two zero-padded reconstructed spectra using the first 4 (green dotted line) and 14 points (red dash) of the cepstrum. The 0th cepstral coefficient was retained to preserve the DC component for illustrative purposes (Roch et. al. 2011 ).
Classification
Random forest method (Brieman 2001 , Oswald et al. 2011 ) is used for classification. Random forest is an ensemble classifier that consists of many decision trees and outputs the class that is the mode of the classes output by individual trees. It involves an ensemble of classification trees that are calculated on random subsets of the data, using a subset of randomly restricted and selected predictors for each split in each classification tree (Strobl et al. 2008) . In this way, random forests are able to better examine the contribution and behavior that each predictor has, even when one predictor's effect would usually be overshadowed by more significant competitors in simpler models. Furthermore, the results of an ensemble of classification trees have been shown to produce better predictions than the results of one classification tree on its own (Strobl et al. 2008) .
Clicks that occur within 10s of a whistle have the corresponding feature vectors merged to produce the input to the classification system. Because whistles last much longer than a typical inter-click interval, this will in most cases result in a single whistle being combined with several successive clicks. To avoid overrepresentation of a certain whistle, randomly choose 10 clicks that are within 10s of a whistle could have their features merged with a whistle's features. In addition, whistles from different individuals often co-occur; in this case, each whistle are combined with the clicks in its neighborhood, and the resulting classification certainties are used in a voting scheme to decide on species. (Although combining click and whistle feature vectors increases the overall dimensionality of the classifier inputs, it does so far less than combining their raw spectra.) Note that when there is limited number of echolocation clicks, the averaged spectra will be highly variant because of the distortion of spectral content of off-axis clicks (Au et al 1978) . So files with larger number of echolocation clicks are preferred to even out the variability caused by off-axis distortion. In cases when there are only whistles or echolocation clicks in the data file, feature vectors containing only the information of whistles or echolocation clicks will be used for classification. To measure the variability of the system, sightings for each species were randomly shuffled before being distributed to either training or testing set. This shuffling was repeated 100 times.
RESULTS
A mean error rate of ı was obtained across the five species and a histogram of overall error rates is shown in Fig. 4 . To evaluate the performance of the joint classification, classification of only the clicks or only the whistles were simulated. For only click classification, to have a fair comparison with the joint classification, since there are more click data than joint click and whistle data, only 10 random clicks within 10s range of a whistle are used for click classification. Therefore the data size used for click classification is comparable with that of the MRLQW FODVVLILFDWLRQ $ PHDQ HUURU UDWH RI ı ZLWK D PHGLDQ RI LV REWDLQHG 7KH VLmulation of whistle FODVVLILFDWLRQ KDV D PHDQ HUURU UDWH RI ı ZLWK D PHGLDQ RI -RLQWO\ FODVVLI\LQJ FOLFNV DQG ZKLVWOHV doesn't improve the classification of clicks, but it greatly improves the classification of whistles. The feature importance of whistles is also studied. The features used for whistle classification are minimum, median and maximum frequency of the whistle, duration of the whistle, minimum, median and maximum slope of the whistle, inflection number and median inflection frequency. It shows that median inflection frequency is the least important feature, in fact it wasn't playing any role in whistle classification at all, and maximum slope is the most important feature. In future study, a different inflection feature would be used instead of median inflection frequency, such as minimum or maximum inflection frequency. FIGURE 5. Feature importance of whistle classification. The features used for whistle classification are minimum, median and maximum frequency of the whistle, duration of the whistle, minimum, median and maximum slope of the whistle, inflection number and median inflection frequency. It shows median inflection frequency has no importance, and maximum slope is the most important feature.
CONCLUSION
We have demonstrated that by combining whistle and click features for joint classification, it doesn't improve the classification of clicks, but it greatly improves the classification of whistles. However, we were expecting both clicks and whistles classification would be improved. Our hypothesis is that the whistle features don't fully represent the whistles, as the misclassifcation rate is worse than randomly assigning species. For future study, we will look for better features of whistle classification
