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Abstract
The quon algebra is an approach to particle statistics introduced by Greenberg in order
to provide a theory in which the Pauli exclusion principle and Bose statistics are vio-
lated by a small amount. In this article, we generalize these models by introducing a
deformation of the quon algebra generated by a collection of operators ai, i ∈ N∗, on an
infinite dimensional module satisfying the qi,j-mutator relations aia
†
j − qi,j a†jai = δi,j .
The realizability of our model is proved by means of the Aguiar-Mahajan bilinear form
on the chambers of hyperplane arrangements. We show that, for suitable values of qi,j ,
the module generated by the particle states obtained by applying combinations of ai’s
and a†i ’s to a vacuum state |0〉 is an indefinite-Hilbert module. Furthermore, studying the
matrix of that bilinear form permits us to establish the conjecture of Zagier.
Keywords: Quon Algebra, Indefinite-Hilbert Module, Hyperplane Arrangement
MSC Number: 05E15, 81R10
1 Introduction
Denote by C[qi,j ] the polynomial ring C
[
qi,j | i, j ∈ N∗
]
with variables qi,j . The quons are
particles whose annihilation and creation operators obey the quon algebra which interpolates
between fermions and bosons. By multiparametric quon algebra A, we mean the free alge-
bra C[qi,j ]
[
ai | i ∈ N∗
]
subject to the anti-involution † exchanging ai with a†i , and to the
commutation relations
aia
†
j = qi,j a
†
jai + δi,j ,
where δi,j is the Kronecker delta.
That algebra is a generalization of the deformed quon algebra studied by Meljanac and Svrtan
subject to the restriction qi,j = q¯j,i [5, § 1.1]. Their algebra is in turn a generalization of the
quon algebra introduced by Greenberg [4] which is subject to the commutation relations
aia
†
j = q a
†
jai + δi,j obeyed by the annihilation and creation operators of the quon particles,
and generating a model of infinite statistics. Finally, the quon algebra is a generalization of
the classical Bose and Fermi algebras corresponding to the restrictions q = 1 and q = −1
respectively, as well as of the intermediate case q = 0 suggested by Hegstrom and investigated
by Greenberg [3].
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In a Fock-like representation, the generators of A are the linear operators ai, a
†
i : V→ V on
an infinite dimensional C[qi,j ]-vector module V satisfying the commutation relations
aia
†
j = qi,j a
†
jai + δi,j ,
and the relations
ai|0〉 = 0,
where a†i is the adjoint of ai, and |0〉 is a nonzero distinguished vector of V. The ai’s are the
annihilation operators and the a†i ’s the creation operators.
Define the qi,j-conjugate P˜ of a monomial P = µ
∏
u∈[n]
qiu,ju ∈ C[qi,j ], where µ ∈ C, by
P˜ := µ˜
∏
s∈[n]
q˜is,js with µ˜ = µ¯, and q˜is,js = qjs,is ,
and the qi,j-conjugate of a monomial sum Q = P1 + · · ·+ Pk ∈ C[qi,j ] by Q˜ = P˜1 + · · ·+ P˜k.
Define an indefinite inner product on V by a map (., .) : V×V→ C[qi,j ] such that, for µ ∈ C,
and u, v, w ∈ V, we have
• (µu, v) = µ(u, v) and (u + v, w) = (u, w) + (v, w),
• (u, v) = (˜v, u),
• and, if u 6= 0, (u, u) 6= 0.
Let H be the submodule of V generated by the particle states obtained by applying combi-
nations of ai’s and a
†
i ’s to |0〉, that is H :=
{
a|0〉 ∣∣ a ∈ A}. The aim of this article is to prove
the realizability of that model through the following theorem.
Theorem 1.1. Under the condition |qi,j | < 1, the module H is an indefinite-Hilbert module
for the map (., .) : H×H→ C[qi,j ] defined, for µ, ν ∈ C[qi,j ], and a, b ∈ A, by(
µa|0〉, νb|0〉) := µν˜ 〈0|a b†|0〉 with 〈0|0〉 = 1,
and where the usual bra-ket product 〈0|a b†|0〉 is subject to the defining relations of A.
The indefinite inner product of Theorem 1.1 becomes an inner product when the matrix repre-
senting (., .) is diagonalizable. Theorem 1.1 is particularly a generalization of the realizability
of the deformed quon algebra model established by Meljanac and Svrtan [5, Theorem 1.9.4],
which in turn is a generalization of the realizability of the quon algebra model established by
Zagier [7, Theorem 1].
To prove Theorem 1.1, we first show with Lemma 3.1 that
B :=
{
a
†
i1
. . . a†in |0〉
∣∣ (i1, . . . , in) ∈ (N∗)n, n ∈ N}
is a basis of H, so that we can assume
H =
{ n∑
i=1
µibi
∣∣∣ n ∈ N∗, µi ∈ C[qi,j ], bi ∈ B}.
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The infinite matrix associated to the map of Theorem 1.1 is M :=
(
(b, a)
)
a,b∈B.
Let
{
N∗
n
}
be the set of multisets of n elements in N∗. We prove with Lemma 3.2 that
M =
⊕
n∈N∗
⊕
I∈
N
∗
n

MI with MI =
(
〈0| aτ˙(n) . . . aτ˙(1) a†σ˙(1) . . . a†σ˙(n) |0〉
)
σ˙,τ˙∈SI
,
where SI is the permutation set of the multiset I. For example,
M[3] =

1 q3,2 q2,1 q2,1q3,1 q3,1q3,2 q3,1q2,1q3,2
q2,3 1 q2,1q2,3 q2,1q3,1q2,3 q3,1 q3,1q2,1
q1,2 q1,2q3,2 1 q3,1 q3,2q1,2q3,1 q3,2q3,1
q1,2q1,3 q1,2q1,3q3,2 q1,3 1 q3,2q1,2 q3,2
q1,3q2,3 q1,3 q2,3q2,1q1,3 q2,3q2,1 1 q2,1
q1,3q1,2q2,3 q1,3q1,2 q2,3q1,3 q2,3 q1,2 1
 .
Proposition 2.1 and Lemma 3.3 permits us to deduce that, if J ∈
(
N∗
n
)
⊆
{
N∗
n
}
, then
detMJ =
∏
K∈2J
#K≥2
(
1−
∏
{s,t}∈(K2 )
qs,tqt,s
)(#K−2)! (n−#K+1)!
.
For example, detM[3] = (1− q1,2q2,1)2 (1− q1,3q3,1)2 (1− q2,3q3,2)2 (1− q1,2q2,1q1,3q3,1q2,3q3,2).
That determinant was independently computed by Meljanac and Svrtan for the specialization
qi,j = q¯j,i [5, Theorem 1.9.2], by Duchamp et al. for the specialization qi,j = qj,i [2, § 6.4.1],
and by Zagier for the specialization qi,j = qj,i = q [7, Theorem 2].
Moreover, consider the multiset I = {
p1 times︷ ︸︸ ︷
i1, . . . , i1,
p2 times︷ ︸︸ ︷
i2, . . . , i2, . . . ,
pk times︷ ︸︸ ︷
k, . . . , k} ∈
{
N∗
n
}
. For s ∈ [n],
let s˙ := ij if s ∈ [pj+pj−1+· · ·+p1]\[pj−1+· · ·+p1]. Suppose that the generators of A satisfy
the commutation relations asa
†
t = qs˙,t˙ a
†
tas+δs,t. In that case, if we regard M[n] as the matrix
representing a linear map α : M → M on a module M , then, we prove with Proposition 2.2
and Lemma 3.4 that MI is the matrix representing α restricted to a submodule N ⊆M such
that α(N) = N .
Therefore, we can infer that, for every I ∈
{
N∗
n
}
, MI is nonsingular for |qi,j | < 1, i, j ∈ N∗.
When, for special values of the qi,j ’s, M[n] is diagonalizable, thenMI becomes positive definite.
Indeed, as MI is the identity matrix if qi,j = 0, for every i, j ∈ N∗, we deduce by continuity
that MI is positive definite. For these suitable values of qi,j , M becomes a positive definite
matrix or, in other terms, the map in Theorem 1.1 becomes an inner product on H. It is
the case of the algebras investigated by Meljanac and Svrtan, and Zagier since, with their
models, M[n] is a hermitian matrix, that is consequently diagonalizable.
To finish, we establish the conjecture of Zagier [7, § 1] in Section 4.
Proposition 1.2. Let n ∈ N∗, and assume that the generators of A satisfy the commutation
relations asa
†
t = q a
†
tas + δs,t. Then, each entry of M
−1
[n] is an element of
C[q]∏
i∈[n−1]
(1− qi2+i)
.
3
2 Hyperplane Arrangements
We establish two results we need concerning the hyperplane arrangement associated to the
permutation group of n elements to prove Theorem 1.1.
Recall that a hyperplane in the space Rn is a (n − 1)-dimensional linear subspace, and a
hyperplane arrangement is a finite set of hyperplanes. For a hyperplane H, denote its two
associated open half-spaces by H+ and H−, and let H0 := H. A face of a hyperplane
arrangement A is a subset of Rn having the form
F :=
⋂
H∈A
HH(F ) with H(F ) ∈ {+, 0,−}.
A chamber of A is a face in FA whose sign sequence contains no 0. Denote the set of A-
chambers by CA. For two chambers C,D ∈ CA, the set of half-spaces containing C but not
D is HC,D :=
{
HH(C)
∣∣ H ∈ A, H(C) = −H(D)}. Assign a variable hεH , ε ∈ {+,−}, to
every half-space Hε. We work with the polynomial ring RA := Z
[
hεH
∣∣ H ∈ A, ε ∈ {+,−}].
The module of RA-linear combinations of chambers is MA :=
{ ∑
C∈CA
xCC
∣∣∣ xC ∈ RA}.
Define the bilinear form v : MA ×MA → RA for chambers C,D ∈ CA by
v(C,C) = 1 and v(C,D) =
∏
Hε∈HC,D
hεH if C 6= D.
That bilinear form derives from the distance function on the chambers of hyperplane arrange-
ments introduced by Aguiar and Mahajan [1, § 8.1.1].
From v, we define the linear map γ : MA →MA, for a chamber D ∈ CA, by
γ(D) :=
∑
C∈CA
v(D,C)C.
Let x = (x1, . . . , xn) be a variable of Rn. We mainly investigate the hyperplane arrangement
associated to the permutation group Sn of n elements
An = {Hi,j | i, j ∈ [n], i < j} with Hi,j = {x ∈ Rn | xi = xj}.
The set of An-chambers is
CAn = {Cσ | σ ∈ Sn} with Cσ := {x ∈ Rn | xσ(1) < xσ(2) < · · · < xσ(n)}.
For i, j ∈ [n] with i 6= j, assign the variable qi,j to the half-space {x ∈ Rn | xi < xj}. On the
hyperplane arrangement An, we work with the polynomial ring RAn := Z
[
qi,j
∣∣ i, j ∈ [n]],
and the module of RAn-linear combinations of chambers MAn :=
{ ∑
σ∈Sn
xσCσ
∣∣∣ xσ ∈ RAn}.
Restricted on An, v becomes the bilinear form vn : MAn×MAn → RAn defined, for chambers
Cσ, Cτ ∈ CAn , by
vn(Cσ, Cτ ) =
∏
{i,j}∈ ([n]2 )
i< j
τ−1◦σ(i)>τ−1◦σ(j)
qσ(i),σ(j),
and γ the linear map γn : MAn →MAn defined, for a chamber Cτ ∈ CAn , by
γn(Cτ ) :=
∑
σ∈Sn
vn(Cτ , Cσ)Cσ.
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Proposition 2.1. For an integer n ≥ 2, we have
det γn =
∏
I∈2[n]
#I ≥2
(
1−
∏
{i,j}∈(I2)
qi,jqj,i
)(#I −2)! (n−#I +1)!
.
Proof. We first discuss about the general case of hyperplane arrangements. A flat of A is
an intersection of A-hyperplanes. Denote the set of A-flats by LA. The weight of a flat
E ∈ LA is the monomial bE :=
∏
H∈A
E⊆H
h+Hh
−
H , and, if we choose a hyperplane H containing E,
the multiplicity βE of E is half the number of chambers C ∈ CA which have the property that
E is the minimal edge containing C ∩H. Aguiar and Mahajan proved that [1, Theorem 8.11]
det γ =
∏
E∈LA
(1− bE)βE .
Now, concerning An, let L′An = {E ∈ LAn | βE 6= 0}. For a subset I ⊆ [n] with #I ≥ 2,
denote by EI the edge
⋂
{i,j}∈(I2)
Hi,j . Randriamaro proved that [6, Lemma 3.2 - 3.3]
L′An =
{
EI
∣∣ I ⊆ [n], |I| ≥ 2} and βEI = (#I − 2)! (n− #I + 1)!.
Take a partition λ = (p1, . . . , pk) ∈ Par(n) of n. Denote by Sλ the subgroup
∏
i∈[k]
Sλi of Sn,
where Sλi is the permutation group of the set [pi + pi−1 + · · ·+ p1] \ [pi−1 + · · ·+ p1].
Consider the multiset Iλ = {
p1 times︷ ︸︸ ︷
1, . . . , 1,
p2 times︷ ︸︸ ︷
2, . . . , 2, . . . ,
pk times︷ ︸︸ ︷
k, . . . , k}. Denote by SIλ the permutation
set of the multiset Iλ. For s ∈ [n], define s˙ := i if s ∈ [pi + pi−1 + · · ·+ p1] \ [pi−1 + · · ·+ p1].
Let p : Sn → SIλ be the projection p(σ) := ˙σ(1) ˙σ(2) . . . ˙σ(n). For σ˙ ∈ SIλ , define the
element Cσ˙ :=
∑
σ∈p−1(σ˙)
Cσ ∈MAn . Denote by MλAn the submodule
MλAn :=
{ ∑
σ˙∈SIλ
xCσ˙Cσ˙
∣∣∣ xCσ˙ ∈ RAn}.
For s, t ∈ [n] with s 6= t, assign the variable qs˙,t˙ to the half-space {x ∈ Rn | xs < xt}.
Proposition 2.2. Let n ∈ N∗, and λ ∈ Par(n). Then, γn(MλAn) = MλAn.
Proof. If σ ∈ Sn such that p(σ) = σ˙ ∈ SIλ , then p−1(σ˙) = Sλσ. Let υσ ∈ Sλσ, and τ˙ ∈ SIλ .
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If p(τ) = τ˙ ,
vn(Cτ˙ , Cυσ) =
∑
ϕ∈Sλ
vn(Cϕτ , Cυσ)
=
∑
ϕ∈Sλ
∏
{i,j}∈ ([n]2 )
i< j
σ−1υ−1◦ϕτ(i)>σ−1υ−1◦ϕτ(j)
q ˙ϕτ(i), ˙ϕτ(j)
=
∑
ϕ∈Sλ
∏
{i,j}∈ ([n]2 )
i< j
σ−1υ−1◦ϕτ(i)>σ−1υ−1◦ϕτ(j)
q ˙τ(i), ˙τ(j)
=
∑
ϕ∈Sλ
∏
{i,j}∈ ([n]2 )
i< j
σ−1◦ϕτ(i)>σ−1◦ϕτ(j)
q ˙τ(i), ˙τ(j)
= vn(Cτ˙ , Cσ).
Hence,
γn(Cτ˙ ) =
∑
σ∈Sn
vn(Cτ˙ , Cσ)Cσ
=
∑
σ˙∈SIλ
∑
υ∈Sλ
vn(Cτ˙ , Cυσ)Cυσ
=
∑
σ˙∈SIλ
∑
υ∈Sλ
vn(Cτ˙ , Cσ)Cυσ
=
∑
σ˙∈SIλ
vn(Cτ˙ , Cσ)
∑
υ∈Sλ
Cυσ
=
∑
σ˙∈SIλ
vn(Cτ˙ , Cσ)Cσ˙.
3 The Bra-Ket Product on H
We prove some useful properties of the map in Theorem 1.1. We particularly connect it to
the bilinear form vn on MAn .
Lemma 3.1. The vector space generated by our particle states is
H =
{ n∑
i=1
µibi
∣∣∣ n ∈ N∗, µi ∈ C[qi,j ], bi ∈ B}.
Proof. Let i ∈ N∗. We have,
ai a
†
j1
. . . a†jt = qi,j1 . . . qi,jt a
†
j1
. . . a†jt ai
+
∑
u∈[t]
ju=i
qi,j1 . . . qi,ju−1 a
†
j1
. . . â†ju . . . a
†
jt
,
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where the hat over the uth term of the product indicates that this term is omitted. So
ai a
†
j1
. . . a†jt |0〉 =
∑
u∈[t]
ju=i
qi,j1 . . . qi,ju−1 a
†
j1
. . . â†ju . . . a
†
jt
|0〉.
Thus, one can recursively remove every annihilation operator ai of an element a|0〉 ∈ H.
Lemma 3.2. Let (i1, . . . , is) ∈ (N∗)s and (j1, . . . , jt) ∈ (N∗)t. If, as multisets, {i1, . . . , is} is
different from {j1, . . . , jt}, then 〈0| ais . . . ai1 a†j1 . . . a
†
jt
|0〉 = 0.
Proof. Suppose that v is the smallest integer in [s] such that iv /∈ {j1, . . . , jt} \ {i1, . . . , iv−1}.
Then
ais . . . ai1 a
†
j1
. . . a†jt = P aiv . . . ai1 +Q aiv with P,Q ∈ A.
We deduce that ais . . . ai1 a
†
j1
. . . a†jt |0〉 = P aiv . . . ai1 |0〉+Q aiv |0〉 = 0.
Similarly, suppose that u is the smallest integer in [t] such that ju does not belong to the
multiset {i1, . . . , is} \ {j1, . . . , ju−1}. Then
ais . . . ai1 a
†
j1
. . . a†jt = a
†
j1
. . . a†ju P
′ + a†ju Q
′ with P ′, Q′ ∈ A.
And 〈0| ais . . . ai1 a†j1 . . . a
†
jt
= 〈0| a†j1 . . . a
†
ju
P ′ + 〈0| a†ju Q′ = 0.
Therefore, we just need to investigate the product 〈0| ain . . . ai1 a†j1 . . . a
†
jn
|0〉 where (j1, . . . , jn)
is a multiset permutation of (i1, . . . , in).
Lemma 3.3. Let σ, τ ∈ Sn, and Cσ, Cτ ∈ CAn their associated chambers. Then,
〈0| aσ(n) . . . aσ(1) a†τ(1) . . . a†τ(n) |0〉 = vn(Cσ, Cτ ).
Proof. We have
〈0| aσ(n) . . . aσ(1) a†τ(1) . . . a†τ(n) |0〉 =
∏
s∈[n]
∏
t∈[n]\[s]
τ−1◦σ(s)>τ−1◦σ(t)
qσ(s),σ(t)
=
∏
{s,t}∈ ([n]2 )
s< t
τ−1◦σ(s)>τ−1◦σ(t)
qσ(s),σ(t)
= vn(Cσ, Cτ ).
For s, t ∈ [n] with s 6= t, assign the variable qs˙,t˙ to the half-space {x ∈ Rn | xs < xt}.
Lemma 3.4. Let λ ∈ Par(n), and σ˙, τ˙ ∈ SIλ. Then, for every τ ∈ p−1(τ˙),
〈0| aσ˙(n) . . . aσ˙(1) a†τ˙(1) . . . a†τ˙(n) |0〉 = vn(Cσ˙, Cτ ).
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Proof. We have
〈0| aσ˙(n) . . . aσ˙(1) a†τ˙(1) . . . a†τ˙(n) |0〉 =
∑
υ∈Sn
σ˙=τ˙◦υ
∏
s∈[n]
∏
t∈[n]\[s]
υ(s)>υ(t)
qσ˙(s),τ˙◦υ(t)
=
∑
υ∈Sn
σ˙=τ˙◦υ
∏
{s,t}∈ ([n]2 )
s< t
υ(s)>υ(t)
qσ˙(s),τ˙◦υ(t).
For every σ ∈ p−1(σ˙), and τ ∈ p−1(τ˙), we have, on one side,
σ˙ = τ˙ ◦ υ ⇐⇒ Sλσ = Sλτυ ⇐⇒ υ ∈ τ−1Sλσ.
On the other side, if id is the identity permutation, there exists ϕ ∈ Sλ such that υ = τ−1ϕσ,
and
τ˙ ◦ υ(t) = τ˙ ◦ τ−1ϕσ(t) = ˙id ◦ ϕσ(t) = ˙id ◦ σ(t) = σ˙(t).
Then,
〈0| aσ˙(n) . . . aσ˙(1) a†τ˙(1) . . . a†τ˙(n) |0〉 =
∑
ϕ∈Sλ
∏
{s,t}∈ ([n]2 )
s< t
τ−1ϕσ(s)>τ−1ϕσ(t)
qσ˙(s),σ˙(t)
= vn(Cσ˙, Cτ )
4 The Conjecture of Zagier
To prove the conjecture of Zagier, we first have to come back to the general case of hyperplane
arrangements. The set FA of A-faces forms the Tits monoid with the product FG defined,
for F,G ∈ FA, by
H(FG) =
{
H(F ) if H(F ) 6= 0,
H(G) otherwise
.
It is also a meet-semilattice with partial order  defined, for F,G ∈ FA, by
F  G ⇐⇒ H(F ) = H(G) whenever H(F ) 6= 0.
Denote by O the face in FA such that, for every H ∈ A, H(O) = 0. The rank of a face F ∈ FA
is rkF := dim
⋂
H∈A
F⊆H
−dimO. A nested face is a pair (F,G) of faces in FA such that F ≺ G.
For a nested face (F,G), a flag from F to G is a sequence (F = F0 ≺ F1 ≺ · · · ≺ Fk = G) of
faces in F
(F,G)
A such that, for i ∈ [k], we have rkFi = rkFi−1 + 1. Denote the set of flags from
the face F to the face G by F
[F,G]
A .
For a face F ∈ FA, define the monomial bF :=
∏
H∈A
F⊆H
h+Hh
−
H , in particular bF = 0 if F ∈ CA.
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For a flag K = (F0 ≺ F1 ≺ · · · ≺ Fk) ∈ F [F,G]A , define the polynomial ∆K :=
∏
i∈[k]
(1− bFi), and
the set of polynomial fractions Frac(F,G) :=
{ p
∆K
∣∣∣ p ∈ RA, K ∈ F [F,G]A }.
Proposition 4.1. Let A be a hyperplane arrangement in Rn. Each entry of γ−1 : MA →MA
is an element of
⋃
C∈CA
Frac(O,C).
Proof. As det γ is a polynomial in RA with constant term 1, γ is consequently invertible.
For a chamber D ∈ CA, and a nested face (A,D), define
m(A,D) :=
∑
C∈CA
AC=D
v(D,C)C.
We prove by backward induction that
m(A,D) =
∑
C∈CA
xCγ(C) with xC ∈ Frac(A,D).
We have m(D,D) = γ(D) =
γ(D)
1− bD .
The opposite of a face F ∈ FA is the face F˜ such that, for every H ∈ A, H(F˜ ) = −H(F ).
For a nested face (F,G), define the set of faces F
(F,G)
A := {K ∈ FA | F  K  G}. If we
assign a variable xC to each chamber C ∈ CA, a more general formulation of the Witt identity
states that [1, Proposition 7.30]∑
F∈F (A,D)A
(−1)rkF
∑
C∈CA
FC=D
xC = (−1)rkD
∑
C∈CA
AC=AD˜
xC .
That formulation applied to xC = v(D,C)C yields∑
F∈F (A,D)A
(−1)rkFm(F,D) = (−1)rkD
∑
C∈CA
AC=AD˜
v(D,C)C.
Since v(D,C) = v(D,AC) v(AC,C) = v(D,AD˜) v(AD˜,C), then∑
F∈F (A,D)A
(−1)rkFm(F,D) = (−1)rkD v(D,AD˜)
∑
C∈CA
AC=AD˜
v(AD˜,C)C
= (−1)rkD v(D,AD˜) m(A,AD˜).
So, m(A,D) − (−1)rkD−rkA v(D,AD˜) m(A,AD˜) =
∑
F∈F (A,D)A \{A}
(−1)rkF−rkA+1m(F,D). By
induction hypothesis, for every C ∈ CA, there exists aC ∈
⋃
F∈F (A,D)A \{A}
Frac(F,D), such that
∑
F∈F (A,D)A \{A}
(−1)rkF−rkA+1m(F,D) =
∑
C∈CA
aCγ(C).
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Remark that, for every F ∈ F (A,D)A , we have bF = bAF˜ , which means that⋃
F∈F (A,AD˜)A \{A}
Frac(F,AD˜) =
⋃
F∈F (A,D)A \{A}
Frac(F,D).
So, since A ≤ AD˜ and A(A˜D˜) = D, by remplacing D with AD˜, we note that, for every
C ∈ CA, there exists also eC ∈
⋃
F∈F (A,D)A \{A}
Frac(F,D), such that
m(A,AD˜)− (−1)rkAD˜−rkA v(AD˜,D) m(A,D) =
∑
C∈CA
eCγ(C).
Therefore,
m(A,D)− (−1)rkD−rkA v(D,AD˜) m(A,AD˜) =
∑
C∈CA
aCγ(C)
m(A,D)− v(D,AD˜) v(AD˜,D) m(A,D) =
∑
C∈CA
(
aC + (−1)rkD−rkA v(D,AD˜) eC
)
γ(C)
m(A,D) =
∑
C∈CA
aC + (−1)rkD−rkA v(D,AD˜) eC
1− bA γ(C),
with
aC + (−1)rkD−rkA v(D,AD˜) eC
1− bA ∈
⋃
F∈F (A,D)A
Frac(F,D) = Frac(A,D).
For every chamber D ∈ CA, we have m(O,D) = D. So, there exist xC ∈ Frac(O,D) such that
D =
∑
C∈CA
xCγ(C), and γ
−1(D) =
∑
C∈CA
xC C. Therefore, each entry of γ
−1 is an element of⋃
C∈CA
Frac(O,C).
We can deduce the conjecture of Zagier.
Corollary 4.2. Let n ≥ 2, and suppose that qi,j = qj,i = q. Then, each entry of γ−1n is an
element of
Z[q]∏
i∈[n−1]
(1− qi2+i)
.
Proof. Let (O = F0 ≺ F1 ≺ · · · ≺ Fn−1 = Cσ) ∈ F [O,Cσ ]An , i + 1 ∈ [n], and j ∈ [n] such that
j ≤ i+ 1. The face Fi has the form
Fi = {x ∈ Rn | xσ(1) < · · · <
n− i variables︷ ︸︸ ︷
xσ(j) = xσ(j+1) = · · · = xσ(j+n−i−1) < · · · < xσ(n)}.
Then, bFi =
∏
{k,l}∈ (Ii2 )
qk,lql,k with Ii =
{
σ(j), σ(j+ 1), . . . , σ(j+n− i− 1)}. If q = qk,l = ql,k,
then bFi = q
(n−i−1)2+(n−i−1), and each entry of γ−1n is an element of
Z[q]∏
i∈[n−1]
(1− qi2+i)
.
10
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