We study the size and the external path length of random tries and show that they are asymptotically independent in the asymmetric case but strongly dependent with small periodic fluctuations in the symmetric case. Such an unexpected behavior is in sharp contrast to the previously known results that the internal path length is totally positively correlated to the size and that both tend to the same normal limit law. These two examples provide concrete instances of bivariate normal distributions (as limit laws) whose correlation is 0, 1 and periodically oscillating.
Introduction
Tries are one of the most fundamental tree-type data structures in computer algorithms. Their general efficiency depends on several shape parameters, the principal ones including the depth, the height, the size, the internal path-length (IPL), and the external path-length (EPL); see below for a more precise description of those studied in this paper. While most of these measures have been extensively investigated in the literature, we are concerned here with the question: how does the EPL depend on the size in a random trie? Surprisingly, while the IPL and the size are known to have asymptotic correlation coefficient tending to one and to have the same normal limit law after each being properly normalized (see [4, 6] ), this paper aims to show that the EPL exhibits a completely different behavior depending on the parameter of the underlying random bits being biased or unbiased. This is a companion paper to [1] .
Given a sequence of binary strings (or keys), one can construct a (binary) trie as follows. If n = 1, then the trie consists of a single root-node holding the sole string; otherwise, the root is used to direct the strings into the corresponding subtree: if the first bit of the input string is 0 (or 1), then the string goes to the left (or right) subtree; strings going to the same subtree are then constructed recursively in the same manner but instead of splitting according to the first bit, the second bit of each string is then used. In this way, a binary dictionary-type tree with two types of nodes is constructed: external nodes for storing strings and internal nodes for splitting the strings; see Figure 1 for a trie of seven strings. The random trie model we consider here assumes that each of the n binary keys is an infinite sequence consisting of independent Bernoulli bits each with success probability 0 < p < 1. Then the trie constructed from this sequence is a random trie. We define three shape parameters in a random trie of n strings:
• size S n : the total number of internal nodes used;
• IPL (or node path-length, NPL) N n : the sum of the distances between the root to each internal node;
• EPL (or key path-length, KPL) K n : the sum of the distances between the root to each external node.
We will use mostly NPL in place of IPL, and KPL in place of EPL, the reason being an easier comparison with the corresponding results in random m-ary search trees in the companion paper [1] ; see below for more details. By the recursive definition, we have the following recurrence relations
where B n = Binom(n, p) and
, and (N * n ) are independent copies of (S n ), (K n ) and (N n ), respectively. While many stochastic properties of these random variables are known (see [4] and the references therein), much less attention has been paid to their correlation and dependence structure.
The asymptotic behaviors of the moments of random variables defined on tries typically depend on the ratio log p log q being rational or irrational, where q = 1 − p. So we introduce, similar to [4] , the notation With this notation, the asymptotics of the mean and the variance of the above three shape parameters are summarized in the following table; see [4] and the references therein for more information.
Shape parameters
Tab. 1: Asymptotic patterns of the means and the variances of the shape parameters discussed in this paper. Here F [·](n) differs from one occurrence to another and h = −p log p − q log q denotes the entropy. Expressions for g
k will be given below. Asymptotic normality holds for all three random variables Sn, Nn, Kn.
Note specially that the leading constant
in the asymptotic approximation to V(K n ) equals zero when p = q, implying that V(K n ) is not of order n log n but of linear order in the symmetric case. This change of order can be regarded as the source property distinguishing the dependence and independence of K n on S n . On the other hand, if we denote by D n the depth, which is defined to be the distance between the root and a randomly chosen external node (each with the same probability), then we have not only the relation E(D n )n = E(K n ), but also the asymptotic equivalent V(D n )n ∼ V(K n ) when p = 1/2 (or λ > 0), and a central limit theorem holds; see Devroye [2] .
From Table 1 , we see roughly that each internal node contributes log n h to N n , namely, that N n ≈ S n · log n h . Indeed, it was proved in [4] that the correlation coefficient of S n and N n satisfies
Such a linear correlation was further strengthened in [6] , where it was proved that both random variables tend to the same normal limit law N 1 (with zero mean and unit variance)
In terms of the bivariate normal law N 2 (see Tong [16] ), we can write
1 1 is a singular matrix and A denotes the transpose of matrix A. We show that the correlation and dependence of K n on S n are drastically different. We start with their correlation coefficient.
Theorem A The covariance of the number of internal nodes and KPL in a random trie of n strings satisfies
where g (2) k is given in Proposition A below, and their correlation coefficient satisfies
Here
is a periodic function with average value 0.927 · · · .
The result (4) is to be compared with (3) (which holds for all p ∈ (0, 1)): the surprising difference here comes not only from the (common) distinction between p = 1 2 and p = 1 2 but also from the (less expected) intrinsic asymptotic nature. : periodic fluctuations of (i) ρ(Sn, Kn) (left) for n = 32, . . . , 1024, (ii)
in logarithmic scale, and (iii) F (n) by its Fourier series expansion (right). Note that the fluctuations are only visible by proper corrections either in the denominator or in the numerator because the amplitude of F is very small:
Furthermore, we show that this different behavior cannot be ascribed to the weak measurability of nonlinear dependence of Pearson's correlation coefficient ρ since the same dependence is also present in the limiting distribution. (For the univariate central limit theorems implied by the result below, see Jacquet and Régnier [8] where such results were first established.)
, we have
where I 2 denotes the 2 × 2 identity matrix.
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where Σ n denotes the (asymptotic) covariance matrix of S n and K n :
Alternatively, we may define
. Then both cases can be stated in one as Σ
On the other hand, since for bivariate normal distribution, zero correlation implies independence (see [16] ), it is more transparent to split the statement into two cases. See Figure 3 for 3D-plots of the joint distributions of (S n , K n ) when n = 10 7 . These results are to be compared with the corresponding ones for random m-ary search trees [1] , and the differences for correlation coefficients are summarized in Table 2 . Furthermore, the joint distribution for m-ary search trees undergoes a phase change at m = 26: if the branching factor m satisfies 3 ≤ m ≤ 26, then the space requirement is asymptotically independent from KPL and NPL, while for m ≥ 27, their limiting joint distributions contain periodic fluctuations and are dependent; see [1] for more information.
Finally, similar results as those in this paper also hold for other digital families of trees, but for simplicity we focus on tries in this paper; see [7, 4] for more references.
Covariance and Correlation Coefficient
In this section, we sketch the main ideas leading to the proof of Theorem A on the asymptotics of the covariance and correlation coefficient of S n and K n . For the latter, we also need the variances of S n and K n which have been known for a long time; see Jacquet and Régnier [8] , Kirschenhofer and Prodinger [10] , Kirschenhofer et al. [11] , Régnier and Jacquet [14] or the recent paper [4] . (See also Table 1 for a summary of these results.)
Our method of proof is based on the by-now standard two-stage approach relying on the theory of analytic de-Poissonization and Mellin transform whose origin can be traced back to Jacquet and Régnier [8] . See Flajolet et al. [3] for a survey on Mellin transform, and Jacquet and Szpankowski [9] for a survey on analytic de-Poissonization. For the computation of the covariance, the manipulation can be largely simplified by the additional notions of Poissonized variance and admissible functions further developed in our previous papers [4, 7] .
The starting point of our analysis is the recurrence satisfied by S n and K n in (1). A standard means in the computation of moments of S n and K n is the Poisson generating function, which corresponds to the moments of S n and K n with n replaced by a Poisson random variable with parameter z (this step is called Poissonization).
More precisely, define the Poisson generating function of E(S n ) and that of E(K n ):
Then the recurrences (1) lead to the functional equations
From these equations, we obtain, by Mellin transform techniques [3] ,
for large |z| in the half-plane (z) ≥ ε > 0, where h denotes the entropy of Bernoulli(p). Then, by Cauchy's integral representation and analytic de-Poissonization techniques [9] , we obtain precise asymptotic approximations to E(S n ) and to E(K n ).
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Similarly, for the variances V(S n ) and V(K n ), we introduce the Poisson generating functions of the second moments:
n! , which then satisfy, by (1), the same type of functional equations as in (5) but with different non-homogeneous parts. Instead of computing directly asymptotic approximations to the second moments, it proves computational more advantageous to consider the Poissonized variances
and then following the same Mellin-de-Poissonization approach (as for the means) to derive the first and the third asymptotic estimate in the second column of Table 1 . It remains to derive the claimed estimate for the covariance. For that purpose, we then introduce the Poisson generating functionf 1,1 (z) := e −z n≥0 E(S n K n ) z n n! , which satisfies, again by (1),
To compute the covariance, it is beneficial to introduce now the Poissonized covariance (see (7) or [4] for similar details)
Note thath 1 is zero when p = 1 2 . Furthermore, from (6) (which can be differentiated since they hold in a sector S = {z ∈ C : (z) ≥ , |Arg(z)| ≤ θ 0 } with 0 < θ 0 < π/2 in the complex plane), we obtain thath
Thus the Mellin transform ofh 1 (z) +h 2 (z) exists in the strip −2, 0 , and we have then the inverse Mellin integral representatioñ We then show that M [h 1 (z); s] can be analytically continued to the vertical line (s) = −1 and has no singularities there. This is the most complicated part of the proof becauseh 1 (z) contains the product of the two termsf 1,0 (pz) −f 1,0 (qz) andf 0,1 (pz) −f 0,1 (qz) and thus M [h 1 (z); s] becomes a Mellin convolution integral. In [4] , a general procedure was given for the simplification of such integrals (see [4, p. 24 et seq.] ). This simplification procedure and a direct application of the theory of admissible functions of analytic de-Poissonization now yield Proposition A The covariance of S n and K n is asymptotically linear:
where γ denotes Euler's constant, ψ(z) is the digamma function and χ k is defined in (2).
Remark 1 If
log p log q ∈ Q, then only k = 0 is relevant and the second term (the sum over j) on the righthand side of (9) has to be dropped. Also the first term here
is taken to be its limit
2 ) as χ k → 0 when k = 0. The asymptotic estimate for the correlation coefficient in Theorem A now follows from this and the results for the the variances of S n and K n (see Table 1 ), where expressions for g (1) k and g (3) k can be found, e.g., in [4] . For convenience, we give below the expressions in the unbiased case. Note that both F [g (1) ](n) and F [g (3) ](n) are strictly positive; see Schachinger [15] for details. When p = 1 2 , an alternative expression to (9) (avoiding the convolution of two Fourier series) is
; see the discussion of the size of tries in [4] , where a similar alternative expression was given for g (1) k , which reads
Moreover, also in [4] , the following expression for g
k can be found
.
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Note that χ k = 2kπi log 2 and 2 χ k = 1, and the reason of retaining 2 χ k +2 in the denominator is to give a uniform expression for all k (notably k = 0). These provide an explicit expression for the periodic function F (n) in Theorem A. Also, since all the periodic functions have very small amplitude, the average value of the periodic function F (z) can be well-approximated by 
Limit Law
In this section, we prove Theorem B, part (i); the proof of part (ii) is similar and skipped here. The key tool of the proof is the multivariate version of the contraction method; see Neininger and Rüschendorf [13] . More precisely, we will use Theorem 3.1 in [13] .
We first recall the expression for the square-root of a positive-definite 2 × 2 matrix M = a b b c . It is well-known that such a matrix has exactly one positive-definite square root which is given by
with the inverse
Now we sketch the proof of Theorem B, Part (i).
Proof of Theorem B, Part (i). First note that
where the notation is as in Section 1. The contraction method was specially developed for obtaining limiting distribution results for such recurrences; see [13] . We need some notation. First, define
This matrix is clearly positive-definite for all n sufficiently large. Next define
n := Σ n 1 − µ(n) + µ(B n ) + µ(n − B n ) n − ν(n) + ν(B n ) + ν(n − B n ) ,
