This paper describes the yiGou system we developed to compute the semantic similarity of two English sentences, which we submitted to the SemEval 2015 Task 2 (English subtask). The system uses a support vector machine model with literal similarity, shallow syntactic similarity, WordNet-based similarity and latent semantic similarity to predict the semantic similarity score of two short texts. In our experiments, WordNet-based and LSA-based features performed better than other features. Out of the 73 submitted runs, our two runs ranked 38 th and 42 th , with mean Pearson correlation 0.7114 and 0.6964 respectively.
Introduction
Semantic Text Similarity (STS) plays an important role in many Natural language processing tasks, such as Question Answering (Narayanan and Harabagiu, 2004) , Machine Translation (Beale et al., 1995) , Automatic Summarization (Wang et al., 2008) and Word Sense Disambiguation (Navigli and Velardi, 2005) . Since STS is an essential challenge in NLP, that has attracted a significant amount of attention by the research community. SemEval has held tasks about STS for four years in a row, from which we can see the importance and difficulty of this challenge. Particularly, SemEval focuses on semantic similarity of short texts as a lot of researches about long texts have been done in past years and the demand of finding new methods to measure short texts similarity has become stronger in many new applications.
In this paper, we proposed a SVM-based solution to compute the semantic similarity between two sentences which is the goal of SemEval 2015 Task 2. Knowledge-based and corpus-based features were involved in our solution. We used the combination of the word similarity to estimate sentence similarity. And the training data of SemEval 2012 (Agirre et al., 2012) was used to train our model. In our experiments, WordNet-based and LSA-based features performed better than other features. Out of the 73 submitted runs, our two runs ranked 38 th and 42 th , with mean Pearson correlation 0.7114 and 0.6964 respectively. The evaluation results showed that our solution has good generalization ability on the test dataset of SemEval 2015 which is very different from our training set in terms of the sources of the sentences. Some of the relatively new technologies such as Word2Vec (Mikolov et al., 2013) and Sentence2Vec (Le and Mikolov, 2014) are potential methods to represent sentences and will be included in our further works.
Data and Metrics
In SemEval 2015, the trial dataset comprises the 2012, 2013 and 2014 datasets, which can be used to develop and train models. Because of the limitation of the time, we only used the training data of SemEval 2012 as our training set. The training data of SemEval 2012 contained 2000 sentence pairs from existing paraphrase datasets and machine translation evaluation resources, while the test set of SemEval 2015 coming from image description, news headlines, student answers paired with reference answer, answers to questions posted in stack exchange forums and English discussion forum data exhibiting committed belief. The evaluation metric of SemEval 2015 task 2 is mean Pearson correlation, which is calculated by averaging the Pearson correlations of each subset in the test set.
Feature engineering
Considering the training set used in our system, we were trying to generate features which have little relation with the sources where the sentences came from. Four kinds of features are included in our model. They are literal similarity, shallow syntactic similarity, WordNet-based similarity and latent semantic similarity.
Literal Similarity
Intuitively, a pair of sentences that look similar to each other may be similar semantically. For example: S1: A boy is playing a guitar. S2: A man is playing a guitar. S3: Someone is drawing. Apparently, S1 and S2 look more similar and they are closer in semantics than S1 and S3. We chose the Edit Distance (also known as Levenshtein Distance) over characters to measure the similarity between two sentences. The higher the value is, the less similar the two sentences are. As this measure is case sensitive, we lowercase all letters in the sentences before computing the similarity. Although this method may draw opposite conclusions to our expectations in some specific occasions (For example, I hate it VS I have it, the Edit Distance of this pair of sentences is two, but they express very different meaning), the feature was still kept as we observed that it contributed to the overall performance in our experiments.
Shallow Syntactic Similarity
It is quite a common phenomenon that two sentences only differ in one or two syntactic constituents and have very similar syntactic structures. For example (example comes from training set): S1: A man is peeling a potato. S2: A man is slicing a potato. This pair of sentences got very high score in golden standard file. As we can see, only the predicates of the two sentences are different, and the rest of the sentences are the same. This gives us a clue that using syntactic similarity to build the feature could be feasible. Moreover, two sentences may express exactly the same meaning, but use different English voices. This situation was also considered in our model. Jaccard Distance was chosen to compute this feature, which is defined as follows:
Where and are the collections of Part-OfSpeech tags of each sentence. We used the NLTK toolkit (Bird, 2006) to tag each sentence. Since Jaccard distance measure only cares about the appearance of the tags, and ignores the order of them, it can reduce the impact of the tense change.
WordNet-based Similarity
WordNet (Miller, 1995) is a widely used lexical database for English, and it's a convenient tool to find synonyms of nouns, verbs, adjectives and adverbs. WordNet supports numerous lexical similarity measures (Pedersen et al., 2004) . In this work, we explore using two of these similarity measures: res_similarity and path_similarity. The core idea behind the path_similarity measure is that the similarity between two concepts can be derived from the length of the path linking the concepts and the position of the concepts in the WordNet taxonomy. (Meng et al., 2013) . While res_similarity (Resnik, 2011) is a similarity measure based on information content. The result of res_similarity is dependent on the corpus that generates the information content. Figure 1 An example of word alignment using maximum path_similarity. The upper part of the figure is showing the alignment candidates for tomato scored with path_similarity and the lower part of the figure is showing the max path_similarity alignment for the content words in the sentence pair.
In our system, we used the NLTK WordNet API to compute WordNet-based similarity. Based on WordNet and Brown corpus, the computing of res_similarity and path_similarity involve following steps:
Partition a pair of sentences into two lists of tokens. Table 2 Results of using different corpus in res_similarity on test set of SemEval 2012.
results into two lists S1 and S2. For every word w in S1, find out the word in S2 that has the maximum res_similarity/ path_similarity with w. Adding all of the similarity values together, and then average this value with the length of S1. For every word w in S2, find out the word in S1 that has the maximum res_similarity/ path_similarity with w. Adding all of the similarity values together, and then average this value with the length of S2.
Computing the harmonic mean of the two average values, and the result is the value of this feature. Figure 1 is an example shows how we find the corresponding word which has the maximum res_similarity/path_similarity with the words in the second sentence. In this example, potato has the maximum path_similarity score with tomato, compared to girl and slicing (0.33 vs. 0.0077 and 0.0). In the bottom part of the figure, each word in the first sentence would find one word which has the maximum similarity score in the second sentence, these scores would then be used to compute this feature.
To compare the importance of the two measures, we separately exclude one of the two features from all the features used in our solution to train two models and compare their performance. The results are shown in Table 1 . As we can see from the table, path_similarity contributes more to our overall performance than res_similarity. According to the definition of res_similarity, we changed the corpus to find out the influence of the corpus on our overall performance. The results are showed in Table 2 , from which we can see that the results varied very little with different corpora. In our submitted model, Brown corpus (Francis and Kucera, 1979) was used to compute information content.
Latent Semantic Similarity
All of the features generated above contained little semantic information. While sentences from some sources such as headlines and image descriptions are always have various forms which may not be easily compared through some string match measures or shallow syntactic oriented measures. So, a new feature that measures similarity in semantic space is necessary. Latent semantic analysis (Landauer et al., 1998 ) is a very popular technique to convert the term-document matrix which describes the occurrences of terms in document into three smaller matrixes like follows:
Where could be preserved as the semantic space of words. Each word could be represented as a row vector in . When measuring semantic similarity of two sentences, all word vectors appeared in the sentence were summed and then averaged with the length of the sentences. Thus we can get vector representations of the two sentences V1 and V2. With V1 and V2, the similarity of the two sentences can be measured with cosine similarity. Cosine similarity defined as follows: Freq-weighted-LSA Table 3 All features we used in our submitted model.
In our experiment, we directly used the LSA model provided by SEMILAR 1 . A word is represented as a row vector in the LSA model (Niraula et al., 2014) , and the model was decomposed from the whole Wikipedia articles.
We also developed two weighted LSA features to further use semantic information, they are IDFweighted-LSA and Freq-weighted-LSA. IDFweighted-LSA weighted the words (one word is represented as a 200-dimension vector generated from LSA) using inverse document frequency and then summed up all the weighted vectors of words which appeared in the sentence to be the representation of the sentence. The cosine distance of two sentence representations is the value of this feature. Freq-weighted-LSA used word frequency to weight the words and following the same steps mentioned above. In our experiment, the IDF and WordFrequency values were calculated on Wikipedia corpus dumped in December of 2012 (Jin et al., 2014) . These features were only included in our second run yiGou-midbaitu. Unfortunately, this system got worse performance than the first run in official estimation. This may be caused by the overfitting of our model on the training data.
Experiments and Results
Due to the limitation of the time, in our submitted system, we trained Support Vector Regression (SVR) models using Scikit-learn toolkit (Pedrego 1 http://www.semanticsimilarity.org/ parameter kernel gamma C epsilon value rbf 0.0 1.0 0.1 Table 5 Parameter setting in our models.
sa et al., 2011). Table 3 shows the features used in our submitted models. The results with different feature combinations on the test set of SemEval 2012 are shown in Table 4 . Table 5 is our parameter settings. The performance of the best system in SemEval 2012 is 0.67 (Mean) with 19 features, and our best performance is 0.596 (Mean) with 7 features. In SemEval 2015, out of the 73 submitted runs, our two runs ranked 38th and 42th (with mean Pearson correlation 0.7114 and 0.6964 respectively). And the best performance in 2015 is 0.8015.
Conclusions and Future Work
In this paper, we presented our system that participated in the Semantic Text Similarity task in SemEval 2015. We proposed a method using SVR to combine various features to evaluate the similarity between two sentences. We found that WordNet based and LSA-based features are very useful for semantic similarity computing. For future work, we would like to further explore features about semantic representations of words, generate more features related to sentence structures and try to employ some new technologies such as Word2Vec and Sentence2Vec in our model. Besides, using a single model is not adequate to get a better accuracy, other models will be tried and compared in our further work.
