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NEWTONIAN LIMITS OF ISOLATED COSMOLOGICAL SYSTEMS ON LONG TIME
SCALES
CHAO LIU AND TODD A. OLIYNYK
Abstract. We establish the existence of 1-parameter families of ǫ-dependent solutions to the Einstein–Euler
equations with a positive cosmological constant Λ > 0 and a linear equation of state p = ǫ2Kρ, 0 < K ≤ 1/3, for
the parameter values 0 < ǫ < ǫ0. These solutions exist globally to the future, converge as ǫց 0 to solutions of
the cosmological Poisson–Euler equations of Newtonian gravity, and are inhomogeneous nonlinear perturbations
of FLRW fluid solutions.
1. Introduction
Gravitating relativistic perfect fluids are governed by the Einstein–Euler equations. The dimensionless version
of these equations with a cosmological constant Λ is given by
G˜µν + Λg˜µν = T˜ µν , (1.1)
∇˜µT˜ µν = 0, (1.2)
where G˜µν is the Einstein tensor of the metric
g˜ = g˜µνdx¯
µdx¯ν ,
and
T˜ µν = (ρ¯+ p¯)v˜µv˜ν + p¯g˜µν
is the perfect fluid stress–energy tensor. Here, ρ¯ and p¯ denote the fluid’s proper energy density and pressure,
respectively, while v˜ν is the fluid four-velocity, which we assume is normalized by
v˜µv˜µ = −1. (1.3)
In this article, we assume a positive cosmological constant Λ > 0 and restrict our attention to barotropic
fluids with a linear equation of state of the form
p¯ = ǫ2Kρ¯, 0 < K ≤ 1
3
.
The dimensionless parameter ǫ can be identified with the ratio
ǫ =
vT
c
,
where c is the speed of light and vT is a characteristic speed associated to the fluid. Understanding the behavior
of solutions to (1.1)–(1.2) in the limit ǫ ց 0 is known as the Newtonian limit, which has been the subject of
many investigations. Most work in this subject has been carried out in the setting of isolated systems and has
almost exclusively involved formal calculations, see [1, 2, 7, 10, 12, 13, 21, 34, 35, 36] and references therein, with
a few exceptions [45, 46, 55] where rigorous results were established. Due to questions surrounding the physical
interpretation of large-scale cosmological simulations using Newtonian gravity and the role of Newtonian gravity
in cosmological averaging, interest in the Newtonian limit and the related post-Newtonian expansions has shifted
from the isolated systems setting to the cosmological one. Here too, the majority of results are based on formal
calculations [6, 8, 14, 22, 23, 28, 26, 27, 31, 32, 42, 43, 44, 53, 66] with the articles [47, 48, 49, 50] being the
only exceptions where rigorous results have been obtained.
From a cosmological perspective, the most important family of solutions to the system (1.1)–(1.2) are the
Friedmann-Lemaˆıtre-Robertson-Walker (FLRW) solutions that represent a homogenous, fluid filled universe
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undergoing accelerated expansion. Letting (x¯i), i = 1, 2, 3, denote the standard periodic coordinates on the
3-torus1 T3ǫ and t = x¯
0 a time coordinate on the interval (0, 1], the FLRW solutions on the manifold
Mǫ = (0, 1]× T3ǫ
are defined by
h˜(t) = − 3
Λt2
dtdt+ a(t)2δijdx¯
idx¯j , (1.4)
v˜H(t) = −t
√
Λ
3
∂t, (1.5)
ρH(t) =
ρH(1)
a(t)3(1+ǫ2K)
, (1.6)
where ρH(1) is the initial density (freely specifiable) and a(t) satisfies
− ta′(t) = a(t)
√
3
Λ
√
Λ
3
+
ρH(t)
3
, a(1) = 1. (1.7)
Throughout this article, we will refer to the global coordinates (x¯µ) on Mǫ as relativistic coordinates. In
order to discuss the Newtonian limit and the sense in which solutions converge as ǫց 0, we need to introduce
the spatially rescaled coordinates (xµ) defined by
t = x¯0 = x0 and x¯i = ǫxi, ǫ > 0, (1.8)
which we refer to as Newtonian coordinates. We note that the Newtonian coordinates define a global coordinate
system on the ǫ-independent manifold
M :=M1 = (0, 1]× T3.
Remark 1.1. Due to our choice of time coordinate t on (0, 1], the future lies in the direction of decreasing t
and timelike infinity is located at t = 0.
Remark 1.2. The nonstandard form of the FLRW solution and the ǫ-dependence in the manifold Mǫ is a
consequence of our starting point for the Newtonian limit, which differs from the standard formulation in
that the time interval has been compactified from [0,∞) to (0, 1] and the light cones of the metric (1.4) do
not flatten as ǫ ց 0. For comparison, we observe that the standard formulation can be obtained by first
switching to Newtonian coordinates, which removes the ǫ-dependence from the spacetime manifold, followed by
the introduction of a new time coordinate according to
t = e−
√
Λ
3 τ , (1.9)
which undoes the compactification of the time interval. These new coordinates define a global coordinate system
on the ǫ-independent manifold [0,∞)× T3 on which the FLRW metric can be expressed as
hˆ = −dτdτ + ǫ2aˆ(τ)δijdxidxj
where aˆ(τ) = a(e−
√
Λ
3 τ ). Dividing through by ǫ2 yields the metric
hˆǫ = − 1
ǫ2
dτdτ + aˆ(τ)δijdx
idxj ,
which is now in the standard form for taking the Newtonian limit. In particular, we observe that the light cones
of this metric flatten out as ǫց 0.
Remark 1.3. Throughout this article, we take the homogeneous initial density ρH(1) to be independent of ǫ.
All of the results established in this article remain true if ρH(1) is allowed to depend on ǫ in a C
1 manner, that
is the map [0, ǫ0) ∋ ǫ 7−→ ρǫH(1) ∈ R>0 is C1 for some ǫ0 > 0.
Remark 1.4. As we show in §2.1, FLRW solutions {a, ρH} depend regularly on ǫ and have well-defined
Newtonian limits. Letting
a˚ = lim
ǫց0
a and ρ˚H = lim
ǫց0
ρH (1.10)
1Here, Tnǫ = [0, ǫ]
n/ ∼ where ∼ is equivalence relation that follows from the identification of the sides of the box [0, ǫ]n. When
ǫ = 1, we will simply write Tn.
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denote the Newtonian limit of a and ρH , respectively, it then follows from (1.6) and (1.7) that {˚a, ρ˚H} satisfy
ρ˚H =
ρ˚H(1)
a˚(t)3
and
−t˚a′(t) = a˚(t)
√
3
Λ
√
Λ
3
+
ρ˚H(t)
3
, a˚(1) = 1,
which define the Newtonian limit of the FLRW equations.
In the articles [47, 48], the second author established the existence of 1-parameter families of solutions2
{g˜µνǫ , ρ¯ǫ, v˜µǫ }, 0 < ǫ < ǫ0, to (1.1)–(1.2), which include the above family of FLRW solutions, on spacetime
regions of the form
(T1, 1]× T3ǫ ⊂Mǫ,
for some T1 ∈ (0, 1], that converge, in a suitable sense, as ǫց 0 to solutions of the cosmological Poisson–Euler
equations of Newtonian gravity. Although this result rigorously established the existence of a wide class of
solutions to the Einstein–Euler equations that admit a (cosmological) Newtonian limit, the local-in-time nature
of the result left open the question of what happens on long time scales. In particular, the question of the
existence of 1-parameter families of solutions that converge globally to the future as ǫ ց 0 was not addressed.
In light of the importance of Newtonian gravity in cosmological simulations [9, 15, 62, 63], this question needs
to be resolved in order to understand on what time scales Newtonian cosmological simulations can be trusted to
approximate relativistic cosmologies. In this article, we resolve this question under a small initial data condition.
Informally, we establish the existence of 1-parameter families of ǫ-dependent solutions to (1.1)–(1.2) that: (i)
are defined for ǫ ∈ (0, ǫ0) for some fixed constant ǫ0 > 0, (ii) exist globally on Mǫ, (iii) converge, in a suitable
sense, as ǫ ց 0 to solutions of the cosmological Poisson–Euler equations of Newtonian gravity, and (iv) are
small, nonlinear perturbations of the FLRW fluid solutions (1.4)–(1.7). The precise statement of our results can
be found in Theorem 1.7.
Before proceeding with the statement of Theorem 1.7, we first fix our notation and conventions, and define
a number of new variables and equations.
1.1. Notation.
1.1.1. Index of notation. An index containing frequently used definitions and nonstandard notation can be
found in “Appendix D.”
1.1.2. Indices and coordinates. Unless stated otherwise, our indexing convention will be as follows: we use lower
case Latin letters, e.g., i, j, k, for spatial indices that run from 1 to n, and lower case Greek letters, e.g., α, β, γ,
for spacetime indices that run from 0 to n. When considering the Einstein–Euler equations, we will focus on the
physical case where n = 3, while all of the PDE results established in this article hold in arbitrary dimensions.
For scalar functions f(t, x¯i) of the relativistic coordinates, we let
f(t, xi) := f(t, ǫxi) (1.11)
denote the representation of f in Newtonian coordinates.
1.1.3. Derivatives. Partial derivatives with respect to the Newtonian coordinates (xµ) = (t, xi) and the rela-
tivistic coordinates (x¯µ) = (t, x¯i) will be denoted by ∂µ = ∂/∂x
µ and ∂¯µ = ∂/∂x¯
µ, respectively, and we use
Du = (∂ju) and ∂u = (∂µu) to denote the spatial and spacetime gradients, respectively, with respect to the
Newtonian coordinates, and similarly ∂¯u = (∂¯µu) to denote the spacetime gradient with respect to the rela-
tivistic coordinates. We also use Greek letters to denote multi-indices, e.g., α = (α1, α2, . . . , αn) ∈ Zn≥0, and
employ the standard notation Dα = ∂α11 ∂
α2
2 · · ·∂αnn for spatial partial derivatives. It will be clear from context
whether a Greek letter stands for a spacetime coordinate index or a multi-index.
Given a vector-valued map f(u), where u is a vector, we use Df and Duf interchangeably to denote the
derivative with respect to the vector u, and use the standard notation
Df(u) · δu := d
dt
∣∣∣∣
t=0
f(u+ tδu)
2To convert the 1-parameter solutions to the Einstein–Euler equations from [47, 48] to solutions of (1.1)–(1.2), the metric,
four-velocity, time coordinate and spatial coordinates must each be rescaled by an appropriate powers of ǫ, after which the rescaled
time coordinate must be transformed according to the formula (1.9).
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for the action of the linear operator Df on the vector δu. For vector-valued maps f(u, v) of two (or more)
variables, we use the notation D1f and Duf interchangeably for the partial derivative with respect to the first
variable, i.e.,
Duf(u, v) · δu := d
dt
∣∣∣∣
t=0
f(u+ tδu, v),
and a similar notation for the partial derivative with respect to the other variable.
1.1.4. Function spaces. Given a finite-dimensional vector space V , we let Hs(Tn, V ), s ∈ Z≥0, denote the space
of maps from Tn to V with s derivatives in L2(Tn). When the vector space V is clear from context, we write
Hs(Tn) instead of Hs(T, V ). Letting
〈u, v〉 =
∫
Tn
(u(x), v(x)) dnx,
where (·, ·) is a fixed inner product on V , denote the standard L2 inner product, the Hs norm is defined by
‖u‖2Hs =
∑
0≤|α|≤s
〈Dαu,Dαu〉.
For any fixed basis {eI}NI=1 of V , we follow [47] and define a subspace of Hs(Tn, V ) by
H¯s(Tn, V ) =
{
u(x) =
N∑
I=1
uI(x)eI ∈ Hs(Tn, V )
∣∣∣∣〈1, uI〉 = 0 for I = 1, 2, . . . , N
}
.
Specializing to n = 3, we define, for fixed ǫ0 > 0 and r > 0, the spaces
Xsǫ0,r(T
3) = (−ǫ0, ǫ0)×Br(Hs+1(T3, S3))×Hs(T3, S3)×Br(H¯s(T3))× H¯s(T3,R3),
where SN denotes the space of symmetric N × N matrices, and here and throughout this article, we use, for
any Banach space Y , Br(Y ) = { y ∈ Y | ‖y‖Y < r } to denote the open ball of radius r.
To handle the smoothness of coefficients that appear in various equations, we introduce the spaces
Ep((0, ǫ0)× (T1, T2)× U, V ), p ∈ Z≥0,
which are defined to be the set of V -valued maps f(ǫ, t, ξ) that are smooth on the open set (0, ǫ0)× (T1, T2)×U ,
where U ⊂ Tn×RN is open, and for which there exist constants Ck,ℓ > 0, (k, ℓ) ∈ {0, 1, . . . , p}×Z≥0, such that
|∂tkDℓξf(ǫ, t, ξ)| ≤ Ck,ℓ, ∀ (ǫ, t, ξ) ∈ (0, ǫ0)× (T1, T2)× U.
If V = R or V is clear from context, we will drop the V and simply write Ep((0, ǫ0)×(T1, T2)×U). Moreover, we
will use the notation Ep((T1, T2)×U, V ) to denote the subspace of ǫ-independent maps. Given f ∈ Ep((0, ǫ0)×
(T1, T2)× U, V ), we note, by uniform continuity, that the limit f0(t, ξ) := limǫց0 f(ǫ, t, ξ) exists and defines an
element of Ep((T1, T2)× U, V ).
1.1.5. Constants. We employ that standard notation
a . b
for inequalities of the form
a ≤ Cb
in situations where the precise value or dependence on other quantities of the constant C is not required. On
the other hand, when the dependence of the constant on other inequalities needs to be specified, for example if
the constant depends on the norms ‖u‖L∞ and ‖v‖L∞ , we use the notation
C = C(‖u‖L∞ , ‖v‖L∞).
Constants of this type will always be nonnegative, non-decreasing, continuous functions of their arguments, and
in general, C will be used to denote constants that may change from line to line. However, when we want to
isolate a particular constant for use later on, we will label the constant with a subscript, e.g., C1, C2, C3, etc.
1.1.6. Remainder terms. In order to simplify the handling of remainder terms whose exact form is not important,
we will use, unless otherwise stated, upper case calligraphic letters, e.g., S(ǫ, t, x, ξ), T (ǫ, t, x, ξ) and U(ǫ, t, x, ξ),
to denote vector-valued maps that are elements of the space E0
(
(0, ǫ0) × (0, 2) × Tn × BR
(
RN
))
, and upper
case letters in typewriter font, e.g., S(ǫ, t, x, ξ), T(ǫ, t, x, ξ) and U(ǫ, t, x, ξ), to denote vector-valued maps that
are elements of the space E1
(
(0, ǫ0)× (0, 2)× Tn ×BR
(
RN
))
.
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1.2. Conformal Einstein–Euler equations. The method we use to establish the existence of ǫ-dependent
families of solutions to the Einstein–Euler equations that exist globally to the future is based on the one
developed in [51]. Following [51], we introduce the conformal metric
g¯µν = e2Ψg˜µν (1.12)
and the conformal four velocity
v¯µ = eΨv˜µ. (1.13)
Under this change in variables, the Einstein equation (1.1) transforms as
G¯µν = T¯ µν := e4ΨT˜ µν − e2ΨΛg¯µν + 2(∇¯µ∇¯νΨ− ∇¯µΨ∇¯νΨ)− (22¯Ψ+ |∇¯Ψ|2g¯)g¯µν , (1.14)
where 2¯ = ∇¯µ∇¯µ, |∇¯Ψ|2g¯ = g¯µν∇¯µΨ∇¯νΨ, and here and in the following, unless otherwise specified, we raise
and lower all coordinate tensor indices using the conformal metric. Contracting the free indices of (1.14) gives
R¯ = 4Λ− T¯ ,
where T¯ = g¯µν T¯
µν , which we can use to write (1.14) as
−2R¯µν = −4∇¯µ∇¯νΨ+ 4∇¯µΨ∇¯νΨ− 2
[
2¯Ψ+ 2|∇¯Ψ|2 +
(
1− ǫ2K
2
ρ¯+ Λ
)
e2Ψ
]
g¯µν
−2e2Ψ(1 + ǫ2K)ρ¯v¯µv¯ν . (1.15)
We will refer to these equations as the conformal Einstein equations.
Letting Γ˜γµν and Γ¯
γ
µν denote the Christoffel symbols of the metrics g˜µν and g¯µν , respectively, the difference
Γ˜γµν − Γ¯γµν is readily calculated to be
Γ˜γµν − Γ¯γµν = g¯γα
(
g¯µα∇¯νΨ+ g¯να∇¯µΨ− g¯µν∇¯αΨ
)
.
Using this, we can express the Euler equations (1.2) as
∇¯µT˜ µν = −6T˜ µν∇µΨ+ g¯αβ T˜αβ g¯µν∇¯µΨ, (1.16)
which we refer to as the conformal Euler equations.
Remark 1.5. Due to our choice of time orientation, the conformal fluid four-velocity v¯µ, which we assume is
future oriented, satisfies
v¯0 < 0.
We also note that v¯µ is normalized by
v¯µv¯µ = −1, (1.17)
which is a direct consequence of (1.3), (1.12) and (1.13).
1.3. Conformal factor. Following [51], we choose
Ψ = − ln t (1.18)
for the conformal factor, and for later use, we introduce the background metric
h¯ = − 3
Λ
dtdt+ E2(t)δijdx¯
idx¯j , (1.19)
where
E(t) = a(t)t, (1.20)
which is conformally related to the FLRW metric (1.4). Using (1.7), we observe that E(t) satisfies
∂tE(t) =
1
t
E(t)Ω(t), (1.21)
where Ω(t) is defined by
Ω(t) = 1−
√
3
Λ
√
Λ
3
+
ρH(t)
3
. (1.22)
A short calculation then shows that the non-vanishing Christoffel symbols of the background metric (1.19) are
given by
γ¯0ij =
Λ
3t
E2Ωδij and γ¯
i
j0 =
1
t
Ωδij , (1.23)
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from which we compute
γ¯σ := h¯µν γ¯σµν =
Λ
t
Ωδσ0 . (1.24)
1.4. Wave gauge. For the hyperbolic reduction of the conformal Einstein equations, we use the wave gauge
from [51] that is defined by
Z¯µ = 0, (1.25)
where
Z¯µ = X¯µ + Y¯ µ (1.26)
with
X¯µ := Γ¯µ − γ¯µ = −∂¯ν g¯µν + 1
2
g¯µσ g¯αβ∂¯σ g¯
αβ − Λ
t
Ωδµ0
(
Γ¯µ = g¯σν Γ¯µσν
)
(1.27)
and
Y¯ µ := −2∇¯µΨ+ 2Λ
3t
δµ0 = −2(g¯µν − h¯µν)∇¯νΨ. (1.28)
1.5. Variables. To obtain variables that are simultaneously suitable for establishing global existence and taking
Newtonian limits, we switch to Newtonian coordinates (xµ) = (t, xi) and employ the following rescaled version
of the variables introduced in [51]:
u0µ =
1
ǫ
g¯0µ − η¯0µ
2t
, (1.29)
u0µ0 =
1
ǫ
(
∂¯0g¯
0µ − 3(g¯
0µ − η¯0µ)
2t
)
, (1.30)
u0µi =
1
ǫ
∂¯ig¯
0µ, (1.31)
uij(t, x) =
1
ǫ
(
g¯ij − η¯ij), (1.32)
uijµ =
1
ǫ
∂¯µg¯
ij , (1.33)
u =
1
ǫ
q¯, (1.34)
uµ =
1
ǫ
∂¯µq¯, (1.35)
zi =
1
ǫ
v¯i, (1.36)
ζ =
1
1 + ǫ2K
ln
(
t−3(1+ǫ
2K)ρ¯
)
, (1.37)
and
δζ = ζ − ζH , (1.38)
where
g¯ij = α−1g¯ij , α := (det gˇij)
− 13 = (det g¯kl)
1
3 , gˇij = (g¯
ij)−1, (1.39)
q¯ = g¯00 − η¯00 − Λ
3
lnα− 2Λ
3
lnE, (1.40)
η¯µν = −Λ
3
δµ0 δ
ν
0 + δ
µ
i δ
ν
j δ
ij , (1.41)
and
ζH(t) =
1
1 + ǫ2K
ln
(
t−3(1+ǫ
2K)ρH(t)
)
. (1.42)
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As we show below in §2.1, ζH is given by the explicit formula
ζH(t) = ζH(1)− 2
1 + ǫ2K
ln
(
C0 − t3(1+ǫ2K)
C0 − 1
)
, (1.43)
where the constants C0 and ζH(1) are defined by
C0 =
√
Λ + ρH(1) +
√
Λ√
Λ + ρH(1)−
√
Λ
> 1 (1.44)
and
ζH(1) =
1
1 + ǫ2K
ln ρH(1), (1.45)
respectively. Letting
ζ˚H = lim
ǫց0
ζH (1.46)
denote the Newtonian limit of ζH , it is clear from the formula (1.43) that
ζ˚H(t) = ln ρH(1)− 2 ln
(
C0 − t3
C0 − 1
)
. (1.47)
For later use, we also define
zi =
1
ǫ
v¯i. (1.48)
Remark 1.6. It is important to emphasize that the above variables are defined on the ǫ-independent manifold
M = (0, 1] × T3. Effectively, we are treating components of the geometric quantities with respect to the
relativistic coordinates as scalars defined on Mǫ and we are pulling them back as scalars to M by transforming
to Newtonian coordinates. This process is necessary to obtain variables that have a well defined Newtonian
limit. We stress that for any fixed ǫ > 0, the gravitational and matter fields {g¯µν, v¯µ, ρ¯} on Mǫ are completely
determined by the fields {u0µ, uij, u, zi, ζ} on M .
1.6. Conformal Poisson-Euler equations. The ǫ ց 0 limit of the conformal Einstein–Euler equations on
M are the conformal cosmological Poisson–Euler equations, which are defined by
∂tρ˚+
√
3
Λ
∂j
(
ρ˚z˚j
)
=
3(1− Ω˚)
t
ρ˚, (1.49)√
Λ
3
ρ˚∂tz˚
j +K∂j ρ˚+ ρ˚z˚i∂iz˚
j =
√
Λ
3
1
t
ρ˚z˚j − 1
2
3
Λ
ρ˚∂jΦ˚
(
∂j :=
δji
E˚2
∂i
)
, (1.50)
∆Φ˚ =
Λ
3
E˚2
t2
Πρ˚ (∆ := δij∂i∂j), (1.51)
where Π is the projection operator defined by
Πu = u− 〈1, u〉, (1.52)
for u ∈ L2(T3),
E˚(t) =
(
C0 − t3
C0 − 1
) 2
3
(1.53)
and
Ω˚(t) =
2t3
t3 − C0 , (1.54)
with C0 given by (1.44).
It will be important for our analysis to introduce the modified density variable ζ˚ defined by
ζ˚ = ln(t−3ρ˚),
which is the nonrelativistic version of the variable ζ introduced above, see (1.37). A short calculation then shows
that the conformal cosmological Poisson–Euler equations can be expressed in terms of this modified density as
follows:
∂tζ˚ +
√
3
Λ
(˚
zj∂j ζ˚ + ∂j z˚
j
)
= −3Ω˚
t
, (1.55)
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Λ
3
∂tz˚
j + z˚i∂iz˚
j +K∂j ζ˚ =
√
Λ
3
1
t
z˚j − 1
2
3
Λ
∂jΦ˚, (1.56)
∆Φ˚ =
Λ
3
tE˚2Πeζ˚ . (1.57)
1.7. Main Theorem. We are in the position to state the main theorem of the article. The proof is given in
§7.
Theorem 1.7. Suppose s ∈ Z≥3, 0 < K ≤ 13 , Λ > 0, ρH(1) > 0, r > 0 and the free initial data {u˘ij , u˘ij0 , ρ˘0, ν˘i}
is chosen so that u˘ij ∈ Br(Hs+1(T3, S3)), u˘ij0 ∈ Hs(T3, S3), ρ˘0 ∈ Br(H¯s(T3)), ν˘i ∈ H¯s(T3,R3). Then for
r > 0 chosen small enough, there exists a constant ǫ0 > 0 and maps u˘
µν ∈ Cω(Xsǫ0,r(T3), Hs+1(T3, S4)),
u˘ ∈ Cω(Xsǫ0,r(T3), Hs+1(T3)), u˘µν0 ∈ Cω(Xsǫ0,r(T3), Hs(T3, S4)), u˘0 ∈ Cω(Xsǫ0,r(T3), Hs(T3)), z˘ = (z˘i) ∈
Cω
(
Xsǫ0,r(T
3), Hs(T3,R3
))
, and δζ˘ ∈ Cω(Xsǫ0,r(T3), Hs(T3)), such that3
uµ0|t=1 := u˘µ0(ǫ, u˘kl, u˘kl0 , ρ˘0, ν˘k) = ǫ
Λ
6
∆−1ρ˘0δ
µ
0 +O(ǫ
2),
uij |t=1 := u˘ij(ǫ, u˘kl, u˘kl0 , ρ˘0, ν˘k) = ǫ2
(
u˘ij − 1
3
u˘pqδpqδ
ij
)
+O(ǫ3),
u|t=1 := u˘(ǫ, u˘kl, u˘kl0 , ρ˘0, ν˘k) = ǫ2
2Λ
9
u˘ijδij +O(ǫ
3),
zi|t=1 := z˘i(ǫ, u˘kl, u˘kl0 , ρ˘0, ν˘k) =
ν˘jδij
ρH(1) + ρ˘0
+O(ǫ),
δζ|t=1 := δζ˘(ǫ, u˘kl, u˘kl0 , ρ˘0, ν˘k) = ln
(
1 +
ρ˘0
ρH(1)
)
+O(ǫ2),
u0|t=1 := u˘0(ǫ, u˘ij , u˘ij0 , ρ˘0, ν˘i) = O(ǫ)
and
uµν0 |t=1 := u˘µν0 (ǫ, u˘kl, u˘kl0 , ρ˘0, ν˘k) = O(ǫ)
determine via the formulas (1.29), (1.30), (1.32), (1.34), (1.36), (1.37), and (1.38) a solution of the gravitational
and gauge constraint equations, see (6.3)-(6.4) and Remark 6.1. Furthermore, there exists a σ > 0, such that if
‖u˘ij‖Hs+1 + ‖u˘ij0 ‖Hs + ‖ρ˘0‖Hs + ‖ν˘i‖Hs ≤ σ,
then there exist maps
uµνǫ ∈ C0((0, 1], Hs(T3, S4)) ∩ C1((0, 1], Hs−1(T3, S4)),
uµνγ,ǫ ∈ C0((0, 1], Hs(T3, S4)) ∩ C1((0, 1], Hs−1(T3, S4)),
uǫ ∈ C0((0, 1], Hs(T3)) ∩C1((0, 1], Hs−1((T3)),
uγ,ǫ ∈ C0((0, 1], Hs(T3)) ∩C1((0, 1], Hs−1((T3)),
δζǫ ∈ C0((0, 1], Hs(T3)) ∩C1((0, 1], Hs−1(T3)),
zǫi ∈ C0((0, 1], Hs(T3),R3)) ∩ C1((0, 1], Hs−1(T3,R3)),
for ǫ ∈ (0, ǫ0), and
Φ˚ ∈ C0((0, 1], Hs+2(T3)) ∩ C1((0, 1], Hs+1(T3)),
δζ˚ ∈ C0((0, 1], Hs(T3)) ∩ C1((0, 1], Hs−1(T3)),
z˚i ∈ C0((0, 1], Hs(T3,R3)) ∩ C1((0, 1], Hs−1(T3,R3)),
such that
(i) {uµνǫ (t, x), uǫ(t, x), δζǫ(t, x), zǫi (t, x)} determines, via (1.12), (1.13), (1.17), (1.29), (1.32), (1.34), (1.36),
and (1.37)-(1.41), a 1-parameter family of solutions to the Einstein–Euler equations (1.1)-(1.2) in the
wave gauge (1.25) on Mǫ,
3See Lemma 6.7 for details.
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(ii) {Φ˚(t, x), ζ˚(t, x) := δζ˚ + ζ˚H , z˚i(t, x) := E˚(t)−2δij z˚j(t, x)}, with ζ˚H and E˚ given by (1.47) and (1.53),
respectively, solves the conformal cosmological Poisson-Euler equations (1.55)-(1.57) on M with initial
data ζ˚|t=1 = ln(ρH(1) + ρ˘0) and z˚i|t=1 = ν˘i/(ρH(1) + ρ˘0),
(iii) the uniform bounds
‖δζ˚‖L∞((0,1],Hs) + ‖Φ˚‖L∞((0,1],Hs+2) + ‖z˚j‖L∞((0,1],Hs) + ‖δζǫ‖L∞((0,1],Hs) + ‖z˚ǫj‖L∞((0,1],Hs) . 1
and
‖uµνǫ ‖L∞((0,1],Hs) + ‖uµνγ,ǫ‖L∞((0,1],Hs) + ‖uǫ‖L∞((0,1],Hs) + ‖uγ,ǫ‖L∞((0,1],Hs) . 1,
hold for ǫ ∈ (0, ǫ0),
(iv) and the uniform error estimates
‖δζǫ − δζ˚‖L∞((0,1],Hs−1) + ‖zǫj − z˚j‖L∞((0,1]×Hs−1) . ǫ,
‖uµνǫ,0‖L∞((0,1],Hs−1) + ‖uµνk,ǫ − δµ0 δν0∂kΦ˚‖L∞((0,1],Hs−1) + ‖uµνǫ ‖L∞((0,1],Hs−1) . ǫ
and
‖uγ,ǫ‖L∞((0,1],Hs−1) + ‖uǫ‖L∞((0,1],Hs−1) . ǫ
hold for ǫ ∈ (0, ǫ0).
1.8. Future directions. Although the 1-parameter families of ǫ-dependent solutions to the Einstein–Euler
equations from Theorem 1.7 do provide a positive answer to the question of the existence of non-homogeneous
relativistic cosmological solutions that are globally approximated to the future by solutions of Newtonian gravity,
it does not resolve the question for initial data that is relevant to our Universe. This is because these solutions
have a characteristic size ∼ ǫ and should be interpreted as cosmological versions of isolated systems [23, 49, 50].
This defect was remedied on short time scales in [50]. There the local-in-time existence of 1-parameter families
of ǫ-dependent solutions to the Einstein–Euler equations that converge to solutions of the cosmological Poisson–
Euler equations on cosmological spatial scales was established.
In work that is currently in preparation [38], we combine the techniques developed in [50] with a generalization
of the ones developed in this article to extend the local-in-time existence result from [50] to a global-in-time
result. This resolves the existence question of non-homogeneous relativistic cosmological solutions that are
globally approximated to the future on cosmological scales by solutions of Newtonian gravity, at least for initial
data that is a small perturbation of FLRW initial data. However, this is far from the end of the story because
there are relativistic effects that are important for precision cosmology that are not captured by the Newtonian
solutions. To understand these relativistic effects, higher-order post-Newtonian (PN) expansions are required
starting with the 1/2-PN expansion, which is, by definition, the ǫ order correction to the Newtonian gravity. In
particular, it can be shown [52] that the 1-parameter families of solutions must admit a 1/2-PN expansion in
order to view them on large scales as a linear perturbation of FLRW solutions. The importance of this result
is that it shows it is possible to have rigorous solutions that fit within the standard cosmological paradigm of
linear perturbations of FLRW metrics on large scales while, at the same time, are fully nonlinear on small scales
of order ǫ. Thus the natural next step is to extend the results of [38] to include the existence of 1-parameter
families of ǫ-dependent solutions to the Einstein–Euler equations that admit 1/2-PN expansions globally to the
future on cosmological scales. This is work that is currently in progress.
1.9. Prior and related work. The future nonlinear stability of the FLRW fluid solutions for a linear equation
of state p = Kρ was first established under the condition 0 < K < 1/3 and the assumption of zero fluid
vorticity by Rodnianski and Speck [58] using a generalization of a wave-based method developed by Ringstro¨m
in [56]. Subsequently, it has been shown [19, 24, 40, 61] that this future nonlinear stability result remains true
for fluids with nonzero vorticity and also for the equation of state parameter values K = 0 and K = 1/3, which
correspond to dust and pure radiation, respectively. It is worth noting that the stability results established
in [40] and [19] for K = 1/3 and K = 0, respectively, rely on Friedrich’s conformal method [17, 18], which is
completely different from the techniques used in [24, 58, 61] for the parameter values 0 ≤ K < 1/3.
In the Newtonian setting, the global existence to the future of solutions to the cosmological Poisson–Euler
equations was established in [4] under a small initial data assumption and for a class of polytropic equations of
state.
A new method was introduced in [51] to prove the future nonlinear stability of the FLRW fluid solutions that
was based on a wave formulation of a conformal version of the Einstein–Euler equations. The global existence
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results in this article are established using this approach. We also note that this method was recently used to
establish the nonlinear stability of the FLRW fluid solutions that satisfy the generalized Chaplygin equation of
state [37].
1.10. Overview. In §2, we employ the variables (1.29)–(1.38) and the wave gauge (1.25) to write the conformal
Einstein–Euler system, given by (1.15) and (1.16), as a non-local symmetric hyperbolic system, see (2.103), that
is jointly singular in ǫ and t.
In §3, we state and prove a local-in-time existence and uniqueness result along with a continuation principle
for solutions of the reduced conformal Einstein–Euler equations and discuss how solutions to the reduced
conformal Einstein–Euler equations determine solutions to the singular system (2.103). Similarly, in §4, we
state and prove a local-in-time existence and uniqueness result and continuation principle for solutions of the
conformal cosmological Poisson–Euler equations (1.55)–(1.57).
We establish in §5 uniform a priori estimates for solutions to a class of symmetric hyperbolic equations
that are jointly singular in ǫ and t, and include both the formulation (2.103) of the conformal Einstein–Euler
equations and the ǫց 0 limit of these equations. We also establish error estimates, that is, a priori estimates for
the difference between solutions of the singular hyperbolic equation and the corresponding ǫց 0 limit equation.
In §6, we construct ǫ-dependent 1-parameter families of initial data for the reduced conformal Einstein–Euler
equations that satisfy the constraint equations on the initial hypersurface t = 1 and limit as ǫց 0 to solutions
of the conformal cosmological Poisson–Euler equations.
Using the results from §2 to §6, we complete the proof of Theorem 1.7 in §7.
2. A singular symmetric hyperbolic formulation of the conformal Einstein–Euler equations
In this section, we employ the variables (1.29)–(1.38) and the wave gauge (1.25) to cast the conformal
Einstein–Euler system, given by (1.15) and (1.16), into a form that is suitable for analyzing the limit ǫ ց 0
globally to the future. More specifically, we show that the Einstein–Euler system can be written as a symmetric
hyperbolic system that is jointly singular in ǫ and t, and for which the singular terms have a specific structure.
Crucially, the ǫ-dependent singular terms are of a form that has been well studied beginning with the pioneering
work of Browning, Klainerman, Kreiss and Majda [5, 29, 30, 33, 59, 60], while the t-dependent singular terms
are of the type analyzed in [51].
2.1. Analysis of the FLRW solutions. As a first step in the derivation, we find explicit formulas for the
functions Ω(t), ρH(t) and E(t) that will be needed to show that the transformed conformal Einstein–Euler
systems is of the form analyzed in §5. We begin by differentiating (1.22) and observe, with the help of (1.6),
(1.20) and (1.21), that it satisfies the differential equation
−t∂t(1− Ω) + 3
2
(1 + ǫ2K)(1− Ω)2 = 3
2
(1 + ǫ2K). (2.1)
Integrating gives
Ω(t) =
2t3(1+ǫ
2K)
t3(1+ǫ2K) − C0
, (2.2)
where C0 is as defined above by (1.44). Then by (1.22), we find that
ρH(t) =
4C0Λt
3(1+ǫ2K)
(C0 − t3(1+ǫ2K))2
, (2.3)
which, in turn, shows that ζH(t), as defined by (1.42), is given by the formula (1.43).
It is clear from the above formulas that Ω, ρ and ζH , as functions of (t, ǫ), are in C
2([0, 1] × [0, ǫ0]) ∩
W 3,∞([0, 1]× [−ǫ0, ǫ0]) for any fixed ǫ0 > 0. In particular, we can represent t−1Ω and ∂tΩ as
1
t
Ω = E−1∂tE = t
2+3ǫ2K
Q1(t) and ∂tΩ = t
2+3ǫ2K
Q2(t),
respectively, where we are employing the notation from §1.1.6 for the remainder terms Q1 and Q2.
Using (2.2), we can integrate (1.21) to obtain
E(t) = exp
(∫ t
1
2s2+3ǫ
2K
s3(1+ǫ2K) − C0 ds
)
=
(
C0 − t3(1+ǫ2K)
C0 − 1
) 2
3(1+ǫ2K)
≥ 1 (2.4)
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for t ∈ [0, 1]. From this formula, it is clear that E ∈ C2([0, 1]× [−ǫ0, ǫ0])∩W 3,∞([0, 1]× [−ǫ0, ǫ0]), and that the
Newtonian limit of E, denoted E˚ and defined by
E˚(t) = lim
ǫց0
E(t),
is given by the formula (1.53). Similarly, we denote the Newtonian limit of Ω by
Ω˚(t) = lim
ǫց0
Ω(t),
which we see from (2.2) is given by the formula (1.54).
For later use, we observe that E, Ω, ρH and ζH satisfy
−E−1∂2tE +
1
t
E−1∂tE =
1
2Λt2
(1 + 3ǫ2K)ρH , (2.5)
E−1∂2tE + 2E
−2(∂tE)
2 − 5
t
E−1∂tE =
3
2Λt2
(1− ǫ2K)ρH (2.6)
and
∂tζH = −3
t
Ω = −3E−1∂tE = −γ¯ii0 = −γ¯i0i = t2+3ǫ
2K
Q3(t) (2.7)
as can be verified by a straightforward calculation using the formulas (1.43) and (2.2)-(2.4). By (1.47) and
(1.54), it is easy to verify
∂tζ˚H = −3
t
Ω˚ =
6t2
C0 − t3 . (2.8)
We also record the following useful expansions of t1+3ǫ
2K , E(ǫ, t) and Ω(ǫ, t):
t1+3ǫ
2K = t+ ǫ2X (ǫ, t) where X (ǫ, t) = 6K
ǫ2
∫ ǫ
0
λt1+3λ
2K ln tdλ (2.9)
and
E(ǫ, t) = E˚(t) + ǫE(ǫ, t) and Ω(ǫ, t) = Ω˚(t) + ǫA(ǫ, t) (2.10)
for (ǫ, t) ∈ (0, ǫ0)× (0, 1], where X , E and A are all remainder terms as defined in §1.1.6.
2.2. The reduced conformal Einstein equations. The next step in transforming the conformal Einstein–
Euler system is to replace the conformal Einstein equations (1.15) with the gauge reduced version given by
−2R¯µν+2∇¯(µZ¯ν) + A¯µνσ Z¯σ = −4∇¯µ∇¯νΨ+ 4∇¯µΨ∇¯νΨ
− 2
[
2¯Ψ+ 2|∇¯Ψ|2 +
(
1− ǫ2K
2
ρ¯+ Λ
)
e2Ψ
]
g¯µν − 2e2Ψ(1 + ǫ2K)ρ¯v¯µv¯ν , (2.11)
where
A¯µνσ := −X¯(µδν)σ + Y¯ (µδν)σ .
We will refer to these equations as the reduced conformal Einstein equations.
Proposition 2.1. If the wave gauge (1.25) is satisfied, Ψ is chosen as (1.18) and γ¯ν is given by (1.24), then
the following relations hold:
∇¯(µγ¯ν) = g¯0(µδν)0
Λ
t
(
∂tΩ− 1
t
Ω
)
− Λ
2t
Ω∂tg¯
µν ,
2¯Ψ =
1
t2
g¯00 − 1
t
Y¯ 0 +
1
t
γ¯0, |∇¯Ψ|2 = 1
t2
g¯00,
Y¯ µY¯ ν = 4∇¯µΨ∇¯νΨ+ 8Λ
3t2
δ
(µ
0 g¯
ν)0 +
4Λ2
9t2
δµ0 δ
ν
0
and
∇¯(µY¯ ν) = −2∇¯µ∇¯νΨ− 2Λ
3t2
g¯0(µδ
ν)
0 −
Λ
3t
∂¯tg¯
µν .
Proof. The proof follows from the formulas (1.18), (1.24) and (1.26)-(1.28) via straightforward computation. 
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Remark 2.2. For the purposes of proving a priori estimates, we can always assume that the wave gauge (1.25)
holds since this gauge condition is known to propagate for solutions of the reduced Einstein–Euler equations
assuming that the gravitational constraint equations and the gauge constraint Z¯µ = 0 are satisfied on the
initial hypersurface. The implication for our strategy of obtaining global solutions to the future by extending
local-in-time solutions via a continuation principle through the use of a priori estimates is that we can assume
that the wave gauge Z¯µ = 0 is satisfied, which, in particular, means that we can freely use the relations4 from
Proposition 2.1 in the following.
A short computation using the relations from Proposition 2.1 then shows that the reduced conformal Einstein
Equations (2.11) can be written as
−2R¯µν + 2∇¯(µX¯ν) − X¯µX¯ν + 2Λ
t
Ωg¯µν =
2Λ
3t
∂tg¯
µν − 4Λ
3t2
(
g¯00 +
Λ
3
)
δµ0 δ
ν
0 −
4Λ
3t2
g¯0kδ
(µ
0 δ
ν)
k
− 2
t2
g¯µν
(
g¯00 +
Λ
3
)
− (1− ǫ2K) ρ¯
t2
g¯µν − 2(1 + ǫ2K) ρ¯
t2
v¯µv¯ν . (2.12)
Recalling the formula (e.g., see [20, 57])
R¯µν =
1
2
g¯λσ∂¯λ∂¯σ g¯
µν + ∇¯(µΓ¯ν) + 1
2
(Qµν − X¯µX¯ν),
where
Qµν = g¯λσ∂¯λ(g¯
αµg¯ρν)∂¯σ g¯αρ + 2g¯
αµΓ¯ηλαg¯ηδ g¯
λγ g¯ρν Γ¯δργ + 4Γ¯
λ
δηg¯
δγ g¯λ(αΓ¯
η
ρ)γ g¯
αµg¯ρν + (Γ¯µ − γ¯µ)(Γ¯ν − γ¯ν), (2.13)
we can express (2.12) as
−g¯λσ∂¯λ∂¯σ g¯µν − 2∇¯(µγ¯ν) −Qµν + 2Λ
t2
Ωg¯µν =
2Λ
3t
∂tg¯
µν − 4Λ
3t2
(
g¯00 +
Λ
3
)
δµ0 δ
ν
0
− 4Λ
3t2
g¯0kδ
(µ
0 δ
ν)
k −
2
t2
g¯µν
(
g¯00 +
Λ
3
)
− (1− ǫ2K) ρ¯
t2
g¯µν − 2(1 + ǫ2K) ρ¯
t2
v¯µv¯ν . (2.14)
By construction, the quadruple {Ψ, h¯µν, ρH , v¯µH}, see (1.5), (1.6), (1.18) and (1.19), is the conformal rep-
resentation of a FLRW solution, and as such, it satisfies the conformal Einstein equations (1.14) under the
replacement {g¯µν , ρ¯, v¯} 7→ {h¯µν , ρH , eΨv˜µH}. Since X¯µ and Y¯ µ vanish when g¯µν 7−→ h¯µν , it is clear that the
conformal Einstein equations (1.14) and the reduced conformal Einstein equations (2.14) coincide under the
replacement {g¯µν , ρ¯, v¯} 7→ {h¯µν , ρH , eΨv˜µH}, and thus it follows that h¯µν satisfies
−h¯00∂¯20 h¯µν − 2∇¯(µH γ¯ν) −QµνH +
2Λ
t2
Ωh¯µν =
2Λ
3t
∂th¯
µν − (1− ǫ2K)ρH
t2
h¯µν − 2(1 + ǫ2K)ρH
t2
Λ
3
δµ0 δ
ν
0 , (2.15)
where ∇¯H is the Levi-Civita connection of h¯µν ,
∇¯(µH γ¯ν) = h¯0(µδν)0
Λ
t
(
∂tΩ− 1
t
Ω
)
− 2Λ
t
Ω∂th¯
µν
and
QµνH =h¯
λσ∂¯λ(h¯
αµh¯ρν)∂¯σh¯αρ + 2h¯
αµγ¯ηλαh¯ηδh¯
λγ h¯ρν γ¯δργ + 4γ¯
λ
δηh¯
δγ h¯λ(αγ¯
η
ρ)γ h¯
αµh¯ρν .
Using the formulas (1.23) for the Christoffel symbols of h¯µν , it is not difficult to verify via a routine calculation
that independent components of the equation (2.15) agree up to scaling by a constant with the equations
(2.5)-(2.6).
Setting ν = 0 and subtracting (2.15) from (2.14), we obtain the equation
− g¯λσ∂¯λ∂¯σ(g¯µ0 − h¯µ0)− 2(∇¯(µγ¯0) − ∇¯(µH γ¯0))− (Qµ0 −Qµ0H ) +
2Λ
t2
Ω(g¯µ0 − h¯µ0)
=
2Λ
3t
∂t(g¯
µ0 − h¯µ0)− 4Λ
3t2
(
g¯00 +
Λ
3
)
δµ0 δ
0
0 −
4Λ
3t2
g¯0kδ
(µ
0 δ
0)
k −
2
t2
g¯µ0
(
g¯00 +
Λ
3
)
− (1− ǫ2K) 1
t2
[
(ρ¯− ρH)g¯µ0 + ρH(g¯µ0 − h¯µ0)
]
− 2(1 + ǫ2K) 1
t2
[
(ρ¯− ρH)v¯µv¯0 + ρH
(
v¯µv¯0 − Λ
3
δµ0
)]
(2.16)
4In fact, the only relation from Proposition 2.1 that relies on the gauge condition Z¯µ = 0 being satisfied is 2¯Ψ = 1
t2
g¯00− 1
t
Y¯ 0+
1
t
γ¯0.
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for the difference g¯µ0 − h¯µ0. This equation is close to the form that we are seeking. The final step needed
to complete the transformation is to introduce a non-local modification which effectively subtracts out the
contribution due to the Newtonian potential.
For the spatial components, a more complicated transformation is required to bring those equations into the
desired form. The first step is to contract the µ = i, ν = j components of (2.14) with gˇij , where we recall that
(gˇkl) = (g¯
kl)−1 . A straightforward calculation, using the identity gˇkl∂¯µg¯
kl = −3α∂¯µα−1 (recall α = det(g¯kl))
and (2.16) with µ = 0, shows that q¯, defined previously by (1.40), satisfies the equation
− g¯λσ∂¯λ∂¯σ q¯− 2Λg¯00 1
t
(
∂tΩ− 1
t
Ω
)
− 2g¯λ0Γ¯0λ0
Λ
t
Ω+
2Λ2
9t
ΩΓ¯ki0δ
i
k +
2Λ2
9t
Ωg¯0(iΓ¯
j)
00gˇij
− 2Λ
3
g¯00
(
E−1∂2tE − E−2(∂tE)2
)−Q+ 2Λ
t2
Ω
(
g¯00 − Λ
3
)
=
2Λ
3t
∂¯0q¯+
4Λ2
9t
E−1∂tE
− 2
t2
(
g¯00 +
Λ
3
)2
− (1 − ǫ2K) ρ¯
t2
(
g¯00 − Λ
3
)
− 2(1 + ǫ2K) ρ¯
t2
(
v¯0v¯0 − Λ
9
gˇij v¯
iv¯j
)
, (2.17)
where
Q = Q00 +
Λ
9
g¯λσ∂¯λgˇij ∂¯σ g¯
ij − Λ
9
gˇijQ
ij .
Under the replacement {g¯µν, ρ¯, v¯} 7→ {h¯µν , ρH , eΨv˜µH}, equation (2.17) becomes
− 2Λh¯00 1
t
(
∂tΩ− 1
t
Ω
)
− 2h¯λ0γ¯0λ0
Λ
t
Ω +
2Λ2
9t
Ωγ¯ki0δ
i
k +
2Λ2
9t
Ωh¯0(iγ¯
j)
00hˇij −
2Λ
3
h¯00
(
E−1∂2tE − E−2(∂tE)2
)
−QH + 2Λ
t2
Ω
(
h¯00 − Λ
3
)
=
4Λ2
9t
E−1∂tE − (1 − ǫ2K)ρH
t2
(
h¯00 − Λ
3
)
− 2(1 + ǫ2K)ρH
t2
Λ
3
, (2.18)
where
QH = Q
00
H +
Λ
9
h¯λσ∂¯λhˇij ∂¯σh¯
ij − Λ
9
hˇijQ
ij
H and hˇij := (h¯
kl)−1 = E2δij ,
which, for the reasons discussed above, is satisfied by the conformal FRLW solution {Ψ, h¯µν , ρH , v¯µH}. Taking
the difference between (2.17) and (2.18) yields the following equation for q¯:
− g¯λσ∂¯λ∂¯σ q¯− 2Λ(g¯00 − h¯00)1
t
(
∂tΩ− 1
t
Ω
)
− 2(g¯λ0Γ¯0λ0 − h¯λ0γ¯0λ0)
Λ
t
Ω+
2Λ2
9t
Ω(Γ¯ki0 − γ¯ki0)δik
+
2Λ2
9t
Ω(g¯0(iΓ¯
j)
00gˇij − h¯0(iγ¯j)00hˇij)−
2Λ
3
(g¯00 − h¯00) (E−1∂2tE − E−2(∂tE)2)+ 2Λt2 Ω (g¯00 − h¯00)
− (Q−QH) = 2Λ
3t
∂¯0q¯− 2
t2
(
g¯00 +
Λ
3
)2
− (1− ǫ2K) 1
t2
(ρ¯− ρH)
(
g¯00 − Λ
3
)
− (1− ǫ2K) 1
t2
ρH
(
g¯00 +
Λ
3
)
− 2(1 + ǫ2K) 1
t2
[
(ρ¯− ρH)
(
v¯0v¯0 − Λ
9
gˇij v¯
iv¯j
)
+ ρH
(
v¯0v¯0 − Λ
3
− Λ
9
gˇij v¯
iv¯j
)]
.
(2.19)
Next, denote
Lijkl = δikδjl −
1
3
gˇklg¯
ij ,
and apply 1αLijlm to (2.14) with µ = l, ν = m. A calculation using the identities
α−1Lijlm∂¯σg¯lm = ∂¯σ g¯ij and Lijlmg¯lm = 0,
where we recall that g¯ij is defined by (1.39), then shows that g¯ij satisfies the equation
−g¯λσ∂¯λ∂¯σ(g¯ij − δij)− 2
α
Lijlm∇¯(lγ¯m) − Q˜ij =
2Λ
3t
∂t(g¯
ij − δij)− 2(1 + ǫ
2K)
α
ρ¯
t2
Lijlmv¯lv¯m, (2.20)
where
Q˜ij = −g¯λσ∂¯λ
(
1
α
Lijlm
)
∂¯σ g¯
lm +
1
α
LijlmQlm.
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Making the replacement {g¯µν , ρ¯, v¯} 7→ {h¯µν , ρH , eΨv˜µH}, equation (2.20) becomes
− 2
αH
Lijlm,H∇¯(lH γ¯m) − Q˜ijH = 0, (2.21)
where
Q˜ijH = −h¯λσ∂¯λ
(
1
αH
Lijlm,H
)
∂¯σh¯
lm +
1
αH
Lijlm,HQlmH , αH = (det hˇij)−
1
3 = E−2
and
Lijkl,H = δikδjl −
1
3
δklδ
ij .
Subtracting (2.20) by (2.21) gives
−g¯λσ∂¯λ∂¯σ(g¯ij − δij)− 2
(
1
α
Lijlm∇¯(lγ¯m) −
1
αH
Lijlm,H∇¯(lH γ¯m)
)
− (Q˜ij − Q˜ijH)
=
2Λ
3t
∂t(g¯
ij − δij)− 2(1 + ǫ
2K)
α
ρ¯
t2
Lijlmv¯lv¯m. (2.22)
2.3. ǫ-expansions and remainder terms. The next step in the transformation of the reduced conformal
Einstein–Euler equations requires us to understand the lowest-order ǫ-expansion for a number of quantities. We
compute and collect together these expansions in this section. Throughout this section, we work in Newtonian
coordinates, and we frequently employ the notation (1.11) for evaluation in Newtonian coordinates, and the
notation from §1.1.6 for remainder terms.
First, we observe, using (1.29), (1.34) and (1.40), that we can write α as
α = E−2 exp
(
ǫ
3
Λ
(
2tu00 − u)). (2.23)
Using this, we can write the conformal metric as
g¯ij = E−2δij + ǫΘij, (2.24)
where
Θij = Θij(ǫ, t, u, uµν) :=
1
ǫ
(
α− E−2) (δij + ǫuij) + E−2uij , (2.25)
and Θij satisfies Θij(ǫ, t, 0, 0) = 0 and the E1-regularity properties of a remainder term, see §1.1.6. By the
definition of u0µ, see (1.29), we have that
g¯0µ = η¯0µ + 2ǫtu0µ (2.26)
and, see (1.30) and (1.31), for the derivatives
∂¯0g¯
0µ = ǫ(u0µ0 + 3u
0µ), and ∂¯ig¯
0µ = 2t∂iu
0µ = ǫu0µi . (2.27)
Additionally, by (2.23), we see, with the help of (1.21), (1.29)–(1.31) and (1.34)–(1.35), that
∂tα = −2α1
t
Ω+ ǫα
3
Λ
(3u00 + u000 − u0) and ∂iα = ǫ2
3
Λ
α(u00i − ui).
Then differentiating (2.24), we find, using the above expression and (1.32)–(1.33), that
∂¯σ g¯
ij = ∂¯σh¯
ij − ǫ2
t
δ0σΩΘ
ij + ǫα
[
uijσ +
3
Λ
(3u00δ0σ + u
00
σ − uσ)(δij + ǫuij)
]
. (2.28)
Since gˇij is, by definition, the inverse of g¯
ij , it follows from (2.24) and Lemma B.2 that we can express gˇij as
gˇij = E
2δij + ǫSij(ǫ, t, u, u
µν), (2.29)
where Sij(ǫ, t, 0, 0) = 0. From (2.24), (2.26) and Lemma B.2, we then see that
g¯µν = h¯µν + ǫΞµν(ǫ, t, u
σγ , u), (2.30)
where Ξµν satisfies Ξµν(ǫ, t, 0, 0) = 0 and the E
1-regularity properties of a remainder term. Due to the identity
∂¯λg¯µν = −g¯µσ∂¯λg¯σγ g¯γν (2.31)
we can easily derive from (2.28) and (2.30) that
∂¯σ g¯µν = ∂¯σh¯µν + ǫSµνσ(ǫ, t, u
αβ, u, uαβγ , uγ), (2.32)
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where Sµνσ(ǫ, t, 0, 0, 0, 0) = 0, which in turn, implies that
Γ¯σµν − γ¯σµν = ǫIσµν(ǫ, t, uαβ, u, uαβγ , uγ), (2.33)
where Iσµν(ǫ, t, 0, 0, 0, 0) = 0. Later, we will also need the explicit form of the next order term in the ǫ-expansion
for Γ¯i00. To compute this, we first observe that the expansions
∂¯0g¯k0 = ǫ
3
Λ
δkiE
2[u0i0 + (3 + 4Ω)u
0i] + ǫ2Sk00(ǫ, t, u
αβ, u, uαβγ , uγ) (2.34)
and
∂¯kg¯00 = −ǫ
(
3
Λ
)2
u00k + ǫ
2
S00k(ǫ, t, u
αβ, u, uαβγ , uγ), (2.35)
where Sk00(ǫ, t, 0, 0, 0, 0) = S00k(ǫ, t, 0, 0, 0, 0) = 0, follow from (2.24), (2.26), (2.28), (2.31) and a straightforward
calculation. Using (2.34) and (2.35), it is then not difficult to verify that
Γ¯i00 =ǫ
3
Λ
[u0i0 + (3 + 4Ω)u
0i] + ǫ
1
2
(
3
Λ
)2
E−2δiku00k + ǫ
2
I
i
00(ǫ, t, u
αβ, u, uαβγ , uγ), (2.36)
Γ¯ii0 − γ¯ii0 =ǫΞkjE−2
Ω
t
δkj − ǫ1
2
E2δkj
[−2
t
ΩΘij + E−2
(
uij0 +
3
Λ
(3u00 + u000 − u0)δij
)]
+ ǫ2Iii0(ǫ, t, u
αβ , u, uαβγ , uγ),
(2.37)
where Ii00(ǫ, t, 0, 0, 0, 0) = 0 and I
i
i0(ǫ, t, 0, 0, 0, 0) = 0.
Continuing on, we observe from (1.37) that we can express the proper energy density in terms of ζ by
ρ := ρ¯ = t3(1+ǫ
2K)e(1+ǫ
2K)ζ , (2.38)
and correspondingly, by (1.42),
ρH = t
3(1+ǫ2K)e(1+ǫ
2K)ζH (2.39)
for the FLRW proper energy density. From (1.38), (2.38) and (2.39), it is then clear that we can express the
difference between the proper energy densities ρ and ρH in terms of δζ by
δρ := ρ− ρH = t3(1+ǫ
2K)e(1+ǫ
2K)ζH
(
e(1+ǫ
2K)δζ − 1
)
. (2.40)
Due to the normalization v¯µv¯µ = −1, only three components of v¯µ are independent. Solving v¯µv¯µ = −1 for
v¯0 in terms of the components v¯i, we obtain
v¯0 =
−g¯0iv¯i +
√
(g¯0iv¯i)2 − g¯00(g¯ij v¯iv¯j + 1)
g¯00
,
which, in turn, using definitions (1.29), (1.32), (1.34), (1.36), we can write as
v¯0 = − 1√
−g¯00
+ ǫ2V2(ǫ, t, u, u
µν, zj), (2.41)
where V2(ǫ, t, u, u
µν, 0) = 0. From this and the definition v¯0 = g¯0µv¯µ, we get
v¯0 =
√
−g¯00 + ǫ2W2(ǫ, t, u, uµν, zj), (2.42)
where W2(ǫ, t, u, u
µν, 0) = 0. We also observe that
v¯k = ǫ(2tu0kv¯0 + g¯
ikzi) and z
k = 2tu0kv¯0 + g¯
ikzi (2.43)
follow immediately from definitions (1.36) and (1.48). For later use, note that zk can also be written in terms
(g¯µν , zj) by
zi = g¯ijzj +
g¯i0
g¯00
[
−g¯0jzj + 1
ǫ
√
−g¯00
√
1− 1
g¯00
ǫ2(g¯0jzj)2 + ǫ2g¯jkzjzk
]
. (2.44)
Using the above expansions, we are able to expand Qµν , Q and Q˜ij .
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Proposition 2.3. Qµν , Q and Q˜ij admit the following expansions:
Qµν −QµνH = ǫQµν , Q−QH = ǫQ, and Q˜ij − Q˜ijH = ǫQ˜ij ,
where
Qµν = E−2Ω
t
Rµνγ(t)u00γ +
Ω
t
Rµν(t,u) + ǫSµν(ǫ, t, uαβ , u, uαβσ , uσ),
Q = E−2Ω
t
Rγ(t)u00γ +
Ω
t
R(t,u) + ǫS(ǫ, t, uαβ , u, uαβσ , uσ),
Q˜ij = E−2Ω
t
R˜ijγ(t)u00γ +
Ω
t
R˜ij(t,u) + ǫS˜ij(ǫ, t, uαβ , u, uαβσ , uσ),
with5 u = (uαβ , u, u0iσ , u
ij
σ , uσ), {Rµν ,R, R˜ij} linear in u, {Rµνγ ,Rγ , R˜ijγ} satisfy
|∂tRµνk(t)| + |∂tRk(t)|+ |∂tR˜ijk(t)| . t2,
and the terms {Sµν ,S, S˜ij} vanish for (ǫ, t, uαβ, u, uαβσ , uσ)=(ǫ, t, 0, 0, 0, 0).
Proof. First, we observe that we can write Qµν as Qµν = Qµν(g¯, ∂¯g¯), where Qµν(g¯, ∂¯g¯) is quadratic in ∂¯g¯ =
(∂¯γ g¯
µν) and analytic in g¯ = (g¯µν) on the region det(g¯) < 0. Since QµνH = Q
µν(h¯, ∂¯h¯), we can expand Qµν(h¯+
ǫS, ∂¯h¯+ ǫT ) to get
Qµν(h¯+ ǫS, ∂¯h¯+ ǫT )−QµνH = ǫDQµν1 (h¯, ∂¯h¯) · S + ǫDQµν2 (h¯, ∂¯h¯) · T + ǫ2Gµν
(
ǫ, h¯, ∂¯h¯,S, T ) (2.45)
where Gµν is analytic in all variables and vanishes for (S, T ) = (0, 0), and DQµν1 and DQµν2 are linear in their
second variable. By (2.24), (2.26), (2.27) and (2.28), we can choose
S = (Sµν(ǫ, t, u, uαβ)) and T = (T µνγ (ǫ, t, u, uαβ, uσ, uαβσ ))
for appropriate remainder terms Sµν and T µν , so that
g¯ = h¯+ ǫS and ∂¯g¯ = ∂¯h¯+ ǫT .
Using the fact that
h¯ =
(
−Λ
3
δµ0 δ
ν
0 +
1
E2
δµi δ
ν
j δ
ij
)
and ∂¯h¯ = E−2
Ω
t
h,
where h =
(−2δ0γδµi δνj ), we can, using the linearity on the second variable of the derivatives DQµνℓ , ℓ = 1, 2,
write (2.45) as
Qµν −QµνH = ǫE−2
Ω
t
DQµν1 (h¯, h) · S + ǫE−2
Ω
t
DQµν2 (h¯, h) · T + ǫ2Gµν
(
ǫ, h¯, ∂¯h¯,S, T ). (2.46)
Expanding Θij , recall (2.25), as
Θij =
1
E2
(
3
Λ
(2tu00 − u)δij + uij
)
+ ǫAij(ǫ, t, u, uµν),
where Aij(ǫ, t, 0, 0) = 0, we see from (2.24), (2.26), (2.27) and (2.28) that
Sµν = 1
ǫ
(
g¯µν − h¯µν) = 2tδµ0 δν0u00 + 4tδ(µ0 δν)j u0j + δµi δνj 1E2
(
3
Λ
(2tu00 − u)δij + uij
)
+ ǫBµν(ǫ, t, u, uαβ), (2.47)
where Bµν(ǫ, t, 0, 0) = 0, and
T µνγ =
1
ǫ
(
∂¯γ g¯
µν − ∂¯γh¯µν
)
= δµ0 δ
ν
0 δ
0
γ(u
00
0 + 3u
00) + δµ0 δ
ν
0 δ
k
γu
00
k + 2δ
(µ
0 δ
ν)
j δ
0
γ(u
0j
0 + 3u
0j) + 2δ
(µ
0 δ
ν)
j δ
k
γu
0j
k
− 2
t
Ωδµi δ
ν
j δ
0
γ
1
E2
[
3
Λ
(2tu00 − u)δij + uij
]
+
1
E2
[
uijσ +
3
Λ
(3u00δ0σ + u
00
σ − uσ)δij
]
+ ǫCµνγ (ǫ, t, u, uαβ, uσ, uαβσ ),
(2.48)
where Cµνγ (ǫ, t, 0, 0, 0, 0) = 0. The stated expansion for Qµµ is then an immediate consequence of (2.46), (2.47),
(2.48) and the boundedness and regularity properties of E and Ω, see §2.1 for details. The expansions for Q
and Q˜ij can be established in a similar fashion. 
Finally, we collect the last ǫ-expansions that will be needed in the following proposition. The proof follows
from the same arguments used to prove Proposition 2.3 above.
5Here, in line with our conventions, see §1.1.6, the quantities written with calligraphic letters, e.g., S and R, denote remainder
terms, and consequently also satisfy the properties of remainder terms.
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Proposition 2.4. The following expansions hold:
2(∇¯(µγ¯0) − ∇¯(µH γ¯0))−
2Λ
t2
Ω(g¯µ0 − h¯µ0) = ǫEµ0,
2(g¯00 − h¯00)Λ
t
(
∂tΩ− 1
t
Ω
)
+ 2(g¯λ0Γ¯0λ0 − h¯λ0γ¯0λ0)
Λ
t
Ω− 2Λ
2
9t
Ω(Γ¯ki0 − γ¯ki0)δik
− 2Λ
2
9t
Ω(g¯0(iΓ¯
j)
00gˇij − h¯0(iγ¯j)00hˇij) +
2Λ
3
(g¯00 − h¯00) (E−1∂2tE − E−2(∂tE)2)− 2Λt2 Ω (g¯00 − h¯00) = ǫE
and
2
(
|g| 13Lijlm∇¯(lγ¯m) − |h|
1
3Lijlm,H∇¯(lH γ¯m)
)
= ǫE˜ ij ,
where
Eµ0 = E−2Ω
t
Fµ0γ(t)u00γ +
Ω
t
Fµ0(t,u) + ǫSµ0(ǫ, t, uαβ, u, uαβσ , uσ)
E = E−2Ω
t
Fγ(t)u00γ +
Ω
t
F(t,u) + ǫS(ǫ, t, uαβ , u, uαβσ , uσ),
E˜ ij = E−2Ω
t
F˜ ijγ(t)uγ + Ω
t
F˜ ij(t,u) + ǫS˜ij(ǫ, t, uαβ, u, uαβσ , uσ),
with u = (uαβ , u, u0iσ , u
ij
σ , uσ), {Fµ0γ ,Fγ , F˜ ijγ} satisfy
|∂tFµνγ(t)|+ |∂tFγ(t)|+ |∂tF˜ ijγ(t)| . t2,
{Fµ0,F , F˜ ij} are linear in u, and the remainder terms {Sµ0,S, S˜ij} vanish for (ǫ, t, uαβ, u, uαβσ , uσ)=(ǫ, t, 0, 0, 0, 0).
2.4. Newtonian potential subtraction. Switching to Newtonian coordinates, a straightforward calculation,
with the help of Propositions 2.3 and 2.4, shows that the reduced conformal Einstein equations given by (2.16),
(2.19) and (2.22) can be written in first-order form using the variables (1.29)–(1.38) and (1.48) as follows:
B˜0∂0

u0µ0u0µk
u0µ

+ B˜k∂k

u0µ0u0µl
u0µ

+ 1
ǫ
C˜k∂k

u0µ0u0µl
u0µ

 = 1
t
B˜P2

u0µ0u0µl
u0µ

+ Sˆ1, (2.49)
B˜0∂0

u
ij
0
uijk
uij

+ B˜k∂k

u
ij
0
uijl
uij

+ 1
ǫ
C˜k∂k

u
ij
0
uijl
uij

 = −2E2g¯00
t
P˘2

u
ij
0
uijl
uij

 + Sˆ2, (2.50)
B˜0∂0

u0uk
u

+ B˜k∂k

u0ul
u

+ 1
ǫ
C˜k∂k

u0ul
u

 = −2E2g¯00
t
P˘2

u0ul
u

+ Sˆ3, (2.51)
where
B˜0 = E2

−g¯00 0 00 g¯kl 0
0 0 −g¯00

 , B˜k = E2

−4tu0k −Θkl 0−Θkl 0 0
0 0 0

 , (2.52)
C˜k =

 0 −δkl 0−δkl 0 0
0 0 0

 , B˜ = E2

−g¯00 0 00 32 g¯ki 0
0 0 −g¯00

 , (2.53)
P2 =

12 0 120 δli 0
1
2 0
1
2

 , P˘2 =

1 0 00 0 0
0 0 0

 , (2.54)
Sˆ1 = E
2

Q
0µ + Eµ0 + 4ǫu00u0µ0 − 4ǫu0µu00 + 6ǫu0ku0µk − 2u0µ(1− ǫ2K)t2+3ǫ
2Ke(1+ǫ
2K)(ζH+δζ) + fˆ0µ
0
0

 ,
(2.55)
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fˆ0µ =− 2(1 + ǫ2K)t1+3ǫ2Ke(1+ǫ2K)(ζH+δζ)
(
1
ǫ
(
v¯0 −
√
Λ
3
)(
v¯0 +
√
Λ
3
)
δµ0 + v¯
0zkδµk
)
− ǫKΛt1+3ǫ2Ke(1+ǫ2K)ζH (e(1+ǫ2K)δζ − 1)δµ0 −
1
ǫ
Λ
3
1
t2
δµ0 δρ, (2.56)
Sˆ2 = E
2

Q˜
ij
+ E˜ ij + 4ǫu00uij0 + fˆ ij
0
−g¯00uij0

 , (2.57)
Sˆ3 = E
2

Q+ E + 4ǫu00u0 − 8ǫ(u00)2 + fˆ0
−g¯00u0

 , (2.58)
fˆ ij = −2ǫ(1 + ǫ2K)α−1Lijklt1+3ǫ
2Ke(1+ǫ
2K)ζzkzl, (2.59)
and
fˆ =− ǫK 4Λ
3
t1+3ǫ
2Ke(1+ǫ
2K)ζH
(
e(1+ǫ
2K)δζ − 1)+ 2ǫ(1 + ǫ2K)Λ
9
gˇijt
1+3ǫ2Ke(1+ǫ
2K)ζzizj
− 2(1− ǫ2K)u00t2+3ǫ2Ke(1+ǫ2K)(ζH+δζ) − 2(1 + ǫ2K)t1+3ǫ2Ke(1+ǫ2K)ζ
(
v0 +
√
Λ
3
)
1
ǫ
(
v¯0 −
√
Λ
3
)
.
(2.60)
At this point, it is important to stress that equations (2.49)-(2.51) are completely equivalent to the reduced
conformal Einstein equations for ǫ > 0. Moreover, these equations are almost of the form that we need in order
to apply the results of §5. Since the term 1ǫ
(
v¯0 −
√
Λ
3
)
is easily seen to be regular in ǫ from the expansion
(2.42) , the only ǫ-singular term left is − 1ǫ Λ3 1t2E2δρδµ0 , which can be found in the quantity fˆ0µ. Following the
method introduced in [45] and then adapted to the cosmological setting in [47], we can remove the singular part
of this term while preserving the required structure via the introduction of the shifted variable
w0µk = u
0µ
k − δ00δµ0 ∂kΦ, (2.61)
where Φ is the potential defined by solving the Poisson equation
△Φ := Λ
3
1
t2
E2Πρ
1
1+ǫ2K =
Λ
3
E2teζHΠeδζ (∆ = δij∂i∂j), (2.62)
which, as we shall show, reduces to the (cosmological) Newtonian gravitational field equations in the limit
ǫց 0. In this sense, we can view (2.61) as the subtraction of the gradient of the Newtonian potential from the
gravitational field component u00k .
Using (2.62), we can decompose − 1ǫ Λ3 1t2E2δρδµ0 as
−1
ǫ
Λ
3
1
t2
E2δρδµ0 = −
1
ǫ
δµ0∆Φ−
Λ
3
δµ0E
2t1+3ǫ
2Kφ+ ǫE2Sµ(ǫ, t, δζ), (2.63)
where
φ :=
1
ǫ
〈
1,
1
t3(1+ǫ2K)
δρ
〉
=
1
ǫ
(1−Π)e(1+ǫ2K)ζH
(
e(1+ǫ
2K)δζ − 1
)
(2.64)
and
Sµ(ǫ, t, δζ) = Λ
3
1
ǫ2
Π
[
teζH (eδζ − 1)− t1+3ǫ2Ke(1+ǫ2K)ζH (e(1+ǫ2K)δζ − 1)]δµ0 ,
which obviously satisfies Sµ(ǫ, t, 0) = 0. Although it is not obvious at the moment, φ is regular in ǫ, and conse-
quently, with this knowledge, it is clear from (2.63) that − 1ǫ δµ0∆Φ is the only ǫ-singular term in − 1ǫ Λ3 1t2E2δρ.
A straightforward computation using (2.62) and (2.63) along with the expansions from Propositions 2.3 and 2.4
then shows that replacing u0µk in (2.49) with the shifted variable (2.61) removes the ǫ-singular term − 1ǫ δµ0∆Φ
and yields the equation
B˜0∂0

u0µ0w0µk
u0µ

+ B˜k∂k

u0µ0w0µl
u0µ

+ 1
ǫ
C˜k∂k

u0µ0w0µl
u0µ

 = 1
t
B˜P2

u0µ0w0µl
u0µ

+ G˜1 + S˜1, (2.65)
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where
G˜1 = E
2

−E−2 Ωt
[D0µ0(t)u000 +D0µk(t)w00k ]− Ωt D0µ(t,u) + 4ǫu00u0µ0 − 4ǫu0µu00 + f0µ
0
0

 , (2.66)
S˜1 =

−Ωt D0µk∂kΦ+Θklδµ0 ∂k∂lΦ3
2
1
t δ
µ
0 g¯
kl∂lΦ− g¯klδµ0 ∂0∂lΦ
0

+ ǫ

Sµ(ǫ, t, uαβ , u, uαβσ , uσ)0
0

 , (2.67)
D0µν(t) = −R0µν(t)−F0µν(t), D0µ(t,u) = −R0µ(t,u)−F0µ(t,u) (2.68)
and
f0µ =− 2(1 + ǫ2K)t1+3ǫ2Ke(1+ǫ2K)(ζH+δζ)
(
1
ǫ
(
v¯0 −
√
Λ
3
)(
v¯0 +
√
Λ
3
)
δµ0 + v¯
0zkδµk
)
− ΛǫKt1+3ǫ2Ke(1+ǫ2K)ζH (e(1+ǫ2K)δζ − 1)δµ0 − 2u0µ(1− ǫ2K)t2+3ǫ
2Ke(1+ǫ
2K)(ζH+δζ)
− Λ
3
t1+3ǫ
2Kφδµ0 + ǫSµ(ǫ, t, δζ). (2.69)
With the help of the expansions from Propositions 2.3 and 2.4, we further decompose Sˆ2 and Sˆ3 into a sum of
local and non-local terms given by
Sˆ2 = G˜2 + S˜2 and Sˆ3 = G˜3 + S˜3, (2.70)
where
G˜2 = E
2

−E
−2 Ω
t
[D˜ij0(t)u000 + D˜ijk(t)w00k ]− Ωt D˜ij(t,u) + 4ǫu00uij0 + fˆ ij
0
−g¯00uij0

 , (2.71)
S˜2 =

−
Ω
t D˜
ijk
∂kΦ
0
0

+ ǫ

Sij(ǫ, t, uαβ, u, uαβσ , uσ)0
0

 , (2.72)
G˜3 = E
2

−E−2 Ωt
[D0(t)u000 +Dk(t)w00k ]− Ωt D(t,u) + 4ǫu00u0 − 8ǫ(u00)2 + fˆ
0
−g¯00u0

 , (2.73)
S˜3 =

−Ωt Dk∂kΦ0
0

+ ǫ

S(ǫ, t, uαβ , u, uαβσ , uσ)0
0

 , (2.74)
D˜ijν(t) = −R˜ijν(t)− F˜ ijν (t), D˜ij(t,u) = −R˜ij(t,u)− F˜ ij(t,u), (2.75)
Dµ(t) = −Rµ(t)−Fµ(t) and D(t,u) = −R(t,u)−F(t,u). (2.76)
Not only is the system of equations (2.50) (2.51) and (2.65) completely equivalent to the reduced conformal
Einstein equations for any ǫ > 0, but it is now of the form required to apply the results from §5. This completes
our transformation of the reduced conformal Einstein equations.
2.5. The conformal Euler equations. With the transformation of the reduced conformal Einstein equations
complete, we now turn to the problem of transforming the conformal Euler equations. We begin observing
that it follows from the computations from [50, §2.2] that conformal Euler equations (1.16) can be written in
Newtonian coordinates as
B¯0∂0
(
ζ
zi
)
+ B¯k∂k
(
ζ
zi
)
=
1
t
B¯Pˆ2
(
ζ
zi
)
+ S¯, (2.77)
where
B¯0 =

 1 ǫL0iv¯0
ǫ
L0j
v¯0 K
−1Mij

 ,
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B¯k =

1ǫ v¯kv¯0 Lkiv¯0
Lkj
v¯0 K
−1Mij
1
ǫ
v¯k
v¯0

 =
(
1
v¯0 z
k 1
v¯0 δ
k
i
1
v¯0 δ
k
j K
−1 1
v¯0Mijz
k
)
,
B¯ =
(
1 0
0 −K−1(1− 3ǫ2K) g¯ikv¯0v¯0
)
,
Pˆ2 =
(
0 0
0 δkj
)
,
S¯ =
(
−Lµi Γ¯iµν v¯ν 1v¯0
−K−1(1 − 3ǫ2K) 1v¯0 g¯0j −K−1Mij v¯µ 1ǫ Γ¯iµν v¯ν 1v¯0
)
,
Lµi = δ
µ
i −
v¯i
v¯0
δµ0
and
Mij = g¯ij −
v¯i
v¯0
g¯0j −
v¯j
v¯0
g¯0i +
g¯00
(v¯0)2
v¯i v¯j .
In order to bring (2.77) into the required form, we perform a change in variables from zi to zj , which are related
via a map of the form zi = zi(zj , g¯
µν), see (2.44). Denoting the Jacobian of the transformation by
J im :=
∂zi
∂zm
,
we observe that
∂σz
i = J im∂σzm + δ
0
σ
∂zi
∂g¯µν
∂¯0g¯
µν + ǫδjσ
∂zi
∂g¯µν
∂¯j g¯
µν .
Multiplying (2.77) by the block matrix diag (1, Jjl) and changing variables from (ζ, zi) to (δζ, zj), where we
recall from (1.38) that δζ = ζ − ζH , we can write the conformal Euler equations (2.77) as
B0∂0
(
δζ
zm
)
+Bk∂k
(
δζ
zm
)
=
1
t
BPˆ2
(
δζ
zm
)
+ Sˆ, (2.78)
where
B0 =

 1 ǫL0iv¯0 J im
ǫ
L0j
v¯0 J
jl K−1MijJ
jlJ im

 , (2.79)
Bk =
(
1
v¯0 z
k 1
v¯0J
km
1
v¯0 J
kl K−1 1v¯0MijJ
jlJ imzk
)
, (2.80)
B =
(
1 0
0 −K−1(1− 3ǫ2K) 1v¯0v¯0 Jml
)
(2.81)
and
Sˆ =

 −L0i Γ¯i00 − Lµi Γ¯iµj v¯j 1v¯0 + (γ¯ii0 − Γ¯ii0)
−K−1JjlMij v¯µ 1ǫ Γ¯iµν v¯ν 1v¯0 + ǫ
L0j
v¯0 J
jlγ¯ii0

−

 ǫL0iv¯0 ∂zi∂g¯µν ∂¯0g¯µν + ǫ δkiv¯0 ∂zi∂g¯µν ∂¯kg¯µν
K−1MijJ
jl ∂zi
∂g¯µν ∂¯0g¯
µν + ǫK−1M¯ij
zk
v¯0 J
jl ∂zi
∂g¯µν ∂¯kg¯
µν

 .
By direct calculation, we see from (2.44) and the expansions (2.24) and (2.26) that
J ik = E−2δik + ǫΘik + ǫ2Sik(ǫ, t, u, uµν, zj), (2.82)
where Sik(ǫ, t, 0, 0, 0) = 0. Similarly, it is not difficult to see from (2.44) and the expansions (2.24) and (2.26)–
(2.28) that
δ0σ
∂zi
∂g¯µν
∂¯0g¯
µν + ǫδjσ
∂zi
∂g¯µν
∂¯j g¯
µν = −2δ0σ
(
E−2
Ω
t
zjδ
ij +
√
3
Λ
(u0i0 + 3u
0i)
)
+ ǫSi(ǫ, t, u, uαβ, uγ , uαβγ , zj) (2.83)
NEWTONIAN LIMITS OF ISOLATED COSMOLOGICAL SYSTEMS ON LONG TIME SCALES 21
and
ǫ
δki
v¯0
∂zi
∂g¯µν
∂¯kg¯
µν = −ǫ 6
Λ
u0ik δ
k
i + ǫ
2S(ǫ, t, u, uαβ, uγ , uαβγ , zj), (2.84)
where Si(ǫ, t, 0, 0, 0, 0, 0) = 0 and S(ǫ, t, 0, 0, 0, 0, 0) = 0. We further note that the term−K−1JjlMij v¯µ 1ǫ Γ¯jµν v¯ν 1v¯0
found in Sˆ above is not singular in ǫ. This can be seen from the expansions (2.24), (2.26), (2.30) and (2.36),
which can be used to calculate
1
ǫ
Γ¯jµνv
µvν =2Γ¯j0iv
0zi + ǫΓ¯jikz
izk +
1
ǫ
Γ¯j00v
0v0
=
√
Λ
3
2Ω
t
E−2zjδ
ij +
[
u0i0 + (3 + 4Ω)u
0i
]
+
1
2
3
Λ
E−2δiku00k + ǫSj(ǫ, t, u, uαβ, uγ , uαβγ , zj), (2.85)
where Sj(ǫ, t, 0, 0, 0, 0, 0) = 0.
Using the expansions (2.82), (2.83) and (2.85) in conjunction with (2.24), (2.26), (2.30), (2.33), (2.41), (2.42)
and (2.43), we can expand the matrices {B0, Bk,B} and source term S defined above as follows:
B0 =
(
1 0
0 K−1E−2δlm
)
+ ǫ
(
0 0
0 K−1Θlm
)
+ ǫ2S0(ǫ, t, u, uαβ, uγ , u
αβ
γ , zj), (2.86)
Bk =
√
3
Λ
(
zk E−2δkm
E−2δkl K−1E−2δlmzk
)
+ ǫ
√
3
Λ
(
3
Λ tu
00zk Θkm + 3Λ tu
00E−2δkm
Θkl + 3Λ tu
00E−2δkl K−1
(
Θlm + 3Λ tu
00E−2δlm
)
zk
)
+ ǫ2Sk(ǫ, t, u, uαβ, uγ , u
αβ
γ , zj), (2.87)
B =
(
1 0
0 K−1(1 − 3ǫ2K)E−2δlm
)
+ ǫ
(
0 0
0 K−1Θlm
)
+ ǫ2S(ǫ, t, u, uαβ, uγ , u
αβ
γ , zj) (2.88)
and
Sˆ =
(
0
−K−1
[√
3
Λ
(−u0l0 + (−3 + 4Ω)u0l)+ 12 ( 3Λ) 32 E−2δlku00k ]
)
+ ǫ
(
−ΞkjE−2 Ωt δkj + 12E2δkj
[− 2tΩΘkj + E−2(ukj0 + 3Λ(3u00 + u000 − u0)δkj)]+ 6Λu0ik δki
S1(ǫ, t, u, uαβ, uγ , uαβγ , zj)
)
+ ǫ2S2(ǫ, t, u, uαβ, uγ , uαβγ , zj), (2.89)
where the remainder terms S0, Sk, S, S1 and S2 all vanish for (u, uαβ , uγ , uαβγ , zj) = (0, 0, 0, 0, 0). We further
decompose Sˆ into a local and non-local part by writing
Sˆ = G+ S, (2.90)
where
G =
(
0
−K−1
[√
3
Λ
(−u0l0 + (−3 + 4Ω)u0l)+ 12 ( 3Λ) 32 E−2δlkw00k ]
)
, (2.91)
and
S =
(
0
−K−1 12
(
3
Λ
) 3
2 E−2δlk∂kΦ
)
+ ǫS(ǫ, t, u, uαβ, uγ , uαβγ , zj). (2.92)
2.6. The complete evolution system. To complete the transformation of reduced conformal Einstein–Euler
equations, we need to treat φ, defined by (2.64), as an independent variable and derive an evolution equation
for it. To do so, we see from (2.78) that we can write the time derivative of δζ as
∂tδζ =e0(B
0)−1
[
−Bk∂k
(
δζ
zm
)
+
1
t
BPˆ2
(
δζ
zm
)
+ Sˆ
]
=−
√
Λ
3
(
zk∂kδζ + E
−2δkm∂kzm
)
+ ǫS(ǫ, t, u, uαβ, uγ , uαβγ , zj), (2.93)
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where e0 = (1, 0, 0, 0) and S vanishes for (u, uαβ, uγ , uαβγ , zj) = (0, 0, 0, 0, 0). Noting that (2.7) is equivalent to
1
1 + ǫ2K
∂tρH =
3
t
ρH − 3
t
ΩρH ,
it follows directly from the definition of δζ, ρ and δρ, see (1.38), (2.38) and (2.40), that
∂t(δζ) =
1
1 + ǫ2K
1
ρ
∂t(δρ) +
3
t
(Ω− 1)δρ
ρ
(2.94)
and
∂k(δζ) =
1
1 + ǫ2K
1
ρ
∂kρ. (2.95)
Using (2.94), (2.95) and (2.86)-(2.89), we can write (2.93) as
1
1 + ǫ2K
∂t(δρ) +
3
t
(Ω− 1)δρ+
√
3
Λ
∂k(ρz
k) = −ǫ
(
3
Λ
) 3
2
t4+3ǫ
2K∂k
(
u00e(1+ǫ
2K)ζzk
)
+ǫt3(1+ǫ
2K)Sˇ + ǫ2t3(1+ǫ
2K)S(ǫ, t, u, uαβ, uγ , uαβγ , zj , ∂kzj, δζ, ∂kδζ), (2.96)
where
Sˇ =
1
2
E2δkj
[
−2
t
ΩΘkj + E−2
(
ukj0 +
3
Λ
(3u00 + u000 − u0)δkj
)]
e(1+ǫ
2K)(ζH+δζ) +
6
Λ
u0ik δ
k
i e
(1+ǫ2K)(ζH+δζ)
− ΞkjE−2Ω
t
δkje(1+ǫ
2K)(ζH+δζ)
and the remainder term S satisfies S(ǫ, t, 0, 0, 0, 0, 0, 0, δζ, 0) = 0. Taking the L2 inner product of (2.96) with 1
and then multiplying by 1/(ǫt3(1+ǫ
2K)), we obtain the desired evolution equation for φ given by
∂tφ = G´+ S´, (2.97)
where
G´ = (1 + ǫ2K)
〈
1, Sˇ
〉− 3(1 + ǫ2K)Ω
t
φ (2.98)
and
S´ = ǫ(1 + ǫ2K)
〈
1,S(ǫ, t, u, uαβ, uγ , uαβγ , zj , ∂kzj , δζ, ∂kδζ)
〉
. (2.99)
Next, we incorporate the shifted variable (2.61) into our set of gravitational variables by defining the vector
quantity
U1 = (u
0µ
0 , w
0µ
k , u
0µ, uij0 , u
ij
k , u
ij , u0, uk, u)
T , (2.100)
and then combine this with the fluid variables and φ by defining
U = (U1,U2, φ)
T , (2.101)
where
U2 = (δζ, zi)
T . (2.102)
Gathering (2.50), (2.51), (2.65), (2.78) and (2.97) together, we arrive at the following complete evolution
equation for U:
B0∂tU+B
i∂iU+
1
ǫ
Ci∂iU =
1
t
BPU+H+ F, (2.103)
where
B0 =


B˜0 0 0 0 0
0 B˜0 0 0 0
0 0 B˜0 0 0
0 0 0 B0 0
0 0 0 0 1

 , B
i =


B˜i 0 0 0 0
0 B˜i 0 0 0
0 0 B˜i 0 0
0 0 0 Bi 0
0 0 0 0 0

 , C
i =


C˜i 0 0 0 0
0 C˜i 0 0 0
0 0 C˜i 0 0
0 0 0 0 0
0 0 0 0 0

 , (2.104)
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B =


B˜ 0 0 0 0
0 −2E2g¯00I 0 0 0
0 0 −2E2g¯00I 0 0
0 0 0 B 0
0 0 0 0 1

 , P =


P2 0 0 0 0
0 P˘2 0 0 0
0 0 P˘2 0 0
0 0 0 Pˆ2 0
0 0 0 0 0

 , (2.105)
H = (G˜1, G˜2, G˜3, G, G´)
T and F = (S˜1, S˜2, S˜3, S, S´)
T . (2.106)
The importance of equation (2.103) is threefold. First, solutions of the reduced conformal Einstein–Euler
equations determine solutions of (2.103) as we shall show in the following section. Second, equation (2.103) is of
the required form so that the a priori estimates from §5 apply to its solutions. Finally, estimates for solutions of
(2.103) that are determined from solutions of the reduced conformal Einstein–Euler equations imply estimates
for solutions of the reduced conformal Einstein–Euler equations. In this way, we are able to use the evolution
equation (2.103) in conjunction with the a priori estimates from §5 to establish, for appropriate small data,
the global existence of 1-parameter families of ǫ-dependent solutions to the conformal Einstein–Euler equations
that exist globally to the future and converge in the limit ǫ ց 0 to solutions of the cosmological conformal
Poisson-Euler equations of Newtonian gravity.
3. Reduced conformal Einstein–Euler equations: local existence and continuation
In this section, we consider the local-in-time existence and uniqueness of solutions to the reduced Einstein–
Euler equations and discuss how these solutions determine solutions of (2.103). Furthermore, we establish a
continuation principle for the Einstein–Euler equations which is based on bounding the Hs norm of U for
s ∈ Z≥3.
Proposition 3.1. Suppose s ∈ Z≥3, ǫ0 > 0, ǫ ∈ (0, ǫ0), T0 ∈ (0, 1], (g¯µν0 ) ∈ Hs+1(T3ǫ , S4), and (g¯µν1 ) ∈
Hs(T3ǫ , S4), (v¯
µ
0 ) ∈ Hs(T3ǫ ,R4) and ρ¯0 ∈ Hs(T3ǫ ), where v¯µ0 is normalized by g¯0µν v¯µ0 v¯ν0 = −1, and det(g¯µν0 ) < 0
and ρ¯0 > 0 on T
3
ǫ . Then there exists a T1 ∈ (0, T0] and a unique classical solution
(g¯µν , v¯µ, ρ¯) ∈
2⋂
ℓ=0
Cℓ((T1, T0], H
s+1−ℓ(T3ǫ ))×
1⋂
ℓ=0
Cℓ((T1, T0], H
s−ℓ(T3ǫ))×
1⋂
ℓ=0
Cℓ((T1, T0], H
s−ℓ(T3ǫ )),
of the reduced conformal Einstein–Euler equations, given by (1.16) and (2.12), on the spacetime region (T1, T0]×
T3ǫ that satisfies
(g¯µν , ∂¯0g¯
µν , v¯µ, ρ¯)|t=T0 = (g¯µν0 , g¯µν1 , v¯µ0 , ρ¯0).
Morover,
(i) there exists a unique Φ ∈ ⋂1ℓ=0 Cℓ((T1, T0], H¯s+2−ℓ(T3)) that solves equation (2.62),
(ii) the vector U, see (2.101), is well-defined, lies in the space
U ∈
1⋂
ℓ=0
Cℓ((T1, T0], H
s−ℓ(T3,V)),
where
V = R4 × R12 × R4 × S3 × (S3)3 × S3 × R× R3 × R× R× R3 × R,
and solves (2.103) on the spacetime region (T1, T0]× T3, and
(iii) there exists a constant σ > 0, independent of ǫ ∈ (0, ǫ0) and T1 ∈ (0, T0), such that if U satisfies
‖U‖L∞((T1,T0],Hs(T3)) < σ,
then the solution (g¯µν , v¯µ, ρ¯) can be uniquely continued as a classical solution with the same regularity
to the larger spacetime region (T ∗1 , T0]× T3ǫ for some T ∗1 ∈ (0, T1).
Proof. We begin by noting that the reduced conformal Einstein–Euler equations are well defined as long as
the conformal metric g¯µν remains non-degenerate and the conformal fluid four-velocity remains future directed,
that is,
det(g¯µν) < 0 and v¯0 < 0. (3.1)
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Since it is well known that the reduced Einstein–Euler equations can be written as a symmetric hyperbolic
system6 provided that ρ remains strictly positive, we obtain from standard local existence and continuation
results for symmetric hyperbolic systems, e.g. Theorems 2.1 and 2.2 of [41], the existence of a unique local-in-
time classical solution
(g¯µν , v¯µ, ρ¯) ∈
2⋂
ℓ=0
Cℓ((T1, T0], H
s+1−ℓ(T3ǫ ))×
1⋂
ℓ=0
Cℓ((T1, T0], H
s−ℓ(T3ǫ ))×
1⋂
ℓ=0
Cℓ((T1, T0], H
s−ℓ(T3ǫ )) (3.2)
of the reduced conformal Einstein–Euler equations, for some time T1 ∈ (0, T0), that satisfies
(g¯µν , ∂¯0g¯
µν , v¯µ, ρ¯)|t=T0 = (g¯µν0 , g¯µν1 , v¯µ0 , ρ¯0)
for given initial data
(g¯µν , ∂¯0g¯
µν , v¯µ, ρ¯0) ∈ Hs+1(T3ǫ , S4)×Hs(T3ǫ , S4)×Hs(T3ǫ ,R4)×Hs(T3ǫ )
satisfying (3.1) and ρ¯0 > 0 on the initial hypersurface t = T0. Moreover, if the solution satisfies
det(g¯µν(x¯γ)) ≤ c1 < 0, v¯0(x¯γ) ≤ c2 < 0 (3.3)
and
ρ¯(x¯γ) ≥ c3 > 0
for all (x¯γ) ∈ (T1, T0]× T3ǫ , for some constants ci, i = 1, 2, 3, and
‖g¯µν‖L∞((T1,T0],W 1,∞(T3ǫ))+ ‖∂¯g¯µν‖L∞((T1,T0],W 1,∞(T3ǫ))+ ‖v¯µ‖L∞((T1,T0],W 1,∞(T3ǫ))+ ‖ρ¯‖L∞((T1,T0],W 1,∞(T3ǫ)) <∞,
then there exists a time T ∗1 ∈ (0, T1) such that the solution uniquely extends to the spacetime region (T ∗1 , T0]×T3ǫ
with the same regularity as given by (3.2).
Next, we set
u = (uµν , uµνγ , u, uγ, δζ, zi),
where uµν , uµνγ , u, uγ , δζ and zi are computed from the solution (3.2) via the definitions from §1.5. From the
definitions (1.37) and (1.38), the formulas (1.43)-(1.45), the expansions (2.24)-(2.26) and (2.42), and Sobolev’s
inequality, see Theorem A.1, that there exists a constant σ > 0, independent of T1 ∈ (0, T0) and ǫ ∈ (0, ǫ0),
such that
‖(uµν , u, δζ, zi)‖L∞((T1,T0],Hs(T3)) < σ (3.4)
implies that the inequalities (3.3) and t−3(1+ǫ
2K)ρ¯ ≥ c3 > 0 hold for some constants ci, i = 1, 2, 3. Moreover,
for σ small enough, we see from the Moser inequality from Lemma A.3 and the expansions (2.24)-(2.28) and
(2.42)-(2.43) that
‖g¯µν‖L∞((T1,T0],W 1,∞(T3ǫ)) + ‖∂¯g¯µν‖L∞((T1,T0],W 1,∞(T3ǫ))
+ ‖v¯µ‖L∞((T1,T0],W 1,∞(T3ǫ)) + ‖ρ¯‖L∞((T1,T0],W 1,∞(T3ǫ)) ≤ C(σ)
(‖u‖L∞((T1,T0],Hs(T3)) + 1).
Thus by the continuation principle, there exists a σ > 0 such that if (3.4) holds and
‖u‖L∞((T1,T0],Hs(T3)) <∞, (3.5)
then the solution (3.2) can be uniquely continued as a classical solution with the same regularity to the larger
spacetime region (T ∗1 , T0]× T3ǫ for some T ∗1 ∈ (0, T1).
Since ∆ : H¯s+2(T3) −→ H¯s(T3) is an isomorphism, we can solve (2.62) to get
1
t
Φ =
Λ
3
E2eζH∆−1Πeδζ ∈
1⋂
ℓ=0
Cℓ((T1, T0], H¯
s+2−ℓ(T3)). (3.6)
As ζH and E are uniformly bounded on (0, 1], see (1.43) and (2.4), it then follows via the Moser inequality from
Lemma A.3 that the derivative ∂kΦ satisfies the bound
‖t−1∂kΦ(t)‖Hs+1(T3)) ≤ C
(‖δζ(t)‖Hs(T3))‖δζ(t)‖Hs(T3)
6This follows from writing the wave equation (2.14) in first order form and using one of the various methods for expressing
the relativistic conformal Euler equations as a symmetric hyperbolic system. One particular way of writing the conformal Euler
equations in symmetric hyperbolic form is given in §2.5 which is a variation of the method introduced by Rendall in [54]. For other
elegant approaches, see [3, 16, 65].
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uniformly for (t, ǫ) ∈ (T1, T0]× (0, ǫ0), where C is independent of initial data and the times {T1, T2}. But, this
implies via the definition of U, see (2.101), that
‖u‖L∞((T1,T0],Hs(T3)) ≤ C
(‖U‖L∞((T1,T0],Hs(T3)))‖U‖L∞((T1,T0],Hs(T3)).
Since
‖(uµν , u, δζ, zi)‖L∞((T1,T0],Hs(T3)) ≤ ‖U‖L∞((T1,T0],Hs(T3)),
we find that
‖U‖L∞((T1,T0],Hs(T3)) < σ (3.7)
implies that the inequalities (3.4) and (3.5) both hold. In particular, this shows that if (3.7) holds for σ > 0
small enough, then the solution (3.2) can be uniquely continued as a classical solution with the same regularity
to the larger spacetime region (T ∗1 , T0]× T3ǫ for some T ∗1 ∈ (0, T1). 
4. Conformal cosmological Poisson-Euler equations: local existence and continuation
In this section, we consider the local-in-time existence and uniqueness of solutions to the conformal cosmo-
logical Poisson-Euler equations, and we establish a continuation principle that is based on bounding the Hs
norm of (ζ˚, z˚j).
Proposition 4.1. Suppose s ∈ Z≥3, ζ˚0 ∈ Hs(T3) and (˚zi0) ∈ Hs(T3,R3). Then there exists a T1 ∈ (0, T0] and
a unique classical solution
(ζ˚, z˚i, Φ˚) ∈
1⋂
ℓ=0
Cℓ((T1, T0], H
s−ℓ(T3))×
1⋂
ℓ=0
Cℓ((T1, T0], H
s−ℓ(T3,R3))×
1⋂
ℓ=0
Cℓ((T1, T0], H
s+2−ℓ(T3)),
of the conformal cosmological Poisson-Euler equations, given by (1.55)-(1.57), on the spacetime region (T1, T0]×
T3 that satisfies
(ζ˚, z˚i)|t=T0 = (ζ˚0, z˚i0)
on the initial hypersurface t = T0. Futhermore, if
‖(ζ˚, z˚i)‖L∞((T1,T0],Hs) <∞,
then the solution (ζ˚, z˚i, Φ˚) can be uniquely continued as a classical solution with the same regularity to the larger
spacetime region (T ∗1 , T0]× T3 for some T ∗1 ∈ (0, T1).
Proof. Using the fact that ∆ : H¯s+2 −→ H¯s is an isomorphism, we can solve the Poisson equation (1.51) by
setting
Φ˚ =
Λ
3
tE˚2∆−1Πeζ˚ . (4.1)
We can use this to write (1.55)-(1.57) as
∂tζ˚ +
√
3
Λ
(
z˚j∂j ζ˚ + ∂j z˚
j
)
= −3Ω˚
t
, (4.2)√
Λ
3
∂tz˚
j + z˚i∂iz˚
j +K∂j ζ˚ =
√
Λ
3
1
t
z˚j − 1
2
tE˚2∂j∆−1Πeζ˚ . (4.3)
It is then easy to see that this system can be cast in symmetric hyperbolic form by multiplying (4.3) by
E˚2K−1
√
3
Λ . Even though the resulting system is non-local due to the last term in (4.3), all of the standard
local existence and uniqueness results and continuation principles that are valid for local symmetric hyperbolic
systems, e.g. Theorems 2.1 and 2.2 of [41], continue to apply. Therefore it follows that there exists a unique
local-in-time classical solution
(ζ˚, z˚i) ∈
1⋂
ℓ=0
Cℓ((T1, T0], H
s−ℓ(T3))×
1⋂
ℓ=0
Cℓ((T1, T0], H
s−ℓ(T3,R3)) (4.4)
of (4.2)-(4.3) for some time T1 ∈ (0, T0) that satisfies
(ζ˚, z˚i)t=T0 = (ζ˚0, z˚
i
0)
for given initial data (ζ˚0, z˚
i
0) ∈ Hs(T3)×Hs(T3,R3). Moreover, if the solution satisfies
‖ζ˚‖L∞((T1,T0],W 1,∞) + ‖z˚i‖L∞((T1,T0],W 1,∞) <∞,
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then there exists a time T ∗1 ∈ (0, T1) such that the solution (4.4) uniquely extends to the spacetime region
(T ∗1 , T0]×T3 with the same regularity. By Sobolev’s inequality, see Theorem A.1, this is clearly implied by the
stronger condition
‖(ζ˚, z˚i)‖L∞((T1,T0],Hs) <∞.
Finally from (4.1), (4.4) and the Moser inequality from Lemma A.3, it is clear that
Φ˚ ∈
1⋂
ℓ=0
Cℓ((T1, T0], H
s+2−ℓ(T3)).

Corollary 4.2. If the initial modified density ζ0 ∈ Hs(T3) from Proposition 4.1 is chosen so that
ζ˚0 = ln
(
ρ˚H(T0) + ρ˘0
T 30
)
,
where ρ˚H =
4C0Λt
3
(C0−t3)2
, ρ˘0 ∈ H¯s(T3), and ρ˚H(T0) + ρ˘0 > 0 in T3, then the solution (ζ˚, z˚i, Φ˚) to the conformal
cosmological Poisson-Euler equations from Proposition 4.1 satisfies
Πρ˚ = δρ˚ := ρ˚− ρ˚H in (T1, T0]× T3.
Proof. Since ρ˚ = t3eζ˚ satisfies (1.49), we see after applying 〈1, ·〉 to this equations that 〈1, ρ˚〉 satisfies
d
dt
〈1, ρ˚(t)〉 = 3(1− Ω˚(t))
t
〈1, ρ˚(t)〉, T1 < t ≤ T0,
while from the choice of initial data, we have
〈1, ρ˚(T0)〉 = ρ˚H(T0).
By a direct computation, we observe with the help of (1.54) that ρ˚H =
4C0Λt
3
(C0−t3)2
satisfies the differential equation
d
dt
ρ˚H(t) =
3(1− Ω˚(t))
t
ρ˚H(t) 0 < t ≤ T0, (4.5)
and hence, that
〈1, ρ˚(t)〉 = ρ˚H(t), T1 < t ≤ T0, (4.6)
by the uniqueness of solutions to the initial value problem for ordinary differential equations. The proof now
follows since
Πρ˚
(1.52)
= ρ˚− 〈1, ρ˚〉 (4.6)= ρ˚− ρ˚H(t) in (T1, T0]× T3.

Remark 4.3. Letting
δζ˚ = ζ˚ − ζ˚H , (4.7)
where, see (1.10), (1.47) and (2.3),
ζ˚H = ln(t
−3ρ˚H), (4.8)
it is clear that the initial condition
ζ˚|t=T0 = ln
(
ρ˚H(T0) + ρ˘0
T 30
)
,
from Corollary 4.2 is equivalent to the initial condition
δζ˚|t=T0 = ln
(
1 +
ρ˘0
ρ˚H(T0)
)
for δζ˚.
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5. Singular symmetric hyperbolic systems
In this section, we establish uniform a priori estimates for solutions to a class of symmetric hyperbolic systems
that are jointly singular in ǫ and t, and include both the formulation of the reduced conformal Einstein–Euler
equations given by (2.103) and the ǫց 0 limit of these equations. We also establish error estimates, that is, a
priori estimates for the difference between solutions of the ǫ-dependent singular symmetric hyperbolic systems
and their corresponding ǫց 0 limit equations.
The ǫ-dependent singular terms that appear in the symmetric hyperbolic systems we consider are of a type
that have been well studied, see [5, 29, 30, 33, 59, 60], while the t-dependent singular terms are of the type
analyzed in [51]. The uniform a priori estimates established here follow from combining the energy estimates
from [5, 29, 30, 33, 59, 60] with those from [51].
Remark 5.1. In this section, we switch to the standard time orientation, where the future is located in the
direction of increasing time, while keeping the singularity located at t = 0. We do this in order to make the
derivation of the energy estimates in this section as similar as possible to those for non-singular symmetric
hyperbolic systems, which we expect will make it easier for readers familiar with such estimates to follow the
arguments below. To get back to the time orientation used to formulate the conformal Einstein–Euler equations,
see Remark 1.1, we need only apply the trivial time transformation t 7→ −t.
5.1. Uniform estimates. We will establish uniform a priori estimates for the following class of equations:
A0∂0U +A
i∂iU +
1
ǫ
Ci∂iU =
1
t
APU +H in [T0, T1)× Tn, (5.1)
where
U = (w, u)T ,
A0 =
(
A01(ǫ, t, x, w) 0
0 A02(ǫ, t, x, w)
)
,
Ai =
(
Ai1(ǫ, t, x, w) 0
0 Ai2(ǫ, t, x, w)
)
,
Ci =
(
Ci1 0
0 Ci2
)
, P =
(
P1 0
0 P2
)
,
A =
(
A1(ǫ, t, x, w) 0
0 A2(ǫ, t, x, w)
)
,
H =
(
H1(ǫ, t, x, w)
H2(ǫ, t, x, w, u) +R2
)
+
(
F1(ǫ, t, x)
F2(ǫ, t, x)
)
,
R2 =
1
t
M2(ǫ, t, x, w, u)P3U,
and the following assumptions hold for fixed constants ǫ0, R > 0, T0 < T1 < 0 and s ∈ Z>n/2+1:
Assumptions 5.2.
(1) The Cia, i = 1, . . . , n and a = 1, 2, are constant, symmetric Na ×Na matrices.
(2) The Pa, a = 1, 2, are constant, symmetric Na × Na projection matrices, i.e. P2a = Pa. We use
P⊥a = 1− Pa to denote the complementary projection matrix.
(3) The source terms Ha(ǫ, t, x, w), a = 1, 2, Fa(ǫ, t, x), a = 1, 2, and M2(ǫ, t, x, w, u) satisfy H1 ∈
E0
(
(0, ǫ0)× (2T0, 0)× Tn ×BR(RN1),RN1
)
, H2 ∈ E0
(
(0, ǫ0)× (2T0, 0)× Tn ×BR(RN1)×BR(RN2)×
BR((R
N1)n),RN2
)
, Fa ∈ C0
(
(0, ǫ0)×[T0, T1), Hs(Tn,RNa)
)
, M2 ∈ E0
(
(0, ǫ0)×(2T0, 0)×Tn×BR(RN1)×
BR(R
N2),MN2×N2
)
, and
H1(ǫ, t, x, 0) = 0, H2(ǫ, t, x, 0, 0) = 0 and M2(ǫ, t, x, 0, 0) = 0
for all (ǫ, t, x) ∈ (0, ǫ0)× (2T0, 0)× Tn.
(4) The matrix valued maps Aia(ǫ, t, x, w), i = 0, . . . , n and a = 1, 2, satisfy A
i
a ∈ E0
(
(0, ǫ0) × (2T0, 0) ×
Tn ×BR(RNa), SNa
)
.
(5) The matrix valued maps A0a(ǫ, t, x, w), a = 1, 2, and Aa(ǫ, t, x, w), a = 1, 2, can be decomposed as
A0a(ǫ, t, x, w) = A˚
0
a(t) + ǫA˜
0
a(ǫ, t, x, w), (5.2)
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Aa(ǫ, t, x, w) = A˚a(t) + ǫA˜a(ǫ, t, x, w), (5.3)
where A˚0a ∈ E1
(
(2T0, 0), SNa
)
, A˚a ∈ E1
(
(2T0, 0),MNa×Na
)
, A˜0a ∈ E1
(
(0, ǫ0)×(2T0, 0)×Tn×BR(RN1), SNa
)
,
A˜a ∈ E0
(
(0, ǫ0)× (2T0, 0)× Tn ×BR(RN1),MNa×Na
)
, and7
DxA˜a(ǫ, t, x, 0) = DxA˜
0
a(ǫ, t, x, 0) = 0 (5.4)
for all (ǫ, t, x) ∈ (0, ǫ0)× (2T0, 0) ∈ Tn.
(6) For a = 1, 2, the matrix Aa commutes with Pa, i.e.
[Pa,Aa(ǫ, t, x, w)] = 0 (5.5)
for all (ǫ, t, x, w) ∈ (0, ǫ0)× (2T0, 0)× Tn ×B(RN1).
(7) P3 is a symmetric (N1 +N2)× (N1 +N2) projection matrix that satisfies
PP3 = P3P = P3, (5.6)
P3A
i(ǫ, t, x, w)P⊥3 = P3C
i
P
⊥
3 = P3A(ǫ, t, x, w)P
⊥
3 = 0 (5.7)
and
[P3, A
0(ǫ, t, x, w)] = 0 (5.8)
for all (ǫ, t, x, w) ∈ (0, ǫ0) × (2T0, 0) × Tn × BR(RN1), where P⊥3 = 1 − P3 defines the complementary
projection matrix.
(8) There exists constants κ, γ1, γ2 > 0, such that
1
γ1
1 ≤ A0a(ǫ, t, x, w) ≤
1
κ
Aa(ǫ, t, x, w) ≤ γ21 (5.9)
for all (ǫ, t, x, w) ∈ (0, ǫ0)× (2T0, 0)× Tn ×B(RN1) and a = 1, 2.
(9) For a = 1, 2, the matrix A0a satisfies
P
⊥
a A
0
a(ǫ, t, x,P
⊥
1 w)Pa = PaA
0
a(ǫ, t, x,P
⊥
1 w)P
⊥
a = 0 (5.10)
for all (ǫ, t, x, w) ∈ (0, ǫ0)× (2T0, 0)× Tn ×B(RN1).
(10) For a = 1, 2, the matrix P⊥a [DwA
0
a · (A01)−1A1P1w]P⊥a can be decomposed as
P
⊥
a
[
DwA
0
a(ǫ, t, x, w) ·
(
A01(ǫ, t, x, w)
)−1
A1(ǫ, t, x, w)P1w
]
P
⊥
a = tSa(ǫ, t, x, w) + Ta(ǫ, t, x, w,P1w) (5.11)
for some Sa ∈ E0
(
(0, ǫ0)×(2T0, 0)×Tn×BR(RN1),MNa×Na
)
, a = 1, 2, and Ta ∈ E0
(
(0, ǫ0)×(2T0, 0)×
Tn ×BR(RN1)× RN1 ,MNa×Na
)
, a = 1, 2, where the Ta(ǫ, t, x, w, ξ) are quadratic in ξ.
Before proceeding with the analysis, we take a moment to make a few observations about the structure of
the singular system (5.1). First, if A = 0, then the singular term 1tAPU disappears from (5.1) and it becomes
a regular symmetric hyperbolic system. Uniform ǫ-independent a priori estimates that are valid for t ∈ [T1, 0)
would then follow, under a suitable small initial data assumption, as a direct consequence of the energy estimates
from [5, 29, 30, 33, 59, 60]. When A 6= 0, the positivity assumption (5.9) guarantees that the singular term
1
tAPU acts like a friction term. This allows us to generalize the energy estimates from [5, 29, 30, 33, 59, 60] in
such a way as to obtain, under a suitable small initial data assumption, uniform ǫ-independent a priori estimates
that are valid on the time interval [T1, 0); see (5.39), (5.40) and (5.41) for the key differential inequalities used
to derive these a priori estimates.
Remark 5.3. The equation for w decouples from the system (5.1) and is given by
A01∂0w +A
i
1∂iw +
1
ǫ
Ci1∂iw =
1
t
A1P1w +H1 + F1 in [T0, T1)× Tn. (5.12)
Remark 5.4.
(1) By Taylor expanding A0a(ǫ, t, x,P
⊥
1 w + P1w) in the variable P1w, it follows from (5.10) that there exist
matrix valued maps Aˆ0a, A˘
0
a ∈ E1
(
(0, ǫ0)× (2T0, 0)× Tn × BR
(
RN1
)
,MNa×Na
)
, a = 1, 2, such that
P
⊥
a A
0
a(ǫ, t, x, w)Pa = P
⊥
a [Aˆ
0
a(ǫ, t, x, w) · P1w]Pa (5.13)
7Or in other words, the matrices A˜a|w=0 and A˜0a|w=0 depend only on (ǫ, t).
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and
PaA
0
a(ǫ, t, x, w)P
⊥
a = Pa[A˘
0
a(ǫ, t, x, w) · P1w]P⊥a (5.14)
for all (ǫ, t, x, w) ∈ (0, ǫ0)× (2T0, 0)× Tn ×B(RN1).
(2) It is not difficult to see that the assumptions (5.9) and (5.10) imply that
P
⊥
a
(
A0a(ǫ, t, x,P
⊥
1 w)
)−1
Pa = Pa
(
A0a(ǫ, t, x,P
⊥
1 w)
)−1
P
⊥
a = 0
for all (ǫ, t, x, w) ∈ (0, ǫ0)× (2T0, 0)×Tn×B(RN1). By Taylor expanding (A0a(ǫ, t, x,P⊥1 w+P1w))−1 in
the variable P1w, it follows that there exist matrix valued maps Bˆ
0
a, B˘
0
a ∈ E1
(
(0, ǫ0) × (2T0, 0)× Tn ×
BR
(
RN1
)
,MNa×Na
)
, a = 1, 2, such that
P
⊥
a
(
A0a(ǫ, t, x, w)
)−1
Pa = P
⊥
a [Bˆ
0
a(ǫ, t, x, w) · P1w]Pa (5.15)
and
Pa
(
A0a(ǫ, t, x, w)
)−1
P
⊥
a = Pa[B˘
0
a(ǫ, t, x, w) · P1w]P⊥a (5.16)
for all (ǫ, t, x, w) ∈ (0, ǫ0)× (2T0, 0)× Tn ×B(RN1).
To facilitate the statement and proof of our a priori estimates for solutions of the system (5.1), we introduce
the following energy norms:
Definition 5.5. Suppose w ∈ L∞([T0, T1) × Tn,RN1), k ∈ Z≥0, and {Pa, A0a}, a = 1, 2, are as defined above.
Then for maps fa, a = 1, 2, and U from the torus T
n into RNa and RN1 ×RN2 , respectively, the energy norms,
denoted |||fa|||a,Hs and |||U |||Hs , of fa and U are defined by
|||fa|||2a,Hk :=
∑
0≤|α|≤k
〈Dαfa, A0a
(
ǫ, t, ·, w(t, ·))Dαfa〉
and
|||U |||2Hk :=
∑
0≤|α|≤k
〈DαU,A0(ǫ, t, ·, w(t, ·))DαU〉,
respectively. In addition to the energy norms, we also define, for T0 < T ≤ T1, the spacetime norm of maps fa,
a = 1, 2, from [T0, T )× Tn to RNa by
‖fa‖M∞
Pa,k
([T0,T )×Tn) := ‖fa‖L∞([T0,T ),Hk) +
(
−
∫ T
T0
1
t
‖Pafa(t)‖2Hkdt
) 1
2
.
Remark 5.6. For w ∈ L∞([T0, T1)×Tn,RN1) satisfying ‖w‖L∞([T0,T1)×Tn) < R, we observe, by (5.9), that the
standard Sobolev norm ‖ · ‖Hk and the energy norms ||| · |||a,Hk , a = 1, 2, are equivalent since they satisfy
1√
γ1
‖ · ‖Hk ≤ ||| · |||a,Hk ≤
√
γ2‖ · ‖Hk .
With the preliminaries out of the way, we are now ready to state and prove a priori estimates for solutions
of the system (5.1) that are uniform in ǫ.
Theorem 5.7. Suppose R > 0, s ∈ Z≥n/2+1, T0 < T1 < 0, ǫ0 > 0, ǫ ∈ (0, ǫ0), Assumptions 5.2 hold, the map
U = (w, u) ∈
1⋂
ℓ=0
Cℓ([T0, T1), H
s−ℓ(Tn,RN1))×
1⋂
ℓ=0
Cℓ([T0, T1), H
s−1−ℓ(Tn,RN2))
defines a solution of the system (5.1), and for t ∈ [T0, T1), the source terms Fa, a = 1, 2, satisfy the estimates
‖F1(ǫ, t)‖Hs ≤ C(‖w‖L∞([T0,t),Hs))‖w(t)‖Hs (5.17)
and
‖F2(ǫ, t)‖Hs−1 ≤ C
(‖w‖L∞([T0,t),Hs), ‖u‖L∞([T0,t),Hs−1))(‖w(t)‖Hs + ‖u(t)‖Hs−1), (5.18)
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where the constants C(‖w‖L∞([T0,t),Hs)) and C
(‖w‖L∞([T0,t),Hs), ‖u‖L∞([T0,t),Hs−1)) are independent of ǫ ∈
(0, ǫ0) and T1 ∈ (T0, 0]. Then there exists a σ > 0 independent of ǫ ∈ (0, ǫ0) and T1 ∈ (T0, 0), such that if
initially
‖w(T0)‖Hs ≤ σ and ‖u(T0)‖Hs−1 ≤ σ,
then
‖w‖L∞([T0,T1)×Tn) ≤
R
2
and there exists a constant C > 0, independent of ǫ ∈ (0, ǫ0) and T1 ∈ (T0, 0), such that
‖w‖M∞
P1,s
([T0,t)×Tn) + ‖u‖M∞P2,s−1([T0,t)×Tn) −
∫ t
T0
1
τ
‖P3U‖Hs−1 dτ ≤ Cσ
for T0 ≤ t < T1.
Proof. Letting CSob denote the constant from the Sobolev inequality, we have that
‖w(T0)‖L∞ ≤ CSob‖w(T0)‖Hs ≤ CSobσ.
We then choose σ to satisfy
σ ≤ min
{
1,
Rˆ
4
}
, (5.19)
where Rˆ = R2CSob , so that
‖w(T0)‖L∞ ≤ R
8
.
Next, we define
K1(t) = ‖w‖L∞([T0,t),Hs) and K2(t) = ‖u‖L∞([T0,t),Hs−1),
and observe that K1(T0)+K2(T0) ≤ Rˆ/2, and hence, by continuity, either K1(t)+K2(t) < Rˆ for all t ∈ [T0, T1),
or else there exists a first time T∗ ∈ (T0, T1) such that K1(T∗) +K2(T∗) = Rˆ. Letting T∗ = T1 if the first case
holds, we then have that
K1(t) +K2(t) < Rˆ, 0 ≤ t < T∗, (5.20)
where T∗ = T1 or else T∗ is the first time in (T0, T1) for which K1(T∗) +K2(T∗) = Rˆ.
Before proceeding the proof, we first establish a number of preliminary estimates, which we collect together
in the following Lemma.
Lemma 5.8. There exists constants C(K1(t)) and C(K1(t),K2(t)), both independent of ǫ ∈ (0, ǫ0) and T∗ ∈
(T0, T1], such that the following estimates hold for T0 ≤ t < T∗ < 0:
−2
t
∑
|α|≤s
〈Dαw,A01[(A01)−1A1, Dα]P1w〉 ≤ −
1
t
C(K1)‖w‖Hs‖P1w‖2Hs , (5.21)
−2
t
∑
|α|≤s−1
〈Dαu,A02[(A02)−1A2, Dα]P2u〉 ≤ −
1
t
C(K1)(‖u‖Hs−1 + ‖w‖Hs)(‖P2u‖2Hs−1 + ‖P2w‖2Hs), (5.22)
−
∑
|α|≤s
〈Dαw,A01[Dα, (A01)−1Ai1]∂iw〉 ≤C(K1)‖w‖2Hs , (5.23)
−
∑
|α|≤s−1
〈Dαu,A02[Dα, (A02)−1Ai2]∂iu〉 ≤C(K1)‖u‖2Hs−1 , (5.24)
−
∑
|α|≤s
〈Dαw, [A˜01, Dα](A01)−1Ci1∂iw〉 ≤ C(K1)‖w‖2Hs , (5.25)
−
∑
|α|≤s−1
〈Dαu, [A˜02, Dα](A02)−1Ci2∂iu〉 ≤ C(K1)‖u‖2Hs−1 , (5.26)
∑
|α|≤s
〈Dαw, (∂tA01)Dαw〉 ≤ C(K1)‖w‖2Hs −
1
t
C(K1)‖w‖Hs‖P1w‖2Hs , (5.27)
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∑
|α|≤s−1
〈Dαu, (∂tA02)Dαu〉 ≤ C(K1)‖u‖2Hs−1 −
1
t
C(K1,K2)(‖u‖Hs−1 + ‖w‖Hs)(‖P2u‖2Hs−1 + ‖P1w‖2Hs) (5.28)
and ∑
|α|≤s−1
〈DαP3U, (∂tA0)DαP3U〉 ≤ −1
t
C(K1)‖P1w‖Hs‖P3U‖2Hs−1 + C(K1)‖P3U‖2Hs−1 . (5.29)
Proof. Using the properties P21 = P1, P1 + P
⊥
1 = 1, P
T
1 = P1, and DP1 = 0 of the projection matrix P1
repeatedly, we compute
− 2
t
∑
|α|≤s
〈Dαw,A01[(A01)−1A1, Dα]P1w〉
= −2
t
∑
|α|≤s
〈DαP1w,A01[(A01)−1A1, Dα]P1w〉 −
2
t
∑
|α|≤s
〈DαP⊥1 w,P⊥1 A01[(A01)−1A1, Dα]P1w〉
= −2
t
∑
|α|≤s
〈DαP1w,A01[(A01)−1A1, Dα]P1w〉 −
2
t
∑
|α|≤s
〈DαP⊥1 w,P⊥1 A01[(A01)−1P1A1, Dα]P1w〉 (by (5.5))
= −2
t
∑
|α|≤s
〈DαP1w,A01[(A01)−1A1, Dα]P1w〉 −
2
t
∑
|α|≤s
〈DαP⊥1 w,P⊥1 A01P⊥1 [P⊥1 (A01)−1P1A1, Dα]P1w〉
− 2
t
∑
|α|≤s
〈DαP⊥1 w,P⊥1 A01P1[P1(A01)−1P1A1, Dα]P1w〉.
From this expression, we obtain, with the help the Cauchy-Schwarz inequality, the calculus inequalities from
Appendix A, the expansions (5.2)-(5.3), the relations (5.4), (5.13), and (5.15), and the inequality (5.20), the
estimate
− 1
t
∑
|α|≤s
〈Dαw,A01[(A01)−1A1, Dα]P1w〉
. −1
t
[
‖A01‖Hs‖P1w‖Hs‖D
(
(A01)
−1A1
)
]‖Hs−1 + ‖A01‖Hs‖P⊥1 w‖Hs‖D
(
P
⊥
1 (A
0
1)
−1
P1A1
)‖Hs−1
+ ‖P⊥1 A01P1‖Hs‖P⊥1 w‖Hs‖D
(
P1(A
0
1)
−1
P1A1
)‖Hs−1]‖P1w‖Hs−1 ≤ −C(K1)1t ‖w‖Hs‖P1w‖2Hs
for T0 ≤ t < T∗, where the constant C(K1) is independent of ǫ ∈ (0, ǫ0) and T∗ ∈ (T0, T1]. This establishes the
estimate (5.21). By a similar calculation, we find that
− 2
t
∑
|α|≤s−1
〈Dαu,A02[(A02)−1A2, Dα]P2u〉 = −
2
t
∑
|α|≤s−1
〈DαP2u,A02[(A02)−1A2, Dα]P2u〉
− 2
t
∑
|α|≤s−1
〈DαP⊥2 u,P⊥2 A02P⊥2 [P⊥2 (A02)−1P2A2, Dα]P2u〉 −
2
t
∑
|α|≤s−1
〈DαP⊥2 u,P⊥2 A02P2[P2(A02)−1P2A2, Dα]P2u〉
≤ −1
t
C(K1)‖w‖Hs‖P2u‖2Hs−1 −
1
t
C(K1)‖u‖Hs−1‖P1w‖Hs‖P2u‖Hs−1 −
1
t
C(K1)‖u‖Hs−1‖P1w‖Hs‖P2u‖Hs−1
≤ −1
t
C(K1)(‖u‖Hs−1 + ‖w‖Hs)(‖P2u‖2Hs−1 + ‖P2w‖2Hs),
which establishes the estimate (5.22).
Next, using the calculus inequalities from Appendix A, we observe that∑
0≤|α|≤s−1
〈Dαu,−A02[Dα, (A02)−1Ai2]∂iu〉 .‖A02‖L∞‖u‖2Hs−1‖D((A02)−1Ai2)‖Hs−1 ≤ C(K1)‖u‖2Hs−1 ,
which establishes the estimate (5.24). Since the estimates (5.23), (5.25) and (5.26) can be obtained in a similar
fashion, we omit the details.
Finally, we consider the estimates (5.27)-(5.28). We begin establishing these estimates by writing (5.12) as
ǫ∂0w = ǫ
1
t
(A01)
−1A1P1w − ǫ(A01)−1Ai1∂iw − (A01)−1Ci1∂iw + ǫ(A01)−1H1 + ǫ(A01)−1F1.
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Using this and the expansion (5.2), we can express the time derivatives ∂tA
0
a, a = 1, 2, as
∂tA
0
a =DwA
0
a · ∂tw +DtA0a
=−DwA0a · (A01)−1Ai1∂iw − [DwA˜0a · (A01)−1Ci1∂iw]
+ [DwA
0
a · (A01)−1H1] +DtA0a + [DwA0a · (A01)−1F1] +
1
t
[DwA
0
a · (A01)−1A1P1w]. (5.30)
Using (5.30) with a = 2, we see, with the help of the calculus inequalities from Appendix A, the Cauchy-Schwarz
inequality, the estimate (5.17), and the expansion (5.11) for a = 2, that∑
|α|≤s−1
〈Dαu, (∂tA02)Dαu〉 ≤
∑
|α|≤s−1
[〈Dαu,P⊥2 (∂tA02)P⊥2 Dαu〉+ 〈Dαu,P⊥2 (∂tA02)P2Dαu〉
+〈Dαu,P2(∂tA02)P⊥2 Dαu〉+ 〈Dαu,P2(∂tA02)P2Dαu〉
]
≤C(K1)‖u‖2Hs−1 −
2
t
‖u‖Hs−1‖(A01)−1A1‖L∞‖DwA02‖L∞‖P2u‖Hs−1‖P1w‖Hs−1
− 1
t
‖P1w‖Hs‖(A0)−1A‖L∞‖DwA02‖L∞‖P2u‖2Hs−1 −
1
t
‖u‖2Hs−1C(K1)‖P1w‖2Hs−1
≤C(K1)‖u‖2Hs−1 −
1
t
C(K1,K2)(‖u‖Hs−1 + ‖w‖Hs)(‖P2u‖2Hs−1 + ‖P1w‖2Hs).
This establishes the estimate (5.28). Since the estimate (5.27) can be established using similar arguments, we
omit the details. The last estimate (5.29) can also be established using similar arguments with the help of the
identity P3P = PP3 = P3. We again omit the details. 
Applying A0Dα(A0)−1 to both sides of (5.1), we find that
A0∂0D
αU +Ai∂iD
αU +
1
ǫ
Ci∂iD
αU =−A0[Dα, (A0)−1Ai]∂iU − [A˜0, Dα](A0)−1Ci∂iU
+
1
t
ADαPU +
1
t
A0[Dα, (A0)−1A]PU +A0Dα[(A0)−1H ], (5.31)
where in deriving this we have used
1
ǫ
[A0, Dα](A0)−1Ci∂iU
(5.2)
=
1
ǫ
[A˚0 + ǫA˜0, Dα](A0)−1Ci∂iU = [A˜
0, Dα](A0)−1Ci∂iU
and
A0[Dα, (A0)−1]Ci∂iU = A
0Dα
(
(A0)−1Ci∂iU
)−Dα(Ci∂iU)
= A0Dα
(
(A0)−1Ci∂iU
)−Dα(A0(A0)−1Ci∂iU) = [A0, Dα](A0)−1Ci∂iU.
Writing A0a, a = 1, 2, as A
0
a = (A
0
a)
1
2 (A0a)
1
2 , which we can do since A0a is a real symmetric and positive-definite,
we see from (5.9) that
(A0a)
− 12Aa(A
0
a)
− 12 ≥ κ1. (5.32)
Since, by (5.5),
2
t
〈Dαf,AaDαPaf〉 =2
t
〈DαPaf, (A0) 12 [(A0a)−
1
2Aa(A
0
a)
− 12 ](A0a)
1
2DαPaf〉, a = 1, 2,
it follows immediately from (5.32) that
2
t
∑
0≤|α|≤s−1
〈Dαu,A2DαP2u〉 ≤ 2κ
t
|||P2u|||22,Hs−1 and
2
t
∑
0≤|α|≤s
〈Dαw,A1DαP1w〉 ≤ 2κ
t
|||P1w|||21,Hs . (5.33)
Then, differentiating 〈Dαw,A01Dαw〉 with respect to t, we see, from the identities 〈Dαw,Ci1∂iDαw〉 = 0 and
2〈Dαw,Ai1∂iDαw〉 = −〈Dαw, (∂iAi1)Dαw〉, the block decomposition of (5.31), which we can use to determine
Dα∂tw, the estimates (5.17) and (5.33) together with those from Lemma 5.8 and the calculus inequalities from
Appendix A, that
∂t|||w|||21,Hs =
∑
0≤|α|≤s
〈Dαw, (∂tA01)Dαw〉+ 2
∑
0≤|α|≤s
〈Dαw,A01Dα∂tw〉
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≤C(K1)‖w‖2Hs −
1
t
C(K1)‖w‖Hs‖P1w‖2Hs +
∑
0≤|α|≤s
〈Dαw, (∂iAi1)Dαw〉
− 2
ǫ
∑
0≤|α|≤s
=0︷ ︸︸ ︷
〈Dαw,Ci1∂iDαw〉 − 2
∑
0≤|α|≤s
〈Dαw,A01[Dα, (A01)−1Ai1]∂iw〉
− 2
∑
0≤|α|≤s
〈Dαw, [A˜01, Dα](A01)−1Ci1∂iw〉 +
2
t
∑
0≤|α|≤s
〈Dαw,A1DαP1w〉
+
2
t
∑
0≤|α|≤s
〈Dαw,A01[(A01)−1A1, Dα]P1w〉+ 2
∑
0≤|α|≤s
〈Dαw,A01Dα[(A01)−1(H1 + F1)]〉
≤C(K1)|||w|||21,Hs +
1
t
[
2κ− C1(K1)‖w‖Hs
]|||P1w|||21,Hs (5.34)
for t ∈ [T0, T∗). By similar calculation, we obtain from differentiating 〈Dαu,A02Dαu〉 with respect to t the
estimate
∂t|||u|||22,Hs−1 =
∑
0≤|α|≤s−1
〈Dαu, (∂tA02)Dαu〉+ 2
∑
0≤|α|≤s−1
〈Dαu,A02Dα∂tu〉
≤C(K1)‖u‖2Hs−1 −
1
t
C(K1,K2)(‖u‖Hs−1 + ‖w‖Hs)(‖P2u‖2Hs−1 + ‖P1w‖2Hs)
∑
0≤|α|≤s−1
〈Dαu, (∂iAi2)Dαu〉 −
2
ǫ
∑
0≤|α|≤s−1
=0︷ ︸︸ ︷
〈Dαu,Ci2∂iDαu〉
− 2
∑
0≤|α|≤s−1
〈Dαu,A02[Dα, (A02)−1Ai2]∂iu〉 − 2
∑
0≤|α|≤s−1
〈Dαu, [A˜02, Dα](A02)−1Ci2∂iu〉
+
2
t
∑
0≤|α|≤s
〈Dαu,A2DαP2u〉 − 2
t
∑
0≤|α|≤s−1
〈Dαu,A02[(A02)−1A2, Dα]P2u〉
+ 2
∑
0≤|α|≤s−1
〈
Dαu,A02D
α[(A02)
−1
(
H2 +
1
t
M2P3U + F2
)
]
〉
≤C(K1,K2)(|||u|||22,Hs−1 + |||w|||21,Hs)−
1
2t
C2(K1,K2)(‖u‖Hs−1 + ‖w‖Hs)|||P1w|||21,Hs
+
1
t
[
2κ− C2(K1,K2)(‖u‖Hs−1 + ‖w‖Hs)
]|||P2u|||22,Hs−1 − C(K1)1t (|||u|||22,Hs−1 + |||w|||21,Hs)|||P3U |||Hs−1
(5.35)
for t ∈ [T0, T∗).
Applying the operator A0DαP3(A0)−1 to (5.1), we see, with the help of (5.6)-(5.8), that
A0∂0D
α
P3U + P3A
i
P3∂iD
α
P3U +
1
ǫ
P3C
i
P3∂iD
α
P3U =−A0[Dα, (A0)−1P3AiP3]∂iP3U
−[A˜0, Dα](A0)−1P3CiP3∂iP3U + 1
t
P3AP3D
α
P3U +
1
t
A0[Dα, (A0)−1P3AP3]P3U + A
0Dα[(A0)−1P3H ].
(5.36)
Then, by similar arguments used to derive (5.34) and (5.35), we obtain from (5.36) the estimate
∂t|||P3U |||2Hs−1 =
∑
0≤|α|≤s−1
〈DαP3U, (∂tA0)DαP3U〉+ 2
∑
0≤|α|≤s−1
〈DαP3U,P3A0P3Dα∂tP3U〉
≤ − 1
t
C(K1)‖P1w‖Hs‖P3U‖2Hs−1 + C(K1)‖P3U‖2Hs−1
+
∑
0≤|α|≤s−1
〈DαP3U, (∂iAi)DαP3U〉 − 2
ǫ
∑
0≤|α|≤s−1
=0︷ ︸︸ ︷
〈DαP3U,Ci∂iDαP3U〉
− 2
∑
0≤|α|≤s−1
〈DαP3U,A0[Dα, (A0)−1Ai]∂iP3U + [A˜0, Dα](A0)−1Ci∂iP3U〉
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+
2
t
∑
0≤|α|≤s
〈DαP3U,ADαP3U〉+ 2
t
∑
0≤|α|≤s−1
〈DαP3U,A0[(A0)−1A, Dα]P3U〉
+ 2
∑
0≤|α|≤s−1
〈
DαP3U,A
0Dα[(A0)−1P3H ]
〉
≤C(K1)‖P3U‖2Hs−1 + C(K1)‖P3U‖Hs−1
(
‖H1‖Hs−1 + ‖H2‖Hs−1 + ‖F1‖Hs−1
+ ‖F2‖Hs−1
)
+
1
t
(
2κ− C2(K1,K2)
(‖w‖Hs + ‖u‖Hs−1))|||P3U |||2Hs−1
≤ C(K1)|||P3U |||2Hs−1 + C(K1,K2)
(|||w|||1,Hs + |||u|||2,Hs−1))|||P3U |||Hs−1
+
1
t
(
2κ− C2(K1,K2)
(‖w‖Hs + ‖u‖Hs−1))|||P3U |||2Hs−1 .
Dividing the above estimate by |||P3U |||Hs−1 gives
∂t|||P3U |||Hs−1 ≤ C(K1)|||P3U |||Hs−1 + C(K1,K2)
(|||w|||1,Hs + |||u|||2,Hs−1))
+
1
t
(
κ− C2(K1,K2)
2
(‖w‖Hs + ‖u‖Hs−1))|||P3U |||Hs−1 . (5.37)
Next, we choose σ > 0 small enough so that(
C1(Rˆ) + 2C2(Rˆ, Rˆ)
)
σ <
κ
2
in addition to (5.19). Then since
2κ−
(
C1(K1(T0))‖w(T0)‖Hs + C2(K1(T0),K2(T0))
(‖w(T0)‖Hs + ‖u(T0)‖Hs−1)) > κ,
we see by continuity that either
2κ−
(
C1(K1(t))‖w(t)‖Hs + C2(K1(t),K2(t))
(‖w(t)‖Hs + ‖u(t)‖Hs−1)) > κ, 0 ≤ t < T∗,
or else there exists a first time T ∗ ∈ (0, T∗) such that
2κ−
(
C1(K1(T
∗))‖w(T ∗)‖Hs + C2(K1(T ∗),K2(T ∗))(‖w(T ∗)‖Hs + ‖u(T ∗)‖Hs−1
)
= κ.
Thus if we let T ∗ = T∗ if the first case holds, then we have that
2κ−
(
C1(K1(t))‖w(t)‖Hs + C2(K1(t),K2(t))
(‖w(t)‖Hs + ‖u(t)‖Hs−1)) > κ, 0 ≤ t < T ∗ ≤ T∗. (5.38)
Taken together, the estimates (5.20), (5.34), (5.35), (5.37) and (5.38) imply that
∂t|||w|||21,Hs ≤C(Rˆ)|||w|||21,Hs +
κ
t
|||P1w|||21,Hs , (5.39)
∂t|||u|||22,Hs−1 ≤C(Rˆ)
(|||u|||22,Hs−1 + |||w|||21,Hs)− 1t C3(Rˆ)(|||u|||22,Hs−1 + |||w|||21,Hs)|||P3U |||Hs−1
+
κ
2t
|||P1w|||21,Hs +
κ
t
|||P2u|||22,Hs−1 (5.40)
and
∂t|||P3U |||Hs−1 ≤C(Rˆ)
(|||P3U |||Hs−1 + |||w|||1,Hs + |||u|||2,Hs−1)+ κ2t |||P3U |||Hs−1 (5.41)
for 0 ≤ t < T ∗ ≤ T∗.
Next, we set
X = |||w|||21,Hs + |||u|||22,Hs−1 , Y = |||P1w|||21,Hs + |||P2u|||22,Hs−1 , and Z = |||P3U |||Hs−1 .
Since C3(Rˆ)X(T0)/σ ≤ C(Rˆ)σ, we can choose σ small enough so that C3(Rˆ)X(T0)/σ < κ/4. Then by con-
tinuity, either C3(Rˆ)X(t)/σ ≤ κ/4 for t ∈ [T0, T ∗), or else there exists a first time T ∈ (T0, T ∗) such that
C3(Rˆ)X(T )/σ = κ/4. Thus if we set T = T
∗ if the first case holds, then we have that
C3(Rˆ)
X(t)
σ
< κ/4, T0 ≤ t < T ≤ T ∗ ≤ T∗. (5.42)
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Adding the inequalities (5.39) and (5.40) and dividing the results by σ, we obtain, with the help of (5.42), the
inequality
∂t
(
X
σ
)
≤ C(Rˆ)X
σ
− κ
4t
Z +
κ
2t
Y
σ
, T0 ≤ t < T ≤ T ∗ ≤ T∗, (5.43)
while the inequality
∂tZ ≤ C(Rˆ)
(
Z + σ +
X
σ
)
+
κ
2t
Z, T0 ≤ t < T ∗ ≤ T∗ (5.44)
follows from (5.41) and Young’s inequality. Adding (5.43) and (5.44), we find that
∂t
(
X
σ
+ Z − κ
4
∫ t
T0
1
τ
(
Y
σ
+ Z
)
dτ + σ
)
≤ C(Rˆ)
(
X
σ
+ Z − κ
4
∫ t
T0
1
τ
(
Y
σ
+ Z
)
dτ + σ
)
(5.45)
for T0 ≤ t < T ≤ T ∗ ≤ T∗. Since X(T0) ≤ C(Rˆ)σ2 and Z(T0) . σ, it follows directly from (5.45) and Gro¨nwall’s
inequality that
X
σ
+ Z − κ
4
∫ t
T0
1
τ
(
Y
σ
+ Z
)
dτ + σ ≤ eC(Rˆ)(t−T0)C(Rˆ)σ, T0 ≤ t < T ≤ T ∗ ≤ T∗,
from which it follows that
‖w‖M∞
P1,s
([T0,t)×Tn) + ‖u‖M∞P2,s−1([T0,t)×Tn) −
∫ t
T0
1
τ
‖P3U‖Hs−1 dτ ≤ C(Rˆ)σ, T0 ≤ t < T ≤ T ∗ ≤ T∗, (5.46)
where we stress that the constant C(Rˆ) is independent of ǫ and the times T , T ∗, T∗, and T1. Choosing σ
small enough, it is then clear from the estimate (5.46) and the definition of the times T , T ∗, and T1 that
T = T ∗ = T∗ = T1, which completes the proof. 
5.2. Error estimates. In this section, we consider solutions of the singular initial value problem
A01(ǫ, t, x, w)∂0w +A
i
1(ǫ, t, x, w)∂iw +
1
ǫ
Ci1∂iw =
1
t
A1(ǫ, t, x, w)P1w +H1 + F1 in [T0, T1)× Tn, (5.47)
w(x)|t=T0 = w˚0(x) + ǫs0(ǫ, x) in {T0} × Tn, (5.48)
where the matrices A01, A
i
1, i = 1, . . . , n, and A1 and the source terms H1 and F1 satisfy the conditions from
Assumption 5.2. Our aim is to use the uniform a priori estimates from Theorem 5.7 to establish uniform a priori
estimates for solutions of (5.47)-(5.48) and to establish an error estimate between solutions of (5.47)-(5.48) and
solutions of the limit equation, which is defined by
A˚01∂0w˚ + A˚
i
1∂iw˚ =
1
t
A˚1P1w˚ − Ci1∂iv + H˚1 + F˚1 in [T0, T1)× Tn, (5.49)
Ci1∂iw˚ = 0 in [T0, T1)× Tn, (5.50)
w˚(x)|t=T0 = w˚0(x) in {T0} × Tn. (5.51)
In this system, A˚01 and A˚1 are defined by (5.2) and (5.3) with a = 1, respectively, A˚
i
1 and H˚1 are defined by the
limits
A˚i1(t, x, w˚) = lim
ǫց0
Ai1(ǫ, t, x, w˚) and H˚1(t, x, w˚) = lim
ǫց0
H1(ǫ, t, x, w˚), (5.52)
respectively, and the following assumptions hold for fixed constants R > 0, T0 < T1 < 0 and s ∈ Z>n/2+1:
Assumptions 5.9.
(1) The source terms8 F˚1 and v satisfy F˚1 ∈ C0
(
[T0, T1), H
s(Tn,RN1)
)
and v ∈ ⋂1ℓ=0 Cℓ([T0, T1), Hs+1−ℓ(Tn,RN1)).
(2) The matrices A˚i1, i = 1, . . . , n and the source term H˚1 satisfy
9 tA˚i1 ∈ E1
(
(2T0, 0)×Tn×BR
(
RN1
)
, SN1
)
,
tH˚1 ∈ E1
(
(2T0, 0)× Tn ×BR
(
RN1
)
,RN1
)
, and
Dt
(
tH˚1(t, x, 0
))
= 0.
We are now ready to state and establish uniform a priori estimates for solutions of the singular initial value
problem (5.47)-(5.48) and the associated limit equation defined by (5.49)-(5.51).
8The source term F˚1 should be thought of as the ǫց 0 limit of F1. This is made precise by the hypothesis (5.57) of Theorem
5.10.
9From the assumptions, see Assumption 5.2.(3)-(4), on Ai
1
and H1, it follows directly from the (5.52) that A˚i1 ∈ E
0
(
(2T0, 0) ×
Tn ×BR
(
RN1
)
, SN1
)
and H˚1 ∈ E0
(
(2T0, 0) × Tn ×BR
(
RN1
)
,RN1
)
.
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Theorem 5.10. Suppose R > 0, s ∈ Z>n/2+1, T0 < T1 ≤ 0, ǫ0 > 0, w˚0 ∈ Hs(Tn,RM ), s0 ∈ L∞
(
(0, ǫ0), H
s(Tn,RN1)
)
,
Assumptions 5.2 and 5.9 hold, the maps
(w, w˚) ∈
1⋂
ℓ=0
Cℓ
(
[T0, T1), H
s−ℓ
(
T
n,RN1
))× 1⋂
ℓ=0
Cℓ
(
[T0, T1), H
s−ℓ
(
T
n,RN1
))
define a solution to the initial value problems (5.47)-(5.48) and (5.49)-(5.51), and for t ∈ [T0, T1), the following
estimate holds:
‖v(t)‖Hs+1 −
1
t
‖P1v(t)‖Hs+1 + ‖∂tv(t)‖Hs ≤ C
(‖w˚‖L∞([T0,t),Hs))‖w˚(t)‖Hs , (5.53)
‖F˚1(t)‖Hs + ‖t∂tF˚1(t)‖Hs−1 ≤ C
(‖w˚‖L∞([T0,t),Hs))‖w˚(t)‖Hs , (5.54)
‖F1(ǫ, t)‖Hs ≤ C
(‖w‖L∞([T0,t),Hs))‖w(t)‖Hs , (5.55)
‖Ai1(ǫ, t, ·, w˚(t)) − A˚i1(t, ·, w˚(t))‖Hs−1 ≤ ǫC
(‖w˚(t)‖L∞([T0,t),Hs)) (5.56)
and
‖H1(ǫ, t, ·, w˚(t)) − H˚1(t, ·, w˚(t))‖Hs−1 + ‖F1(ǫ, t)− F˚1(t)‖Hs−1
≤ ǫC(‖w‖L∞([T0,t),Hs), ‖w˚‖L∞([T0,t),Hs))(‖w(t)‖Hs + ‖z(t)‖Hs−1 + ‖w˚(t)‖Hs), (5.57)
where
z =
1
ǫ
(w − w˚ − ǫv)
and the constants C
(‖w‖L∞([T0,t),Hs)), C(‖w˚‖L∞([T0,t),Hs)) and C(‖w‖L∞([T0,Tt),Hs), ‖w˚‖L∞([T0,t),Hs)) are in-
dependent of ǫ ∈ (0, ǫ0) and the time T1 ∈ (T0, 0).
Then there exists a small constant σ > 0, independent of ǫ ∈ (0, ǫ0) and T1 ∈ (T0, 0), such that if initially
‖w˚0‖Hs + ‖s0‖Hs ≤ σ and Ci1∂iw˚0 = 0, (5.58)
then
max{‖w‖L∞([T0,T1)×Tn), ‖w‖L∞([T0,T1)×Tn)} ≤
R
2
(5.59)
and there exists a constant C > 0, independent of ǫ ∈ (0, ǫ0) and T1 ∈ (T0, 0), such that
‖w‖M∞
P1,s
([T0,T1)×Tn) + ‖w˚‖M∞P1,s([T0,T1)×Tn) + ‖t∂tw˚‖M∞1,s−1([T0,T1)×Tn)
+
∫ t
T0
‖∂tw˚‖Hs−1dτ −
∫ t
T0
1
τ
‖P1w˚‖Hs−1dτ ≤ Cσ, (5.60)
‖w − w˚‖L∞([T0,t),Hs−1) ≤ ǫCσ (5.61)
and
−
∫ t
T0
1
τ
‖P1(w − w˚)‖2Hs−1dτ ≤ ǫ2Cσ2 (5.62)
for T0 ≤ t < T1.
Proof. First, we observe, by (5.2) and (5.10), that A01 satisfies
P
⊥
1 A˚
0
1P1 = P1A˚
0
1P
⊥
1 . (5.63)
Using this, we find, after applying P1 to the limit equation (5.49), that
b = P1w˚ (5.64)
satisfies the equation
P1A˚
0
1P1∂tb+ P1A˚
i
1P1∂ib =
1
t
P1A˚1P1b+ P1H˚1 + P1F¯2, (5.65)
where
F¯2 = −P1A˚i1P⊥1 ∂iw˚ + P1F˚1 − P1Ci1∂iv.
Clearly, F¯2 satisfies
‖F¯2(t)‖Hs−1 ≤ C
(‖w˚‖L∞(T0,t),Hs)‖w˚(t)‖Hs (5.66)
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for 0 ≤ t < T1 by (5.53), (5.54) and the calculus inequalities from Appendix A, while
‖b(T0)‖Hs−1 ≤ ‖w˚0‖Hs ≤ σ, (5.67)
by the assumption (5.58) on the initial data, and P1H˚1(t, x, w˚) satisfies
P1H˚1(t, x, 0) = 0 (5.68)
by Assumption 5.2.(3).
Next, we set
y = t∂tw˚.
In order to derive an evolution equation for y, we apply t∂t to (5.49) and use the identity
t∂tf = tDtf + [Dw˚f · t∂tw˚] = Dt(tf)− f + [Dw˚f · t∂tw˚], f = f(t, x, w˚(t, x)),
to obtain
A˚01∂ty + A˚
i
1∂iy =
1
t
(
P1A˚1P1 + A˚
0
1
)
y − 1
t
A˚1b+ R˜2 + H˜2 + F˜2, (5.69)
where
H˜2 = Dt(tH˚1)− H˚1 + [Dw˚H˚1 · y] + (DtA˚1)b− (DtA˚01)y
and
F˜2 = −[Dw˚A˚i1 · y]∂iw˚ −Dt(tA˚i1)∂iw˚ + A˚i1∂iw˚ + t∂tF˚1 + tCi1∂i∂tv.
Note that in deriving the above equation, we have used the identity
A˚1P1 = P1A˚1 = P1A˚1P1, (5.70)
which follows directly from (5.3) and (5.5). We further note by (5.53), (5.54) and Assumption 5.2.(4) and
Assumption 5.9.(2), it is clear that F˜2 and H˜2 = H˜2(t, x, w˚, b, y) satisfy
‖F˜2(t)‖Hs−1 ≤ C
(‖w˚‖Hs)(‖y‖Hs−1 + ‖w˚‖Hs) (5.71)
for T0 ≤ t < T1 and
H˜2(t, x, 0, 0, 0) = 0, (5.72)
respectively. Using (5.49) and (5.58), we see that
y|t=T0 =
[
(A˚01)
−1A˚1P1w˚ − t(A˚01)−1A˚i1∂iw˚ − t(A˚01)−1Ci1∂iv + t(A˚01)−1H˚1 + t(A˚01)−1F˚1
]∣∣∣
t=T0
,
which in turn, implies, via (5.58), (5.53)-(5.54), and the calculus inequalities from Appendix A, that
‖y‖Hs−1(T0) ≤ C(σ)σ.
A short computation using (5.47), (5.49) and (5.50) shows that
A01∂tz +A
i
1∂iz +
1
ǫ
Ci1∂iz =
1
t
A1P1z + Rˆ2 + Fˆ2, (5.73)
where
Fˆ2 =
1
ǫ
(H1 − H˚1) + 1
ǫ
(F1 − F˚1)− 1
ǫ
(Ai1 − A˚i1)∂iw˚ −Ai1∂iv −A01∂tv +
1
t
P1A1P1v
and
Rˆ2 = −1
t
A˜01y +
1
t
A˜1b,
and we recall that A˜01 and A˜1 are defined by the expansions (5.2)-(5.3). Next, we estimate
1
ǫ
‖H1(ǫ,t, ·, w(t)) − H˚1(t, ·, w˚(t))‖Hs−1
≤ 1
ǫ
‖H1(ǫ, t, ·, w(t)) −H1(ǫ, t, ·, w˚(t))‖Hs−1 +
1
ǫ
‖H1(ǫ, t, ·, w˚(t))− H˚1(t, ·, w˚(t))‖Hs−1
≤ C(‖w‖L∞([T0,t),Hs), ‖w˚‖L∞([T0,t),Hs))(‖w(t)‖Hs + ‖z(t)‖Hs−1 + ‖w˚(t)‖Hs), (5.74)
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for T0 ≤ t < T1, where in deriving the second inequality, we used (5.57), Taylor’s Theorem (in the last variable),
and the calculus inequalities. By similar arguments and (5.56), we also get that
1
ǫ
‖(Ai1(ǫ, t,·, w(t)) − A˚i1(t, ·, w˚(t))‖Hs−1
≤ C(‖w‖L∞([T0,t),Hs), ‖w˚‖L∞([T0,t),Hs))(‖w(t)‖Hs + ‖z(t)‖Hs−1 + ‖w˚(t)‖Hs), (5.75)
again for T0 ≤ t < T1. Taken together, the estimates (5.53), (5.57), (5.74) and (5.75) along with the calculus
inequalities imply that
‖Fˆ2(ǫ, t)‖Hs−1 ≤ C(‖w‖L∞([T0,t),Hs), ‖w˚‖L∞([T0,t),Hs))(‖w(t)‖Hs + ‖z(t)‖Hs−1 + ‖w˚(t)‖Hs) (5.76)
for T0 ≤ t < T1. Furthermore, we see from (5.53) and (5.58) that we can estimate z at t = T0 by
‖z‖Hs−1(T0) ≤ C(σ)σ. (5.77)
We can combine the two equations (5.47) and (5.49) together into the equation(
A01 0
0 A˚01
)
∂t
(
w
w˚
)
+
(
Ai1 0
0 A˚i1
)
∂i
(
w
w˚
)
+
1
ǫ
(
Ci1 0
0 0
)
∂i
(
w
w˚
)
=
1
t
(
A1 0
0 A˚1
)(
P1 0
0 P1
)(
w
w˚
)
+
(
H1
H˚1
)
+
(
F1
F˚1 − Ci1∂iv
)
, (5.78)
and collect the three equations (5.65), (5.69) and (5.73) together into the equation
A02∂t

by
z

+Ai2∂i

by
z

+ 1
ǫ
Ci2∂i

by
z

 = 1
t
A2P2

by
z

+H2 +R2 + F2, (5.79)
where
A02 :=

P1A˚
0
1P1 0 0
0 A˚01 0
0 0 A01

 , Ai2 :=

P1A˚
i
1P1 0 0
0 A˚i1 0
0 0 Ai1

 , (5.80)
Ci2 :=

0 0 00 0 0
0 0 Ci1

 , P2 :=

P1 0 00 1 0
0 0 P1

 , A2 =

 P1A˚1P1 0 0−P1A˚1P1 P1A˚1P1 + A˚01 0
0 0 A1

 , (5.81)
H2 :=

P1H˚1H˜2
0

 , R2 :=

 00
Rˆ2

 and F2 :=

P1F¯2F˜2
Fˆ2

 . (5.82)
We remark that due to the projection operator P1 that appears in the definition (5.64) of b and in the top
row of (5.80), the vector (b, y, z)T takes values in the vector space P1R
N1 × RN1 × RN1 and (5.80) defines a
symmetric hyperbolic system, i.e. A02 and A
i
2 define symmetric linear operators on P1R
N1 ×RN1 ×RN1 and A02
is non-degenerate.
Setting
P3 :=


0 0 0 0 0
0 0 0 0 0
0 0 P1 0 0
0 0 0 1 0
0 0 0 0 0

 ,
it is then not difficult to verify from the estimates (5.53), (5.55), (5.66), (5.71) and (5.76), the initial bounds
(5.58), (5.67) and (5.77), the relations (5.63), (5.68), (5.70) and (5.72), and the assumptions on the coefficients
{A01, Ai1, A˚01, A˚i1, A1, A˚1, H , F}, see Assumptions 5.2 and 5.9, that the system consisting of (5.78) and (5.79)
and the solution U = (w, w˚, b, y, z)T satisfy the hypotheses of Theorem 5.7, and thus, for σ > 0 chosen small
enough, there exists a constant C > 0 independent of ǫ ∈ (0, ǫ0) and T1 ∈ (T0, 0) such that
‖(w, w˚)‖L∞([T0,T1)×Tn) ≤
R
2
(5.83)
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and
‖(w, w˚)‖M∞
P1 ,s
([T0,t)×Tn) + ‖(b, y, z)‖M∞P2,s−1([T0,t)×Tn) −
∫ t
T0
1
τ
‖P3U‖Hs−1 dτ ≤ Cσ (5.84)
for T0 ≤ t < T1. This completes the proof since the estimates (5.59)-(5.62) follow immediately from (5.83) and
(5.84). 
6. Initial data
As is well known, the initial data for the reduced conformal Einstein–Euler equations cannot be chosen freely
on the initial hypersurface
ΣT0 = {T0} × T3 ⊂M = (0, T0]× T3 (T0 > 0).
Indeed, a number of constraints, which we can separate into gravitational, gauge and velocity normalization,
must be satisfied on ΣT0 . There are a number of distinct methods available to solve these constraint equations.
Here, we will follow the method used in [47, 48], which is an adaptation of the method introduced by Lottermoser
in [39].
The goal of this section is to construct 1-parameter families of ǫ-dependent solutions to the constraint
equations that behave appropriately in the limit ǫ ց 0. In order to use the method from [47, 48] to solve the
constraint equations, we need to introduce new gravitational variables uˆµν and uˆµνσ defined via the formulas
gˆµν := θg¯µν = E3(h¯µν + ǫ2uˆµν) = hˆµν + ǫ2E3uˆµν and uˆµνσ := ∂¯σuˆ
µν , (6.1)
respectively, where
θ =
√
|g¯|√
|η¯| =
√
Λ
3
|g¯|, |g¯| = − det g¯µν , hˆµν = E3h¯µν and |η¯| = − det η¯µν = 3
Λ
. (6.2)
Notation: In the following, we will use upper case script letters, e.g. Q(ξ), R(ξ), S (ξ), to denote analytic
maps of the variable ξ whose exact form is not important. The domain of analyticity of these maps will be clear
from context. Generally, we will use S to denote maps that may change line to line, while other letters will
be used to denote maps that need to be distinguished for later use. We also introduce the following derivative
notation to facilitate the statements,
∂ˆµ =
1
ǫ
δiµ∂i + δ
0
µ∂0.
The total set of constraints that we need to solve on ΣT0 are:
(G¯0µ − T¯ 0µ)|t=T0 = 0 (Gravitational Constraints), (6.3)(
∂ˆν(E
3uˆµν)− 2
t
E3uˆµ0 − 2Λ
3t
θ − E3
ǫ2
δµ0 +
θ − E3
ǫ2
Λ
t
Ωδµ0
)∣∣∣∣
t=T0
= 0 (Gauge constraint) (6.4)
and
(v¯µv¯µ + 1)|t=T0 = 0 (Velocity Normalization). (6.5)
Remark 6.1. It is not difficult to verify that the constraint (6.4) is equivalent to the wave gauge condition
Z¯µ = 0 on the initial hypersurface ΣT0 . Indeed, it is enough to notice that ∂¯ν(hˆ
µν) = −E3 Λt Ωδµ0 and
X¯µ = −∂ˆν g¯µν − g¯µν 1√
|g¯|
∂ˆν
√
|g¯| − Λ
t
Ωδµ0 =
1
θ
(−θ∂ˆν g¯µν − g¯µν ∂ˆνθ)− Λ
t
Ωδµ0 = −
1
θ
∂ˆν gˆ
µν − Λ
t
Ωδµ0 .
6.1. Reduced conformal Einstein-equations. Before proceeding, we state in the following lemma a result
that will be used repeatedly in this section. The proof follows from the definition of θ, see (6.2), and a direct
calculation. We omit the details.
Lemma 6.2.
θ(ǫ, uˆµν) = E6
√
− 3
Λ
det (h¯µν + ǫ2uˆµν) = E3 +
1
2
ǫ2E3
(
− 3
Λ
uˆ00 + E2uˆijδij
)
+ ǫ4S (ǫ, t, E, uˆµν), (6.6)
where S (ǫ, t, E, 0) = 0.
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Using this lemma, we can express the gauge constraint (6.4) as follows:

∂t(E
3uˆ00) =− 1
ǫ
∂k(E
3uˆ0k) +
2
t
E3uˆ00 +
Λ
3t
E3
(
− 3
Λ
uˆ00 + E2uˆijδij
)
− 1
2
E3
Λ
t
Ω
(
− 3
Λ
uˆ00 + E2uˆijδij
)
+ ǫ2S (ǫ, t, E,Ω/t, uˆµν)
∂t(E
3uˆj0) =− 1
ǫ
∂k(E
3uˆjk) +
2
t
E3uˆj0
(6.7)
where S (ǫ, t, E,Ω/t, 0) = 0. The importance of the relations (6.7) is that they allow us to determine the time
derivatives ∂0uˆ
µ0 on the initial hypersurface ΣT0 from the metric variables uˆ
µν and their spatial derivatives on
ΣT0 .
Lemma 6.3.
∂t(θ − E3) = 3
2Λ
ǫE3∂kuˆ
0k + ǫ2A (ǫ, t, E,Ω/t, uˆµν , ∂luˆ
µν , uˆij0 ) (6.8)
and
∂iθ =− 3
2Λ
ǫ2E3∂iuˆ
00 +
1
2
ǫ2E5δkl∂iuˆ
kl + ǫ4Si(ǫ, t, E,Ω/t, uˆ
µν , ∂luˆ
µν , uˆij0 ), (6.9)
where the A and Si are linear in (∂luˆ
µν , uˆij0 ) and vanish for (ǫ, t, E,Ω/t, 0, 0, 0) = 0.
Proof. The proof of this Lemma follows from straightforward calculations; we only prove (6.8). Noticing
θ−1∂θ =
1
2
g¯µν∂g¯µν =
1
2
gˆµν∂gˆ
µν (gˆµν = θ
−1g¯µν), (6.10)
it is not difficult to verify that
∂t(θ − E3) = 1
2
θgˆµν∂0gˆ
µν − 3E3Ω
t
=
3
2Λ
ǫE3∂kuˆ
0k + 3E3
Ω
t
− 3E3Ω
t
+ ǫ2A
follows from (6.7). 
We proceed by differentiating (6.7) with respect to time t to obtain, with the help of Lemma 6.3, the following:

∂2t (E
3uˆ00) =
1
ǫ2
∂k∂i(E
3uˆik)− 1
ǫ
4
t
∂k(E
3uˆk0) +
2
t2
E3uˆ00 +
(
2
3
− Ω
)
Λ
t2
θ − E3
ǫ2
− θ − E
3
ǫ2
Λ
t
∂tΩ +
Λ
t
(
2
3
− Ω
)
∂t
θ − E3
ǫ2
=
1
ǫ2
∂k∂i(E
3uˆik)− 1
ǫ
3
t
(
1 +
1
2
Ω
)
E3∂kuˆ
k0 +
1
t2
S (ǫ, t, E,Ω/t, ∂tΩ, uˆ
µν , ∂luˆ
µk, uˆij0 )
∂2t (E
3uˆj0) =− 1
ǫ
∂k∂0(E
3uˆjk) +
2
t2
E3uˆj0 − 2
t
1
ǫ
∂k(E
3uˆjk)
=− 1
ǫ
E3∂kuˆ
jk
0 +
2
t2
E3uˆj0 − 2 + 3Ω
t
1
ǫ
∂k(E
3uˆjk)
(6.11)
where S (ǫ, t, E,Ω/t, ∂tΩ, 0, 0, 0) = 0.
Next, we consider the following reduced version of the conformal Einstein equations (1.14), which we write
using the metric variable gˆµν defined by (6.1):
1
2θ2
gˆλσ∂ˆλ∂ˆσgˆ
µν + ∇¯(µΓ¯ν) − 1
2θ
gˆµν∇¯λΓ¯λ + 1
θ2
Qˆµν(gˆ, ∂¯gˆ, θ)− 1
2
X¯µX¯ν − ∇¯(µZ¯ν) + 1
2θ
gˆµν∇¯λZ¯λ − 1
2
A¯µνλ Z¯
λ
=e4ΦT˜ µν − 1
θ
e2ΦΛgˆµν + 2(∇¯µ∇¯νΨ− ∇¯µΨ∇¯νΨ)− (22¯Ψ+ |∇¯Ψ|2g¯)
1
θ
gˆµν ,
(6.12)
where
Qˆµν(gˆ, ∂ˆgˆ, θ) =
1
2
θ2Qµν − 1
4
gˆµν gˆαβ(θ
2Qαβ − θ2X¯αX¯β)− 1
2
gˆλσgˆαβ ∂ˆσ gˆ
µν ∂ˆλgˆ
αβ
+
1
8
gˆλσ gˆµν gˆγρgˆαβ∂ˆλgˆ
γρ∂ˆσgˆ
αβ +
1
4
gˆλσ gˆµν ∂ˆλgˆαβ ∂ˆσ gˆ
αβ
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with Qµν as defined previously by (2.13). By (1.27), (2.13), (6.1), (6.10) and the identity
Γ¯λµν = −gˆσ(µ∂ˆν)gˆλσ +
1
2
gˆλσ gˆαµgˆβν ∂ˆσgˆ
αβ +
1
4
(
2gˆαβδ
λ
(µ∂ˆν)gˆ
αβ − gˆλσ gˆµν gˆαβ∂ˆσ gˆαβ
)
, (6.13)
it is obvious that θ2Qµν is analytic in gˆµν , ∂ˆgˆµν and θ. From this and the formula (6.13), it is clear that Qˆµν is
analytic in gˆµν , ∂ˆgˆµν and θ. Moreover, using (6.7) and (6.13), it can be verified by a straightforward calculation
that Qˆµν satisfies
Qˆµν(gˆ, ∂¯gˆ, θ)− QˆµνH (hˆ, ∂¯hˆ, E3) = ǫT µνkαβ (t)∂k uˆαβ + ǫ2Qˆµν(ǫ, t, E,Ω/t, x, uˆαβ, ∂kuˆαβ , uˆij0 )
for coefficients T µνkαβ that depend only on t and where Qˆµν(ǫ, t, E,Ω/t, x, uˆαβ , 0, 0) = 0.
Using the easy to verify identities
Γ¯λλ0 =
1
2
g¯λσ∂ˆ0g¯λσ =
1
2
gˆλσ∂ˆ0gˆ
λσ =
1
θ
∂ˆ0θ,
∇¯λγ¯λ = 1
t
(
∂tΩ− 1
t
Ω + Γ¯λλ0Ω
)
and ∇¯λY¯ λ = −22¯Ψ− 2Λ
3t2
+
2Λ
3t
Γ¯λλ0,
we can write the reduced conformal Einstein equations (6.12) as
1
2θ2
gˆλσ∂ˆλ∂ˆσgˆ
µν + ∇¯(µγ¯ν) − 1
2θ
gˆµν
1
t
(
∂tΩ− 1
t
Ω+ Γ¯λλ0Ω
)
+
1
θ2
Qˆµν +
1
θ
gˆµν
1
t
γ¯0
=− Λ
3t
1
θ
∂ˆ0gˆ
µν +
2Λ
3t2
[(
g¯00 +
Λ
3
)
δµ0 δ
ν
0 + g¯
0kδ
(µ
k δ
ν)
0
]
+
1
t2
(1 + ǫ2K)ρv¯µv¯ν +
1
θ
1
t2
ǫ2Kρgˆµν . (6.14)
This equation is satisfied for the FLRW solutions (1.4)-(1.7), i.e. we can substitute {gˆµν , ρ¯, v¯µ} 7→ {hˆµν , ρH , eΨv˜µH}.
Dividing the resulting FLRW equation through by θ2, we get
1
2θ2
hˆλσ∂ˆλ∂ˆσhˆ
µν +
E6
θ2
∇¯(µH γ¯ν) −
E3
2θ2
hˆµν
1
t
(
∂tΩ− 1
t
Ω + γ¯λλ0Ω
)
+
1
θ2
QˆµνH +
E3
θ2
hˆµν
1
t
γ¯0
=− Λ
3t
E3
θ2
∂ˆ0hˆ
µν +
E6
θ2
2Λ
3t2
(
h¯00 +
Λ
3
)
δµ0 δ
ν
0 +
E6
θ2
Λ
3
1
t2
(1 + ǫ2K)ρHδ
µ
0 δ
ν
0 +
E3
θ2
1
t2
ǫ2KρH hˆ
µν . (6.15)
Subtracting (6.15) from (6.14) yields
gˆλσ∂ˆλ∂ˆσ(gˆ
µν − hˆµν) + (gˆλσ − hˆλσ)∂ˆλ∂ˆσhˆµν + 2θ2
(
∇¯(µγ¯ν) − E
6
θ2
∇¯(µH γ¯ν)
)
− θ(gˆµν − hˆµν)1
t
(
∂tΩ− 1
t
Ω
)
+ (E3 − θ)hˆµν 1
t
(
∂tΩ− 1
t
Ω
)
+ θ(hˆµν − gˆµν)1
t
γ¯λλ0Ω
+ (E3 − θ)hˆµν 1
t
γ¯λλ0Ω+ θgˆ
µν 1
t
(γ¯λλ0 − Γ¯λλ0)Ω + 2(Qˆµν − QˆµνH ) + 2θ
1
t
γ¯0
(
gˆµν − E
3
θ
hˆµν
)
=− 2Λ
3t
θ∂ˆ0(gˆ
µν − hˆµν)− 2Λ
3t
θ
(
1− E
3
θ
)
∂ˆ0hˆ
µν +
4Λ
3t2
θ2
[((
g¯00 +
Λ
3
)
− E
6
θ2
(
h¯00 +
Λ
3
))
δµ0 δ
ν
0 + g¯
0kδ
(µ
k δ
ν)
0
]
+ 2θ2
1
t2
(1 + ǫ2K)
(
ρv¯µv¯ν − E
6
θ2
Λ
3
ρHδ
µ
0 δ
ν
0
)
+ 2θ
1
t2
ǫ2K
(
ρgˆµν − E
3
θ
ρH hˆ
µν
)
. (6.16)
6.2. Transformation formulas. Before proceeding, we collect in the following lemma a set of formulas that
can be used to transform from the gravitational variables used in this section to those introduced previously in
§1.5 for the formulation of the evolution equations.
Lemma 6.4. The evolution variables u0µ, uij and u can be expressed in terms of the gravitational variables
uˆµν by the following expressions:
u0µ =
ǫ
2t
(
1
2
uˆ00δµ0 + uˆ
0kδµk +
Λ
6
E2uˆijδijδ
µ
0
)
+ ǫ3S µ(ǫ, t, E,Ω/t, uˆαβ), (6.17)
u = ǫ
2Λ
9
E2uˆijδij + ǫ
3
S (ǫ, t, E,Ω/t, uˆαβ), (6.18)
uij = ǫE2
(
uˆij − 1
3
uˆklδklδ
ij
)
+ ǫ3S ij(ǫ, t, E,Ω/t, uˆαβ), (6.19)
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where all of the remainder terms vanish for (ǫ, t, E,Ω/t, 0) = 0. Moreover, the 0-component of the conformal
fluid four-velocity v¯µ can be written as
v¯0 =
√
Λ
3
+ ǫ2S (ǫ, t, E,Ω/t, uˆαβ, zj). (6.20)
Proof. First, we observe that (6.17) follows directly from (2.26) and Lemma 6.2. Next, using (6.1), it is not
hard to show that
det (g¯kl) = (θE−3)−3(E−6 + ǫ2E−4uˆijδij) + ǫ
4
S = E−6 +
1
2
ǫ2E−6
(
9
Λ
uˆ00 − E2uˆijδij
)
+ ǫ4S (ǫ, t, E,Ω/t, uˆαβ),
from which it follows that
αE2 = 1+
1
6
ǫ2
(
9
Λ
uˆ00 − E2uˆijδij
)
+ ǫ4S (ǫ, t, E,Ω/t, uˆαβ) (6.21)
by (1.39). Then by (1.34), (1.40) and (6.21), we have
u = 2tu00 − 1
ǫ
Λ
3
ln[1 + (αE2 − 1)] = ǫ2Λ
9
E2uˆijδij + ǫ
3
S (ǫ, t, E,Ω/t, uˆαβ),
while
uij =
1
ǫ
(
(αθ)−1gˆij − E−1hˆij
)
= ǫE2
(
uˆij − 1
3
uˆklδklδ
ij
)
+ ǫ3S ij(ǫ, t, E,Ω/t, uˆαβ)
follows from (2.24), (6.1), (6.21) and
(αθ)−1 = E−1 − ǫ2 1
3
Euˆijδij + ǫ
4
S (ǫ, t, E,Ω/t, uˆµν).
Finally, (6.20) follows from (2.42), (2.26) and (6.17)-(6.19) 
6.3. Solving the constraint equations. We now need to write the constraint equations in a form that is
suitable to used the methods from [47, 48]. We begin by defining the rescaled variables
uˆij |t=T0 = ǫu˘ij , uˆij0 |t=T0 = u˘ij0 , uˆ0µ|t=T0 = u˘0µ and uˆ0µ0 |t=T0 = u˘0µ0 ,
and noting that
∂kuˆ
ij |t=T0 = ǫ∂ku˘ij . (6.22)
We then observe that the following terms from (6.16) can be represented as
ǫ2E3uˆλσ∂ˆλ∂ˆσhˆ
µ0 + 2(θ2∇¯(µγ¯0) − E6∇¯(µH γ¯0))− ǫ2θE3uˆµ0
1
t
(
∂tΩ− 1
t
Ω
)
+
2
t
γ¯0(θgˆ0µ − E3hˆµ0)
+(E3 − θ)hˆµν 1
t
(
∂tΩ− 1
t
Ω
)
+ θ(hˆµν − gˆµν)1
t
γ¯λλ0Ω + (E
3 − θ)hˆµν 1
t
γ¯λλ0Ω+
2Λ
3t
(θ − E3)∂thˆ0µ
= ǫ2S µ(ǫ, t, E,Ω/t, ∂tΩ, x, uˆ
αβ , ∂kuˆ
αβ , uˆij0 ). (6.23)
We also note that
Γ¯λλ0 − γ¯λλ0 =
1
θ
∂t(θ − E3) + E
−3
θE−3
∂tE
3 − 3
t
Ω = ǫ
3
2Λ
∂kuˆ
0k + ǫ2S (ǫ, t, E,Ω/t, uˆµν , ∂kuˆ
µν , uˆij0 ), (6.24)
Using (6.7) and (6.11) to replace the first and second time derivatives of uˆµ0 by spatial derivatives of uˆµν and
the time derivatives uˆij0 in (6.16) with ν = 0, we obtain, with the help of (6.23)-(6.24), the following elliptic
equations on ΣT0 for uˆ
µ0:
∆u˘00 − 2Λ
3T 20
E2(T0)δρ+ ǫ
(
∂k(T
00k
αβ u˘
αβ)− Λ
3
E2(T0)∂k∂iu˘
ik +
(Λ
3t
+
Λ+ 1
2t
Ω
)
E2(T0)∂ku˘
k0
)
+ ǫ2R0(ǫ, u˘µν , ∂ku˘
µν , u˘ij0 , ∂i∂j u˘
0µ, δρ, zj) = 0, (6.25)
∆u˘i0 + ǫ
(
Λ
3
E2(T0)∂ku˘
ik
0 −
√
Λ
3
2
T 20
E2(T0)ρz
i + ∂k(T 0ikαβ uˆαβ)
)
+ ǫ2Ri(ǫ, u˘µν , ∂ku˘
µν , u˘ij0 , ∂i∂j u˘
0µ, δρ, zj) = 0,
(6.26)
where the coefficients T 0µkαβ = T 0µkαβ (T0) are constant on ΣT0 and the remainder terms satisfyRµ(ǫ, 0, 0, 0, 0, 0, 0) =
0.
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Remark 6.5. From the above calculations, it is not difficult to see that the elliptic equations (6.25)-(6.26)
are equivalent to the gravitational constraint equations (6.3) provided that the gauge constraint (6.4) is also
satisfied. Recalling that (6.7) is equivalent to the gauge constraints, it is clear that we can solve the gauge
constraints by using (6.7) to determine the time derivatives ∂tu˘
µ0 from the metric variables u˘µν and their
spatial derivatives.
Decomposing δρ = ρ− ρH and ρzi on ΣT0 as
δρ|t=T0 = ρ˘0 + ǫφ˘ and (ρzi)|t=T0 = ψ˘i + ν˘i,
where
ρ˘0 := Πδρ|t=T0 , φ˘ :=
1
ǫ
〈1, δρ〉|t=T0 , ψ˘i := 〈1, ρzi〉|t=T0 and ν˘i = Π(ρzi)|t=T0 ,
it is clear that zi|t=T0 and δρ|t=T0 depend analytically on (ν˘i, ψ˘i, ρ˘0, φ˘), and in particular,
zi|t=T0 =
ν˘i + ψ˘i
ρH(T0) + ρ˘0 + ǫφ˘
. (6.27)
From this and the fact that the spatial derivatives ∂i : H
s(Tn) → Hs−1(Tn) define bounded linear maps, we
can, by Lemmas C.1 and C.2 from Appendix C, view the remainder terms Rµ from (6.25)-(6.26) as defining
analytic maps
(−ǫ0, ǫ0)× Br(Hs+1(T3))×Hs(T3)×Br(Hs(T3))×Br(R)× R3 ×Hs(T3) ∋ (ǫ, u˘µν , u˘ik0 , ρ˘0, φ˘, ψ˘i, ν˘i)
7−→ Rµ(ǫ, u˘µν , u˘ik0 , ρ˘0, φ˘, ψ˘i, ν˘i) ∈ Hs−1(T3) (6.28)
for r > 0 chosen small enough. Using this observation, we can proceed with the existence proof for solutions to
the constraint equations.
Theorem 6.6. Suppose s ∈ Z>n/2+1 and r > 0, u˘ij ∈ Br(Hs+1(T3, S3)), u˘ij0 ∈ Hs(T3, S3), ρ˘0 ∈ Br(H¯s(T3)),
ν˘i ∈ H¯s(T3,R3). Then for r > 0 chosen small enough so that the map (6.28) is well-defined and analytic, there
exists an ǫ0 > 0, and analytic maps φ˘ ∈ Cω(Xsǫ0,r,R), ψ˘l ∈ Cω(Xsǫ0,r,R3), u˘0µ ∈ Cω(Xsǫ0,r, H¯s+1(T3,R4)) and
u˘
0µ
0 ∈ Cω(Xsǫ0,r, Hs(T3,R4)) that satisfy
φ˘(ǫ, 0, 0, 0, 0) = 0, ψ˘l(ǫ, 0, 0, 0, 0) = 0, u˘0µ(ǫ, 0, 0, 0, 0) = 0 and u˘0µ0 (ǫ, 0, 0, 0, 0) = 0
such that
ρ|t=T0 = ρH(T0) + ρ˘0 + ǫφ˘,
zi|t=T0 =
ν˘i + ψ˘i
ρH(T0) + ρ˘0 + ǫφ˘
,
uµν |t=T0 =
(
u˘00 u˘0j
u˘i0 ǫu˘ij
)
,
∂0u
µν |t=T0 =
(
u˘000 u˘
0j
0
u˘i00 u˘
ij
0
)
,
where the u˘µ00 are determined by (6.7), solve the constraints (6.3), (6.4) and (6.5). Moreover, the fields
{φ˘, ψ˘i, u˘00, u˘0i} satisfy the estimate
|φ˘|+ |ψ˘i|+ ‖u˘0µ‖Hs+1 + ‖u˘0µ0 ‖Hs . ‖u˘ik‖Hs+1 + ‖u˘ik0 ‖Hs + ‖ρ˘0‖Hs + ‖ν˘i‖Hs
uniformly for ǫ ∈ (−ǫ0, ǫ0) and can be expanded as
φ˘ = ǫS (ǫ, u˘jk, u˘jk0 , ρ˘0, ν˘
i), ψ˘i = ǫS i(ǫ, u˘jk, u˘jk0 , ρ˘0, ν˘
i), (6.29)
u˘00 =
2Λ
3T 20
E2(T0)∆
−1ρ˘0 + ǫS (ǫ, u˘
jk, u˘jk0 , ρ˘0, ν˘
i) and u˘0i = ǫS i(ǫ, u˘jk, u˘jk0 , ρ˘0, ν˘
i), (6.30)
where the maps S and S i that are analytic on Xsǫ0,r and vanish for (ǫ, u˘
jk, u˘jk0 , ρ˘0, φ˘) = (ǫ, 0, 0, 0, 0).
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Proof. Acting on (6.25) and (6.26) with 〈1, ·〉 and Π , we obtain, with the help of (6.20) and (6.28), the equations
φ˘− ǫ
〈
1,R0
(
ǫ, u˘µν , u˘jk0 , ρ˘0, φ˘, ψ˘
j , ν˘j
)〉
= 0, (6.31)
∆u˘00 − 2Λ
3T 20
E2(T0)ρ˘0 + ǫΠR
0
(
ǫ, u˘µν , u˘jk0 , ρ˘0, φ˘, ψ˘
j , ν˘j
)
= 0, (6.32)
ψ˘i + ǫ
〈
1,Ri
(
ǫ, u˘µν , u˘jk0 , ρ˘0, φ˘, ψ˘
j , ν˘j
)〉
= 0 (6.33)
and
∆u˘0i + ǫΠRi
(
ǫ, u˘µν , u˘jk0 , ρ˘0, φ˘, ψ˘
j , ν˘j
)
= 0, (6.34)
which are clearly equivalent to (6.25)-(6.26). Next, we let
ι := (u˘ik, u˘ik0 , ρ˘0, ν˘
i) and β :=
(
φ˘, ψ˘i, u˘0µ
)
,
and write (6.31)-(6.32) more compactly as
F (ǫ, ι, β) := L(ι, β) + ǫM(ǫ, ι, β) = 0, (6.35)
where
L(ι, β) =

 φ˘ψ˘i
∆u˘0µ − 2Λ
3T 20
E2(T0)δ
µ
0 ρ˘0

 .
Recalling that the Laplacian ∆ defines an isomorphism from H¯s+1(T3) to H¯s−1(T3), we observe that
(0, ι, β) =

0, ι,

 00
2Λ
3T 20
E2(T0)δ
µ
0∆
−1ρ˘0




solves (6.35). Since DβF (0, ι, β) · δβ = L(0, δβ), we can solve (6.35) via an analytic version of the Implicit
Function Theorem [11, Theorem 15.3], at least for small ǫ, if we can show that
L˜(δβ) =

 δφ˘δψ˘i
∆δu˘0µ


defines an isomorphism from R × R3 × H¯s+1(T3,R4) to R × R3 × H¯s−1(T3,R4). But this is clear since ∆ :
H¯s+1(T3) 7→ H¯s−1(T3) is an isomorphism. Thus, for r > 0 chosen small enough and any R > 0, there exists an
ǫ0 > 0 and a unique analytic map
P : Xsǫ0,r 7→ R× R3 × H¯s+1(T3,R4)
that satisfies
F (ι, P (ǫ, ι), ǫ) = 0
for all (ǫ, ι) ∈ (−ǫ0, ǫ0)×BR
(
Hs+1(T3, S3)
)×BR(Hs(T3, S3))×Br(H¯s(T3))×Br(H¯s(T3,R3)) and
P (ǫ, ι) =

 00
2Λ
3T 20
E2(T0)δ
µ
0∆
−1ρ˘0

+O(ǫ). (6.36)
Finally, the estimate
|φ˘|+ |ψ˘i|+ ‖u˘0µ‖Hs+1 + ‖u0µ0 ‖Hs . ‖u˘ik‖Hs+1 + ‖u˘ik0 ‖Hs + ‖ρ˘0‖Hs + ‖ν˘i‖Hs
follows from analyticity of P , (6.36) and (6.7). 
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6.4. Bounding U|t=T0 . For the evolution problem, we need to bound U|t=T0 , see (2.101), by the free initial
data {u˘ik, u˘ik0 , ρ˘0, ν˘i} uniformly in ǫ. The required bound is the content of the following lemma.
Lemma 6.7. Suppose that the hypotheses of Theorem 6.6 hold, and that φ˘ ∈ Cω(Xsǫ0,r,R), ψ˘l ∈ Cω(Xsǫ0,r,R3),
u˘0µ ∈ Cω(Xsǫ0,r, H¯s+1(T3,R4)) and u˘0µ0 ∈ Cω(Xsǫ0,r, Hs(T3,R4)) are the analytic maps from that theorem. Then
on the initial hypersurface ΣT0 , the gravitational and matter fields
{uµν, uijγ , w0µi , u0µ0 , u, uγ, zj, δζ}
can be expanded as follows:
u0µ|t=T0 = ǫ
Λ
6T 30
E2(T0)∆
−1ρ˘0δ
µ
0 + ǫ
2
S
µ(ǫ, u˘kl, u˘kl0 , ρ˘0, ν˘
l),
u|t=T0 = ǫ2
2Λ
9
E2(T0)u˘
ijδij + ǫ
3
S (ǫ, u˘kl, u˘kl0 , ρ˘0, ν˘
l),
uij |t=T0 = ǫ2E2(T0)
(
u˘ij − 1
3
u˘klδklδ
ij
)
+ ǫ3S ij(ǫ, u˘kl, u˘kl0 , ρ˘0, ν˘
l),
zj|t=T0 = E2(T0)
ν˘iδij
ρH(T0) + ρ˘0
+ ǫSj(ǫ, u˘
kl, u˘kl0 , ρ˘0, ν˘
l),
δζ|t=T0 =
1
1 + ǫ2K
ln
(
1 +
ρ˘0 + ǫφ˘
ρH(T0)
)
= ln
(
1 +
ρ˘0
ρH(T0)
)
+ ǫ2S (ǫ, u˘kl, u˘kl0 , ρ˘0, ν˘
l),
w0µi |t=T0 = ǫS µi (ǫ, u˘kl, u˘kl0 , ρ˘0, ν˘l),
u0µ0 |t=T0 = ǫS µ(ǫ, u˘kl, u˘kl0 , ρ˘0, ν˘l),
uγ |t=T0 = ǫSγ(ǫ, u˘kl, u˘kl0 , ρ˘0, ν˘l)
and
uijγ |t=T0 = ǫS ijγ (ǫ, u˘kl, u˘kl0 , ρ˘0, ν˘l),
for maps S that are analytic on Xsǫ0,r. Moreover, the estimates
‖uµν |t=T0‖Hs+1 + ‖u|t=T0‖Hs+1 + ‖w0µi |t=T0‖Hs + ‖u0µ0 |t=T0‖Hs + ‖uµ|t=T0‖Hs
+‖uijµ |t=T0‖Hs + |φ(T0)| . ǫ(‖u˘ij‖Hs+1 + ‖u˘ij0 ‖Hs + ‖ρ˘0‖Hs + ‖ν˘i‖Hs)
and
‖zj|t=T0‖Hs + ‖δζ|t=T0‖Hs . ‖u˘ij‖Hs+1 + ‖u˘ij0 ‖Hs + ‖ρ˘0‖Hs + ‖ν˘i‖Hs
hold uniformly for ǫ ∈ (−ǫ0, ǫ0).
Proof. First, we observe by (2.27), (2.61), (2.62), (2.63), (6.1), (6.22) and Lemma 6.2 that
w0µi |t=T0 =
1
2
∂iu˘
00δµ0 − δµ0
Λ
3T 20
E2(T0)∂i∆
−1ρ˘0 + ∂iu˘
0kδµk + ǫ
2
S
µ
i (ǫ, u˘
kl, u˘kl0 , ρ˘0, ν˘
l), (6.37)
where S µi (ǫ, 0, 0, 0, 0) = 0, which in turn, implies by (6.30) that
w0µi |t=T0 = ǫS µi (ǫ, u˘kl, u˘kl0 , ρ˘0, ν˘l), (6.38)
where again S µi (ǫ, 0, 0, 0, 0) = 0. Furthermore, by (2.27), (6.1), (6.17), Lemma 6.2 and Theorem 6.6, we see
that
u0µ0 |t=T0 =
1
ǫ
1
θ
∂0gˆ
0µ − 1
ǫ
gˆ0µ
1
θ2
∂0θ − 3u0µ = ǫS µ(ǫ, u˘ik, u˘ik0 , ρ˘0, ν˘i), (6.39)
where S µ(ǫ, 0, 0, 0, 0) = 0.
Next, we see from (1.21), (1.39), (6.1), (6.8), (6.9) and Theorem 6.6, that we can express ∂µα as
α−3∂tα
3 = 3α−1∂tα = gˇkl∂tg¯
kl = −6Ω(T0)
T0
+ ǫ2S (ǫ, u˘ik, u˘ik0 , ρ˘0, ν˘
i) (6.40)
and
α−3∂jα
3 =3α−1∂jα = ǫ
2 9
2Λ
∂j u˘
00 + ǫ3S (ǫ, u˘ik, u˘ik0 , ρ˘0, ν˘
i)
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=ǫ2
3
T 20
E2(T0)∆
−1∂j ρ˘0 + ǫ
3
S (ǫ, u˘ik, u˘ik0 , ρ˘0, ν˘
i), (6.41)
where the error terms S vanish for (ǫ, u˘ik, u˘ik0 , ρ˘0, ν˘
i) = (ǫ, 0, 0, 0, 0). Using (6.17) and (6.39), we then find with
the help of (1.35) and (6.40) that
u0|t=T0 = 3u00 + u000 −
1
ǫ
Λ
9
α−3∂tα
3 − 1
ǫ
2Λ
3
Ω(T0)
T0
= ǫS0(ǫ, u˘
ik, u˘ik0 , ρ˘0, ν˘
i), (6.42)
while we note that
uk|t=T0 =w00k +
Λ
3T 20
E2(T0)∂k∆
−1ρ˘0 − 1
ǫ2
Λ
9
α−3∂kα
3 = ǫSk(ǫ, u˘
ij , u˘ij0 , ρ˘0, ν˘
i) (6.43)
follows from (2.62), (6.41) and (6.37). Again the error terms Sµ vanish for (ǫ, u˘
ik, u˘ik0 , ρ˘0, ν˘
i) = (ǫ, 0, 0, 0, 0).
Starting from (1.33) and (1.39), we see, with the help of (6.42), Lemmas 6.2 and 6.3 along with Theorem 6.6,
that
uij0 |t=T0 =
1
ǫ
∂0(α
−1θ−1gˆij) = ǫS ij(ǫ, u˘kl, u˘kl0 , ρ˘0, ν˘
l), (6.44)
where S ij(ǫ, 0, 0, 0, 0) = 0. By a similar calculation, we find with the help of (6.38) and(6.43) that
uijk |t=T0 =
1
ǫ
∂k(α
−1θ−1gˆij) = ǫS ij(ǫ, u˘kl, u˘kl0 , ρ˘0, ν˘
l), (6.45)
where S ij(ǫ, 0, 0, 0, 0) = 0. Noting that
φ(T0) =
1
T
3(1+ǫ2K)
0
φ˘ = ǫS (ǫ, u˘ik, u˘ik0 , ρ˘0, ν˘
i)
by Theorem 6.6, the estimate
‖uµν |t=T0‖Hs+1 + ‖u|t=T0‖Hs+1 + ‖w0µi |t=T0‖Hs + ‖u0µ0 |t=T0‖Hs + ‖uµ|t=T0‖Hs
+‖uijµ |t=T0‖Hs + |φ(T0)| . ǫ(‖u˘ij‖Hs+1 + ‖u˘ij0 ‖Hs + ‖ρ˘0‖Hs + ‖ν˘i‖Hs),
which holds uniformly for ǫ ∈ (−ǫ0, ǫ0), follows directly from (6.38), (6.39), (6.42), (6.43), (6.44), (6.45), Lemma
6.4 and Theorem 6.6.
Next, we observe from zj =
1
ǫ g¯j0v¯
0 + g¯ijz
i, (2.42), (6.1), (6.17)-(6.19), (6.27) and Theorem 6.6 that we can
write zj|t=T0 as
zj |t=T0 = E2(T0)
ν˘iδij
ρH(T0) + ρ˘0
+ ǫS (ǫ, u˘ik, u˘ik0 , ρ˘0, ν˘
i), (6.46)
where S (ǫ, 0, 0, 0, 0) = 0. In addition, we note that
δζ|t=T0 =
1
1 + ǫ2K
ln
(
1 +
ρ˘0 + ǫφ˘
ρH(T0)
)
= ln
(
1 +
ρ˘0
ρH(T0)
)
+ ǫ2S (ǫ, u˘ik, u˘ik0 , ρ˘0, ν˘
i) (6.47)
follows from (2.39), (2.40) and Theorem 6.6, where S (ǫ, 0, 0, 0, 0) = 0. Together, (6.46) and (6.47) imply that
the estimate
‖zj|t=T0‖Hs + ‖δζ|t=T0‖Hs . ‖u˘ij‖Hs+1 + ‖u˘ij0 ‖Hs + ‖ρ˘0‖Hs + ‖ν˘i‖Hs
holds uniformly for ǫ ∈ (−ǫ0, ǫ0). 
7. Proof of Theorem 1.7
7.1. Transforming the conformal Einstein–Euler equations. The first step of the proof is to observe that
the non-local formulation of the conformal Einstein–Euler equations given by (2.103) can be transformed into
the form (5.47) analyzed in §5 by making the simple change of time coordinate
t 7→ tˆ := −t (7.1)
and the substitutions
w(tˆ, x) = U(−tˆ, x), A01(ǫ,−tˆ, w) = B0(ǫ,−tˆ,U), Ai1(ǫ, tˆ, w) = −Bi(ǫ,−tˆ,U), A1(ǫ, tˆ, w) = B(ǫ,−tˆ,U),
(7.2)
Ci1 = −Ci, P1 = P, H1(ǫ, tˆ, w) = −H(ǫ,−tˆ,U) and F1(ǫ, tˆ, x) = −F(ǫ,−tˆ, x,U, ∂kΦ, ∂t∂kΦ, ∂k∂lΦ).
(7.3)
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With these choices, it is clear that the evolution equations (2.103) on the spacetime region t ∈ (T1, 1], 0 < T1 < 1,
are equivalent to
A01∂tˆw +A
i
1∂iw +
1
ǫ
Ci1∂iw =
1
tˆ
A1P1w +H1 + F1 for (tˆ, x) ∈ [−1,−T1)× T3,
which is of the form studied in §5.2, see (5.47). Furthermore, it is not difficult to verify (see [51, §3] for details)
that matrices {Aµ1 , Ci1,A1,P1} and the source term H1 satisfy the Assumptions 5.2.(1)-(9) from §5.1 for some
positive constants κ, γ1, γ2 > 0.
To see that Assumption 5.2.(10) is also satisfied is more involved. First, we note that this assumption is
equivalent to verifying P⊥[DUB
0 · (B0)−1BPU]P⊥ admits an expansion of the type (5.11). To see why this is
the case, we recall thatB0 and P are block matrices, see (2.104)-(2.105), from which it is clear using (2.52)-(2.54)
that we can expand P⊥[DUB
0 · (B0)−1BPU]P⊥ as

P⊥2 [DUB˜
0 ·W]P⊥2 0 0 0 0
0 P˘⊥2 [DUB˜
0 ·W]P˘⊥2 0 0 0
0 0 P˘⊥2 [DUB˜
0 ·W]P˘⊥2 0 0
0 0 0 Pˆ⊥2 [DUB
0 ·W]Pˆ⊥2 0
0 0 0 0 0

 , (7.4)
where
W := (B0)−1BPU =


(B˜0)−1B˜P2 0 0 0 0
0 −2E2g¯00(B˜0)−1P˘2 0 0 0
0 0 −2E2g¯00(B˜0)−1P˘2 0 0
0 0 0 (B0)−1BPˆ2 0
0 0 0 0 0

U
= P


Y 0 0 0 0
0 −21 0 0 0
0 0 −21 0 0
0 0 0 (B0)−1BPˆ2 0
0 0 0 0 0

U
with
Y =

1 0 00 32δij 0
0 0 1

 .
Next, by (1.32), (1.39), (2.23), (2.26), and (2.52), we observe that B˜0 can be expressed as
B˜0 = E2

Λ3 − 2ǫtu00 0 00 (δij + ǫuij)E−2 exp (ǫ 3Λ (2tu00 − u)) 0
0 0 Λ3 − 2ǫtu00

 .
Noting from definition (2.100) of U1 that u
ij and u are components of the vector P⊥1 U1, where
P1 = diag (P2, P˘2, P˘2),
it is clear that B˜0, as a map, depends only on the the variables (ǫ, tU1,P
⊥
1 U1). To make this explicit, we define
the map Bˆ0(ǫ, tU1,P
⊥
1 U1) := B˜
0(ǫ, t,U). Letting P denote linear maps that projects out the components U1
from U, i.e.
U1 = PU,
we can then differentiate B˜0 with respect to U in the direction W to get
DUB˜
0 ·W = DUBˆ0(ǫ, tU1,P⊥1 U1) ·W =
(
D2Bˆ
0DU(tU1) +D3Bˆ
0DU(P
⊥
1 U1)
) ·W
=
(
tD2Bˆ
0DU(PU) +D3Bˆ
0DU(P
⊥
1 PU)
) ·W
= tD2Bˆ
0
PW +D3Bˆ
0(P⊥1 P)W = tD2Bˆ
0
PW, (7.5)
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where in the above calculations, we employed the identities
PW =

P2 0 0 0 00 P˘2 0 0 0
0 0 P˘2 0 0




Y 0 0 0 0
0 −21 0 0 0
0 0 −21 0 0
0 0 0 (B0)−1BPˆ2 0
0 0 0 0 0

U =

Y 0 00 −21 0
0 0 −21

P1U1
and
P⊥1 PW = 0.
By (2.79), it is not difficult to see that
(Pˆ2)
⊥[DUB
0W](Pˆ2)
⊥ =
(
DU1 ·W 0
0 0
)
= 0, (7.6)
which in turn, implies via (7.4), (7.5) and (7.6) that
P⊥[DUB
0 · (B0)−1BPU]P⊥
= t diag
(
P
⊥
2 D2Bˆ
0
PWP⊥2 , P˘
⊥
2 D2Bˆ
0
PWP˘⊥2 , P˘
⊥
2 D2Bˆ
0
PWP˘⊥2 , 0, 0
)
.
From this it is then clear that P⊥[DUB
0 · (B0)−1BPU]P⊥ satisfies Assumption 5.2.(10).
7.2. Limit equations. Setting
U˚ = (˚u0µ0 , w˚
0µ
k , u˚
0µ, u˚ij0 , u˚
ij
k , u˚
ij , u˚0, u˚k, u˚, δζ˚, z˚i, φ˚)
T, (7.7)
the limit equation, see §5.2, associated to (2.103) on the spacetime region (T2, 1]× T3, 0 < T2 < 1, is given by
B˚0∂tU˚+ B˚
i∂iU˚+C
i∂iV =
1
t
B˚PU˚+ H˚+ F˚ in (T2, 1]× T3, (7.8)
Ci∂iU˚ =0 in (T2, 1]× T3, (7.9)
where
B˚µ(t, U˚) := lim
ǫց0
Bµ(ǫ, t, U˚), B˚(t, U˚) := lim
ǫց0
B(ǫ, t, U˚), H˚(t, U˚) := lim
ǫց0
H(ǫ, t, U˚), (7.10)
and
F˚ :=
(
− Ω˚
t
D0µj∂jΦ˚, 3
2t
δµ0 E˚
−2δkl∂lΦ˚− E˚−2δklδµ0 ∂0∂lΦ˚, 0,−
Ω˚
t
D˜ijr∂rΦ˚,
0, 0,− Ω˚
t
Dj∂jΦ˚, 0, 0, 0,−K−11
2
(
3
Λ
) 3
2
E˚−2δlk∂kΦ˚, 0
)T
. (7.11)
In F˚, the coefficients D0µj and D˜ijr are as defined by (2.68) and (2.75), Φ˚ is the Newtonian potential, see (1.57),
and E˚ and Ω˚ are defined by (1.53) and (1.54), respectively.
We then observe that under the change of time coordinate (7.1) and the substitutions
w˚(tˆ, x) = U˚(−tˆ, x), A˚01(tˆ, w) = B˚0(−tˆ, U˚), A˚i1(tˆ, w) = −B˚i(−tˆ, U˚), A˚1(tˆ, w) = B˚(−tˆ, U˚), Ci1 = −Ci,
(7.12)
v(tˆ, x) = V(−tˆ, x), P1 = P, H˚1(tˆ, w) = −H˚(−tˆ, U˚) and F˚1(tˆ, x) = −F˚(−tˆ, x), (7.13)
the limit equation (7.8)-(7.9) transforms into
A˚01∂tˆw˚ + A˚
i
1∂iw˚ =
1
tˆ
A˚1P1w˚ − Ci1∂iv + H˚1 + F˚1 in [−1,−T2)× T3,
Ci1∂iw˚ = 0 in [−1,−T2)× T3,
which is of the form analyzed in §5.2, see (5.49)-(5.50) and (5.52). It is also not difficult to verify the matrices
A˚i1 and the source term H˚1 satisfy the Assumptions 5.9.(2) from §5.2.
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7.3. Local existence and continuation. For fixed ǫ ∈ (0, ǫ0), we know from Proposition 3.1 that for T1 ∈
(0, 1) chosen close enough to 1 there exists a unique solution
U ∈
1⋂
ℓ=0
Cℓ
(
(T1, 1], H
s−ℓ(T3,V)
)
to (2.103) satisfying the initial condition
U|t=1 =
(
u0µ0 |t=1, w0µk |t=1, u0µ|t=1, uij0 |t=1, uijk |t=1, uij |t=1, u0|t=1, uk|t=1, u|t=1, δζ|t=1, zi|t=1, φ|t=1
)T
,
where the initial data, u0µ0 |t=1, w0µk |t=1, . . ., is determined from Lemma 6.7. Moreover, this solution can be
continued beyond T1 provided that
sup
t∈(T1,1]
‖U(t)‖Hs <∞.
Next, by Proposition 4.1, there exists, for some T2 ∈ (0, 1], a unique solution
(ζ˚, z˚i, Φ˚) ∈
1⋂
ℓ=0
Cℓ((T1, T0], H
s−ℓ(T3))×
1⋂
ℓ=0
Cℓ((T1, T0], H
s−ℓ(T3,R3))×
1⋂
ℓ=0
Cℓ((T1, T0], H
s+2−ℓ(T3)), (7.14)
to the conformal cosmological Poisson-Euler equations, given by (1.55)-(1.57), satisfying the initial condition
(ζ˚, z˚i)|t=1 =
(
ln
(
ρH(1) + ρ˘0
)
,
ν˘iδij
ρH(1) + ρ˘0
)
. (7.15)
Setting
V =
(
V 0µ0 , V
0µ
k , V
0µ, 0, V ijk , 0, 0, Vk, 0, 0, 0, 0
)
, (7.16)
where
V 0µ0 = −E˚2
3
2t
δµ0 Φ˚ + E˚
2δµ0 ∂tΦ˚ = −
1
2t
E˚2δµ0 Φ˚ + δ
µ
0 tE˚
2∂t
(
Φ˚
t
)
, (7.17)
V 0µk =
Ω˚
t
D0µj∆−1∂k∂jΦ˚ + 2E˚2
√
Λ
3
1
t2
∆−1∂k(ρ˚z˚
j)δµj , (7.18)
V 0µ =
1
2
δµ0 E˚
2 Φ˚
t
+ δµ0
Λ
3t3
E˚4Ω˚∆−1δρ˚, (7.19)
V ijk =
Ω˚
t
D˜ijr∆−1∂k∂rΦ˚, (7.20)
and
Vk =
Ω˚
t
Dj∆−1∂k∂jΦ˚, (7.21)
it follows from Corollary 4.2 and (7.14) that V is well-defined and lies in the space
V ∈
1⋂
ℓ=0
Cℓ
(
(T2, 1], H
s−ℓ(T3,V)
)
.
Defining
U˚ = (0, 0, 0, 0, 0, 0, 0, 0, 0, δζ˚, z˚i, 0), (7.22)
where we recall, see (4.7), (4.8) and Theorem 1.7.(ii), that
δζ˚ = ζ˚ − ζ˚H and z˚i = E˚−2δij z˚j , (7.23)
we see from Remark 4.3, (7.7) and (7.14)-(7.15) that U˚ lies in the space
U˚ ∈
1⋂
ℓ=0
Cℓ
(
(T2, 1], H
s−ℓ(T3,V)
)
and satisfies
U˚|t=1 =
(
0, 0, 0, 0, 0, 0, 0, 0, 0, ln
(
1 +
ρ˘0
ρH(1)
)
,
ν˘iδij
ρH(1) + ρ˘0
, 0
)T
.
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It can be verified by a direct calculation that the pair (V, U˚) determines a solution of the limit equation
(7.8)-(7.9). Moreover, by Proposition 4.1, it is clear that this solution can be continued past T2 provided that
sup
t∈(T2,1]
‖U˚(t)‖Hs <∞.
7.4. Global existence and error estimates. For the last step of the proof, we will use the a priori estimates
from Theorem 5.10 to show that the solutions U and (V, U˚) to the reduced conformal Einstein–Euler equations
and the corresponding limit equation, respectively, can be continued all the way to t = 0, i.e. T1 = T2 = 0,
with uniform bounds and error estimates. In order to apply Theorem 5.10, we need to verify that the estimates
(5.53)-(5.57) hold for the solutions U and (V, U˚). We begin by observing the equation
∂tδρ˚ = −
√
3
Λ
∂j
(
ρ˚z˚j
)
+
3(1− Ω˚)
t
δρ˚ (7.24)
holds in (T2, 1]×T3 by (1.49), (4.5) and the equivalence of the two formulations (1.49)- (1.51) and (1.55)-(1.57) of
the conformal Poisson-Euler equations. From this equation, (1.54) and the calculus inequalities from Appendix
A, we obtain the estimate∥∥∥∥∂t
(
δρ˚
t3
)∥∥∥∥
Hs−1
≤ C(‖δζ˚‖L∞((t,1],Hs), ‖z˚i‖L∞((t,1],Hs))(‖δζ˚(t)‖Hs + ‖z˚i(t)‖Hs), T2 < t ≤ 1 (7.25)
Recalling that we can write the Newtonian potential as
Φ˚ =
Λ
3
1
t2
E˚2∆−1δρ˚ =
Λ
3
tE˚2eζ˚H∆−1(eδζ˚ − 1) in (T2, 1]× T3 (7.26)
by (1.47), (4.1) and Corollary 4.2 we see, using the calculus inequalities from Appendix A and invertibility of
the Laplacian ∆ : H¯k+1(T3) → H¯k−1(T3), k ∈ Z≥1, that we can estimate 1t Φ˚ by∥∥∥∥1t Φ˚(t)
∥∥∥∥
Hs+1
≤ C(‖δζ˚‖L∞((t,1],Hs−1))‖δζ˚(t)‖Hs−1 , T2 < t ≤ 1. (7.27)
Dividing (7.26) by t and then differentiating with respect to t, we find using (7.24) that
∂t
(
Φ˚
t
)
+
1
3
Λ
t4
E˚2Ω˚∆−1δρ˚+
√
Λ
3
1
t3
E˚2∂k∆
−1
(
ρ˚z˚k
)
= 0, (7.28)
which, by (7.26), is also equivalent to
∂tΦ˚ =
Λ
3
1
t3
E˚2(1 − Ω˚)∆−1δρ˚−
√
Λ
3
1
t2
E˚2∂k∆
−1
(
ρ˚z˚k
)
. (7.29)
From (7.28) and (7.29), we then obtain, with the help of the calculus inequalities and the invertibility of the
Laplacian, the estimate
‖∂tΦ˚‖Hs+1 +
∥∥∥∥∥t∂t
(
Φ˚
t
)∥∥∥∥∥
Hs+1
≤ C(‖δζ˚‖L∞((t,1],Hs), ‖z˚i‖L∞((t,1]),Hs))(‖δζ˚(t)‖Hs + ‖z˚i(t)‖Hs), T2 < t ≤ 1.
(7.30)
Continuing on, we differentiate (7.29) with respect to t to get
∂2t Φ˚ =
Λ
3
1
t4
Ω˚
(
5
2
Ω˚− 4
)
E˚2∆−1δρ˚−
√
Λ
3
1
t2
E˚2∆−1∂k∂t
(
ρ˚z˚k
)
+
√
Λ
3
1
t3
E˚2(1− Ω˚)∆−1∂k
(
ρ˚z˚k
)
, (7.31)
where in deriving this we have used the fact that Ω˚ satisfies (2.1) with ǫ = 0 and that ∆−1δρ˚ is well defined
by Corollary 4.2. Adding the conformal cosmological Poisson-Euler equations (1.49)-(1.50) together, we obtain
the following equation for ρ˚z˚j:
∂t
(
ρ˚z˚j
)
+
√
3
Λ
K∂j ρ˚+
√
3
Λ
∂i
(
ρ˚z˚iz˚j
)
=
4− 3Ω˚
t
ρ˚z˚j − 1
2
(
3
Λ
) 3
2
ρ˚∂jΦ˚.
Substituting this into (7.31) yields the estimate
‖∂2t Φ˚‖Hs ≤ C(‖δζ˚‖L∞((t,1],Hs), ‖z˚i‖L∞((t,1]),Hs))(‖δζ˚(t)‖Hs + ‖z˚i(t)‖Hs), T2 < t ≤ 1, (7.32)
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by (7.27), the invertibility of the Laplacian ∆ : H¯k+1(T3) → H¯k−1(T3), k ∈ Z≥1, and the calculus inequalities
from Appendix A. Next, from the definition of P, see (2.105), and (7.28), we compute
1
t
PV =
(
1
2t
(V 0µ0 + V
0µ),
1
t
V 0µi ,
1
2t
(V 0µ0 + V
0µ), 0, 0, 0, 0, 0, 0, 0, 0, 0
)T
, (7.33)
where the components are given by
1
2t
(V 0µ0 + V
0µ) =
1
2
δµ0 E˚
2∂t
(
Φ˚
t
)
+
1
2t
δµ0
1
3
Λ
t3
E˚4Ω˚∆−1δρ˚ = −δµ0
1
2
√
Λ
3
1
t3
E˚4∂k∆
−1
(
ρ˚z˚k
)
, (7.34)
1
t
V 0µk =
Ω˚
t2
D0µj∆−1∂k∂jΦ˚ + 2E2
√
Λ
3
1
t3
∆−1∂k(ρ˚z˚
j)δµj . (7.35)
Routine calculations also show that the components of ∂tV are given by
∂tV
0µ
0 =E˚
2δµ0
(
2Ω˚− 3
2
)
∂t
(
Φ˚
t
)
+ E˚2δµ0 ∂
2
t Φ˚−
Ω˚
t2
E˚2δµ0 Φ˚, (7.36)
∂tV
0µ =δµ0 E˚
2 Ω˚
t
Φ˚
t
+
1
2
δµ0 E˚
2∂t
(
Φ˚
t
)
+ δµ0
Λ
3
E˚4
(
4
Ω˚2
t
+ ∂tΩ˚
)
∆−1
δρ˚
t3
+ δµ0
Λ
3
E˚4Ω˚∆−1∂t
(
δρ˚
t3
)
, (7.37)
∂tV
ij
k =∂t
(
Ω˚
t
)
D˜ijr∆−1∂k∂rΦ˚ + Ω˚
t
(∂tD˜ijr)∆−1∂k∂rΦ˚ + Ω˚
t
D˜ijr∆−1∂k∂r
(
∂tΦ˚
)
, (7.38)
∂tVk =∂t
(
Ω˚
t
)
Dj∆−1∂k∂jΦ˚ + Ω˚
t
(∂tDj)∆−1∂k∂jΦ˚ + Ω˚
t
Dj∆−1∂k∂j
(
∂tΦ˚
)
(7.39)
and
∂tV
0µ
k =∂t
(
Ω˚
t
)
D0µj∆−1∂k∂jΦ˚ + Ω˚
t
(∂tD0µj)∆−1∂k∂jΦ˚ + Ω˚
t
D0µj∆−1∂k∂j
(
∂tΦ˚
)
+ 2E2
√
Λ
3
1
t2
δµj
[
2Ω
t
∆−1∂k(ρ˚z˚
j)− 2
t
∆−1∂k(ρ˚z˚
j) + ∆−1∂k∂t(ρ˚z˚
j)
]
. (7.40)
Recalling the the coefficients D0µν , D˜ijk and Dj are remainder terms as defined in §1.1.6, it is then clear that
the estimate
‖V(t)‖Hs+1 + ‖t−1PV(t)‖Hs+1 + ‖∂tV(t)‖Hs ≤ C(‖δζ˚‖L∞((t,1],Hs), ‖z˚i‖L∞((t,1),Hs))(‖δζ˚(t)‖Hs + ‖z˚i(t)‖Hs),
(7.41)
which holds for T2 < t ≤ 1, follows from the formulas (1.53), (1.54), (7.16)-(7.21) and (7.33)-(7.40), the estimates
(7.25), (7.27), (7.30), (7.32), the calculus inequalities and the invertibility of the Laplacian. By similar reasoning,
it is also not difficult to verify that F˚, defined by (7.11), satisfies the estimate
‖F˚(t)‖Hs + ‖t∂tF˚(t)‖Hs−1 ≤ C(‖δζ˚‖L∞((t,1],Hs), ‖z˚i‖L∞((t,1],Hs))(‖δζ˚(t)‖Hs + ‖z˚i(t)‖Hs), T2 < t ≤ 1. (7.42)
From the definition of F, see (2.106), along with (2.67), (2.72), (2.74), (2.92) and (2.99), the definitions (2.61)
and (2.100)-(2.102), and the calculus inequalities, we see that F can be estimated as
‖F(t)‖Hs ≤ C
(‖U‖L∞((t,1],Hs), ‖∂kΦ‖L∞((t,1],Hs))(‖U(t)‖Hs + ‖∂l∂kΦ(t)‖Hs + ‖∂t∂kΦ(t)‖Hs), T1 < t < 1.
(7.43)
Appealing again to the invertibility of the map ∆ : H¯k+1(T3) → H¯k−1(T3), k ∈ Z≥1, it follows from (2.62) and
the calculus inequalities that we can estimate the spatial derivatives of Φ as follows:
‖∂kΦ(t)‖Hs + ‖∂l∂kΦ(t)‖Hs ≤ C
(‖U‖L∞((t,1],Hs))‖U(t)‖Hs (7.44)
for T1 < t < 1. Using (2.7) and (3.6), we see that ∂t∂kΦ satisfies
∂t∂kΦ =
Λ
3
E2eζH (1− Ω)∂k∆−1Πeδζ + Λ
3
E2teζH∂k∆
−1
(
eδζ∂tδζ
)
.
Replacing ∂tδζ in the above equation with the right hand side of (2.93), we see, with the help of the calculus
properties and the invertibility of the Laplacian that ∂t∂kΦ can be estimated by
‖∂t∂kΦ‖Hs ≤ C(‖δζ‖L∞((t,1],Hs))(‖∂tδζ‖Hs−1 + ‖δζ‖Hs−1) ≤ C(‖U‖L∞((t,1],Hs))‖U‖Hs (7.45)
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for T1 < t < 1. Combining the estimates (7.43)-(7.45) gives
‖F(t)‖Hs ≤ C
(‖U‖L∞((t,1],Hs))‖U(t)‖Hs , T1 < t < 1. (7.46)
Together, (7.41), (7.42) and (7.46) show that source terms {F1, F˚1, v}, as defined by (7.3) and (7.13), satisfy
the estimates (5.53)-(5.55) from Theorem 5.10 for times −1 ≤ tˆ < −T3, where
T3 = max{T1, T2}.
This leaves us to verify the Lipchitz estimates (5.56)-(5.57). We begin by noticing, with the help of (2.52),
(2.87) and (7.22), that
B˜i(ǫ, t, U˚) = 0,
Bi(ǫ, t, U˚) =
√
3
Λ
(
z˚i E−2δim
E−2δil K−1E−2δlmz˚i
)
+ ǫ2Si(ǫ, t, U˚)
and
Bi(0, t, U˚) =
√
3
Λ
(
z˚i E˚−2δim
E˚−2δil K−1E˚−2δlmz˚i
)
.
From the above expressions, (2.10) and the calculus inequalities, we then obtain the estimate
‖Bi(ǫ, t, U˚)− B˚i(t, U˚)‖Hs−1 ≤ ǫC(‖U˚‖L∞((t,1],Hs)), T3 < t ≤ 1.
Next, using (2.59), (2.60), (2.66), (2.69), (2.71), (2.73) and (7.22), we compute the components of H(ǫ, t, U˚),
see (2.106), as follows:
G˜1(ǫ, t, U˚) =
(
−2(1 + ǫ2K)E2t1+3ǫ2Ke(1+ǫ2K)(ζH+δζ˚)
√
Λ
3
z˚kδµk + ǫSµ(ǫ, t, U˚), 0, 0
)T
,
G˜2(ǫ, t, U˚) =
(
ǫSij(ǫ, t, U˚), 0, 0)T, G˜3(ǫ, t, U˚) = (ǫS(ǫ, t, U˚), 0, 0)T,
G(ǫ, t, U˚) = (0, 0)T and G´(ǫ, t, U˚) = 0,
where Sµ, Sij and S all vanish for U˚ = 0. It follows immediately from these expressions and the definitions
(2.106) and (7.10) that
H˚(t, U˚) =
(
−2E˚2teζ˚H+δζ˚
√
Λ
3
z˚kδµk , 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0
)T
,
and, with the help of the calculus inequalities and (2.9)-(2.10), that
‖H(ǫ, t, U˚)− H˚(t, U˚)‖Hs−1 ≤ ǫC(‖U˚‖L∞((t,1],Hs))‖U˚‖Hs−1 , T3 < t ≤ 1. (7.47)
To proceed, we define
Z =
1
ǫ
(U− U˚− ǫV), (7.48)
and set
z(tˆ, x) = Z(−tˆ, x). (7.49)
In view of the definitions (2.106) and (7.11), we see that the estimate
‖F(ǫ, t, ·)− F˚(t, ·)‖Hs−1 ≤C
(‖U‖L∞((t,1],Hs))(ǫ‖U‖Hs−1 + ‖∂kΦ‖Hs−1 + ‖∂k∂lΦ‖Hs−1 + ‖∂0∂lΦ‖Hs−1
+ ‖∂k(E−2Φ− E˚−2Φ˚)‖Hs−1 + ‖∂0∂l(E−2Φ− E˚−2Φ˚)‖Hs−1
)
≤C(‖U‖L∞((t,1],Hs))(ǫ‖U‖Hs + ‖∂k(E−2Φ− E˚−2Φ˚)‖Hs−1 + ‖∂0∂l(E−2Φ− E˚−2Φ˚)‖Hs−1),
(7.50)
which holds for T3 < t ≤ 1, follows from (2.9)-(2.10), the estimates (7.41), (7.44) and (7.45), the calculus
inequalities, and the estimate
‖S´‖Hs−1 . ǫ〈1,S〉 . ǫ‖S‖L2 ≤ ǫC(‖U‖L∞((t,1],Hs))‖U‖H1 ≤ ǫC(‖U‖L∞((t,1],Hs))‖U‖Hs−1 .
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By (1.42), (1.47), (2.9), (2.62), (7.26), (7.41), (7.48), the invertibility of the Laplacian and the calculus inequal-
ities, we see also that
‖∂k(E−2Φ− E˚−2Φ˚)‖Hs−1 = ‖E−2Φ− E˚−2Φ˚‖Hs . ‖eζHΠeδζ − eζ˚HΠeδζ˚‖Hs−2
. |eζH − eζ˚H |‖Π(eδζ − 1)‖Hs−2 + ‖eζ˚HΠ(eδζ − eδζ˚)‖Hs−2
≤ C(‖δζ‖L∞((t,1],Hs), ‖δζ˚‖L∞((t,1],Hs))(|ζH − ζ˚H |‖eδζ − 1‖Hs−2 + ‖δζ − δζ˚‖Hs−1)
≤ ǫC(‖δζ‖L∞((t,1],Hs), ‖δζ˚‖L∞((t,1],Hs))(ǫ‖δζ‖Hs−1 + ‖Z‖Hs−1 + ‖V‖Hs−1)
≤ ǫC(‖U‖L∞((t,1],Hs), ‖U˚‖L∞((t,1],Hs))(‖U‖Hs + ‖Z‖Hs−1 + ‖U˚‖Hs) (7.51)
for T3 < t ≤ 1, while similar calculations using (2.7), (2.8) and (2.10) show that
‖∂0∂l(E−2Φ− E˚−2Φ˚)‖Hs−1 = ‖∂0(E−2Φ− E˚−2Φ˚)‖Hs . ‖∂t(eζHΠeδζ − eζ˚HΠeδζ˚)‖Hs−2
≤ C(‖δζ‖L∞((t,1],Hs), ‖δζ˚‖L∞((t,1],Hs))(ǫ‖δζ‖Hs−1 + ǫ2‖∂tδζ‖Hs−1 + ‖δζ˚ − δζ‖Hs−1
+ ‖eδζ∂t(δζ − δζ˚)‖Hs−2 + ‖δζ − δζ˚‖Hs−1‖∂tδζ˚‖Hs−1
)
≤ C(‖δζ‖L∞((t,1],Hs), ‖δζ˚‖L∞((t,1],Hs))(ǫ‖δζ‖Hs−1 + ǫ2‖∂tδζ‖Hs−1 + ǫ‖Z‖Hs−1 + ǫ‖V‖Hs−1
+ ‖eδζ∂t(δζ − δζ˚)‖Hs−2 + ǫ(‖Z‖Hs−1 + ‖V‖Hs−1)‖∂tδζ˚‖Hs−1
)
(7.52)
for T3 < t ≤ 1.
Next, by (2.8), it is easy to see that (1.55) is equivalent to
∂tδζ˚ +
√
3
Λ
(
z˚j∂jδζ˚ + ∂j z˚
j
)
= 0.
Using this, we derive the estimate
‖∂tδζ˚‖Hs−1 ≤C(‖z˚j‖L∞((t,1],Hs))
(‖δζ˚‖Hs + ‖z˚j‖Hs), T3 < t ≤ 1, (7.53)
while we see from (2.93) and (7.44) that
‖∂tδζ‖Hs−1 ≤C(‖U‖L∞((t,1],Hs), ‖∂kΦ‖L∞((t,1],Hs))
(‖δζ‖Hs + ‖zj‖Hs + ǫ(‖U‖Hs−1 + ‖∂kΦ‖Hs−1))
≤C(‖U‖L∞((t,1],Hs))‖U‖Hs (7.54)
for T3 < t ≤ 1. We also observe that
‖eδζ z˚k∂k(δζ − δζ˚)‖Hs−2 ≤ ‖∂k
[
eδζ z˚k(δζ − δζ˚)]‖Hs−2 + ‖∂k[eδζ z˚k](δζ − δζ˚)‖Hs−2
≤ C(‖δζ‖L∞((t,1],Hs), ‖z˚k‖L∞((t,1],Hs))‖δζ − δζ˚‖Hs−1 (7.55)
and
‖eδζ∂k(zm − z˚m)‖Hs−2 ≤ C(‖δζ‖L∞((t,1],Hs))‖zm − z˚m‖Hs−1 (7.56)
hold for T3 < t ≤ 1. Furthermore, by (2.24), (2.26), (2.41), (2.43), (7.23) and (7.48), we see that
‖zk − z˚k‖Hs−1 ≤ ǫC(‖U‖L∞((t,1],Hs))
(‖Z‖Hs−1 + ‖V‖Hs−1 + ‖zj‖Hs−1) (7.57)
and, with the help of (2.10), (7.41), (7.44) and (7.55)-(7.57), that
‖eδζ∂t(δζ − δζ˚)‖Hs−2 . ‖eδζ(zk∂kδζ − z˚k∂kδζ˚)‖Hs−2 + ‖eδζ(E−2∂kzm − E˚−2∂kz˚m)‖Hs−2 + ǫ‖eδζS‖Hs−2
. ‖eδζ(zk − z˚k)∂kδζ‖Hs−2 + ‖eδζ z˚k∂k(δζ − δζ˚)‖Hs−2 + ‖eδζ(E−2 − E˚−2)∂kzm‖Hs−2
+ ‖eδζ∂k(zm − z˚m)‖Hs−2 + ǫ‖eδζS‖Hs−1
≤ ǫC(‖U‖L∞((t,1],Hs), ‖U˚‖L∞((t,1],Hs))(‖Z‖Hs−1 + ‖U˚‖Hs + ‖U‖Hs), (7.58)
where both estimates hold for T3 < t ≤ 1. We also observe that (7.41) and (7.52)-(7.58) imply
‖∂0∂l(E−2Φ− E˚−2Φ˚)‖Hs−1 ≤ ǫC(‖U‖L∞((t,1],Hs), ‖U˚‖L∞((t,1],Hs))
(‖U‖Hs + ‖Z‖Hs−1 + ‖U˚‖Hs) (7.59)
for T3 < t ≤ 1. Gathering (7.50), (7.51) and (7.59) together, we obtain the estimate
‖F(ǫ, t, ·)− F˚(t, ·)‖Hs−1 ≤ ǫC(‖U‖L∞((t,1],Hs), ‖U˚‖L∞((t,1],Hs))(‖U‖Hs + ‖Z‖Hs−1 + ‖U˚‖Hs), T3 < t ≤ 1.
(7.60)
54 CHAO LIU AND TODD A. OLIYNYK
The estimates (7.47) and (7.60) show that source terms {H1, H˚1, F1, F˚1}, as defined by (7.3) and (7.13), and z,
defined by (7.49), verify the Lipschitz estimate (5.57) from Theorem 5.10 for times −1 ≤ tˆ < −T3.
Having verified that all of the hypotheses of Theorem 5.10 are satisfied, we conclude, with the help of Lemma
6.7, that there exists a constant σ > 0, independent of ǫ ∈ (0, ǫ0), such that if the free initial data is chosen so
that
‖u˘ij‖Hs+1 + ‖u˘ij0 ‖Hs + ‖ρ˘0‖Hs + ‖ν˘i‖Hs ≤ σ,
then the estimates
‖U‖L∞((T3,1],Hs) ≤ Cσ, ‖U˚‖L∞((T3,1],Hs) ≤ Cσ and ‖U− U˚‖L∞((T3,1],Hs−1) ≤ ǫCσ (7.61)
hold for some constant C > 0, independent of T3 ∈ (0, 1) and ǫ ∈ (0, ǫ0). Furthermore, from the continuation
criterion discussed in §7.3, it is clear that the bounds (7.61) imply that the solutions U and U˚ exist globally on
M = (0, 1] × T3 and satisfy the estimates (7.61) with T3 = 0 and uniformly for ǫ ∈ (0, ǫ0). In particular, this
implies via the definitions (2.101) and (7.7) of U and U˚ that
‖δζ(t)− δζ˚(t)‖Hs−1 ≤ ǫCσ, ‖zj(t)− z˚j(t)‖Hs−1 ≤ ǫCσ,
‖uµν0 (t)‖Hs−1 ≤ ǫCσ, ‖uµνk (t)− δµ0 δν0∂kΦ˚(t)‖Hs−1 ≤ ǫCσ, ‖uµν(t)‖Hs−1 ≤ ǫCσ,
‖u0(t)‖Hs−1 ≤ ǫCσ, ‖uk(t)‖Hs−1 ≤ ǫCσ and ‖u(t)‖Hs−1 ≤ ǫCσ
for 0 < t ≤ 1, while, from (2.42), we see that∥∥∥∥∥v¯0(t)−
√
Λ
3
∥∥∥∥∥
Hs−1
≤ Cǫσ
holds for 0 < t ≤ 1. This concludes the proof of Theorem 1.7.
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Appendix A. Calculus Inequalities
We use the following Sobolev-Moser inequalities throughout this article. The proofs can be found in [64].
Theorem A.1. [Sobolev’s inequality] If s ∈ Z>n/2, then
‖f‖L∞ . ‖f‖Hs
for all f ∈ Hs(Tn).
Lemma A.2. Suppose s ∈ Z≥1, l ∈ Z≥2, fi ∈ L∞(Tn) for 1 ≤ i ≤ l, fl ∈ Hs(Tn), and Dfi ∈ Hs−1(Tn) for
1 ≤ i ≤ l − 1. Then there exists a constant C > 0, depending on s and l, such that
‖f1 . . . fl‖Hs ≤ C
(
‖fl‖Hs
l−1∏
i=1
‖fi‖L∞ +
l−1∑
i=1
‖Dfi‖Hs−1
∏
i6=j
‖fj‖L∞
)
.
Lemma A.3. Suppose s ∈ Z≥1, f ∈ L∞(Tn, V ) ∩Hs(Tn, V ) ∩C0(Tn, V ), W,U ⊂ V are open with U bounded
and U ⊂ W , f(x) ∈ U for all x ∈ Tn and F ∈ Cs(W ). Then there exists a constant C > 0, depending on s,
such that
‖Dα(F ◦ f)‖L2 ≤ C‖DF‖W s−1,∞(U)‖f‖s−1L∞

∑
|β|=s
‖Dβf‖L2


1
2
for any multi-index α satisfying |α| = s.
Lemma A.4. If s ∈ Z≥1 and |α| ≤ s, then
‖Dα(fg)− fDαg‖L2 . ‖Df‖Hs−1‖g‖L∞ + ‖Df‖L∞‖g‖Hs−1
for all f, g satisfying Df, g ∈ L∞(Tn) ∩Hs−1(Tn).
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Appendix B. Matrix relations
Lemma B.1. Suppose
A =
(
a b
bT c
)
is an (n + 1)× (n + 1) symmetric matrix, where a is an 1 × 1 matrix, b is an 1 × n matrix and c is an n× n
symmetric matrix. Then
A−1 =
(
a b
bT c
)−1
=

 1a
[
1 + b
(
c− 1abTb
)−1
bT
]
− 1ab
(
c− 1abTb
)−1
−
(
c− 1abTb
)−1
1
ab
T
(
c− 1abTb
)−1


Proof. Follows from direct computation. 
We also recall the well-known Neumann series expansion.
Lemma B.2. If A and B are n× n matrices with A invertible, then there exists an ǫ0 > 0 such that the map
(−ǫ0, ǫ0) ∋ ǫ 7−→ (A+ ǫB)−1 ∈Mn×n
is analytic and can be expanded as
(A+ ǫB)−1 = A−1 +
∞∑
n=1
(−1)nǫn(A−1B)nA−1, |ǫ| < ǫ0.
Appendix C. Analyticity
We list some well-known properties of analytic maps that will be used throughout this article. We refer
interested readers to [25] or [47] for the proofs.
Lemma C.1. Let X, Y and Z be Banach spaces with U ⊂ X and V ⊂ Y open.
(1) If L : X → Y is a continuous linear map, then L ∈ Cω(X,Y );
(2) If B : X × Y → Z is a continuous bilinear map, then B ∈ Cω(X × Y, Z);
(3) If f ∈ Cω(U, Y ), g ∈ Cω(V, Z) and ran(f) ⊂ V , then g ◦ f ∈ Cω(U,Z).
Lemma C.2. Suppose s ∈ Z>n/2, F ∈ Cω
(
BR(R
N ),R
)
, and that
F (y1, · · · , yN ) = F0 +
∑
|α|≥1
cαy
α1
1 · · · yαNN
is the powerseries expansion for F (y) about 0. Then there exists a constant Cs such that the map(
BR/Cs
(
Hs(Tn
))N ∋ (ψ1, ψ2, · · · , ψN ) 7→ F (ψ1, ψ2, · · · , ψN ) ∈ Hs(Tn)
is in Cω
((
BR/Cs
(
Hs(Tn
))N
, Hs(Tn)
)
, and
F (ψ1, · · · , ψN ) = F0 +
∑
|α|≥1
cαψ
α1
1 ψ
α2
2 · · ·ψαNN
for all (ψ1, · · · , ψN ) ∈
(
BR/Cs
(
Hs(Tn
))N
.
Appendix D. Index of notation
g˜µν Physical spacetime metric; §1
v˜µ Physical fluid four-velocity; §1
ρ¯ Fluid proper energy density; §1
p¯ = ǫ2Kρ¯ Fluid pressure; §1
ǫ = vTc Newtonian limit parameter; §1
Mǫ = (0, 1]× T3ǫ Relativistic spacetime manifold; §1
M =M1 Newtonian spacetime manifold; §1
a(t) FLRW scale factor; §1, eqns. (1.4) and (1.7)
v˜H(t) FLRW fluid four-velocity; §1, eqn. (1.5)
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ρH(t) FLRW proper energy density; §1, eqn. (1.6) (see also (2.3) and (2.39))
(x¯µ) = (t, x¯i) Relativistic coordinates; §1
(xµ) = (t, xi) Newtonian coordinates; §1, eqn. (1.8)
a˚(t) Newtonian limit of a(t); §1, eqn. (1.10)
ρ˚H(t) Newtonian limit of ρH(t); §1, eqn. (1.10)
f(t, xi) Evaluation in Newtonian coordinates; §1.1.2, eqn. (1.11)
Xsǫ0,r(T
3) Free initial data function space; §1.1.4
S(ǫ, t, ξ), T (ǫ, t, ξ), . . . Remainder terms that are elements of E0, §1.1.6
S(ǫ, t, ξ), T(ǫ, t, ξ), . . . Remainder terms that are elements of E1, §1.1.6
g¯µν Conformal metric; §1.2, eqn. (1.12)
v¯µ Conformal four-velocity; §1.2, eqn. (1.13)
Ψ Conformal factor; §1.3, eqn. (1.18)
h¯ Conformal FLRW metric; §1.3, eqn. (1.19)
E(t) Modified scale factor; §1.3, eqn. (1.20) (see also (2.4))
Ω(t) Modified density; §1.3, eqn. (1.22) (see also (2.2))
γ¯0ij , γ¯
i
j0 Non-vanishing Christoffel symbols of h¯; §1.3, eqn. (1.23)
γ¯σ Contracted Christoffel symbols of h¯; §1.3, eqn. (1.24)
Z¯µ Wave gauge vector field; §1.4, eqn. (1.26)
X¯µ Contracted Christoffel symbols; §1.4, eqn. (1.27)
Y¯ µ Gauge source vector field; §1.4, eqn. (1.28)
uµν , u Modified conformal metric variables; §1.5, eqns. (1.29), (1.32) and (1.34)
uµνγ First order metric field variables; §1.5, eqns. (1.30), (1.31), (1.33) and (1.35)
zi Modified lower conformal fluid 3-velocity; §1.5, eqn. (1.36)
ζ Modified density; §1.5, eqn. (1.37)
δζ Difference between ζ and ζH ; §1.5, eqn. (1.38)
g¯ij Densitized conformal 3-metric; §1.5, eqn. (1.39)
α Cube root of conformal 3-metric determinant; §1.5, eqn. (1.39)
gˇij Inverse of the conformal 3-metric g¯
ij ; §1.5, eqn. (1.39)
q¯ Modified conformal 3-metric determinant; §1.5, eqn. (1.40)
η¯ Background Minkowski metric; §1.5, eqn. (1.41)
ζH(t) FLRW modified density; §1.5, eqns. (1.42) and (1.43)
C0 FLRW constant; §1.5, eqn. (1.44)
ζ˚H(t) Newtonian limit of ζH(t), §1.5, eqns. (1.46) and (1.47) (see also (4.8))
zi Modified upper conformal fluid 3-velocity; §1.5, eqn. (1.48)
ρ˚ Newtonian fluid density; §1.6
z˚j Newtonian fluid 3-velocity; §1.6
Φ˚ Newtonian potential; §1.6
Π Projection operator; §1.6, eqn. (1.52)
E˚(t) Newtonian limit of E(t); §1.6, eqn. (1.53)
Ω˚(t) Newtonian limit of Ω(t); §1.6, eqn. (1.54)
ζ˚ Modified Newtonian fluid density; §1.6
ρ Fluid proper energy density in Newtonan coordinates; §2.3, eqn. (2.38)
δρ Difference between ρ and ρH ; §2.3, eqn. (2.40)
w0µk Shifted first order gravitational variable; §2.4, eqn. (2.61)
Φ Gravitational potential; §2.4, eqn. 2.62
φ Renormalized spatially average density; §2.4, eqn. 2.64
U1 Gravitational field vector; §2.6, eqn. (2.100)
U Combined gravitational and matter field vector; §2.6, eqn. (2.101)
U2 Matter field vector; §2.6, eqn. (2.102)
δζ˚ Difference between ζ˚ and ζ˚H ; §4, eqn. (4.7)
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|||·|||a,Hk , |||·|||Hk , ‖ · ‖M∞Pa,k([T0,T )×Tn) Energy norms; §5.1, Definition 5.5
Q(ξ), R(ξ), S (ξ), . . . Analytic remainder terms; §6
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