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Abstract
We show that the partition function of the multi-layer semi-discrete directed polymer
converges in the intermediate disorder regime to the partition function for the multi-
layer continuum polymer introduced by O’Connell and Warren in [20]. This verifies,
modulo a previously hidden constant, an outstanding conjecture proposed by Corwin
and Hammond [3]. A consequence is the identification of the KPZ line ensemble as
logarithms of ratios of consecutive layers of the continuum partition function. Other
properties of the continuum partition function, such as continuity, strict positivity
and contour integral formulas to compute mixed moments, are also identified from
this convergence result. The proof uses a coupling, which was first introduced by
Quastel, Moreno Flores, and Remenik in [9], and an extension of the methods for
purely discrete polymers in [5].
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1 Introduction
1.1 Background and main results
O’Connell and Warren [20] define, for any d ∈ N, t? > 0 and z? ∈ R, a continuum
partition function which is given by the following white noise chaos series:
Zβd (t?, z?)
∆
= ρ(t?, z?)d
∞∑
k=0
βk
ˆ
∆k(0,t?)
ˆ
Rk
ψ
(t?,z?)
k
(
(t1, z1), . . . , (tk, zk)
)
ξ(dt1,dz1) · · · ξ(dtk,dzk),
(1.1)
where ξ(t, z) is 1+1 dimensional Gaussian white noise, ∆k(a, b) denotes the set of ordered
k-tuples of time coordinates, ρ(t, z) is the heat kernel:
∆k(a, b)
∆
= {a < t1 < . . . < tk < b}, (1.2)
ρ(t, z)
∆
= (2pit)−1/2 exp(−z2/2t),
and ψ(t
?,z?)
k is the k-point correlation function for d non-intersecting Brownian bridges,
each of which starts at 0 at time 0 and ends at z? at time t? (see Definition 2.2 for a
precise definition).
In the case d = 1, Zβ1 (t, z) is a solution to the stochastic heat equation with delta
initial data. Moreover, Zβ1 was shown to be the universal scaling limit of the partition
function for discrete directed polymers in the intermediate disorder regime introduced
by Alberts, Khanin and Quastel [1]. In this scaling limit the strength of the random
environment is scaled to zero in a critical way as the size of the discrete system grows to
infinity. Similarly, when d > 1, Zβd was shown to be the universal limit in the intermediate
disorder regime for discrete directed polymers consisting of d non-intersecting simple
symmetric random walks in [5].
Another random polymer model that has received recent attention is the O’Connell-Yor
semi-discrete directed polymer introduced in [21], where the polymers are in continuous
time but in discrete space. It was shown in [19] that the multi-layer version of this,
which involves several non-intersecting polymer paths, has an algebraic structure related
to Whittaker functions and the quantum Toda lattice. This multi-layer semi-discrete
partition function is the main object of study in this paper and is defined precisely below.
Definition 1.1. An up/right path in R×N is an increasing path which either proceeds
to the right or jumps up by exactly one unit. For any τ? > 0 and any x? ∈ N, each
sequence 0 < τ1 < . . . < τx? < τ? is associated to an up/right path X(τ
?,x?)(·) which
travels from the lattice point (0, 1) to (τ?, x? + 1), and which jumps between the points
(τi, i) and (τi, i + 1) for 1 ≤ i ≤ x? and otherwise always travels to the right. The list
~τ ∈ ∆x?(0, τ?) ⊂ Rx? can be thought of as the “jump times” of the up/right path; it is
clear that the list of jump times is in bijection with the up/right path X(τ
?,x?)(·) and we
therefore conflate the two notions.
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Figure 1: d non-intersecting up/right paths ~X(τ
?,x?) started from Xi(0) = i and ended at
Xi(τ
?) = x? + i for 1 ≤ i ≤ d. In this example d = 3.
Let {Bi(·)}∞i=1 be an infinite family of independent standard Brownian motions on a
probability space (Ω,F ,P). Define the energy of the up/right path X(τ?,x?)(·) to be the
following random variable on the probability space Ω:
H
(
X(τ
?,x?)
)
∆
= B1(τ1) + (B2(τ2)−B2(τ1)) + · · ·+ (Bx?+1 (τ?)−Bx?+1 (τx?))
=
x?+1∑
j=1
τ?ˆ
0
1
{
j = X(τ
?,x?)(s)
}
dBj(s) =
τ?ˆ
0
dBXτ?,x? (s)(s). (1.3)
We can think of X(τ
?,x?)(·) as a random up/right path in a natural way by taking the
probability measure on the set of jump times ~τ ∈ ∆x?(0, τ?) ⊂ Rx? which is proportional
to the Lebesgue measure on Rx
?
. If we denote by E the expectation with respect to this
measure, we define for any β > 0, the directed polymer partition function Zβ1 (τ
?, x?),
which is a random variable on the probability space Ω, by
Zβ1 (τ
?, x?)
∆
= E
[
exp
(
βH(X(τ
?,x?))
)]
.
We generalize this for d > 1 by taking multiple up/right paths as follows. Let
~X(τ
?,x?)(·) =
(
X
(τ?,x?)
1 (·), . . . X(τ
?,x?)
d (·)
)
be a collection of d up/right paths with initial
points X(τ
?,x?)
i (0) = i and final points X
(τ?,x?)
i (τ
?) = x? + i for 1 ≤ i ≤ d which are
non-intersecting. More specifically, the non-intersecting condition that we require is that
X
(τ?,x?)
i (τ) < X
(τ?,x?)
j (τ) for all i < j and for all times τ ∈ (0, τ?).
Notice now that the all the jump times for the d up/right paths taken together can be
thought of as a vector in Rdx
?
. We can think of ~X(τ
?,x?)(·) as a random process by taking
the probability measure on this list of jump times proportional to the Lebesgue measure
on Rdx
?
. (The process ~X(τ
?,x?) defined in this way also has a natural interpretation as
non-intersecting Poisson bridges: see Remark 2.6). Figure 1.1 shows a typical realization
of these paths. Denoting by E the expectation with respect to this measure, we define
the partition function:
Zβd (τ
?, x?)
∆
= E
[
exp
(
β
d∑
i=1
H
(
X
(τ?,x?)
i
))]
.
In the case d = 1, it is shown in [9] that the semi-discrete partition function Zβ1
converges to Zβ1 from equation (1.1) in the intermediate disorder regime. An expository
sketch of the argument in this proof is given in [4]. The main result of this article,
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Theorem 1.2, is to extend this to d > 1: a convergence result for semi-discrete polymers
consisting of of d non-intersecting up/right paths that start and end grouped together.
Theorem 1.2. Fix d ∈ N, t? > 0, z? ∈ R, and β > 0. For τ? > 0, x? ∈ N, let Zβd (τ?, x?) be
the semi-discrete partition function for d non-intersecting up/right paths as in Definition
1.1. For any sequence βN withN
1
4 βN → β asN →∞, we have the following convergence
in distribution as N →∞:
ZβNd
(
t?N,
⌊
t?N + z?
√
N
⌋)
exp
(
−1
2
dt?Nβ2N
)
⇒ Z
β
d (t
?, z?)
ρ (t?, z?)
d
. (1.4)
Moreover, it is possible to find a coupling of the probability space on which ZβNd is
defined to the probability space on which Zβd is defined, so that the convergence is in Lp
for any p ≥ 1.
Finally, if one treats the LHS and RHS of equation (1.4) as stochastic processes
indexed by d ∈ N, t? ∈ (0,∞), z? ∈ R, then the convergence also holds for the finite
dimensional distributions of these processes.
Remark 1.3. The expected value of Zβd (τ
?, x?) is always exp( 12dτ
?β2) irrespective of x?
(see Lemma 2.13). This explains the scaling on the LHS of equation (1.4), which is
exactly needed to make this have expectation 1.
The main technical result needed to prove Theorem 1.2 is L2 convergence of the cor-
relation functions of the non-intersecting up/right paths to those of the non-intersecting
Brownian bridges under the diffusive scaling (τ, x) ≈ (Nt,Nt+√Nz). This is encapsu-
lated in the following convergence result:
Theorem 1.4. For any t > 0, z ∈ R, and k ∈ N, let ψ(N),(t,z)k : ∆k(0, t)×Rk → R be the
k-point correlation functions for d non-intersecting up/right paths which start and end
grouped together and are rescaled diffusivly in space and time; see Definition 2.16 for a
precise definition. Let ψ(t,z)k : ∆k(0, t)×Rk → R be the k point correlation function for d
non-intersecting Brownian bridges given in Definition 2.2. Then we have the following
convergence as N →∞:
lim
N→∞
∥∥∥ψ(N),(t,z)k − ψ(t,z)k ∥∥∥
L2(∆k(0,t)×Rk)
= 0. (1.5)
The proof of Theorem 1.4 goes by extending the methods introduced in [5] which
were used to prove a similar L2 convergence result for discrete non-intersecting random
walks. An additional complication that must be handled here is due to the exponentially
rare event that a continuous time random process takes many steps in a short amount of
time. We extend the method of exponetial moment control used in [5] in order to handle
this type of rare event. Another complication is that the discrete Tanaka formula used in
[5] does not apply to the continuous time random processes studied here. To handle this,
it is necessary to first “de-Poissonize” the processes before proving certain bounds, and
then “re-Poissonize” to get back to the original model; this is carried out in Section 4.4.
1.2 Applications of Theorem 1.2
We connect the notation from Definition 1.1 to other work in the literature and present
some applications of Theorem 1.2 in the corollaries below. Many of these corollaries
were conjectured in Section 2.3.3 and 2.3.4 of [3].
Definition 1.5 (Following Definitions 3.1 and 3.5 of [3]). For each M > 0, t > 0 define
C(M, t, z)
∆
= exp
{
M +
√
tM + z
2
+ zt−
1
2M
1
2
}
(t
1
2M−
1
2 )M
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Let D(M)d (t) ⊂ Rd(M−d) denote the set of jump times for d-tuples of non-intersecting
up/right paths with initial points (0, 1), . . . , (0, d) and endpoints (t,M − d+ 1), . . . (t,M).
Conflating up/right paths with their jump times as we did in Definition 1.1, define Z(M)d (t)
as the integral (w.r.t to Lebesgue measure) over all such d-tuples of non-intersecting
up/right paths:
Z
(M)
d (t)
∆
=
ˆ
D
(M)
d (t)
e
∑d
i=1 H(φi)dφ1 . . .dφd
Note that Z(M)d (t) is proportional to Z
β
d (τ
?, x?) from Definition 1.1 when β = 1, τ? = t
and x? = M − d; indeed they are related by the Lebesgue measure of the set D(M)d (t):
Z
(M)
d (t) = L
(
D
(M)
d (t)
)
Z1d(t,M − d) (1.6)
The Lebesgue measure of this set is explicitly calculated in Lemma 2.20. For M ∈ N,
d ∈ N, z ∈ R so that z > −√tM define Zt,Md (z) by:
Zt,Md (z)
∆
=
Z
(M)
d (
√
tM + z)
C(M, t, z)d
Corollary 1.6 (Conjecture 2.18 of [3] modulo the constant cd,t). For any d ∈ N, t > 0,
define the constant cd,t so that:
c−1d,t
∆
= t−
1
2d(d−1)
d−1∏
i=0
i! (1.7)
For any fixed t > 0 and z ∈ R, we have the convergence as M →∞:
Zt,Md (z)⇒ c−1d,tZ1d(t, z), (1.8)
Moreover, thinking of the LHS and RHS of equation (1.8) as stochastic process indexed
by d ∈ N, and z ∈ R, the convergence holds for finite dimensional distributions of these
processes and the convergence holds for the p-th moment of these processes for any
p ≥ 1.
Corollary 1.6 follows from Theorem 1.2 after recognizing Zt,Md in terms of ZβNd as in
equation (1.6) and applying Stirling’s formula to estimate the Lebesgue measure of the
set D(M)d (s). These calculations are deferred to Section 2.6.
Remark 1.7. Note that in the original Conjecture 2.18 of [3], the constant c−1d,t on the
RHS of equation (1.8) was absent. This constant is nontrivial only for d > 1, and arises
due to the “squeezing” together of the start and end points of the polymer in the diffusive
scaling limit. c−1d,t can be related to the constant that appears due to this same squeezing
in equation (12) of [16]. The object c−1d,tZd(t, z) also naturally appears when the white
noise environment is replaced by a smoothed potential; see equation (14) of [20].
Note that the omission of this constant in Conjecture 2.18 of [3] does not effect any
of the analysis of the KPZ equation carried out there, since these applications are based
on studying Ht1 for which the constant c1,t ≡ 1 has no effect.
Corollary 1.8. For each t > 0, n ∈ N, z ∈ R, set
Htn(z) = log
( c−1n,tZ1n(t, z)
c−1n−1,tZ1n−1(t, z)
)
, (1.9)
where we take the convention Z10 ≡ 1 and the constant cn,t is as in equation (1.7).
Then the line ensemble {Htn(z)}n∈N,z∈R satisfies the requirements of being a KPZt line
ensemble as defined in Theorem 2.15 in [3].
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Proof. In [3], the KPZ line ensemble was constructed by showing tightness and then ex-
tracting a subsequential limit from rescaled versions of the process Z1,(M)d (see Theorem
3.9 and Lemma 5.1 in [3]). Corollary 1.6 identifies the finite dimensional distributions
of this process, thereby showing that all the subsequential limits are the same, and
identifying this unique limit. Following the construction of the KPZ line ensemble in
Section 5 of [3] gives Htn as in equation (1.9).
Remark 1.9. The main result, Theorem 2.15, of [3] was to show the existence of a line
ensemble which satisfies the requirements of being a KPZ line ensemble. Corollary 1.8
gives an explicit formula for the line ensemble constructed in [3] in terms of the partition
functions from [20] by the definition in equation (1.9). It is reasonable to believe that
this line ensemble is the unique line ensemble which satisfies the required properties of
being a KPZ line ensemble, but this is currently unproven.
Corollary 1.10. For fixed t > 0 and d ∈ N, the continuum partition function Z1d(t, z) is
almost surely positive and continuous as as function of z ∈ R
Proof. This follows from Corollary 1.8 since the KPZ line ensemble Htn from [3] is
continuous.
Remark 1.11. The strict positivity and continuity of Z1d was first proven in [16] by
different methods. Note that the result in [16] is more powerful since it also proves
continuity as t varies.
Corollary 1.12. Let Htd(z) be the KPZt line ensemble as in Theorem 2.15 of [3]. Then,
for fixed d ∈ N,t > 0, the stochastic process Htd(z) + z
2
2t indexed by z ∈ R is stationary.
Proof. This follows by combining the identification from Corollary 1.8 with the fact that
for fixed t, the process ρ−d(t, z)Zd(t, z) indexed by z ∈ R is stationary. The latter process
is stationary because of the invariance of the white noise environment under the affine
shift of coordinates (t, z)→ (t, z − z? tt? ) and because this shift maps the non-intersecting
Brownian bridges with endpoint (t?, z?) to the non-intersecting Brownian bridges with
endpoint (t?, 0) in a measure preserving way.
Remark 1.13. Conjecture 2.17 of [3] is that the rescaled KPZ line ensemble plus a
parabola converges as t → ∞ to the Airy line ensemble. Corollary 1.12 supports this
conjecture since the Airy line ensemble is known to be stationary. In fact, a possible
avenue of proof of this conjecture goes by showing that the Airy line ensemble is the
unique line ensemble that is stationary and possess a non-intersecting Brownian Gibbs
property. The result Corollary 1.12 is a required first step for this method; see Section
2.3.3 of [3] for a full outline of this argument.
Corollary 1.14. For any t > 0, k ∈ N and a list of indices rα ∈ N, 1 ≤ α ≤ k and list of
coordinates x1 < . . . < xk, the joint moment of the continuum random polymer are given
by the following explicit contour integrals:
E
[
k∏
α=1
c−1rα,tZ1rα(t, xα)
]
=
k∏
α=1
1
(2piı)rαrα!
ˆ
. . .
ˆ ∏
1≤α≤β≤k
(
rα∏
i=1
rβ∏
j=1
zα,i − zβ,j
zα,i − zβ,j − 1
)
(1.10)
×
k∏
α=1
(( rα∏
i 6=j
(zα,i − zα,j)
)( rα∏
j=1
e
1
2 tz
2
α,j+xαzα,jdzα,j
))
where the constants crα(t) are as in equation (1.7), and the zα,j -contour is along Cα + ıR
for any constants C1 > C2 + 1 > C3 + 2 > . . . > Ck + (k − 1) for all j ∈ {1, . . . , rα}. (Note
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that because of the ordering of the contours, this formula only holds when x1 ≤ . . . ≤ xk
as in the hypothesis.)
Proof. Proposition 5.4.6. in [2] explicitly calculates the contour integral on the RHS of
1.10 as the M →∞ limit for the joint moments for the process Zt,Md defined in Corollary
1.6. Since the convergence in Definition 1.5 holds for finite dimensional distributions
and moments, this establishes equation (1.10).
Remark 1.15. The result of Corollary 1.14 was originally conjectured in Remark 5.4.7 of
[2]. Note that the constants c−1rα,t are absent in the original formulas from Remark 5.4.7
of [2] because, just as in Remark 1.7, these constants were not known to appear in the
convergence at the time. Corollary 1.14 also validates the use of these moment formulas
in the physics literature, see [6]. (Only the rα = 1 formulas were used here, for which
the missing constant has no effect since c1,t ≡ 1.)
1.3 Outline
Subsections 2.1 and 2.2 contain precise definition of the stochastic processes used
throughout the paper. Subsections 2.3 and 2.4 contain still more definitions and lemmas
that reduce the proof of Theorem 1.2 to the convergence of certain chaos series; this
proof is given in Subsection 2.5. Subsection 2.7 contains the proof of the main technical
result, Theorem 1.4, with important estimates, Propositions 2.24, 2.25, 2.26 and 2.27,
deferred to later sections. Subsection 2.6 contains the asymptotic analysis needed to
prove Corollary 1.6. Propositions 2.24 and 2.25 are proven in Section 3 using methods
involving orthogonal polynomials. Propositions 2.26 and 2.27 are proven in Section 5
using the machinery of overlap times and weak exponential moment control developed
in Section 4.
1.4 Notation
Let N = {1, 2, . . .}. We use the letters t ∈ (0,∞), z ∈ R to denote space-time
coordinates for Brownian motions and the letters τ ∈ (0,∞), x ∈ N to denote space-time
for discrete processes in continuous time.
We will use the superscript ? to denote quantities related to the endpoint of polymers;
for example (t?, z?) denotes the endpoint of non-intersecting Brownian bridges, τ?
denotes the final time for non-intersecting up/right paths, and x? denotes the vertical
displacement of each up/right path.
For convenience of notation, we will conflate k-tuples of space-time coordinates with
their list of time and space coordinates, i.e. {(t1, z1), . . . , (tk, zk)} with (~t, ~z). In the same
spirit, we use the following shorthand for integrals:
¨
~t∈∆k(a,b)
~z∈(c,d)k
f(~t, ~z)d~t d~z
∆
=
ˆ
∆k(a,b)
ˆ
(c,d)k
f
(
(t1, z1), . . . , (tk, zk)
)
dz1 . . .dzkdt1 . . .dtk
We also use a similar shorthand for k-fold stochastic integrals against a 1 + 1 dimensional
white noise environment ξ(t, z), namely
¨
~t∈∆k(a,b)
~z∈(c,d)k
f(~t, ~x)ξ⊗k(d~t,d~z) ∆=
ˆ
∆k(a,b)
ˆ
(c,d)k
f
(
(t1, z1), . . ., (tk, zk)
)
ξ(dt1,dz1)· · ·ξ(dtk,dzk)
For the semi-discrete coordinates that appear (where time is continuous but space is
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discrete) we use the following notation:ˆ
~τ∈∆k(a,b)
~x∈{c,...,d}k
∑
f(~τ , ~x)d~τ
∆
=
ˆ
∆k(a,b)
∑
~x∈{c,...,d}k
f
(
(τ1, x1), . . . , (τk, xk)
)
dτ1 . . .dτk
We use the notation P,E to refer to the probability measure on non-intersecting
random walks defined precisely in Definitions 2.4 and 2.5. In contrast, we will use the
probability space (Ω,F ,P) for the disordered environment that our random walks go
through and E for the expectation with respect to this random environment. The L2 (P)
norm for mean-zero random variables on this probability space is
‖Z‖L2(P) ∆= E
(
Z2
) 1
2 .
We use d ∈ N to denote the number of Brownian motions/up-right paths in the
non-intersecting ensembles.
Acknowledgments
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2 Definitions and Proof of Main Results
2.1 Non-intersecting Brownian motions and non-intersecting Brownian bridges
Definition 2.1 (Non-intersecting Brownian motions). Denote byWd =
{
~z ∈ Rd : z1 ≤ . . . ≤ zd
}
the d-dimensional Weyl chamber. Let ~D(t) ∈ Wd, t ∈ (0,∞) denote an ensemble of d
non-intersecting Brownian motions and let E~z 0 [·] denote the expectation of this process
started from ~D(0) = ~z 0. More specifically, ~D(t) is the Markov process which is obtained
from d independent Brownian motions by a Doob h-transform using the Vandermonde
determinant
hd(~z)
∆
=
∏
1≤i<j≤d
(zj − zi).
(See Section 3 of [25] for details on this h-transform.) We will use the following fact
about this process: for any continuous function f : Wd → R and any ~z 0 ∈ (Wd)◦ we have
that
E~z 0
[
f( ~D(t))
]
∆
=
1
hd (~z 0)
E
[
f( ~B(t) + ~z 0)hd( ~B(t) + ~z
0)1 {τ~z 0 > t}
]
τ~z 0
∆
= inf
{
t > 0 : ~B(t) + ~z 0 /∈Wd
}
,
where ~B(t) are d independent standard Brownian motions.
Definition 2.2 (Non-intersecting Brownian bridges). Fix t? > 0 and z? ∈ R. Let
~D(t
?,z?)(t) ∈Wd, t ∈ [0, t?] denote an ensemble of d non-intersecting Brownian bridges,
where each bridge starts at D(t
?,z?)
i (0) = 0 and ends at D
(t?,z?)
i (t
?) = z?, 1 ≤ i ≤ d. The
process ~D(t
?,z?) is constructed by starting with the process ~D(t) ∈Wd from Definition
2.1 and applying the Markovian construction of a bridge process. (see Proposition 1 of
[8] and Section 2 of [20] for more details)
Let ψ(t
?,z?)
k :
(
(t1, z1), . . . , (tk, zk)
)
∈
(
(0, t?)×R
)k
→ R denote the k-point correlation
functions for this process. This is defined by:
ψ
(t?,z?)
k ((t1, z1), . . . , (tk, zk))
∆
=
∑
~j∈{1,...,d}k
ρj1,...,jk
(
(t1, z1), . . . , (tk, zk)
)
,
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where ρj1,j2,...,jk((t1, z1), . . . , (tk, zk)) is the probability density of
(
D
(t?,z?)
j1
(t1), . . . , D
(t?,z?)
jk
(tk)
)
with respect to Lebesgue measure on Rk evaluated at (z1, . . . , zk).
Proposition 2.3. (Lemma 4.1 and Proposition 4.2. of [20]) For any z? ∈ R, t? > 0, k ∈ N,
the function ψ(t
?,z?)
k ∈ L2
(
∆k(0, t
?)×Rk). Moreover for any β > 0, the following series
is absolutely convergent
1 +
∞∑
k=1
βk
∥∥∥ψ(t?,z?)k ∥∥∥2
L2(∆k(0,t?)×Rk)
<∞
2.2 Non-intersecting Poisson processes and non-intersecting Poisson bridges
Definition 2.4 (Non-intersecting Poisson processes). We denote by ~X(τ) ∈ Nd, τ ∈
(0,∞) an ensemble of d non-intersecting Poisson processes and use E~x0 [·] to denote
the expectation over this ensemble started from the initial condition ~X(0) = ~x0. This
the Markov process obtained by conditioning d independent Poisson processes not to
intersect by doing a Doob transform h-transform with the Vandermonde determinant
hd(~x)
∆
=
∏
1≤i<j≤d (xi − xj). The transition probabilities are therefore given by
P
(
~X(τ ′) = ~x′
∣∣∣ ~X(τ) = ~x) ∆= qτ ′−τ (~x, ~x′) hd (~x′)
hd (~x)
,
where qτ (~x, ~y) is the probability for d iid Poisson processes to go from ~x to ~y in time τ
without intersections. By the Karlin-MacGregor theorem, this is given by
qτ (~x, ~x
′) ∆= det [µ (τ, x′i − xj)]di,j=1 , µ(τ, x)
∆
= e−τ
τx
x!
1x≥0
Definition 2.5 (Non-intersecting Poisson bridges). Fix x? ∈ N and τ? ∈ R . For
x ∈ N ∪ {0}, define ~δd(x) ∆= (x + 1, x + 2, . . . , x + d) ∈ Nd. We denote by ~X(τ?,x?)(τ) ∈
Nd ∩Wd, τ ∈ (0, τ?) the ensemble of d non-intersecting Poisson bridges that start at
~X(τ
?,x?)(0) = ~δd(0) and end at ~X(τ
?,x?)(τ?) = ~δd(x
?). The measure on these processes
is the conditional measure one gets by starting d independent Poisson processes from
~δd (0) and then conditioning on the positive probability event that there have been no
intersections between them for all τ ∈ (0, τ?) and they end exactly at ~δd (x?) at time τ?.
By the Karlin-MacGregor theorem, the transition probabilities for this Markov process
are given explicitly by
P
(
~X(τ
?,x?)(τ ′) = ~x′
∣∣∣ ~X(τ?,x?)(τ) = ~x) = qτ ′−τ (~x, ~x′) qτ?−τ ′
(
~x′, ~δ(x?)
)
qτ?−τ
(
~x, ~δ(x?)
) ∀τ < τ ′,
where qτ (~x, ~y) is as in Definition 2.4. Comparing this to Definition 2.4, we see thatX(τ
?,x?)
is absolutely continuous with respect ~X(τ) started from ~X(0) = ~δ(0) with Radon-Nikodym
derivative given by
P
(
~X(τ
?,x?)(τ) = ~x
)
P
(
~X(τ) = ~x
) = qτ?−τ
(
~x, ~δd(x
?)
)
qτ?
(
~δd(0), ~δd(x?)
) hd
(
~δd(0)
)
hd(~x)
.
Remark 2.6. The measure on Poisson bridges ~X(τ
?,x?)(·) in Definition 2.5 is exactly
the same as the measure proportional to the Lebesgue measure over non-intersecting
up/right paths described in Definition 1.1. This is due to the fact that a Poisson process,
when conditioned to fix its final position, takes the Lebesgue measure on the set of
up/right paths. It is more convenient to think of this process as a Poisson bridge because
the relationship to the non-intersecting Poisson process ~X(·) from Definition 2.4 is used
as an intermediate step in the proof of our results.
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2.3 Iterated stochastic integrals
In this section we will show how the partition function Zβd (τ
?, x?) can be identified as
a chaos series of iterated stochastic integrals against Brownian motions.
Definition 2.7. Consider an infinite family {Bi(·)}∞i=1 of independent standard Brownian
motions on the probability space (Ω,F ,P). For τ? > 0 and x? ∈ N and any ensemble of
up/right paths ~X(τ) ∈ {1, . . . , x?}d , τ ∈ [0, τ?] define the k-fold stochastic integral I ~Xk by:
Ik
(
~X
)
(τ)
∆
=
ˆ
~τ∈∆k(0,τ)
~x∈{1,...,x?}k
∑ k∏
i=1
1
{
xi ∈ ~X(τi)
}
dBx1(τ1) . . .dBxk(τk),
where we recall the notation for semi-discrete sums from Section 1.4. Let P denote the
probability w.r.t to non-intersecting Poisson bridges ~X(τ
?,x?) described in Definition2.5.
Define the k-fold stochastic integral EI(τ
?,x?)
k by :
EI
(τ?,x?)
k (τ)
∆
=
ˆ
~τ∈∆k(0,τ)
~x∈{1,...,x?}k
∑ k∏
i=1
P
(
k⋂
i=1
{
xi ∈ ~X(τ?,x?)(τi)
})
dBx1(τ1) . . .dBxk(τk).
Remark 2.8. Note that from the theory of iterated stochastic integrals (see e.g. Chapter
7 of [10]) , we have the following Ito isometry between L2(P) and L2 (∆k(0, t?)×Nk) for
these stochastic integrals (see e.g. Theorem 7.6 in [10]):
E
[
Ik( ~X)(τ)Ij( ~X)(τ)
]
= δj,k
ˆ
~τ∈∆k(0,τ)
~x∈{1,...,x?}k
∑ k∏
i=1
1
{
xi ∈ ~X(τi)
}2
dτ1 . . .dτk, (2.1)
E
[
EI
(τ?,xf)
k (τ)EI
(τ?,xf)
j (τ)
]
= δj,k
ˆ
~τ∈∆k(0,τ)
~x∈{1,...,x?}k
∑
P
(
k⋂
i=1
{
xi ∈ ~X(τ?,x?)(τi)
})2
dτ1 . . .dτk.
Lemma 2.9. For any τ? > 0 and x? ∈ N we have that∥∥∥Ik ( ~X(τ?,x?)) (τ)∥∥∥2
L2(P)
=
(dτ)
k
k!
.
Proof. This holds since
∑x?
x=1 1
{
x ∈ ~X(τ?,x?)(τ)
}
= d a.s for every fixed τ and by appli-
cation of the the Ito isometry from equation (2.1).
Lemma 2.10. For any τ? > 0, x? ∈ N and β > 0 we have that
∞∑
k=0
βk
∥∥∥EI(τ?,x?)k (τ)∥∥∥2
L2(P)
≤ exp (dβτ) .
Proof. By using the Ito isometry from equation (2.1), and the inequality from Corollary
5.3, we can now bound the L2(P) norm by the k-th moment of the overlap time random
variable which is defined in Definition 4.1:
∞∑
k=0
βk
∥∥∥EI(τ?,x?k (τ)∥∥∥2
L2(P)
≤
∞∑
k=0
βk
k!
E
[(
O(τ
?,x?)[0, τ ]
)k]
= E
[
exp
(
βO(τ
?,x?)[0, τ ]
)]
.
The change of order of sum and expectation is justified by the monotone convergence
theorem since the overlap time is always non-negative. The result then follows by the
simple bound that O(τ
?,x?)[0, τ ] ≤ dτ which is immediate from Definition 4.1.
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Lemma 2.11. Let E denote the expectation over non-intersecting Poisson processes
~X(τ
?,x?) described in Definition 2.5. We have the following equality (as random variables
in L2(P)):
E
[
Ik
(
~X(τ
?,x?)
)
(τ)
]
= EI
(τ?,x?)
k (τ)
Proof. The proof is by induction on k. The base case k = 1 follows by the interchange of
expectation with integration:
E
[
I1
(
~X(τ
?,x?)
)
(τ)
]
= E
 x?∑
x=1
τˆ
0
1{x ∈ ~X(t?,z?)(t)}dBx(s)

=
x?∑
x=1
τˆ
0
P
(
x ∈ ~X(t?,z?)(t)
)
dBx(t) = EI
(τ?,x?)
1 (τ).
The interchange is justified by the stochastic Fubini theorem for stochastic integrals,
(see Theorem 4.33 in [22]) since the integrand is bounded above by 1.
Now suppose now the result holds for k − 1. We first observe that:
E
 x?∑
x=1
τˆ
0
Ik
(
~X(τ
?,x?)
)
(s)dBx(s)
 = x?∑
x=1
τˆ
0
E
[
Ik
(
~X(τ
?,x?)
)
(s)
]
dBx(s) (2.2)
Equation (2.2) is justified by the stochastic Fubini theorem for stochastic integrals,
(see Theorem 4.33 in [22]) since
∥∥∥Ik ( ~X(τ?,x?)) (τ)∥∥∥
L2(P)
<∞ by Lemma 2.9. Once this
interchange is established, we now realize the k−fold stochastic integrals in terms of
the k − 1-fold stochastic integral by (see Theorem 7.5 in [10]):
Ik
(
~X(τ
?,x?)
)
(τ) =
x?∑
x=1
τˆ
0
Ik−1
(
~X(τ
?,x?)
)
(s)dBx(s), EI
(τ?,x?)
k (τ) =
x?∑
x=1
τˆ
0
EI
(τ?,x?)
k−1 (s)dBx(s).
Combining this with the interchange equation (2.2), and the induction hypothesis, easily
completes the induction argument.
Lemma 2.12. We have the following equality (as random variables in L2(P)):
E
[ ∞∑
k=0
βkIk
(
~X(τ
?,x?)
)
(τ)
]
=
∞∑
k=0
βkEI
(τ?,x?)
k (τ) (2.3)
Proof. First notice that the infinite series from (2.3) is guaranteed to converge by the es-
timate from Lemma 2.10. To see the equality, we will show that given any  > 0, the differ-
ence between the LHS and the RHS of equation (2.3) has an L2(P) norm less than . Given
such an  > 0, we first find an M ∈ N so that
∥∥∥E [∑∞k=0 βkIk ( ~X(τ?,x?)) (τ)]∥∥∥
L2(P)
< 
and
∥∥∥∑∞k=M βkEI(τ?,x?)k (τ)∥∥∥
L2(P)
< . This can be achieved since we have
∥∥∥∥∥E
[ ∞∑
k=0
βkIk
(
~X(τ
?,x?)
)
(τ)
]∥∥∥∥∥
2
L2(P)
≤
∞∑
k=M
E
[
E
[(
βkIk
(
~X(τ
?,x?)
)
(τ)
)2]]
by application of Jensen’s inequality, Tonelli’s theorem, and the fact that the individual
terms Ik are orthogonal in L2(E). Thus we can find such an M ∈ N to bound this
above by , since we recognize this is as the tail of an absolutely convergent series
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by application of Lemma 2.9. A similar result holds for
∥∥∥∑∞k=M βkEI(τ?,x?)k (τ)∥∥∥
L2(P)
since the stochastic integrals
{
EI
(τ?,x?)
k
}
k∈N
are orthogonal in L2(P), and since the sum∑∞
k=0 β
2k
∥∥∥EI(τ?,x?)k ∥∥∥2
L2(P)
also is convergent by Lemma 2.10. Once such an M is chosen,
we have by the triangle inequality and Lemma 2.11 applied to the first M terms that∥∥∥∥∥E
[ ∞∑
k=0
βkIk
(
~X(τ
?,x?)
)
(τ)
]
−
∞∑
k=0
βkEI
(τ?,x?)
k (τ)
∥∥∥∥∥
L2(P)
≤ 0 + + .
Since this holds for any  > 0, this completes the proof.
Lemma 2.13. Recall the semi-discrete polymer partition function Zβd from Definition
1.1. It is possible to realize the partition functions Zβd as the following infinite chaos
series:
Zβd (τ
?, x?) exp
(
−1
2
dτ?β2
)
=
∞∑
k=0
βkEI
(τ?,x?)
k .
Proof. Recall the definition of the energy of the i-th line H
(
X
(τ?,x?)
i
)
from equation
(1.3). For any fixed path Xi, we notice by the Ito isometry that H
(
X
(τ?,x?)
i
)
is a
Gaussian random variable of mean 0 and variance τ?. Moreover, by the non-intersecting
condition, the energy H
(
X
(τ?,x?)
i
)
and H
(
X
(τ?,x?)
j
)
are independent when i 6= j, so
the sum β
∑d
i=1H
(
X
(τ?,x?
i
)
is a Gaussian with mean 0 and variance dβ2τ?. We now
apply the relationship between exponential of Gaussians and the Wick exponential,
: eξ := eξe−E[ξ
2/2] (see Theorem 3.3 and the definition of the Wick exponential in [10]).
This gives
E
[
exp
(
β
d∑
i=1
H
(
X
(τ?,x?)
i
))]
exp
(
−1
2
β2dτ?
)
= E
[
: exp :
(
β
d∑
i=1
H
(
~X(τ
?,x?)
))]
.
Since each H
(
X
(τ?,x?)
i
)
is a single stochastic integral, the Wick exponential is given by
the chaos series (see Theorem 7.3 from [10]):
: exp :
(
β
d∑
i=1
H
(
~X(τ
?,x?)
))
=
∞∑
k=0
βkIk
(
~X(τ
?,x?)
)
(τ)
The desired result then follows by application of Lemma 2.12.
2.4 1+1 dimensional white noise
In this section we will couple the semi-discrete partition from equation (1.1) by
constructing the Brownian motions via k-fold integrals of a 1+1 dimensional white noise
environment (see [10] for the background on these integrals). This coupling approach
was first used in [9] to prove convergence of the single-line (i.e. d = 1) semi-discrete
polymer to the continuum random polymer; see also [4] for an expository version of this
argument.
Definition 2.14. Define the map ϕ(N) : (0,∞)×N→ (0,∞)×R by:
ϕ(N)(τ, x)
∆
=
(
τ
N
,
x− τ√
N
)
.
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ϕ(N)
0 τ?
1
2
3
4
...
...
x?
x? + 1
x? + 2
x? + 3
0 t?
z?
Figure 2: The map ϕ(N) sends non-intersecting paths X(τ
?,x?) to their rescaled version
X(N),(t
?,z?) when τ? = Nt? and x? =
⌊
Nt? +
√
Nz?
⌋
. The vertical spacing between lines
in the image is is N−
1
2
and denote by S(N) the image of (0,∞)×N through this map:
S(N)
∆
= ϕ(N) ((0,∞)×N) ⊂ (0,∞)×R.
See Figure 2.4 for an illustration of this map. Also define the intervals
I(N)(t, z)
∆
= t×
[
z, z +
1√
N
)
.
Any function f :
(
S(N)
)k → R can be extended to a function f : ((0,∞)×R)k → R by
declaring that f is constant on cells of the form I(N)(t1, z1)× . . .× I(N)(tk, zk) for every(
(ti, zi), . . . (tk, zk)
)
∈ S(N). Note that, since f is constant on these cells, we have
¨
~t∈∆k(a,b)
~z∈Rk
f(~t, ~z)d~td~z = N−
k
2
ˆ
~τ∈∆k(Na,Nb)
~x∈Nk
∑
f
(( τ1
N
,
x1 − τ1√
N
)
, . . .
(τk
N
,
xk − τk√
N
))
d~τ . (2.4)
Lemma 2.15. Let ξ(t, z) be a 1+1 dimensional white noise field. For each N ∈ N, we
may couple an infinite family of iid standard Brownian motions
{
B
(N)
x
}
x∈N
to the white
noise field ξ by the prescription that:
B(N)x (τ)
∆
= N3/4 ·
¨
ϕ(N)((0,τ)×[x,x+1))
ξ(dt,dz) (2.5)
Proof. By the Ito isometry, since the area of the region ϕ(N)((τ, τ ′) × [x, x + 1)) is
N−3/2(τ ′ − τ), we can make the following variance computation:
Var
(
B(N)x (τ
′)−B(N)x (τ)
)
=
(
N3/4
)2
N−3/2(τ ′ − τ) = τ ′ − τ.
By properties of the 1+1 dimensional white noise, it is also clear that the integral on the
RHS of equation (2.5) defines a Gaussian random variable and by standard arguments
that the process B(N)x (·) has almost surely continuous sample paths. Hence it must be
that B(N)x is a Brownian motion, as desired. The fact that B
(N)
x is independent of B
(N)
x′ for
x 6= x′ is clear because the regions ϕ(N)((0, τ)× [x, x+ 1)) and ϕ(N)((0, τ)× [x′, x′ + 1)),
define disjoint regions in the integration.
Page 13/46
Limits of semi-discrete directed polymers
Definition 2.16. For t? > 0 and z? ∈ R, we will define the rescaled (and compensated)
non-intersecting Poisson processes by:
~X(N),(t
?,z?)(t)
∆
=
1√
N
~X(Nt
?,bNt?+√Nz?c) (Nt)
See Figure 2.4 for an illustration of these processes.Define the rescaled k-point correla-
tion function for ψ(N),(t
?,z?)
k :
(
S(N)
)k → R by defining for k-tuples ((t1, z1), . . . , (tk, zk)) ∈(
S(N)
)k
where all the entries (ti, zi) are distinct:
ψ
(N),(t?,z?)
k
(
~t, ~z
) ∆
=
√
N
k ∑
~j∈{1,...,d}k
P
(
k⋂
i=1
{
zi = X
(N),(t?,z?)
ji
(ti)
})
(2.6)
=
√
N
k
P
(
k⋂
i=1
{
zi ∈ ~X(N),(t?,z?)(ti)
})
,
and declaring that ψ(N),(t
?,z?)
k
∆
= 0 if any of the space time coordinates are duplicated
(ti, zi) = (tj , zj) for i 6= j. We extend the domain of ψ(N),(t
?,z?)
k to all of ((0, t
?)×R)k as in
Definition 2.14 by declaring it to be constant on the cells I(N)(t1, z1)× . . .× I(N)(tk, zk)
for every ((ti, zi), . . . (tk, zk)) ∈ S(N). Notice that because ψ(N),(t
?,z?)
k is constant on these
cells, any integral of ψ(N),(t
?,z?)
k can be decomposed into a semi-discrete sum as in
equation (2.4).
Lemma 2.17. Fix t? > 0 and z? > 0. Let ξ be a 1+1 dimensional white noise environment.
Recall that for each N ∈ N, we may couple an infinite collection of iid Brownian motions
B
(N)
x to this probability space by the prescription from Lemma 2.15. If we use the
Brownian motions B(N)x to define the iterated stochastic integral EI
(Nt?,bNt?+√Nx?c)
k from
Definition 2.7 , then we have
EI
(Nt?,bNt?+√Nx?c)
k (τ) = N
1
4k
¨
~t∈∆k(0,t)
~z∈Rk
ψ
(N),(t?,z?)
k
(
~t, ~z
)
ξ⊗k
(
d~t,d~z
)
.
Proof. The identity is immediate from Definition 2.7 and Definition 2.16 using the fact
that ψ(N),(t
?,z?)
k is constant on intervals of the form I
(N) (t, z) .
Remark 2.18. Note that the power of N
1
4k arises from multiplying the N
3
4 from the
definition of the Brownian motion in the coupling Lemma 2.15, and the N−
1
2 in the
rescaling of ψ(τ
?,x?)
k in Definition 2.16.
2.5 Convergence of chaos series – Proof of Theorem 1.2
In addition to the L2 convergence result of Theorem 1.4, and the setup of the coupling
set up in the previous subsection, we will need the following Proposition:
Proposition 2.19. For any γ > 0, there exists Nγ ∈ N so that
sup
N>Nγ
∞∑
k=1
γk
∥∥∥ψ(N),(t?,z?)k ∥∥∥2
L2(∆k(0,t?)×Rk)
<∞.
Moreover, for any γ > 0 and any  > 0, there exists Nγ, so that we have that
lim sup
`→∞
sup
N>Nγ,
∞∑
k=`
γk
∥∥∥ψ(N),(t?,z?)k ∥∥∥2
L2(∆k(0,t?)×Rk)
< .
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The proof of Proposition 2.19 is deferred to Section 5, where it is proven using tools
developed in Section 4.
Proof. (Of Theorem 1.2) We will explicitly construct the coupling for which the conver-
gence happens in L2 (P); the convergence in distribution is an immediate consequence,
and we will separately argue the convergence in Lp(P) for p 6= 2 afterwards. We present
the proof only for fixed d ∈ N, t? ∈ (0,∞), z? ∈ R, but the method of proof easily
extends to finite dimensional distributions of the process by considering finite linear
combinations and using the Cramer-Wold device.
Couple the random variables Zβd and ZβNd by taking the Brownian motions
{
B
(N)
x
}
x∈Z
(which define ZβNd ) to be as defined as in Lemma 2.15, and define for each k ∈ N the
k-fold stochastic integrals:
J
(N)
k
∆
=
¨
~t∈∆k(0,t?)
~z∈Rk
ψ
(N),(t?,z?)
k
(
~t, ~z
)
ξ⊗k
(
d~t,d~z
)
, Jk
∆
=
¨
~t∈∆k(0,t?)
~z∈Rk
ψ
(t?,z?)
k
(
~t, ~z
)
ξ⊗k
(
d~t,d~z
)
With this setup, by combining Lemma 2.13 and Lemma 2.17, and by equation (1.1), we
recognize the quantities of interest as infinite series
ZβNd
(
Nt?,
⌊
Nt? +
√
Nz?
⌋)
exp
(
1
2dNt
?β2N
) = ∞∑
k=0
(N
1
4 βN )
kJ
(N)
k ,
Zβd (t?, z?)
ρ(t?, z?)d
=
∞∑
k=0
βkJk. (2.7)
The desired result is reduced to the convergence of the chaos series in equation (2.7). It
suffices to show the convergence in the simpler case when N
1
4 βN = β, since the hypoth-
esis βNN
1
4 → β and Proposition 2.19 guarantee the error made by this replacement can
be made arbitrarily small.
Notice by the Ito isometry for 1+1 dimensional white noise that these stochastic
integrals are naturally related to the L2
(
∆k(0, t
?)×Rk) norm of the functions ψ(t?,z?)k
and ψ(N),(t
?,z?)
k , namely:∥∥∥J (N)k − Jk∥∥∥
L2(P)
=
∥∥∥ψ(N),(t?,z?)k − ψ(t?,z?)k ∥∥∥
L2(∆k(0,t?)×Rk)
. (2.8)
It is clear then that for each fixed k ∈ N, that J (N)k → Jk in L2(P) by the convergence
result from Theorem 1.4. It remains only to justify why the convergence of each individual
term in the series in equation (2.7) gives convergence of the full series.
To see this, take any  > 0, and use the convergence results of Propositions 2.19 and
Proposition 2.3 along with the Ito isometry to find Nβ, ∈ N and `β, ∈ N so large so that
sup
N>Nβ,
∞∑
k=`β,
∥∥∥βkJ (N)k ∥∥∥2
L2(P)
= sup
N>Nβ,
∞∑
k=`β,
β2k
∥∥∥ψ(N),(t?,z?)k ∥∥∥2
L2(∆k(0,t?)×Rk)
< ,
∞∑
k=`β,
∥∥βkJk∥∥2L2(P) = ∞∑
k=`β,
β2k
∥∥∥ψ(t?,z?)k ∥∥∥2
L2(∆k(0,t?)×Rk)
< .
With this choice, we have finally by the triangle inequality in L2(P), and the termwise
convergence observed in equation (2.8), that
lim sup
N→∞
∥∥∥∥∥
∞∑
k=0
βkJ
(N)
k −
∞∑
k=0
βkJk
∥∥∥∥∥
L2(P)
= lim sup
N→∞
∥∥∥∥∥∥
∞∑
k=`β,
βkJ
(N)
k −
∞∑
k=`β,
βkJk
∥∥∥∥∥∥
L2(P)
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≤ sup
N>Nβ,
∥∥∥∥∥∥
∞∑
k=`β,
βkJ
(N)
k
∥∥∥∥∥∥
L2(P)
+
∥∥∥∥∥∥
∞∑
k=`β,
βkJk
∥∥∥∥∥∥
L2(P)
< 2.
Since this holds for any  > 0, we have the desired convergence in L2(P).
The L2(P) convergence proven directly implies Lp(P) convergence for 1 ≤ p ≤ 2. To
see the convergence in Lp(P) for p > 2, we first use the inequality from Lemma 2.3 in
[16] to see that there is a constant cp so that stochastic integrals J
(N)
k and Jk have∥∥∥J (N)k ∥∥∥2
Lp(P)
≤ ckp
∥∥∥ψ(N),(t?,z?)k ∥∥∥2
L2(∆k(0,t?)×Rk)
, ‖Jk‖2Lp(P) ≤ ckp
∥∥∥ψ(t?,z?)k ∥∥∥2
L2(∆k(0,t?)×Rk)
(2.9)
Hence, the infinite series
∑∞
j=1 β
kJk is seen to have finite Lp(P) norm by Proposition 2.3,
and by Proposition 2.19, we can find Np,β ∈ N large enough so that the infinite series
from equation (2.7) has Lp norm which is uniformly bounded:
sup
N>Np,β
∥∥∥∥∥
∞∑
k=0
βkJ
(N)
k
∥∥∥∥∥
Lp(P)
≤ sup
N>Np,β
∞∑
k=0
(βcp)
k
∥∥∥ψ(N),(t?,z?)k ∥∥∥2
L2(∆k(0,t?)×Rk)
<∞ (2.10)
Since these norms are finite for any p, we now apply the Holder inequality in the form∥∥∥∥∥
∞∑
k=0
βkJ
(N)
k −
∞∑
k=0
βkJk
∥∥∥∥∥
Lp
≤
∥∥∥∥∥
∞∑
k=0
βkJ
(N)
k −
∞∑
k=0
βkJk
∥∥∥∥∥
1/p
L2
∥∥∥∥∥
∞∑
k=0
βkJ
(N)
k −
∞∑
k=0
βkJk
∥∥∥∥∥
(p−1)/p)
L2(p−1)
,
from which the Lp(P) convergence follows from the L2(P) convergence and the uniform
bound on the L2(p−1) norm in equation (2.10).
2.6 Proof of Corollary 1.6
Lemma 2.20. Recall from Definition 1.5 that D(M)d (t) ⊂ R(M−d)d denotes the set of
jump times for d non-intersecting up/right paths that start at Xi(0) = i and end at
Xi(t) = M − d+ i for 1 ≤ i ≤ d. The Lebesgue measure of this set is:
L
(
D
(M)
d (t)
)
= t(M−d)d
d−1∏
i=0
i!
(M − d+ i)! (2.11)
Proof. The jump times of such a non-intersecting ensemble are in bijection with pairs
(S,~t), where ~t ∈ ∆(M−d)d(0, t) is the ordered list of all the jump times for the ensemble,
and S is a standard Young tableaux of rectangular shape d by M − d that indicates
which of jump times correspond to which path (i.e. the first row of S indicates the jump
times of the top most up/right path and so on; see Section 2 of [18] for more details on
this bijection). The Lebesgue measure of ∆(M−d)d(0, t) is t(M−d)d(d(M − d))−1 and the
number of standard tableaux of this shape is (d(M − d))!∏d−1i=0 i!(M−d+i)! (this is a direct
application of the hook-length formula see Corollary 7.2.14 in [24] or [23]). Combining
these gives the desired result.
Lemma 2.21. Fix any d ∈ N, t > 0, and z ∈ R. Let C(M, t, z), c−1d,t and Zt,Md be as in
Corollary 1.6. Then:
lim
M→∞
E
(
Zt,Md
)
= c−1d,tρ(t, z)
d. (2.12)
Proof. Let ∼ denote asymptotic equality as M → ∞, i.e. f(M) ∼ g(M) if and only if
f(M) = g(M)(1 + o(1)) as M →∞. By using the connection from equation (1.6) between
Zt,Md and Zβd (τ?, x?) when β = 1, τ? =
√
tM + z and x? = M − d we have then:
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E
(
Zt,Md
)
= L
(
A
(
√
tM+z,M−d)
d
)
· exp
(
d
2
(
√
tM + z)
)
C(M, t, z)−d
=
(√
tM + z
)(M−d)d d−1∏
i=0
i!
(M − d+ i)! exp
(
−dM − dz
√
M√
t
)(√
M√
t
)Md
,
where the factor of exp(d2 (
√
tM + z)) is canceled due to contributions from C(M, t, z)−d.
We now use
(√
tM + z
)(M−d)d
∼ √tM (M−d)d exp
(
dz
√
M√
t
)
exp
(
− z22t
)d
to further simplify:
E
(
Zt,Md
)
∼
√
tM
(M−d)d
exp
(
−z
2
2t
)d d−1∏
i=0
i!
(M − d+ i)! exp (−dM)
(√
M√
t
)Md
= t−
1
2d
2
M−
1
2d(d+1)
√
2pi
−d (√
2piMMM exp (−M)
)d
exp
(
−z
2
2t
)d d−1∏
i=0
i!
(M − d+ i)! .
We now use Stirling’s formula
√
2piMMM exp (−M) ∼M ! to get:
E
(
Zt,Md
)
∼ t− 12d2M− 12d(d+1)
√
2pi
−d
exp
(
−z
2
2t
)d d−1∏
i=0
M !i!
(M − d+ i)! .
Since M !((M − j)!)−1 ∼M j , we see that the powers of M vanish, and we remain with
the desired result of equation (2.12).
Proof. (Of Corollary 1.6) Let us work with N as a scaling parameter, and we will set
M
∆
= d + btN + z√Nc. With this definition, the limit N → ∞ is the same as the limit
M →∞. Define also the shorthands τ? ∆= √tM + z, x? ∆= M − d and βN defined so that
β2N
∆
=
√
tM+z
tN =
τ?
tN . Notice that limN→∞N
1
4 βN = 1 by this definition. By the relation
from equation (1.6), we have that:
Zt,Md = C(M, t, z)−dL
(
D
(M)
d (τ
?)
)
Z1d(τ
?, x?)
= E
(
Zt,(M)d
)
Z1d(τ
?, x?) exp
(
− d
2
τ?
)
.
We now use the following Gaussian scaling relation for Zβd :
Z1d(τ
?, x?)
d
= Zβd (β
−2τ?, x?).
We can hence write
Zt,Md
d
= E
(
Zt,(M)d
)
ZβNd (β
−2
N τ
?, x?) exp
(
− d
2
τ?
tN
tN
)
= E
(
Zt,(M)d
)
ZβNd (tN, btN + z
√
Nc) exp
(
− d
2
β2N tN
)
,
and the desired convergence follows by applying Theorem 1.2 and Lemma 2.21.
2.7 L2 convergence – Proof of Theorem 1.4
The main technical result that was needed in the proof of Theorem 1.2 was the L2
convergence from Theorem 1.4. The proof of Theorem 1.4 is proven by the same general
strategy as the proof of Theorem 1.13 from [5], which was a convergence results for
non-intersecting simple random walks rather than non-intersecting Poisson processes.
The proof goes by dividing the set of space-time coordinates ∆k(0, t?) × Rk into four
parts and analyzing contribution to the L2 norm on each one separately.
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Definition 2.22. Fix any t? > 0 and k ∈ N. For any η > 0, define the set Cη ⊂ ∆k(0, t?)
by:
Cη
∆
=
{
~t ∈ ∆k(0, t?) : ti+1 − ti > η ∀ 1 ≤ i ≤ k − 1
}
For any parameters δ, η,M > 0, we subdivide ∆k(0, t?)×Rk into the following four sets:
D1(δ, η,M)
∆
=
{
(~t, ~z) : ~t ∈ ∆k(δ, t? − δ) ∩ Cη, ~z ∈ [−M,M ]k
}
D2(δ, η,M)
∆
=
{
(~t, ~z) : ~t ∈ ∆k(δ, t? − δ) ∩ Ccη, ~z ∈ [−M,M ]k
}
,
D3(δ)
∆
=
{
(~t, ~z) : ~t ∈ ∆k(0, t?) \∆k(δ, t? − δ), ~z ∈ Rk
}
D4(M)
∆
=
{
(~t, ~z) : ~t ∈ ∆k(0, t?) ∩ Ccη, ~z ∈ Rk \ [−M,M ]k
}
.
The set D1(δ, η,M), can be thought of as the “typical” part of the space ∆k(0, t?)×Rk
and the sets D2(δ, η,M), D3(δ) and D4(M) can be thought of as “exceptional” sets.
This subdivision is chosen in order to make D1(δ, η,M) a compact set on which the
function ψ(N),(t
?,z?)
k has no singularities. This essentially reduces L
2 convergence on
D1(δ, η,M) to proving pointwise convergence on D1(δ, η,M). All of the singularities/non-
compactness issues occur on the exceptional sets D2(δ, η,M), D3(δ) and D4(M) where
we will separately argue that they have a negligible contribution to the L2 norm in
(1.5). With this strategy in mind, the core of the proof of Theorem 1.4 is divided into
Propositions 2.24, 2.25, 2.26 and 2.27; each Proposition handling one of these four sets.
Remark 2.23. These propositions are very similar to Propositions 2.19, 2.20, 2.21 and
2.22 from [5]. Here ψ(N),(t
?,z?)
k is the k-point correlation function for Poisson processes ,
while in [5] simple symmetric random walks were studied. Propositions 2.24 and 2.25
are proven in Section 3 using methods involving orthogonal polynomials. Propositions
2.26 and 2.27 are proven in Section 5 using the machinery of overlap times and weak
exponential moment control developed in Section 4.
Proposition 2.24. Fix t? > 0, z? ∈ R. For all δ, η,M > 0, we have pointwise convergence
lim
N→∞
ψ
(N),(t?,z?)
k (~t, ~z) = ψ
(t?,z?)
k (~t, ~z),
and the convergence is uniform over all (~t, ~z) ∈ D1 (δ, η,M). Moreover, there is a constant
CD1 = CD1(δ, η,M) so that that for all (~t, ~z) ∈ D1 (δ, η,M) we have:
sup
N
ψ
(N),(t?,z?)
k (~t, ~z) ≤ CD1 , ψ(t
?,z?)
k (~t, ~z) ≤ CD1 .
Proposition 2.25. Fix t? > 0, z? ∈ R. For all δ, ,M > 0, there exists η > 0 small enough
so that:
lim sup
N→∞
¨
D2(δ,η,M)
∣∣∣ψ(N),(t?,z?)k (~t, ~z)∣∣∣2 d~td~z < .
Proposition 2.26. Fix t? > 0, z? ∈ R. For all  > 0, there exists δ > 0 small enough so
that:
lim sup
N→∞
¨
D3(δ)
∣∣∣ψ(N),(t?,z?)(~t, ~z)∣∣∣2 d~td~z < 
Proposition 2.27. Fix t? > 0, z? ∈ R. For all  > 0, there exists M > 0 large enough so
that:
lim sup
N→∞
¨
D4(M)
∣∣∣ψ(N),(t?,z?)k (~t, ~z)∣∣∣2 d~td~z <  (2.13)
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Proof. (Of Theorem 1.4) Once Proposition 2.24, 2.25, 2.26 and 2.27 are established, the
proof is identical to the proof of Theorem 1.13 in [5]. The strategy of the proof goes
by first choosing δ, η,M > 0 so that the contribution on the exceptional sets D2(δ, η,M),
D3(δ) and D4(M) are less than , and once δ, η,M are fixed, using Proposition 2.24 to
establish L2 convergence on the typical set D1(δ, η,M).
3 Determinantal Kernels and Orthogonal Polynomials
In this section we prove Proposition 2.24 and Proposition 2.25 by using the determi-
nantal structure of the non-intersecting processes. The methods used here are similar
to those from Section 3 of [5]. In [5], non-intersecting simple symmetric random walk
bridges, for which the Hahn orthogonal polynomials arise, were studied. Here we study
non-intersecting Poisson briges, for which the Krawtchouk orthogonal polynomials arise.
Since the limiting object in both papers is non-intersecting Brownian bridges, we are
able to reuse the explicit formula for the determinantal kernel for non-intersecting
Brownian bridges, K(t
?,z?) from equation (20) in [5], as well as several other auxiliary
lemmas proven there.
3.1 Determinantal kernel for non-intersecting Poisson bridges
Definition 3.1. The Krawtchouk polynomials are a family of orthogonal polynomials
parametrized by the two parameters N ∈ N and p ∈ (0, 1) and given explicitly in terms
of the hypergeometric function 2F1 by
Kj (x; p,N) = 2F1
(−j,−x
−N
)(
1
p
)
.
See [13] for more details on the Krawtchouk polynomials. Fix τ? > 0 and x? ∈ N. For
any τ > 0, x ∈ N, and any 0 ≤ j ≤ d− 1, define R(τ?,x?)j (τ, x) and R˜(τ
?,x?)
j (τ, x) which are
defined in terms of the Krawtchouk with parameters depending on τ, x, τ?, x? by:
R
(τ?,x?)
j (τ, x)
∆
= Kj
(
x,
τ
τ?
, x? + d− 1
)
.
R˜
(τ?,x?)
j (τ, x)
∆
= Kj
(
x? − x+ d− 1, 1− τ
τ?
, x? + d− 1
)
.
Finally define the kernel K(t
?,x?)
p for pairs of space-time coordinates (τ, x) ∈ (0, t?)×N,
(τ ′, x′) ∈ (0, t?)×N by
K
(τ?,x?)
P
(
(τ, x); (τ ′, x′)
)
∆
= µ (τ ′ − τ, x′ − x)1 {τ < τ ′}
+
d−1∑
j=0
(
x?+d−1
i
)
µ (τ?, x? + d− 1) R˜j(x, τ)µ(x
? − x+ d− 1, τ? − τ)Rj(x′, τ ′)µ(x′, τ ′)
(3.1)
and define the rescaled version of this, for a pairs of space-time coordinates (t, z) ∈
(0, t?)×R, (t′, z′) ∈ (0, t?)×R:
K(N),(t
?,z?)
(
(t, z); (t′, z′)
)
∆
=
√
NK
(Nt?,bNt?+√Nz?c)
P
(
(Nt,
⌊
Nt+
√
Nz
⌋
); (Nt′,
⌊
Nt′ +
√
Nz′
⌋
)
)
.
Lemma 3.2. For any τ? > 0, any x? ∈ N and any k ∈ N, the k-point correlation function
ψ
(N),(τ?,x?)
k is given by the determinant:
ψ
(N),(t?,z?)
k ((t1, z), . . . (tk, zk)) = det
[
K(N),(t
?,z?) ((ti, zi) ; (tj , zj))
]k
i,j=1
. (3.2)
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Proof. It suffices to show thatK(τ
?,x?)
P is the determinantal kernel for the non-intersecting
Poisson bridges that start at ~δ(0) and end at ~δ(x?), and the result for K(N),(t
?,z?) follows
from the the rescaling in the definitions of ψ(N),(t
?,x?)
k from Definition 2.16. The proof
that K(τ
?,x?)
P is this determinantal kernel is deferred to the Appendix, Proposition 6.4.
3.2 Pointwise convergence on D1(δ, η,M) – Proof of Proposition 2.24
Lemma 3.3. Fix any 0 < δ < 1, and L > 0. Let p ∈ [δ, 1− δ], and y ∈ [−L,L]. Suppose
that {yM}∞M=1 is a sequence so that yM = pM + y
√
2p(1− p)M + o(√M) as M → ∞
and moreover suppose that the O(
√
M) error is uniform over all choices of p, y with
p ∈ [δ, 1− δ] and y ∈ [−L,L]. Define for any j ∈ N:
G
(M)
j (y) = j!
(
M
j
)(
2p
M(1− p)
)j/2
Kj (yM , p,M) .
Then uniformly over p ∈ [δ, 1− δ], and y ∈ [−L,L] we have the convergence for each
j ∈ N:
G
(M)
j (y) = (−1)jHj(y) +O
(
M−
1
2
)
.
Proof. The proof is by induction on j. The base cases j = 0 and j = 1 are clear since
G
(M)
0 ≡ 1 ≡ H0 and G(M)1 (y) = −2y = −H1(y).
Assume that the result holds for j now. To prove the induction step, we compare the
three term recurrence for the Krawtchouk polynomials to the three term recurrence for
the Hermite polynomials. These are (see [13]):
Hn+1(x) = 2xHn(x)− 2nHn−1(x),
Kn+1(x, p,N) =
pN + n− 2pn− x
p(N − n) Kn(x, p,N)−
n(1− p)
p(N − n)Kn−1(x, p,N).
This gives the following three term recurrence for G(M)j+1 (y) in terms of G
(M)
j (y) and
G
(M)
j−1 (y):
G
(M)
j+1 (y) = −2yG(M)j (y)
(
1− j − 2p√
2Mp(1− p)
)
− 2jG(M)j−1 (y)
(
M − j + 1
M
)
. (3.3)
By the inductive hypothesis, the RHS of equation (3.3) is equal to (−1)j+1 (2yHj(y)− 2jHj−1(y))+
O
(
M−
1
2
)
, and the O(M−
1
2 ) error is uniformly over p ∈ [δ, 1− δ] and y ∈ [−L,L]. By the
three term recurrence for the Hermite polynomials, this is (−1)j+1Hj+1(y) +O
(
M−
1
2
)
as desired.
Corollary 3.4. Fix t? > 0 and z? ∈ R. Let τ? = Nt and x? =
⌊
Nt? +
√
Nz?
⌋
. Define also
αt
∆
=
√
t?
2t(t?−t) . For any δ, L > 0, the polynomials Rj and R˜j from Definition 3.1 have the
following limit as N →∞, uniformly over the set (t, z) ∈ (δ, t? − δ)× (−L,L):
N
j
2R
(τ?,x?)
j
(
Nt,
⌊
Nt+
√
Nz
⌋)
=
(−1√
2
)j (
t? − t
t?t
)j/2
Hj
((
z − z? t
t?
)
αt
)
+O
(
N−
1
2
)
,
N
j
2 R˜
(τ?,x?)
j
(
Nt,
⌊
Nt+
√
Nz
⌋)
=
(−1√
2
)j (
t?t
t? − t
)j/2
Hj
((
z − z? t
t?
)
αt
)
+O
(
N−
1
2
)
.
Proof. This follows by the definition Rj and R˜j in terms of Krawtchouk polynomials from
Definition 3.1 and the asymptotics from Lemma 3.3. The parameters from Lemma 3.3 are
to be fixed as M = Nt? +
√
Nz? + d− 1, p = tt? , y =
(
z − z? tt?
)
αt, yM = Nt+
√
Nz.
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Lemma 3.5. Fix t? > 0 and z? ∈ R. For all δ, η,M > 0, we have the following pointwise
convergence uniformly over all pairs (t, z) ; (t′, z′) that satisfy z, z′ ∈ (−M,M), t, t′ ∈
(δ, t? − δ) and |t− t′| > η:
lim
N→∞
K(N),(t
?,z?) ((t, z) ; (t′, z′)) = K(t
?,z?) ((t, z); (t′, z′)) .
Proof. Define the variables (which depend on N ), τ, τ ′, τ? > 0 and x, x′, x? ∈ Z by
(τ ′, x′) ∆= (Nt′,
⌊
Nt′ +
√
Nz′
⌋
), (τ, x)
∆
= (Nt,
⌊
Nt+
√
Nz
⌋
), (τ?, x?)
∆
= (Nt?,
⌊
Nt? +
√
Nz?
⌋
)
By comparing kernel the for non-intersecting Brownian bridges, which is given explicitly
in equation (20) of [5] to the kernel for non-intersecting Poisson bridges in equation (3.1),
we see that both kernels consist of a sum of d+ 1 terms. We will show the convergence
of each term with the help of the Poisson local central limit theorem in Proposition 6.2.
The convergence of the first term of equation (3.1) is a direct application of Propo-
sition 6.2. Notice that uniformly over all t′, t with |t′ − t| > η that we have n′ − n > Nη.
By application of Proposition 6.2 and the definition of τ ′, τ, x′, x, we have that uniformly
over all such t′, t and all z, z′
lim
N→∞
√
Nµ(x′ − x, τ ′ − τ) = 1√
2pi (t′ − t) exp
(
− (z
′ − z)2
2 (t′ − t)
)
,
and it is clear that 1 {τ < τ ′} = 1 {t < t′}. To see the convergence of the remaining d
terms consider as follows. we again apply the local central limit theorem Proposition
6.2 to the j-th term of the sum in the definition of K(t
?,z?) equation (3.1) to see uniform
convergence for the Poisson weights that appear. Combining these asymptotics with the
asymptotics for Rj and R˜j from Corollary 3.4 we have the following limit for the j-th
term in the sum from equation (3.1):
lim
N→∞
(
x?+d−1
j
)
µ (τ?, x? + d− 1) R˜j(x, τ)µ(x
? − x+ d− 1, τ? − τ)Rj(x′, τ ′)µ(x′, τ ′)
= lim
N→∞
(
N−j
(
x?+d−1
j
)
√
Nµ (τ?, x? + d− 1)
)(
N
j
2 R˜j(x, τ)
)(
N
1
2µ(x? − x+ d− 1, τ? − τ)
)
×
(
N
j
2Rj(x
′, τ ′)
)(
N
1
2µ(x′, τ ′)
)
=
1√
2pi
1
j!
(
t?
t′(t? − t)
) 1
2
(
t(t? − t′)
(t? − t)t′
)j/2(−1√
2
)j
Hj
((
z − z? t
t?
)
αt
)
exp
(
− (z − z
?)
2
2(t? − t)
)
×
(−1√
2
)j
Hj
((
z′ − z? t
′
t?
)
αt′
)
exp
(
−z
′2
2t′
)
.
This is exactly the corresponding j-th term in in equation (20) of [5] for the kernel for
non-intersecting Brownian bridges.
Corollary 3.6. Fix t? > 0 and z? ∈ R. For any δ,M > 0, there exist constants C<K =
C<K(δ,M), and C
≥
K = C
≥
K(δ,M) so that for pairs (t, z); (t
′, z′) with t, t′ ∈ (δ, T −δ), |t′ − t| >
η and z, z′ ∈ (−M,M) we have
supN
∣∣K(N),(t?,z?)((t, z); (t′, z′))∣∣ ≤ C<K (t′ − t)− 12 if t < t′,
supN
∣∣K(N),(t?,z?)((t, z); (t′, z′))∣∣ ≤ C≥K if t ≥ t′.
Proof. When t ≥ t′, the first term in the definition of K(N),(t?,z?) and K(t?,z?) is 0, and the
proof of Lemma 3.5 shows that that regardless of η, K(N),(t
?,z?) converges uniformly to
K(t
?,z?) on the set t, t′ ∈ (δ, t? − δ) and z, z′ ∈ (−M,M). Thus when t ≥ t′, since K(t?,z?)
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is bounded by C≥K here by Lemma 3.4 from [5], and since the convergence in Lemma
3.5 is uniform, it follows that K(N),(t
?,z?) is also bounded. Let C≥K be a constant large
enough to bound both of them.
To see the inequality when t < t′ we must consider the he first term. By applying
the bound from Corollary 6.3 to the first term in K(N),(t
?,z?), along with the bound√
t′ − t < √t?, we have by the triangle inequality that:
sup
N
√
t′ − t
∣∣∣K(N),(t?,z?)((t, z); (t′, z′))∣∣∣ ≤ (CP +√t?C≥K) .
This bound gives the desired result.
Corollary 3.7. Fix t? > 0 and z? ∈ R. For all δ, η,M > 0, there exists a constant CD1,K =
CD1,K(δ, η,M) such that
∣∣∣K(N),(t?,z?)((t, z); (t′, z′))∣∣∣ ≤ CD1,K for all pairs (t, z); (t′, z′) that
satisfy t, t′ ∈ (δ, t? − δ), |t′ − t| > η and z, z′ ∈ (−M,M).
Proof. Since
√
t′ − t > √η, it is easily verified by Corollary 3.6 that CD1,K = max
(
C≥K ,
1√
ηC
<
K
)
will give the desired result.
Proof. (Of Proposition 2.24) By Lemma 3.3 from [5] and Lemma 3.2, the k point corre-
lation functions ψ(t
?,z?)
k and ψ
(N),(t?,z?)
k are given by k × k determinants of the kernels
K(t
?,z?) and K(N)(t
?,z?) respectively. Since determinants are polynomials of their entries,
the existence of the bound by CD1(δ, η) follows by the bound for
∣∣K(t?,z?)(·)∣∣ ≤ CD1,K in
Corollary 3.5 from [5] and the bound for
∣∣K(N),(t?,z?)(·)∣∣ < CD1,K in Corollary 3.7. Now
notice that Lemma 3.5 establishes uniform convergence K(N),(t
?,z?)((ti, zi); (tj , zj)) →
K(t
?,z?)((ti, zi); (tj , zj)) for any pairs (ti, zi) and (tj , zj) chosen from the list (~t, ~z) ∈
D1(δ, η,M). Since the entries are bounded, this uniform convergence of the entries
implies uniform convergence of the k × k determinant.
3.3 Bound on D2(δ, η,M) – Proof of Proposition 2.25
Lemma 3.8. Fix t? > 0 and z? ∈ R. For any δ,M > 0, there exists a constant CD2 =
CD2(δ,M) such that for all ((t1, z1); . . . ; (tk, zk)) ∈ D2 (δ, η,M) we have:
sup
N
ψ
(N),(t?,z?)
k
(
(t1, z1); . . . ; (tk, zk)
)
≤ CD2√
t2 − t1
√
t3 − t2 · · · √tk − tk−1 . (3.4)
Proof. This follows by applying Lemma 3.15 in [5] to the bounds on K(N),(t
?,z?) from
Corollary 3.6 and then finally using the fact that K(N),(t
?,z?) is the determinantal kernel
for ψ(N),(t
?,z?)
k from Lemma 3.2.
Proof. (Of Proposition 2.25) Recall from Definition 2.16 that ψ(N),(t
?,z?) is constant on
intervals of the form I(N)(t, z). Thus, as in equation (2.4), we may rewrite the integral
as a semidiscrete sum. Recalling the definition of the set D2(δ, η) in Definition 2.22, we
apply the bound from Lemma 3.8 on ψ(N),(t
?,z?)
k (~t, ~z) to see that
¨
D2(δ,η)
∣∣∣ψ(N),(t?,z?)k (~t, ~z)∣∣∣2 d~td~z = N− k2 ˆ
~t∈∆k(δ,t?−δ)∩Ccη
~z∈N− 12 Zk
∑ ∣∣∣ψ(N),(t?,z?)k ((t1, t1 + z1), . . . , (tk, tk + zk))∣∣∣2 d~t
≤
ˆ
~t∈∆k(δ,t?−δ)∩Ccη
CD2√
t2 − t1 · · · √tk − tk−1
∑
~z∈N− 12 Zk
N−
k
2ψ
(N),(t?,z?)
k ((t1, t1 + z1), . . . , (tk, tk + zk))d~t.
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We notice now from Definition 2.16 that the scaling N−
k
2 makes the above exactly the
probability of finding a particle occupying each position z1 + t1, . . . , zk + tk at the times
t1, . . . , tk respectively. Summing these probabilities simply counts the d paths:
∑
~z∈N− 12 Zk
P
 k⋂
j=1
{
zj + tj ∈ ~X(N),(t?,z?)(tj)
} = E [dk] = dk.
We hence get the bound:
¨
D2(δ,η)
∣∣∣ψ(N),(t?,z?)k (~t, ~z)∣∣∣2 d~td~z ≤ dkCD2 ˆ
~t∈∆k(δ,t?−δ)∩Ccη
dt1dt2 . . .dtk√
t2 − t1
√
t3 − t2 · · · √tk − tk−1 .
(3.5)
Notice that since (ti+1 − ti)−
1
2 is integrable around the singularity at ti+1 = ti, the
integrand in equation (3.5) has finite total integral when integrate over the whole range
of times ~t ∈ ∆k(δ, t? − δ). Since limη→0 1
{
Ccη
}
= 0 a.s, we have by the dominated
convergence theorem that the RHS of equation (3.5) tends to 0 as η → 0. This gives the
desired result.
4 Overlap Times
In this section we extend the method of overlap times used for discrete polymers in
[5] to be able to apply them to the semi-discrete polymers studied here. This overlap
time can also be thought of as the semi-discrete version of the local times between
non-intersecting Brownian motions studied in Section 4 of [20]. We prove here that the
overlap time has a property called “weak exponential moment control”. This property is
then used in Section 5 to bound the L2 norm of the k-point correlation functions.
Definition 4.1. Recall from Definition 2.4 that ~X(τ), τ ∈ (0,∞) denotes d non-intersecting
Poisson processes started from ~X(0) = ~δd(0). Let ~X ′(τ), τ ∈ (0,∞) be an independent
copy of the same ensemble. For indices 1 ≤ k, ` ≤ d and times 0 < τ1 < τ2, define the
overlap time on [τ1, τ2] between the k-th walker of ~X and the `-th walker of X ′ by:
Ok,`[τ1, τ2]
∆
=
τ2ˆ
τ1
1
{
~Xk(τ) = ~X
′
`(τ)
}
dτ. (4.1)
Define the total overlap time on the interval [τ1, τ2] of these processes by
O[τ1, τ2]
∆
=
∑
1≤k,`≤d
Ok,`[τ1, τ2] =
τ2ˆ
τ1
∣∣∣{ ~X(τ) ∩ ~X ′(τ)}∣∣∣dτ,
where we think of ~X(τ) and ~X ′(τ) as sets and
∣∣∣{ ~X(τ) ∩ ~X ′(τ)}∣∣∣ is the number of elements
in their intersection.
Similarly, for any fixed x? ∈ N and τ? > 0, recall from Definition 2.5 that ~X(τ?,x?)(τ),
τ ∈ [0, τ?] denotes an ensemble of d non-intersecting random walker bridges started
from ~X(τ
?,x?)(0) = ~δd(0) and ended at ~X(τ
?,x?)(τ?) = ~δd(x
?). Let ~X ′(x
?,n?)(τ),τ ∈ [0, τ?]
be an independent copy of the same ensemble. For times 0 < τ1 < τ2, define the total
overlap time on the interval [τ1, τ2] ⊂ [0, τ?] of these processes by
O(τ
?,x?)[τ1, τ2]
∆
=
τ2ˆ
τ1
∣∣∣{ ~X(τ?,x?)(τ) ∩ ~X ′(τ?,x?)(τ)}∣∣∣dτ.
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For any fixed z? ∈ R and t? > 0, and 0 < t1 < t2 < t?, define the rescaled overlap time by
O(N),(t
?,z?)[t1, t2]
∆
=
1√
N
ObNt
?c,bNt?+√Nz?c [bNsc , bNs′c] .
4.1 Weak exponential moment control – definition and properties
Definition 4.2. We say that a collection of non-negative valued processes{
Z(N)(t) : t ∈ [0, t?]
}
N∈N
,
is “weakly exponential moment controlled as t→ 0” if the following conditions are met:
i) For any fixed t ∈ [0, t?],γ > 0, there exists Nγ ∈ N so that:
sup
N>Nγ
E
[
exp
(
γZ(N)(t)
)]
<∞.
ii) For any fixed γ > 0, and  > 0, there exists Nγ, ∈ N so that:
lim sup
t→0
(
sup
N>Nγ,
E
[
exp
(
γZ(N)(t)
)])
≤ 1 + .
iii) For any fixed t ∈ [0, t?],  > 0 and γ > 0, there exists Nγ, ∈ N so that:
lim sup
`→∞
(
sup
N>Nγ,
E
[ ∞∑
k=`
γk
k!
(
Z(N)(t)
)k])
≤ .
Remark 4.3. The notation of “exponential moment controlled” without the adjecteive
“weak” appears in Definition 4.3 of [5]. Here we weaken the definition by taking the
sup over N > Nγ, rather than sup over all N ∈ N, and allowing for an error of size
 in properties ii) and iii). This extension is nessasary because it allows us to handle
exponetial rare events that arise in the continuous time processes we study. Note that
the exponential moment control defined in [5] always implies weak exponential moment
control by setting Nγ, = 1 everywhere.
Lemma 4.4. Suppose
{
Z(N)(t), t ∈ [0, t?]}
N∈N is a collection of processes so thatP
(
Z(N)(t) > x
) ≤
C exp
(
−cx2t
)
. Then
{
Z(N)(t), t ∈ [0, t?]} is weakly exponential moment controlled.
Proof. In Lemma 4.7 of [5] it is proven that such processes are exponential moment
controlled in the sense of Definition 4.3 from that paper. Since exponential moment
control implies weak exponential control, the result follows.
Lemma 4.5. If
{
Z(N)(t) : t ∈ [0, t?]}
N∈N is weakly exponential moment controlled, then
for any exponent m ∈ N and γ > 0 we have that ∀ > 0 , ∃Nγ,,m > 0 s.t.:
lim sup
`→∞
sup
N>Nγ,,m
E
[( ∞∑
k=`
γk
k!
(
Z(N)(t)
)k)m]
≤ .
Proof. The proof is very similar to the argument from Lemma 4.4. in [5]. Since each
Z(N)(t) is non-negative, there is no harm in rearranging the order of the terms in the
infinite sum to arrive at:( ∞∑
k=`
γk
k!
(
Z(N)(t)
)k)m
≤
∑
k≥m`
(mγ)
k
k!
Z(N)(t)k.
The desired result then holds by property iii) from Definition 4.2 of weak exponential
moment control with parameter mγ and choosing Nγ,,m = Nmγ,.
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Lemma 4.6. Suppose
{
Z(N)(t) : t ∈ [0, t?]}
N∈N and
{
Y (N)(t) : t ∈ [0, t?]}
N∈N are both
weakly exponential moment controlled as t → 0. If {W (N)(t) : t ∈ [0, t?]}
N∈N is a
collection of non-negative valued processes so that for all t ∈ [0, t?] and all N ∈ N we
have
W (N)(t) ≤ Z(N)(t) + Y (N)(t) a.s.
then
{
W (N)(t) : t ∈ [0, t?]} is also weakly exponential moment controlled as t→ 0.
Proof. The proof is very similar to the argument from Lemma 4.5 in [5]. Property i)
and ii) of the weak exponential moment control are easily verified by application of the
Cauchy Shwarz inequality:
E
[
exp
(
γW (N)(t)
)]
≤
√
E
[
exp
(
2γZ(N)(t)
)] · E [exp (2γZ(N)(t))].
To see property iii) for W (N)(t), we argue as in Lemma 4.5 in [5] by the Cauchy-Schwarz
inequality that
E
[ ∞∑
k=2`
1
k!
γk
(
W (N)(t)
)k]
≤
√
E
[
exp
(
2γZ(N)(t)
)]√√√√√E
( ∞∑
b=`
(
1
b!
γb
(
Y (N)(t)
)b))2
(4.2)
+
√
E
[
exp
(
2γY (N)(t)
)]√√√√√E
( ∞∑
a=`
(
1
a!
γa
(
Z(N)(t)
)a))2,
By property i) now, we can findNγ ∈ N so thatE
[
exp
(
2γZ(N)(t)
)]
andE
[
exp
(
2γY (N)(t)
)]
have a uniform upper bound over all N > Nγ (which may depend on γ). The desired
limit as `→∞ of equation (4.2) follows by application of Lemma 4.5.
Lemma 4.7. Suppose that
{
W (N)(t) : t ∈ [0, t?]}
N∈Nis weakly exponential moment con-
trolled and that the collection of processes
{
Z(N)(t) : t ∈ [0, t?]}
N∈Nhave the property
that
P
(
Z(N)(t) > α
)
≤ P
(
W (N)(t) > α
)
+ C exp
(
−c
√
Nx
)
.
Then
{
Z(N)(t) : t ∈ [0, t?]}
N∈N is weakly exponential moment controlled.
Proof. Consider:
E
[
exp
(
γZ(N)(t)
)]
= 1 + γ
ˆ
R
eγxP
(
Z(N)(t) > x
)
dx
≤ 1 + γ
ˆ
R
eγxP
(
W (N)(t) > x
)
dx+ Cγ
∞ˆ
0
exp
(
−c
√
Nx+ γx
)
dx
≤ E
[
exp
(
γW (N)(t)
)]
+
Cγ
c
√
N − γ .
from which properties i) and ii) follow from the weak exponential moment control of
W (N)(t) and by choosing Nγ, large enough so that
Cγ
c
√
N−γ <
1
2 for N > Nγ,. To see
property iii) consider:
E
[
Z(N)(t)k
]
≤ k
∞ˆ
0
xk−1P
(
W (N)(t) > x
)
dx+ Ck
∞ˆ
0
xk−1 exp
(
−c
√
Nx
)
dx
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= E
[
W (N)(t)k
]
+ k!
(
1
c
√
N
)k
.
Thus for N > γ2/c2 we have that the following infinite sum is finite (again all terms are
non-negative so there is no harm in rearranging the terms of the sum):
E
[ ∞∑
k=`
1
k!
γk
(
Z(N)(t)
)k]
≤ E
[ ∞∑
k=`
1
k!
γk
(
W (N)(t)
)k]
+
(
γ
c
√
N
)`
1
cγ−1
√
N − 1 . (4.3)
We now notice that for N > γ2/c2, the second term of equation (4.3) goes to 0 as `→∞.
Along with property iii) of the weak exponential moment control for W (N), this yields
property iii) for Z(N) as desired.
4.2 Bounds on positions of non-intersecting Poisson processes
The bounds in this subsection are needed as an ingredient to prove weak exponential
moment control for the overlap times.
Lemma 4.8. Recall from Definition 2.4 that ~X(τ), τ > 0 denotes an ensemble of d non-
intersecting Poisson processes started from ~X(0) = ~δd(0). Denote by X¯d(τ)
∆
= Xd(τ)− τ
and X¯1(τ)
∆
= X1(τ)− τ . Then there are constants c, C so that for all N and for any fixed
t > 0 we have the following inequality:
P
(
sup
0<τ<tN
∣∣X¯d(τ)∣∣ > α√N) ≤ C exp(−cα2
t
)
+ C exp
(
−c
√
Nα
)
,
P
(
sup
0<τ<tN
∣∣X¯1(τ)∣∣ > α√N) ≤ C exp(−cα2
t
)
+ C exp
(
−c
√
Nα
)
.
Proof. The proof is by induction on d, using the reflected construction of d non-intersecting
random walkers from Section 2.1 of [26]. We explicitly give the argument for the top
line X¯d here; the proof for the bottom line X¯1 is analogous.
The case d = 1 is clear since in this case X1(·) is simply a standard Poisson process
and the needed estimate is a consequence of the stronger general result about Poisson
processes proven in Lemma 6.1. Now suppose the result holds for d− 1. The reflected
construction in [26] is a coupling of the process ~X of d non-intersecting walkers started
from ~δd(0) and the process ~Y of d− 1 non-intersecting walkers started from ~δd−1(0). In
this coupling, the process ~Y is first constructed, and then the top line Xd is realized as a
Poisson process which is pushed upward by the top line of the ~Y ; symbolically this is:
Xd(τ
′)−Xd(τ) = P (τ ′)− P (τ) +
τ ′ˆ
τ
δ {Xd(s)− Yd−1(s)}ds,
where P (t) is a rate 1 Poisson process independent of the process ~Y , and δ is the Dirac
delta. Denoting by P¯ (τ)
∆
= P (τ)− τ and Y¯d−1(τ) ∆= Yd−1(τ)− τ , we see that for any γ > 0:{
sup
0<τ<T
X¯d(τ) > γ
}
⊂
{
sup
0<τ<T
Y¯d−1(τ) >
γ
2
}
∪
{
sup
0<τ<T
P¯ (τ)− inf
0<τ<T
P¯ (τ) >
γ
2
}
. (4.4)
This inclusion follows since if sup0<τ<T Y¯d−1(τ) ≤ γ2 , then in order for the process X¯d(τ)
to advance from position γ2 to γ, the process X¯d(τ) will need a boost of at least
γ
2
which can only come from the process P¯ (τ). We also have by the inductive hypothe-
sis, P
(
sup0<τ<tN Y¯d−1(τ) >
α
2
√
N
)
≤ Cd−1 exp
(
−cd−1 α24t
)
+ Cd−1 exp
(
−cd−1
√
N α2
)
for
some constants Cd−1,cd−1 (which depend on d − 1). On the other hand, by Lemma
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6.1 we know that P
(
sup0<τ<tN P¯ (τ)− inf0<τ<tN P¯ (τ) > α2
√
N
)
also obeys this type
of inequality too. Setting T = tN and γ = α
√
N in equation (4.4) and applying a
union bound then completes the desired bound on P
(
sup0<τ<tN X¯d(τ) > α
√
N
)
. The
bound on P
(
sup0<τ<tN
(−X¯d(τ)) > α√N) follows since in this coupling above we have
−X¯d(τ) ≤ −P¯ (τ) is dominated by an ordinary Poisson process for which the result is
clear by Lemma 6.1.
Corollary 4.9. For any 1 ≤ k ≤ d, there are constants c, C so that for all N and for
any fixed t > 0, the maximum of absolute value of the compensated k−th line process
X¯k(τ)
∆
= Xk(τ)− τ obeys the following inequality:
P
(
sup
0<τ<tN
∣∣X¯k(τ)∣∣ > α√N) ≤ C exp(−cα2
t
)
+ C exp
(
−c
√
Nα
)
.
Proof. The case k = d and k = 1 are exactly Lemma 4.8. Now notice that for 1 < k < d,
because the walkers are always ordered so that X1(t) < Xk(t) < Xd(t), we have:
1√
N
sup
0<τ<tN
∣∣X¯k(τ)∣∣ ≤ 1√
N
sup
0<τ<tN
∣∣X¯d(τ)∣∣+ 1√
N
sup
0<τ<tN
∣∣X¯1(τ)∣∣ ,
and the desired inequality then follows by a union bound.
4.3 Inverse gaps of non-intersecting Poisson processes
In this subsection, we prove bounds on the inverse gaps, |Xj(t)−Xi(t)|−1, 1 ≤ i, j ≤ d.
The methods here are similar to those used for non-intersecting random walks in [5].
Definition 4.10. For fixed n ∈ N,  > 0, define Sn, ⊂ Nd by
Sn,
∆
=
{
x ∈ Nd : |xj − xi| > n 12− ∀1 ≤ i, j ≤ d
}
.
Lemma 4.11. Recall from Definition 2.4 that ~X(τ), τ > 0 denotes d non-intersecting
Poisson processes and E~x0 [·] denotes the expectation from ~X(0) = ~x0. Recall from
Definition 2.2 that ~D(t), t ∈ (0,∞) denotes d non-intersecting Brownian motions and
E~0 [·] denotes the expectation from ~D(0) = ~0. For any  < 14 , there exists an absolute
constant C so that we have:
sup
n∈N
sup
~x0∈Sn,
E~x0
[
1
1√
n
(Xk(n)−X`(n))
]
≤ 2(d2)E~0
[
1
Dk(1)−D`(1)
]
+ C. (4.5)
Proof. Let ~P (τ) = (P1(τ), . . . , Pd(τ)) be d iid ordinary rate 1 Poisson processes started
from ~P (0) = (0, 0, . . . 0), and denote their expectation simply by E. By Definition 2.4 for
~X(τ) as a Doob h-transform using the Vandermonde determinant hd, the expectation on
the LHS of equation (4.5) can be written as
E~x0
[
1
1√
n
(Xb(n)−Xa(n))
]
=
1
hd(~x0)
E
 hd
(
~P (n) + ~x0
)
1√
n
(Pb(n) + x0b − Pa(n)− x0a)
1
{
τP~x0 > n
}
=
√
n
hd(~x0)
E
 ∏
i<j,(i,j) 6=(a,b)
(
Pj(n) + x
0
j − Pi(n)− x0i
)
1
{
τP~x0 > n
} .
(4.6)
τP~x0
∆
= inf
m∈N
{
Pi(m) + x
0
i = Pj(m) + x
0
j for 1 ≤ i < j ≤ d
}
.
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Denote by P¯i(τ)
∆
= Pi(τ)− τ . By the KMT coupling [14], we can couple these processes
with d iid Brownian motions, ~B(t) = (B1(t), . . . , Bd(t)) started from ~B(0) = (0, 0, . . . , 0) so
that for absolute constants K1,K2,K3 > 0 we have:
P
(
sup
1≤j≤d
sup
1≤i≤n
∣∣P¯j(i)−Bj(i)∣∣ > K3 log n+ x) ≤ K1 exp (−K2x)
for all n ∈ N, x ∈ R. (This can be done because each Poisson variable can be realized
as a sum of iid mean zero random variables, P¯ (i)
d
=
∑i
s=1 (ξ(s)− 1) where ξ(s) are iid
Poisson 1 random variables). We do not need the full power of this O (log n) coupling, so
we will put x = 12n
1
2−2 and use an inclusion to get the weaker inequality:
P
(
sup
1≤j≤d
sup
1≤i≤n
∣∣P¯j(i)−Bj(i)∣∣ ≥ 1
3
n
1
2−2
)
≤ K1 exp
(
−K2
3
n
1
2−2
)
. (4.7)
Now define the event A,n =
{
sup1≤j≤d supt∈[0,n]
∣∣P¯j(t)−Bj(t)∣∣ < n 12−2}. Notice
that if A,n does not happen, then either the Brownian motions Bj(t) are far from the
Poisson process P¯j(t) at some integer time t = i or the Brownian motions or else Poisson
processes themselves have a large amount of movement in some interval t ∈ [i, i + 1].
Using this inclusion, we have by a union bound that P
(
Ac,n
)
is bounded by the sum
P
 d⋃
j=1
n⋃
i=1
{∣∣P¯j(i)−Bj(i)∣∣ ≥ n 12−2
3
}+ P
 d⋃
j=1
n⋃
i=1
{
sup
0≤t≤1
|Bj(i+ t)−Bj(i)| ≥ n
1
2−2
3
}
+ P
 d⋃
j=1
n⋃
i=1
{
sup
0≤t≤1
∣∣P¯j(i+ t)− P¯j(i)∣∣ ≥ 1
3
n
1
2−2
} (4.8)
≤K1 exp
(
−K2
3
n1−2
)
+ 2ndP
(
sup
0≤t≤1
B(t) ≥ 1
3
n
1
2−2
)
+ 2ndP
(
ξ ≥ 1
3
n
1
2−2 − 1
)
≤K1 exp
(
−K2
3
n1−2
)
+
4n
1
2 +2√
2pi
exp
(
−1
6
n1−4
)
+ 2ndE [exp(ξ)] exp
(
1− 1
3
n
1
2−2
)
,
where ξ is a Poisson(1) random variable and we have used the exponential Chebyshev
inequality to estimate the Poisson probabilities, along with the reflection principle
and the Mill’s ratio estimate to estimate the Brownian motion probabilities. Notice
in particular that this probability is O(exp (−nα)) exponentially small in some positive
power α > 0 of n.
We now analyze the expectation on the RHS of equation (4.6) by separately examining
the contribution on A,n and Ac,n. On the event A
c
,n consider as follows: Let En be the
event
En =
{
sup
1≤i≤d
Pi(n) < 2n
}
.
On the event En ∩ Ac,n we expand the vandermonde determinant and use the bound
|Pi(n)− Pj(n)| < 4n to get the bound:
√
n
hd(~x0)
E
 ∏
i<j,(i,j)6=(a,b)
(
Pj(n) + x
0
j − Pi(n)− x0i
)
1
{
τP~x0 > n
}
1
{
Acn,
}
1 {En}

≤
√
n
x0b − x0a
E
 ∏
i<j,(i,j) 6=(a,b)
(
4n
x0j − x0i
+ 1
)
1
{
τP~x0 > n
}
1
{
Acn,
}
1 {En}

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≤√n (4n+ 1)(d2)P (Acn,)
since P
(
Acn,
)
is exponentially small by equation (4.8), this contribution→ 0 as n→∞.
The contribution on the event Ecn ∩ Ac,n is also seen to be negligible by the following
calculation:
√
n
hd(~x0)
E
 ∏
i<j,(i,j)6=(a,b)
(
Pj(n) + x
0
j − Pi(n)− x0i
)
1
{
τP~x0 > n
}
1
{
Acn,
}
1 {Ecn}

≤
√
n
x0b − x0a
∏
i<j,(i,j)6=(a,b)
E
(Pj(n)− Pi(n)
x0j − x0i
+ 1
)(d2)(
d
2)
−1
P (Ecn)
(d2)
−1
,
where we have employed the generalized Cauchy-Schwarz/Holder inequalityE [
∏m
i=1Xi] ≤∏m
i=1E [X
m
i ]
1/m. Since Pi(n) is mean n, the event Ecn is a large deviation event. By an
exponential Chebyshev inequality for Poisson random variables, we have that Ecn has
P(Ecn) ≤ d exp (−n (2 ln 2− 1)) is exponentially small. Hence this too vanishes as n→∞.
Since the total contribution on the event Ac,n vanishes as n→∞, it must be bounded for
all n by some constant C.
The contribution to equation (4.6) on the event A,n is seen to be bounded above by
2(
d
2)E~0
[
1
Dk(1)−D`(1)
]
by an identical argument employed in the proof of Lemma 4.11 of
[5]. A union bound completes the result.
Lemma 4.12. Fix any indices 1 ≤ a < b ≤ d . There is a universal constant Cga,b that
bounds the expected inverse gap size uniformly over all initial conditions ~x0 ∈W and all
times n ∈ N. Namely:
sup
n∈N
sup
~x0∈W∩Nd
E~x0
[
1
1√
τ
(Xa(τ)−Xb(τ))
]
≤ Cga,b
Proof. Once Lemma 4.11 is established, the proof follows by the same method as the
proof of Lemma 4.13 of [5].
4.4 De-poissonization – non-intersecting multinomial random walks
In this section we will construct “de-Poissonized” versions of the random processes
~X(τ) and ~X ′(τ). This is needed in order to apply the discrete Tanaka theorem in the next
subsection.
Definition 4.13. Recall from Definition 2.4 that ~X(τ), τ > 0 denotes d non-intersecting
Poisson process. Let ~X ′(τ) be an independent copy. We define a pair of stochastic
processes in discrete time ~Y (n), ~Y ′(n), n ∈ N, which are the de-Poissonized version of
~X(τ), ~X ′(τ) as follows. First let τn be the time at which the process have made their n-th
jump:
τn
∆
= inf
{
τ :
d∑
i=1
Xi(τ)−Xi(0) +
d∑
i=1
X ′i(τ)−X ′i(0) ≥ n
}
,
and then set ~Y (n), ~Y ′(n) to be the position of the processes at this time:
~Y (n)
∆
= ~X(τn),
~Y ′(n) ∆= ~X ′(τn).
We refer to the pair ~Y (n), ~Y ′(n) as the de-Poissonzed version of the pair ~X(τ), ~X ′(τ).
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Lemma 4.14. The time between jumps are independent of each other and are each
exponentially distributed with mean (2d)−1, (i.e. τn+1 − τn ∼ Exp(2d)) and the processes
~Y , ~Y ′ are Markov processes that evolve according to the following rules:
P
(
~Y (n+ 1)− ~Y (n) = ~ei, ~Y ′(n+ 1)− ~Y ′(n) = 0
∣∣∣~Y (n) = ~y, ~Y ′(n) = ~y′) = 1
2d
hd (~y + ~ei)
hd(~y)
P
(
~Y (n+ 1)− ~Y (n) = 0, ~Y ′(n+ 1)− ~Y ′(n) = ~ei
∣∣∣~Y (n) = ~y, ~Y ′(n) = ~y′) = 1
2d
hd (~y
′ + ~ei)
hd(~y′)
Proof. We observe from Definition 2.4, by explicitly calculating the determinant that
appears, that the time until the next jump for the non-intersecting Poisson processes can
be calculated by
P
(
~X(τ + ∆τ) = ~x, ~X ′(τ + ∆τ) = ~x′
∣∣∣ ~X(τ) = ~x, ~X ′(τ) = ~x′)
=P
(
~X(τ + ∆τ) = ~x
∣∣∣ ~X(τ) = ~x)2 = e−2d(∆τ).
This shows that that the time until the next jump is exponentially distributed with mean
(2d)−1. Since by definition the ~X, ~X ′ random walk is absolutely continuous with respect
to iid Poisson processes, we know that almost surely only one jump occurs at any time.
Hence, we have only to consider jumps of size 1 in each individual component. By again
computing the determinant that appears in Definition 2.4, we find the jump rates are
characterized by:
P
(
~X(τ + ∆τ) = ~x+ ~ei, ~X
′(τ + ∆τ) = ~x′
∣∣∣ ~X(τ) = ~x, ~X ′(τ) = ~x′)
=e−d(∆τ) (∆τ)
hd(~x+ ~ei)
hd(~x)
+O(∆τ2),
This shows that each walker is individually a Poisson process with jump rate hd(~x)−1hd(~x+
~ei) for the ~X process, and hd(~x′)−1hd(~x′ + ~ei) for the ~X ′ process when at the position(
~X, ~X ′
)
= (~x, ~x′). By the definition of the
(
~Y , ~Y ′
)
process and the fact that only one
jump occurs at a time, we get the desired result.
Corollary 4.15. Let
(
~ξ, ~ξ′
)
∈ Nd ×Nd be the Multinomial random vector whose proba-
bility distribution is:
P
(
~ξ = ~ei, ~ξ
′ = ~0
)
=
1
2d
∀1 ≤ i ≤ d
P
(
~ξ = ~0, ~ξ′ = ~ei
)
=
1
2d
∀1 ≤ i ≤ d
Let
(
~Z(n), ~Z ′(n)
)
n ∈ N be the stochastic process whose increments are given by an iid
sequence of these multinomial random vectors ~Z(n)
∆
=
∑n
j=1
~ξj ~Z
′(n) ∆=
∑n
j=1
~ξ′j . Then
law of the de-Poissonized process
(
~Y (n), ~Y ′(n)
)
is identical in distribution to the law of(
~Z(n), ~Z ′(n)
)
conditioned (in the sense of the Doob h-transform) on the non-intersecting
event
{
Zi(n) < Zj(n) ∀1 ≤ i < j ≤ d, ∀n ∈ N
}
∩{Z ′i(n) < Z ′j(n) ∀1 ≤ i < j ≤ d, ∀n ∈ N}.
Proof. We firstly notice that the transition probabilities for each walk individually
can be calculated from from the transition rates given in 4.14 and the identity that∑d
i=1
hd(~x+~ei)
hd(~x)
= 1 (see e.g. [15] for this identity). This shows that each process ~Y (n) and
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~Y ′(n) taken individually is a Markov processes with respect to its own filtration with
transition probabilities given by:
P
(
~Y (n+ 1)− ~Y (n) = ~ei
∣∣∣~Y (n) = ~y) = 1
2d
hd (~y + ~ei)
hd(~y)
(4.9)
P
(
~Y (n+ 1)− ~Y (n) = 0
∣∣∣~Y (n) = ~y) = 1
2
Moreover, we notice that the interaction between the walks ~Y and ~Y ′ is that one
jumps precisely when the other does not. The result of the Corollary then follows by
noticing that the jump rates for ~Y , ~Y ′ exactly match those of the Doob h-transform by
the Vandermonde determinant for the multinomial walks.
Remark 4.16. Corollary 4.15 shows that the de-Poissonized process
(
~Y (n), ~Y ′(n)
)
con-
structed in Definition 4.13 has the same law as non-intersecting multinomial random
walks. It will also be convenient for us to think of reverse construction: first con-
structing the non-intersecting multinomial walks
(
~Y (n), ~Y ′(n)
)
, and then using this to
build the non-intersecting Poisson processes
(
~X(τ), ~X ′(τ)
)
. Corollary 4.17 records this
construction.
Corollary 4.17. Suppose we are given the non-intersecting multinomial process
(
~Y (n), ~Y ′(n)
)
which is constructed as in Corollary 4.15 and an independent sequence {ξi}∞i=1 ,ξi ∼
Exp(2d) of iid mean (2d)−1 exponential random variables. Let nτ = inf {n :
∑n
i=1 ξi > τ} .
Then the process
(
~X(τ), ~X ′(τ)
)
=
(
~Y (nτ ), ~Y
′(nτ )
)
is a realization of the non-intersecting
Poisson processes .
Lemma 4.18. There exists a constant Cg,Ya,b so that each of the de-Poissonized random
walks ~Y or ~Y ′ have:
sup
n∈N
sup
~x0∈W∩Nd
E~x0
[
1
1√
n
(Ya(n)− Yb(n))
]
≤ Cg,Ya,b
Proof. By the result of Lemma 4.14 of the de-Poissonized random walks ~Y , ~Y ′, we know
that ~Y (n) = ~X(τn) where the random times τn
d
=
∑n
i=1 ξi are distributed as a sum of n
exponential random variables of mean (2d)−1. Thus, denoting by ρτn(·) the density of the
τn random variable and applying the bound from Lemma 4.11, we have
√
nE
[
1
Yb(n)− Ya(n)
]
=
√
n
∞ˆ
0
E
[
1
Yb(n)− Ya(n) |τn = t
]
ρτn(t)dt
=
√
n
∞ˆ
0
E
[
1
Xb(t)−Xa(t)
]
ρτn (t) dt ≤ Cga,bE
[√
n
τn
]
Since τn is a sum of n iid exponential random variables of mean (2d)
−1, it is easily verified
that the above expectation is bounded. (One can explicitly compute this expectation to
be
√
nΓ(n− 12 )Γ(n)−1 for n ≥ 2.)
Lemma 4.19. For any t? > 0 and any indices 1 ≤ a < b ≤ d, the collection of processes 1√N
btNc∑
i=1
1
Yb(i)− Ya(i) : t ∈ [0, t
?]

N∈N
is weakly exponential moment controlled as t→ 0
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Proof. Using the bound from Lemma 4.18, the proof follows exactly the same as the
proof Lemma 4.14 from [5], which goes by by estimating the moments of the random
process.
Lemma 4.20. Recall that ~Yk denotes the position of the k-th line of the de-Poissonized
walks. The collection of processes:{
1√
N
|2dYk (btNc)− btNc| , t ∈ [0, t?]
}
N∈N
,
is weakly exponential moment controlled as t→ 0.
Proof. Let {ξi}∞i be the family of mean (2d)−1 exponential random variables that relate
~Y , ~Y ′ with ~X, ~X ′. Set τn =
∑n
i=1 ξi. Notice to prove the Lemma it suffices to show that{
1√
N
∣∣Yk (btNc)− τbtNc∣∣ , t ∈ [0, t?]} is weakly exponential moment controlled, because
then the result follows by the inequality:
1√
N
|2dYk (btNc)− btNc| ≤ 2d
∣∣Yk(btNc)− τbtNc∣∣√
N
+ 2d
∣∣τbtNc − 12d btNc∣∣√
N
and the fact that a sum of weakly exponential moment controlled random variables is
again weakly exponential moment controlled by Lemma 4.6 (it is easily verified that
collection
{
1√
N
∣∣2dτbtNc − btNc∣∣}
N∈N
is weakly exponential controlled since τbtNc −
1
2d btNc
d
=
∑btNc
i=1
(
ξi − 12d
)
, ξi ∼ Exp(2d) is a sum of btNc mean zero random variables
which have finite exponential moments. ) But by the definition of the de-Poissonized
random walks ~Y , ~Y ′, we know that ~Y (btNc) = ~X(τbtNc). Writing ρτtN for the density of
τbtNc, and letting C be the constant from Lemma 4.9, make the following estimate for
any α ∈ R:
P
(∣∣Yk (btNc)− τbtNc∣∣ > α√N) = ∞ˆ
0
P
(∣∣Yk (btNc)− τbtNc∣∣ > α√N ∣∣τbtNc = s) ρτbtNc(s)ds
=
∞ˆ
0
P
(
|Xk (s)− s| > α
√
N
)
ρτbtNc(s)ds
≤
∞ˆ
0
(
C exp
(
−cNα
2
s
)
+ C exp
(
−c
√
Nα
))
ρτbtNc(s)ds
≤ C exp
(
−cNα
2
Nt
)
1 + CP
(
τbτnc > Nt
)
+ C exp
(
−c
√
Nα
)
,
where we have split the integral into the contribution from s ≥ Nt and s < Nt to
get the last inequality. Notice that typically that τbtNc ∼ 12d tN , so P
(
τbtNc > tN
)
is
a large deviation event; an application of the exponential Chebyshev inequality gives
P
(
τbtNc > tN
) ≤ exp(−tN (1− ln( 2d2d−1))). Finally, the weak exponential control
follows from this bound by Lemma 4.7.
Lemma 4.21. Denote by ∆Yk(i)
∆
= Yk(i + 1) − Yk(i). We have that the collection of
processes  1√N
btNc∑
n=1
E
[
2d∆Yk(n)− 1
∣∣∣~Y (n)] : t ∈ [0, t?]

N∈N
is weakly exponential moment control.
Page 32/46
Limits of semi-discrete directed polymers
Proof. By expanding the Vandermonde determinants that appear in equation (4.9), we
have that:
P
(
∆Yk(n) = +1
∣∣∣~Y (n) = ~x) = 1
2d
∏
i 6=k
(
1 +
1
xk − xi
)
,
and hence we compute
∣∣∣E [2d∆Yk(n)− 1 ∣∣∣~Y (n) = ~x]∣∣∣ ≤
∣∣∣∣∣∣
∏
i6=k
(
1 +
1
xk − xi
)
−
1 +∑
i 6=k
1
xk − xi
∣∣∣∣∣∣+
∑
i6=k
∣∣∣∣ 1xk − xi
∣∣∣∣
≤ 2d
∑
i 6=k
∣∣∣∣ 1xk − xi
∣∣∣∣
where we have applied the inequality from Lemma 4.15 of [5], which holds since 1xk−xi ≤
1. Finally then:
1√
N
btNc∑
n=1
E
[
2d∆Yk(n)− 1
∣∣∣~Y (n)] ≤ 2d∑
i 6=k
 1√
N
btNc∑
n=1
1
|Yk(n)− Yi(n)|
 ,
and the result follows by the weak exponential moment control established in Lemma
4.19 and since weak exponential moment control is preserved under finite sums by
Lemma 4.6.
4.5 Overlap times of non-intersecting multinomial random walks
In this subsection we establish the exponential moment control for use a discrete
version of Tanaka’s formula to relate the overlap time to a finite sum of quantities, each
of which is analyzed to establish exponential moment control of the overlap time. The
methods here are similar to those used for non-intersecting random walks in [5].
Lemma 4.22. Let u ∈ N be any positive integer. Suppose that A(n) is an integer
valued process whose increments are always either +u or −1, i.e. we have ∆A(n) ∆=
A(n+ 1)−A(n) ∈ {u,−1} . Then for any C ∈ Z we have the inequality
1 {|A(n)− C| = 0} |∆A(n)|+ (∆A(n)) sgn (A(n)− C) ≤ |A(n+ 1)− C| − |A(n)− C| ,
(4.10)
where the sgn function uses the convention that sgn(x) = x/ |x| for x 6= 0 and sgn(0) = 0.
Proof. The proof goes by comparing the LHS and the RHS in several cases.
Case i) |A(n)− C| = 0.
It is easily verified that both sides of equation (4.10) are equal to |∆A(n)|.
Case ii) |A(n)− C| 6= 0, and sgn (A(n)− C) = sgn (A(n+ 1)− C) or A(n+ 1)− C = 0.
We may write that |A(n+ 1)− C| = sgn (A(n+ 1)− C) (A(n+ 1)− C) and |A(n+ 1)− C| =
sgn (A(n+ 1)− C) (A(n+ 1)− C). Factor sgn (A(n)− C) from the RHS (4.10) to get:
|A(n)− C| − |A(n− 1)− C| = sgn (A(n)− C) ((A(n+ 1)− C)− (A(n)− C))
= sgn (A(n)− C) ∆A(n).
This is exactly equal to the LHS of equation(4.10) since |A(n)− C| 6= 0 here.
Case iii) A(n)− C < 0 and A(n+ 1)− C > 0.
This can happen only if ∆A(n) = u and A(n) − C ∈ [−u+ 1,−1]. In particular
A(n)− C ≥ −u In this case the LHS of equation(4.10) is −u, while the RHS is
|A(n+ 1)− C| − |A(n)− C| = ∆A(n) + 2 (A(n)− C)
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= u+ 2 (A(n)− C) ≥ −u,
which verifies the desired inequality.
Case iv) A(n)− C > 0 and A(n+ 1)− C < 0
This case is impossible by hypothesis on the process A(n), since ∆A(n) ≥ −1 always.
Lemma 4.23. Let u ∈ N be any positive integer. Suppose that A(n) and B(n) are
integer valued processes so that the increments are always +u or −1, i.e. we have that
∆A(n) ∈ {u,−1} and ∆B(n) ∈ {u,−1}. Then
n∑
i=0
1 {A(i) = B(i)} ≤ |A(n+ 1)−B(n+ 1)| − |A(0)−B(0)|
−
n∑
i=0
sgn (A(i)−B(i)) ∆A(i) +
n∑
i=0
sgn (A(i+ 1)−B(i)) ∆B(i).
Proof. First write that
|A(i)−B(i)| − |A(i− 1)−B(i− 1)| = |A(i)−B(i)| − |A(i)−B(i− 1)|
+ |A(i)−B(i− 1)| − |A(i− 1)−B(i− 1)|
The result then follows applying Lemma 4.22 twice, first to the the B-process with
C = A(i+ 1) and then again to A-process with C = B(i), and then summing the resulting
inequality from i = 0 to n.
Lemma 4.24. Define the overlap time for the non-intersecting multinomial random
walks between the k-th line Yk and the `-th line Y ′` by:
Qk,`[0, n] =
n∑
i=0
1 {Yk(i) = Y ′` (i)} .
Then, for any fixed t? > 0, and any indices 1 ≤ k, ` ≤ d, the collection:{
1√
N
Qk,`[0, btNc] : t ∈ [0, t?]
}
N∈N
,
is weakly exponential moment controlled as t→ 0.
Proof. For notational convenience, we use the shorthand ∆F (i)
∆
= F (i+ 1)− F (i). We
will apply the the discrete version of Tanaka’s formula, Lemma 4.23, to the processes:
A(i)
∆
= 2dYk(i)− i, A′(i) ∆= 2dY ′` (i)− i, (4.11)
which have increments of either 2d − 1 or −1. (Notice that the increments of these
process are ∆A(i) = 2d∆Yk(i) − 1 and ∆A′(i) = 2d∆Y ′` (i) − 1). By the definition of
Qk,`[0, btNc] and application of Lemma 4.23 we have:
Qk,`[0, btNc] =
btNc∑
i=1
1 {A(i) = A′(i)} ≤ |A(btNc)|+ |A′(btNc)|+ |S(btNc)|+ |S′ (btNc)| ,
(4.12)
where we define S(n) and S′(n) by:
S (n)
∆
=
n∑
i=0
sgn (A(i)−A′(i)) ∆A(i), S′ (n) ∆=
n∑
i=0
sgn (A(i+ 1)−A′(i)) ∆A′(i). (4.13)
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By Lemma 4.6, to see the exponential moment control for N−
1
2Qk,`[0, btNc], we have
only to verify that the four terms that appear on the RHS of equation (4.12) are each
weakly exponential moment controlled. The first two terms on the RHS of equation
(4.12) are weakly exponential moment controlled by Corollary 4.20. We show that{∣∣∣N− 12S (btNc)∣∣∣ : t ∈ [0, t?]}
N∈N
and
{∣∣∣N− 12S (btNc)∣∣∣ : t ∈ [0, t?]}
N∈N
are weakly expo-
nential moment controlled as t→ 0 as follows. First notice that by triangle inequality
that ∣∣∣∣ 1√N S(btNc)
∣∣∣∣ ≤ ∣∣∣∣ 1√NM(btNc)
∣∣∣∣+ 1√N
btNc∑
i=1
∣∣∣E [∆A(i) ∣∣∣~Y (i)]∣∣∣ , (4.14)
where we define
M(n)
∆
=
n∑
i=0
sgn (A(i)−A′(i))
(
∆A(i)− E
[
∆A(i)
∣∣∣~Y (i)])
By Lemma 4.6 it suffices to check that both terms that appear on the RHS of equation
(4.14) are weakly exponential moment controlled. The second term in equation (4.14)
is weakly exponential moment controlled by application of Corollary 4.21. To handle
the first term, we notice that {M(n)}n∈N is a martingale with respect to the filtration
Fn ∆= σ
(
~Y (1), ~Y ′(1), . . . , ~Y (n+ 1), ~Y ′(n+ 1)
)
. Its increments are given by
M(n)−M(n− 1) = sgn (A(n)−A′(n))
(
∆A(n)− E
[
∆A(n)
∣∣∣~Y (n)]) , (4.15)
which haveE [M(n)−M(n− 1) |Fn−1 ] = 0 since sgn (A(n)−A′(n)) = sgn (Yk(n)− Y ′` (n))
is Fn−1 measurable and since ~Y (·) is a Markov process. Moreover, since ∆A(n) ∈
{−1,+2d− 1}, we also notice from equation (4.15) that |M(n)−M(n− 1)| ≤ 2d− 1. We
can therefore apply Azuma’s inequality for martingales with bounded differences (see
e.g. Lemma 4.1 of [17]). This gives that for any N ∈ N
P
(
1√
N
|M(btNc)| > α
)
≤ 2 exp
(
− α
2
2t(2d− 1)2
)
.
By Lemma 4.4, this shows that
{∣∣∣N− 12M (btNc)∣∣∣ : t ∈ [0, t?]}
N∈N
is exponential moment
controlled as desired.
The proof that
{∣∣∣N− 12S (btNc)∣∣∣ : t ∈ [0, t?]}
N∈N
is exponential moment controlled is
similar using the martingale
M ′(n) ∆=
n∑
i=0
sgn (A(i+ 1)−A′(i))
(
∆A′(i)− E
[
∆A′
∣∣∣ ~Y ′(i)])
which is a martingale on the filtration F ′n ∆= σ
(
~Y (1), ~Y ′(1), . . . , ~Y (n+ 1), ~Y ′(n+ 1), ~Y (n+ 2)
)
4.6 Overlap times of non-intersecting Poisson processes and bridges
In this section we prove that the overlap times for non-intersecting Poisson processes
are weakly exponential moment controlled by comparison to the overlap time for the
dePoissonized walks.
Lemma 4.25. Recall the definition of the overlap time Ok,`[a, b] for the Poisson random
walks. For any fixed t? > 0, and any indices 1 ≤ k, ` ≤ d, the collection:{
1√
N
Ok,`[0, tN ] : t ∈ [0, t?]
}
N∈N
is weakly exponential moment controlled as t→ 0.
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Proof. By Lemma 4.14, we know that we can construct a coupling of the non-intersecting
Poisson processes
(
~X(t), ~X ′(t)
)
t > 0 and the non-intersecting multinomial walks(
~Y (n), ~Y ′(n)
)
n ∈ N along with a sequence {ξi}∞i=1 of iid mean (2d)−1 exponential
random variables so that ~X(τn) = ~Y (n) and ~X ′(τn) = ~Y ′(n) where τn
∆
=
∑n
i=1 ξi. In
this coupling, the overlap time Ok,` between X and X ′ can be written in terms of the
~Y (n), ~Y ′(n), {ξi}∞i=1 as
Ok,`[0, tN ] =
η(tN)∑
i=1
τi+1ˆ
τi
1 {Xk(τ) = X`(τ)}dτ =
η(tN)∑
i=1
ξi+11 {Yk(i) = Y`(i)}
where η(t) = max {n : τn ≤ t} is the number of steps which have been taken up to time
t. Since the ξi are independent of the walk ~Y , the only thing about that is relevant for
the distribution of the above is the number of times i for which Yk(i) = Y ′` (i). This is
exactly counted by the discrete overlap times for the multinomial walkers Qk,`[0, η(tN)].
In particular, if we label the indices i for which {Yk(i) = Y`(i)} as i1, i2, . . ., then we have:
{
Ok,`[0, tN ] > x
√
N
}
⊂
{
η(tN) > c1tN
}
∪
{
Qk,` [0, c1tN ] > c2x
√
N
}
∪
{ c2x√N∑
j=1
ξj1 > x
√
N
}
(4.16)
where c1, c2 are some to-be-determined constants that depend on d. Since {η(tN) >
c1tN} = {
∑c1tn
i=1 ξi < tN}, we can use the exponential Chebyshev inequality to estimate
P (η(tN) > c1tN) ≤ E [exp (−ξ1)]c1tN exp (tN) = exp
(
tN
(
c1 ln
(
2d
2d+ 1
)
+ 1
))
,
and similarly we have:
P
c2x√N∑
j=1
ξj1 > x
√
N
 ≤ exp(x√N (c2 ln( 2d
2d− 1
)
− 1
))
.
If we choose c1and c2 to be any constants so that c1 ln
(
2d
2d+1
)
+1 < 0 and c2 ln
(
2d
2d−1
)
−1 <
0, then these probabilities are both exponentially small. Thus by the inclusion from
equation (4.16) we have:
P
(
1√
N
Ok,`[0, tN ] > x
)
≤ P
(
1
c2
√
N
Qk,` [0, c1tN ] > x
)
+ exp
(
tN
(
c1 ln
(
2d
2d+ 1
)
+ 1
))
+ exp
(
x
√
N
(
c2 ln
(
2d
2d− 1
)
− 1
))
It is easily verified from Definition 4.2 and the conclusion of Lemma 4.24 that for
any fixed positive constants c1, c2 that the process
{
c−12 N
− 12Qk,` [0, c1tN ] : t ∈ [0, t?]
}
is
weakly exponential moment controlled. Finally the weak exponential moment control for
Ok,` follows by Lemma 4.7.
Proposition 4.26. Recall from Definition 2.4 the probability function qτ (~x, ~y) which was
used in the construction of the non-intersecting Poisson walks. We have the following
exact formula:
qτ
(
~δd (0) , ~x
)
= τ−d(d−1)/2
(
d∏
i=1
µ (τ, xi)
)
· hd (x1, x2, . . . , xd)
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Proof. The determinant that defines qτ in this case is explictly calculuated as part of the
proof of Proposition 3.3. in [15].
Lemma 4.27. Fix any z? ∈ R and t? > 0. There is a constant C(t?,z?)R < ∞ so that the
Radon-Nikodym derivative of the rescaled non-intersecting Poisson bridge ~X(N),(t
?,z?)(t)
with respect to the rescaled non-intersecting Poisson process 1√
N
~X(btNc) is uniformly
bounded by C(t
?,z?)
R over all possible position at all times t that have t <
2
3 t
?:
sup
N∈N
sup
t< 23 t
?
sup
~z∈
(
Z√
N
)d
P
(
~X(N),(t
?,z?)(t) = ~z
)
P
(
1√
N
~X(tN) = ~z
) ≤ C(t?,z?)R .
Proof. By Definition 2.5, we have
P
(
~X(τ
?,x?)(τ) = ~x
)
P
(
~X(τ) = ~x
) = qτ?−τ
(
~x, ~δd(x
?)
)
qτ?
(
~δd(0), ~δd(x?)
) hd
(
~δd(0)
)
hd(~x)
.
From our exact formula from Proposition 4.26 we have:
qτ
(
~δd (0) , ~x
)
= τ−d(d−1)/2
(
d∏
i=1
µ (τ, xi)
)
· hd (xd, xd−1, . . . , x1) .
qτ
(
~x, ~δd(x
?)
)
= τ−d(d−1)/2
(
d∏
i=1
µ (τ, x? + i− 1− xi)
)
· hd (x? + d− 1− xd, . . . , x? − x1) .
Thus we conclude after some cancellation that
P
(
~X(τ
?,z?)(τ) = ~x
)
P
(
~X(τ) = ~x
) = (τ? − τ
τ?
)−d(d−1)/2 d∏
i=1
µ (τ? − τ, x? + i− 1− xi)
µ(τ?, x?)
. (4.17)
Putting in now the scaling τ = Nt,τ? = Nt?, x = Nt+
√
Nz, x? = Nt? +
√
Nz?, we see
by the local limit theorem for the Poisson process Proposition 6.2, that
lim sup
N→∞
1√
Nµ(τ?, x?)
=
√
2pi exp
(
z?2
2t?
)
lim sup
N→∞
√
Nµ (τ? − τ, x? + i− 1− xi) = 1√
2pi
exp
(
− (z
? − z)2
2 (t? − t)
)
≤ 1√
2pi
and hence, putting this result back into equation (4.17), we conclude that
lim sup
N→∞
sup
t< 23 t
?
sup
~z∈
(
Z√
N
)d
P
(
~X(N),(t
?,z?)(t) = ~z
)
P
(
1√
N
~X(tN) = ~z
) ≤ 3d(d−1)/2 exp(z?2
2t?
)
(4.18)
Since this limsup as N →∞ is finite, we conclude that the sup over all N ∈ N, as in the
LHS of equation (4.18), is finite as desired.
Proposition 4.28. Recall the definition of the rescaled overlap time O(N),(t
?,z?)[0, t]
from Definition 4.1. For any t? > 0 and z? ∈ R, the collection of rescaled overlap times{
O(N),(t
?,z?)[0, t], t ∈ [0, t?]
}
N∈N
is weakly exponential moment controlled as t→ 0.
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Proof. The proof is very similar to the proof of Proposition 4.23 from [5] using the
exponential moment control for the non-intersecting Poisson processes from Lemma
4.25, the Radon-Nikodym bound between Poisson processes and Poisson bridges from
Lemma 4.27, and the fact that weak exponential moment control is closed under addition
as in Lemma 4.6.
5 L2 bounds – Proof of Propositions 2.19, 2.26, 2.27
This section uses the weak exponential moment control established in Proposition
4.28 to get bounds the L2 norm of the k-point correlation function ψ(t
?,z?)
k . These
arguments are a semi-discrete version of those used in Section 5 of [5].
Lemma 5.1. If
{
Z(N)(t) : t ∈ [0, t?]}
N∈N is weakly exponential moment controlled as
t → 0, then for each t ∈ [0, t?], Z(N)(t), there exists N0 such that has moments of all
orders which are uniformly bounded in N :
∀k > 0,∀t ∈ [0, t?] sup
N>N0
E
[(
Z(N)(t)
)k]
<∞.
Moreover, for any fixed k, the k-th moment can be made arbitrarily small in the following
precise sense: for any  > 0, there exists N,k large enough so that:
lim sup
t→0
sup
N>N,k
E
[(
Z(N)(t)
)k]
< .
Proof. Fix any γ > 0 and then use the inequality xk ≤ k!
γk
eγx for x ≥ 0 and property i) of
the weak exponential moment control to find Nγ ∈ N so large so that we have:
sup
N>Nγ
E
[(
Z(N)(t)
)k]
≤ k!
γk
sup
N>Nγ
E
[
eγZ
(N)(t)
]
<∞,
which is finite by property i) of the exponential moment control from Definition 4.2. This
establishes the first conclusion of the lemma. To see the second point, for any fixed
k ∈ N and  > 0, choose γ large enough so that 2γk > k!, and then apply property ii)
of the weak exponential moment control to find Nγ,1 large enough so that we have the
following:
lim sup
t→0
sup
N>Nγ,1
E
[(
Z(N)(t)
)k]
≤ k!
γk
lim sup
t→0
sup
N>Nγ,
E
[
eγZ
(N)(t)
]
≤ k!
γk
(1 + 1) ≤ .
Lemma 5.2. Recall from Definition 4.1 the overlap time O(τ
?,x?) [s, s′] between the
processes ~X(τ
?,x?) and ~X ′,(τ
?,x?). We have the inequality:
1
j!
(
O(τ
?,x?) [s, s′]
)j
≥
ˆ
~τ∈∆j(s,s′)
~x∈{1,...,x?+d−1}k
∑
1
{
j⋂
i=1
{
xi ∈ ~X(τ?,x?)(τi)
}
∩
{
xi ∈ ~X ′(τ?,x?)(τi)
}}
dτ1 . . .dτj
(5.1)
Proof. By Definition 4.1 we have
(
O(τ
?,x?) [s, s′]
)j
=
 s′ˆ
s
x?+d−1∑
x=1
1
{
x ∈ ~X(τ?,x?)(τ)
}
1
{
x ∈ ~X(τ?,x?)(τ)
}
dτ
j (5.2)
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The desired inequality follows by expanding the RHS of equation (5.2) as a j-fold
integral/sum. We then switch from an un-ordered integral ~τ ∈ (s, s′)j to an ordered
integral ~τ ∈ ∆j(s, s′) at the cost of the factor j!, which completes the result.
Corollary 5.3. Have for 0 < s < s′ < t? that:
ˆ
~τ∈∆j(s,s′)
~x∈{1,...,x?+d−1}k
∑
P
(
j⋂
i=1
{
xi ∈ ~X(τ?,x?)(τi)
})2
dτ1 . . .dτj ≤ E
[
1
j!
(
O(τ
?,x?) [s, s′]
)j]
Proof. Notice that since the process ~X(τ
?,x?) and ~X ′(τ
?,x?) are independent, we have
E
[
1
{
j⋂
i=1
{
xi ∈ ~X(τ?,x?)(τi)
}
∩
{
xi ∈ ~X ′(τ?,x?)(τi)
}}]
= P
(
j⋂
i=1
{
xi ∈ ~X(τ?,x?)(τi)
})2
,
where we have applied the definition of ψ(N),(t
?,z?)
j from Definition 2.16. The desired
results follows by taking E of both sides of the inequality in equation 5.1
Corollary 5.4. Recall from Definition 4.1 the rescaled overlap time O(N),(t
?,z?) [s, s′]
between the processes ~X(N),(t
?,z?) and ~X ′(N),(t
?,z?). We have the inequalities
1
j!
(√
NO(N),(t
?,z?) [s, s′]
)j
≥
ˆ
~t∈∆j(s,s′)
~z∈ Zk√
N
∑
1
{
j⋂
i=1
{
zi − ti ∈ ~X(N),(t?,z?)(ti)
}
∩
{
zi − ti ∈ ~X ′(N),(t?,z?)(ti)
}}
dt1 . . .dtj , (5.3)
and ∥∥∥ψ(N),(t?,z?)j ∥∥∥2
L2(∆j(s,s′)×Rj)
≤ E
[
1
j!
(
O(N)(t
?,z?) [s, s′]
)j]
. (5.4)
Proof. Equation 5.3 follows immediately from Lemma 5.2 and the definition of the
rescaled process in Definition 2.16. Equation 5.4 follows immediately from Corollary 5.3
using the definition of ψ(N),(t
?,z?)
j from equation (2.6) and the fact that the L
2 norm of
ψ
(N),(t?,z?)
j can be written as a semi-discrete sum as in equation (2.4).
Proof. (Of Proposition 2.19.) By Corollary 5.4 applied to each term, we have for any
` ∈ N that
∞∑
k=`
γk
∥∥∥ψ(N),(t?,z?)k ∥∥∥2
L2(∆k(0,t?)×Rk)
≤ E
[ ∞∑
k=`
γk
k!
(
O(N)(t
?,z?) [0, t?]
)k]
The interchange of expectation with the infinite sum is justified by the monotone con-
vergence theorem since O(N),(t
?,z?)[0, t?] is non-negative. Finally, since the overlap time{
O(N)(t
?,z?) [0, t] : t ∈ [0, t?]}
N∈N is weakly exponential moment controlled by Proposition
4.28, we apply property i) and property iii) of weak exponential moment control from
Definition 4.2 to get the desired conclusions.
Definition 5.5. Recall from Definition 2.22 the subdivision of the space ∆k(0, t?)×Rk
into sets D1, D2, D3, D4. Further subdivide D3(δ) as follows
D0,j3 (δ)
∆
=
(
∆j(0, δ)×∆k−j(δ, t?)
)
×Rk, Dt?,j3 (δ) ∆=
(
∆k−j(0, t?−δ)×∆j(t?−δ, t?)
)
×Rk,
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so that D3(δ) =
⋃k
j=1D
0,j
3 (δ) ∪
⋃k
j=1D
t?,j
3 (δ).
Proof. (Of Proposition 2.26) It suffices to show that for that for any 1 ≤ j ≤ k and for all
 > 0, there exists δ > 0 so that:
lim sup
N→∞
¨
D0,j3 (δ)
∣∣∣ψ(N),(t?,z?)(~t, ~z)∣∣∣2 d~td~z < , lim sup
N→∞
¨
Dt
?,j
3 (δ)
∣∣∣ψ(N),(t?,z?)(~t, ~z)∣∣∣2 d~td~z < ,
(5.5)
since once this is proven we can use a union bound and the fact thatD3(δ) =
⋃k
j=1D
0,j
3 (δ)∪⋃k
j=1D
t?,j
3 (δ) is a union of these 2k pieces. We will show only the bound in equation (5.5)
for D0,j3 as the result for D
t?,j
3 follows in an analogous way. We first observe that
¨
D0,j3 (δ)
∣∣∣ψ(N),(t?,z?)k (~t, ~z)∣∣∣2 d~td~z ≤ E [ 1j! (O(N),(t?,z?)[0, δ])j 1(k − j)! (O(N),(t?,z?)[δ, t?])k−j
]
.
(5.6)
The justification of equation (5.6) follows in the same way as the proof of Corollary 5.4
by applying the inequality from equation (5.3) and then taking E of both sides. Applying
the Cauchy-Schwarz inequality to the RHS of equation (5.6) and using the fact that
O(N),(t
?,z?)[0, t] is monotone increasing in t gives us
LHS (5.6) ≤ 1
j!(k − j)!
√
E
[(
O(N),(t?,z?)[0, δ]
)2j]
E
[(
O(N),(t?,z?)[0, t?]
)2(k−j)]
. (5.7)
We now use the weak exponential moment control of
{
O(N),(t
?,z?)[0, t] : t ∈ (0, t?)}
N∈N
from Proposition 4.28. By Lemma 5.1, we find N0 ∈ N large enough so that
sup
N>N0
E
[(
O(N),(t
?,z?)[0, t?]
)2(k−j)]
<∞, (5.8)
and, for each  > 0, an N ∈ N large enough so that
lim sup
δ→0
sup
N>N
E
[(
O(N),(t
?,z?)[0, δ]
)2j]
≤
(
j!(k − j)! 
2
)2(
sup
N>N0
E
[(
O(N),(t
?,z?)[0, t?]
)2(k−j)])−1
.
Combining this with the inequality from equation (5.7) we arrive at
lim sup
δ→0
sup
N>N
¨
D0,j3 (δ)
∣∣∣ψ(N),(t?,z?)k (~t, ~z)∣∣∣2 d~td~z ≤ 2 .
Since this lim sup as δ → 0 is less than /2, there exists δ > 0 small enough to verify
equation (5.5) as desired.
Proof. (Of Proposition 2.27) Let W (N),(t
?,z?) ∆= maxi∈{1,...,d} supt∈[0,t?]
∣∣∣X(N),(t?,z?)i (t)∣∣∣ be
the largest absolute value achieved by the ensemble at any time t ∈ [0, t?], and let
W ′(N),(t
?,z?) be the same for an independent copy X ′(N),(t
?,z?). By the definition of the
set D4 we have
LHS (2.13) ≤ N− k2
ˆ
~t∈∆k(0,t?)
~z∈N− 12 Zk
∑
1
{
k⋃
i=1
|zi − ti| > M
}
P
(
k⋂
i=1
{
zi − ti ∈ ~X(N),(t?,z?)(ti)
})2
dt1 . . .dtk
(5.9)
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Since X(t
?,z?) and X ′,(t
?,z?) are independent, we write this as:
LHS (2.13)
=N−
k
2E
[ ˆ
~t∈∆k(0,t?)
~z∈N− 12 Zk
∑
1
{
k⋃
i=1
|zi − ti| > M
}
× 1
{
k⋂
i=1
{
zi − ti ∈ ~X(N),(t?,z?)(ti)
}}
1

k⋂
j=1
{
zi − ti ∈ ~X ′,(N),(t?,z?)(ti)
}
]
≤N− k2E
[
1
{
W (N),(t
?,z?) > M
}
1
{
W ′(N),(t
?,z?) > M
}
×
ˆ
~t∈∆k(0,t?)
~z∈N− 12 Zk
∑
1
{ k⋂
i=1
{
zi − ti ∈ ~X(N),(t?,z?)(ti)
}}
1
{ k⋂
i=1
{
zi − ti ∈ ~X ′(N),(t?,z?)(ti)
}}]
.
The last inequality follows by inclusion since if |zi − ti| > M and zi − ti ∈ ~X(N),(t?,z?)(ti),
then the maximum has W (N),(t
?,z?) > M . By application of Corollary 5.4, and Cauchy-
Schwarz we have:
LHS (2.13) ≤ E
[
1
{
W (N),(t
?,z?) > M
}
· 1
{
W ′(N),(t
?,z?) > M
} 1
k!
(
O(N)(t
?,z?) [0, t?]
)k]
≤ 1
k!
P
[
W (N),(t
?,z?) > M
]√
E
[(
O(N)(t?,z?) [0, t?]
)2k]
(5.10)
Finally, by the weak exponential moment control from Proposition 4.28 and Lemma 5.1
we know there is an N0 ∈ N so that supN>N0 E
[(
O(N)(t
?,z?) [0, t?]
)2k]
<∞. Since this is
bounded and since limM→∞ supN>N0 P
[
W (N),(t
?,z?) > M
]
= 0, (see e.g. Lemma 4.8) it is
possible to choose an M so large so that the RHS of equation (5.10) is less than .
6 Appendix
6.1 Facts about Poisson processes
Lemma 6.1. Let P (τ) be an ordinary unit rate Poisson process. Let P¯ (τ)
∆
= P (τ) − τ
denote the compensated version of this walk. Then:
P
(
sup
0<τ<tN
P¯ (τ)− inf
0<τ<tN
P¯ (τ) > y
√
N
)
≤ 2 exp
(
−1
4
y2
t
)
+ 2 exp
(
−1
4
√
Ny
)
.
Proof. We show that P
(
sup0<τ<tN P¯ (τ) > y
√
N
)
and P
(
inf0<τ<tN P¯ (τ) < −y
√
N
)
both
separately obey this type of inequality, and the result will follow by a union bound. Fix
any T > 0, x > 0. Since P¯ (τ) is a martingale, we have by Doob’s inequality for the
running maximum of any sub-martingale that for any λ > 0:
P
(
sup
0<τ<T
P¯ (τ) ≥ x
)
≤ E [exp (λP¯ (T ))] / exp (λx) ≤ exp(T ( x
T
− ln
(
1 +
x
T
)(
1 +
x
T
)))
,
where we have used the minimizing value λ = ln
(
1 + xT
)
to get the last inequality. We
now use the Taylor series inspired bound z − ln(1 + z)(1 + z) = − 12z2 + 12
´ z
0
(z−t)2
(1+t)2 dt ≤
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− 12z2 + 12
´ z
0
z2
(1+t)2 dt = − 12 z
2
1+z to get:
P
(
sup
0<τ<T
P¯ (τ) ≥ x
)
≤ exp
(
−1
2
T
(
x
T
)2
1 + xT
)
≤ exp
(
−1
4
x
T
2
)
+ exp
(
−1
4
x
)
.
The last inequality follows by considering the cases x < T and x ≥ T separately. Putting
T = tN and x = y
√
N gives the desired result of the Lemma. The same argument works
to prove the bound on P
(− inf0<τ<T P¯ (τ) > y) using Doob’s inequality again and the
fact that −P¯ (τ) is also a martingale.
Proposition 6.2. (Local Central Limit Theorem for Poisson probabilities)Recall the
Poisson probability mass function µ from Definition 2.4. Have that
lim
M→∞
sup
z∈R
∣∣∣∣√Mµ(M,M + ⌊√Mz⌋)− 1√2pi exp
(
−1
2
z2
)∣∣∣∣ = 0
Proof. Notice that µ(M,M + y) can be realized as a probability:
µ (M,M + y) = P
(
M∑
i=1
(ξi − 1) = y
)
where ξi are iid Poisson random variables of rate 1. The result then follows by the local
limit theorem for sums of mean zero random variables, see e.g. Theorem 3.5.2. in [7].
Corollary 6.3. There exists a constant CP so that:
sup
M∈N
√
Mµ
(
M,M +
⌊√
Mz
⌋)
≤ CP .
Proof. This follows by applying the triangle inequality to the result from Proposition 6.2
and the bound supz∈R exp(− 12z2) ≤ 1.
6.2 Proof of determinantal kernel for non-intersecting Poisson bridges
Proposition 6.4. For any τ? > 0 and any x? ∈ N, recall from Definition 3.1 the
space-time kernel K(τ
?,x?)
P . Given any list of times τ1, . . . , τk ∈ (0, τ?) and coordinates
x1, . . . , xk ∈ {1, . . . , x? + d − 1}, the k-point correlation function for non-intersecting
Poisson bridges is given by:
P
(
k⋂
i=1
{
xi ∈ ~X(τ?,x?)(τi)
})
= det
[
K
(τ?,x?)
P
(
(τi, xi) ; (τj , xj)
)]k
i,j=1
. (6.1)
The key ingredient in the proof of this result is the Eynard-Mehta type theorem:
Proposition 6.5. (Theorem 1.7. from [11], see also Section 1.2 of [12]) Fix m ∈ N.
Suppose Xr, 0 ≤ r ≤ m+ 1 are subsets of N and that φr,r+1 : Xr ×Xr+1 → R, 0 ≤ r ≤ m
are given functions. An element x =
(
~x(1), . . . , ~x(m)
) ∈ Xd1 × . . . × Xdk ∆= X is called a
configuration. We think of ~x(r) =
(
x
(r)
1 , . . . , x
(r)
d
)
as the positions of d particles in the
set Xr. Let ~x(0) ∈ Xd0 and ~x(m) ∈ Xdk+1 be fixed configurations, the initial and final
configurations respectively. Define for 0 ≤ r < s ≤ m+ 1 the function φr,s : Xr ×Xs → R
by:
φr,s(x, y) =
∞∑
z1=1
. . .
∞∑
zr−s−1=1
φr,r+1(x, z1)φr+1,r+2(z1, z2) . . . φs−1,s(zr−s−1,y) (6.2)
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and define φr,s ≡ 0 if r ≥ s. Consider a random configuration X ∈ X given by the
following prescription:
P (X) =
1
Zd,m
k∏
r=0
det
[
φr,r+1(x
(r)
i , x
(r+1)
j )
]d
i,j=1
Then, for any k ∈ N, and any list of space-time coordinates {(ri, xi)}ki=1 ∈ ({1, . . . ,m} ×
N)k we have the following determinantal formula for the probability to find these space-
time points occupied:
P
(
k⋂
i=1
{
xi ∈ ~X(ri)
})
= det
[
Kd,m (ri, xi; rj , xj)
]k
i,j=1
where the kernel K (which does not depend on k) is explicitly given by:
Kd,m(r, x; r
′, x′) ∆= −φr,s(x, y) +
d∑
i,j=1
φr,m+1
(
x, x
(m)
i
) (
A−1
)
i,j
φ0,r′
(
x
(0)
j , x
′
)
Aij
∆
= φ0,m+1
(
x
(0)
i , x
(m)
j
)
(6.3)
Remark 6.6. Typically this type of measure arises in the context of non-intersecting
processes as a consequence of the Lindström-Gessel-Viennot/Karlin-MacGregor formula.
The difficultly in practice is inverting the matrix A which appears in the formula for the
kernel. The approach we will follow goes by using row and column manipulations to
rewrite the functions φ in terms of orthogonal polynomials. Because these polynomials
are orthogonal, the matrix A becomes diagonal and finding A−1 is possible.
Lemma 6.7. Recall the definition of the non-intersecting Poisson bridges from Definition
2.5. For any fixed sequence of times 0 = τ (0) < τ (1) < . . . < τ (m) < τ (m+1) = τ?, and any
list of vectors
{
~x(i)
}m+1
i=0
with ~x(0) = ~δ(0) ∈ Nd and ~x(m+1) = ~δ (x?) ∈ Nd we have:
P
(
m⋂
i=1
{
~X(τ
?,x?)(τ (i)) = ~x(i)
})
=Z−1τ?,x?
m∏
r=0
det
[
µ
(
τ (r+1) − τ (r), x(r+1)i − x(r)j
)]d
i,j=1
where Zτ?,x? is a normalizing constant.
Proof. Let ~P (τ) ∈ Nd denote an ordinary Poisson process which consists of d independent
Poisson processes. By the Lindström-Gessel-Viennot/Karlin-McGregor theorem, the
probability of d Poisson paths to go from an initial position ~x ∈ Nd at an original time τ
to a final position ~x′ ∈ Nd at a final time τ ′ without intersection is given by:
P
(
{Non-intersecting in (τ, τ ′)} ∩
{
~P (τ ′) = ~x′
} ∣∣∣~P (τ) = ~x) = det [µ (τ ′ − τ, x′i − xj)]di,j=1
The result of the Lemma then follows by the definition of ~X(τ
?,x?) as the Markov process
of Poisson processes conditioned on non-intersection and with initial and final conditions
~x(0) and ~x(m+1) respectively.
Definition 6.8. Recall the definition of the polynomials Rj and R˜j from Definition 3.1,
and the Poisson probability mass function µ from Definition 2.4. Define a family of
auxiliary functions λj : R×N→ R and λ˜j : R×N→ R for 0 ≤ j ≤ d− 1 by:
λj(τ, x)
∆
= Rj(τ, x)µ(τ, x).
λ˜j(τ, x)
∆
= R˜j(τ, x)µ (x
? − x+ d− 1, τ? − τ) .
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Lemma 6.9. For each j, λj(τ, x) and λ˜j (τ, x) can be written as a linear combination of
the functions {µ (τ, x− i)}ji=0 and {µ (τ? − τ, x? − x+ d− 1− i)}ji=0 respectively:
λj (τ, x) =
j∑
i=0
ai,jµ (τ, x− i) .
λ˜j (τ, x) =
j∑
i=0
ai,jµ (τ
? − τ, x? − x+ d− 1− i) .
ai,j
∆
= (−1)i
(
j
i
)
τ?i
(x? + d− 1)−i
,
where (x)−i denotes the falling factorial (x)−i = x · (x− 1) · . . . · (x− i+ 1).
Proof. This is verified directly from the definition of Rj(τ, x) in terms of they hypergeo-
metric function 2F1 from Definition 3.1. From this definition we have that:
Rj(τ, x)µ(τ, x) =
j∑
i=0
(−1)i
(
j
i
)
(x)−i
(x? + d− 1)−i
(
τ?
τ
)i
· e−τ τ
x
x!
. (6.4)
On the other hand, we have:
j∑
i=0
ai,jµ (τ, x− i) =
j∑
i=0
(−1)i
(
j
i
)
τ?i
(x? + d− 1)−i
e−τ
τx−i
(x− i)! . (6.5)
The RHS of equations (6.4) and (6.5) are seen to be equal by the identity x! = (x−i)!(x)−i.
A very similar calculation holds for λ˜j(τ, x).
Corollary 6.10. We have the identities:∑
x∈N
λj(τ, x)µ(τ
′, y − x) = λj (τ + τ ′, y) ,
∑
x∈N
µ(τ, x)λ˜j(τ
′, y − x) = λ˜j (τ + τ ′, y)
Proof. First notice that
∑
x∈N µ(τ, x)µ(τ
′, y − x) = µ (τ + τ ′, y). This is the well known
fact that a sum of two independent Poisson variables is again Poisson (or in other words,
the convolution of two Poisson weights is again Poisson). The identities then follow by
the observation from Lemma 6.9 that λj and λ˜j are linear combinations of weights µ.
Lemma 6.11. For any sequence of times 0 = τ (0) < τ (1) < . . . < τ (m) < τ (m+1) = τ?,
and any list of vectors
{
~x(i)
}m−1
i=1
with ~x(0) = ~δ(0) and ~x(m+1) = ~δ (x?) we have:
P
(
m⋂
i=1
{
~X(τ
?,x?)(τ (i)) = ~x(i)
})
=
Z−1τ?,x?(∏d−1
i=0 ai,i
)2 det [λi−1 (τ (1), x(1)j )]d
i,j=1
×
m−1∏
r=1
det
[
µ
(
τ (r+1) − τ (r), x(r+1)i − x(r)j
)]d
i,j=1
det
[
λ˜i−1
(
τ (m), x
(m)
j
)]d
i,j=1
,
where ai,i is as defined in Lemma 6.9.
Proof. This follows by applying row operations on the determinants that appear in
Lemma 6.7 to create the linear combinations that appear in Lemma 6.9.
Lemma 6.12. The polynomials Rj(τ, x) and R˜j(τ, x) are related by the identity:
Rj(τ, x) = (−1)j
(
τ?
τ
− 1
)j
R˜j(τ, x). (6.6)
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Moreover, for 1 ≤ j, k ≤ d− 1, and any τ ∈ (0, t?) we have:∑
x∈N
λj (τ, x) λ˜k (τ, x) = (−1)j µ(τ
?, x? + d− 1)(
x?+d−1
j
) δj,k.
Proof. We use the Euler transformation for the hypergeometric function 2F1,
2F1
(
a, b
c
)
(z) = (1− z)−a2F1
(
a, c− b
c
)(
z
z − 1
)
.
This identity applied to the polynomials Rj and R˜j from Definition 3.1 verifies equation
(6.6). Once this is established, we now compute:∑
x∈N
λj (τ, x) λ˜k (τ, x) =
µ (τ?, x? + d− 1)(
τ?
τ − 1
)j ∑
x∈N
Rj(τ, x)Rk(τ, x)
(
x? + d− 1
x
)( τ
τ?
)x (
1− τ
τ?
)x?+d−1−x
=
µ (τ?, x? + d− 1)(
τ?
τ − 1
)j 1(x?+d−1
k
) (τ?
τ
− 1
)k
δj,k,
where we have applied the orthogonality relation for the Krowtchouck polynomials.
Proof. (Of Proposition 6.4) It suffices to verify the result for the process X(τ
?,x?) re-
stricted to an arbitrary finite list of times 0 = τ (0) < τ (1) < . . . < τ (m) < τ (m+1) = τ?.
With such a list fixed, define the initial/final conditions by x(0)
∆
= ~δd(0), x(m)
∆
= ~δd(x
?) and
the functions φr,r+1 for 0 ≤ r ≤ m by:
φr,r+1(x, x
′) ∆= µ(τ (r+1) − τ (r), x′ − x).
φ0,1(x
(0)
j , x)
∆
= λj(τ
(1), x).
φm,m+1(x, x
(m+1)
j )
∆
= λ˜j(τ
(m), x).
By Lemma 6.7, the probability of any configuration is explicitly given by equation (6.1),
which matches the hypothesis of Proposition 6.5. By Corollary 6.10, we can explicitly
perform the convolutions that appear in equation (6.2), to get
φ0,r(x
(0)
j , x) = λj
(
τ (r), x
)
for 1 ≤ r ≤ m.
φr,m+1(x, x
(m+1)
j ) = λ˜j
(
τ (r), x
)
for 1 ≤ r ≤ m.
φr,s(x
′, x) = µ
(
τ (s) − τ (r), x′ − x
)
for 1 ≤ r < s ≤ m.
It remains only to calculate φ0,m+1. By Lemma 6.12 we compute
φ0,m(x
(0)
j , x
(m)
k ) =
∑
x∈N
φ0,r(x
(0)
j , x)φr,m+1(x, x
(m+1)
k ) = (−1)j
µ(τ?, x? + d− 1)(
x?+d−1
j
) δj,k.
(Note that the above calculation works for any 0 < r < m and that the the final result does
not depend on r or m) Thus the matrix A, defined in equation (6.3) is diagonal! Inverting
it and applying the conclusion of Proposition 6.5 gives the kernel KP as desired.
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