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a b s t r a c t
Let s(n) be the sum-of-digits function of n in base 2. Newman (1969) [9] has shown the
surprising phenomenon that #{0 ≤ n < N | s(3n) ≡ 0 mod 2} − N2 > c · N
log 3
log 4 for all N
(with some c > 0).
Motivated by investigations of distribution properties of Niederreiter–Halton se-
quences we study #

0 ≤ n < N | sγ (3n+ k) ≡ 0 mod 2
 − N2 for k = 0, 1, 2 and γ =
(γ0, γ1, γ2, . . .) ∈ {0, 1}N0 , where sγ (n) is the γ -weighted sum-of-digits function of n in
base 2. We completely classify all γ and k for which Newman-type results hold, thereby
generalising the result of Newman and results given by Drmota and Stoll (2008) [2]. We
point out consequences of our results for the distribution of Niederreiter–Halton sequences
(Corollary 1).
© 2010 Elsevier B.V. All rights reserved.
1. Introduction
For a nonnegative integer nwith binary expansion n = ar2r + · · · + a12+ a0 we denote by
s(n) := ar + ar−1 + · · · + a1 + a0 (1)
the sum-of-digits function of n in base 2. In [3] it was proved by Gelfond that (s(3n))n≥0 is uniformly distributed in the
residue classes modulo 2.
The sequence is uniformly distributed, but its discrepancy is rather large and there is a strong preponderance of even
elements in (s(3n))n≥0. This surprising phenomenon was shown by Newman [9]:
#{0 ≤ n < N | s(3n) ≡ 0 mod 2} − N
2
> c · N log 3log 4
for all N ∈ N and a c > 0.
The structure of the above error term was studied in more detail by Coquet [1]. In [2] Drmota and Stoll showed that an
analogous result holds for s(3n+ 1), namely
#{0 ≤ n < N | s(3n+ 1) ≡ 0 mod 2} − N
2
< −c · N log 3log 4
for all N , whereas
#{0 ≤ n < N | s(3n+ 2) ≡ 0 mod 2} − N
2
= 0
for infinitely many N .
During the investigation of distribution properties of so-calledNiederreiter–Halton sequences the question arose (see [7])
of whether such ‘‘Newman-type’’ results also hold for weighted sum-of-digits functions sγ (n).
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Let γ = (γ0, γ1, . . .) ∈ {0, 1}N0 be a given weight sequence. For a nonnegative integer n with binary expansion
n = ar2r + · · · + a12+ a0 the weighted sum-of-digits function sγ (n) is given by
sγ (n) := γrar + · · · + γ1a1 + γ0a0.
Properties of sγ (n), for example, were studied in [4,8] and [11].
In this paper we will define ‘‘weak Newman-type properties’’ and ‘‘strong Newman-type properties’’, and we will give a
complete classification of for which weight sequences γ and for which k = 0, 1, 2 the sequence (sγ (3n+ k))n≥0 satisfies a
weak or a strong ‘‘Newman-type property’’.
Definition 1. (1) For a given weight sequence γ , and k ∈ {0, 1, 2}we say that (sγ (3n+ k))n≥0 satisfies a strong Newman-
type property (NTP) if for some c, κ > 0 we have
#{0 ≤ n < N | sγ (3n+ k) ≡ 0 mod 2} − N2 > c · N
κ
for all N ∈ N or
#{0 ≤ n < N | sγ (3n+ k) ≡ 0 mod 2} − N2 < −c · N
κ
for all N ∈ N.
(2) We say that (sγ (3n + k))n≥0 satisfies a weak Newman-type property if one of the two above inequalities holds for all
N ≥ N0.
From [2] and from [9] we know that (s(3n))n≥0 and (s(3n + 1))n≥0 have the strong NTP, whereas (s(3n + 2))n≥0 does not
even satisfy a weak NTP.
We will give a full characterisation of all weights γ and all k for which (sγ (3n+ k))n≥0 satisfies a weak or strong NTP by
proving the following Theorems 1–3.
For the formulations of these theorems we need the following notation:
For a weight sequence γ = (γ0, γ1, . . .)we define
z(γ ) := #{i|γi = 0}
and for γ with z(γ ) <∞we define
Z(γ ) := #{i|γ2i = 0} − #{i|γ2i+1 = 0}.
We show
Theorem 1. (1) The sequence (sγ (3n))n≥0 satisfies a weak NTP if and only if γ ≡ 0 := (0)n≥0 or if z(γ ) < ∞ and Z(γ ) is
even.
In particular we have
#{0 ≤ n < N | sγ (3n) ≡ 0 mod 2} − N2 > c · N
log 3
log 4
for all N ≥ N0 if and only if Z(γ ) ≡ 0 mod 4,
and
#{0 ≤ n < N | sγ (3n) ≡ 0 mod 2} − N2 < −c · N
log 3
log 4
for all N ≥ N0 if and only if Z(γ ) ≡ 2 mod 4.
In all other cases we have #{0 ≤ n < N | sγ (3n) ≡ 0 mod 2} − N2 = 0 for infinitely many N.
(2) A strong NTP holds for (sγ (3n))n≥0 if and only if γ ≡ 0 or if γ ≡ 1 := (1)n≥0.
Theorem 2. (1) The sequence (sγ (3n+1))n≥0 satisfies aweak NTP if and only if one of the following conditions (1.1) and (1.2) is
satisfied:
(1.1) z(γ ) <∞;
in particular, we then have
#{0 ≤ n < N | sγ (3n+ 1) ≡ 0 mod 2} − N2 > c · N
log 3
log 4
for all N ≥ N0 if and only if Z(γ ) ≡ 1 or 2 mod 4,
and
#{0 ≤ n < N | sγ (3n+ 1) ≡ 0 mod 2} − N2 < −c · N
log 3
log 4
for all N ≥ N0 if and only if Z(γ ) ≡ 0 or 3 mod 4.
(1.2) z(γ ) = ∞ and γ ≡ 0 or γ is of the form
γ = (Γ , 0, 1, 1, . . . , 1, 1  
2l1
, 0, 1, 1, . . . , 1, 1  
2l2
, 0, 1, 1, . . .
. . .
)
where Γ = (γ0, . . . , γl0) with #{0 ≤ i ≤ l0|γi = 1} odd, and 1 ≤ lj <∞ for all j ≥ 0.
In all other cases we have #{0 ≤ n < N | sγ (3n+ 1) ≡ 0 mod 2} − N2 = 0 for infinitely many N.
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(2) The sequence (sγ (3n+ 1))n≥0 satisfies a strong NTP if and only if γ ≡ 0, or if γ ≡ 1, or if
γ = (1, 1, . . . , 1  
2l0−1
, 0, 1, 1, . . . , 1, 1  
2l1
, 0, . . . , 0, 1, 1, . . . , 1, 1  
2ls
, 0,Γ )
with Γ ≡ 1, or if
γ = (1, 1, . . . , 1  
2l0−1
, 0, 1, 1, . . . , 1, 1  
2l1
, 0, 1, 1, . . . , 1, 1  
2l2
, 0, 1, 1, . . .
. . .
)
with 1 ≤ lj <∞ for all j ≥ 0.
Theorem 3. (1) The sequence (sγ (3n+ 2))n≥0 satisfies a weak NTP if and only if γ ≡ 0 or if z(γ ) <∞ and Z(γ ) odd.
In particular we have
#{0 ≤ n < N | sγ (3n+ 2) ≡ 0 mod 2} − N2 > c · N
log 3
log 4
for all N ≥ N0 if and only if Z(γ ) ≡ 3 mod 4,
and
#{0 ≤ n < N | sγ (3n+ 2) ≡ 0 mod 2} − N2 < −c · N
log 3
log 4
for all N ≥ N0 if and only if Z(γ ) ≡ 1 mod 4.
In all other cases we have #{0 ≤ n < N | sγ (3n+ 2) ≡ 0 mod 2} − N2 = 0 for infinitely many N.
(2) A strong NTP holds for (sγ (3n+ 2))n≥0 if and only if γ satisfies one of the following conditions:
(2.1) γ ≡ 0,
(2.2) γ0 = 0 and γi = 1 for i ≥ 1,
(2.3) γ1 = 0 and γi = 1 for i ≠ 1,
(2.4) γ2 = 0 and γi = 1 for i ≠ 2.
Just to illustrate the relevance of these investigations on weighted sum-of-digits functions for the investigation of the
distribution of Niederreiter–Halton sequences in [0, 1)s we will give one result in this direction which is a consequence
of Theorem 2.
A Niederreiter–Halton sequence is a combination of v ≥ 2 (ti, si)-sequences in dimensions s1, . . . , sv and different bases
in the sense of Niederreiter (see for example [10]) to one s1 + s2 + · · · + sv-dimensional sequence. The basic example of
such a sequence is the Halton sequence (see also [10]).
Let (xn)n≥0 be the Niederreiter–Halton sequence in [0, 1)2 generated by the unit matrix C1 in Z3 and by
C2 =

γ0 γ1 γ2 γ3 . . .
1 0
1
0 1
. . .

with γ = (γ0, γ1, . . .) for example, like in Theorem 2(1.2), i.e. with
γ = (Γ , 0, 1, 1, . . . , 1, 1, 0, 1, 1, . . . , 1, 1, 0, 1, 1, . . .),
such that a weak NTP holds for (sγ (3n))n≥0.
Since we do not want to go into the details of Niederreiter–Halton sequences here, we refer the reader to [5,6] or [7] for
basic properties of these sequences. The most important measure for the quality of the distribution of a point sequence is
the discrepancy DN of such a sequence (see [10]). It is an easy consequence of Theorem 2(1) that:
Corollary 1. For the discrepancy DN of the first N elements of (xn)n≥0 in [0, 1)2 we have
N · DN ≥ c · Nδ
with δ > 0 for all N.
The result follows immediately by following the proof of Theorem 2 in [7]. Until now this result was known for infinitely
many N only.
The rest of this paper is dedicated to the proofs of Theorems 1–3.
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In Section 2 we provide the basic tool for the proofs, namely explicit formulae for
S(N, k) :=
N−1−
n=0
n≡k(3)
(−1)sγ (n).
Note that #{0 ≤ n < N|sγ (3n + k) ≡ 0 mod 2} − N2 = 12S(3N, k) for k = 0, 1, 2; hence it suffices to prove the desired
estimates of Theorems 1–3 for S(N, k).
In Section 3 we prove the strong NTP for (sγ (3n))n≥0 and for (sγ (3n+ 2))n≥0, i.e. Theorems 1(2) and 3(2).
In Section 4 we prove the weak NTP for (sγ (3n))n≥0 and for (sγ (3n+ 2))n≥0, i.e. Theorem 1(1) and Theorem 3(1).
In Section 5 finally we prove the results for (sγ (3n+ 1))n≥0, i.e. Theorem 2.
2. The basic tool
Proposition 1. (1) Set
d(m) := # {i ∈ N0|0 ≤ 2i ≤ m ∧ γ2i = 1} − # {i ∈ N0|0 ≤ 2i+ 1 ≤ m ∧ γ2i+1 = 1} ,
and let κm,k and θm,k be defined by the following table:
m odd m even
k = 0 k = 1 k = 2 k = 0 k = 1 k = 2
θm,k 1 1 −2 2 −1 −1
κm,0 κm,1 κm,2 κm,0 κm,1 κm,2
d(m− 1) ≡ 0 mod 4 13 13 − 23 23 − 13 − 13
d(m− 1) ≡ 1 mod 4 1√
3
− 1√
3
0 0 − 1√
3
1√
3
d(m− 1) ≡ 2 mod 4 − 13 − 13 23 − 23 13 13
d(m− 1) ≡ 3 mod 4 − 1√
3
1√
3
0 0 1√
3
− 1√
3
Furthermore set
ρ(m) := #{0 ≤ j ≤ m|γj = 1}.
Then we have
S(2m, k) =

2m + θm,k
3
if ρ(m− 1) = 0,
3
ρ(m−1)
2 · κm,k else.
(2) For N = 2ms + 2ms−1 + · · · + 2m1 , 0 ≤ m1 < m2 < · · · < ms, we have
S(N, k) =
s−
l=1
(−1)γms+···+γml+1 · S(2ml , k− Nl),
where Nl := 2ms + 2ms−1 + · · · + 2ml+1 .
Proof. First we prove Proposition 1(1). The proof is organised as follows:
In Part 1 we prove a recursion for S(2m, k). In Part 2 from the recursion we derive the absolute value of S(2m, k). (Here
we distinguish between two cases according to γ0 = 0 and γ0 = 1.) In Part 3 we finally determine the signs of S(2m, k) and
hence finish the proof of Proposition 1(1). The assumption of Proposition 1(2) will be a simple consequence of the definition
of S(2m, k).
Part 1. We prove the result for sums of the form S(22m+1, k). The proof for S(22m, k) can be carried out quite analogously.
For short we define
Πm,k := S(22m+1, k).
We haveΠ0,0 = 1, Π0,1 = (−1)γ0 andΠ0,2 = 0.
By dividing the summation indices which are relevant for Πm,0, namely n = 0, 3, 6, . . . , 22m+1 − 2 into four
subranges
0, 3, 6, . . . , 22m−1 − 2,
22m−1 + 1, 22m−1 + 4, . . . , 22m − 1,
22m + 2, 22m + 5, . . . , 22m + 22m−1 − 3,
22m + 22m−1, 22m + 22m−1 + 3, . . . , 22m+1 − 2,
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we find the following recursion forΠm,0:
Πm,0 = Πm−1,0 + (−1)γ2m−1Πm−1,1 + (−1)γ2mΠm−1,2 + (−1)γ2m+γ2m−1Πm−1,0.
Quite analogously, we obtain recursions forΠm,1 andΠm,2:
Πm,1 = Πm−1,1 + (−1)γ2m−1Πm−1,2 + (−1)γ2mΠm−1,0 + (−1)γ2m+γ2m−1Πm−1,1,
Πm,2 = Πm−1,2 + (−1)γ2m−1Πm−1,0 + (−1)γ2mΠm−1,1 + (−1)γ2m+γ2m−1Πm−1,2.
Set
Πm :=

Πm,0
Πm,1
Πm,2

.
(a) Assume that ρ(2m) = 0, i.e. γ0 = γ1 = · · · = γ2m = 0. Then
Πm =

22m+1 + 1
3
22m+1 + 1
3
22m+1 − 2
3
 .
This follows directly from the definition ofΠm,k.
(b) Now we consider the case ρ(2m) ≠ 0. We will show first by induction on m that, as soon as γi = 1 for some
i = 0, 1, . . . , 2m, we have
Πm =
 a
−a
0

or
 a
a
−2a

for some a ∈ Z.
We haveΠ0 =

1
(−1)γ0
0

=

 b
b
b− 1

with b = 1 if γ0 = 0 a
−a
0

with a = 1 if γ0 = 1.
Form ≥ 1 we have:
Case 1. IfΠm−1 =

b
b
b− 1

for some b like in (a) above, i.e. γ0 = · · · = γ2m−2 = 0 and (γ2m−1, γ2m) ≠ (0, 0) by
the induction hypothesis, then Πm,k by our above recursions and depending on the values of γ2m−1 and γ2m
develop as shown in the following table:
γ2m−1 γ2m Πm,0 Πm,1 Πm,2
1 0 −1 1 0
0 1 1 −1 0
1 1 1 1 −2
(2)
Case 2. IfΠm−1 =

a
−a
0

,
then
γ2m−1 γ2m Πm,0 Πm,1 Πm,2
0 0 a −a 0
1 0 a a −2a
0 1 −a −a 2a
1 1 3a −3a 0
(3)
Case 3. IfΠm−1 =

a
a
−2a

,
then
γ2m−1 γ2m Πm,0 Πm,1 Πm,2
0 0 a a −2a
1 0 −3a 3a 0
0 1 3a −3a 0
1 1 3a 3a −6a
(4)
Hence (b) is shown.
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So, as soon as γi = 1 for some i = 0, . . . , 2mwe have
|Πm| =
a
a
0

(Type I)
or
|Πm| =
 a
a
2a

(Type II)
for some a ∈ N.
Furthermore it follows from Tables (3) and (4) that a weight pair (γ2m−1, γ2m) of the form
(0, 0) leavesΠm−1 unchanged, i.e.,Πm = Πm−1,
(1, 1) changesΠm−1 toΠm = 3Πm−1,
(0, 1) or (1, 0) changes type I to type II
‘‘mixed pair’’ or
changes type II to type I and
|Πm−1,k| to |Πm,k| = 3|Πm−1,k| for k = 0, 1.
Moreover we see from Tables (2)–(4) the (indeed obvious) fact that for (γ0, . . . , γ2m) ≠ (0, . . . , 0) we always have
Πm,0 +Πm,1 +Πm,2 = 0. Hence it suffices to determineΠm,0 andΠm,1.
Part 2. First we concentrate on the absolute value ofΠm,0 andΠm,1.
Let γ0 = 0.
Then let k be maximal such that γ0 = γ1 = · · · = γ2k−2 = 0. Then (see Table (2) of Case 1)
|Πk| =

1
1
0

if γ2k−1 ≠ γ2k1
1
2

if γ2k−1 = γ2k = 1,
and from now onΠm develops as described in Tables (3) and (4) of Case 2 and of Case 3.
In particular if γ2k−1 = γ2k = 1, then each following (1, 1)-pair multiplies |Π | by 3, and the first, the third, the fifth
. . . following mixed pair multiplies |Π | by 3. The other mixed weight pairs just change the type. Hence in this case
(with [.] the integer part function)
|Πm,0| = |Πm,1| = 3(#{(1,1)}−1)+

#{mixed}+1
2

,
where
#{(1, 1)} := #{1 ≤ l ≤ m | (γ2l−1, γ2l) = (1, 1)},
#{mixed} := #{1 ≤ l ≤ m | (γ2l−1, γ2l) is a ‘‘mixed pair’’},
and therefore
|Πm,0| = |Πm,1| = 3
ρ(2m)−τm,0
2 , where τm,0 =

2 if #{mixed} is even
1 if #{mixed} is odd.
If γ2k−1 ≠ γ2k, then again each following (1, 1)-pair multiplies |Π | by 3, and the second, the fourth, the sixth,
. . . following mixed pair multiplies |Π | by 3. The other mixed weight pairs again just change the type.
Hence in this case
|Πm,0| = |Πm,1| = 3#{(1,1)}+

#{mixed}−1
2

= 3 ρ(2m)−τm,02
with the same τm,0 as above.
Let γ0 = 1.
ThenΠ0 =

1
−1
0

and each following (1, 1)-pair multiplies by 3 and the second, the fourth, the sixth . . . following
mixed pair multiplies by 3. The other mixed pairs just change the type. Hence
|Πm,0| = |Πm,1| = 3#{(1,1)}+

#{mixed}
2

= 3 ρ(2m)−τm,12 , where τm,1 =

1 if #{mixed} is even
2 if #{mixed} is odd.
Recalling the definition of d(m) in the formulation of Proposition 1 we find:
for γ0 = 0:
d(2m) = #{(0, 1) pairs} − #{(1, 0) pairs} ≡ #{mixed pairs} (modulo 2),
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and for γ0 = 1:
d(2m) = 1+ #{(0, 1) pairs} − #{(1, 0) pairs} ≡ 1+ #{mixed pairs} (modulo 2).
Hence in both cases, i.e., for i = 0, 1 we have
τm,i =

2 if d(2m) even
1 if d(2m) odd,
and therefore
|κm,i| =

1
3
if d(2m) even
1√
3
if d(2m) odd.
That means |κm,i| = 3−τm,i/2 and it remains to determine the signs of κm,0 and κm,1.
Part 3. From Tables (2)–(4) in Cases 1–3 above we know that the signs are determined by the starting values in the
development ofΠm and by the mixed weight pairs.
Let γ0 = 1:
Letω := (γ2i1−1, γ2i1  
p1
, γ2i2−1, γ2i2  
p2
, . . .) be the subsequence of mixed pairs of γ (i.e., e.g. if γ = (1, 1, 0
p1
, 1, 0
p2
, 0, 0,
0, 1
p3
, 1, 1 . . .) then ω = (1, 0
p1
, 1, 0
p2
, 0, 1
p3
, . . .)).
From Tables (3) and (4) of Case 2 and Case 3 we see that a (0, 1)-pair at positions p1, p3, p5, . . . and a (1, 0)-pair at
positions p2, p4, p6, . . . change the sign ofΠl,0.
Analogously a (1, 0)-pair at positions p1, p3, p5, . . . and a (0, 1)-pair at positions p2, p4, p6, . . . change the sign of
Πl,1.
The starting values are given byΠ0,0 = 1 andΠ0,1 = −1.
Hence
sign ofΠm,0 =
+ if A(0) even
− if A(0) odd,
sign ofΠm,1 =
+ if B(0) odd
− if B(0) even,
where
A(0) := #{(0, 1)-pairs at odd positions of ω} + #{(1, 0)-pairs at even positions of ω},
B(0) := #{(1, 0)-pairs at odd positions of ω} + #{(0, 1)-pairs at even positions of ω}.
Let γ0 = γ1 = · · · = γ2k−2 = 0 and γ2k−1 = γ2k = 1:
Let ωk := (γ2i1−1, γ2i1  
p1
, γ2i2−1, γ2i2  
p2
, . . .) be the subsequence of mixed pairs of γ , where (γ2i1−1, γ2i1) is the first
mixed pair with i1 > k.
The starting values are given byΠk,0 = 1 andΠk,1 = 1.
Hence
sign ofΠm,0 =
+ if B(k) even
− if B(k) odd,
sign ofΠm,1 =
+ if A(k) even
− if A(k) odd,
where
A(k) := #{(0, 1)-pairs at odd positions of ωk} + #{(1, 0)-pairs at even positions of ωk},
and B(k) is defined analogously.
And quite analogously we get for the two remaining cases:
If γ0 = γ1 = · · · = γ2k−2 = 0 and γ2k−1 = 1, γ2k = 0, then
sign ofΠm,0 =
+ if A(k) odd
− if A(k) even,
sign ofΠm,1 =
+ if B(k) even
− if B(k) odd.
116 G. Larcher, H. Zellinger / Discrete Mathematics 311 (2011) 109–123
If γ0 = γ1 = · · · = γ2k−2 = 0 and γ2k−1 = 0, γ2k = 1, then
sign ofΠm,0 =
+ if A(k) even
− if A(k) odd,
sign ofΠm,1 =
+ if B(k) odd
− if B(k) even.
So to prove Proposition 1(1) in the given formulation we have to show the appropriate connection between
d(2m)mod 4 and A(k) and B(k)mod2 in the four cases.
That is: For example for the first case, γ0 = 1, we have to show
A(0) is even ⇔ d(2m) ≡ 0 or 1 mod 4
B(0) is even ⇔ d(2m) ≡ 1 or 2 mod 4.
These relations are not immediately obvious, but they are – like in the other three cases – easily shown for example
by induction. We omit this easy proof, and the result follows.
The recursion given in Proposition 1(2) immediately follows from the definition of S(N, k). 
In the following, first we treat the easier cases k = 0 and k = 2, first the strong NTP and then the weak NTP.
That is, we first prove Theorems 1(2) and 3(2) and then Theorems 1(1) and 3(1).
3. Proofs of Theorems 1(2) and 3(2)
Lemma 1. Let γ = (γi)i≥0 be a weight sequence with γi = γi+1 = 0 for some i and γj = 1 for some j < i. Then
S(3 · 2i, k) = 0
for k ∈ {0, 1, 2}.
Proof. With the notation of Proposition 1 we have ρ(i− 1) = ρ(i) ≠ 0 and d(i− 1) = d(i), and hence by Proposition 1
S(3 · 2i, k) =

S(2i+1, k)+ S(2i, k+ 1) if i is even
S(2i+1, k)+ S(2i, k− 1) if i is odd
= 0. 
Proof of Theorem 1(2). If γ ≡ 0 then S(N, 0) = [N+23 ] for all N; hence the strong NTP holds. If γ ≡ 1 then the strong NTP
is given by the classical Newman result.
If γ ≢ 0 and γ ≢ 1 then γ satisfies at least one of the following three properties:
(a) γi = γi+1 = 0 for some i > 0 and γj = 1 for at least one j < i.
(b) γk = 1 and #{i < k|γi = 0} is odd for some k.
(c) γ0 = · · · = γ2k−1 = 0 and γ2k = γ2k+1 = 1 for some k ≥ 1.
In Case (a) Let N = 3 · 2i; then S(N, 0) = 0 by Lemma 1.
In Case (b) Let N = 2m withm =

k+ 1 if k odd
k if k even.
Thenm is even, d(m− 1) ≡ 1 or 3 mod 4; hence S(N, 0) = 0 by Proposition 1(1).
In Case (c) Let N = 22k+1 + 2; then by Proposition 1
S(N, 0) = S(22k+1, 0)+ (−1)sγ (22k+1+1)
= 3 12 · 1√
3
+ (−1)γ0+γ2k+1 = 0. 
Proof of Theorem 3(2). First we show that a strong NTP holds in the cases (2.1)–(2.4).
(2.1) This is trivial since S(N, 2) = [N3 ].
(2.2) Let s(n) be the ordinary sum-of-digits function given by Eq. (1).
Note that then for our γ we have
sγ (2 · (3n+ 1)) = s(3n+ 1)
and
sγ (6n+ 5) = s(3n+ 2),
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and hence
S(N, 2) =
N−1−
n=0
n≡2(6)
(−1)sγ (n) +
N−1−
n=0
n≡5(6)
(−1)sγ (n)
=

N−1
2
−
n=0
n≡1(3)
(−1)s(n) +

N−1
2
−
n=0
n≡2(3)
(−1)s(n) := A+ B
=

N−1
2
−
n=0
(−1)s(n) −

N−1
2
−
n=0
n≡0(3)
(−1)s(n) < 1− c ′ · N log 3log 4 .
Drmota and Stoll [2, Theorem 1.1] showed that A < 0 and B ≤ 0 for all N > 2; hence S(N, 2) < 0 for all N .
The last inequality follows from the trivial fact that
∑M
n=0(−1)s(n) ∈ {−1, 0, 1} and from the original Newman result.
Hence S(N, 2) < −c · N log 3log 4 for all N and for a certain c > 0.
(2.3) Note that for this γ we have
S(N, 2) =
N−1−
n=0
n≡2(12)
(−1)sγ (n) +
N−1−
n=0
n≡5(12)
(−1)sγ (n) +
N−1−
n=0
n≡8(12)
(−1)sγ (n) +
N−1−
n=0
n≡11(12)
(−1)sγ (n)
=

N−1
4
−
n=0
n≡0(3)
(−1)s(n) −

N−1
4
−
n=0
n≡1(3)
(−1)s(n) +

N−1
4
−
n=0
n≡2(3)
(−1)s(n) −

N−1
4
−
n=0
n≡2(3)
(−1)s(n)
=

N−1
4
−
n=0
n≡0(3)
(−1)s(n) −

N−1
4
−
n=0
n≡1(3)
(−1)s(n)
and again by Newman [9] and Drmota and Stoll [2] like in (2.2) the result follows.
(2.4) Like in (2.3), by partitioning the summation range, in this case we obtain
S(N, 2) = −2

N−1
8
−
n=0
n≡0(3)
(−1)s(n) +

N−1
8
−
n=0
n≡1(3)
(−1)s(n) +

N−1
8
−
n=0
n≡2(3)
(−1)s(n)
and this is again< −c · N log 3log 4 for all N > 2 by Newman [9] and Drmota and Stoll [2].
It remains to show that S(N, 2) = 0 for some N > 2 if γ does not satisfy (2.1)–(2.3) or (2.4).
If γ does not satisfy one of the conditions given above, then one of the following cases holds:
Case (a) γi = γi+1 = 0 for some i > 0 and γj = 1 for at least one j < i.
Then S(3 · 2i, 2) = 0 as was shown in Lemma 1.
Case (b) γk = 1 and #{i < k|γi = 0} even for some k.
Then let N = 2m withm =

k+ 1 if k even
k if k odd.
Thenm is odd, and d(m− 1) ≡ 1 or 3 mod 4; hence S(N, 2) = 0 by Proposition 1.
Case (c) γ0 = γ1 = γ2 = 1.
Then S(8, 2) = 0.
Case (d) γ0 = · · · = γ2k = 0 and γ2k+1 = 1 for some k ∈ N.
Then
S(22k+2 − 4, 2) = S(22k+2, 2)− (−1)sγ (22k+2−2)
= 3 12

− 1√
3

− (−1) = 0
by Proposition 1. 
4. Proofs of Theorems 1(1) and 3(1)
Remark 1. (1) From Cases (a) and (b) in the proofs of Theorems 1(2) and 3(2) we know that if γi = 0 for infinitely many i
we can find infinitely many N with S(N, 0) = 0 and infinitely many N with S(N, 2) = 0.
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Therefore a necessary condition for a weak NTP for S(N, 0) or S(N, 2) is that γi = 1 for all i ≥ k for some k ∈ N, i.e., that
z(γ ) <∞.
(2) Also from Cases (b), however, it follows that ‘‘γi = 1 for all i ≥ k’’ is not a sufficient condition for a weak NTP, because
it is shown there that if
#{i ≤ k− 1|γi = 0} is odd, then S(N, 0) = 0 for infinitely many N ,
and if
#{i ≤ k− 1|γi = 0} is even, then S(N, 2) = 0 for infinitely many N .
So in the following, when classifying the weight sequences γ for which a weak NTP for S(N, 0) or for S(N, 2) holds, we may
restrict to γ with z(γ ) <∞.
Proof of Theorem 1(1). Note that Z(γ ) is even if and only if #{i|γi = 0} is even; hence the necessity of the condition follows
from Remark 1.
The sufficiency of the condition follows from the following:
Let first Z(γ ) ≡ 0 mod 4.
Let k := min{k¯|γi = 1 for i ≥ k¯} and N = 2ms + · · · + 2m1 + 2rt + · · · + 2r1 where 0 ≤ r1 < r2 < · · · < rt ≤ k < m1 <
· · · < ms.
By Proposition 1(2) we have (note that γms = 1)
S(N, 0) = S(2ms , 0)− S(2ms−1 ,−2ms)+ · · · ± S(2m1 ,−2ms − · · · − 2m2)
∓ S(2rt ,−2ms − · · · − 2m1)± · · · ± S(2r1 ,−2ms − · · · − 2r2)  
=:C
.
We have |C | < c(k)with a constant c(k) depending only on k, i.e. depending only on γ .
Note that, since Z(γ ) ≡ 0 mod 4 we have
d(mi − 1) ≡

0 mod 4 ifmi is even
1 mod 4 ifmi is odd.
Therefore by Proposition 1(1) we have
S(2ms , 0) =

2
3
· 3ms−z(γ )2 ifms is even
1√
3
· 3ms−z(γ )2 ifms is odd,
i.e. S(2ms , 0) ≥ 1√
3
· 3ms−z(γ )2 in any case.
Furthermore, since−2ms ≡ 1 or 2 mod 3, we have by Proposition 1(1)
S(2ms−1 ,−2ms) =

−1
3
· 3ms−1−z(γ )2 ifms−1 is even
− 1√
3
· 3ms−1−z(γ )2 ifms−1 is odd, − 2ms ≡ 1 mod 3
0 ifms−1 is odd, − 2ms ≡ 2 mod 3
and therefore−S(2ms−1 ,−2ms) ≥ 0 in any case.
Finally by Proposition 1(1)
|S(2mi ,−2ms − · · · − 2mi+1)| ≤ 2
3
· 3mi−z(γ )2 for all i ≤ s− 2.
Altogether we obtain
S(N, 0) ≥ 1√
3
· 3ms−z(γ )2 − 2
3
s−2
i=1
3
mi−z(γ )
2 + c(k)
≥ 1√
3
· 3ms−z(γ )2 − 2
3
s−2
i=1
3
ms−(s−i)−z(γ )
2 + c(k)
≥ 3ms2 · 1
3
z(γ )
2
·

1√
3
− 2
3(3−√3)

+ c(k)
> 3
logN
2·log 2 · 1
40 · 3 z(γ )2
= N log 3log 4 · 1
40 · 3 z(γ )2
for N large enough.
The case Z(γ ) ≡ 2 mod 4 is treated in exactly the same way; we omit the details. 
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Proof of Theorem 3(1). We omit the proof which can be carried out exactly like the proof of Theorem 1(1). 
5. Proof of Theorem 2
Proof of Theorem 2(1). The proof is organised in three main parts as follows:
In Part 1 we show the sufficiency of the conditions given in Theorem 2(1.1). Here we handle the subcases (a)ms even and
(b)ms odd (again with subcases:ms−1 even or odd).
In Part 2 we prove the necessity of the condition given in Theorem 2(1.2).
In Part 3 we finally show the sufficiency of the conditions given in Theorem 2(1.2). Here we distinguish between four
cases (a)–(d) (each divided again into several subcases as described in the proof).
Part 1. First we show the sufficiency of the conditions given in (1.1).
We should handle all four cases Z(γ ) ≡ 0, 1, 2, 3 mod 4. We restrict here to presenting just the case Z(γ ) ≡
0 mod 4.
All other cases can be carried through quite analogously. All details for the other cases can be found in [12].
Let N = 2ms + · · · + 2m1 + 2rt + · · · + 2r1 where 0 ≤ r1 < r2 < · · · < rt ≤ k < m1 < · · · < ms, where
k = min{k¯|γi = 1 for all i ≥ k¯}.
Then (since Z(γ ) ≡ 0 mod 4)
d(mi − 1) ≡

0 mod 4 formi even
1 mod 4 formi odd.
Now we distinguish the two subcases:ms even or odd.
(a) Letms be even.
Then we have S(2ms , 1) = − 13 · 3
ms−z(γ )
2 .
By Proposition 1(2) we have
S(N, 1) = S(2ms , 1)− S(2ms−1 + · · · + 2m1 , 0)± S(2rt + · · · + 2r1 , 1− 2ms − · · · − 2m1).
The absolute value of the last summand is bounded by a positive constant c(k), depending only on k. Hence with
M := 2ms−1 + · · · + 2m1 we have
S(N, 1) ≤ −1
3
· 3ms−z(γ )2 − S(M, 0)+ c(k).
IfM < 16 · 3
ms−z(γ )
2 then trivially |S(M, 0)| < 16 · 3
ms−z(γ )
2 , and therefore
S(N, 1) ≤ −1
6
· 3ms−z(γ )2 + c(k) ≤ −1
7
· 3ms−z(γ )2
forms large enough.
If 2ms−1+1 ≥ 16 ·3
ms−z(γ )
2 and thereforeM ≥ 2ms−1 ≥ 112 ·3
ms−z(γ )
2 , then letms be so large that 112 ·3
ms−z(γ )
2 > N0 with
N0 from the formulation of Theorem 1(1) (case Z(γ ) ≡ 0 mod 4). From Theorem 1(1) we obtain S(M, 0) > 0 in
this case.
Hence
S(N, 1) ≤ −1
3
· 3ms−z(γ )2 + c(k) ≤ −1
4
· 3ms−z(γ )2
forms large enough.
Hence, for all N large enough we have
S(N, 1) ≤ −1
7
· 3− z(γ )2 · 3ms2 ≤ −c · N log 3log 4
with a positive constant c (depending only on z(γ )).
(b) Letms be odd.
Then we have S(2ms , 1) = − 1√
3
· 3ms−z(γ )2 .
By Proposition 1(2) we have
S(N, 1) = S(2ms , 1)− S(2ms−1 , 1− 2ms)+ S(2ms−2 , 1− 2ms − 2ms−1)
∓ · · · ± S(2m1 , 1− 2ms − · · · − 2m2)∓ S(2rt + · · · + 2r1 , 1− 2ms − · · · − 2m1).
Forms−1 odd:
By Proposition 1(1) we have (note that d(ms−1 − 1) ≡ 1 mod 4)
S(2ms−1 , 2) = 0.
Therefore
S(N, 1) ≤ − 1√
3
· 3ms−z(γ )2 + S(2ms−2 , 1− 2ms − 2ms−1)∓ · · · ± S(2m1 , 1− 2ms − · · · − 2m2)+ c(k). (5)
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For the summands of the middle part in inequality (5), by Proposition 1(1) we obtain the estimateS(2mi , 1− 2ms − · · · − 2mi+1) ≤ 2
3
· 3mi−z(γ )2 ≤ 2
3
· 3ms−(s−i)−z(γ )2 .
Hence the absolute value of the complete middle part in (5) is bounded by
s−2
i=1
2
3
· 3ms−(s−i)−z(γ )2 ≤ 2
9
·
√
3√
3− 1 · 3
ms−z(γ )
2 = 3+
√
3
9
· 3ms−z(γ )2 ,
and
S(N, 1) ≤ − 1√
3
· 3ms−z(γ )2 + 3+
√
3
9
· 3ms−z(γ )2 + c(k)
≤ − 1
20
· 3ms−z(γ )2 + c(k)
≤ −c · N log 3log 4
for N large enough.
Forms−1 even
S(N, 1) = S(2ms , 1)− S(2ms−1 , 1− 2ms  
≡2(3)
)+ S(2ms−2 , 1− 2ms − 2ms−1  
≡1(3)
)∓ · · · .
By Proposition 1(1) we have (note that d(ms−1 − 1) ≡ 0 mod 4)
−S(2ms−1 , 2) = 1
3
· 3ms−1−z(γ )2 and S(2ms−2 , 1) ≤ 0,
and sincemi ≤ ms − (s− i), we obtain
S(N, 1) ≤ − 1√
3
· 3ms−z(γ )2 + 1
3
· 3ms−1−z(γ )2 +
s−3
i=1
2
3
· 3ms−(s−i)−z(γ )2 + c(k)
≤

− 1√
3
+ 1
3 · √3 +
√
3+ 1
9

  
=−0.081...
3
ms−z(γ )
2 + c(k)
≤ −c · N log 3log 4
for N large enough.
Part 2. In the second main step of the proof we show the necessity of the conditions given in (1.2).
We do this by showing that, if z(γ ) = ∞ and γ is not of the form defined in (1.2), then S(N, 1) = 0 for infinitely
many N .
If γ ≠ 0 and γi = γi+1 = 0 for infinitely many i, by Lemma 1 we have S(3 · 2i, 1) = 0 for infinitely many i.
Therefore, and since z(γ ) = ∞, we have
γ = (Γ¯ , 0, 1, . . . , 1  
L1
, 0, 1, . . . , 1  
L2
, 0, . . .) (6)
for some Γ¯ = (γ0, . . . , γm0).
It suffices to show that if m0 is so large that S(N, 1) ≠ 0 for all N ≥ 2m0 , then #{0 ≤ i ≤ m0|γi = 1} is odd. Since
Γ¯ was arbitrary with condition (6), it follows that also (Γ¯ , 0, 1, . . . , 1  
L1
) contains an odd number of entries 1, i.e. L1
is even, and so on.
Assume on the contrary that #{0 ≤ i ≤ m0|γi = 1} is even.
This implies that d(m0) = d(m0 + 1) is even. But in these cases from Proposition 1(1) we see that S(2m0+1, 1) and
S(2m0+2, 1) have different signs.
This is a contradiction to the assumption S(N, 1) ≠ 0 for all N ≥ 2m0 . (Note that S(N, k)− S(N − 1, k) ∈ {−1, 0, 1}
always holds.)
Part 3. In the third and last main step of the proof we show the sufficiency of the conditions given in (1.2).
It suffices to prove that for all weight sequences of the form
γ = (Γ , L00, 1, 1, . . . , 1, 1  
2l1
,
L1
0, 1, 1, . . . , 1, 1  
2l2
,
L2
0, 1, 1, . . .
. . .
) (7)
(here Li is the place number of the i+ 1-th zero entry following Γ ),
where Γ = (γ0, . . . , γl0)with #{0 ≤ i ≤ l0|γi = 1} odd, we have
S(N, 1) ≥ c · Nδ
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for all N ≥ 2m withm large enough, or
S(N, 1) ≤ −c · Nδ
for all N ≥ 2m withm large enough, and some c, δ > 0.
First of all we note the following fact:
Letm ≥ l0 + 1; then we have that S(2m+1, 1) and S(2m, 1) have the same sign.
To show this, let Lj ≤ m < Lj+1. Then:
• We have d(Lj − 1) = d((Lj + 1) − 1) ≡ 1 or 3 mod 4. Hence by the table of Proposition 1(1) we have
sign S(2Lj , 1) = sign S(2Lj+1, 1).
• For Lj even we have
d((Lj + 2)− 1) ≡ 0 or 2 mod 4,
and hence
sign S(2Lj+1, 1) = sign S(2Lj+2, 1)
and
d((Lj + 3)− 1) ≡ 1 or 3 mod 4,
and hence again
sign S(2Lj+2, 1) = sign S(2Lj+3, 1).
This procedure repeats form ≥ Lj + 3.
• For Lj odd we have
d((Lj + 2)− 1) ≡ 2 or 0 mod 4,
and hence
sign S(2Lj+1, 1) = sign S(2Lj+2, 1)
and so on, like in the case Lj even above.
So, when in the following we check for N = 2ms + 2ms−1 + · · · + 2m1 + 2rt + · · · + 2r1 with 0 ≤ r1 < r2 < · · · <
rt ≤ L0 < m1 < m2 < · · · < ms the quantity
S(N, 1) = S(2ms , 1)+ (−1)γms · S(N − 2ms , 1− 2ms),
it suffices to show that, forms large enough,
sign S(N, 1) = sign S(2ms , 1)
and
|S(N, 1)| ≥ c · N log 3log 4 · 13 .
We show this by checking several cases. Each of these cases is divided into four or eight subcases:
• ms even or odd;
• d(ms−1) ≡ 0, 1, 2, 3 mod 4 (inmost cases the d(ms−1) cases are restricted to two cases by the other conditions).
We list these cases in the following and illustrate the further procedure by proving the result for one of these cases.
All other cases are treated along entirely the same lines. Amore detailed elaboration of all cases can be found in [12].
Case (a) Consider N such that γms = 1, γms−1 = 0. (As γ is of the form given in (7) we have γms−2 = 1 and (if
ms > 2) γms−3 = 1.)
Depending on the positions of γms−1 , γms−2 , . . . in the sequence γ we have to distinguish five subcases.
We use the following abbreviated notation:
The vector p = (nk, nk−1, . . . , n2, n1) denotes the positions of γms−k to γms−1 in the sequence γ such that
ms−k ≤ ms − nk, ms−(k−1) = ms − nk−1, . . . ,ms−1 = ms − n1, where 1 ≤ k < s.
The subcases that we have to check correspond to the position vectors p1 = (3, 2, 1), p2 = (3, 1), p3 =
(3, 2), p4 = (4, 3) and p5 = (4).
Case (b) Consider N such that γms = 0. (Note that from (7) we have γms−1 = 1 and (ifms > 1) γms−2 = 1.)
Here we have to check seven subcases corresponding to the position vectors p1 = (3, 2) and
for γms−3 = 1: p2 = (3, 2, 1), p3 = (3, 1), p4 = (3),
for γms−3 = 0: p5 = (3, 2, 1), p6 = (3, 1), p7 = (3).
Case (c) Consider N such that γms = 1, where d(ms − 1) ≡ 3 or 1 mod 4 and γms−1 ≠ 0. (From (7) we have
γms−1 = γms−2 = 1 in this case.)
Here we have to check the following seven subcases:
p1 = (3, 2, 1), p2 = (3), and
for γms−3 = 1: p3 = (3, 1), p4 = (3, 2),
for γms−3 = 0: p5 = (4, 3, 1), p6 = (4, 1), p7 = (3, 2).
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Case (d) Consider N such that γms = 1, where d(ms − 1) = 2 or 0 mod 4. (From (7) we have γms−1 = 1.)
Here we have to check eleven subcases:
for γms−2 = 0: p1 = (2, 1), p2 = (3, 2), p3 = (5, 4, 3), p4 = (5, 4), p5 = (5),
for γms−2 = 0 and γms−5 = 1: p6 = (5, 3),
for γms−2 = 0 and γms−5 = 0: p7 = (6, 5, 3), p8 = (6, 3),
for γms−2 = 1 (and consequently γms−3 = 1): p9 = (2, 1), p10 = (3, 2), p11 = (3).
For illustration we treat the subcase given by p1 in Case (a) for ms odd (note that this implies d(ms − 1) ≡
1 or 3 mod 4) and d(ms − 1) ≡ 3 mod 4:
p1 = (3, 2, 1) corresponds toms−3 ≤ ms − 3,ms−2 = ms − 2 andms−1 = ms − 1 (and consequently γms−2 = 1 and
γms−1 = 0).
Therefore
d(ms−1 − 1) ≡ 3 mod 4,
d(ms−2 − 1) ≡ 0 mod 4.
Let ρ(m) := #{1 ≤ i ≤ m|γi = 1} and ρ := ρ(ms − 1). Then for our weight sequence γ and every m with
Lj ≤ m < Lj+1 we have
ρ(m)
m
≥ 2j
L0 + 3j ≥
1
3
form large enough.
Further ρ = ρ(ms − 1) = ρ(ms−1 − 1) and ρ − 1 = ρ(ms−2 − 1).
Then
S(N, 1) = S(2
odd
ms , 1)− S(2
even
ms−1 , 2)− S(2
odd
ms−2 , 1)
± S(2ms−3 , 1− 2ms − 2ms−1 − 2ms−2)± · · · ± S(2m1 , 1− 2ms − · · · − 2m2)  
=:A
± S(2rt + · · · + 2r1 , 1− 2ms − · · · − 2m1)  
=:Bwith |B|≤c(γ )
and therefore by Proposition 1(1)
S(N, 1) = 1√
3
· 3 ρ2 + 1√
3
· 3 ρ2 − 1
3
· 3 ρ−12 + A+ B.
We have by Proposition 1(1)
|A| ≤ 2
3
· 3 ρ−22 + 2
3
· 3 ρ−22 + 2
3
· 3 ρ−32 + 2
3
· 3 ρ−42 + 2
3
· 3 ρ−42 + 2
3
· 3 ρ−52 + 2
3
· 3 ρ−62
+ 2
3
· 3 ρ−62 + · · · ≤ 0.86 · 3 ρ2 .
Altogether
S(N, 1) ≥ 0.1 · 3 ρ2 ≥ 1
15
· N log 3log 4 · 13
for N large enough.
All other cases are treated in the same way with similar calculations (see [12]) and the result follows. 
Proof of Theorem 2(2). For γ ≡ 0 the strong NTP holds trivially; for γ ≡ 1 it was shown in [2]. Let in the following γ ≠ 0
and γ ≠ 1.
By the first part in the proof of Theorem 2(1) we know that γ must be of the form
(γ0, . . . , γm0 , 0, 1, 1, . . . , 1, 1  
2l1
, 0, 1, 1, . . . , 1, 1  
2l2
, 0, . . .
. . .
)
or
(γ0, . . . , γm0 , 0, 1, 1, . . . , 1, 1  
2l1
, 0, . . . , 0, 1, 1, . . . , 1, 1  
2ls
, 0, 1, 1, 1, 1, . . .  
only ones
)
and the number of ones in (γ0, . . . , γm0) is odd.
Letm0 be minimal, then by Lemma 1 and by the first part of the proof of Theorem 2(1) (γ0, . . . , γm0)must be of the form
(1, 1, . . . , 1) or (0, 0, . . . , 0, 1, 1, . . . , 1).
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We show in the following that the second case cannot occur, since if
(a) γ = (0, 1, 1, . . .) then S(22 + 20, 1) = 0,
(b) γ = (0, 1, 0, 1, 1, . . . , 1, 1  
2l1
, . . .) then S(24 + 20, 1) = 0,
(c) γ = (0, 0, . . . , 0, 0  
zeros even
, 1
=:γ2k
, . . .) then by Proposition 1(1)
S(22k+1 − 1, 1) = S(22k+1, 1)− (−1)sγ (22k+1−1) = − 1√
3
· 3 12 − (−1)1 = 0,
(d) γ = (0, 0, . . . , 0  
zeros odd
, 1
=:γ2k−1
, 1, 1, . . .) then by Proposition 1
S(22k + 1, 1) = S(22k, 1)− S(1, 0) = 1√
3
· 3 12 − (−1)0 = 0,
(e) γ = (0, 0, . . . , 0  
zeros odd
, 1
=:γ2k−1
, 0, 1, 1, . . . , 1, 1  
2l1
, . . .) then by Proposition 1
S(22k+1 + 22, 1) = S(22k+1, 1)− S(22, 2) = 1√
3
· 3 12 − 2
2 − 1
3
= 0.
So for a strong NTP, γ necessarily must be of the form
(1, 1, . . . , 1  
2l0−1
, 0, 1, 1, . . . , 1, 1  
2l1
, 0, 1, 1, . . . , 1, 1  
2l2
, 0, . . .
. . .
)
or
(1, 1, . . . , 1  
2l0−1
, 0, 1, 1, . . . , 1, 1  
2l1
, 0, . . . , 0, 1, 1, . . . , 1, 1  
2ls
, 0, 1, 1, 1, 1, . . .  
only ones
).
It remains to show that for these weight sequences we have a strong NTP:
For the first part, i.e. for N < 22l0−1 the required property directly follows from [2].
For N ≥ 22l0−1 we proceed in a manner exactly parallel to that of the proof of the third main step in the proof of
Theorem 2(1), but where instead of using N = 2ms + · · · + 2m1 + 2rt + · · · + 2r1 we can use N = 2ms + · · · + 2m1
with 0 ≤ m1 < · · · < ms, since for the above γ with (γ0, . . . , γm0) = (1, . . . , 1) the estimate for part A (see the proof of
Theorem 2(1), third main part) holds in any case. 
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