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I den här avhandlingen behandlas cellulära automater och speciellt deras reversibilitet. Avhand-
lingens fokus ligger vid att bevisa att reversibilitetsproblemet är oavgörbart för tvådimensionella
cellulära automater, med andra ord att det inte existerar en algoritm för att bestämma om en
tvådimensionel cellulär automat är reversibel.
Avhandlingen inleds med introduktionen av grundläggande deﬁnitioner och begrepp gällande cel-
lulära automater. I kapitel 2 undersöker vi existensen av Edens trädgård-konﬁgurationer hos cellu-
lära automater. En Edens trädgård-konﬁguration är en konﬁguration som endast kan förekomma
som startkonﬁguration hos den cellulära automaten ifråga. Vi bevisar också Edens trädgård-satsen
som ursprungligen presenterades av Edward F. Moore och John Myhill. Tillsammans med Curtis-
Hedlund-Lyndon satsen som presenteras i kapitel 3, möjliggör Edens trädgård-satsen beviset av att
en cellulär automat är reversibel om och endast om dess globala funktion är injektiv. Detta bevis
presenteras i kapitel 3 och utgör en grundläggande ingredient i beviset av att reversibilitetsproble-
met är oavgörbart för tvådimensionella cellulära automater.
I kapitel 4 bekantar vi oss med begrepp som krävs för att förstå vad oavgörbarhet innebär. Begrepp
som behandlas är bl.a. Turingmaskin och algoritm. Kapitel 5 inleds med introduktionen av kaklings-
problemet samt diverse viktiga deﬁnitioner i anknytning till detta problem. Här presenteras och
bevisas också en sats som utgör det sista grundantagandet i beviset av reversibilitetsproblemets
oavgörbarhet för tvådimensionella cellulära automater. Detta bevis behandlas i avhandlingens sista
kapitel.
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0 Inledning
Cellulära automater introducerades i slutet av 1940-talet av matematikern
John von Neumann. Von Neumann strävade efter att utveckla en maskin
som kunde fungera som modell för självreproducerande biologiska system.
Med hjälp av kollegan Stanislaw Ulam utvecklade Von Neumann ramverket
till det som vi idag känner till som cellulära automater. [19]
Cellulära automater består av ett oändligt gitter av celler som inter-
agerar lokalt med varandra. Därför har dessa automater visats mycket in-
tresse som modeller för stora biologiska system där lokal interaktion sker.
Inom datavetenskapen har cellulära automater blivit populära som modeller
för parallella beräkningar. Man har också visat att det existerar cellulära
automater som är Turingfullständiga, bl.a. den elementära cellulära auto-
maten regel 110 [6]. Cellulära automater har fått mycket uppmärksamhet
också inom fysiken i och med att de utgjort modeller för bl.a. gittergaser,
spinnsystem, kristallbildning och diﬀusionsfenomen. Reversibilitet är en syn-
nerligen viktig egenskap hos många fysikaliska system, vilket innebär att re-
versibla cellulära automater utgör speciellt bra modeller i dessa fall. [12]
Till en början intresserade cellulära automater främst interdisciplinära
naturvetenskapsmän och datavetenskapsmän. Först senare väcktes intresse
också hos professionella matematiker. T. Toﬀoli och N. Margolus antyder
att detta kan ha bidragit till att reversibilitet hos cellulära automater upp-
märksammades så pass sent, trots att det är en egenskap som anses viktig
inom matematisk systemteori. [21]. I början av 1960-talet kom Moore och
Myhill ut med resultat angående Edens trädgård-konﬁgurationer [15, 16],
vilket ledde till en debatt som introducerade ﬂera problem relaterade till
reversibla cellulära automater. Reversibla cellulära automater behandlades
konkret först år 1972 av både D. Richardson [17] och S. Amoroso och Y. Patt
[2]. [21]
Amoroso och Patt [2] presenterade en algoritm som löser problemet
ifall en endimensionell cellulär automat är reversibel eller inte. Detta prob-
lem förblev olöst för ﬂerdimensionella cellulära automater ända tills år 1994
då Jarkko Kari visade att en sådan algoritm inte kan existera för tvådimen-
sionella cellulära automater [12].
I den här magistersavhandlingen fördjupar vi oss i cellulära automater
och speciellt i cellulära automaters reversibilitet. Avhandlingens fokus ligger
vid beviset av att reversibilitetsproblemet är oavgörbart för tvådimensionella
cellulära automater, d.v.s. att det inte existerar en algoritm som kan avgöra
om en tvådimensionell cellulär automat är reversibel eller inte. Det slutgiltiga
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beviset presenteras i avhandlingens sista kapitel.
I det första kapitlet av avhandlingen bekantar vi oss med grundläggande
deﬁnitioner gällande cellulära automater som är nödvändiga för resten av
avhandlingen. Vi tar också upp några exempel på cellulära automater, bl.a.
det kända spelet Life som uppfanns av matematikern John Conway och som
bidragit till att cellulära automater fått mera uppmärksamhet. I kapitel 2
och 3 presenteras viktiga satser som bygger upp grunden för beviset i kapitel
6. Satser som behandlas är bl.a. Edens trädgård-satsen som presenterats av
Moore och Myhill [15, 16] och Curtis-Hedlund-Lyndon satsen [10]. I kapitel
4 bekantar vi oss med begreppet oavgörbarhet och några deﬁnitioner som
krävs för att förstå detta begrepp. I kapitel 5 behandlas en sats (5.8) som
utgör det sista viktiga ingredienten för beviset av reversibilitetsproblemets
oavgörbarhet för tvådimensionella cellulära automater. Satsen presenterades
ursprungligen av Jarkko Kari [12] i samband med detta bevis.
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1 Cellulära automater
En cellulär automat består av en oändlig mängd celler uppradade på ett
d-dimensionellt gitter. Varje cell har givits ett speciﬁkt tillstånd. Då au-
tomaten utvecklas ändrar tillståndet för varje cell beroende på tillstånden
hos cellens grannar. I det här kapitlet presenteras den grundläggande teorin
om cellulära automater som är nödvändig för att förstå resten av avhandlin-
gen. Deﬁnitionerna i detta kapitel har tagit inﬂytande från ﬂera olika källor
[7, 12, 14].
Deﬁnition 1.1. Cellulär automat
En cellulär automat är en kvadruppel A = (d, S,N, f), där d ≥ 1 är ett
positivt heltal som anger automatens dimension, S är en ändlig mängd
tillstånd en cell kan ha, N är en grannskapsvektor,
N = (x¯1, x¯2, . . . , x¯n),
där x¯1, . . . , x¯n ∈ Zd och f är den lokala regeln för automaten, f : Sn →
S. Cellerna i en automat kan tänkas vara uppradade på Zd och indexer-
ade därefter. Varje cell beskrivs alltså som en d-dimensionell vektor x¯ =
(x1, x2, . . . , xd).
Deﬁnition 1.2. Grannar
Grannarna till en cell x¯ ∈ Zd hos automaten A = (d, S,N, f) med grannskapsvek-
torn N = (x¯1, x¯2, . . . , x¯n) är cellerna x¯+ x¯i. Märkväl att en cell kan vara sin
egen granne ifall nollvektorn tillhör automatens grannskapsvektor. Vi kallar
grannarna till en cell för cellens grannskap.
Deﬁnition 1.3. Lokal regel
Den lokala regeln för automaten A = (d, S,N, f), N = (x¯1, x¯2, . . . , x¯n), anger
vilket tillstånd en cell kommer att få vid tiden t + 1, på basen av tillstånden
hos cellens grannar vid tiden t. D.v.s.
f(sx¯+x¯1t , s
x¯+x¯2
t , . . . , s
x¯+x¯n
t ) = s
x¯
t+1,
där sx¯+x¯it är tillståndet för cellen i position x¯+ x¯i vid tidpunkten t.
Deﬁnition 1.4. Konﬁguration
En konﬁguration för en cellulär automat A = (d, S,N, f) är en funktion
c : Zd → S,
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som tilldelar varje cell i Zd ett tillstånd. Vi betecknar mängden av alla kon-
ﬁgurationer för en automat med C.
Deﬁnition 1.5. Global funktion
Den globala funktionen, Gf : C → C, för en cellulär automat A = (d, S,N, f),
N = (x¯1, x¯2, . . . , x¯n), bestäms av automatens lokala regel. Den globala funk-
tionen beskriver hur automaten förändras med tiden. För varje tidssteg för-
ﬂyttar sig automaten från en konﬁguration c till den nya konﬁgurationen
Gf (c), där
Gf (c)(x¯) = f(c(x¯+ x¯1), c(x¯+ x¯2), . . . , c(x¯+ x¯n))
för alla x¯ ∈ Zd.
Exempel 1.6. Vi undersöker hur den endimensionella automatenA = (1, S,N, f)
utvecklas, då
S = {0, 1}
N = {−2,−1, 0, 1, 2}
f(sx−2, sx−1, sx, sx+1, sx+2) = (sx−2 + sx−1 + sx + sx+1 + sx+2) mod 2
Varje cell har alltså antingen tillståndet 0 eller 1, cellens grannar är cellerna
som är maximalt på två stegs avstånd från cellen och den lokala regeln
adderar ihop grannarnas tillstånd och tar modulo 2 av resultatet. Bilden
nedan visar hur automaten utvecklas från en startkonﬁguration där alla celler
förutom en har tillståndet noll.
. . . 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 . . .
. . . 0 0 0 0 0 0 0 0 0 0 0 1 1 1 1 1 0 0 0 0 0 0 0 0 0 0 0 . . .
. . . 0 0 0 0 0 0 0 0 0 1 0 1 0 1 0 1 0 1 0 0 0 0 0 0 0 0 0 . . .
. . . 0 0 0 0 0 0 0 1 1 0 0 1 0 1 0 1 0 0 1 1 0 0 0 0 0 0 0 . . .
. . . 0 0 0 0 0 1 0 0 0 1 0 0 0 1 0 0 0 1 0 0 0 1 0 0 0 0 0 . . .
. . . 0 0 0 1 1 1 1 0 1 1 1 0 1 1 1 0 1 1 1 0 1 1 1 1 0 0 0 . . .
. . . 0 1 0 1 0 0 0 0 0 1 0 0 0 1 0 0 0 1 0 0 0 0 0 1 0 1 0 . . .
Deﬁnition 1.7. Ändlig konﬁguration
Ett tillstånd s för en automat A = (d, S,N, f), sägs vara stabilt ifall f(s, s, . . . , s) =
s. En konﬁguration med alla celler i ett stabilt tillstånd s sägs vara en ho-
mogen konﬁguration av s. En konﬁguration där alla utom ett ändligt antal
celler har det stabila tillståndet s, sägs vara s-ändlig.
Ibland kan man särskilja ett visst stabilt tillstånd q som automatens
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passiva tillstånd. Då man talar om en ändlig konﬁguration menar man
en konﬁguration där alla celler förutom ett ändligt antal har det passiva till-
ståndet q. Vi betecknar mängden ändliga konﬁgurationer med CF .
Deﬁnition 1.8. Ättlingskonﬁguration
Med en ättlingskonﬁguration till en konﬁguration c1 för en automat A =
(d, S,N, f), menar man en konﬁguration c2 för vilken Gif (c1) = c2, för något
i > 0. Om c1 är automatens konﬁguration vid tidpunkten t, så är alltså c2
automatens konﬁguration vid tidpunkten t + i. Då vi pratar om den första
ättlingskonﬁgurationen till c1 menar vi alltså Gf (c1), med den andra
ättlingskonﬁgurationen menar vi G2f (c1) = Gf (Gf (c1)), o.s.v.
1.1 Endimensionella cellulära automater
En endimensionell cellulär automat består av en oändlig rad av celler. Förde-
len med dessa automater är att de är relativt lätta att visualisera (se exempel
1.6). I den här avhandlingen kommer vi främst att hantera tvådimensionella
cellulära automater, men det kan vara bra att känna till lite om elementära
cellulära automater för att förstå hur komplexa även de simplaste cellulära
automater kan vara.
Deﬁnition 1.9. Elementära cellulära automater
Elementära cellulära automater är den enklaste klassen icketriviala endimen-
sionella cellulära automater. Varje cell kan ha endast två olika tillstånd som
vanligen betecknas 0 och 1, och grannskapet för en cell utgörs av cellens två
närmaste grannar (en till höger och en till vänster) tillsammans med cellen
själv.
En elementär cellulär automat har alltså åtta (= 23) stycken möjliga grannskap,
som alla har två möjliga efterföljare. Detta innebär att vi får ett totalt antal
på 28 = 256 möjliga olika elementära cellulära automater. År 1983 föreslog
Stephen Wolfram [23] ett system för att namnge alla dessa automater med
varsitt nummer mellan 0 och 255.
De möjliga grannskapen listas upp i ordningen 111, 110, 101, 100, 011, 010,
001, 000. Sedan listas efterföljarna till grannskapen upp i samma ordning.
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Om vi exempelvis har automaten med den lokala regeln
f(1, 1, 1) = 1
f(1, 1, 0) = 0
f(1, 0, 1) = 0
f(1, 0, 0) = 1
f(0, 1, 1) = 1
f(0, 1, 0) = 0
f(0, 0, 1) = 1
f(0, 0, 0) = 0
kan vi hänvisa till samma automat helt enkelt genom att skriva koden 10011010.
Detta binärtal motsvaras av det decimala talet 154 och har därför har regeln
getts namnet 154.
Trots att elementära cellulära automater har en mycket simpel uppbyg-
gnad har många av dessa automater visat sig ge upphov till mycket komplexa
utvecklingar. Man har också kunnat visa att regel 110 är ekvivalent med en
universell Turingmaskin [6]. Detta ger oss en inblick i komplexiteten hos
cellulära automater.
1.2 Tvådimensionella cellulära automater
Cellerna hos en två dimensionell cellulär automat utgörs av ett rutnät över
hela Z2, där varje ruta motsvarar en cell och har storleken 1 × 1. Cellerna
är placerade så att mittpunkten hos en cell deﬁnierar cellens koordinater.
Cellen x = (0, 0) har t.ex. sin mittpunkt i origo.
De två vanligaste grannskapen för en cell i en tvådimensionell cellulär
automat kallas Von Neumann-grannskap och Moore-grannskap. I denna
avhandling kommer vi att använda oss speciellt av Moore-grannskapet.
Deﬁnition 1.10. Moore-grannskap
Vektorn NM = [(−1,−1), (−1, 0), (−1, 1), (0,−1), (0, 0), (0, 1), (1,−1), (1, 0), (1, 1)]
är den grannskapsvektor som deﬁnierar Moore-grannskapet för en cell. Grannarna
för en cell x¯ i en automat A = (d, S,NM , f) är alltså cellerna x¯ + x¯i, där
x¯i ∈ NM . Med andra ord är Moore-grannskapet för en cell en kvadrat med
3× 3 celler, där cellen själv ligger i mitten av kvadraten (se ﬁgur 1a).
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Deﬁnition 1.11. Von Neumann-grannskap
Vektorn NvN = [(0, 0), (1, 0), (0, 1), (−1, 0), (0,−1)] deﬁnierar en cells von
Neumann-grannskap. Grannskapet för en cell består alltså av cellen själv
tillsammans med cellerna strax ovanför, under, till vänster och till höger om
cellen (se ﬁgur 1b).
1
(a) Moore-grannskap (b) von Neumann-grannskap
Figur 1: De två grannskapen till cellen c. Beteckningarna N, NO, Ö, SO, S, V, V
och NV står för väderstrecken granncellerna har i förhållande till cellen c.
Life
Life, också känt som Conway's Game of Life är ett välkänt exempel på en
tvådimensionell cellulär automat. Life är ett spel som upfanns i slutet av
1960-talet av matematikern John Horton Conway. Spelet går ut på att man
skapar en startkonﬁguration för den tvådimensionella cellulära automaten,
och sedan iakttar hur automaten evolverar.
Vi kan beskriva Life med hjälp av den cellulära automatenA = (2, S,NM , f),
där S = {0, 1}, 1 står för att cellen är levande, vilket brukar bildliggöras
genom att färga cellen svart, medan 0 står för att cellen är död, det vill säga
färglös. Grannskapet som automaten använder sig av är Moore-grannskapet
som beskrevs ovan. Den lokala regeln kan beskrivas på följande sätt:
f(sN , sNO, . . . , sNV , sc) =

sc om sN + . . .+ sNV = 2.
1 om sN + . . .+ sNV = 3.
0 i övriga fall.
där sc är den iakttagna cellens tillstånd, och sN , . . . , sNV är de övriga cellerna
i Moore-grannskapet NM . Med andra ord, ifall en cell har exakt två levande
grannar (cellen själv beaktas inte) kommer cellens tillstånd inte att ändras.
Har cellen exakt tre levande grannar kommer cellen att vara levande i nästa
konﬁguration. Har cellen ﬂera än tre eller färre än två levande grannar kom-
mer cellen att vara död i nästa konﬁguration.
7
Conway framlade hypotesen att det inte kunde ﬁnnas konﬁgurationer för
spelet som växte i oändligheten, d.v.s. att det för alla ändliga konﬁgurationer
ﬁnns en övre gräns för hur många levande celler det kan ﬁnnas i ättlingskon-
ﬁgurationerna. Han erbjöd ett pris på 50 $ åt den som klarade av att bevisa
eller motbevisa hans hypotes [8]. Priset vanns av en grupp vid MIT ledd av
Bill Gosper. [9] De upptäckte ett mönster som konstant skickade ut grupper
av levande celler som inte dog ut. Detta mönster är känt som "Gosper's
glider gun" och kan ses i ﬁgur 2.
Figur 2: Gosper's glider gun
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2 Edens trädgård-konﬁgurationer
År 1962 presenterade Edward F. Moore en sats som som senare kompletter-
ades av John Myhill [15, 16]. Denna sats ﬁck namnet Edens trädgård-satsen
eftersom den behandlade så kallade Edens trädgård-konﬁgurationer. Denna
typ av konﬁgurationer har fått mycket uppmärksamhet tack vare sitt sam-
band till cellulära automaters reversibilitet.
Deﬁnitionerna i detta kapitel baserar sig på de deﬁnitioner Moore och Myhill
presenterat i [15, 16], men de har omarbetats för att passa våra ändamål.
I resten av avhandlingen kommer vi att undersöka endast sådana cellulära
automater som har ett passivt tillstånd, vilket innebär att ändliga konﬁgura-
tioner existerar. Vi kommer också att fokusera på tvådimensionella cellulära
automater som använder sig av Moore-grannskapet.
Deﬁnition 2.1. Edens trädgård-konﬁguration
En konﬁguration c sägs vara en Edens trädgård-konﬁguration (Garden-of-
Eden conﬁguration) för en viss cellulär automat ifall det inte existerar en
konﬁguration c′ så att Gf (c′) = c, då Gf är den globala funktionen för auto-
maten. Konﬁgurationen kan alltså inte förekomma annat än som startkon-
ﬁguration och har fått sitt namn därefter.
Deﬁnition 2.2. Injektivitet
Vi säger att en cellulär automat A = (d, S,N, f) är injektiv ifall dess globala
funktion Gf är det. Gf är injektiv ifall det för varje par konﬁgurationer,
c0, c1 ∈ C , gäller att ifall c0 6= c1 så gäller det för ättlingskonﬁgurationerna
Gf (c0) och Gf (c1) att Gf (c0) 6= Gf (c1).
Deﬁnition 2.3. Surjektivitet
En cellulär automat A = (d, S,N, f) är surjektiv ifall den globala funktionen
Gf är surjektiv. Gf är surjektiv ifall det för varje konﬁguration c1 ∈ C exis-
terar en konﬁguration c0 ∈ C så att Gf (c0) = c1.
Deﬁnition 2.4. Mönster
Med ett mönster M avses en funktion, M : D → S, där D är en ändlig
delmängd av Zd. Ett mönster är alltså en restriktion av en konﬁguration till
en ändlig deﬁnitionsmängd.
Deﬁnition 2.5. Omgivning
Med en omgivning O till ett mönster M : D → S, menas en konﬁguration
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från vilken man avlägsnat de celler som tillhör deﬁnitionsmängden för mön-
stret M . O är alltså en funktion, O : Zn\D → S.
Vi betecknar en konﬁguration där ett mönsterM med passande storlek lagts
till omgivningen O, för att speciﬁcera tillstånden hos de celler som är ospeci-
ﬁcerade av O, med O(M). Vi betecknar den första ättlingskonﬁgurationen
till O(M) med O(M)′.
Deﬁnition 2.6. Edens trädgård-mönster
Ett mönster M , M : D → S, är ett Edens trädgård-mönster ifall det inte
existerar en konﬁguration c och en omgivning U , så att Gf (c) = U(M).
Deﬁnition 2.7. Åtskiljbarhet
Två mönster M1 och M2 med samma deﬁnitionsmängd sägs vara åtskiljbara
av omgivningen O ifall O(M1)′ 6= O(M2)′. Ifall två mönster inte är åtskiljbara
av en enda omgivning kan de inte åtskiljas.
Sats 2.8. Anta att alla mönster kan åtskiljas. Då har alla mönster med
samma deﬁnitionsmängd olika första ättlingskonﬁgurationer i omgivningen
O0, som består av endast passiva celler.
Bevis. Låt M0 : D → S och M1 : D → S vara två mönster med identiska
första ättlingskonﬁgurationer i den passiva omgivningen O0. Låt nuM0∗ och
M1∗ konstrueras så att deﬁnitionsmängden D utökas med alla celler som hör
till grannskapet för någon cell i D, och sedan ännu med alla celler som hör
till grannskapet till dessa celler. De ospeciﬁcerade cellerna ges det passiva
tillståndet. M0∗ och M1∗ har samma första ättlingskonﬁguration i alla om-
givningar, och kan alltså inte åtskiljas. Detta strider mot utgångsantagandet,
alltså kan det inte ﬁnnas två mönster med samma första ättlingskonﬁgura-
tion i omgivningen O0.
2.1 Edens trädgård-satsen
Vi presenterar först några deﬁnitioner som behövs för beviset av Edens
trädgård-satsen. Dessa deﬁnitioner antas vara bekanta från tidigare, men
vi tar kort upp dem för att påminna läsaren.
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Deﬁnition 2.9. Ekvivalensrelation
En relation E ⊂ X ×X är en ekvivalensrelation ifall följande gäller:
1. E är reﬂexiv, d.v.s. för alla x ∈ X gäller att (x, x) ∈ E,
2. E är symmetrisk, d.v.s. för alla x, y ∈ X gäller att (x, y) ∈ E om och
endast om (y, x) ∈ E,
3. E är transitiv, d.v.s. för alla x, y, z ∈ X gäller att om (x, y) ∈ E och
(y, z) ∈ E så (x, z) ∈ E.
E delar in mängden X i disjunkta ekvivalensklasser. En ekvivalensklass
består av alla de element som är i relation till varandra.
Sats 2.10. Edens trädgård-satsen [15, 16]
Låt A = (2, S,NM , f) vara en cellulär automat. Då gäller det att det exis-
terar mönster som inte kan åtskiljas om och endast om det existerar Edens
trädgård-mönster.
Bevis. ⇒ Vi antar att det existerar två mönster som inte kan åtskiljas. Vi
kan anta att dessa mönster är kvadratiska med sidlängden n, n > 1 (om
mönstrena inte är det så går det att lägga till passiva celler så att kraven
uppfylls). Låt R vara en relation mellan mönster med storleken n×n, sådan
att (M0,M1) ∈ R om M0 och M1 inte kan åtskiljas, eller om de är identiska.
R är en ekvivalensrelation eftersom R klart är reﬂexiv, symmetrisk och tran-
sitiv. Det existerar (#S)n
2
olika mönster med storleken n × n (#S > 1 är
antalet tillstånd en cell kan ha). Eftersom det ﬁnns åtminstone två n×nmön-
ster som inte kan åtskiljas har R högst (#S)n
2 − 1 stycken ekvivalensklasser.
Vi betraktar sedan ett mönster med storleken kn×kn, vars deﬁnitionsmängd
vi delar in i k2 stycken n × n kvadrater. Vi deﬁnierar relationen R∗ så att
två kn × kn mönster N0 och N1 är i relation till varandra om restriktionen
av N0 till varenda en av de k2 stycken n × n kvadraterna är i relation R
till restriktionen av N1 till motsvarande n × n kvadrat. R∗ är också en ek-
vivalensrelation och har maximalt ((#S)n
2 − 1)k2 stycken ekvivalensklasser,
eftersom vi i ett kn × kn mönster har k2 stycken n × n rutor som alla har
(#S)n
2 − 1 stycken ekvivalensklasser.
Vi iaktar de (kn− 2)× (kn− 2) mönster som uppstår då ett kn× kn
mönster får utvecklas med ett tidssteg. Märkväl att vi utelämnar cellerna
längs kanten av kn× kn kvadraten eftersom de skulle påverkas av celler som
inte hör till det ursprungliga mönstret. Eftersom två mönster inte kan åtskil-
jas ifall de hör till samma ekvivalensklass med avseende på R∗, så existerar
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det högst ((#S)n
2 − 1)k2 olika (kn − 2) × (kn − 2) mönster som utvecklats
från ett kn × kn mönster, d.v.s. lika många som antalet ekvivalensklasser.
Vi behöver alltså bara visa att det existerar ett k så att
((#S)n
2 − 1)k2 < (#S)(kn−2)2 (1)
där (#S)(kn−2)
2
är antalet (kn− 2)× (kn− 2) mönster. Vi vet att (#S)n2 >
(#S)n
2 − 1 > 0, med andra ord
(#S)n
2
(#S)n2 − 1 > 1.
Det går alltså att välja ett k ∈ Z+ så att
k >
4n
log#S
(
(#S)n2
(#S)n2−1
)
⇒ log#S
(
(#S)n
2
(#S)n2 − 1
)
>
4n
k
⇒ log#S
(
(#S)n
2 − 1
(#S)n2
)
< −4n
k
< −4n
k
+
4
k2
⇒ (#S)
n2 − 1
(#S)n2
< (#S)(−
4n
k
+ 4
k2
)
⇒ (#S)n2 − 1 < (#S)(n2− 4nk + 4k2 )
Genom att höja båda sidorna med k2 får vi
((#S)n
2 − 1)k2 < (#S)(k2n2−4kn+4)
⇔ ((#S)n2 − 1)k2 < (#S)(kn−2)2
Alltså ﬁnns det då k väljs tillräckligt stort åtminstone ett (kn−2)× (kn−2)
mönster som inte har någon föregångare, det vill säga ett Edens trädgård-
mönster.
⇐Motantagande: Anta att alla mönster kan åtskiljas och att det existerar ett
Edens trädgård-mönster ME. Vi kan igen anta att mönstret är kvadratiskt
och har sidlängden n, eftersom mönstret annars kan utvidgas så att detta
gäller.
Då ett (kn−2)×(kn−2) mönster får utvecklas ett tidssteg i omgivningen O0,
kommer ättlingskonﬁgurationen inte att ha aktiva celler utanför en kn× kn
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kvadrat. Sats 2.8 ger oss att för varje k ∈ N har alla (kn − 2) × (kn − 2)
mönster olika första ättlingskonﬁguration i den passiva omgivningen. Detta
innebär att det ﬁnns åtminstone lika många olika kn × kn mönster som
inte är Edens trädgård-mönster, som antalet (kn − 2) × (kn − 2) mönster,
d.v.s. (#S)(kn−2)
2
st då #S är antalet tillstånd för automaten. Eftersom alla
mönster som innehåller en kopia av ME är Edens trädgård-mönster, kan det
inte ﬁnnas mer än ((#S)n
2−1)k2 stycken kn×kn mönster som inte är Edens
trädgård-mönster. Anta att v är antalet kn× kn mönster som inte är Edens
trädgård-mönster. Vi får olikheten
(#S)(kn−2)
2 ≤ v ≤ ((#S)n2 − 1)k2
⇔ (#S)(kn−2)2 ≤ ((#S)n2 − 1)k2 .
För stora k strider detta mot olikhet (1), alltså har vi nått en motsägelse.
Alltså måste det existera mönster som inte kan åtskiljas om det existerar
Edens trädgård-mönster.
Sats 2.11. Låt A = (2, S,NM , f) vara en cellulär automat. Det existerar
Edens trädgård-konﬁgurationer för A om och endast om det existerar Edens
trädgård-mönster [1].
Bevis. ⇐ Låt ME vara ett Edens trädgård-mönster. Då är varje konﬁgura-
tion som innehåller en kopia av ME en Edens trädgård-konﬁguration
⇒ Vi bevisar först satsen för det endimensionella fallet för att introducera
principen och utvidgar senare beviset till två dimensioner.
Låt A = (1, S,N, f) vara en cellulär automat. Vi kan anta att N = (−1, 0, 1)
(motsvarar Moore-grannskapet i en dimension).
Anta att cE är en Edens trädgård konﬁguration. Låt x¯ vara en godtycklig cell
hos automaten. Vi låterKx¯ vara en mängd innehållande en trippel (s1, s2, s3)
för vilken f(s1, s2, s3) = cE(x¯). Vi deﬁnierar nu induktivt mängderna Ki,
i ∈ Z. För alla positiva i deﬁnierar vi Kx¯+i som mängden av alla de tripplar
(a1, a2, a3) för vilka f(a1, a2, a3) = cE(x¯+ i) och det existerar ett s ∈ S så att
(s, a1, a2) ∈ Kx¯+i−1. På liknande sätt deﬁnierar vi för negativa i mängderna
Kx¯+i som mängden av tripplar (b1, b2, b3) för vilka f(b1, b2, b3) = cE(x¯ + i)
och det existerar ett s∗ så att (b2, b3, s∗) ∈ Kx¯+i+1. Eftersom cE är en Edens
trädgård-konﬁguration, så existerar det ett j, positivt eller negativt, så att
Kx¯+j = ∅. Detta innebär att för varje konﬁguration c för vilken c(x¯−1) = s1,
c(x¯) = s2 och c(x¯+ 1) = s3, så är Gf (c) 6= c∗ för alla c∗ som överensstämmer
med cE i alla cellerna mellan x¯ och x¯+ j (inklusive x¯ och x¯+ j). Genom att
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upprepa detta för varje möjligt Kx¯, d.v.s. varje trippel som avbildas av f på
cE(x¯), får vi ett sådant n och ett sådant m, att cE:s restriktion till cellerna
mellan x¯− n och x¯+m är ett Edens trädgård-mönster.
Nu bevisar vi satsen för tvådimensionella cellulära automater. Idén med
beviset är likadan som i en dimension.
Låt A = (2, S,NM , f) vara en cellulär automat.
Anta att cE är en Edens trädgård-konﬁguration. Låt x¯ vara en godtycklig cell
hos automaten A. Då vi talar om Moore-grannskapet för en mängd celler,
menar vi mängden av alla de celler som hör till Moore-grannskapet för någon
av cellerna i den ursprungliga mängden. Vi betecknar detta med N(X), där
X är en mängd celler. Vi konstruerar nu mängderna Si på följande sätt:
S0 = x¯
S1 = N(S0)
S2 = N(S1)
Si = N(Si−1) \
i−3⋃
k=0
Sk, då i ≥ 3.
Varje mängd Si, i ≥ 3, är alltså en kvadratisk ram med bredden tre celler.
Låt nuK1 vara en mängd bestående av ett mönsterM : S1 → S för vilket det
gäller att f(M) = cE(x¯). Vi antar sedan att Ki är deﬁnierad. Då deﬁnierar
vi Ki+1 som mängden av alla de mönster M∗ : Si+1 → S för vilka följande
gäller:
1. För alla celler y¯ vars hela Moore-grannskap innehålls i Si+1 gäller det
att M∗ tilldelar cellerna i N(y¯) sådana tillstånd att den lokala regeln
avbildar N(y¯) på cE(y¯).
2. M∗ överensstämmer med något mönsterM∗∗,M∗∗ ∈ Ki, i alla de celler
som är gemensamma för båda mönstren.
Eftersom cE är en Edens trädgård-konﬁguration måste det existera ett j ≥ 1
så att Kj = ∅. Detta innebär att för varje konﬁguration c för vilken c(z¯) =
M(z¯) för alla z¯ ∈ S1, så är Gf (c) 6= c∗ för alla konﬁgurationer c∗ som
överensstämmer med cE i alla cellerna i ∪jk=0Sk. Genom att upprepa detta
för alla möjliga mönsterM , får vi ett tillräckligt stort m för att restriktionen
av cE till ∪mk=0Sk skall vara ett Edens trädgård mönster.
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Amoroso, Cooper och Patt framlägger hypotesen att sats 2.11 gäller också
för ﬂerdimensionella automater [1]. I den här avhandlingen koncentrerar vi
oss på tvådimensionella cellulära automater, så vi lägger inte vikt vid detta.
Sats 2.12. Låt A = (2, S,NM , f) vara en cellulär automat. Då gäller det
att GF är injektiv om och endast om G är surjektiv, då G är automatens
globala funktion och GF är restriktionen av den globala funktionen till ändliga
konﬁgurationer.
Bevis. ⇒ Om GF är injektiv så gäller det att för varje par konﬁgurationer
c0, c1 ∈ CF är c0 6= c1 om och endast om GF (c0) 6= GF (c1). Med andra
ord ﬁnns det alltså inte två olika konﬁgurationer som ger samma första ät-
tlingskonﬁguration. Nu kan det alltså inte heller existera två mönster M0
och M1 som inte kan åtskiljas, eftersom i så fall skulle mönstrena ge samma
första ättlingskonﬁguration i den passiva omgivningen O0, det vill säga de
ändliga konﬁgurationerna c0 = O0(M0) och c1 = O0(M1) skulle ge samma
första ättlingskonﬁguration. Sats 2.10 ger oss nu att det inte heller existerar
Edens trädgård-mönster. Enligt sats 2.11 existerar det nu inte heller Edens
trädgård-konﬁgurationer. Med andra ord existerar det för varje konﬁgura-
tion c ∈ C, en konﬁguration c∗ ∈ C så att G(c∗) = c. Alltså är G surjektiv.
⇐ Anta nu att G är surjektiv. Då gäller det att för varje konﬁguration c ∈ C
existerar det en konﬁguration c∗ ∈ C så att G(c∗) = c. Med andra ord ﬁnns
det inga Edens trädgård konﬁgurationer. Enligt sats 2.11 ﬁnns det inte heller
några Edens trädgård-mönster. Nu ger oss sats 2.10 att det inte existerar två
mönster som inte kan åtskiljas. Enligt sats 2.8 har alla mönster olika första
ättlingskonﬁgurationer i den passiva omgivningen O0. Vi gör nu motanta-
gandet att GF inte är injektiv och visar att det leder till en motsägelse. Om
GF inte är injektiv existerar det två konﬁgurationer c0 och c1, c0, c1 ∈ CF
för vilka det gäller att c0 6= c1 och GF (c0) = GF (c1). Vi låter nu c∗0 vara
restriktionen av c0 till mängden D0 bestående endast av de celler som inte är
passiva i c0. På samma sätt låter vi c∗1 vara restriktionen av c1 till D1 då D1
är mängden av alla icke-passiva celler i c1. Eftersom både c0 och c1 är ändliga
konﬁgurationer kommer D0 och D1 att vara ändliga mängder, alltså är c∗0 och
c∗1 per deﬁnition mönster. Dessa mönster skulle ha samma första ättlingskon-
ﬁguration i den passiva omgivningen O0, vilket innebär att konﬁgurationerna
c0 och c1 inte kan existera. Alltså måste GF vara injektiv.
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3 Reversibla cellulära automater
Reversibla cellulära automater, även kallade invertibla cellulära automater, är
cellulära automater som bevarar information. Reversibla cellulära automater
har fått mycket uppmärksamhet tack vare sin förmåga att imitera reversibla
fysikaliska fenomen. Givet tillståndet för en reversibel cellulär automat vid
en viss tidpunkt går det i teorin att ta reda på vilka tillstånd automaten
befunnit sig i genom att köra automaten baklänges. I praktiken är detta inte
alltid så lätt. Det kan vara väldigt arbetskrävande att överhuvudtaget ta
reda på ifall en cellulär automat är reversibel eller inte. Reversibilitetsprob-
lemet ställer frågan om en given cellulär automat är reversibel eller inte. År
1972 visade Seraﬁno Amoroso och Yale N. Patt att det existerar en algo-
ritm med vilken det går att avgöra om en endimensionell cellulär automat
är reversibel eller inte [2]. I denna avhandling visar vi att en sådan algo-
ritm inte kan existera för tvådimensionella cellulära automater, med andra
ord att reversibilitetsproblemet är oavgörbart för tvådimensionella cellulära
automater. Detta bevisades först av Jarkko Kari år 1991 [12].
I det här kapitlet talar vi av tydlighetsskäl om mängden SZ
d
=
∏
x∈Zd S =
{c : Zd → S}, med andra ord mängden av alla konﬁgurationer som vi tidi-
gare betecknat med C.
Deﬁnition 3.1. Reversibel cellulär automat
En cellulär automat A0 = (d, S,N0, f0) är reversibel ifall det existerar en
annan cellulär automat A1 = (d, S,N1, f1) så att den globala funktionen för
A1, Gf1, är inversfunktionen till den globala funktionen Gf0 för A0. Med
andra ord,
Gf0 ◦Gf1 = Gf1 ◦Gf0 = Id
där Id är identitetsfunktionen som avbildar varje konﬁguration på sig själv.
Deﬁnition 3.2. Produkttopologi
Basen för produkttopologin T för ett produktrum X = ∏j∈J Xj bildas av alla
mängder
B =
∏
j∈J
Vj,
där Vj = Xj förutom för ett ändligt antal j, för vilka Vj är en öppen mängd
i Xj.
Deﬁnition 3.3. Pro-diskret topologi
Vi deﬁnierar topologin för mängden SZ
d
som produkttopologin då S har den
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diskreta topologin Tdis = P(S), d.v.s. topologin bestående av alla delmängder
av S. Vi kallar denna produkttopologi för den pro-diskreta topologin.
Deﬁnition 3.4. Translationsfunktion
Låt j ∈ Zd. Translationsfunktionen σj är funktionen σj : SZd → SZd för
vilken σj(c)(x) = c(x + j) för alla x ∈ Zd, då c ∈ SZd är en godtycklig kon-
ﬁguration.
Sats 3.5. Curtis-Hedlund-Lyndon satsen
Låt SZ
d
vara utrustat med den pro-diskreta topologin. En funktion G : SZ
d →
SZ
d
är den globala funktionen för en cellulär automat om och endast om
(a) G är kontinuerlig
(b) G kommuterar med translationsfunktionerna σj, j ∈ Zd, alltså G◦σj =
σj ◦G.
Bevis. För ett fullständigt bevis se [10] eller [5].
I den pro-diskreta topologin kan man lätt se att varje funktion G som är
en global funktion för någon cellulär automat är kontinuerlig och dessutom
också är kommutativ med avseende på translationsfunktionerna σj, j ∈ Zd.
Vi har nämligen att
σj ◦G(c)(x) = σj(G(c))(x) = G(c)(x+ j) = G ◦ σj(c)(x)
för alla c ∈ SZd och j ∈ Zd.
Sats 3.6. En cellulär automat A = (2, S,NM , f) är injektiv om och endast
om den är reversibel.
Bevis. ⇒ En cellulär automat A är injektiv ifall dess globala funktion G
är injektiv. Då är också G:s restriktion till ändliga konﬁgurationer injektiv.
Sats 2.12 ger oss nu att G är surjektiv, alltså är G en bijektion. Nu vet vi
att det existerar en invers funktion till G, G−1. I den pro-diskreta topologin
är G−1 kontinuerlig: Låt U ⊂ C vara öppen. Då är komplementet {U slutet.
Eftersom mängden av alla konﬁgurationer C är kompakt och {U är sluten så
är också {U kompakt. För att visa att G−1 är kontinuerlig måste vi visa att
urbilden av mängden U är öppen. Vi vet att (G−1)−1(U) = G(U). Eftersom
G är kontinuerlig och kompakta mängder bevaras i kontinuerliga avbildningar
kommer G({U) att vara kompakt, alltså också sluten. Eftersom G är injektiv
17
är {G({U) = G(U), alltså är G(U) öppen i mängden G(C), d.v.s. G−1 är
kontinuerlig.
Eftersom G är kommutativ också med avseende på translationsfunktionernas
inverser får vi att G−1 ◦ σj = (G ◦ σ−1j )−1 = (σ−1j ◦ G)−1 = σj ◦ G−1. Alltså
är G−1 också kommutativ. Nu ger oss sats 3.5 att G−1 är en global funktion
för en cellulär automat, d.v.s. A har en invers automat med den globala
funktionen G−1 och är alltså reversibel.
⇐ Om A är en reversibel cellulär automat så är den globala funktionen för
A per deﬁnition en bijektion, alltså också en injektion.
Ett alternativt bevis av sats 3.6 presenteras också av D. Richardson i [17].
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4 Oavgörbarhet
För att förstå begreppet oavgörbarhet måste vi först bekanta oss med en del
andra begrepp så som algoritm och Turingmaskin. Deﬁnitionerna i detta
kapitel har baserar sig på källorna [11, 20].
Algoritmer
Förenklat kan en algoritm beskrivas som en ändlig följd väldeﬁnierade in-
struktioner som följs för att utföra en viss uppgift. Ett matlagningsrecept
är ett vardagligt exempel på en algoritm. På ett mera stringent sätt kan
algoritmer deﬁnieras med hjälp av Turingmaskiner.
Deﬁnition 4.1. Turingmaskin
En Turingmaskin kan beskrivas som en 5-tupel M = (Q,Σ, δ, q0, F ), där
1. Q är en ändlig mängd tillstånd maskinen kan ha,
2. Σ är ändligt alfabet, d.v.s. en ändlig mängd symboler,
3. δ : D → Q × (Σ ∪ {}) × {H, V } är övergångsfunktionen för Turing-
maskinen, då D ⊂ Q× (Σ ∪ {}),
4. q0 ∈ Q är starttillståndet,
5. F är mängden godkända tillstånd.
Här är  beteckningen för en tom cell, H och V står för att maskinen ﬂyttar
sig till höger eller vänster.
En Turingmaskin består av ett oändligt långt band av celler och ett skriv-
och läshuvud som kan ﬂytta sig längs med bandet samt skriva och läsa sym-
boler på det. I starttillståndet innehåller bandet endast en inputsträng,
d.v.s en ändlig följd x0x1 . . . xn, där xk ∈ Σ för alla k ≤ n, medan resten
av cellerna är tomma. Läshuvudet är placerat vid den första symbolen på
inputsträngen, d.v.s. längst till vänster. Maskinen evolverar sedan enligt
övergångsfunktionen, d.v.s. läshuvudet läser cellen, skriver vid behov över
innehållet i cellen och ﬂyttar sig antingen till höger eller vänster. Samtidigt
ändrar kanske också maskinens tillstånd. Då vi talar om Turingmaskinens
läge vid tidpunkten t, syftar vi på paret (q, x), där q ∈ Q är Turingmaskinens
tillstånd vid tidpunkten t, och x ∈ (Σ∪{}) är symbolen i cellen där läshu-
vudet är placerat. Vi säger att Turingmaskinen stannar då den når ett läge
(q∗, x∗) som inte tillhör deﬁnitionsmängden för övergångsfunktionen δ, d.v.s.
(q∗, x∗) /∈ dom(δ). Om q∗ ∈ F så godkänner Turingmaskinen inputsträngen,
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medan om q∗ /∈ F så förkastar maskinen inputsträngen. Turingmaskiner
beskrivs oftast på ett mera informellt sätt, eftersom det fort blir arbetskrä-
vande att deﬁniera övergångsfunktionen för en Turingmaskin. Varje informell
beskrivning motsvarar ändå en väldeﬁnierad övergångsfunktion.
Exempel 4.2. Låt M = (Q,Σ, δ, q0, F ) vara en Turingmaskin och låt Σ =
{a, b, c}. Maskinens uppgift är att avgöra ifall en inputsträng är ett palindrom
eller ej. En inputsträng, x0 . . . xn, xk ∈ Σ för alla k ≤ n, är ett palindrom
ifall xk = xn−k för alla k ≤ n. Inputsträngen är ett palindrom endast om
maskinen stannar i ett tillstånd q ∈ F .
Vi börjar med att ge en informell beskrivning av maskinen och ger sedan en
formell deﬁnition av övergångsfunktionen.
Maskinen börjar med att kontrollera den första symbolen på inputsträngen.
Sedan skriver den över symbolen med en tom cell och ﬂyttar sig åt höger
tills den kommer till andra ändan av strängen. Om symbolen inte är den-
samma som den första symbolen stannar maskinen och förkastar inputsträn-
gen. Annars skriver maskinen över symbolen med en tom cell och går tillbaka
till vänstra ändan av strängen. Denna process återupprepas tills maskinen
antingen förkastat inputsträngen eller tills alla celler på bandet är tomma
varefter maskinen ändrar tillstånd till qg ∈ F och stannar.
Mera formellt har vi:
Q = {q0, q1, qa, qb, qc, qa∗ , qb∗ , qc∗ , qv, qg, },
F = {qg}
δ(q0, x) = (qx,, H), x ∈ Σ,
δ(q0,) = (qg,, H),
δ(q1, x) = (qx,, H), x ∈ Σ,
δ(q1,) = (qg,, H),
δ(qx, y) = (qx, y,H), x, y ∈ Σ,
δ(qx,) = (qx∗ ,, V ), x ∈ Σ,
δ(qx∗ , x) = (qv,, V ), x ∈ Σ,
δ(qx∗ ,) = (qg,, H), x ∈ Σ,
δ(qv, x) = (qv, x, V ), x ∈ Σ,
δ(qv,) = (q1,, H).
Maskinen går in i tillståndet qx, x ∈ Σ då den läst symbolen x i början av
inputsträngen. Sedan går den in i tillståndet qx∗ , x ∈ Σ för att kontrollera
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om symbolen i slutet av strängen är x. Då maskinen ﬂyttar sig tillbaka till
början av strängen har den tillståndet qv och då den når början av strängen
får den tillståndet q1. Märkväl att paret (qx∗ , y) där x, y ∈ Σ, x 6= y, inte
tillhör övergångsfunktionens deﬁnitionsmängd.
Som vi märker av exemplet ovan kan det vara betydigt lättare att förstå
en informell beskrivning än en formell beskrivning. För mera invecklade
Turingmaskiner blir den formella beskrivningen av övergångsfunktionen ofta
för lång att skriva ut.
Eftersom både mängden tillstånd Q och alfabetet Σ är ändliga hos en Tur-
ingmaskin kan övergångsfunktionen skrivas som en ändlig lista av regler. En
Turingmaskin är alltså en algoritm enligt den förenklade beskrivningen ovan.
Tidigare hade man ingen exaktare deﬁnition på vad en algoritm är, men år
1936 deﬁnierade både Alan Turing och Alonzo Church begreppet algoritm
på varsitt sätt. Dessa båda deﬁnitioner visade sig vara ekvivalenta. Här
kommer vi att använda oss av Turings deﬁnition.
Deﬁnition 4.3. Church-Turing tesen
Varje algoritm kan uttryckas som en Turingmaskin.
Med andra ord existerar det en algoritm för att lösa ett problem om och
endast om det existerar en Turingmaskin som löser problemet. En Turing-
maskin kan endast lösa ett problem om den stannar för varje möjlig input-
sträng.
Sats 4.4. Varje Turingmaskin M = (Q,Σ, δ, q0, F ) kan kodas till en sträng
av symboler 〈M〉.
Bevis. Låt n vara antalet tillstånd i Q, l antalet tillstånd i F och m an-
talet symboler i Σ. Vi kan ge nya namn åt de olika tillstånden för M och
symbolerna i Σ så att Q = {q0, q1, . . . , qn−1}, där q0 är starttillståndet och
q1, . . . , ql ∈ F , och Σ = {x1, . . . , xm}.
Anta nu att vi har en regel för övergångsfunktionen, δ(qh, xi) = (qj, xk, Rp)
där p ∈ {0, 1}, R0 = H och R1 = V . Denna regel kan kodas till strängen
h ∗ xi ∗ j ∗ xk ∗ p, där ∗ är en separationssymbol. Koden för Turingmaskinen
M kan nu skrivas som strängen 〈M〉 = C1 ∗C2 ∗ . . .∗Cs−1 ∗Cs, där C1, . . . , Cs
är koderna för alla reglerna för övergångsfunktionen. Strängen 〈M〉 för Tur-
ingmaskinen M = (Q,Σ, δ, q0, F ) kan nu läsas av alla Turingmaskiner med
alfabetet Σ∗ = (Σ ∪ {0, 1, . . . , 9} ∪ {∗}).
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Då vi säger att en Turingmaskin M har inputsträngen 〈M,w〉 syftar vi på
strängen C1 ∗ . . . ∗ Cs ∗ ∗w där M är en Turingmaskin, C1 ∗ . . . ∗ Cs = 〈M〉
och w är en sträng bestående av symboler . Det existerar Turingmaskiner
som kan simulera hur en annan TuringmaskinM skulle utvecklas från en viss
inputsträng w genom att läsa strängen 〈M,w〉. Sådana Turingmaskiner som
kan simulera alla andra Turingmaskiner kallas universella Turingmaskiner.
Deﬁnition 4.5. Oavgörbarhet
Ett problem är avgörbart ifall det existerar en algoritm som löser problemet
för alla instanser av problemet. Om det inte existerar en sådan algoritm är
problemet oavgörbart.
4.1 Stopp-problemet
Stopp-problemet är ett känt oavgörbart problem. Problemet går ut på att
ta reda på ifall en given Turingmaskin stannar för ett givet input. Vi visar
nedan att det inte existerar en algoritm som löser problemet för alla Tur-
ingmaskiner och alla input. Ett vanligt sätt att bevisa att ett problem är
oavgörbart är att hänföra problemet till stopp-problemet.
Sats 4.6. Stopp-problemet är oavgörbart.
Bevis. Vi gör ett motantagande: Det existerar en TuringmaskinH = (Q,Σ, δ, q0, F )
som för varje par (M,w) av Turingmaskin och inputsträng kan avgöra ifallM
stannar eller inte för inputsträngen w. H godkänner inputsträngen 〈M,w〉
om M stannar för inputsträngen w. Annars förkastar H inputsträngen
〈M,w〉.
Vi konstruerar nu en Turingmaskin C = (Q∗,Σ∗, δ∗, q0, F ∗), som tar en in-
putsträng 〈M〉, där M är en Turingmaskin, och simulerar maskinen H på
inputsträngen 〈M, 〈M〉〉. Detta kan beskrivas i två steg. Först omvandlar
C inputsträngen 〈M〉 till strängen 〈M, 〈M〉〉 och för sedan läshuvudet till-
baka till början av strängen. Därefter kör C ett program som är en exakt
kopia av H fram tills det sista steget. Om H förkastar inputsträngen, än-
drar C tillstånd till qg ∈ F ∗. Om H godkänner inputsträngen däremot, så
ändrar C tillstånd till qloop ∈ Q∗, för vilket δ∗(qloop, x) = (qloop, x,H) för alla
x ∈ (Σ∗ ∪ {}). Lägg märke till att C stannar för en inputsträng 〈M〉 om
och endast om H förkastar inputsträngen 〈M, 〈M〉〉. Om H godkänner in-
putsträngen, kommer C aldrig att stanna.
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Om vi nu kör Turingmaskinen C på inputsträngen 〈C〉 kommer vi att
nå en motsägelse. Då C simulerar H på inputsträngen 〈C, 〈C〉〉 får vi två
fall:
1. Om H godkänner 〈C, 〈C〉〉 kommer C att fortsätta i all evighet för
inputet 〈C〉, men vi vet att H godkänner 〈C, 〈C〉〉 endast om C stannar
för inputsträngen 〈C〉.
2. Om H förkastar inputsträngen 〈C, 〈C〉〉 kommer C att stanna för in-
putsträngen 〈C〉 , men vi vet att H förkastar 〈C, 〈C〉〉 endast om C
inte stannar för inputsträngen 〈C〉.
Vi ser att H varken kan godkänna eller förkasta inputsträngen 〈C, 〈C〉〉 utan
att det leder till en motsägelse, alltså kan H inte avgöra ifall Turingmaskinen
C stannar för inputsträngen 〈C〉. Detta strider mot vårt utgångsantagande,
vilket innebär att det inte kan existera en Turingmaskin som kan avgöra ifall
varje given Turingmaskin stannar eller inte för varje given inputsträng.
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5 Kaklingsproblemet
Kaklingsproblemet introducerades av logikern Hao Wang år 1961 [22]. Prob-
lemet går ut på att vi har en mängd kakelplattor med färgade kanter. Varje
kakelplatta har storleken av en enhetskvadrat, och dessa skall radas upp in-
till varandra, så att kanterna som placeras mot varandra har samma färg.
Frågan är om det går att kakla hela planet R2 med kakelplattorna.
Wang förmodade att varje mängd kakelplattor som gav en kakling av hela
planet också gav en periodisk kakling av planet. Detta hade inneburit att en
algoritm existerat, med vilken det gick att bestämma om en mängd kakelplat-
tor kunde användas för att kakla hela planet eller inte. Denna förmodan
motbevisades år 1966 då Robert Berger bevisade att kaklingsproblemet är
oavgörbart [3]. Även om kaklingsproblemet ursprungligen baserade sig på
kakelplattor med färgade kanter, behöver vi inte begränsa oss till dessa, utan
vi använder oss av en mera allmän deﬁnition av mängden kakelplattor.
Deﬁnition 5.1. Mängd kakelplattor
Låt T vara en godtycklig ändlig mängd och låt N = (x¯1, x¯2, . . . , x¯n) vara en
tvådimensionell grannskapsvektor. Vi deﬁnierar en mängd kakelplattor som
trippletten T = (T,N,R), där R ⊆ T n är en n-värd relation.
Deﬁnition 5.2. Giltig kakling
Låt T = (T,N,R) vara en mängd kakelplattor. En kakling ψ : Z2 → T sägs
vara korrekt i en kakelplatta placerad i x¯ ∈ Z2 om
(ψ(x¯+ x¯1), ψ(x¯+ x¯2), . . . , ψ(x¯+ x¯n)) ∈ R,
där x¯1, . . . , x¯n ∈ N . En kakling är giltig ifall den är korrekt i varje kakelplatta
på planet.
Vi kan se att kakelplattorna med färgade kanter i det ursprungliga kak-
lingsproblemet är specialfall av denna deﬁnition. Om T = (T,N,R) är
grannskapsvektornN och relationR helt enkelt valda så attN = ((0, 0), (1, 0), (0, 1))
och (t1, t2, t3) ∈ R, t1, t2, t3 ∈ T , om och endast om kanterna som är placer-
ade mot varandra på plattorna t1, t2 och t3 har samma färg.
Deﬁnition 5.3. Periodisk kakling
En kakling ψ : Z2 → T sägs vara periodisk, om det existerar ett m och ett
n, m,n ∈ N, så att ψ(x + m, y) = ψ(x, y) och ψ(x, y + n) = ψ(x, y) för alla
x, y ∈ Z. m är den horisontella och n den vertikala perioden för kaklingen.
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Sats 5.4. Kaklingsproblemets oavgörbarhet
Det är oavgörbart om en given mängd kakelplattor T = (T,NM , R) med
Moore-grannskapet kan bilda en giltig kakling av planet.
Oavgörbarheten för kaklingsproblemet har bevisats av R. Berger [3] och
senare också av R. Robinson [18]. Dessa bevis behandlas inte i denna avhan-
dling, utan vi lämnar det upp till läsaren att ta reda på mera efter eget in-
tresse. Moore-grannskapet i satsen går att byta ut mot ett mindre grannskap,
men den form satsen nu är given i lämpar sig bättre för våra ändamål.
5.1 Riktade kakelplattor
Deﬁnition 5.5. Riktade kakelplattor
Riktade kakelplattor är som de ovan beskrivda plattorna enhetskvadrater som
placeras bredvid varandra på planet. En giltig kakling deﬁnieras med hjälp
av en relation. Utöver detta har de riktade kakelplattorna blivit givna en
riktning ur mängden {U,N,H, V }(Upp, ner, höger och vänster). Riktningen
för en platta ges av riktningsfunktionen
d : D → {U,N,H, V }.
En mängd riktade kakelplattor är alltså en kvadruppel D = (D,N,R, d), där
(D,N,R) är en mängd kakelplattor deﬁnierade som ovan, och d är riktnings-
funktionen.
Riktningarna hos de riktade kakelplattorna bestämmer vägar genom plat-
torna i planet. Riktningen hos en platta visar åt vilket håll vägen skall
fortsätta.
Deﬁnition 5.6. Planfyllningsegenskapen
Låt D = (D,N,R, d) vara en mängd riktade kakelplattor. Mängden D sägs
ha planfyllningsegenskapen ifall den uppfyller följande krav:
(a) Det existerar en giltig kakling av planet med hjälp av plattorna i D.
(b) För varje kakling av planet kan riktningarna deﬁniera endast två olika
typer av vägar. Antingen ﬁnns det en platta på vägen där kaklingen
är felaktig, eller så går vägen genom alla plattor i godtyckligt stora
kvadrater.
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Sats 5.7. Om en mängd riktade kakelplattor D är sådan att den tillåter en
periodisk kakling av planet, så kan D inte ha planfyllningsegenskapen.
Bevis se [12, s.155].
Vi behandlar inte beviset här eftersom satsen inte är nödvändig för de övriga
bevisen som presenteras. Satsen ger ändå bättre förståelse av följande bevis.
Följande sats spelar en viktig roll i denna avhandling eftersom den utgör
ett grundläggade steg i beviset av reversibilitetsproblemets oavgörbarhet för
tvådimensionella cellulära automater. Detta bevis presenteras i nästa kapi-
tel. Beviset av nedanstående sats presenterades ursprungligen av Jarkko Kari
[12].
Sats 5.8. Det existerar en mängd D av riktade kakelplattor som har plan-
fyllningegenskapen.
Bevis. Vi bevisar ovanstående sats genom att konstruera en mängd D =
(D,NM , R0, d) av riktade kakelplattor som har planfyllningsegenskapen.
Av sats 5.7 vet vi att mängden D inte får tillåta en periodisk kakling, alltså
måste alla giltiga kaklingar med kakelplattorna i D vara icke periodiska. Vårt
bevis kommer att bestå av följande delar:
1. Konstruktion av basplattorna.
2. Rekursiv deﬁnition av korrekt kaklade (2n − 1)× (2n − 1)-kvadrater.
3. Tillägg av diagonala pilar.
4. Tillägg av riktningar.
5. Bevis av planfyllningsegenskapen.
I delarna 1. och 3. konstruerar vi en mängd kakelplattor som tillåter en giltig
kakling av planet endast då kaklingen byggs upp med hjälp av de rekursivt
deﬁnierade (2n − 1)× (2n − 1)-kvadraterna som vi beskriver i del 2. I del 5.
bevisar vi sedan att mängden har planfyllningsegenskapen då riktningarna
tillsatts i del 4.
1. Konstruktion av basplattorna
Istället för att använda oss av färger som i det traditionella kaklingsprob-
lemet, kommer vi att använda oss av märkta pilar. Pilarna kan vara enkla
eller dubbla. Relationen R0 deﬁnierar en giltig kakling så att alla pilspetsar
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måste möta en pilända med samma märken och av samma typ. På samma
sätt måste varje pilända möta en motsvarande pilspets.
Då vi bortser från märkena har vi fem olika typer av basplattor. Ett
enkelt kors, ett dubbelt kors, en enkel arm, en dubbel arm och en blandad
arm. Dessa plattor visas i ﬁgur 3.
Alla tre armarna har en lång pil som går från ena kanten av plattan
(a) Enkelt kors (b) Dubbelt kors (c) Enkel arm (d) Dubbel arm (e) Blandad arm
Figur 3: De fem basplattorna
till den andra. Denna pil kallar vi för armens huvudpil. De två korta pi-
larna kallar vi för sidopilar. Observera att den blandade armens huvudpil är
dubbel i ändan men enkel i spetsen. Armarna kan roteras så att huvudpilens
spets pekar uppåt, nedåt, åt höger eller åt vänster. Tillsvidare har vi endast
horisontala och vertikala pilar, men i del 3. kommer vi att lägga till också
diagonala pilar.
Dessa fem basplattor kommer att utgöra grunden för de slutliga rik-
tade kakelplattorna med planfyllningsegenskapen. Varje slutlig platta kom-
mer dock att bestå av fyra av dessa plattor i ett block med storleken 2× 2.
Vi bygger blocken så att varje slutlig kakelplatta har exakt ett enkelt kors,
som beﬁnner sig i det övre högra hörnet av blocket. För att vi skall kunna
skapa dessa slutliga plattor, kommer de enkla korsen bara att kunna beﬁnna
sig på varannan rad och varannan kolumn i en kakling med basplattorna.
För enkelhetens skull låter vi dessa rader och kolumner vara sådana att de
enkla korsen beﬁnner sig endast i rutor med två udda koordinater.
Nu är vi redo att lägga till märken till de fem basplattorna. Till en
början lägger vi till endast fyra olika märken, NO, NV, SO och SV. Dessa
står för väderstrecken nordost, nordväst, sydost och sydväst. I del 2. kommer
det att klarna varför vi valt just dessa väderstreck. Senare kommer vi att
lägga ﬂera märken, men än så länge klarar vi oss med dessa.
Korsen är märkta så att alla pilspetsarna i ett och samma kors har
samma märke. Så länge detta stämmer tillåts alla märken på ett kors. Vi
talar om ett NO-kors eller ett SV-kors då alla pilspetsarna har märket NO
respektive SV. Med de dubbla och enkla korsen har vi nu alltså redan totalt
8 plattor.
Armarna är märkta på ett lite mer invecklat sätt. Huvudpilen hos
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en arm kan ha vilket märke som helst, men märket bör vara det samma
både i ändan och i spetsen av pilen. Sidopilarna kan sedan vara märkta
olika beroende på vartåt huvudpilen pekar. Figur 4 och 5 visar sidopilarnas
märken.
Figur 4: De möjliga märkningarna för sidopilarna hos en enkel eller dubbel
arm då X ∈ {O, V } och Y ∈ {N,S}. Totalt ﬁnns det alltså 32 olika enkla
armar och 32 dubbla armar.
Figur 5: De möjliga märkningarna för sidopilarna hos en blandad arm. Totalt
har vi 16 olika blandade armar.
Märkväl att då huvudpilen är riktad åt ett visst håll kan sidopilarna hos
dubbel eller enkel arm kan vara märkta på två olika sätt medan de för en
blandad arm endast kan vara märkta på ett sätt.
Nu har vi konstruerat grunden för basplattorna som bygger upp de
slutliga riktade kakelplattorna med planfyllningsegenskapen. Senare lägger
vi ännu till diagonala pilar på plattorna, och också några nya märken.
2. Rekursiv deﬁnition av korrekt kaklade (2n − 1) × (2n − 1)-
kvadrater
Vi deﬁnierar nu rekursivt kvadrater kaklade av plattorna vi konstruerat i del
1. För varje n ∈ N kommer vi att ha fyra kvadrater med sidlängden (2n−1).
En för varje märke; NO, NV, SO och SV. Kvadraterna med sidlängden ett,
består av endast ett enkelt kors. Kvadraterna med sidlängden (2n+1 − 1)
bildas av fyra (2n− 1)-kvadrater som åtskiljs av ett dubbelt kors i mitten av
(2n+1 − 1)-kvadraten och fyra rader av armar som strålar ut från korset så
som ﬁgur 6 visar. Armarna är dubbla närmast korset, men byter efter
(
2n−2
2
)
stycken dubbla armar med hjälp av en blandad arm till enkla armar. Det
ﬁnns alltså exakt lika många dubbla och enkla armar på en armrad. Märket
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på det dubbla korset i mitten av en (2n − 1)-kvadrat anger namnet på hela
kvadraten. Vi talar t.ex. om en (2n − 1)-SV-kvadrat ifall det dubbla korset
har märket SV. Nu ser vi också varför märkena namngivits efter de fyra sneda
väderstrecken. De anger helt enkelt var en kvadrat skall vara placerad i den
följande kvadraten. Figur 7 och 8 visar de enklaste exemplen på denna typ
av kvadrater.
Märkena på armarna är konstruerade så att kaklingarna är korrekta i
kvadraterna som deﬁnierades ovan. Detta går vi inte närmare in på, utan
lämnar det upp till läsaren att veriﬁera. Då vi pratar om (2n − 1)-kvadrater
i resten av detta bevis syftar vi på dessa kvadrater.
Figur 6: (2n+1 − 1)-kvadrat
Lemma 5.9. Låt S1 och S2 vara två (2n−1)-kvadrater i en kakling, och anta
att de har samma n. Anta att det ﬁnns ett enkelt kors som hör till både S1
och S2. Då sammanfaller S1 och S2.
Bevis. Observera att det här är frågan om ett kors med en speciﬁk placering
i kaklingen, inte en viss typ av kors.
Vi bevisar lemmat med hjälp av induktion med avseende på n.
Basfall: n = 1
Både S1 och S2 består av endast ett enkelt kors, vilket innebär att
påståendet stämmer.
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Figur 7: n = 2
Induktionsantagande: Anta att påståendet gäller för (2n − 1)-kvadrater. In-
duktionssteg: Låt S1 och S2 vara två (2n+1 − 1)-kvadrater som delar ett
enkelt kors. Korset måste höra till en av de fyra (2n−1)-kvadraterna som S1
består av, eftersom inga enkla kors beﬁnner sig mellan dessa. Likaså måste
det höra till en av (2n− 1)-kvadraterna S2 består av. Enligt induktionsanta-
gandet måste dessa två (2n−1)-kvadrater sammanfalla. Eftersom märket på
dubbelkorset i mitten av (2n−1)-kvadraten bestämmer vilket läge kvadraten
kommer att ha i förhållande till dubbelkorset i mitten av (2n+1−1)-kvadraten,
måste dubbelkorsen i mitten av S1 och S2 sammanfalla. Detta innebär att
S1 = S2.
3. Tillägg av diagonala pilar
I den här delen kompletterar vi våra basplattor genom att lägga till diagonala
pilar. De diagonala pilarna är läggs till för att se till att armarna på diagonala
rader i en giltig kakling alternerar mellan att vara horisontala och vertikala.
Detta bidrar till det inte ﬁnns några andra giltiga kaklingar än de som byggs
upp av våra (2n − 1)-kvadrater.
Varje platta kommer att ha två diagonala pilar. En från det övre högra
hörnet till det nedre vänstra, och en från det övre vänstra hörnet till det nedre
högra. De diagonala pilarna är märkta med andra märken än de horisontala
och vertikala pilarna. De kan ha märket Hor eller Ver. Dessutom kan de
diagonala pilarna ha olika märken i ändan och i spetsen av en och samma
pil. Vi kommer ihåg att en kakling var giltig om varje pilspets möter en
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Figur 8: n = 3
pilända med samma märke (och vice versa). Detta gäller naturligtvis också
för de diagonala pilarna. De diagonala pilarna hos en horisontell arm är
märkta så att båda ändorna har märket Hor, och båda spetsarna har märket
Ver. En vertikal arm är märkt precis tvärtom (se ﬁgur 9). I korsen måste en
och samma pil ha samma märke i både ändan och spetsen, men inga andra
krav ställs på de diagonala pilarnas märken.
Lemma 5.10. Det går att lägga till diagonala pilar i (2n − 1)-kvadraterna
så att kaklingen förblir korrekt, och följande två krav uppfylls:
(1) Ändorna på de diagonala pilarna vid den högra och vänstra kanten av
(2n−1)-kvadraten är märkta med Hor och ändorna vid den övre kanten
är märkta med Ver.
31
(a) Horisontell arm (b) Vertikal arm (c) Kors
Figur 9: De diagonala pilarna. X, Y ∈ {Hor,Ver}
(2) Spetsarna på de diagonala pilarna vid högra och vänstra kanten av (2n−
1)-kvadraten är märkta med Ver och spetsarna vid den undre kanten är
märkta med Hor.
Bevis. Observera att båda märkena tillåts i hörnen på (2n − 1)-kvadraten.
Vi använder oss åter av induktion med avseende på n.
Basfall: n = 1
Gäller trivialt, eftersom alla pilspetsar och -ändor ligger i hörnen av
kvadraten.
Induktionsantagande: Anta att påståendet gäller för (2n − 1)-kvadrater.
Induktionssteg: Låt S vara en (2n+1 − 1)-kvadrat. Vi betecknar (2n − 1)-
kvadraterna som S består av på följande sätt:
S1 = kvadraten i NV
S2 = kvadraten i NO
S3 = kvadraten i SV
S4 = kvadraten i SO
Vi undersöker en diagonal rad i S. Anta att raden börjar på högra sidan
av den övre kanten av S, det vill säga i övre kanten av S2. Raden går först
igenom S2 och slutar vid den vänstra kanten av S2. Där möter den en vertikal
arm. Induktionsantagandet och krav (2) ger oss att spetsen på den diagonala
pil som kommer ut från S2 har märket Ver och alltså matchar märket på den
vertikala armen. Efter detta fortsätter den diagonala raden in i S1 vid den
högra kanten, där ändan på följande pil enligt (1) måste ha märket Hor, vilket
igen matchar den diagonala pilen. Sedan går raden genom S1 och slutar vid
den nedre kanten av S1 med en pilspets märkt Hor. Detta matchar märket
på den horisontala armen som är följande på raden. Till näst möter raden
den övre kanten av S3 där piländan enligt (1) måste ha märket Ver vilket
matchar spetsen på den horisontala armen. Efter detta går raden igenom
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S3 och slutar vid den vänstra kanten av S3. Eftersom de diagonala pilarna i
S1, . . . , S3 matchar varandra och uppfyller (1) och (2), kommer de diagonala
pilarna att matcha varandra längs med hela den diagonala raden genom S.
Det ﬁnns ﬂera olika fall beroende på var man antar att den diagonala raden
börjar, men beviset är dylikt för alla fallen, så vi tar inte upp dessa här (se [12,
s.162] för beviset av ett annat fall). Med detta ser vi att de diagonala pilarna
matchar längs med alla diagonala rader i S, alltså är kaklingen fortfarande
korrekt. Det går också lätt att se att (1) och (2) uppfylls.
I resten av beviset antar vi att de diagonala pilarna lagts till (2n − 1)-
kvadraterna så att kraven i ovanstående lemma uppfylls.
Följande lemma 5.11 visar att kakelplattorna strax utanför en (2n−1)-kvadrat
i en giltig kakling är sådana att kaklingen kan utvidgas till en (2n+1 − 1)-
kvadrat som innehåller den tidigare kvadraten. Lemmat bevisas endast för en
SO-kvadrat, men de andra fallen är symmetriska (beviset för en SV-kvadrat
kan hittas i [12, s.163].
Lemma 5.11. Låt S vara en (2n − 1)-SO-kvadrat i planet. Anta att kak-
lingen är korrekt i varje platta i kvadraten. Då gäller följande för områdena
A,B, . . . , I i ﬁgur 10:
1. Plattan A är ett dubbelt kors.
2. I område F ﬁnns vertikala dubbelarmar.
3. I område G ﬁnns horisontella dubbelarmar.
4. Plattan B är en vertikal blandad arm.
5. Plattan C är en horisontell blandad arm.
6. I område H ﬁnns vertikala enkla armar.
7. I område I ﬁnns horisontella enkla armar.
8. Plattan D är en horisontell arm.
9. Plattan E är en vertikal arm.
Bevis. 1. Anta att platta A inte är ett kors utan en arm. Då måste antingen
plattorna i område G eller plattorna i område F vara armar som pekar mot
plattan A. Detta beror på att alla plattorna vid kanten till (2n−1)-kvadraten
har pilar med spetsen riktad utåt. Det kan alltså inte ﬁnnas ett kors i någon
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Figur 10: SO-kvadraten i lemma 5.11
platta i dessa områden. Eftersom armen endast har en pilspets och resten
piländor, måste alltså någon av armarna omkring den vara riktad mot korset.
Vi kan anta att plattorna i F är armar som pekar mot plattan A. Då måste
plattan B vara en arm som är riktad uppåt. Detta är omöjligt eftersom
plattan till höger om plattan B har en pilspets med märket SO riktad mot
B (se ﬁgur 4 och 5 på s.28). Beviset är symmetriskt om armarna i området
G pekar mot A.
Plattan A kan inte vara ett enkelt kors eftersom dessa förekommer
endast i positioner där båda koordinaterna är udda, och det ﬁnns ett enkelt
kors i plattan i det övre högra hörnet av kvadraten S. Alltså måste A vara
ett dubbelt kors.
2,3. Plattorna i området F under A måste vara dubbelarmar riktade nedåt,
eftersom endast dubbel- och blandade armar har en pil med dubbel ända.
Ingen av dessa armar kan vara en blandad arm eftersom den i så fall skulle ha
en pilända i högra kanten med märket SO, medan pilspetsarna till höger om
området F har endast märkena NV eller SV. På samma sätt ser vi att också
plattorna i område G måste vara dubbelarmar, men som pekar åt höger.
4,5. Plattan B måste vara en blandad arm riktad nedåt eftersom den måste
matcha en spets till en dubbelarm som kommer uppifrån, och en spets märkt
med SO från höger. Likaså måste plattan C vara en blandad arm riktad åt
vänster.
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6,7. I område H måste plattorna vara enkla armar som pekar nedåt. De
diagonala pilarna garanterar att armarna inte kan vara horisontella. Detta
beror på att de diagonala pilarna plattorna i H måste matcha till höger, har
spetsar märkta med Ver och ändor märkta med Hor (se lemma 5.10 krav (1)
och (2)). På samma sätt ser vi att plattorna i område I är enkla armar som
pekar åt vänster.
8,9. Plattorna D och E måste vara armar eftersom de måste matcha en
pilspets från områdena H och I. Dessutom måste en av dem vara vertikal och
den andra horisontell då de ligger på samma diagonal med endast kors mellan
sig. Vi vill visa att D är horisontell och E vertikal. Vi antar motsatsen. Om
D är vertikal måste plattorna till höger om D vara enkla armar som pekar
åt höger. Alla pilspetsarna vid den nedre kanten av S har märket SV eller
SO, vilket innebär att ingen av armarna kan vara blandad. På grund av de
diagonala pilarna kan ingen av armarna vara vertikal. Plattan J (se ﬁgur 10)
måste alltså ha en enkel pilspets som pekar åt vänster. På samma sätt får vi
att plattorna under plattan E måste vara enkla armar som pekar uppåt, och J
måste alltså ha en enkel pilspets som pekar uppåt. Detta innebär att J skulle
vara ett enkelt kors, vilket är omöjligt eftersom enkla kors bara förekommer
i positioner där båda koordinaterna är udda. Alltså måste D vara horisontell
och E vertikal.
4. Tillägg av riktningar
I den här delen av beviset lägger vi riktningar till våra basplattor för att up-
pnå de slutliga riktade kakelplattorna. Eftersom de slutliga plattorna kom-
mer att bestå av block på fyra basplattor varav plattan i det övre högra
hörnet är ett enkelt kors, kommer vi att lägga riktningarna endast till de
enkla korsen. Vi vill konstruera riktningarna så att vägen de deﬁnierar i en
giltig kakling följer den kända Hilbert kurvan (se ﬁgur 11).
Vi konstruerar vägen rekursivt i kvadrater bestående av 2n × 2n riktade
kakelplattor (som alltså består av fyra basplattor). För varje n kommer
det att ﬁnnas fyra olika möjliga vägar. Vi döper dessa vägar till A2n-vägen,
B2n-vägen, C2n-vägen och D2n-vägen. Varje A-väg börjar i det nedre högra
hörnet av kvadraten den går igenom och slutar i det nedre vänstra hörnet.
Alla B-vägar börjar i det övre vänstra hörnet och slutar i det övre högra
hörnet. C-vägarna börjar i i det nedre högra hörnet och slutar i det övre
höra hörnet, medan D-vägarna börjar i det övre vänstra hörnet och slutar i
det nedre vänstra hörnet. Figur 12 visar de enklaste exemplen på den här
typens vägar.
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Figur 11: Hilbert kurvan
De fyra vägarna A2n+1 , B2n+1 , C2n+1 ochD2n+1kakelplattor deﬁnieras rekursivt
med hjälp av vägarna A2n , B2n , C2n och D2n . En 2n+1 väg består av fyra på
varandra följande 2n vägar. Figur 13 visar i vilken ordning vägarna följer.
En C2n+1 väg börjar t.ex. med att gå igenom en A2n väg. Därefter går den
igenom två C2n vägar, för att till sist gå igenom en B2n väg. Då vi i framtiden
talar om A-, B-, C- eller D-kvadrater menar vi kvadrater genom vilka en A,
B, C eller D väg går.
Det är tydligt att en 2n-väg går genom alla plattor i en kvadrat med sidläng-
den 2n.
Nästa steg är att fästa riktningarna vid de enkla korsen så att de genom
varje (2n+1− 1)-kvadrat deﬁnierar antingen en A2n-, B2n-, C2n- eller en D2n-
väg. En (2n+1 − 1)-kvadrat innehåller nämligen exakt 2n × 2n enkla kors.
För att kunna kontrollera vilken typ av väg riktningarna skall deﬁniera i en
viss kvadrat, ger vi pilarna på våra kakelplattor nya märken utöver de gamla.
Varje pil kan ha märket A, B, C eller D. Observera att dessa märken ges till
alla basplattorna, inte bara de enkla korsen. För att en kakling skall vara
giltig måste alla pilspetsar möta en pilända med samma märke även i detta
avseende.
Alla pilspetsarna på ett kors måste ha samma märke. Märket på ko-
rset i mitten av en (2n+1 − 1)-kvadrat anger vilken av de fyra vägtyperna
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A2 B2 C2 D2
Figur 12: De fyra vägarna genom 2× 2 kakelplattor
A2n+1 B2n+1 C2n+1 D2n+1
Figur 13: Vägarna genom 2n+1 × 2n+1 plattor
riktningarna deﬁnierar i kvadraten. Då vi talar om kvadratens märke syf-
tar vi på detta märke. De blandade armarna märks så att de ser till att
de fyra (2n − 1)-kvadraterna (2n+1 − 1)-kvadraten består av får rätt märken
med avseende på hela kvadratens märke. De blandade armarna märks alltså
olika beroende både på vart huvudpilen pekar och på vilket märke huvud-
pilen har. De exakta märkena för de blandade armarna kan läsas ur ﬁgur
13. Om det dubbla korset i mitten av en (2n+1 − 1)-kvadrat har märket
B, kommer huvudpilen för de blandade armarna på raderna som strålar ut
från det dubbla korset att ha märket B. Om huvudpilen pekar uppåt vill vi
att armen skall vara placerad mellan en D-kvadrat och en C-kvadrat. Alltså
får sidopilarna märkena D och C. Detta tvingar sedan de dubbla korsen hos
(2n− 1)-kvadraterna bredvid armen att få märkena D och C. I ﬁgur 17 visas
märkena för en blandad arm med huvudpilen märkt B. Märkena för blandade
pilar vars huvudpil har märket A, C och D kan läsas ur ﬁgur 13 på samma
sätt.
Nu återstår endast ett problem. Hur bestämmer vi riktningen för en godty-
cklig kakelplatta?
En A2n-kvadrat kan delas in i fyra kvadranter. En C-kvadrat, två A-
kvadrater och en D-kvadrat. Varje kvadrant kan sedan delas in i fyra nya
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Figur 14: A4 Figur 15: A8
kvadranter, och på så sätt kan man fortsätta dela in kvadraterna tills man når
kvadrater bestående av endast en kakelplatta. Varje platta i den ursprungliga
kvadraten hör nu till totalt n + 1 stycken olika A-,B-,C- eller D-kvadrater
med storlekarna 1× 1, 2× 2, . . . , 2n × 2n.
Vi har följande regler för hur vägen bör fortsätta från en godtycklig
kakelplatta x ∈ D.
1. d(x) = U ifall plattan beﬁnner sig i det övre högra hörnet av antingen
den nedre vänstra kvadranten hos en C-kvadrat, eller den nedre högra
kvadranten hos en A- eller B-kvadrat.
2. d(x) = H ifall plattan beﬁnner sig i det övre högra hörnet av antingen
den nedre vänstra kvadranten hos en B-kvadrat, eller den övre vänstra
kvadranten hos en C- eller D-kvadrat.
3. d(x) = N ifall plattan beﬁnner sig i det nedre vänstra hörnet av antin-
gen den övre högra kvadranten hos en D-kvadrat, eller den övre vänstra
kvadranten hos en A- eller B-kvadrat.
4. d(x) = V ifall plattan beﬁnner sig i det nedre vänstra hörnet av antin-
gen den övre högra kvadranten hos en A-kvadrat, eller den nedre högra
kvadranten hos en C- eller D-kvadrat.
Dessa regler använder vi oss av för att bestämma vilken riktning ett visst
enkelt kors bör ha. De är ekvivalenta med följande regler:
a) Uppåt: Ifall korsets granne i nordost är ett dubbelt kors med märket
C eller en vertikal arm med den vänstra sidopilen märkt A eller B.
b) Högerut: Ifall korsets granne i nordost är ett dubbelt kors med märket
B eller en horisontell arm vars nedre sidopil har märket C eller D.
c) Nedåt: Ifall korsets granne i sydväst är ett dubbelt kors med märket D
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Figur 16: A16
Figur 17: Märkena för blandade pilar med huvudpilen märkt B
eller en vertikal arm vars högra sidopil är märkt A eller B.
d) Vänsterut: Ifall korsets granne i sydväst är ett dubbelt kors med märket
A eller en horisontell arm vars övre sidopil är märkt C eller D.
Ett enkelt kors t.ex. är beläget i det nedre vänstra hörnet av den övre högra
kvadranten hos en (2n − 1) kvadrat märkt A om och endast om dess granne
i riktningen sydväst är ett dubbelt kors märkt A. På samma sätt kan man
enkelt härleda ekvivalensen mellan reglerna 1.-4. och a)-d) för alla de andra
möjliga positionerna för det enkla korset.
Lemma 5.12. Låt S vara en (2n− 1)-kvadrat i planet. För varje enkelt kors
vars Moore-grannskap innehålls i S ﬁnns det exakt en regel bland reglerna i
a)-d) som gäller.
Om ingen av reglerna a)-d) går att anpassa, eller om ﬂera gäller samtidigt,
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hör det enkla korset alltså inte till någon (2n− 1)-kvadrat. (Då är kaklingen
inte giltig. )
Vi ställer ett sista krav på en giltig kakling. För att kaklingen skall vara
korrekt i en platta måste exakt en av de omgivande korsen vara riktad mot
plattan.
5. Bevis av planfyllningsegenskapen
Nu visar vi att uppsättningen kakelplattor vi deﬁnierat har planfyllningsegen-
skapen. Observera att varje kakelplatta alltså består av fyra basplattor varav
den i det övre högra hörnet är ett enkelt kors. Vi vet att det existerar en giltig
kakling av planet eftersom vi för varje n ∈ N kan kakla en (2n − 1)-kvadrat
korrekt.
Lemma 5.13. Låt n ∈ N och t vara ett enkelt kors i planet. Vi undersöker
en väg som går genom t och som deﬁnieras med hjälp av riktningarna. Anta
att det inte ﬁnns några fel i kaklingen i någon av de 4n kaklarna innan eller
efter t på vägen. Då hör t till en (2n−1)-kvadrat, vars alla enkla kors besöks
av vägen. Vägen genom kvadraten är en A-, B-, C- eller D- väg beroende på
märket på det dubbla korset i mitten av kvadraten.
Bevis. Vi bevisar lemmat med hjälp av induktion med avseende på n. Bas-
fall: n = 1 Det enkla korset t är den sökta kvadraten. Induktionsantagande:
Anta att lemmat gäller för n = m. Induktionssteg: Vi visar att lemmat gäller
också för n = m + 1 då de 4m+1 korsen före och efter t på vägen är korrekt
kaklade. Från induktionsantagandet får vi att t beﬁnner sig på en väg som
besöker alla enkla kors i en (2m − 1)-kvadrat. Vi döper denna kvadrat till
S1. Vi kan anta att S1 är en SO kvadrat, eftersom de andra fallen är sym-
metriska. Kaklingen måste vara korrekt i alla plattor i kvadraten, eftersom
det ﬁnns 4m−1 enkla kors i en (2m − 1)-kvadrat och 4m+1 > 4m−1. En-
ligt lemma 5.11 måste plattan till NV om det övre vänstra hörnet av SO
kvadraten (d.v.s. platta X i ﬁgur 18) vara ett dubbelt kors. Vi antar här
att det dubbla korset har märket B (de andra fallen är dylika). Eftersom det
dubbla korset har märket B måste det dubbla korset i mitten av S1 också
ha märket B för att märkena för de blandade armarna skall matcha. Detta
innebär att vägen genom S1 är en B-väg och därför startar i plattan d och
slutar i plattan a (se ﬁgur 18). Enligt lemma 5.11 är plattan a:s granne i
nordost, plattan Y , en vertikal arm. Armens vänstra sidopil måste ha märket
B för att matcha armarna som strålar ut från det dubbla korset X. Enligt
regel a) fortsätter alltså vägen uppåt från platta a till platta b. Nu är vä-
gen korrekt kaklad i de 4m kakelplattorna före och efter plattan b, eftersom
4m+1 − 4m − 1 = 4n · (4− 1
4
)
. Enligt induktionsantagandet hör b till en
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Figur 18: (2n+1 − 1)-kvadraten
(2m − 1)-kvadrat som vi döper till S2. b måste vara den första plattan på
vägen som går genom S2 eftersom a inte kan höra till både S1 och S2 enligt
lemma 5.9. Därför måste b beﬁnna sig i något av hörnen på S2. Då m > 1
kommer a att ha märket NO. Eftersom det ligger en enkel arm mellan plat-
torna a och b, måste b ha märket SO. Alltså ligger b i det sydöstra hörnet av
S2. Detta innebär att S2 måste vara placerad så som ﬁgur 18 visar. Korset i
mitten av S2 måste ha märket ha märket C. Detta innebär att vägen slutar
i platta c i det övre högra hörnet av S2.
Nu undersöker vi platta d där vägen genom S1 börjar. För att kaklin-
gen skall vara korrekt i d måste exakt en platta vara riktad mot plattan d.
Vi vet att denna platta inte kan vara det enkla korset ovanför d, eftersom
detta kors hör till S2, och vägen genom S2 slutar i plattan c. Plattan kan
inte heller ﬁnnas i S1 eftersom d är den första plattan på vägen genom S1.
Alltså är den enda möjligheten att plattan e är riktad mot d. Detta stäm-
mer också överens med regel b). Nu vet vi att kaklingen måste vara korrekt
i plattan e, och att det ﬁnns minst 4m+1 − 4m−1 > 4n plattor som är korrekt
kaklade på vägen både före och efter e. Alltså måste e enligt induktionsan-
tagandet höra till en (2m − 1)-kvadrat S3 och vägen måste gå genom varje
enkelt kors i S3. Denna kvadrat kan lätt bevisas ligga till vänster om S1 så
som ﬁgur 18 visar. Nu vet vi att korset i mitten av S3 måste ha märket
B. Vägen genom S3 slutar alltså i plattan e och börjar i plattan f . Enligt
motsvarigheten till lemma 5.11 för SV-kvadrater måste plattan Z vara en
vertikal arm. Dessutom måste dess högra sidopil ha märket B. Enligt regel
c) måste plattan g vara riktad nedåt mot plattan f . Eftersom kaklingen är
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korrekt i f kan ingen annan platta vara riktad mot f , alltså måste g ligga
före f på vägen. Eftersom 4n+1 − 2 · 4n−1 = 4n · (4− 2
4
)
> 4n så kan vi igen
använda induktionsantagandet för att se att g hör till en (2m − 1)-kvadrat
S4. Denna kvadrat kan åter lätt bevisas ligga ovanför S3 så som ﬁgur 18
visar. Det dubbla korset i mitten av S4 har märket D, alltså kommer vägen
genom S4 att börja i plattan h och sluta i g. Vägarna genom S1, S2, S3 och
S4 bildar tillsammans en väg som går genom en (2m+1 − 1)-kvadrat med det
dubbla korset X i sin mitt. Plattan t ligger på denna väg.
Lemma 5.13 visar att uppsättningen kakelplattor som vi har konstruerat har
planfyllningsegenskapen.
42
6 Reversibilitetsproblemets oavgörbarhet för
tvådimensionella cellulära automater
Nu när vi visat att det existerar en mängd riktade kakelplattor som har plan-
fyllningsegenskapen kan vi övergå till att bevisa att reversibilitetsproblemet
är oavgörbart för tvådimensionella cellulära automater. Beviset grundar sig
på Jarkko Karis bevis [12].
Sats 6.1. Det är oavgörbart om en given tvådimensionell cellulär automat
med Moore-grannskapet är reversibel eller inte.
Bevis. Låt T = (T,NM , R) vara en godtycklig mängd vanliga kakelplattor,
där NM är Moore-grannskapet (se 1.10). Låt D = (D,NM , R0, d) vara en
mängd riktade kaklar med planfyllningsegenskapen. Vi konstruerar en cel-
lulär automat
AT = (2, D × T × {0, 1}, NM , fT ),
så att tillstånden för automaten AT består av två kakelkomponenter, en från
T och en från D. Dessutom har varje tillstånd också en bitkomponent, 1
eller 0.
Den lokala regeln fT ändrar endast på bitkomponenten hos en cell x¯,
medan de båda kakelkomponenterna förblir desamma. Den lokala regeln kon-
trollerar kaklingen för både T och D komponenten. Ifall det ﬁnns ett fel i
någondera kaklingen så ändrar fT inte cellens tillstånd. Om kaklingen är
korrekt i cellen, så ändras cellens tillstånd genom att den logiska operatio-
nen uteslutande eller utförs på cellen och den följande cellen på vägen som
de riktade kakelkomponenterna deﬁnierar. Detta innebär att ifall cellernas
tillstånds bitkomponenter är lika kommer cellens nya tillstånd att få bitkom-
ponenten 0 medan ifall de båda cellernas tillstånd har olika bitkomponenter
så kommer regeln fT att ge cellens nya tillstånd bitkomponenten 1. Med an-
dra ord fås följande tillstånd för en godtycklig cell c med hjälp av funktionen
fT (sN , sNO, . . . , sNV , sc) =
{
sc om kaklingen är inkorrekt i c
sc + sx mod 2 om kaklingen är korrekt i c
där x står för den riktning följande kakelplatta på vägen har i förhållande till
c.
Påstående: Mängden T kan bilda en giltig kakling av planet om och endast
om AT inte är injektiv.
"⇒" Anta att det existerar en giltig kakling av planet med kaklarna i T .
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Vi undersöker två konﬁgurationer c0 och c1 för AT . c0 och c1 är sådana
att deras kakelkomponenter är lika, och både T och D komponenterna hos
cellerna bildar giltiga kaklingar av planet (detta är möjligt eftersom D har
planfyllningsegenskapen). I c0 har alla cellernas tillstånd bitkomponenten
0, medan alla cellerna i c1 har bitkomponenten 1. Eftersom de båda kak-
lingarna är giltiga kommer det nya tillståndet för varje cell att fås genom
uteslutande eller operationen. Detta innebär att tillstånden för cellerna i c0
kommer att förbli desamma, medan bitkomponenten för varje cell i c1 kom-
mer att ändras till 0. Båda konﬁgurationerna leder alltså till samma första
ättlingskonﬁguration, alltså är AT inte injektiv.
"⇐" Anta sedan att AT inte är injektiv. Låt c0 och c1 vara två konﬁgura-
tioner med samma första ättlingskonﬁguration. Kakelkomponenterna för c0
och c1 måste vara lika, eftersom den lokala regeln aldrig ändrar dessa. Vi
betraktar en cell där bitkomponenten är olika för c0 och c1. Kaklingen måste
vara korrekt kring cellen, eftersom ingen förändring i cellens tillstånd annars
kan ske. Dessutom måste bitkomponenterna för cellen i D komponentens rik-
tning (d.v.s. följande cell på vägen) också vara olika för c0 och c1. Detta beror
på att uteslutande eller operationen annars skulle ge cellen olika tillstånd i
ättlingskonﬁgurationerna till c0 och c1. På samma sätt måste bitkomponen-
terna hos därpåföljande cell på vägen vara olika o.s.v. Detta innebär att
kaklingen av både T och D kompoenterna måste vara korrekt vid varje cell
på vägen för att den första ättlingskonﬁgurationen skall kunna vara lika för
c0 och c1. Eftersom D har planfyllningsegenskapen går vägen igenom alla
plattor i godtyckligt stora kvadrater. Alltså kan godtyckligt stora kvadrater
kaklas med kaklarna i T , vilket innebär att T kan ge en giltig kakling av hela
planet.
Vi har nu visat att mängden T kan bilda en giltig kakling av planet om
och endast om AT inte är injektiv, med andra ord inte är reversibel (se
sats 3.6). Om det fanns en algoritm som kunde lösa reversibilitetsproblemet
skulle alltså denna algoritm anpassad på AT lösa kaklingsproblemet. Detta
är omöjligt eftersom kaklingsproblemet har bevisats vara oavgörbart (se sats
5.4).
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