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Abstrakt 
Tato diplomová práce se zabývá vyhledáváním informací. Její náplní je sumarizace znalostí z oblasti 
vyhledávání informací. Začíná úvodem do problematiky vyhledávání informací. Dále práce podává 
přehled o modelech používaných ve vyhledávání informací, představuje používaná data a uvádí 
aktuální problémy v oblasti vyhledávání informací a jejich možná řešení. V praktické části se 
diplomová práce zaměřuje na implementaci metod vyhledávání informací v textových datech. 
Poslední část práce je věnována experimentům s vytvořenými metodami vyhledávání informací. 
 
Abstract 
The master’s thesis deals with Information Retrieval. It summarizes the knowledge in the field of 
Information Retrieval theory. Furthermore, the work gives an overview of models used in Information 
Retrieval, the data and the actual issues and their possible solutions. The practical part of the master’s 
thesis is focused on the implementation of methods of information retrieval in textual data. The last 
part is dedicated to experiments validating the implementation and its possible improvements. 
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 1 Úvod 
Už od nepaměti si ti nadanější jedinci lidské rasy zaznamenávají svoje myšlenky a nápady na 
médium, které je dokáže uchovat déle, než lidská mysl. Za celá staletí se změnily způsoby zapisování 
myšlenek i materiály, ze kterých byla záznamová média vytvořena, ale tento zvyk jako takový 
nezmizel a nikdy ani nezmizí. Lidé budou stále zaznamenávat všechny svoje poznatky a názory ve 
formě, která přetrvá, aby z nich měly užitek i následující generace. 
Tento trend (jak to můžeme také nazvat) umožňuje lidstvu růst a vyvíjet se, protože dokážeme 
stavět na vědomostech předaných nám minulými generacemi a tak nemusíme tyto často složité 
a náročné myšlenky, skutky a objevy provádět sami. Každá generace tak čerpá vědomosti z těch 
minulých, tyto vědomosti rozšiřuje a prohlubuje a vytváří tak odkaz pro další generace. 
Na druhou stranu však narůstá množství myšlenek zaznamenaných na různá média. Již od 
vzniku nápadu zaznamenávat svoje myšlenky existují instituce, které se starají o tyto záznamy 
a umožňují jejich prohlídku ostatním lidem. Jsou to různé knihovny, databanky, atd. S postupem času 
se však prostory těchto knihoven stále více a více zaplňují záznamy, které na první pohled neříkají nic 
o tom, jaké myšlenky ukrývají. Hledat nějakou myšlenku bylo jako hledat jehlu v kupce sena. 
Knihovny rychle pochopily a začaly se intenzivně zabývat katalogizací svého obsahu, aby tak 
každý nový hledač informací ihned věděl, kde má hledat. Ani to však nestačilo, protože to, co má 
jedna knihovna, nemusí mít nutně druhá, takže pokud něco nenacházím tu, nezaručuje mi to, že to 
nenajdu ani onde.  
S nástupem počítačů a digitalizací záznamů se začaly postupně pomalu spojovat zaznamenané 
myšlenky na jednom místě. A vzhledem k tomu, že potřeba rychle nalézat požadované záznamy stále 
přetrvávala (a přetrvává), vzniklo vyhledávání informací. 
Druhá kapitola práce se proto zabývá vymezením pojmu vyhledávání informací, poskytuje 
čtenáři úvod do historie a rozebírá detailněji náležitosti této problematiky. Vytyčuje rozdíl mezi 
vyhledáváním informací (IR) a vyhledáváním údajů (DR) a dále obsahuje informativní popis 
klasických modelů používaných při vyhledávání informací včetně jejich závěrečného srovnání. 
Objasňuje čtenáři metody hodnocení výsledků vyhledávání informací a v závěru kapitoly otevírá 
téma fulltextového vyhledávání. 
Třetí kapitola se zaměřuje na „definiční obor“ vyhledávání informací a popisuje ty oblasti, ve 
kterých lze úspěšně používat vyhledávání informací. Zmiňme například textová data, obrázky nebo 
sémantické slovníky. 
Čtvrtá kapitola navazuje na závěr první kapitoly a zabývá se aktuálními řešenými problémy 
v oblasti vyhledávání informací, rozebírá problematiku Odpovídání na otázky a poukazuje na možné 
způsoby řešení příslušných problémů. 
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 Pátá kapitola práce se zaměřuje detailněji na jeden z řešených problémů Odpovídání na otázky, 
rozebírá a navrhuje jeho možné řešení, které je dále dotaženo až k implementaci v šesté kapitole. 
V rámci řešení také představuje databázi WordNet, její stručnou historii a základní principy, které ji 
definují. 
Šestá kapitola čtenáři představuje vlastní práci, kterou jsem při plnění úkolů diplomové práce 
odvedl a také představuje program, který jsem v rámci vypracování úkolů diplomové práce 
rozšiřoval. Dále rozebírá detaily a způsoby implementace metod vyhledávání informací, stejně jako 
důvody, proč byly tyto metody implementovány a úskalí, na která jsem při implementaci narazil. 
Popisuje podobu a způsob uložení dat, které tyto metody při své práci využívají. Ke každé části 
programu je stručně uveden způsob obsluhy. 
Sedmá kapitola je věnována experimentům a testům implementovaných metod vyhledávání 
informací a jejich porovnání. Popisuje způsob testování a úskalí s tímto spojena. Obsahuje také 
zhodnocení metod na základě výsledků experimentů. 
Závěrečná osmá kapitola obsahuje závěr, který detailněji shrnuje a hodnotí celou práci a také 
uvádí další možnosti rozšíření a budoucího vývoje 
1.1 Cíl práce 
Cílem této práce je prozkoumat problematiku vyhledávání informací a aktuální výzkum v oblasti 
Odpovídání na otázky. Dalším cílem je následně implementovat pro soutěž TRECVid alternativní 
metody vyhledávání informací za použití sémantického modelu reprezentovaného databází WordNet 
a zjistit, zda mají tyto přístupy nějaký přínos. 
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 2 Vyhledávání informací 
Vyhledávání informací (IR) je věda o hledání dokumentů, informací v dokumentech a metadat 
reprezentujících dokumenty. IR je multidisciplinární obor založený na počítačové vědě, matematice, 
knihovnictví, vědě o informacích, informační architektuře, kognitivní psychologii, lingvistice, 
statistice a  fyzice. (Čerpáno z [Wik1]) 
Automatizované systémy vyhledávání informací se používají ke snížení toho, co nazýváme 
„informační přetížení (information overload)“. Mnoho univerzit a veřejných knihoven používá IR 
systémy k poskytování přístupu ke knihám, časopisům a jiným dokumentům. Nejznámějšími 
a nejviditelnějšími IR systémy jsou ale webové vyhledávače. (Čerpáno z [Wik1]) 
Profesoři Baeza-Yates a Ribeiro-Neto píší [Bae1], že IR pracuje s reprezentací, ukládáním, 
organizací a přístupem k informačním položkám. Reprezentace a organizace těchto informačních 
položek podle nich umožňuje snadný přístup uživateli, který má o tyto informace zájem. Naneštěstí 
však charakterizace „informačních potřeb uživatele“ není vůbec jednoduchý problém. Uživatel 
rozhodně nemůže položit IR systému otázku stejně, jako by se ptal například živé knihovnice. Na 
místo toho musí svůj dotaz z přirozeného jazyka „přeložit“ do dotazu, který je danému IR systému 
srozumitelný. 
Podle nich je nejběžnější formou srozumitelného dotazu množina klíčových slov (nebo termů), 
která zjednodušuje původní dotaz v přirozeném jazyce a přitom popisuje celou uživatelovu 
„informační potřebu“, tvrdí v [Bae1]. 
Profesor van Rijsbergen ve své knize [Keit1] pro změnu považuje označení IR za velmi široký 
a často volně definovaný termín a dále vysvětluje, že slovo informace je zavádějící a pro lepší 
představu stačí čtenáři nahradit slovo „informace“ za „dokument“. Dále profesor uvádí, že 
nejvýstižnější definici pojmu IR uvedl ve své knize pan Lancaster, [Lanc1] který tvrdí, že navzdory 
názvu se systém pro vyhledávání informací nesnaží uspokojit uživatelovu touhu po informacích, které 
ho zajímají, pouze mu sdělí, jakou množinu dokumentů si má prostudovat, aby kýžené informace 
našel. 
2.1 Historie IR 
Vyhledávání informací jako obor byl založen paralelně s databázovými systémy. (z [ZZN13]) 
Profesor van Rijsbergen [Keit1] uvádí, že od roku 1940 si začal problém ukládání 
a opětovného vyhledávání informací získávat stále větší pozornost. Důvod je jasný, existuje stále 
větší a větší množství informací, ke kterým je stále těžší získat rychlý a přesný (z hlediska shody) 
přístup. Z tohoto důvodu dochází k ignorování velkého množství informací, jelikož uživatel prostě 
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 netuší, že už něco takového někde existuje, což vede na velké plýtvání jeho času a úsilí. Příkladem 
budiž známý Jarníkův-Primův-Dijkstrův algoritmus. 
Podle [Wik1] jako první zformuloval myšlenku na počítačové zpracování problémů 
s vyhledáváním informací Vannevar Bush ve svém článku „As We May Think“ v roce 1945. První 
automatizované systémy pro vyhledávání informací byly představeny v padesátých a šedesátých 
letech minulého století. V roce 1970 bylo představeno několik různých metod, které úspěšně 
fungovaly na malých textových vzorcích (jako například kolekce Cranford, která obsahovala několik 
tisíc dokumentů). Systémy vyhledávající ve větším rozsahu dat (large-scale) se objevily brzy ze 
začátku sedmdesátých let. (Čerpáno z [Wik1]) 
Roku 1992 Ministerstvo obrany USA spolufinancuje s Národním institutem pro standardy 
a technologie (NIST) konferenci „Text Retrieval Conference“, zkráceně TREC. Důvodem bylo 
vytvoření infrastruktury pro vyhodnocování výsledků vyhledávání ve velmi velkém rozsahu dat. 
Tento akt spustil výzkum metod, které pracovaly s velmi velkými textovými vzorky. Ani to však 
nebylo dostačující, neboť s příchodem celosvětové sítě (World Wide Web) začátkem devadesátých let 
se všechno změnilo. [Bae1] Internet umožňuje všem lidem, kteří k němu mají přístup, aby se sami 
stali aktivními tvůrci jeho obsahu. Všichni můžou vytvářet vlastní webové stránky s obsahem, jaký si 
sami zvolí, aniž by byl jejich výtvor jakkoliv cenzurován. S touto skutečností ovšem přichází 
obrovská komplikace z pohledu vyhledávání těchto nově vzniklých informací napříč celým 
internetem. Internetové vyhledávače, které vznikly později v devadesátých letech proto odráží 
a aplikují nejnovější poznatky z oblasti teorie vyhledávání informací nad enormními informačními 
rozsahy a jsou v současné době nejznámějšími a nejpoužívanějšími aplikacemi teoretických poznatků 
vyhledávání informací. (Čerpáno z [Wik1]) 
2.2 Detailnější pohled 
Podle [Keit1] je typická podoba systému pro vyhledávání informací je shodná s každým jiným 
otevřeným systémem, má vstup a výstup. Systém pro vyhledávání informací má vstupy dva a navíc 
umožňuje zpětnou vazbu (jak ilustruje Obrázek 1). Důležité pro pochopení složitosti celé 
problematiky vyhledávání informací je uvědomit si, že daný systém nemůže uchovávat ve své paměti 
úplně všechny dokumenty, ve kterých by měl později vyhledávat. Navíc pokud by tento systém začal 
prohlížet všechny dokumenty až ve chvíli, kdy uživatel zadá svůj dotaz, trvalo by velmi dlouho, než 
by se dostal k nějakým výsledkům. Z toho důvodu je nutné všechny v budoucnu prohledávané 
dokumenty vhodným způsobem nahradit jinou, kompaktnější a přesto dostatečně popisující 
reprezentací. Takovou reprezentativní množinou může například být množina klíčových nebo 
nejčastěji se v dokumentu vyskytujících slov. 
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 Dalším z problémů je způsob reprezentace uživatelova dotazu, který musí být systémem stejně 
zpracován, jako předtím množina dokumentů. Dotaz položený uživatelem tak musí vypadat více jako 
 
 
Obrázek 1: Typický IR systém [Keit1] 
 
příkaz v nějakém programovacím jazyce, než jako otázka v přirozeném jazyce uživatele. 
 Celý proces vyhledávání tak probíhá v několika krocích (předpokládáme, že problém se 
zpracováním všech dokumentů, ve kterých se bude vyhledávat, je nějakým vhodným způsobem 
vyřešen). Prvním krokem je vhodná formulace uživatelova požadavku na informace a vytvoření 
dotazu. Druhý krok provádí samotný systém, když porovnává uživatelův dotaz a reprezentace všech 
dokumentů, které si před vyhledáváním připravil. Na základě porovnání se ve třetím kroku na 
výstupu objeví výsledek vyhledávání, který by měl podle nejlepších představ systému uspokojit 
uživatelův požadavek na informace. Nestane-li se tak, může uživatel na základě výstupu vhodně 
přeformulovat původní dotaz a pro získání lepších výsledků celou proceduru opakovat. (z [Keit1]) 
2.2.1 Způsoby reprezentace dokumentu 
Podle [Bae1] jsou z historických důvodů jsou dokumenty v kolekci nejčastěji reprezentovány sadou 
index termů nebo klíčových slov. Tato klíčová slova mohou být nějakým automatickým způsobem 
extrahována přímo z textu (což provádí automatická analýza dokumentů), nebo mohou být 
specifikována člověkem (jak se často děje v oblasti vědeckých informací). Nezáleží na tom, zda je 
vytvořena automaticky nebo specialistou, takto vytvořená reprezentace dokumentu tvoří logický 
pohled na dokument (specifikaci dokumentu).  
Moderní počítače umožňují reprezentovat dokument celou množinou slov, které se v něm 
vyskytují. V tomto případě tvrdíme, že IR systém používá fulltextový logický pohled (nebo 
reprezentaci) dokumentu. U velmi velkých dokumentových kolekcí ovšem musí i moderní technika 
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 redukovat množinu klíčových slov reprezentujících dokument. Toho může být dosaženo například 
eliminací stop slov (stop words), což jsou slova, která se vyskytují v každém dokumentu, takže 
nemají žádnou vypovídací hodnotu o jeho obsahu (jako například spojky, předložky, členy, atd.), 
metodou, která se nazývá stemming (která z každého slova vytvoří jeho gramatický kořen), nebo 
identifikováním skupin podstatných jmen (což umožní eliminovat přídavná jména, příslovce 
a slovesa). Tyto operace se souhrnně nazývají textové operace (nebo textové transformace) 
a umožňují redukovat složitost a objemnost dokumentové reprezentace, čímž nám dovolí přecházet 
z fulltextového logického pohledu do pohledu používajícího množinu index termů nebo klíčová slova. 
(vychází z [Bae1]) 
Fulltext je přirozeně nejkomplexnější reprezentací dokumentu, avšak práce s ním vyžaduje 
větší nároky ze strany výpočetního výkonu. Malá množina kategorií (vytvořená ručně specialistou) 
poskytuje nejstručnější reprezentaci dokumentu, ale její používání při vyhledávání může vést 
k výsledkům nízké kvality. Mezi těmito dvěma hraničními reprezentacemi se nachází několik 
reprezentací, které mohou být IR systémy také používány, jak ukazuje Obrázek 2. Krom toho některé 
IR systémy provádí analýzu struktury, která se vyskytuje v každém dokumentu (kapitoly, sekce, 
podsekce, atd.) Struktura dokumentu může být velmi užitečná a je vyžadována při strukturovaném 
vyhledávání informací (structured information retrieval). (z [Bae1]) 
 
Obrázek 2: Logický pohled na dokument – od fulltextu až k množině index termů [Bae1] 
 
Jak je ilustrováno v Obrázku 2, vnímáme reprezentaci dokumentu jako prostor, ve kterém může 
logický pohled plynule přecházet z fulltextové reprezentace na reprezentaci vyšší úrovně vytvořené 
manuálně specialistou. 
2.2.2 Vyhledávání informací versus vyhledávání údajů 
Proč musí uživatel znovu specifikovat svůj dotaz a jak je možné, že když se jednou zeptá, není 
zaručeno, že dostane správnou odpověď? 
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 Jak je uvedeno v [Bae1] je důležité uvědomit si, že vyhledávání informací se diametrálně 
odlišuje od standardního vyhledávání údajů (data retrieval). Systémy pro vyhledávání údajů pracují 
jednoduše tak, že vrátí jako výsledek všechny záznamy, které vyhledávací engine vyhodnotil logicky 
shodné s dotazem, jenž má obvykle formální podobu (regulární výraz, výraz relační algebry, atd.). 
Existují tedy pouze dvě hladiny porovnání, potenciální výsledek buď plně vyhovuje vyhledávacím 
kriteriím dotazu a je prezentován jako výsledek, nebo nevyhovuje a je zamítnut. Z toho vyplývá, že 
i ta nejmenší neshoda mezi dotazem a zpracovávaným záznamem zapříčiní, že je tento vyhodnocen 
jako neodpovídající a tudíž zamítnut.  
Podle [Bae1] by uživatele jistě neuspokojilo, kdyby obdržel pouze ty dokumenty, které se 
naprosto přesně shodují s jím specifikovaným dotazem, zatímco jiné by se ve výsledku neobjevily 
vůbec. Uživatele, který pokládá dotaz IR systému, totiž nezajímá sdělení o tom, že jím 
specifikovanému dotazu přesně odpovídá tolik a tolik dokumentů, včetně jejich názvů a umístění, 
jeho ve skutečnosti zajímají informace v těchto dokumentech obsaženy. 
Systémy pro vyhledávání informací proto musí postupovat při vytváření výsledků zcela 
odlišně. Malá chyba nebo odlišnost mezi uživatelovým dotazem a specifikací zpracovávaného 
dokumentu neznamená, že je celý dokument neadekvátní a bezcenný. Je to dáno především tím, že 
uživatel vyhledává informace v dokumentech psaných v přirozeném jazyce, který jako takový nemusí 
být vždy pevně a jednoznačně strukturovaný a sémanticky jednoznačný. Na rozdíl od tohoto, 
získávání údajů pracuje především s pevně strukturovanými daty (např. relační databáze), kde je 
sémantika jasně definována, tvrdí v [Bae1]. 
Proto jsou systémy a metody vyhledávání údajů (dat) vhodné pro práci s databází, ale pro 
vyhledání informací o nějakém tématu nebo subjektu jsou naprosto nevyhovující, píší v [Bae1]. IR 
systémy jsou díky větší tolerancí k chybám a rozdílům mezi uživatelovým dotazem a specifikací 
dokumentů mnohem vhodnější a schopnější uspokojit uživatelovu „informační potřebu“. Na rozdíl od 
systémů pro vyhledávání údajů, které mají pouze dvě posuzovací hladiny (uspěl, neuspěl) a jejichž 
výsledkem jsou jen ty záznamy, které stoprocentně vyhovují zadanému dotazu, je výsledkem IR 
systému množina dokumentů, z nichž některé se od uživatelových požadavků liší pouze málo, 
zatímco jiné jsou téměř zcela z „jiného soudku“. Úkolem IR systému je tyto záznamy seřadit podle 
vhodnosti, stupně relevance k uživatelovu dotazu. Toto seřazení zahrnuje extrakci syntaktických 
a sémantických rysů z jednotlivých dokumentů a posouzení nakolik se tyto rysy shodují 
s uživatelovým požadavkem, (viz [Bae1]). Je pochopitelné, že způsob extrakce rysů ani jejich 
následné použití pro posouzení míry relevance nejsou vůbec jednoduché problémy. (vychází z 
[Bae1]) 
Z toho všeho vyplývá, že nejdůležitější vlastností, se kterou se v problematice vyhledávání 
informací setkáme, je míra relevance. Ve skutečnosti nejdůležitějším úkolem IR systému je vyhledat 
všechny dokumenty, které jsou relevantní k uživatelovu dotazu, a těch, které relevantní nejsou ve 
výsledku vrátit co nejméně, definují v [Bae1]. 
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 Profesor van Rijsbergen popisuje v [Keit1] zásadní rozdíly mezi vyhledáváním informací (IR) 
a vyhledáváním údajů (DR) detailněji (viz Tabulka 1) a rozebírá jejich odlišnosti ve více oblastech. 
Pokusím se projít nyní některé řádky tabulky a důkladněji je vysvětlit. 
 
 Vyhledávání údajů (DR) Vyhledávání informací (IR) 
Míra shody Přesná shoda Částečná shoda, Nejlepší shoda 
Inferenční metoda Dedukce Indukce 
Model Deterministický Pravděpodobnostní 
Klasifikace Monothetická (Monothetic) Polythetická (Polythetic) 
Jazyk dotazu Umělý Přirozený 
Specifikace dotazu Kompletní Nekompletní 
Požadavky na výsledek Shoda Relevance 
Citlivost na chyby Citlivé Necitlivé 
Tabulka 1: Hlavní rozdíly mezi IR a DR podle prof. van Rijsbergena. [Keit1] 
 
Řádky Míra shody, Požadavky na výsledek a Citlivost na chyby odpovídají výše uvedeným 
odstavcům v této kapitole. Inferenční metoda používaná při vyhledávání údajů (dat) má jednoduchý 
deduktivní charakter tranzitivity. Pokud xRy a yRz, pak také xRz. [Keit1] Při vyhledávání informací 
je mnohem běžnější používat indukční inferenční metodu, kde jsou jednotlivé relace popsány pouze 
mírou jistoty nebo nejistoty, tím pádem naše důvěra v inferenci je proměnlivá. [Keit1] Tento rozdíl 
vede k tomu, že vyhledávání údajů označujeme jako deterministické, kdežto vyhledávání informací 
považujeme za pravděpodobnostní. Například velmi často je Bayesův teorém použit pro vyhodnocení 
výsledků IR, ale v DR se pravděpodobnosti vůbec nedostanou do vyhodnocovacího mechanizmu. 
(Podle [Keit1]) 
Další rozdíly můžeme spatřit ve způsobu klasifikace, který jednotlivé systémy provádí. Pro DR 
systémy je nejdůležitější monothetická klasifikace, to znamená, že všechny třídy jsou tvořeny prvky, 
které mají všechny vlastnosti potřebné pro příslušnost do dané třídy. V IR systémech je však mnohem 
užitečnější polythetická klasifikace, což znamená, že každý jednotlivý prvek třídy obsahuje pouze 
část ze všech potřebných vlastností pro příslušnost do dané třídy. Dohromady pak všechny prvky 
každé třídy mají všechny potřebné vlastnosti pro příslušnost do své třídy. Z toho vyplývá, že ne 
všechny vlastnosti jsou určující, nebo dokonce potřebné pro umístění prvku do nějaké třídy, tvrdí 
[Keit1]. 
Jazyk používaný při dotazování se v obou systémech také liší. Zatím co v DR systémech se 
používá umělý jazyk s přesně stanovenou syntaxí a sestávající z omezené množiny klíčových slov 
a symbolů, v IR systémech se preferuje používání přirozeného jazyka, ač je jeho syntaxe a sémantika 
často nejednoznačná. S tím také souvisí specifikace dotazu, která je v DR systémech kompletní, 
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 jelikož chceme přesně definovat které údaje nás zajímají a které si tedy přejeme, aby nám systém 
vyhledal, kdežto v IR systémech je tato specifikace nekompletní, protože hledáme informace o 
nějakém subjektu a je logické, že kdybychom byli schopni tento subjekt plně specifikovat, již o něm 
žádné další informace nebudeme potřebovat.(Čerpáno z [Keit1]) 
2.2.3 Shrnutí 
Předchozí kapitoly detailněji i méně detailně popisují jednotlivé části IR systému a snaží se čtenáři 
vysvětlit všechny důležité pojmy, které s vyhledáváním informací souvisí. Následující kapitola spojí 
vše dohromady a ukáže průběh vyhledávání v detailech a krok po kroku se všemi patřičnými 
náležitostmi. 
K popisu vyhledávacího procesu použijeme jednoduchý model softwarové architektury, který 
je uveden na Obrázku 3. Na začátku, než vůbec může být vyhledávání zahájeno, je nezbytné 
definovat textovou databázi. To obvykle zařizuje databázový manager, který specifikuje a) 
dokumenty, jež se budou používat, b) operace, které budou nad textem prováděny a c) textový model 
(což zahrnuje podobu textové struktury a určuje, které elementy mohou být vyhledávány). Textové 
operace transformují originální dokumenty a vytvoří jejich logický pohled. (Odstavec volně vychází z 
[Bae1]) 
 
Obrázek 3: Proces vyhledávání informací [Bae1] 
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 Jakmile je logický pohled všech dokumentů vytvořen, databázový manager (využívající DB 
modul) vytvoří indexy pro text. Index je nejdůležitější datová struktura, protože umožňuje rychlé 
hledání ve velkých objemech dat. Mohou být použity různé indexové struktury, ale nejpopulárnější je 
podle profesorů Baeza-Yatese a Ribeiro-Neta  [Bae1] struktura invertovaný soubor (inverted file), jak 
je naznačeno v Obrázku 3. Tyto počáteční zdroje (čas a použitý prostor) spotřebované při vytváření 
textové databáze a vytváření indexů jsou mnohokrát „zaplaceny“ při dotazování IR systému. 
Máme-li dokumentovou databázi připravenou a indexovanou, můžeme zahájit vyhledávací 
proces. Uživatel prvně specifikuje svůj uživatelův požadavek, který je následně parsován 
a transformován stejnými textovými operacemi, které byly aplikovány na dokumenty. Následně 
mohou být uplatněny nějaké operace s dotazem, které upraví vznikající dotaz, což je systémová 
reprezentace uživatelova požadavku. Poté IR systém přijatý dotaz zpracuje a na jeho základě vytvoří 
množinu nalezených dokumentů. Díky předvytvořené indexové struktuře je toto zpracování dotazu 
velmi výrazně urychleno, píší v [Bae1]. 
Před tím, než je vrácena uživateli, je množina nalezených dokumentů ohodnocena podle 
pravděpodobné relevance. Uživatel poté prozkoumá množinu ohodnocených dokumentů a pokusí se 
v nich najít informace, které ho zajímají. V tuto chvíli může vyznačit podmnožinu dokumentů, které 
považuje za na nejvíc zajímavé a spustit zpětnou vazbu. Je to cyklus, ve kterém systém použije 
uživatelem označené dokumenty a pomocí nich modifikuje dříve vytvořený dotaz z původního 
uživatelova požadavku. Dělá to, protože existuje naděje, že takto modifikovaný dotaz je mnohem 
lepší reprezentací skutečného uživatelova požadavku. (viz [Bae1]) 
2.3 Modely 
Klasické modely v IR problematice předpokládají [Bae2], že je každý dokument popsán množinou 
reprezentujících slov nazývaných index termy. Index term je slovo ( nejlépe vyskytující se v daném 
dokumentu), jehož sémantika nám pomáhá zapamatovat si témata daného dokumentu. Proto jsou 
index termy používány k indexaci a shrnutí obsahu dokumentu. V nejběžnější variantě jsou to hlavně 
podstatná jména, jelikož právě podstatná jména mají význam i samy o sobě a tím pádem je jejich 
význam a sémantika lehce pochopitelný a použitelný. Přídavná jména, příslovce a spojky jsou jako 
index termy méně použitelné, jelikož se jejich význam projeví až ve spojení. Přesto může být 
zajímavé považovat všechna oddělená slova obsažená v celé množině dokumentů za index termy. 
 Vezmeme-li množinu index termů nějakého dokumentu, můžeme si všimnout, že ne každý 
z nich je stejně vhodný pro popis obsahu dokumentu. Ve skutečnosti existují termy, které jsou 
významově neurčitější, než jiné. Rozhodnout, které z index termů jsou významnější pro popis 
dokumentu není podle [Bae2] jednoduchý problém. Navzdory této složitosti existují vlastnosti index 
termů, které lze snadno změřit nebo spočítat a které mohou pomoci při posuzování potenciálního 
významu jednotlivých termů. Představme si například kolekci několika tisíc dokumentů. Slovo, které 
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 se vyskytuje v každém z těchto dokumentů v kolekci je naprosto nepoužitelné jako index term, jelikož 
nám nedokáže nijak upřesnit, které dokumenty by uživatele mohly zajímat. Ovšem na druhou stranu 
slovo, které se vyskytuje pouze v pěti dokumentech, je docela použitelné, protože velmi výrazně 
redukuje prostor všech dokumentů v kolekci. Z toho vyplývá, že by mělo být teoreticky možné 
rozlišit jednotlivé index termy podle toho, jak relevantně popisují obsah daného dokumentu. 
Prakticky se toho dosahuje přiřazením číselných vah jednotlivým index termům v dokumentu. 
Nyní je podle [Bae2] třeba zavést formálnější notaci, která bude používána v dalších 
kapitolách. Nechť ki je i-tý index term a dj je j-tý dokument. Pak wi,j  0 je váha přiřazená ke dvojici 
(ki, dj). Hodnota váhy wi,j popisuje důležitost přiřazeného termu ki při popisu sémantiky obsahu 
dokumentu dj. 
Všechny klasické modely vyhledávání informací předpokládají, že váhy index termů jsou 
vzájemně nezávislé. To znamená, že znalost hodnoty váhy wi,j, která je přiřazena dvojici (ki, dj) nijak 
nevypovídá o hodnotě váhy wi+1,j, která je přiřazena dvojici (ki+1, dj). To je pochopitelně velké 
zjednodušení, jelikož v reálném světě nejsou výskyty slov použitých jako index termy v dokumentu 
nekorelované. Profesoři Baeza-Yates a Ribeiro-Neto [Bae2] jako příklad uvádí slova počítač a síť 
v nějakém dokumentu pojednávajícím o problematice počítačových sítí. Je pravděpodobné, že se 
místa výskytu jednoho z těchto slov budou velmi podobat místům výskytu druhého z nich, což 
reflektuje jejich korelaci. Z tohoto pohledu se zdá být předpoklad vzájemné nezávislosti mezi vahami 
termů jako velmi silné zjednodušení, přesto tento předpoklad pomáhá zjednodušit výpočet vah termů 
v dokumentu a také zrychlit výpočet hodnocení nalezených dokumentů. 
Definujme si nyní ještě metriku pro posouzení relevance vyhledaného dokumentu 
a vyhledávacího dotazu. Autoři knihy [Bae2] pro tuto hodnotící funkci zavedli označení sim, což je 
nejspíš zkratka anglického similarity (podobnost) a používají ji pro popis vyhodnocování 
jednotlivých modelů a také pro celkové shrnutí principu funkce každého z modelů. Proto jsem se 
rozhodl tuto metriku také použít a uvedu ji u jednotlivých modelů. 
To byl krátký úvod do obecné problematiky modelů a nyní se podíváme blíže na tři 
nejzákladnější modely booleovský model, vektorový model a pravděpodobnostní model. 
2.3.1 Booleovský model 
Booleovský model je podle [Bae2] jednoduchý vyhledávací model založený na teorii množin 
a Booleově algebře. Jelikož je představa množin snadno pochopitelná, poskytuje Booleovský model 
principy, které jsou jednoduše použitelné a pochopitelné běžným uživatelem IR systému. Dotazy jsou 
reprezentovány jako výrazy booleovy logiky, které mají pevně stanovenou sémantiku. Díky těmto 
skutečnostem získal Booleovský model v minulosti velkou pozornost a popularitu a byl použit 
v mnoha původních komerčních bibliografických systémech. 
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 Naneštěstí má Booleovský model vedle kladných stránek několik vážných nedostatků. První 
z nich vychází z booleovy logiky, vyhodnocovací strategie je totiž dvouúrovňová (to znamená, že 
dokument je buď označen za relevantní, nebo nerelevantní), bez jakéhokoliv pokusu o vytvoření 
hodnotící stupnice a seřazení dokumentů podle relevance, což silně snižuje kvalitu vyhledávání. 
Z tohoto důvodu bývá Booleovský model považován více za model pro vyhledáváni údajů, než 
informací. Druhým je omezení vycházející opět z booleovy logiky. Zatímco mají výrazy v booleově 
logice jasně definovanou sémantiku, bývá pro uživatele složité zcela vyjádřit svůj požadavek na 
informace ve formě takového výrazu. Dotazy uživateli obvykle vytvořené jsou velmi jednoduché a je 
tudíž předvídatelné, že vyhledávání na základě takových dotazů opět nepřináší nijak přesné 
a uspokojivé výsledky. Pomineme-li tyto nedostatky, je Booleovský model podle profesorů Baeza- 
 
 
Obrázek 4: Tři konjunktivní komponenty pro dotaz   a b cq = k k ¬k  
 
Yatese a Ribeiro-Neta [Bae2] stále dominantním modelem v celé řadě komerčních dokumentových 
databází.  
Booleovský model předpokládá, že se index termy buď vyskytují, nebo chybí v dokumentu. 
Jako výsledek tohoto předpokladu jsou všechny váhy index termů binární, formálně wi,j  {0, 1}. 
Celý dotaz q je pak postaven z index termů propojených spojkami and (logický součin), or (logický 
součet) a not (negace), takže jej můžeme považovat za obvyklý booleovský výraz který lze 
reprezentovat konjunktivními nebo disjunktivními vektory (např. V disjunktní normální formě). 
Profesoři Baeza-Yates a Ribeiro-Neto ve své knize [Bae2] uvádějí příklad dotazu 
, který lze přepsat do disjunktní normální formy jako 
, kde každá z komponent je binárně váhovaný vektor přiřazený ke 
  a b cq k k k   
  1,1,1 1,1, 0dnfq  

 1, 0, 0
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 trojici . Tyto binárně váhované vektory se nazývají konjunktivní komponenty vektoru 
. Obrázek 4 ilustruje tuto skutečnost.  
 , ,a b ck k k 
dnfq

Podobnost dokumentu dj a dotazu q definována jako: 
 
   1  pokud |( , )
0  jinak                                               
cc cc dnf cc j
j
q q q q d
sim d q
     
   
 (3.1) 
kde vektor  je konjunktivní komponenta ccq

dnfq
  a jd

 je vektor vytvořený z jednotlivých vah 
dokumentu dj. Pokud je tedy ( , )jsim d q 1  tak Booleovský model označí dokument dj jako 
relevantní k dotazu q. Jinak je podle [Bae2] Booleovský model označí jako nerelevantní. 
Booleovský model tedy označuje dokumenty pouze jako úplně relevantní k danému dotazu, 
nebo úplně nerelevantní. Neexistuje žádná částečná shoda se zadaným dotazem. Například nechť 
ohodnocení dokumentu dj je . Takový dokument podle definice obsahuje index term k0,1,0jd   b, 
ale výše definovanému dotazu  a b ck k   q k  nevyhoví a bude podle [Bae2] považován za 
nerelevantní.  
Jako shrnutí uvedeného modelu můžeme říct, že mezi jeho výhody patří jeho jednoduchost 
a velmi jednoduše definovaný formalizmus. Jako hlavní nevýhody je třeba brát způsob posouzení 
relevance, které může díky požadavkům modelu na přesnou shodu vést k vyhledání příliš velkého, 
nebo naopak malého množství dokumentů. V současnosti již víme, že váhování index termů může 
výrazně zvýšit kvalitu vyhledávání. To nás přivádí k vektorovému modelu. (Čerpáno z[Bae2]) 
2.3.2 Vektorový model 
Vektorový model vychází z pochopení, že používání binárních hodnot vah je velmi omezující, a proto 
uvádí metodologii, které umožňuje částečnou shodu dokumentu s dotazem. Toho je dosaženo 
používáním nebinárních vah index termů dotazů i dokumentů. Tyto váhy jsou nakonec použity pro 
výpočet míry podobnosti (degree of similarity) mezi každým dokumentem v systému a uživatelovým 
dotazem. Následným seřazením vyhledaných dokumentů sestupně podle míry podobnosti zpracuje 
vektorový model i ty dokumenty, které se s dotazem shodují pouze částečně. To je vezmi důležitá 
změna oproti předchozímu modelu, protože výsledky vektorového modelu jsou mnohem přesnější, 
než výsledky Booleovského modelu, tvrdí [Bae2]. 
Vektorový model pracuje s vektorovou reprezentací dokumentů  d , i dotazu  , jak je 
zobrazeno na Obrázku 5. Pro výpočet míry podobnosti mezi dokumentem d
q
j a dotazem q používá 
model výpočet korelace mezi vektory jd

 a q . Tato korelace může být vypočítána například jako 
kosinus úhlu mezi těmito dvěma vektory. Vzorec pro výpočet tedy podle [Bae2] vypadá: 
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    (3.2) 
kde jd

 a q  jsou velikosti vektorů dokumentu a dotazu. Hodnota q  se při hodnocení dokumentů 
nijak neprojeví, protože je stejná pro celý dotaz. Hodnota jd

 provádí normalizaci výpočtu 
v prostoru všech dokumentů. 
 
Obrázek 5: Vypočet kosinu úhlu je použit jako sim(dj,q) [Bae2] 
 
Jelikož jsou hodnoty vah index termů dokumentů i dotazu 0 a více, hodnota funkce sim se 
pohybuje v rozsahu 0,1  Takže na rozdíl od předvídání, zda je dokument relevantní, nebo není, 
provádí vektorový model hodnocení na základě jejich míře podobnosti vzhledem k položenému 
dotazu. Dokument tedy může být vyhledán, i když je jeho shoda s dotazem pouze částečná. V praxi 
můžeme použít prahovou hodnotu míry podobnosti a tak vyhledávat pouze ty dokumenty, jejichž 
hodnota sim je větší, než práh. Než ale můžeme začít hodnotit dokumenty a počítat míry podobnosti, 
je třeba vytvořit nebinární váhy index termů. (Čerpáno z [Bae2]) 
Váhy index termů mohou být vyčísleny mnoha různými způsoby. Autoři [Bae2] odkazují na 
práci pánů Saltona a McGilla [Sal1], ve které zmínění pánové uvedli množství různých metod 
výpočtu vah. Metoda, kterou bych rád představil je jednou z nejpoužívanějších a nejefektivnějších 
(podle autorů [Bae2]), označuje se jako TF-IDF a vychází ze základních principů problematiky 
shlukování. Následuje teoretický úvod metody TF-IDF. 
Nechť existuje kolekce C a nepřesný popis množiny A, přičemž úkolem jednoduchého 
shlukovacího algoritmu je rozdělit kolekci C do dvou množin: první, která bude vytvořena z těch 
prvků z C, které jsou v relaci s a a druhé, která bude tvořena z těch prvků z C, které v relaci s 
a nejsou. Pojem nepřesný popis množiny v tomto případě znamená, že není kompletní informace o 
tom, které prvky jsou uvnitř a které vně množiny A. Například nás může zajímat množina a aut, 
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 jejichž cena je srovnatelná s vozidlem Škoda Favorit. Jelikož není přesně stanoveno, co znamená 
výraz srovnatelná, neexistuje přesný (a jednoznačný) popis množiny A. Mnohem pokročilejší 
shlukovací algoritmus se bude snažit rozdělit prvky v kolekci do několika různých shluků (nebo tříd) 
na základě vlastností těchto prvků. Například všichni pacienti s rakovinou, kteří jsou vedení 
v kartotéce můžeme rozčlenit do několika skupin (terminální stádium, pokročilé stádium, metastáze, 
diagnostikován, …) Je očekávatelné, že popisy jednotlivých skupin budou také nepřesné (a 
nejednoznačné), což komplikuje problém klasifikace nového pacienta. V následujícím textu budeme 
pracovat s klasifikací pouze do dvou skupin, což je dostatečný počet pro rozdělení kolekce 
dokumentů podle toho, zda jsou, či nejsou relevantní vzhledem k uživatelovu dotazu. Definice 
vychází z [Bae2]. 
Představme si nyní, že kolekce dokumentů je kolekcí prvků C a že uživatelův dotaz je oním 
nepřesným popisem množiny A. V této formě je celý IR problém zredukován na klasifikační 
problém, který prvek (dokument) z kolekce C patří do množiny a a který tam nepatří. Proto, aby 
klasifikace v pořádku probíhala a vytvářela co nejlepší výsledky, je třeba vyřešit dva hlavní 
problémy, a) je třeba definovat (přesně vyjádřit) ty vlastnosti, které nejlépe popisují prvky patřící do 
množiny a a b) je třeba definovat ty vlastnosti, které nejlépe rozlišují prvky v množině a od všech 
ostatních v kolekci C. První zmíněná sada vlastností charakterizuje vnitro-třídní podobnost (intra-
cluster similarity), zatímco druhá sada charakterizuje mezi-třídní rozdílnost (inter-cluster 
dissimilarity) prvků kolekce C. [Bae2] tvrdí, že nejúspěšnější klasifikační algoritmy se pro co nejlepší 
výsledky snaží vyvážit tyto dva jevy. 
Vraťme se zpět k vektorovému modelu. V něm je vnitro-třídní podobnost vyjádřena počtem 
výskytů index termu ki v dokumentu dj. Proto bývá často počet termů označován jako tf faktor 
a vyjadřuje, jak věrně popisuje daný index term dokument, ve kterém se vyskytuje. Mezi-třídní 
rozdílnost je zde vyjádřena jako inverzní hodnota počtu výskytů index termu ki ve všech 
dokumentech v kolekci, ve které se vyhledává. Bývá označován jako inverzní dokument faktor-idf 
faktor. Index term, který se vyskytuje v celé kolekci dokumentů příliš často, je rozlišování 
jednotlivých dokumentů nepoužitelný, což je důvod pro používání idf faktoru. Stejně jako dobré 
klasifikační algoritmy, se ty nejefektivnější metody pro výpočet vah index termů snaží vyvážit tyto 
dvě hodnoty. (Čerpáno z [Bae2]) 
Pro výpočet vah každého index termu je tedy třeba nejprve vyčíslit faktory tf a idf. Na jejich 
výpočet existuje mnoho různých vzorců, které se však liší pouze v hodnotě nějaké přičítané nebo 
přinásobené konstanty nebo v tom, zda se jedná o normalizované faktory, nebo ne. Obecně platí, že 
normalizované hodnoty získáme z původních hodnot jejich podělením největší z původních hodnot. 









  (3.3) 
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 kde v čitateli je fi,j  počet výskytů index termu ki v dokumentu dj a ve jmenovateli se vyskytuje počet 
výskytů nějakého index termu kl, který se v dokumentu dj vyskytuje ze všech jeho index termů 





  (3.4) 
kde N  je počet všech dokumentů v kolekci a ni je počet dokumentů, ve kterých se vykytuje index 
term ki. Tento počet je nenormalizovaný. Vzorec pro výpočet váhy příslušného index termu (podle 
autorů [Bae2] ten nejznámější) je: 




   (3.5) 
Z tohoto vzorce je dobře patrný princip výpočtu, jedná se vlastně o součin tf a idf faktoru, což je 
neměnná skutečnost. 
Doktor Bartík ve své prezentaci pro 13. přednášku z předmětu Získávání znalostí z databází 








l l j i
f Ntf idf
f n
     (3.6) 
Pánové Salton a Buckley ve své práci [Sal2] uvádí několik různých variant výpočtu vah a TF-
IDF faktorů, dokonce ukazují, že dobré výsledky dává, když se váhy index termů v dokumentu 
a index termů v dotazu počítají podle různých TF-IDF variant. 
Stejně jako shrnutí Booleovského modelu, toto shrnutí zdůrazní hlavní výhody a nevýhody 
vektorového modelu. Mezi hlavní výhody patří využívání metod pro výpočet nebinárních vah index 
termů, což zlepšuje kvalitu vyhledáváni, dále hodnocení na základě míry podobnosti, které umožňuje 
vyhledání i těch dokumentů, které mají pouze částečnou shodu s vyhledávacím dotazem, a nakonec 
kosinová hodnotící metoda, která hned při vyhledávání vytváří hodnocení nalezených dokumentů na 
základě míry podobnosti. Mezi nevýhody se dá teoreticky počítat, že vektorový model považuje index 
termy za vzájemně nezávislé. Ukázalo se však, že to tolik nevadí, ba naopak, úvaha, že jsou index 
termy závislé, se může ukázat jako vážná komplikace výkonu i kvality vyhledávání vzhledem 
k častým změnám závislostí termů mezi sebou a lokalitou závislostí [Bae2] (term a nemusí být stejně 
závislý na termu B ve všech částech dokumentu). 
Navzdory jeho jednoduchosti je vektorový model velmi schopný model pro vyhledávání 
a hodnocení dokumentů v obecných kolekcích dokumentů. Vytváří množinu ohodnocených 
dokumentů, kterou je velmi těžké ještě vylepšit bez rozšíření dotazu nebo použití zpětné vazby. 
Existuje velké množství alternativních hodnotících metod, avšak při jejich porovnání s hodnocením 
poskytovaným vektorovým modelem se ukázalo, že je hodnocení vektorového modelu buď lepší, 
nebo alespoň srovnatelné s výsledky ostatních metod. Navíc je vektorový model velmi jednoduchý 
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 a rychlý a proto je podle [Bae2] nejen z těchto důvodů velmi populárním vyhledávacím modelem 
současnosti.  
2.3.3 Pravděpodobnostní model 
Následující podkapitola uvádí velmi zajímavý koncept vyhledávání založený na pravděpodobnosti – 
Pravděpodobnostní model. Autoři [Bae2] uvádí klasický pravděpodobností model představený roku 
1976 pány Robertsonem a Sparck Jonesem v [Rob1] , kterého se ve své práci přidržím. Bude se 
jednat jen o lehké seznámení, hlavním účelem je pouze zdůraznit důležité rysy tohoto modelu. 
[Bae2] tvrdí, že pravděpodobností model se snaží pojmout IR problém jako pravděpodobnostní 
problém. Máme-li uživatelův dotaz, existuje v celé kolekci množina dokumentů, která obsahuje jen 
právě ty dokumenty, které jsou relevantní, a žádné jiné. To bude pro nás ideální množina. Máme-li 
popis takové ideální množiny, není pro nás jistě problémem vyhledat ty dokumenty, které obsahuje. 
Můžeme si tedy představit dotazovací (vyhledávací) proces jako proces přesné specifikace vlastností 
ideální množiny (což je srovnatelné s představou IR problému jako problému shlukování – viz. 
předchozí podkapitola). Problémem je, že přesně nevíme, jaké to ty vlastnosti jsou. Vše, co víme, je, 
že existují index termy, jejichž sémantika nám ty hledané vlastnosti popisuje. Jelikož tyto vlastnosti 
nejsou známy v době dotazování (vyhledávání), je třeba vytvořit (uhádnout) inicializační vlastnosti 
ideální množiny, která bude použita pro vyhledání první množiny dokumentů. Poté se spustí zpětná 
vazba s uživatelem za účelem zpřesnění pravděpodobného popisu ideální množiny. Popis průběhu 
této zpětné vazby následuje. 
Uživatel se podívá na vyhledané dokumenty, projde je a rozhodne, které se mu zdají relevantní 
a které považuje za nerelevantní (ve skutečnosti stačí prohlédnout pouze několik prvních dokumentů). 
Systém následně využije uživatelem zadané informace k úpravě popisu ideální množiny. Opakováním 
tohoto procesu vícekrát se očekává, že popis ideální množiny se bude vyvíjet a stále více se 
přibližovat skutečnému popisu ideální množiny (tvrdí [Bae2]). Zdá se, že vše pěkně funguje, je však 
třeba na začátku vyhledávání hádat popis ideální množiny, což nezní moc důvěryhodně. Jak to, že to 
funguje a kde se tam skrývá ta pravděpodobnost? 
Vezměme si uživatelův dotaz q a dokument dj. Pravděpodobnostní model se snaží zjistit 
pravděpodobnost toho, že uživatel bude považovat dokument dj zajímavý (relevantní). Model 
předpokládá, že pravděpodobnost této relevance závisí pouze na podobě uživatelova dotazu 
a reprezentaci daného dokumentu. Dále model předpokládá, že existuje podmnožina všech 
dokumentů, kterou uživatel očekává jako odpověď na svůj dotaz q. Tato ideální množina je označena 
R a maximalizuje pravděpodobnost relevance. Dokumenty, které jsou v množině R jsou označovány 
jako relevantní a dokumenty, které zde nejsou, jsou označovány jako nerelevantní. (Definice podle 
[Bae2]) 
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 Pravděpodobnostní model přiřazuje každému dokumentu dj míru podobnosti s dotazem q, 
hodnotu, která se vypočítá jako P(dj je relevantní)/P(dj není relevantní), a označuje se jako šance, že 
dokument dj bude relevantní. Bylo dokázáno, že vypočítáváním šance relevance se snižuje 
pravděpodobnost chybného výběru. (viz [Bae2]) 
Nyní je třeba uvést praktické výpočty. Pravděpodobnostní model předpokládá, že váhy všech 
index termů jsou binární a že dotaz q je podmnožinou index termů (takže neobsahuje žádné logické 
spojky, atd.) Množina R je množina těch dokumentů, které jsou relevantní a množina R je 
komplement k množině R (takže obsahuje všechny nerelevantní dokumenty). Dále nechť ( | )jP R d

je 
pravděpodobnost, že dokument dj je relevantní a ( | )jP R d

 je pravděpodobnost, že je nerelevantní. 













  (3.7) 
nebo při použití Bayesova pravidla 
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 

  (3.8) 
kde  značí pravděpodobnost náhodného výběru dokumentu d( | )jP d R

j z množiny R 
a pravděpodobnost P(R) značí pravděpodobnost, že dokument náhodně vybraný z celé kolekce 
dokumentů bude relevantní. Smysl pravděpodobností ve jmenovateli je analogicky přesně opačný. 













  (3.9) 
a protože chápeme index termy jako vzájemně nezávislé, lze vzorec přepsat na: 
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  (3.10) 
kde P(ki|R) značí pravděpodobnost, že index term ki je přítomen v dokumentu náhodně vybraném 
z množiny R, a ( | )iP k R  značí pravděpodobnost, že index term ki není přítomen v náhodně vybraném 
dokumentu z množiny R. Analogicky pro pravděpodobnosti ve jmenovateli. [Bae2] 
Při použití logaritmů, skutečnosti, že ( | ) ( | ) 1i iP k R P k R   a ignorování všech konstant 
můžeme psát konečnou podobu vzorce: 
 , ,
1
( | ) 1 ( | )
( , ) log log
1 ( | ) ( | )
t
i
j i q i j
i i i
P k R P k R
sim d q w w
P k R P k R
  
       i  (3.11) 
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 kde t je počet všech index termů. Tento poslední vzorec je podle [Bae2] klíčový pro výpočet 
hodnocení v pravděpodobnostním modelu. 
Problémem je, že na začátku neznáme množinu R, je tedy potřeba vymyslet způsob, jak 
vypočítat počáteční hodnoty pravděpodobností  a ( | )iP k R ( | )iP k R . Existuje mnoho různých 
způsobů, jak tyto hodnoty spočítat. 
V počátku neexistují žádné vyhledané dokumenty (vyhledávání neproběhlo ani jednou). 
Můžeme proto například počítat s  a s ( | ) 0,5iP k R  ( | ) ii nP k R N , kde ni je počet dokumentů 
obsahujících index term ki a N  je počet všech dokumentů. Máme-li například takto stanoveny 
počáteční pravděpodobnosti, můžeme provést první vyhledávání a nad vyhledanými dokumenty 
provést první hodnocení relevance. Nechť v je podmnožina vyhledaných a ohodnocených dokumentů 
pomocí pravděpodobnostního modelu. Taková podmnožina může být vytvořena například jako 
prvních r dokumentů (seřazených sestupně podle hodnocení), r je předem stanovený práh. Dále Vi 
bude podmnožina V, a je složena z dokumentů, které obsahují index term ki. Dále můžeme pro 
zjednodušení zápisu psát, že ,VV  protože bude dobře patrno kde co který zápis znamená. 
Dokumenty jsou tedy vyhledány a ohodnoceny a nyní je třeba upravit hodnoty pravděpodobností 
 a ( | )iP k R ( | )iP k R  pro zlepšení výsledků v další iteraci. Novou hodnotu  můžeme 
vypočítat jako počet „správných“ dokumentů obsahujících daný index term k
( | )iP k R
i z počtu všech 
„správných dokumentů“ a novou hodnotu ( |iP k R)  získáme z předpokladu, že všechny dokumenty 
mimo „správných dokumentů“ jsou nerelevantní. Vzorce, které to popisují jsou: 
 ( | ) ( | )   a   i iiP k R P k R
V n
V N
  i iV
V

  (3.12) 
přičemž tento proces lze iterativně opakovat. Pokud to tak uděláme, budeme schopni zpřesňovat 
hodnoty pravděpodobností bez nutnosti použít zpětnou vazbu uživatele (na rozdíl od původní 
myšlenky metody). Nebo můžeme místo výše uvedeného postupu využít zpětnou vazbu a nechat 
uživatele, aby sám definoval relevantní dokumenty ve výsledku, jak bylo původně navrženo v [Bae2]. 
Poslední dva uvedené vzorce nefungují dobře s malými hodnotami v a Vi, které se v praxi často 
vyskytují. Pro tyto případy existují modifikace výpočtu výše zmíněných pravděpodobností – zájemce 
odkazuji na [Bae2]. Tím uzavírám teoretickou část pravděpodobnostního modelu a přichází 
zhodnocení. 
Mezi hlavní výhody pravděpodobnostního modelu podle [Bae2] patří, že jsou vyhledané 
dokumenty ohodnoceny sestupně podle pravděpodobnosti relevance. Mezi nevýhody patří potřeba 
uhodnout počáteční rozdělení dokumentů mezi relevantní a nerelevantní, dále skutečnost, že model 
pracuje s binárními vahami index termů, takže nezohledňuje vícenásobný výskyt index termu 
v dokumentu a nakonec předpoklad vzájemné nezávislosti všech index termů (viz. hodnocení 
vektorového modelu o podkapitolu výše). 
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 2.3.4 Krátké porovnání uvedených modelů 
Z předchozích kapitol vyplývá, že nejslabším modelem by měl být Booleovský model. Jeho 
neschopnost provádět vyhledávání na základě částečné shody dokumentu s dotazem často vede ke 
slabým výsledkům. Porovnání pravděpodobnostního a vektorového modelu ovšem není tak 
jednoznačné. Autoři [Bae2] se odkazují na pana Crofta, který ve svých experimentech ukázal, že 
pravděpodobnostní model poskytuje lepší výsledky. Pozdější experimenty pánů Saltona a Buckleyho 
však Croftovy závěry vyvrátili. Ukázali na mnoha měřeních, že vektorový model by nejspíš měl 
pravděpodobnostní překonat v obecných kolekcích dokumentů. Zdá se, že stejný názor převládá u 
většiny současných odborníků a výzkumníků a u webové komunity, kde v současnosti prudce stoupá 
popularita vektorového modelu, tvrdí [Bae2]. 
2.4 Vyhodnocení výsledků vyhledávání 
V předchozí části jsme si představili několik klasických IR modelů a nyní je třeba říct si něco o 
vyhodnocování jejich výsledků. Vyhodnocení výsledků podle [Bae3] samozřejmě závisí na tom, jaké 
požadavky na systém máme a jaké výsledky od něj očekáváme. Prvními důležitými testy, které je 
třeba vyhodnotit, jsou testy funkcionální analýzy. Sem patří například kontrola funkčnosti. IR sytém 
musí být schopen reagovat na uživatelův dotaz a musí být schopen vytvořit na uživatelovu žádost 
množinu dokumentu, kterou považuje za relevantní. S kontrolou funkčnosti úzce souvisí analýza 
chyb, při které nás nezajímají nějaké „relevantní“ výsledky na správné dotazy, ale spíš nás zajímá 
reakce systému na různé chyby, které mohou na systém působit nebo které může uživatel svým 
konáním vyvolat. Je to velmi jednoduchá metoda, která je neocenitelná při dolaďování systému 
a odchytávání programových chyb. Pokud systém projde funkční analýzou, je třeba provést analýzu 
výsledků vyhledávání – ohodnocení výkonu systému. 
Nejběžnější a nejpoužívanější metrikou v této fázi analýzy je podle [Bae3] „čas“ a „prostor“. 
Čím kratší jsou reakční časy a čím menší je v paměti zabraný úsek, tím lepší je systém. Tyto dvě 
metriky jdou však často proti sobě a existují metody, jak jednu složitost proměnit na složitost 
opačnou. 
V DR systémech jsou tyto dvě metriky nejčastěji považovány za nejdůležitější a používají se 
k popisu kvality systému. V tom případě nás nejvíc zajímá výkon a kvalita indexových struktur 
a indexovacích metod (které nejvíce urychlují vyhledávání), kvalitu interakce s operačním systémem, 
zpoždění na komunikačních linkách a režijní náklady mnoha softwarových vrstev, které jsou obvykle 
přítomny. Takové vyhodnocování nazýváme podle [Bae3] jednoduše ohodnocení výkonnosti 
(performance evaluation).  
V IR systémech jsou to také důležité metriky, ale vyskytují se tu další metriky, které je třeba 
zohlednit. Jelikož je dotaz položený uživatelem je ve většině případů nepřesný, vyhledané dokumenty 
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 nejsou přesnou odpovědí a musí být seřazeny podle jejich relevance k položenému dotazu. Hodnocení 
relevance se v původních DR systémech nevyskytuje (tam jsou všechny výsledky přesné) a je 
důležitým prvkem v problematice vyhledávání informací. Proto potřebují IR systémy vyhodnotit, jak 
přesné jsou jejich výsledky. Tento typ vyhodnocení je v [Bae3] označován jako ohodnocení 
vyhledávací výkonnosti (retrieval performance evaluation).  
Tento typ vyhodnocování většinou probíhá vyhledáváním nad testovací kolekcí a následném 
hodnotícím měření. Testovací kolekce sestává z kolekce dokumentů, ve kterých se bude hledat, 
souborem testovacích dotazů, které se budou zkoušet, a souborem vzorových výsledků relevantních 
dokumentů ke všem dotazům (vytvořených odborníky). Máme-li nějakou vyhledávací metodu S, 
hodnotící měření posoudí (pro každý testovací dotaz) podobnost mezi množinou dokumentů 
vyhledaných metodou S a množinou dokumentů specifikovanou specialisty. Tak můžeme zjistit 
kvalitu vyhledávací strategie S. (Čerpáno z [Bae3])  
2.4.1 Úplnost a Přesnost 
[Bae3] uvádí, že úplnost a Přesnost jsou dvě míry používané při hodnocení vyhledávací výkonnosti 
(retrieval performance evaluation) IR systému. Nechť i je nějaký požadavek na informace a R je 
množina relevantních dokumentů k tomuto požadavku. Předpokládejme, že IR technika, jejíž kvality 
vyhodnocujeme, zpracuje požadavek i a jako výsledek vrátí množinu dokumentů A. Dále pak Ra je 
množina vzniklá průnikem množin R a A. Je to množina těch dokumentů, které jsou relevantní 
i správně vyhledané IR technikou, kterou hodnotíme. Vše přehledně zobrazuje Obrázek 6. 
 
Obrázek 6: Grafické znázornění množin výsledku vyhledávání informací [Bae3] 
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 Mohutnosti těchto tří množin se používají při výpočtu Úplnosti a Přesnosti. Míra Úplnosti je ta 




  (4.1) 
a udává, jaké množství relevantních dokumentů bylo vyhledáno. Pokud je úplnost stoprocentní, což 
by znamenalo, že všechny relevantní dokumenty byly správně vyhledány, neznamená to, že je vše 
v pořádku, protože mohou být vyhledány i některé další dokumenty, které relevantní nejsou. (viz 
[ZZN13]) 
Míra Přesnosti je ta část vyhledaných dokumentů (množiny A), která je relevantní 
 Přesnost(Precision) Ra
A
  (4.2) 
a udává, jaké množství dokumentů bylo správně vyhledáno. Avšak i když je přesnost stoprocentní, 
což by znamenalo, že všechny vyhledané dokumenty jsou správně vyhledány, neznamená to, že je vše 
v pořádku, protože opět mohou existovat relevantní dokumenty, které IR systém vůbec nevyhledal. 
Podle [ZZN13] je proto třeba zvyšovat obě metriky paralelně.  
Tato definice Úplnosti a Přesnosti počítá se skutečností, že všechny vyhledané dokumenty (z 
množiny A) jsou uživatelem analyzovány a prozkoumány zároveň. To však neodpovídá realitě 
a hlavně nezohledňuje nejdůležitější vlastnost vyhledaných dokumentů – relevanci. IR systém při 
zpracování uživatelova dotazu vytvoří množinu vyhledaných dokumentů, kterou seřadí sestupně 
podle míry relevance. Jako první v řadě se tak uživateli nabízí ty dokumenty, které systém vyhodnotil 
jako nejvíce relevantní zadanému uživatelovu dotazu. V tomto případě (porovnáváme-li míru 
relevance vyhledaných dokumentů postupně) se míry Úplnosti i Přesnosti mění v závislosti na 
množství analyzovaných dokumentů z množiny vyhledaných dokumentů. Je tedy pochopitelné, že 
lépe než jedna hodnota je mnohem přesnějším způsobem hodnocení vyhledávací výkonnosti 
(retrieval performance evaluation) IR systému vytvoření grafu závislosti Přesnosti na Úplnosti. 
(Čerpáno z [Bae3])  
Příklad 
Předvedeme si nyní tvorbu tohoto grafu na příkladu (Celý příklad vychází z [Bae3]). 
Představme si testovací dotaz q položený IR systému, jehož vyhledávací výkonnost posuzujeme. 
K tomuto testovacímu dotazu existuje množina relevantních dokumentů Rq, která je pro náš příklad 
tvořena z dokumentů: 
  1,3, 4,6,9qR   (4.3) 
(pro jednoduchost jsou dokumenty označeny celými čísly). Předpokládejme dále, že posuzovaný IR 




1.  4 6. 10  11. 5   
2.  2   7.  3 12. 9 
                      3. 72  8. 111 13. 19 
4.  1 9.  12  14. 86 






Tabulka 2: Seřazená množina vyhledaných dokumentů podle dotazu q 
 
kde symbol  pro přehlednost značí relevantní dokumenty podle množiny R q. Začneme-li zkoumat 
relevanci vyhledaných seřazených dokumentů, zjistíme, že hned první dokument 4 je podle množiny 
Rq relevantní. V této chvíli je míra Úplnosti 20 % (nalezli jsme jeden relevantní dokument 
z celkových pěti) a míra Přesnosti 100 % (jelikož všechny zatím prozkoumané dokumenty jsou 
relevantní). Dalším relevantním dokumentem je čtvrtý dokument 1. Při jeho zpracování se hodnoty 
Úplnosti a Přesnosti upraví na 40 % a 50 % (IR systém zatím nalezl dva relevantní dokumenty z pěti 
a zatím dva dokumenty ze čtyř prozkoumaných jsou relevantní). Při pátém prozkoumaném 
dokumentu se hodnoty Úplnosti a Přesnosti změní na 60 % a 60 % a tak dále.  Tyto postupné změny 
Úplnosti a Přesnosti můžeme přehledně vynést do grafu závislosti Přesnosti na Úplnosti. Tento graf 
mívá podle autorů [Bae3] obvykle jedenáct standardních úrovní Úplnosti, 0 % - 100 %. Hodnota 
















Obrázek 7: Graf závislosti Přesnosti na Úplnosti pro ukázkový příklad 
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Všímavý čtenář si jistě všimne rozdílné hodnoty Přesnosti při míře Úplnosti 50 %, která se v grafu 
odlišuje od výše vypočítaných hodnot. Je to následek interpolace, kterou se pokusím vysvětlit 
později. 
Příklad výše ukazuje vytvoření grafu závislosti Přesnosti na Úplnosti pouze pro jeden 
uživatelský dotaz. Běžný (a také mnohem přesnější) způsob hodnocení vyhledávací výkonnosti IR 
systému spočívá ve vyhledání více testovacích uživatelských dotazů a souhrnná analýza výsledků 
(vyhledaných dokumentů). Pro každý z těchto výsledků můžeme vytvořit příslušný graf závislosti 
Přesnosti na Úplnosti ale množina těchto grafů není vhodnou formou reprezentace výsledků 
hodnocení vyhledávací výkonnosti (retrieval performance evaluation) IR systému. Vhodnějším 
způsobem reprezentace, který více vypovídá o testovaném IR systému, je podle autorů [Bae3] 
výpočet průměrné hodnoty Přesnosti pro každou standardní úroveň Úplnosti v grafu podle vzorce: 








   (4.4) 
kde  P r  je průměrná hodnota Přesnosti pro úroveň Úplnosti r,  je počet provedených 
testovacích dotazů a  je hodnota Přesnosti pro úroveň Úplnosti r v i-tém dotazu. 
qN
 iP r
Zde nastává problém, jelikož ne všechny dotazy mají za výsledek všech 11 standardních úrovní 
Úplnosti (třeba v našem příkladu jsou úrovně Úplnosti pouze 20 %, 40 %, 60 %, 80 % a 100 %, chybí 
tedy 0 %, 10 %, a tak dále). Pokud tomu tak není (což bývá velmi často), je potřeba zjištěné hodnoty 
Přesnosti a Úplnosti upravit a interpolovat (dalo by se říci normalizovat). Autoři [Bae3] dále uvádí 
příklad, na kterém zmiňovanou interpolaci ukazují, já zde pro zkrácení uvedu pouze princip výpočtu. 
Nechť , kde jr  0,1, 2,...,10 ,j  označuje j-tou standardní úroveň Úplnosti. Poté interpolační 
výpočet vypadá následovně: 
    
1
max
j jj r r r
P r P r   (4.5) 
což znamená, že pro j-tou standardní úroveň Úplnosti (např. pro  = 3, což odpovídá 30 %) se 
interpolovaná hodnota Přesnosti vypočítá jako maximum ze všech známých Přesností náležících 
úrovním Úplnosti v rozsahu  a  (v rozsahu Úplnosti 30 % – 40 %). Tato metoda výpočtu je 
uvedena v [Bae3]. 
jr
jr 1jr 
Graf vytvořený zprůměrováním grafů závislostí Přesnosti na Úplnosti vyhledaných dotazů je 
podle autorů [Bae3] velmi užitečným při hodnocení vyhledávací výkonnosti IR systému. Nejčastěji se 
využívá při porovnávání vyhledávací výkonnosti analyzovaného IR systému s již existujícími IR 
systémy, pro které také vytvoříme „průměrové“ grafy a tyto následně porovnáme z grafem 
analyzovaného systému. Na Obrázku 8 je vyobrazeno jedno takové porovnání dvou rozdílných IR 




















Obrázek 8: Porovnání dvou průměrových grafů závislosti Přesnosti na Úplnosti (přepracováno z [Bae3]) 
 
patrno, že jedna z analyzovaných IR metod má větší Přesnost na nižších úrovních Úplnosti (rychleji 
najde relevantní dokumenty, ale nemusí najít všechny), zatímco druhá IR metoda má pomalý rozjezd, 
ale je schopna najít všechny relevantní dokumenty k zadanému dotazu. 
Další ze způsobů porovnání výsledků analýzy hodnocení vyhledávací výkonnosti (retrieval 
performance evaluation) IR systémů je podle [Bae3] počítání průměrné míry Přesnosti při určitém 
počtu vyhledaných relevantních dokumentů (například po zpracování 5, 10, 20, 50, 100, a tak dále 
relevantních dokumentů). Tato metoda je podle autorů [Bae3] srovnatelná s vytvářením průměrné 
míry Přesnosti pro 11 standardních úrovní Úplnosti, ale poskytuje dodatečné informace o vyhledávací 
výkonnosti hodnocené IR metody. 
Autoři [Bae3] dále uvádí, že Průměrové grafy závislosti Přesnosti na Úplnosti jsou v dnešní 
době považovány za standard při porovnávání kvality IR metod a posuzování vyhledávací výkonnosti 
IR systémů a že se celkem běžně vyskytují v literatuře zabývající se IR problematikou. Obliba 
Průměrových grafů spočívá v jejich srozumitelnosti, vyjadřovací síle a kompaktnosti. Jejich 
srozumitelnost je dána grafickým provedením (viz. například Obrázek 8), jejich vyjadřovací síla 
vychází z možnosti popsat zároveň kvalitu množiny odpovědi a záběr vyhledávacího algoritmu 
a jejich kompaktnost způsobuje možnost spojení více těchto grafů do jednoho obrázku (viz. opět 
Obrázek 8). 
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 I přes tyto kladné vlastnosti má reprezentace výsledků analýzy hodnocení vyhledávací 
výkonnosti pomocí Průměrových grafů i několik negativních vlastností, které jsou široce 
diskutovány, já se však o nich zde zmiňovat nebudu. Zájemce o tuto problematiku můžu odkázat na 
[Bae3]. 
2.5 Vyhledávání fulltext 
Výraz „fulltext“ se vztahuje ke způsobu reprezentace dokumentů, které jsou uloženy v systému 
a čekají na vyhledání, ale i dotazu, který je systému předložen. V počátcích, kdy byl pojem 
vyhledávání informací ještě teoretickou novinkou, bylo nepředstavitelné (a také technicky 
neproveditelné), aby byla celá kolekce dokumentů uložena znak po znaku v IR systému, který v nich 
bude vyhledávat. Bylo tedy třeba vytvořit odlišnou reprezentaci, kterou zvládnou (tehdejší) počítače 
zpracovat a která přitom zachová sémantiku celého dokumentu. Tak vznikla speciální slova, nebo 
slovní spojení, která svým významem shrnovala obsah dokumentu (klíčová slova), nebo která se 
v textu dokumentu přímo vyskytovala (index termy). Dále bylo třeba vytvořit metody, které budou 
schopny z celého dokumentu vytvořit tato slova tak, aby byla co nejvíc reprezentativní a aby co 
nejvíc zachovávala sémantiku původního dokumentu. Tyto metody jsou zobrazeny na Obrázku 2 
v kapitole 2.2.1. S postupem času se vývoj počítačové techniky velice posunul a představa 
reprezentace dokumentu celým jeho obsahem již nebyla tak nereálná. 
Mezi hlavní důvody pro zavedení fulltextové reprezentace (autoři knihy [Bae1] používají 
označení logický pohled na dokument) byl úmysl zlepšit vyhledávání těch dotazů, se kterými si 
reprezentace pomocí index termů neuměla poradit. Na Obrázku 2 je vidět, že hned první operace, 
která se s celým textem dokumentu provede, je eliminace takzvaných stop slov. Představme si nyní, 
že uživatelem IR systému je milovník Shakespearových her a zajímá se o dokument, který obsahuje 
známou Hamletovu repliku „to be or not to be“ (česky „Být, či nebýt“). Pokud IR systém pracuje 
pouze s index termy, pak v žádaném dokumentu zbude z celé věty vlivem odstranění stop slov pouze 
slovo „be“ (v češtině dokonce nic). Jistě nebude žádným překvapením, když se toho na takový dotaz 
uživatel moc nedozví. (Odstavec volně vychází z [Bae7]) 
Doktor Bartík ve své prezentaci pro 13. přednášku z předmětu Získávání znalostí z databází 
[ZZN13] tvrdí, že dnešní moderní systémy pro vyhledávání informací používají více reprezentací 
a plynule mezi nimi přechází. Výchozí reprezentace pomocí index termů dostačuje na běžné 
uživatelské dotazy, ale pokud uživatel položí nějaký nestandardní dotaz, použije se fulltextová 
reprezentace dokumentu, ve které se zadaná slova přímo vyhledají. Dnešní webové vyhledávače, jako 
je například Google nebo Seznam jsou toho praktickou ukázkou. 
Fulltextová reprezentace dokumentu je v IR systémech v dnešní době běžnou praxí, ale je třeba 
si uvědomit, že dokumenty nejsou jedinou částí, kde se provádí abstrakce. Na Obrázku 3 v kapitole 
2.2.3 je patrné, že požadavek, který má uživatel na IR systém, je upraven a zpracován stejným 
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 způsobem, jakým jsou zpracovávány dokumenty. Uživatelův požadavek je ve své podstatě také 
dokument s vlastní sémantikou. IR systémy v minulosti i v současnosti upravují uživatelův požadavek 
na dotaz ve speciální formě, kterému rozumí a který umí zpracovat. Nejedná se tedy o žádný speciální 
umělý jazyk, jaký je v DR systémech, ale také se nejedná o přirozený dotaz, jakým by se uživatel 
zeptal například knihovnice v městské knihovně. IR systémy budoucnosti však budou pracovat 
s celou fulltextovou formou dotazu, budou umět zpracovat a pochopit uživatelovu otázku položenou 
v přirozeném jazyce a budou schopny vytvořit na tuto otázku odpověď z dosažitelných dokumentů. 
Tato metoda je v současnosti na vrcholu zájmu IR odborníků a nazývá se Question Answering 
(Odpovídání na otázky). 
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 3 V čem lze vyhledávat informace? 
Předchozí kapitola měla za úkol čtenáři představit Vyhledávání informací. Jejím účelem je skutečně 
pouze seznámení s celou problematikou, nejedná se o žádný složitý matematický popis. Následující 
kapitola okrajově představí čtenáři typy dat, které jsou v předchozí kapitole označovány souhrnně 
jako „dokumenty“. Jedná se tedy o ta data (kolekce dat), která je možné IR systémy vyhledávat. 
3.1 Textová data 
Textová data jsou nejběžnější formou dat v IR systémech, neboť nejrozšířenějším médiem, do kterého 
lidský druh už od nepaměti ukládá informace, jsou texty, knihy, textové dokumenty. Pro textová data 
platí vše uvedené v předchozích kapitolách. Jsou historicky nejstarší a proto je problematika jejich 
vyhledávání a zpracovávání nejpropracovanější. 
Informace jsou v textových datech ukryty v samotném textu a aby se k nim uživatel dostal, 
musí si text sám přečíst a zpracovat. Jedná se proto nejčastěji o technickou nebo vědeckou literaturu, 
literaturu faktu, různé vědecké články a časopisy, atd., které obsahují potenciálně důležité a užitečné 
informace. Mezi IR systémy pracující s textovými daty lze zařadit všechny běžné IR systémy, přes 
knihovní systémy až po webové vyhledávače. 
3.2 Sémantické slovníky 
Sémantický slovník je zvláštním typem slovníku, jehož úkolem je vysvětlení sémantiky jednotlivých 
pojmů. Může tak činit dvěma rozdílnými způsoby, přičemž každý způsob má svoje výhody 
a nevýhody, což jej předurčuje k použití pro různé situace. 
Jedním ze způsobů je postižení sémantiky vysvětlením významu daného slova. Takovému typu 
slovníku se obecně říká Významový slovník. Obsahuje abecedně seřazenou posloupnost hesel a každé 
heslo má přidruženo krátký textový popis, který objasňuje význam hesla. Takový typ slovníku se 
pochopitelně hodí spíš pro termíny, které nejsou tolik běžné v jazyce čtenáře, jako jsou například 
odborné pojmy nebo výrazy přejaté z cizích jazyků. 
Druhým ze způsobů popisu sémantiky daného slova je jeho opsání jedním nebo více synonymy 
(slovy stejného významu), případně antonymy (slovy opačného významu). Čtenář pak snáze pochopí 
sémantiku daného slova, protože si dokáže vytvořit představu z uvedených synonym (za předpokladu, 
že zná sémantiku těch). Tomuto typu slovníku se říká Tezaurus (anglicky Thesaurus). Autoři [Bae7] 
k tezauru uvádí: 
Slovo tezaurus má základy v latině a řečtině a používá se pro označení slovního pokladu nebo 
bohatství. V nejjednodušší variantě je tato pokladnice tvořena předpřipraveným seznamem slov 
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 z určité oblasti lidského vědění, kde pro každé jedno slovo existuje množina dalších přiřazených slov. 
Tato přiřazená slova jsou nejčastěji ve vztahu synonymity (jedná se o synonyma). 
Obecně však platí, že tezaurus obsahuje nějaké normalizace vybraného slovníku a zahrnuje 
strukturu mnohem složitější, než jen jednoduchý seznam slov a jejich synonym. Například populární 
tezaurus publikovaný Petrem Rogetem (první moderní tezaurus, vytvořen 1805 a publikován 1852 
[Wik2]) obsahuje také fráze, což znamená, že pracuje s mnohem většími částmi, než jen se 
samotnými slovy. Rogetův tezaurus má obecný charakter (není specializován jen na určitou oblast) 
a organizuje slova a fráze v kategoriích a podkategoriích (není tedy celý řazen abecedně). 
Podle [Fos1] jsou hlavními účely tezauru a) poskytnutí standardního slovníku (nebo systému 
referencí) pro indexování a vyhledávání, b) pomoc uživateli při hledání vhodných termů pro správnou 
formulaci dotazu a c) poskytování strukturované hierarchie, která umožňuje rozšiřování, případně 
zpřesňování aktuálního dotazu v závislosti na uživatelově informační potřebě. 
Používání tezauru při indexování a vyhledávání je velmi přínosné, jelikož umožňuje vytvářet 
kontrolovanou množinu slov, která poskytuje mnoho výhod, jako je normalizace indexovacího 
konceptu, redukce „šumu“, rozlišení index termů s jasnou sémantikou a vyhledávání založené na 
konceptech (na rozdíl od obyčejného vyhledávání založené na slovech). 
Tezaurus se dá tedy podle [Bae7] využít jako zdroj informací, ve kterém bude uživatel vyhledávat. 
Má-li kupříkladu autor problém při hledání nějakého vhodného a výstižného slova do své práce (což 
je podle autorů [Bae7] běžný jev při tvorbě seriozních prací) může využít tezaurus a získat tak širší 
představu o  sémantických základech pojmu, který hledá. 
Tezaurus má ale využití i jako zdroj informací, které pro svoji činnost použije IR systém. 
V oblasti vyhledávání informací výzkumníci již dlouho zkoumají užitečnost využití tezauru v procesu 
formování dotazu. Kdykoliv chce uživatel od systému získat nějakou množinu dokumentů, musí 
prvně definovat podstatu toho, co hledá. Definice této podstaty je to, co nazýváme uživatelův 
informační požadavek. Poté musí uživatel svůj požadavek definovat ve formě dotazu, který je danému 
IR systému srozumitelný. Takový dotaz má většinou podobu souboru index termů, uživatelovým 
úkolem je tedy výběr těch termů, které nejlépe popíší jeho požadavek. Pokud je ale množina všech 
prohledávaných dokumentů rozsáhlá a uživatel nezkušený, může být jeho výběr index termů chybný 
nebo nevhodný (což je běžná situace v dynamickém a z velké části neznámém světe webu). 
V takovém případě je jistě velmi vhodné rozšířit dotaz o nové index termy, které budou v relaci s těmi 
stávajícími. A zde se nabízí právě využití tezauru při hledání oněch nových index termů. (Čerpáno z 
[Bae7]) 
3.3 Obrázky 
S postupem technického vývoje začal být stále běžnější výskyt obrázků, ať už jako součást nějakého 
dokumentu, tak i samostatně umístěných. S rozvojem scannerů, digitálních fotoaparátů a dalších 
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 digitalizačních metod obrazu se stále častěji setkáváme s kvalitními digitálními obrázky. Dnes je 
velkého množství různých fotek, snímků, grafů a obrázků plný Internet. 
Pomineme-li základní rozdělení obrázků v počítačové podobě na vektorové a bitmapové, mají 
všechny obrázky společnou tu vlastnost, že se na rozdíl od textu jedná o binární data. Jako taková se 
nedají reprezentovat jinak a jinde, než jen prostřednictvím počítače. 
Obrázek je stejně jako textový dokument nositelem informace. Jistě si každý uvědomí, kolik 
informace se skrývá v obrázku z policejního radaru. Tato informace je většinou mnohem rychleji 
stravitelná, než v textu, který by podobnou věc popisoval (měl stejnou sémantiku). Jedno české úsloví 
říká, že „Jeden obrázek to řekne lépe, než tisíc slov“. 
Existuje velké množství informací, které si neumíme představit v jiné formě, než jako obrázek. 
Například fotografie, elektrotechnická schémata, stavební výkresy, atd. Zvláštní formou obrázku je 
snímek videa. Video jako takové je vytvořeno z velkého množství obrázků, které se mění velmi 
rychle za sebou a vytváří tak dojem pohybu. Pokud rozdělíme celé video na jednotlivé snímky, pak je 
každý z nich plnohodnotným obrázkem se všemi náležitostmi. 
Ukázali jsme si, že obrázky mají své opodstatnění a že jsou nositeli nějaké informace, má tedy 
cenu a smysl v nich tyto informace vyhledávat. Zde však narazíme na vážný problém. Od počátku je 
problematika vyhledávání informací postavena na práci s textem. Indexovací struktury mají textový 
charakter, dokumenty v kolekci jsou reprezentovány množinou textových prvků (slov, sousloví,…) 
a dotaz je také většinou tvořen propojením textových prvků. Obrázky však jako binární data 
neobsahují nic, co by připomínalo text. Existují dva způsoby, jak vyhledávat obrázky. 
První metoda pracuje s obrázkem jako takovým a provádí vyhledávání podle uživatelem 
zadaného vzorového obrázku. Tento obrázek je vhodným způsobem zpracován, analyzován a je 
vytvořen jakýsi číselný vektor vlastností, které obrázek charakterizují. Systém poté porovnává tento 
vektor s vektory všech ostatních obrázků v systému a výsledek seřadí sestupně podle podobnosti 
(jedná se o stejný princip jako v případě vektorového modelu). Uživatel tedy potřebuje vědět, jak jím 
hledaný obrázek asi vypadá, aby mohl najít/vytvořit podobný, který by systému předložil. 
Druhá metoda pracuje (jak jsme v oblasti IR zvyklí) s textovou reprezentací obrázku. Uživatel 
pak vyhledává prostřednictvím IR systému obrázky stejně, jako by hledal běžné textové dokumenty. 
Zbývá tedy jen vyřešit, kde se vezme patřičná textová reprezentace daného obrázku. U obrázků, které 
jsou součástí textového dokumentu (například grafy, schémata, atd.) můžeme využít upravenou 
reprezentaci dokumentu. Uživatel pak vlastně hledá dokument, v němž se daný obrázek nalézá. 
Obrázky, které jsou uloženy samostatně (množiny fotografií, snímky videa, kresby, atd.) je nutné 
opatřit vhodnou textovou reprezentací, která popisuje sémantiku daného obrázku. Zatímco první 
varianta již v dnešní době probíhá úspěšně automaticky, druhá varianta vyžaduje zásah odborníka, 
který si daný obrázek prohlédne a vytvoří textovou reprezentaci odpovídající (podle jeho 
subjektivního názoru) sémantice obrázku. 
 32
 4 Aktuální výzkum v oblasti 
vyhledávání informací 
Vyhledávání informací od svého vzniku prošlo již mnoha změnami a neustále se potýká s novými 
a novými problémy. Nejaktuálnějším tématem odborníků a výzkumníků v oblasti vyhledávání 
informací je problematika Question Answering (Odpovídání na otázky), jak je uvedeno v kapitole 
2.5. 
Question Answering (budu používat anglický název, protože český překlad se mi zdá poněkud 
krkolomný) neboli zkráceně QA označuje v oblasti vyhledávání informací proces automatické 
odpovědi na uživatelem položenou otázku v přirozeném jazyce. K nalezení otázky může systém 
použít informace, které si sám vyhledá v nějaké kolekci dokumentů. Tyto kolekce mohou mít různý 
rozsah, od malých kolekcí přes interní dokumenty nějaké organizace nebo upravené novinové články 
až po všechny dokumenty v internetu. (viz [Wik3]) Jedná se tedy o komunikaci člověk-stroj na úrovni 
přirozeného jazyka člověka, jak známe z mnoha děl sci-fi. 
První QA systémy se podle [Wik3] objevily v šedesátých letech a jednalo se o jednoduchá 
přirozeně jazyková rozhraní pro expertní systémy té doby. Z toho důvodu pracovaly pouze s úzce 
specifikovanou informační doménou. Současné QA systémy oproti tomu používají dokumenty jako 
svoji databázi znalostí a kombinují různé NLP (Natural Language Processing – zpracování 
přirozeného jazyka) techniky pro vyhledání odpovědí. 
QA systém většinou obsahuje klasifikátor otázek, jehož úkolem je analyzovat typ otázky 
a podle ní předikovat typ hledané odpovědi. Poté, co je otázka analyzována systém použije několik 
modulů s čím dál složitějšími NLP technikami pro postupnou redukci množství textu. Takže modul 
pro vyhledání dokumentů použije vyhledávací systém pro vyhledání dokumentů (nebo odstavců 
v nich), ve kterých by se mohla vyskytovat hledaná odpověď. Následně filtr předvybere krátké 
textové řetězce, které jsou stejného typu jako očekávaná odpověď. Pokud byla například otázka „Kdo 
vymyslel žárovku?“, filtr vrátí ty texty, které obsahují jména osob. Nakonec modul pro extrakci 
odpovědi prohledá okolní text pro nějaká další vodítka a nápovědy, které by určily, zda je některá 
z předpřipravených odpovědí odpovědí finální. Struktura převzata z [Wik3]. 
Výzkum v oblasti QA se snaží vypořádat s velkým množstvím typů otázek, jako jsou otázky 
faktické (hlavní město Ameriky), otázky na seznamy (seřaď něco a vypiš), otázky na definice (co 
je…), otázky Jak? a Proč?, hypotetické otázky (mohl být někdo někde…), více-jazykové otázky (co 
znamená „style“?), atd. 
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 4.1 Problémy a jejich možné řešení 
[Wik4] říká: „Turingův test (pojmenovaný podle svého tvůrce Alana Turinga, který jej prezentoval 
roku 1950) je pokus, který má za cíl prověřit, jestli nějaký systém umělé inteligence se opravdu chová 
inteligentně. Jelikož inteligence je pojem, který lze jen těžko definovat, tím hůře testovat, používá 
Turingův test porovnání s člověkem.“ 
V roce 2002 vytvořila skupina odborníků dokument určující směr budoucího vývoje v oblasti 
QA. V tomto dokumentu [Road1] byly také nastíněny aktuální problémy a požadavky, které je třeba 
při dalším vývoji QA vyřešit. Mezi požadavky skupina zařadila především (vychází z [Road1]) : 
Časová náročnost 
Odpověď musí být systémem vytvořena v reálném čase, i když bude v danou chvíli se systémem 
pracovat tisíce jiných uživatelů. Nové datové zdroje se musí stát součástí systému hned, jak vzniknou, 
aby tak mohl systém poskytovat odpovědi i na nejaktuálnější otázky. 
Přesnost 
Přesnost systému je velice důležitá, žádná odpověď je lepší, než špatná. Výzkum by se měl zaměřit na 
způsoby hodnocení pravdivosti odpovědi, což zahrnuje i možnost, kdy systém sám pozná, že jím 
procházený dokument odpověď neobsahuje. Neshody v datech musí být nalezeny a systém se s nimi 
musí umět vypořádat stejně, jako by to udělal uživatel 
Použitelnost 
Informace bývají často uloženy ve více typech dat, než jen v textu (video, obrázky, zvuk, …) Systém 
musí umět sloučit informace z různých zdrojů a musí být schopen poskytnout odpověď v té podobě, 
v jaké si ji uživatel žádá. 
Úplnost 
Uživatel vyžaduje celou odpověď. Často bývá odpověď rozprostřena na více místech dokumentu, 
nebo dokonce ve více dokumentech. Systém musí umět tyto části spojit. 
Relevance 
Odpověď na uživatelovu otázku musí být relevantní v požadovaném kontextu. V tomto případě je 
například možné ujasnit si uživatelův požadavek sérií otázek, což vyžaduje interaktivní QA systém. 
 
Pro splnění těchto cílů skupina stanovila sadu problémů, které je třeba vyřešit a pro každý z těchto 
problémů několik úkolů a podúkolů, které je třeba provést. Tyto problémy jsou (vychází z [Road1]): 
Typy otázek 
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 Různé typy otázek vyžadují použití různých strategií k nalezení vhodné odpovědi. Třídy otázek jsou 
hierarchicky uspořádány v taxonomiích. V dokumentu [Road1] je dále uvedeno, že mnoho otázek 
může být rozdílně pochopeno a složitější otázky mohou měnit svůj význam podle souvislostí, ve 
kterých byly položeny. Odborníci navrhují intenzivnější výzkum a rozvoj v oblasti chování a chápání 
řeči, hlavně při vytváření otázek. 
Pro vyřešení tohoto problému je třeba identifikovat podle jakých kriterií jsou vytvářeny 
taxonomie otázek. Dále je užitečné korelovat třídy otázek se složitostí otázek a studovat složitosti 
každé možné třídy otázek. Díky tomu bude možné identifikovat vlastnosti, které se podílí na míře 
složitosti otázky. 
Zpracování otázky 
Požadavek na stejnou informaci lze vyjádřit mnoha různými způsoby. Je potřeba vytvořit sémantický 
model chápání a zpracování otázek. To umožní identifikovat shodné otázky bez ohledu na způsob 
jejich položení nebo na slova, které byly použity. Takový model by dále umožnil rozložit složitou 
otázku na sérii otázek jednoduchých nebo najít nejasnosti, což by dovolilo systému vyrovnat se 
s nimi. Dále podle dokumentu [Road1] by mělo být možné vést se systémem dialog, který by 
umožňoval lépe vytvořit komunikační vazbu se systémem. Proto je třeba vytvořit nové modely 
dialogu s přesně definovanou sémantikou, která by dovolovala NLP zpracování. 
Jak bylo již uvedeno, k řešení problému přispěje vytvoření teoretického modelu zpracování 
otázek a prostudování sémantických modelů kvůli podobnosti otázek. Dále je vhodné prostudovat 
modely otázkových implikatur (systém pokládá sám otázky, z jejich odpovědí pak implikací získá 
odpověď na otázku uživatele). 
Kontext a QA 
Otázky bývají často položeny v nějakém kontextu a očekává se, že odpovědi budou ve stejném 
kontextu. Kontext může být použit k upřesnění otázky, vyřešení nejednoznačností nebo udržení 
souvislostí při sérii otázek. V dokumentu [Road1] dále odborníci uvádí, že je třeba implementovat 
způsoby vytváření, zobrazování a navigace kontextu. Kontext je dále velmi užitečný pro 
spolupracující QA systémy, které řeší různé, ale související otázky. 
Možné řešení tohoto problému zahrnuje vývoj teoretických modelů kontextu, které by byly 
použitelné v QA, dále prostudování sémantických modelů a jejich vazeb na kontext. Užitečné bude 
i analyzovat metody definování kontextu uživateli. Je také třeba prozkoumat skutečný dopad kontextu 
při zpracování otázky i při vytváření odpovědi a analyzovat rozdíly výsledků různých vyhledávacích 
metod se stejně definovaným kontextem. 
Zdroje dat a QA 
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 Než může být otázka zodpovězena, musí být jisté, že jsou potřebné informace dostupné. Pokud není 
požadovaná odpověď přítomna v databázi znalostí, nezáleží na kvalitě položené otázky, vyhledávání 
nebo extrakci odpovědi, nikdy nemůžeme dostat správnou odpověď 
Vhodným řešením nejspíš bude spojit heterogenní datové formáty pro QA, které se přirozeně 
vyvíjí, umožnit QA pracovat s databázemi heterogenních dat a přistupovat k datům různých 
digitálních knihoven. Také je rozhodně potřeba vytvořit metody na extrakci odpovědí z multimédií. 
Extrakce odpovědi 
Extrakce odpovědi závisí na složitosti otázky, na typu odpovědi vytvořeném modulem zpracováním 
otázky, na datech, ve kterých byla otázka vyhledávána, na vyhledávací metodě a na kontextu otázky. 
Vzhledem k množství faktorů, na kterých extrakce závisí, je velmi důležité se zvlášť pečlivě zaměřit 
na zpracování odpovědi. V dokumentu [Road1] je dále uvedeno, že se můžou odpovědi na různé 
otázky nacházet v různých typech dat, musí tedy existovat způsob, jak tato data získat a použít. 
Odpovědi je možné nalézat nejen v textech, ale i různých databázích, webových stránkách a FAQ, je 
tedy třeba vytvořit metody, které dokáží v těchto datech odpovědi hledat. Je třeba posuzovat 
korektnost odpovědi, stejně jako dokázat odhalit, zda se v prohledávaném dokumentu vyskytuje, či 
ne. 
Pro vyřešení těchto problémů je nezbytné vyvinout teoretický model extrakce odpovědi 
a prozkoumat vyhodnocovací metriky pro posouzení korektnosti. Dále je třeba vyvinout kvalitativní 
modely kompletnosti odpovědi, ty nám umožní později detekovat přítomnost odpovědi v právě 
prohledávaných datech. Studium analytických metod posuzování odpovědi a NLP technik pro 
zlepšení extrakce odpovědi jsou dalším potřebným krokem. 
Formulace odpovědi 
Výsledek QA systému by měl být reprezentován co nejpřirozenějším způsobem. V některých 
případech stačí jednoduchá extrakce. Například pokud klasifikátor otázky usoudí, že typ odpovědi je 
název (osoby, organizace, obchodu, nemoci, atd.), množství nebo datum, extrakce jednoho záznamu 
je dostatečná. Pro jiné případy může být vyžadováno formulovat odpověď nějakou spojovací 
metodou, která zkombinuje částečné odpovědi z více dokumentů. [Road1] dále uvádí, že podoba 
odpovědi by měla korespondovat přirozenosti tazatele. Vhodným způsobem může být vygenerování 
HTML stránky s odpovědí textem nebo tabulkou a s možnými odkazy na detaily. 
K vyřešení tohoto problému by mohl přispět vývoj metod a modelů pro spojování odpovědi 
z více zdrojů (třeba i v různých formátech). Také je vhodné prostudovat spojení vyhledávacích metod 
a vytvořit způsoby detekce překrývajících se (nebo naopak vylučujících se) informací. 
Real-time QA 
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 Je třeba vyvinout QA systémy, které budou schopny extrahovat odpovědi z velkého množství dat 
v několika málo sekundách bez ohledu na složitost otázky, velikost a množství datových zdrojů nebo 
nejednoznačnosti otázky. 
Logickým řešením bude odhalení „úzkých hrdel“ ve vyhledávání informací a extrakci 
odpovědi a vytvoření rychlejších vyhledávacích metod. Dále je třeba vytvořit extrakční metody, které 
vyžadují velmi krátký čas a také je užitečné pracovat na distributivním řešení QA systému. 
Více jazykové QA 
QA systém musí být schopen odpovědět na otázku položenou v jednom jazyce použitím dokumentů 
v jiném jazyce (nebo dokonce jazycích). To uživatelům umožní zjistit si informace, které by nemohli 
najít sami. 
Pro vyřešení je třeba vytvořit analytické jazykové nástroje i pro ostatní jazyky. Také je třeba 
překládat otázky do jiných jazyků a překládat odpověď z ostatních jazyků do toho našeho. K tomu by 
mohly napomoct různé nástroje pro vyhledávání odpovědí v jiných jazycích. Další možností je 
centralizace znalostí do podoby, která je použitelná ve všech jazycích. 
Interaktivní QA 
Často se stává, že informační požadavek není QA systémem dostatečně pochopen, což vede ke 
špatnému zařazení otázky, případně k neadekvátní odpovědi. V takových případech může chtít 
tázající nejen přeformulovat svůj dotaz, ale také by mohl chtít zavést dialog se systémem.  
K vytvoření plnohodnotného (nebo alespoň plnohodnotnějšího) dialogu člověk-stroj je třeba 
pro QA systém vytvořit vhodné modely dialogů například pro zjišťování záměrů uživatele, pro 
odlišení jednotlivých otázek od sebe nebo takové modely, které QA systému umožní z dialogu něco 
usuzovat. 
Pokročilejší rozhodování pro QA 
Pokročilejší tazatelé očekávají odpovědi mimo rozsah psaných textů nebo strukturovaných databází. 
K vylepšení QA systému na takovou úroveň je třeba do něj integrovat rozhodovací komponenty 
pracující nad různými bázemi znalostí, používající světové znalosti a mechanismy commonsense 
rozhodování (způsob, jakým by to rozhodl nebo vyřešil běžný člověk) stejně jako znalosti specifické 
různým speciálním oblastem. Autoři [Road1] navrhují vytvořit novou část systému, která se bude 
starat o znalosti. V doplnění vyhledávacího mechanismu touto znalostní komponentou spatřují mnoho 
výhod, jako je například možnost dávkování složitosti odpovědi podle uživatelova profilu, případně 
vytváření nových odpovědí pomocí odvozovacího pravidla. To je užitečné, pokud se taková odpověď 
nenalézá v žádném z dokumentů. 
Je tedy potřeba do QA začlenit mechanismy pro reprezentaci znalostí a mechanismy 
umožňující uvažování, které umožní komplexní rozhodování. 
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 Profilování uživatele a QA 
Uživatelský profil zachycuje data o tazateli, zahrnuje kontext dat, oblast uživatelova zájmu, způsob 
uvažování často používaný tazatelem, společný informační základ používaný v různých dialozích 
mezi tazatelem a systémem atd. Profil může být prezentován jako předdefinovaná šablona, kde každé 
políčko šablony bude reprezentovat jinou vlastnost profilu. 
Profilování není ani problém jako spíš úkol, k jehož vyřešení je třeba vytvořit profilovací 
modely a metody, které budou sbírat údaje o uživateli, o jeho zájmech, zvycích, cílech, oblasti zájmu, 
atd. Dále je třeba vytvořit metody, které rozeznají související otázky nebo odpovědi mezi všemi 
uživateli. 
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 5 Zpracování dotazu 
Tato kapitola a její podkapitoly se zabývají jedním z problémů řešených v rámci výzkumu Question 
Answering a přibližují jej čtenáři. Dále objasňují rozdíl mezi vyhledáváním založeným na skutečné 
lexikální podobě uživatelova dotazu v kontrastu s vyhledáváním založeným na jeho sémantice. 
Závěrečná podkapitola je věnována WordNetu a popisuje krátce jeho historii a principy. 
Zpracování dotazu nebo otázky (anglicky Question Processing) je jednou z oblastí řešených 
problémů v současném výzkumu Question Answering (viz. kapitola 4). Zabývá se problematikou 
úpravy uživatelova dotazu před samotným začátkem vyhledávací procedury. Důvod těchto úprav 
uživatelova dotazu spočívá ve snaze pochopit způsob, jakým uživatel pokládá systému dotazy a jaký 
skutečný informační požadavek (information need) se za těmito dotazy skrývá. Znalost a formální 
popis metod transformace informačního požadavku na množinu instrukcí a prvků tvořících uživatelův 
dotaz jsou klíčové pro vytvoření QA systému, který bude nejen vyhledávat podle přesně 
specifikovaných kriterií dotazu, jak je tomu v současnosti, ale bude schopen „porozumět“ uživatelově 
žádosti. Zájemce o další specifika této problematiky mohu odkázat na [Road1]. 
5.1 Lexikální versus sémantické vyhledávání 
V kapitole 2.2.1 se čtenář může dočíst, že existují pojmy jako logický pohled na dokument a že 
nejčastějším způsobem reprezentace dokumentu je pomocí nějaké množiny speciálně vybraných slov, 
které nazýváme index termy a jejichž sémantika nejlépe daný dokument popisuje. Kapitola 2.5 rovněž 
nastiňuje důvody tohoto způsobu reprezentace dokumentů. A na konec kapitola 2.3 a její podkapitoly 
představují klasické IR modely, které s tímto způsobem reprezentace dokumentů úspěšně pracují. 
Tato kapitola má za úkol poukázat na nedostatky stávajícího způsobu vyhledávání, které je třeba vzít 
v potaz a odstranit při cestě k IR systémům vyhovujícím definici Question Answering. 
Každé slovo má určitou lexikální podobu a zároveň nese svůj sémantický význam. Existují 
však slova, která se svou lexikální podobou liší, avšak jejich význam je víceméně shodný – 
označujeme je jako synonyma. Jako protiklad existují slova s jednou lexikální podobou, která mají 
v různých situacích odlišnou sémantiku. Představme si uživatele, který pracuje s IR systémem za 
účelem vyhledání dokumentů, které ho zajímají. Má tedy nějaký informační požadavek (information 
need) a očekává, že IR systém mu nabídne množinu dokumentů, které budou k jeho informačnímu 
požadavku relevantní. Vytvoří tedy reprezentaci svého informačního požadavku – uživatelský dotaz – 
a ten zadá IR systému. Předpokládejme, že jádrem hypotetického IR systému je vektorový model 
(viz. kapitola 2.3.2). Tento z uživatelova dotazu vytvoří vhodnou reprezentaci ve formě vektoru, který 
porovná se všemi ostatními vektory reprezentujícími prohledávané dokumenty. Dokumenty, jejichž 
vektory jsou nejpodobnější vektoru uživatelova dotazu, jsou považovány za nejrelevantnější, systém 
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 je tedy seřadí podle míry relevance a zobrazí uživateli jako výsledek hledání. Toto je popis 
standardního průběhu použití IR systému. 
Zaměříme se nyní na podobu a způsob vytvoření vektoru reprezentujícího uživatelův dotaz. 
Obvyklé řešení je vytvořit vektor o velikosti počtu všech různých slov ve všech dokumentech a každé 
dimenzi vektoru přiřadit jedno slovo. Vektor je poté naplněn hodnotami vah těchto slov na 
příslušných pozicích. To znamená, že zadal-li uživatel dotaz „nové osobní auto“, vznikne řídký 
vektor mající nenulové hodnoty přiřazeny dimenzím patřícím daným slovům „nový“, „osobní“ 
a „auto“ (skutečný výsledek by obsahoval slova „stemmovaná“ a neobsahoval by naopak slova 
z množiny stop-slov, to však pro názornost a jednoduchost vypouštím). Použijeme-li pro reprezentaci 
uživatelova dotazu tento vektor, můžeme výsledné vyhledávání označit za „lexikální“. 
Co kdyby ale uživatel formuloval svůj dotaz místo „nové osobní auto“ jako „nové osobní 
vozidlo“ nebo dokonce „nové osobní fáro“? Dostane uživatel na takový dotaz stejný výsledek jako 
v předchozím případě? Rozhodně nedostane, jelikož slovo „vozidlo“ má jinou lexikální podobu, než 
slovo „auto“, byť má stejnou sémantiku. Takže zatímco uživatel nevidí mezi těmito dotazy rozdíl, 
protože vnímá sémantiku daných slov, IR systém založený na klasické vyhledávací metodě považuje 
oba dotazy za rozdílné, protože se orientuje podle lexikální podoby a sémantika daných slov je mu 
skryta. Uživatel takového IR systému by tedy musel několikrát provést vyhledávání s různou 
podobou dotazu, aby se dostal k dokumentům, které hledá. 
Řešení tohoto problému spočívá ve vytvoření sémantického modelu chápání uživatelova 
dotazu. Sémantický model má velmi široké využití v oblasti IR, je nezbytný při analýze dotazu, 
pochopení formy dotazu, vytvoření odpovídající formy odpovědi, a tak dále (viz kapitola 4.1). Já se 
však zaměřím pouze na „náš“ předchozí problém. Vyhledávací metoda používající takový model by 
byla schopna rozlišovat slova podle jejich sémantického významu, takže slova „auto“ a „vozidlo“ by 
systém chápal jako dvě různě vypadající varianty stejného sémantického významu. IR systém 
schopný analyzovat dotaz nejen po stránce lexikální, ale i po stránce sémantické je následně schopen 
toho, co označuji jako „sémantické vyhledávání“. Nemusím jistě zdůrazňovat, že vývoj takového 
sémantického modelu a následně IR systému, který jej bude používat není vůbec triviální úkol, na 
kterém v současnosti pracují odborníci v oblasti IR a Question Answering. 
Zpět k našemu problému. Chceme, aby náš IR systém prováděl sémantické vyhledávání a aby 
dokázal pracovat nejen s lexikální podobou slov, ale i s jejich sémantikou. Jednou z možností jak toho 
docílit je vytvoření prostředku, který bude fungovat jako překladač mezi lexikální podobou daného 
slova (kterou IR systém zvládne v současnosti zpracovat) a jeho sémantikou. Narážíme však na další 
problém. Je potřeba vyřešit, jakým způsobem vhodně reprezentovat sémantiku slov. Jedním 
z možných řešení, které se nabízí, je WordNet. 
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 5.2 WordNet 
Tato kapitola a její podkapitoly čerpají ze skvělé bakalářské práce [Bak1] pana Adama Kopřivy. 
[WN1] uvádí, že WordNet je velká lexikální databáze anglických slov a byla vyvinuta pod vedením 
George A. Millera. Podstatná jména, slovesa, přídavná jména a příslovce jsou seskupena do skupin 
kognitivních synonym (synsetů), z nichž každý vyjadřuje odlišný koncept. Synsety jsou vzájemně 
propojeny koncepčně-sémantickými a lexikálními vztahy. Výsledná síť smysluplně propojených slov 
a pojmů je následně navigovatelná pomocí vhodného způsobu prohlížení. Struktura WordNetu z něj 
dělá užitečný nástroj pro počítačovou lingvistiku a NLP (zpracování přirozeného jazyka). Pan 
Kopřiva v [Bak1] dále uvádí, že ostatní slovní druhy se v databázi WordNet nevyskytují, jelikož 
nejsou vhodné pro strojové zpracování a navíc mezi nimi neexistují vhodné sémantické vztahy. 
Podle [Wik5] je nejnovější verze WordNetu 3.0. Od roku 2006 obsahuje přes 150 tisíc slov 
organizovaných ve více než 115 tisíci synsetech. Dále je zde uvedeno, že synsety obsahují nejen 
slova, ale i kolokace (slovní spojení mající dohromady určitou sémantiku, například anglická 
zahrada).   
5.2.1 Historie 
[Wik5] uvádí o historii WordNetu následující detaily. Vývoj WordNetu započal v roce 1985 
v „Cognitive Science Laboratory“ na Princetonské Univerzitě pod vedením profesora psychologie 
George A. Millera. Důvody vývoje byly dva; prvním bylo vytvořit kombinaci lexikálního slovníku 
a tezauru, která by byla dostatečně intuitivně použitelná. Druhým důvodem byla snaha o podporu 
automatické analýzy textu a aplikací umělé inteligence. V průběhu let dostal projekt dotace od 
agentur zajímajících se o strojový překlad. V současnosti je WordNet podporován granty od National 
Science Foundation, DARPA, Disruptive Technology Office (dříve Advanced Research and 
Development Activity), a REFLEX. George Miller a Christiane Fellbaum byli roku 2006 oceněni 
Cenou Antonia Zampolli  za jejich práci na WordNetu. 
5.2.2 Vztahy mezi slovy 
Pan Kopřiva ve své práci [Bak1] uvádí, že v lexikálním slovníku WordNet existuje několik vztahů 
mezi slovy, ať mezi jejich lexikální podobou, tak mezi jejich sémantikou. Pro naše účely a pro 
potřeby sémantického vyhledávání jsou podstatné sémantické vztahy mezi slovy. Patří mezi ně 
synonyma, hyperonyma a hyponyma. 
5.2.2.1 Synonyma 
Synonyma, neboli slova stejného významu, jsou v databázi WordNet nejčastěji se vyskytujícím 
vztahem mezi slovy. Pan Kopřiva v [Bak1] vysvětluje definici synonymičnosti takto: „dva výrazy 
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 jsou synonymní v lingvistickém kontextu C, jestliže náhrada jednoho výrazu za druhý v C nezmění 
skutečný význam“ 
Synonymní vztah slov je základním stavebním prvkem celé sítě WordNet, protože všechna 
slova spojená do jednoho synsetu jsou navzájem synonyma. 
Synonyma jako taková mají velký význam při sémantickém vyhledávání. 
5.2.2.2 Hyperonyma a hyponyma 
Hyperonyma (v angličtině bez o) a hyponyma jsou na rozdíl od synonym vazby čistě sémantické. 
Popisují vztah nadřazenost nebo nadmnožinu (hyperonymum) a podřazenost nebo podmnožinu 
(hyponymum). Například slovo „příbuzný“ je hyperonymem pro slovo „bratr“ a hyponymem pro 
slovo „osoba“, jak je patrno na Obrázku 9. Hyperonymum a hyponymum jsou tedy navzájem opačné 
vztahy.  
 
Obrázek 9: Názorná ukázka některých vztahů mezi slovy (upraveno z [Bak1]) 
 
Autor [Bak1] uvádí, že na principu nadřazenosti a podřazenosti jsou v databázi WordNet uspořádána 
podstatná jména. 
Hyperonyma a hyponyma mají jakožto čistě sémantické vazby také velký význam při 
sémantickém vyhledávání. 
 42
 6 Implementace 
Následující kapitola dokumentuje práci na úkolech v rámci diplomové práce. Popisuje postup řešení 
těchto úkolů a všechna úskalí, na která jsem při jejich řešení narazil. Také čtenáři představuje 
výsledný program se všemi jeho možnostmi a funkcemi týkajícími se tématu této diplomové práce. 
Prvním z úkolů, které jsem při vypracování diplomové práce řešil, bylo seznámení se 
s problematikou vyhledávání informací, kterého jsem se s chutí zhostil. Nastudoval jsem potřebnou 
literaturu ([Bae1], [Bae2] a [Bae3]) a zjistil jsem základy o vyhledávání informací (kapitola 2), 
poznal jsem základní podobu IR systému (kapitola 2.2) a seznámil se s klasickými vyhledávacími 
modely – booleovským modelem, vektorovým modelem a pravděpodobnostním modelem (kapitoly 
2.3.1 2.3.2 a 2.3.3). Dále jsem okrajově nastudoval metody a metriky používané při hodnocení 
vyhledávací výkonnosti IR systému (kapitola 2.4). 
Dalším úkolem, který následoval, bylo seznámit se s vhodnými daty pro vyhledávací metody, 
se kterými jsem se seznámil v prvním bodě. Zjistil jsem tak, že mimo textu a textových dokumentů 
(kapitola 3.1) se nastudované postupy vyhledávání informací dají s určitou obměnou uplatnit i na 
vyhledávání v sémantických slovnících (kapitola 3.2) a obrazových datech (kapitola 3.3). V rámci 
získávání nových znalostí jsem se mimo jiné dozvěděl, co je to ontologie a tezaurus (kap 3.2). 
Třetí úkol, který jsem řešil, byl velmi inovativního rázu. Mým úkolem bylo nalézt aktuální 
problémy v oblasti vyhledávání informací  a pokusit se tyto problémy vyřešit. To mě přivedlo na 
aktuální výzkum a vývoj systémů pro Question Answering, jejichž problémy a cíle jsem prostudoval 
(kapitola 4). Druhá část úkolu byla spíše orientační, jelikož rozhodně nejsem žádným odborníkem na 
vyhledávání informací. Osobně se domnívám, že cílem tohoto úkolu bylo pomoci mi pochopit 
Question Answering v širších souvislostech a že očekávaným výsledkem měl být jen obecný nástin 
dalšího směru zkoumání (kapitola 4.1), než soubor hotových rad, tipů a implementací popisujících, 
jak který problém vyřešit. 
Výsledky svého studia při zpracovávání těchto tří úkolu jsem shrnul do textové zprávy 
semestrálního projektu, což je však neveřejný dokument pouze pro vedoucího diplomové práce Ing. 
Chmelaře. Proto jsem se rozhodl svoje výsledky znovu použít jako teoretický podklad technické 
zprávy diplomové práce, aby o tyto nebyl čtenář ochuzen. 
Další etapa, která mě čekala, se již přímo týkala implementace a já začal řešit další úkoly 
a vkládat do diplomové práce vlastní přínos. Mým úkolem mělo být navržení a vytvoření systému pro 
uchovávání, správu a dotazování zvolených dat. Po domluvě s vedoucím práce jsem se rozhodl 
zaměřit zcela na vyhledávání v textových datech se všemi náležitostmi s tímto spojenými. Dále jsme 
se domluvili, že nebudu vytvářet celý systém pro uchování, správu a dotazování textových dat, ale že 
budu upravovat a rozšiřovat již existující projekt, na kterém již vedoucí práce delší dobu pracuje. 
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 Mým úkolem měla být snaha o vylepšení vyhledávání v textových datech s pomocí databáze slov 
WordNet. 
Následujícím úkolem tedy bylo seznámit se s programem TRECVid Search, který jsem měl za 
úkol rozšiřovat. 
6.1 Program TRECVid Search 
 
Obrázek 10: Ukázka z programu TRECVid Search 
 
TRECVid Search je program vyvíjený Ing. Petrem Chmelařem (vedoucím mé práce) přibližně od 
roku 2007. Jeho aktuální verze je 1.02. Má grafické uživatelské rozhraní a je vytvářen 
v programovacím jazyce Java. Projekt vznikl v rámci každoroční soutěže TRECVid, které se naše 
fakulta účastní. Domnívám se, že program slouží jako pomůcka pro vývoj, zdokonalování a následné 
testování nových metod vyhledávání informací. Této skutečnosti odpovídá i stav programu, který má 
mnoho nefunkčních ovládacích prvků připravených pro budoucí případnou potřebu. Jeho ovládání 
a odolnost proti chybnému formátu vstupů je také nižší, než u finální distribuce programu pro veřejné 
použití. 
 44
 Vzhledem ke skutečnosti, že TRECVid soutěž operuje hlavně s vyhledáváním ve videu, 
program TRECVid Search slouží nejen pro vývoj a testování vyhledávání v textových datech, ale i k 
vývoji metod pro klasifikaci, analýzu a vyhledávání ve videu pomocí nízkoúrovňových 
a vysokoúrovňových rysů. Zájemce o tuto tématiku odkazuji na diplomovou práci kolegy Ondřeje 
Jaroše, který se touto problematikou zabývá. 
Při své práci program TRECVid komunikuje se dvěma databázemi umístěnými na fakultním 
serveru minerva2.fit.vutbr.cz. První z nich je databáze PostgreSQL, která obsahuje data potřebná pro 
vývoj vyhledávacích a klasifikačních metod pro soutěž TRECVid. V této databázi jsou uložena 
všechna data pro vývoj a testování poskytovaná zadavateli soutěže TRECVid za několik let soutěže. 
Databáze obsahuje několik schémat, každé z nich sdružuje databázové tabulky potřebné pro jeden 
konkrétní typ úlohy (vyhledávání, klasifikace, a tak dále). Druhou z používaných databází je databáze 
MySQL obsahující databázi WordNet. O této se ještě později zmíním. 
Po spuštění TRECVid Search se zobrazí okno programu (Obrázek 10). Ovládání je 
soustředěno do záložek, každá záložka obsahuje ovládací prvky pro jeden typ práce: 
 
 Search – vyhledávání v TRECVid databázi pomocí textových titulků (vyhledávání 
v textových datech) nebo pomocí rysů vybraného obrazu (vyhledávání v obrázcích). 
 HLF – klasifikace záznamů v TRECVid databázi (tuto část rozšiřuje kolega Jaroš ve své 
diplomové práci) 
 Database – nástroje a nastavení pro připojení k databázím, které program TRECVid 
používá. 
 Tools – nástroje pro export a import dat do databáze PostgreSQL a pro tvorbu různých 
vyhledávacích indexů a pomocných polí používaných pro vyhledávání, analýzu 
a klasifikaci. 
 Local Features – účel této části programu mi není znám, jelikož nesouvisí s mou oblastí 
výzkumu. Domnívám se však, že se jedná o skupinu nástrojů pro s rysy obrázků a videí 
a klasifikaci. 
 
Když jsem se seznámil s programem TRECVid Search a s databázemi, které používá, mým 
dalším úkolem bylo vytvořit funkci, která bude schopna počítat podobnost dvou slov podle jejich 
vzdálenosti v síti slov, kterou vytváří WordNet. 
6.2 Výpočet vzdálenosti slov 
Databáze WordNet spojuje slova do synonymických shluků (synsetů) a tyto synsety dále propojuje 
různými vazbami (viz. kapitola 5.2.2). Tak vzniká velká síť slov, která se dá připodobnit 
k orientovanému multigrafu. Zaměříme-li se pouze na sémantické vazby mezi slovy (hyperonyma 
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 a hyponyma), můžeme na výsledný graf pohlížet jako na graf sémantické (významové) vzdálenosti 
slov. Čím blíže jsou si slova v grafu (čím menší je mezi nimi vzdálenost), tím blíže jsou si tato slova 
i významově. 
Nejblíže jsou si významově synonyma, jak uvádí definice synonymičnosti (kapitola 5.2.2.1). 
Dále jsou to hyperonyma a hyponyma. Představme si trojici slov „zvíře“, „savec“, „pes“. Je jasné, že 
„zvíře“ je hyperonymem slova „savec“, které je hyperonymem slova „pes“. Také je zajímavé, že 
slova „pes“ a „savec“ jsou si významově blíž, než slova „pes“ a „zvíře“, protože mezi zvířata řadíme 
i hmyz, plazy, ptáky, a tak dále. Obdobně se lze na to dívat i opačně, takže vazby hyperonym 
i hyponym jsou podstatné při formování grafu sémantické vzdálenosti. 
Na základě těchto předpokladů jsem se rozhodl počítat vzdálenost dvou slov jako součet 
vzdáleností od nějakého společného hyperonyma. Dá se totiž předpokládat, že budeme-li postupovat 
dále po hyperonymech, dostaneme se nakonec ke slovu, které již žádné hyperonymum v databázi 
WordNet nemá. Na takové slovo lze poté pohlížet brát jako na kořen hyperonymického 
a hyponymického stromu. 
Program TRECVid Search používá pro práci s databází WordNet knihovní třídu WordNet 
napsanou v souboru WordNet.java, což je upravená verze knihovny vytvořené panem Kopřivou 
(autorem [Bak1]) v rámci řešení jeho bakalářské práce. Já jsem tuto třídu rozšířil o funkci 
getWordsDistance, která počítá vzdálenost dvou slov. 
Princip funkce vychází z výše uvedených předpokladů. Pokud jsou obě slova totožná, funkce 
ihned končí. V opačném případě zjistí všechny synsety, ve kterých se dané slovo vyskytuje a pro 
každý z těchto synsetů zjistí „rodokmen“ – cestu od daného synsetu přes hyperonyma až ke „kořenu“. 
Rodokmen vypočítává funkce getSynsetGenealogy. 
Nyní je potřeba říci něco o struktuře celé databáze WordNet. Na Obrázku 11. je ta část schéma 
databáze WordNet, která je v této diplomové práci používána. Tabulka word obsahuje všechna slova, 
která jsou v databázi WordNet umístěna (sloupec lemma) a id přiřazené těmto slovům (sloupec 
wordid). Tabulka sense obsahuje id slov z tabulky word (sloupec wordid) a k nim příslušné id 
synsetu, do kterého dané slovo patří (sloupec synsetid). Další sloupce nejsou pro naši práci potřebné. 
Poslední používaná tabulka je tabulka semlinkref, která popisuje vazby mezi synsety. Obsahuje dva 
sloupce synset1id a synset2id, což jsou id dvou různých synsetů, a sloupec linkid, který určuje id typu 
vazby (hyperonymum, hyponymum, meronymum, a tak dále). Typ vazby podle id uvedeného ve 
sloupci linkid lze najít v tabulce linkdef, která bohužel není v Obrázku 11 uvedena. 
Zpět k funkci getSynsetGenealogy. Jedná se o rekurzivní funkci, která vytvoří celý strom 
předků od zadaného synsetu. Vzhledem ke skutečnosti, že synset může mít více hyperonym, pak celý 
strom, který vytváříme, je vlastně naopak. Původní synset je zde kořenem a „kořen“ (hyperonymum 
na nejvyšší úrovni) je zde listem. Funkce getSynsetGenealogy pak je upravený rekurzivní průchod 
postorder stromem. Výsledky jednotlivých úrovní rekurze jsou ukládány do seznamu. Tento seznam, 
který je v každé úrovni rekurze rozšiřován a nakonec je vrácen jako výsledek celé funkce, je tvořen 
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Obrázek 11: Část schéma databáze WordNet [Bak1] 
 
instancemi třídy DistanceStruct, kterou jsem pro tento účel vytvořil. Každá instance této třídy 
obsahuje id jednoho synsetu (vlastnost synset), vzdálenost tohoto synsetu od příslušného „kořenu“ 
v daném kontextu prohledávání (vlastnost level) a vzdálenost od startovního synsetu, pro který je 
daný „rodokmen“ stavěn (vlastnost distance). V původní verzi vlastnost distance chyběla, ale funkce 
getWordsDistance pak v určitých případech vracela špatnou vzdálenost slov. 
Poté, co funkce getSynsetGenealogy vytvoří „rodokmen“ pro každý synset zadaného slova (pro 
každé z obou slov samozřejmě zvlášť), jsou tyto rodokmeny (respektive seznamy instancí třídy 
DistanceStruct) vzestupně seřazeny podle vzdálenosti synsetu od „kořene“ (vlastnost level) a v rámci 
stejné vzdálenosti vzestupně podle id synsetu (vlastnost synset). Pro účel seřazení jsem musel 
implementovat funkci compareTo pro třídu DistanceStruct. 
Po seřazení obou seznamů (každý pro jedno slovo) začíná algoritmus, který se používá při 
práci s řídkými vektory. Oba seznamy jsou vzestupně seřazeny podle vlastnosti level, algoritmus se 
tedy snaží najít na každé úrovni levelu v obou seznamech stejný synset – to je společný 
hyperonymický „otec“ pro obě slova. Pokud se mu to podaří, posune se v obou seznamech na první 
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 položku s následující úrovní levelu a opakuje hledání. Výpočet končí, pokud se již nelze v některém 
ze seznamů posunout dál (algoritmus se při prohledávání dostal na konec seznamu) nebo pokud se 
algoritmu nepodařilo najít na dané úrovni levelu v obou seznamech záznam se stejnou hodnotou 
vlastnosti synset. 
Výsledkem předchozího algoritmu je jedna instance třídy DistanceStruct, jejíž hodnota 
vlastnosti level je co nejvyšší a která se shoduje v obou seznamech. Původní verze funkce 
getWordsDistance již v tuto chvíli počítala vzdálenost slov jako součet vzdáleností společného 
nadřazeného uzlu od obou slov (rozdílů levelu nalezené instance od levelu původního synsetu). Toto 
řešeni však nefungovalo a tak bylo třeba třídu DistanceStruct rozšířit o vlastnost distance. Může se 
totiž stát, že vlivem složitějšího rodokmenu se v seznamu za sebou budou nacházet dvě instance, 
které budou mít stejné id synsetu i stejnou vzdálenost od „kořene“, ale jejich vzdálenost k původnímu 
synsetu bude různá. Pak je samozřejmě třeba použít ten s nejkratší vzdáleností od původního synsetu 
(nejmenší hodnotou distance). 
Algoritmus funguje uspokojivě, neumí si však moc dobře poradit s cykly (z daného synsetu 
vedou do nějakého „kořene“ dvě cesty o různých délkách, kde jedna z cest se po čase napojuje na 
začátek druhé cesty). Ošetření tohoto problému by vyžadovalo další výzkum. 
Až později, při plnění dalších úkolů jsem zjistil, že jsem funkci pro výpočet vzdálenosti 
vytvářel zbytečně a nijak ji při své práci nevyužiji. Byla by ale škoda ji zde nezmínit a navíc je 
možné, že ji po upravení využije někdo další, kdo bude rozšiřovat program TRECVid Search po mně. 
Poté, co jsem dokončil funkci pro výpočet vzdálenosti slov, mohl jsem se pustit do dalšího 
úkolu, kterým bylo vytvoření alternativní metody vyhledávání informací v textových datech k 
metodě, která už v programu TRECVid Search existuje. 
6.3 Vyhledávání informací 
Program TRECVid Search pracuje s databází PostgreSQL, ve které má uložena všechna data 
potřebná při vývoji nových metod vyhledávání informací, analýzy a klasifikace dat. Databázový 
engine PostgreSQL má nativní podporu pro vyhledávání informací a tato PostgreSQL vyhledávací 
metoda je v programu TRECVid Search použita pro vyhledávání informací v textových datech. 
Následující popis v jednoduchosti vysvětluje práci s nativním vyhledáváním nabízeným databází 
PostgreSQL. Zájemce o detailní popis podpory pro fulltextové vyhledávání, kterou PostgreSQL 
databázový systém nabízí, odkazuji na [Pos1]. 
Jako každá běžná vyhledávací metoda i metoda poskytovaná databází PostgreSQL vyžaduje, 
aby každý vyhledávaný dokument měl svoji reprezentaci, která se bude při vyhledávání používat. 
V PostgreSQL k tomu slouží datový typ tsvector, což je speciální vektor slov a pozic, které označují, 
kde se dané slovo v textu dokumentu vyskytuje. Slova v tsvectoru jsou zbavena stop slov 
a stemmována, přičemž databáze PostgreSQL nabízí možnost vybrat si jazyk textu, aby se zajistilo 
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 použití správné databáze stop slov a správného stemmeru. Tsvector se z dokumentu vytváří pomocí 
PostgreSQL příkazu to_tsvector. 
Máme-li vytvořeny reprezentační vektory pro všechny dokumenty, které chceme vyhledávat, 
můžeme přistoupit k vlastnímu vyhledávání. K tomu slouží datový typ tsquery a k němu příslušná 
funkce to_tsquery, která převádí textovou podobu dotazu právě na datový typ tsquery. 
Samotné vyhledávání se v PostgreSQL provádí pomocí binárního operátoru @@ s jedním 
parametrem typu tsvector a jedním typu tsquery. PostgreSQL zvládá i hodnocení relevance daného 
dokumentu k zadanému dotazu. K tomu slouží funkce ts_rank. 
To byl pouze krátký a obecný úvod do vyhledávání informací pomocí nativních metod 
PostgreSQL. Bližší detaily není pro naši potřebu třeba znát. Nativní metoda bude použita jako 
referenční při porovnání vyhledávací výkonnosti v kapitole 7.  
Na Obrázku 12 je zobrazeno schéma hlf_search, se kterým program TRECVid Search pracuje 
při vyhledávání informací v textových datech. Já jsem toto schéma také použil, abych mohl později 
svoje algoritmy porovnat s metodou, která již v programu TRECVid Search je. 
 
Obrázek 12: Objektový model části databáze schématu hlf_search – převzato od vedoucího  
 
Nejdůležitější tabulkou pro vyhledávání informací je hlf_search.tv_speech. Jedná se o přepis titulků 
náležících k určitému videu, což však není v tuto chvíli nijak zvlášť podstatné, my se budeme na 
záznamy v této tabulce dívat jako na jednotlivé dokumenty. Dokumenty jsou rozlišeny hodnotou 
sloupce dataset, což je velmi důležitá hodnota. Rozděluje všechny dokumenty na ty, které se 
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 používají při vývoji a ty, které se následně použijí při testech. Sloupce video, shot, speaker a id 
a language dohromady tvoří jednoznačnou identifikaci dokumentu v rámci jednoho datasetu. Sloupec 
video určuje, ze kterého videa jsou titulky tvořící daný dokument, sloupec shot zase popisuje číslo 
snímku v rámci videa. Tyto dvě hodnoty budou později použity při porovnání vyhledávací výkonnosti 
v kapitole 7. Sloupec language určuje jazyk textu titulku, my pracujeme pouze s angličtinou. Sloupec 
text obsahuje samotný text, jeho obsah můžeme považovat za samotný dokument. A na konec 
sloupec textsearch_en je sloupec typu tsvector a slouží k vyhledávání (viz. výše). 
Tolik malá teoretická vsuvka, vraťme se k úkolu. Aktuálním úkolem bylo vytvořit alternativní 
vyhledávací metodu k nativní metodě PostgreSQL. Jak jsem již psal dříve, každá běžná vyhledávací 
metoda vyžaduje vhodnou reprezentaci vyhledávaných dokumentů, bylo tedy třeba tuto vytvořit před 
samotným vyhledáváním informací. 
6.3.1 Tvorba vhodné reprezentace vyhledávaných dokumentů 
Každá běžná metoda vyhledávání informací vyžaduje vhodnou formu reprezentace vyhledávaných 
dokumentů, se kterou se bude při vyhledávání pracovat. Já jsem se rozhodl pro svoji vyhledávací 
metodu použít reprezentaci dokumentu pomocí index termů. Kapitola 2.2.1 a hlavně Obrázek 2 
názorně ukazují, jakým způsobem se index termy z příslušného dokumentu získávají. K tomuto účelu 
se skvěle hodí data ve sloupci textsearch_en, jelikož tsvector v tomto sloupci uložený obsahuje 
stemmovaná slova a je prost všech stop slov.  
Patřičné index termy pro jednotlivé dokumenty jsou tedy již předvytvořené. Dalším úkolem, 
který je potřeba při tvorbě vhodné reprezentace vyřešit, je výpočet vah těchto index termů. Já jsem 
použil známou váhovací metodu tf-idf (kapitola 2.3.2). 
V hlavní třídě programu TrecvidSearch uložené v souboru TrecvidSearch.java jsem vytvořil 
metodu TfIdfWeighting, která vypočítá váhy všech index termů pro všechny dokumenty. Pokud 
nejsou váhy index termů vypočítány, nebude vyhledávání informací vůbec fungovat. Metoda pro 
svoji práci vyžaduje dvě nezávislá připojení k databázi PostgreSQL. Jedno slouží k načítání všech 
dokumentů a druhé je použito pro aktualizace a změny vypočítaných vah v databázi. Na Obrázku 13 
jsou naznačeny body, které je třeba pro spuštění výpočtu provést. Horní část ukazuje programovou 
záložku Database, červeným obdélníkem označuje druhé připojení, které musí uživatel ručně 
inicializovat. V dolní části obrázku je zobrazena záložka Tools se zvýrazněnými prvky, které 
ovlivňujíc výpočet vah. Zvýrazněné tlačítko spouští samotný výpočet a zvýrazněné textové pole 
slouží k výběru datasetu (viz. předchozí kapitola), ze kterého budou vybírány dokumenty pro 
váhovací funkci Implicitní hodnota datasetu je 922, ten je určen pro testovací účely. 
Nyní si detailně rozebereme metodu TfIdfWeighting. Na začátku je do proměnné DATASET 
uložena hodnota zpracovávaného datasetu. Poté se jedno z databázových připojení nastaví na řízený 
transakční režim. To nám dovoluje zadat do databáze několik příkazů v řadě a provést tyto příkazy 
 50
  
Obrázek 13: Nastavení programu a spuštění výpočtu vah 
 
v jeden okamžik, což je mnohem rychlejší v případě příkazů INSERT a UPDATE, než kdybychom je 
nechali provádět postupně. 
Po nastavení parametrů začíná menší agregační část, která počítá potřebné údaje o databázi. 
První dotaz zjistí počet použitelných dokumentů ve vybraném datasetu. Pojem použitelný dokument 
označuje dokument s neprázdným tsvectorem ve sloupci textsearch_en. (Připomínám čtenáři, že se 
stále bavíme o tabulce hlf_search.tv_speech, která obsahuje dokumenty). Druhý dotaz zjistí počet 
všech různých slov použitých jako index term nějakého dokumentu. Je k tomu použita další z funkcí  
pro podporu fulltextového vyhledávání databáze PostgreSQL, funkce ts_stat. Tato funkce vyžaduje 
jako parametr tabulku s jediným sloupcem typu tsvector a jejím výsledkem je tabulka, která obsahuje 
všechna slova vyskytující se v tsvectorech vstupní tabulky seřazená vzestupně podle abecedy. Každý 
řádek výstupní tabulky je složen ze tří sloupců, word, ndoc a nentry. Sloupec word obsahuje slovo, 
sloupec ndoc obsahuje údaj určující počet dokumentů (řádků vstupní tabulky), ve kterých se dané 
slovo vyskytuje a sloupec nentry obsahuje údaj určující počet všech výskytů daného slova ve vstupní 
tabulce. Detaily o funkci ts_stat může čtenář najít na [Pos1]. 
Když zná počet všech různých index termů, může metoda TfIdfWeighting začít počítat váhy 
IDF těchto index termů. Připraví si tabulku wordIdfs o velikosti počtu index termů pro všechny 
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 hodnoty IDF, které spočítá. Dále si připraví hash tabulku words o stejné velikosti. Ta bude později 
sloužit pro překlad mezi textovou a číselnou podobou všech index termů při výpočtu váhy tf. 
Z důvodů, které budou vysvětleny v následující kapitole, jsou všechny index termy nahrazeny jejich 
číselným identifikátorem a hash tabulka words slouží k jednoznačnému převodu index termu (slova) 
na jeho id. 
Nyní je třeba zpracovat všechny index termy použité ve všech dokumentech. K tomu slouží 
dotaz používající opět funkci ts_stat. Z výsledné tabulky nás tentokrát zajímají sloupce word (slovo) 
a ndoc (počet dokumentů, ve kterých se dané slovo vyskytuje). Výslednou tabulku metoda 






   (6.1) 
kde  je počet všech dokumentů a  je počet dokumentů, ve kterých se vyskytuje aktuálně 
zpracovávaný index term. 
N in
Po zpracování celé databázové tabulky mají všechny index termy přiřazenu svoji jednoznačnou 
číselnou identifikaci (číslo řádku v právě zpracované tabulce) a váhu IDF. Tyto údaje je potřeba 
uložit do databáze, protože budou potřeba při výpočtu tf-idf vah uživatelova dotazu. Pro uložení 
spočítaných hodnot slouží tabulka hlf_search.tv_speech_keywords, kterou jsem pro tento účel 
vytvořil (proto není na Obrázku 12). Obsahuje sloupce dataset, word, wordid a idf. Z předchozího 
textu je jistě jasný jejich obsah. SQL dotazy obsahující spočtené hodnoty jsou sice vytvářeny 
postupně, ale díky předchozímu nastavení je můžeme poté zapsat do databáze všechny naráz, čím 
ušetříme čas. 
Když metoda TfIdfWeighting spočítá IDF váhy všech index termů, začne postupně počítat tf-idf 
váhy index termů všech dokumentů ve vybraném datasetu. Metoda si dotazem od databáze 
PostgreSQL vyžádá tabulku všech různých dokumentů v daném datasetu a pak tuto tabulku prochází 
řádek po řádku. Následně si agregačním dotazem na funkci ts_stat zjistí počet index termů ve 
vybraném řádku (dokumentu) a následně obdobně jako při výpočtu vah IDF použije funkci ts_stat na 
zjištění která slova a kolikrát se v daném řádku (dokumentu) vyskytují. Každé z těchto slov je pomocí 
hash tabulky words přeloženo na jednoznačný číselný identifikátor, pomocí kterého je v tabulce 
wordIdfs vyhledána hodnota příslušné IDF váhy. Víme tedy, jaká je jeho IDF váha, víme, kolikrát se 
v daném dokumentu vyskytuje (tf váha), můžeme spočítat tf-idf váhu daného index termu. Spočítané 
tf-idf váhy jsou ukládány do speciálního vektoru vector, jehož velikost je stejná, jako počet všech 
index termů. 
Jedná se o instanci třídy SparseDoubleVector, což je třída vyvinutá v laboratořích CERN 
v rámci projektu Colt a byla speciálně upravena vedoucím práce – Ing. Petrem Chmelařem. Tato třída 
je určena pro efektivní práci s jednorozměrným polem obsahujícím reálná čísla, takže je ideální pro 
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 náš řídký vektor vah index termů, použijeme-li jako index vektoru id index termu a jako hodnotu jeho 
váhu. 
Vector naplněný vahami všech index termů v dokumentu je rozložen na dvě tabulky, které si 
navzájem pozičně korespondují. Jedna z nich obsahuje id index termů a je vzestupně seřazena, 
nazývá se wordList. Druhá obsahuje příslušné hodnoty tf-idf vah, nazývá se weightList. Takže 
například tabulky  1, 2,5wordList   a  0.2,0.31,0.4weightList 

 ve skutečnosti představují 
vektor . Rozklad vektoru na dvě tabulky nám dovoluje každý takovýto 
vektor uložit efektivně do databáze a navíc jej lze výhodně použít při samotném vyhledávání, jak si 
ukážeme v další kapitole. 
 ,0,0,0.4,0,...,00,0.2,0.31
Vytvořené tabulky wordList a weightList je nyní potřeba uložit do databáze k dokumentu, ke 
kterému patří. Pro tento účel jsem tabulku hlf_search.tv_speech rozšířil o dva sloupce, wordids 
a weights. Po vytvoření tabulek wordList a weightList z vektoru vector jsou tyto SQL příkazem 
UPDATE uloženy k příslušnému dokumentu. Stejně, jako v případě ukládání IDF vah jsou dotazy 
generovány postupně, ale provedou se naráz, aby se ušetřil čas.  
To je tedy konec metody TfIdfWeighting, která počítá tf-idf váhy index termů reprezentujících 
dokumenty. Nyní mi již nic nebránilo pustit se do implementace alternativní vyhledávací metody 
k nativní metodě PostgreSQL. 
6.3.2 Implementace vyhledávacího algoritmu 
Vzhledem k tomu, že jsem již v minulé kapitole operoval s termíny „váhování tf-idf“ a „vektor“, 
nikoho nepřekvapí, že jsem se pro vyhledávání informací rozhodl implementovat vektorový model. 
Vyhledávání informací v textových datech se v programu TRECVid Search provádí na záložce 
Search. Obrázek 14 uvádí detaily nastavení pro vyhledávání. 
 
Obrázek 14: Detaily nastavení pro vyhledávání informací v textových datech 
 
V horní části obrázku jsou patrny dva zvýrazněné objekty. Levý objekt je vysunovací menu 
s výběrem metody prováděného vyhledávání. V případě, že uživatel vybere vyhledávání informací 
v textových datech, zadá do textového pole zvýrazněného vpravo uživatelský dotaz a zvýrazněným 
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 tlačítkem Search spustí vyhledávání. Původní metoda vyhledávání v textových datech využívající 
nativní vyhledávací metodu poskytovanou databází PostgreSQL je ve vysunovacím menu označena 
„Simple text search (IR)“. Já jsem svoji metodu založenou na vektorovém modelu a váhování tf-idf 
nazval „Tf-Idf based text search (IR)“. 
Dolní část obrázku zachycuje záložku Database. Zde je důležitá hodnota v textovém poli Test, 
(na obrázku zvýrazněno) která určuje, ve kterém datasetu se budou požadované dokumentu 
vyhledávat. Implicitní hodnota je dataset 922, který je určen pro testovací účely. Tolik ke spouštění 
vyhledávání a nyní k implementaci. 
Kapitola 2.3.2 informuje čtenáře o potřebách vektorového modelu na reprezentaci 
vyhledávaných dokumentů. Vysvětluje také, že vyhledávání a zároveň výpočet míry podobnosti mezi 
vyhledávaným dokumentem a uživatelovým dotazem se provádí porovnáním vektorů reprezentace 
daného dokumentu a reprezentace uživatelova dotazu a výpočtem úhlu mezi těmi vektory. 
V předchozí kapitole metoda TfIdfWeighting pro každý z vyhledávaných dokumentů vytvořila vektor 
vah index termů a ten vhodným způsobem uložila do databáze, nyní je tedy třeba pouze vhodným 
způsobem vytvořit vektor reprezentující uživatelský dotaz a porovnat jej se všemi ostatními vektory 
v databázi. 
Za tímto účelem jsem rozšířil metodu jButton4ActionPerformed, která obsluhuje výše 
zmiňované tlačítko pro textové vyhledávání. Princip přidaného kódu je téměř totožný s výpočtem vah 
index termů pro vyhledávané dokumenty (viz. předchozí kapitola). Po zpřístupnění potřebných 
připojení k databázi PostgreSQL metoda zpracuje několik agregačních dotazů, jejichž výsledky 
budou při vyhledávání potřeba. První dotaz spočítá počet různých index termů ve všech 
vyhledávaných dokumentech. Tato hodnota je potřeba pro správnou inicializaci vektoru. Zatímco ve 
funkci TfIdfWeighting bylo třeba složitě analyzovat všechny dokumenty, nyní stačí pouze spočítat 
řádky v tabulce hlf_search.tv_speech_keywords, která obsahuje všechny index termy. Druhý dotaz 
zjistí počet dokumentů, které lze vyhledávat. Důvod výpočtu této hodnoty bude vysvětlen níže. Třetí 
důležitou hodnotou je počet index termů v uživatelově dotazu. Dotaz je funkcí to_tsvector převeden 
do podoby tsvectoru a tento tsvector následně analyzován funkcí ts_stat. Jelikož je tsvector zbaven 
stop slov a obsahuje pouze stemmovaná slova, můžeme vytvořený tsvector považovat za reprezentaci 
uživatelova dotazu a rovnou pro ni počítat váhy index termů. 
Následující část kódu se velmi podobá kódu v metodě TfIdfWeighting. Pomocí SQL dotazu 
a funkce ts_stat je z uživatelova dotazu vytvořena tabulka index termů, která je programem postupně 
po řádcích (jednotlivých index termech) procházena. Metoda se načtený index term následně snaží 
najít v tabulce hlf_search.tv_speech_keywords, která obsahuje všechny index termy použité ve 
vyhledávaných dokumentech. Pokud je hledání úspěšné, je z databáze vrácen jednoznačný číselný 
identifikátor daného index termu a zároveň i jeho idf váha. V případě neúspěchu je pro daný index 
term vytvořen dočasný nekonfliktní číselný identifikátor a jeho idf váha je ad-hoc vypočítána podle 
vzorce (6.1). Pojem nekonfliktní identifikátor označuje hodnotu, která není přiřazena žádnému index 
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 termu v tabulce hlf_search.tv_speech_keywords. Důvod je pochopitelný, daný index term se 
nevyskytuje v žádném z vyhledávaných dokumentů (jinak by jej hledání v tabulce index termů 
odhalilo), jeho funkce je tedy čistě mechanická (prodloužení vektoru, odchylka od vektoru bez tohoto 
index termu, a tak dále). 
Po zjištění (vytvoření) identifikátoru a idf váhy daného index termu je pro něj vypočítána váha 
tf-idf a tato uložena do připraveného vektoru vector, což je stejně jako v případě metody 
TfIdfWeighting instance třídy SparseDoubleVector (viz. předchozí kapitola). Na rozdíl od tf-idf váhy 
počítané pro dokumenty je váha index termů uživatelova dotazu počítána podle vzorce 
 ,,
0,5




    
idf , (6.2) 
kde  je váha i-tého index termu uživatelova dotazu, ,i qw ,i qf  je frekvence výskytu tohoto termu 
v dotazu, q  počet index termů v dotazu a  je idf váha i-tého index termu dotazu. iidf
Když jsou spočteny váhy všech index termů dotazu, je vector stejně jako v případě metody 
TfIdfWeighting rozložen na dvě tabulky, wordList a weightList. Tyto jsou poté použity ve 
vyhledávacím dotazu. 
V tuto chvíli je třeba říct něco o vyhledávání samotném. V kapitole 2.3.2 se může čtenář dočíst, 
že vyhledávání a hodnocení míry podobnosti dokumentů je prováděno výpočtem korelace mezi 
vektorem reprezentujícím daný dokument a vektorem reprezentujícím uživatelův dotaz. Nejčastěji 
používanou metodou výpočtu korelace vektorů ve vektorovém modelu je výpočet kosinu úhlu těchto 
vektorů. 
Stejnou metodu jsem ve své práci použil i já. Z důvodů co největšího zrychlení výpočtu jsem se 
rozhodl provést výpočet korelace přímo v databázi. To ušetřilo velké množství času, protože 
alternativním řešením by bylo načítat všechny vyhledávané dokumenty z databáze do programu 
a provádět výpočet kosinu v něm. Veškerý výpočet je tedy realizován jediným SQL dotazem, který 
využívá funkci rating_cosine. Databáze PostgreSQL totiž umožňuje vytvářet databázové funkce 
v několika různých jazycích. Funkce rating_cosine je vytvořená v programovacím jazyce C vedoucím 
mé práce pro účely analýzy a zlepšování vyhledávacích metod v rámci TRECVid a je určena 
speciálně pro výpočet korelace dvou vektorů metodou kosinu úhlu. Zájemce o detaily této a ostatních 
PostgreSQL databázových funkcí vytvořených pro potřeby TRECVid mohu odkázat na [Chme1]. 
SQL dotaz používající zmíněnou funkci vytvoří tabulku obsahující pořadové číslo videa 
a snímku v daném videu (viz. kapitola 6.3), dále text „dokumentu“ a míru podobnosti vektoru 
dokumentu s vektorem dotazu. Řádky tabulky (vyhledané dokumenty) jsou seřazeny sestupně podle 
míry podobnosti. Vyhledávání se omezuje na maximálně 1000 nejpodobnějších dokumentů ze všech. 
Obsah této tabulky je poté vhodně zobrazen uživateli pomocí funkce fillTable. 
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 Poté, co jsem vytvořil alternativní vyhledávací metodu k nativní metodě PostgreSQL databáze, 
jsem se musel pustit do nejsložitějšího úkolu. Tím bylo rozšíření stávajícího vektorového modelu, 
který vyhledává pouze lexikálně, tak, aby umožňoval sémantické vyhledávání. 
6.4 Rozšíření na sémantické vyhledávání 
Kapitola 5.1 představuje čtenáři rozdíl mezi vyhledáváním „lexikálním“, kdy je uživatelův dotaz IR 
systémem brán pouze jako řada slov, které je potřeba nejlépe všechny společně nalézt v některém 
z vyhledávaných dokumentů, a mezi vyhledáváním „sémantickým“, při kterém IR systém chápe 
význam slov v uživatelově dotazu a na základě tohoto významu pak v dokumentech vyhledává. Slova 
zadaná uživatelem při vyhledávání se tak nemusí vůbec v daném dokumentu vyskytovat a přesto je 
vyhledán. Kapitola 5.1 dále uvádí, že způsob, jak úspěšně rozšířit IR systém na pro sémantické 
vyhledávání je použití sémantického modelu, který IR systému pomáhá s pochopením uživatelova 
dotazu a také uvádí WordNet jako použitelnou variantu pro základ sémantického modelu. 
Mým posledním implementačním úkolem bylo rozšířit mnou vytvořenou implementaci 
vektorového modelu spojením s databází WordNet, která bude představovat sémantický model IR 
systému. Než se nějak rozepíši o všech detailech následující implementace, je potřeba stanovit 
hranice. Kapitola 5 a hlavně kapitola 4.1 popisují, jak těžké je vytvořit kvalitní a plnohodnotný 
sémantický model (je to jeden z řešených problémů Question Answering, Zpracování dotazu - 
Question Processing). Následující kapitolu nelze v žádném případě brát jako hotové řešení daného 
problému Question Answering. Mým cílem bylo pouze prozkoumat možnou cestu dalšího vývoje 
a zjistit, jestli má cenu se tímto směrem výzkumu problematiky zpracování dotazu ubírat. 
Mým úkolem tedy bylo propojit nějakým způsobem vektorový model s databází WordNet. Je 
jasné, že to, co určuje úspěšnost a vůbec podobu výsledku vyhledávání, jsou ve vektorovém modelu 
index termy vytvořené z uživatelova dotazu a váhy těchto termů. Index term ze své podstaty 
umožňuje vyhledávat pouze lexikálně, protože každý index term má přesně stanovenu pozici ve 
vektorové reprezentaci uživatelova dotazu a různé index termy mající stejnou sémantiku jsou 
umístěny na různých místech tohoto vektoru. Pro sémantické vyhledávání je tedy třeba vytvořit 
takovou vektorovou reprezentaci, která bude vhodným způsobem pracovat se sémantikou index termů 
uživatelova dotazu. 
Při vypracovávání tohoto úkolu jsem narazil na práci pánů Seddinga a Kazakova z University 
of York [Sed1], která pojednává o podobném úkolu interakce klasifikace dokumentů (pro 
vyhledávání informací) s databází WordNet. Jejich řešení spočívalo ve vytvoření reprezentace, která 
místo index termů dokumentu a dotazu používala synsety WordNetu (viz. kapitola 5.2). Zájemce o 
detaily odkazuji na [Sed1]. Jedná se o zajímavou metodu, která stírá rozdíly mezi lexikální podobou 
slova a jeho sémantickým významem, protože v databázi WordNet patří všechna slova stejného 
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 významu do stejného synsetu. Já jsem se rozhodl zkusit jiný přístup a zjistit, jestli by mohl mít nějaký 
přínos. 
Po konzultaci s vedoucím práce jsem zjistil, že on můj problém také řešil. Jeho řešení, které 
spočívalo v rozšíření uživatelova dotazu o všechna příbuzná slova (synonyma, hyperonyma, a tak 
dále) však nepřineslo žádné zlepšení. Rozhodl jsem se tedy, že se pokusím jeho metodu upravit. 
Vyhledání všech příbuzných slov v databázi WordNet je dobrým začátkem, jak upravit uživatelův 
dotaz. Problém však nastane v okamžiku, kdy všechna tato slova k dotazu přidáme. Uživatelův dotaz 
tak naprosto změní svůj smysl a IR systém se pak domnívá, že má nalézt dokumenty, kde se vyskytují 
původní a zároveň i příbuzná slova. Rozhodl jsem se tedy vyzkoušet tato příbuzná slova k dotazu 
nepřidávat, ale nahrazovat s nimi slova původní. Koncept algoritmu pak vypadá následovně: 
 
Algoritmus pro sémantické vyhledávání 
1. V databázi WordNet nalezni pro každé slovo uživatelova dotazu všechna slova 
příbuzná. 
2. Postupně nahrazuj slova uživatelova dotazu jejich alternativami a vytvoř tak nový 
dotaz. 
3. Upravenou verzí „vektorového algoritmu“ vyhledej dokumenty relevantní 
k aktuálnímu dotazu a výsledek vyhledávání přidej do velké tabulky všech výsledků. 
4. Opakuj od bodu 2, dokud nevyzkoušíš všechny kombinace slov a jejich alternativ. 
5. Seřaď tabulku výsledků sestupně podle míry podobnosti a uživateli zobraz prvních 
1000 záznamů v tabulce (nejrelevantnějších dokumentů) 
 
K bodu 3. „Vektorový algoritmus“ je algoritmus, který jsem představil v předchozí kapitole. 
Co se však myslí jeho upravenou verzí? v tuto chvíli je třeba se zamyslet nad termínem „příbuzné 
slovo“. Tak nějak intuitivně lze předpokládat, že příbuzné slovo bude nějak významově souviset se 
slovem původním. V kapitole 6.2 je rozebrána vzdálenost slov, jak ji lze chápat v síti slov WordNetu. 
Čím větší je pak tato vzdálenost, tím méně příbuzná se nám obě slova jeví. Z toho vyplývá, že 
příbuznost má přímou souvislost na vzdálenost slov. To je třeba zohlednit při samotném vyhledávání, 
protože nahradíme-li slovo „otec“ slovem „rodič“, je to něco jiného, než když jej nahradíme například 
slovem „člověk“. Obě dvě varianty mají s původním slovem souvislost a jsou příbuzná, ale první 
varianta je intuitivně bližší, než druhá. Upravená verze algoritmu pracuje se vzdáleností slov 
a ovlivňuje výsledky vyhledávání. Čím větší vzdálenost aktuálního slova od původního, které do 
dotazu zadal uživatel, tím menší je váha index termu, který toto změněné slovo reprezentuje. Úprava 
vah pak vhodným způsobem vychyluje vektor reprezentující uživatelův dotaz a vhodně ovlivňuje 
výsledky vyhledávání. 
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 Nyní jen pár slov ke způsobu spuštění sémantického vyhledávání v programu TRECVid 
Search. Prakticky se v ničem neliší od původní verze (viz. předchozí kapitola), jen je třeba ve 
vysunovacím menu (Obrázek 14) zvolit metodu „Enhanced Tf-Idf based text search (WordNet, IR)“. 
Následující odstavce popisují detaily implementace rozšířené vyhledávací metody. Jako 
v předchozím případě jsem rozšířil metodu jButton4ActionPerformed. Na začátku probíhají agregační 
výpočty (viz. předchozí kapitola). Následuje inicializace třírozměrné tabulky queryVariants, která 
bude obsahovat původní podobu slov dotazu i všechny jejich alternativy. Jedna dimenze tabulky 
představuje počet slov, druhá rozděluje slova do pěti úrovní podle vzdálenosti, třetí odděluje samotná 
slova. 
Nultá úroveň (uvádím pořadí podle programu – zvyk programátora) obsahuje původní slova, 
jak je uživatel zadal v dotaze. 
První úroveň obsahuje všechna synonyma původních slov. 
Druhá úroveň obsahuje všechna hyperonyma a hyponyma původních slov. 
Třetí úroveň obsahuje všechna synonyma slov druhé úrovně a synonyma synonym původních 
slov. Zde je potřeba se na chvíli zastavit. Vyhledá-li člověk v databázi WordNet synonyma například 
ke slovu „oko“ („eye“, protože WordNet obsahuje pouze anglická slova), dostane všechna synonyma 
ze všech různých významů (orgán, ocelová smyčka, vada na punčoše, a tak dále). Slovo „oko“ totiž 
patří do více synsetů, každý zastupuje jeden význam tohoto slova. Vyhledáme-li tedy v databázi 
WordNet synonyma synonym, dostaneme se od „oka“ například přes „střed“ (synonymum 
s významem střed – oko třeba hurikánu) až ke slovu „srdce“ (například zámek je střed – srdce říše). 
Čtvrtá úroveň obsahuje hyperonyma a hyponyma slov třetí úrovně. 
Celá tabulka je zatím prázdná, proto je potřeba ji naplnit. Původní uživatelův dotaz je parserem 
rozložen na jednotlivá slova, která jsou postupně vyhledávána v databázi WordNet a přidávána do 
tabulky potentialVariants. Všechny nalezené varianty jednoho původního slova (celá tabulka 
potentialVariants) jsou poté jedna pro druhé stemmovány a vyhledávány v tabulce 
hlf_search.tv_speech_keywords. Důvod tohoto kroku je již před samotným vyhledáváním odfiltrovat 
slova, která jsou sice příbuzná původním slovům uživatelova dotazu, ale v množině vyhledávaných 
dokumentů se nevyskytují. Poté je celá tabulka potentialVariants nakopírována do tabulky 
queryVariants na pozici aktuálně zpracovávaného slova. 
Tabulka všech variant je tedy připravena, můžeme začít kombinovat a vyhledávat. Tady jsem 
měl menší problém, protože vytvořit průchod všemi kombinacemi z předem neznámého počtu slov 
uživatelova dotazu není úplně triviální práce. Pokud bych předem znal počet slov, mohl bych pro 
každé slovo vytvořit několikrát zanořený cyklus for. Protože ale počet slov není předem znám, musel 
jsem sáhnout po hotovém algoritmu Generování n-tic [Komb1] a patřičně jej pro svoji potřebu 
upravit. Rozdíl mezi algoritmem v [Komb1] a tím, který jsem potřeboval byl, že já pro svoji práci 
potřeboval procházet n-tice dvojic, například       0, 2 , 2,1 , 1,0 . 
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 Upravená verze algoritmu z [Komb1] tedy prochází všechny kombinace. Aktuální kombinaci 
uloží do tabulky actualQueryCombination a poté provede vyhledávání algoritmem podle předchozí 
kapitoly. Výsledkem je 1000 nejpodobnějších dokumentů pro aktuální „kolo“. Tyto dokumenty jsou 
uloženy do tabulky rs_table, která obsahuje 1000 nejlepších výsledků. Po každém „kole“ je tabulka 
doplněna aktuálně vyhledanými dokumenty (její celková velikost je 2000, takže se to vejde), seřazena 
sestupně podle míry podobnosti a oříznuta, aby obsahovala pouze 1000 dokumentů. Tak je 
uchovávána „top 1000“ tabulka výsledků po celou dobu běhu algoritmu. Někdy se stane, že se 
v aktuálním kole vyhledá dokument, který byl již vyhledán dříve s jinou mírou shody s daným 
aktuálním dotazem. V tomto případě je nahrazena míra shody, aby dokument uložený v tabulce 
rs_table měl nejvyšší dosaženou míru shody ze všech „kol“ vyhledávání. 
Tabulka rs_table je tabulka instancí třídy ResultStruct, kterou jsem pro tento případ vytvořil. 
Třída ResultStruct obsahuje všechny údaje, které jednoznačně identifikují vyhledaný dokument, text 
dokumentu a míru relevance. Pro porovnávání jsem musel implementovat funkci compareTo, která 
vlastně porovnává naopak (tvrdí, že prvek je menší, když je větší a naopak), protože metoda sort třídy 
Collections řadí pouze vzestupně. Dále jsem pro třídu ResultStruct implementoval funkce equals 
a hashCode, které jsou potřeba, když je vyhledán dokument, který se již v tabulce rs_table vyskytuje. 
Když jsou vyhledány všechny alternativy uživatelova dotazu, je funkcí fillTable2, kterou jsem 
vytvořil podle vzoru fillTable, zobrazen výsledek vyhledávání uživateli. 
Tím skončila implementační část a na řadu přichází experimenty a testy. 
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 7 Experimenty a výsledky 
Následující kapitola a její podkapitoly popisují průběh experimentů prováděných s algoritmy pro 
vyhledávání informací v textových datech, které jsou implementovány v programu TRECVid Search. 
Dále obsahuje porovnání použitých a vytvořených vyhledávacích metod a na závěr celkové 
zhodnocení vytvořených algoritmů. 
Nové vyhledávací algoritmy je potřeba vhodným způsobem otestovat a posoudit tak jejich 
vyhledávací výkonnost. Kapitola 2.4.1 detailně popisuje, jak takové hodnocení vyhledávací 
výkonnosti probíhá a jaké metriky se při tom používají. 
Program TRECVid Search slouží k vývoji nových postupů a metod vyhledávání informací, 
analýzy a klasifikace dat pro potřeby soutěže TRECVid. Databáze PostgreSQL, která je při tomto 
vývoji využívána, obsahuje hlavně data, která vychází z vývojových a testovacích dat několika 
předchozích ročníku soutěže TRECVid. Z tohoto důvodu je možno při hodnocení vyhledávací 
výkonnosti použít jako testovací kolekci uživatelských dotazů soutěžní dotazy a množinu validních 
dokumentů nám dodají správné výsledky z minulých let soutěže. 
Příloha 1 obsahuje detaily všech dotazů, které byly při testování vyhledávací výkonnosti 
použity a v Příloze 2 (na CD) jsou uloženy soubory obsahující soupis validních dokumentů ke 
každému dotazu. Testovacích dotazů, které jsem dostal k dispozici, je 24 a jsou očíslovány od 269 do 
292. Vzhledem k velkému množství testovacích dotazů a tří vyhledávacích metod, které jsem musel 
prozkoumat a vzájemně porovnat (nativní vyhledávání databáze PostgreSQL, vektorový model, který 
jsem vytvořil a rozšířený vektorový model pro sémantické vyhledávání), rozhodl jsem se, že provedu 
testování v dávkovém režimu. Podle soutěžních specifik jsem vytvořil dva různé testy. První test se 
pokusil vyhledat výsledky podle přesného znění soutěžního dotazu – vyhledávání tedy probíhalo 
v plně automatickém režimu. Druhý test napodoboval běžný způsob vyhledávání uživatelem, který 
má nějaký svůj požadavek (to byl soutěžní dotaz), vhodným způsobem vytvoří uživatelský dotaz 
(upravený dotaz) a ten zadá IR systému. 
7.1 Testovací dávkový režim 
Obvyklý způsob použití programu TRECVid Search při vyhledávání informací spočívá ve výběru 
vyhledávací metody, zadání uživatelova dotazu a spuštění vyhledávání. Výsledky vyhledávání se poté 
zobrazí ve formě tabulky, s jejímž obsahem pak dále uživatel pracuje. Vzhledem k velkému množství 
testovacích dotazů by tento způsob testování byl velmi neefektivní a zdlouhavý. 
Rozhodl jsem se tedy implementovat testování vyhledávacích metod dávkovým spuštěním 
všech testovacích dotazů. Výsledky těchto dotazů budou poté jednotlivě ukládány do souborů, které 
budu později analyzovat. Program TRECVid Search má mnoho nevyužitých a zatím nefunkčních  
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Obrázek 15: Spouštění dávkového testování 
 
tlačítek, rozhodl jsem se tedy jedno z nich využít a vložit do něj kód provádějící celé dávkové 
vyhledávání. Vybral jsem si tlačítko WordNet na záložce Tools (viz. Obrázek 15) pro spuštění 
testové dávky a jedno z textových polí pro specifikaci názvu souboru, do kterého se uloží výsledek 
aktuálně probíhajícího testu. Dále jsem upravil metodu fillTable a algoritmus pro sémantické 
vyhledávání, aby po vyhledání množiny relevantních dokumentů tyto uložily do patřičného souboru. 
Vytvořil jsem tedy dvě varianty dotazů, každý pro jeden test (viz. předchozí kapitola). Pro 
variantu automatického režimu jsem použil původní dotazy (odebral jsem jen úvodní „Find shots 
of“). Tyto dotazy mají v programu v označení sufix „L“. Pro variantu vyhledávání s uživatelem jsem 
každý původní dotaz upravil a zbavil zbytečných symbolů a slov (čárky, spojky, a tak dále). Dotazy 
jsou zanechány zakomentované ve zdrojovém kódu pro případný zájem čtenáře prohlédnout si je.  
Po prvním spuštění vyhledávací dávky jsem byl velmi nemile překvapen dobou trvání 
vyhledávání rozšířenou vektorovou metodou. Zatímco nativní PostgreSQL vyhledávání i původní 
verze vektorového algoritmu skončily vyhledávání všech testovacích dotazů během několika málo 
minut, rozšířená verze se ne a ne dobrat výsledku. Začal jsem se tedy detailněji zamýšlet nad 
složitostí algoritmu, který jsem implementoval a uvědomil jsem si, že jeho časová složitost je 
 nx , kde n je počet slov v uživatelově dotazu a x je nějaká předem nespecifikovaná konstanta. 
Jelikož je algoritmus s touto složitostí pro praktické nasazení naprosto nevhodný, začal jsem pohlížet 
na rozšířenou variantu vektorového vyhledávání jako na čistě experimentální záležitost, která má 
ukázat, zdali zvolený způsob propojení IR systému se sémantickým modelem v podobě databáze 
WordNet přináší nějaký užitek. 
Časová složitost rozšířeného vektorového algoritmu ovšem ovlivnila celý koncept testovací 
dávky. Vybral jsem několik (jedenáct) upravených testovacích dotazů, které neobsahovaly velké 
množství slov a tyto jsem nechal jeden po druhém postupně vyhledávat. Musel jsem také upravit 
samotný algoritmus, protože v neupravené podobě, tak, jak jsem ho původně vytvořil, by vyhledával 
jeden dotaz nepředstavitelně neúnosnou dobu. Úprava spočívala v redukci alternativních slov 
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 k danému slovu uživatelského dotazu, tedy v redukci v počtu úrovní pro každé slovo v tabulce variant 
queryVariants. V kapitole 6.4 jsem uvedl, že používám pět úrovní, nyní jsem byl nucen používat 
pouze úrovně tři. Nultou úroveň, která obsahuje původní slova dotazu, první úroveň obsahující 
synonyma původních slov a druhou úroveň, která obsahuje hyperonyma a hyponyma původních slov 
dotazu. i přes tato omezení byla průměrná doba jednoho běhu vyhledávání rozšířeným vektorovým 
algoritmem asi tři dny. 
7.2 Zpracování a úprava výsledků 
S vypočítanými výsledky (vyhledanými dokumenty) uloženými do patřičných souborů jsem byl 
připraven na analýzu. Pro tento účel jsem vytvořil několik programů v jazyce C, které přikládám 
v Příloze 2 (na CD). První z nich, delic, roztřídil jeden soubor všech validních dokumentů pro 
všechny testy do 24 souborů, každý pro jeden test. Původní soubor také obsahoval informace nejen o 
validních, ale také o některých nevalidních dokumentech, bylo tedy třeba provést filtraci. Jedná se o 
jednoduchý program, který čte původní soubor řádek po řádku, načtené údaje analyzuje a podle toho 
se rozhodne, jak s nimi naloží. 
Druhým programem, který jsem vytvořil, je validator. Tento program se stará o porovnání 
nalezených dokumentů s množinou validních dokumentů a na základě tohoto porovnání vytvořit 
„kostru“ grafu (pouze hodnoty bez grafiky) závislosti Přesnosti na Úplnosti (viz. kapitola 2.4.1). 
Program validator pracuje ve dvou velkých krocích. V prvním kroku jsou z referenčního souboru 
validních dokumentů načteny všechny dokumenty do tabulky controlTable, která je později použita 
při porovnávání nalezených dokumentů s těmi validními. Ve druhém kroku jsou postupně načítány 
vyhledané dokumenty a v případě, že dojde ke shodě (právě načítaný dokument je validní), zapíše se 
do výstupního souboru aktuální hodnota Přesnosti a Úplnosti. Pro ulehčení testování jsem také 
vytvořil testovací skript test.sh, který v cyklu procházel všechny výsledky a automaticky prováděl 
jejich analýzu. 
Poté, co jsem provedl automatickou analýzu výsledků, čekala mě čistě manuální práce. Musel 
jsem upravit výsledky (dvojice hodnot Přesnosti a Úplnosti) na nějakou (nejlépe standardní) 
společnou úroveň, abych je mohl porovnat (detaily viz. kapitola 2.4.1). Procházel jsem tedy ručně 
jeden soubor po druhém a přepočítával, dolaďoval a normalizoval. 
7.3 Zhodnocení výsledků 
Výsledky analýzy mě velice překvapily. V kapitole 2.4.1 se čtenář může dočíst, že při vyhodnocování 
vyhledávací výkonnosti zkoumaného IR systému se používá normalizace, která upravuje výsledky 
vyhledávání tak, aby obsahovaly hodnoty Přesnosti při hodnotách Úplnosti 0%, 10%, 20%, 30%, 
40%, 50%, 60%, 70%, 80%, 90% a 100%. Výsledky experimentů, které jsem provedl, nedosahovaly 
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 větší hodnoty Úplnosti, než 7%. Pokud bych tyto normalizoval, jak je standardně zvykem, výsledný 
graf by byl velmi nepřehledný a měl by takřka nulovou vypovídací hodnotu. Obrázek 16 uvádí 














Obrázek 16: Standardizovaný graf závislosti Přesnosti na Úplnosti zobrazující výsledky experimentů. 
Plná čára značí průběh pro nativní metodu PostgreSQL, tečkovaná čára zobrazuje průběh vektorové 
metody 
 
Každý jistě uzná, že taková podoba výsledků experimentů by čtenáři mnoho neřekla a proto jsem se 
rozhodl jít proti zavedeným „tradicím“ a místo výše uvedených 11 hodnot Úplnosti v rozsahu 0% až 
100% použít 11 hodnot Úplnosti v rozsahu 0% až 10%. Výsledný graf závislosti Přesnosti na 
Úplnosti pro porovnání vyhledávací výkonnosti nativní metody PostgreSQL a mnou vytvořené 
vektorové tf-idf metody je zobrazen na Obrázku 17. 
Graf na Obrázku 17 byl vytvořen zprůměrováním výsledků všech 24 dotazů zpracovaných při 
druhém testu (s uživatelovým zásahem do podoby použitého dotazu). Z grafu je dobře patrno, že 
vektorový model dosahuje lepších výsledků, než nativní metoda PostgreSQL nejen v Přesnosti, ale 
i v Úplnosti. To v praxi znamená, že vektorová metoda najde víc relevantních dotazů a dá jim větší 
míru podobnosti, než nativní metoda PostgreSQL. 
Pro porovnání Graf na Obrázku 18 obsahuje stejné výsledky, ale z prvního testu (plně 
automatizované vyhledávání). Na první pohled je patrno, že oba grafy jsou téměř totožné. Z toho 
vyplývá, že obě dvě metody (nativní metoda PostgreSQL i vektorová metoda) si dokáží poradit 















Obrázek 17: Graf závislosti Přesnosti na Úplnosti porovnávající nativní metodu PostgreSQL (plná čára) 














Obrázek 18: Graf závislosti Přesnosti na Úplnosti porovnávající nativní metodu PostgreSQL (plná čára) 
a vektorovou tf-idf metodu (tečkovaná čára). Vytvořen z 24 testovacích dotazů z automatického režimu 
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 Tato skutečnost však nemusí platit obecně, výsledek experimentu, který vyhodnocuje 24 testovacích 
dotazů nemá dostatečnou statistickou významnost. 
Následující graf (na Obrázku 19) porovnává průběhy závislostí Přesnosti na Úplnosti všech tří 
vyhledávacích metod, nativní metody PostgreSQL (plná čára), vektorového modelu (tečkovaná čára) 
a rozšířeného vektorového modelu používajícího databázi WordNet (přerušovaná čára). Průběhy 
závislostí byly vytvořeny zprůměrováním jedenácti testových dotazů (jmenovitě 269, 270, 272, 274, 
277, 278, 280, 283, 284, 286, 290), které se mi z časových důvodů jako jediné podařilo úspěšně 
















Obrázek 19: Graf závislosti Přesnosti na Úplnosti porovnávající nativní metodu PostgreSQL (plná čára), 
vektorovou tf-idf metodu (tečkovaná čára) a rozšířenou vektorovou metodu používající WordNet 
(přerušovaná čára). Vytvořen z 11 testovacích dotazů z dotazů upravených uživatelem 
 
Výsledek srovnání byl pro mě velkým překvapením. Očekával jsem, že díky sémantickému 
vyhledávání a spojení vektorového modelu s databází WordNet nechá rozšířená varianta svoje dva 
„soupeře“ daleko za sebou. Místo toho je prakticky srovnatelná s nativní PostgreSQL metodou 
i původním vektorovým modelem. Zdá se, že způsob, který jsem pro rozšíření zvolil, nedosahuje 
takových kvalit, jak jsem se domníval nebo reprezentace sémantického modelu databází WordNet 
nebyla dostatečně kvalitní a funkční. Každopádně jsem zjistil, že spojení IR systému se sémantickým 
modelem reprezentovaným databází WordNet nepřináší výrazné zlepšení v případě, že je slovo 
nahrazováno pouze všemi jeho synonymy, hyperonymy a hyponymy (viz. kapitoly 6.4 a 7.1). 
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 Závěrem zhodnocení výsledků bych se ještě chtěl zaměřit na důvody proč je celé vyhledávání 
tak „slabé“. Po přečtení kapitoly 2.4.1 a po zhlédnutí například Obrázku 7 si čtenář musí nutně říct, že 
vyhledávání informací v textových datech ze soutěže TRECVid moc nefunguje. Částečně bude mít 
pravdu. Je totiž potřeba si uvědomit, co jsou to vlastně ony „dokumenty“, které se v soutěži TRECVid 
vyhledávají. V kapitole 6.3 je uvedeno, že každý dokument je vlastně textovým titulkem určitého 
snímku určitého videa. Do této chvíle je vše v pořádku. Obsahuje-li snímek pána, který říká slovo 
„slon“ a hledá-li uživatel slovo „slon“, bude snímek s pánem jedním z vyhledaných IR systémem. 
Problém přichází při testování dat. Soutěž TRECVid je (jak už název napovídá) zaměřena na 
vyhledávání ve videu a snaží se zohlednit prvky vnímání videa tak, jak jej vnímají lidé. Testovací 
dotaz v tomto případě vypadá například „ukaž mi snímek se dvěma lidmi v autě“ a očekává, že IR 
systém nalezne všechny snímky s autem a dvěma osobami uvnitř. Otázkou je, jaký titulek je přiřazen 
ke snímkům, kde se takové auto se dvěma lidmi nachází. Pokud titulek hlásá „auto se dvěma lidmi“, 
bude příslušný snímek IR systémem vyhledán, v opačném případě ovšem nikoliv. To je podle mě 
důvod nízkých úrovní Přesnosti a Úplnosti. 
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 8 Závěr 
Na závěr patří shrnutí celé mé dosavadní činnosti v souvislosti se zadáním diplomové práce. 
Seznámil jsem se s problematikou vyhledávání informací a o svoje poznatky jsem se se 
čtenářem podělil v kapitole 2. Tato kapitola obsahuje úvod do problematiky vyhledávání informací, 
dále v kapitole 2.1 stručnou historii a podrobnější pohled na princip vyhledávání (kapitola 2.2). Dále 
se zabývá způsoby reprezentace dokumentů (kapitola 2.2.1) a v kapitole 2.2.2 popisuje rozdíly mezi 
vyhledáváním informací a vyhledávání dat. Následně čtenáře seznamuje s modely používanými při 
vyhledávání informací (kapitola 2.3), přičemž přibližuje Booleovský model (kapitola 2.3.1), 
Vektorový model (kapitola 2.3.2) a v kapitole 2.3.3 se zmiňuje o Pravděpodobnostním modelu. 
Následuje hodnocení výsledků vyhledávání (kapitola 2.4). Závěr kapitoly 2 se zabývá fulltext 
vyhledáváním (v kapitole 2.5) a čtenáři lehce nastíní problematiku odpovídání na otázky (question 
answering). 
Prostudoval jsem textová data, sémantické slovníky a obrázky z pohledu použitelnosti pro 
vyhledávání informací. V kapitole 3 jsem se snažil čtenáři vysvětlit jejich informační hodnotu 
a užitečnost jako zdroj informací, způsoby použití ve vyhledávacích systémech a metody jejich 
vyhledávání. 
Nalezl jsem a pokusil se vyřešit aktuální problémy v oblasti vyhledávání informací. Tyto 
problémy se týkají problematiky odpovídání na otázky (question answering), kterou jsem na začátku 
4. kapitoly čtenáři představil. Následující podkapitola 4.1 rozebírá problémy v této nejaktuálnější 
oblasti vyhledávání informací. Vycházím z dokumentu [Road1], který vytvořila skupina odborníků 
v oblasti vyhledávání informací a kde definují aktuální směry vývoje problematiky Question 
Answering. Ke každému z uvedených problémů jsem přidal možnosti jeho řešení, jak bylo v zadání 
požadováno. Nepovažuji se za odborníka ani v oblasti question answering, ani v oblasti vyhledávání 
informací, což jistě ovlivní kvalitu a použitelnost uvedených řešení. Dále jsem jeden z problémů 
Question Answering detailněji rozebral (v kapitole 5) a detailněji jsem popsal možnosti částečného 
řešení za použití databáze WordNet (kapitola 5.2). Důvod detailnějšího rozboru tohoto úkolu spočívá 
v tom, že uvádí souvislosti pro moji další práci. 
Po konzultaci s vedoucím práce jsem použil program TRECVid Search pro uchovávání, správu 
a dotazování zvolených dat (kapitola 6.1) a tento program jsem rozšířil o další alternativní metodu 
dotazování (v kapitole 6.3.2). Pro tento účel jsem ovšem musel také rozšířit způsob uchování a správy 
zvolených dat (kapitola 6.3.1). Dále jsem po konzultaci s vedoucím práce vytvořil experimentální 
metodu spolupracující s databází WordNet (kapitola 6.4) a všechny metody otestoval na datové sadě 
TRECVid 2009 (v kapitole 7). 
Zhodnotil jsem vlastnosti použitých metod (kapitola 7.3), zbývá tedy zhodnocení celého 
přínosu diplomové práce a několik slov k vylepšení aplikace a možným směrům rozšíření. 
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 Vytvořil jsem alternativní metodu vyhledávání informací k již existující v použitém programu 
TRECVid Search a zjistil jsem, že mnou vytvořená metoda dosahuje na testovacích datech zlepšení 
při srovnatelné rychlosti vyhledávání. Dále jsem se pokoušel vytvořit metodu využívající databázi 
WordNet pro zvýšení vyhledávací výkonnosti, což se mi podařilo, ale vytvořená metoda v podobě, 
v jaké jsem ji testoval nepřinesla žádné zlepšení. Nedosáhl jsem ale ani zhoršení, což lze považovat 
za úspěch. 
Moje práce spočívala v rozšiřování již existujícího systému pro uchovávání, správu 
a dotazování dat v rámci soutěže TRECVid. Další možný rozvoj aplikace ve všech oblastech 
stanovených podmínkami soutěže je tedy nasnadě. Potenciál vylepšené metody, kterou jsem vytvořil, 
nemohl být z důvodu enormních časových nároků zcela prošetřen. Paralelní přístup k výpočtu 
a vhodná úprava prohledávané databáze pro rychlejší odezvu by umožnily důkladnější zkoumání 
vlastností a užitečnosti vytvořené vylepšené metody. Osobně se domnívám, že je to oblast, kterou 
stojí za to prozkoumat a která v případě úspěchu nabídne mnoho nových směrů dalšího výzkumu 
v oblasti Question Answering a sémantických modelů. 
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 Příloha 1. Detaily testovacích dotazů 
Zde je soupis všech dotazů, které jsem při testování použil. Vycházejí ze soutěžních dotazů soutěže 
TRECVid z některých minulých let. Existují dvě testovací sady dotazů, sada pro automatizované 
vyhledávání a sada dotazů upravených uživatelem. 
Sada pro automatizované vyhledávání: 
0269 – „a road taken from a moving vehicle through the front window“ 
0270 – „a crowd of people, outdoors, filling more than half of the frame area“ 
0271 – „a view of one or more tall buildings (more than 4 stories) and the top story visible“ 
0272 – „a person talking on a telephone“ 
0273 – „a closeup of a hand, writing, drawing, coloring, or painting“ 
0274 – „exactly two people sitting at a table“ 
0275 – „one or more people, each walking up one or more steps“ 
0276 – „one or more dogs, walking, running, or jumping“ 
0277 – „a person talking behind a microphone“ 
0278 – „a building entrance“ 
0279 – „people shaking hands“ 
0280 – „a microscope“ 
0281 – „two more people, each singing and/or playing a musical instrument“ 
0282 – „a person pointing“ 
0283 – „a person playing a piano“ 
0284 – „a street scene at night“ 
0285 – „printed, typed, or handwritten text, filling more than half of the frame area“ 
0286 – „something burning with flames visible“ 
0287 – „one or more people, each at a table or desk with a computer visible“ 
0288 – „an airplane or helicopter on the ground, seen from outside“ 
0289 – „one or more people, each sitting in a chair, talking“ 
0290 – „one or more ships or boats, in the water“ 
0291 – „a train in motion, seen from outside“ 
0292 – „camera zooming in on a person face“ 
 
Sada dotazů upravených uživatelem: 
0269 – „road moving vehicle front window“ 
0270 – „crowd people outdoor“ 
0271 – „one more tall building story visible“ 
0272 – „person talk telephone“ 
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 0273 – „closeup hand writing drawing coloring painting“ 
0274 – „two people sitting table“ 
0275 – „one more people walking up one more steps“ 
0276 – „one more dogs walking running jumping“ 
0277 – „person talking behind microphone“ 
0278 – „building entrance“ 
0279 – „people shaking hands“ 
0280 – „microscope“ 
0281 – „two more people singing playing musical instrument“ 
0282 – „person pointing“ 
0283 – „person playing a piano“ 
0284 – „street scene night“ 
0285 – „printed typed handwritten text filling half frame area“ 
0286 – „something burning flame visible“ 
0287 – „one more people table desk with computer visible“ 
0288 – „airplane helicopter on ground seen from outside“ 
0289 – „one more people sitting chair talking“ 
0290 – „one more ship boat in water“ 
0291 – „train motion seen outside“ 




Příloha 2. CD 
Na zadních deskách práce je kapsa s CD. V adresáři text se nachází tento text diplomové práce ve 
formátu PDF a zdrojový text ve formátu .doc pro případné úpravy. V adresáři program jsou uloženy 
zdrojové soubory programu. V adresáři testy jsou uloženy reference na validní dokumenty pro každý 
dotaz a zdrojové soubory vyhodnocovacích programů delic a validator spolu s testovacími skripty, 
aby si čtenář mohl sám zkusit testovací dotazy vyhledat. Každý soubor referencí má stejný formát: na 
každém řádku je uveden jeden validní dokument, první číslo uvádí číslo videa (video), druhé číslo je 
číslo snímku (shot). Třetí číslo udává, jedná-li se o dokument validní nebo naopak nevalidní. Pokud 
čtenář tomuto zápisu nerozumí, odkazuji ho na kapitolu 6.3 práce. 
