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Abstract
We consider quantum graphs with spin-orbit couplings at the vertices. Time-
reversal invariance implies that the bond S-matrix is in the orthogonal or symplectic
symmetry class, depending on spin quantum number s being integer or half-integer,
respectively. The periodic-orbit expansion of the spectral form factor is shown to
acquire additional weights from spin rotations along orbits. We determine the spin
contribution to the coefficients in an expansion of the form factor from properties of
the representation of the group of spin transformations on the graph. Consistency
with the Circular Orthogonal and Circular Symplectic Ensemble, respectively, of
random matrices is obtained.
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1 Introduction
Since their introduction in the field of quantum chaos by Kottos and Smilansky [14, 15],
quantum graphs have played an important role in efforts towards a deeper understanding of
correlations in spectra of classically chaotic quantum systems. According to the conjecture
of Bohigas, Giannoni, and Schmit [5], these correlations can be described by random ma-
trix theory (RMT) [17]. Although overwhelming evidence supports this conjecture, until
recently the theoretical understanding of the RMT connection remained rather poor.
Spectral two-point correlations are often measured in terms of the form factor K(τ).
Its small-τ asymptotics have been the subject of recent studies, producing a considerably
improved understanding of spectral correlations in terms of correlations among classical
periodic orbits [21, 20, 18]. In this context quantum graphs have proven ideal models for
detailed investigations into the duality between eigenvalue and periodic orbit correlations
[3, 2, 1].
A guiding principle of the RMT conjecture is that symmetries of the quantum system
determine the universality class of spectral correlations. Usually, the presence or absence of
time-reversal invariance in quantum systems with integer or half-integer total spin is taken
as an indicator whether an orthogonal, a unitary, or a symplectic universality class is
appropriate. Since Berry’s pioneering semiclassical analysis of the form factor [4], however,
a vast majority of investigations have concentrated on the orthogonal and the unitary case.
(See [19, 8, 12] for exceptions where the symplectic case is considered.) Quantum graphs
with spin 1/2 were introduced in [6] in the context of a realization of a Dirac operator on
graphs. We demonstrated that in this way a quantum system in the symplectic universality
class can be realized, and analyzed the form factor in the light of the recent developments
[7].
Here we extend our previous studies of spin-orbit coupling on quantum graphs to the
case of arbitrary values of the spin quantum number s. Since the use of Dirac operators
is restricted to the case of s = 1/2, this extension is most conveniently performed with a
Pauli operator. Starting from the case of spin zero, we introduce a spin-orbit coupling that
is localized at the vertices, in terms of boundary conditions describing spin rotations at
the vertices. We then continue to investigate the form factor for the spectrum of the bond
S-matrix for a Pauli operator, following the diagrammatic method introduced in [3, 2]. We
analyze the group of spin rotations on the graph generated by those at the vertices and
show that properties of its irreducible representations fix the spin contribution to the form
factor. In particular, it is found that a change from integer to half-integer spin induces the
same transformation of the form factor as exists between the Circular Orthogonal Ensemble
(COE) and Circular Symplectic Ensemble (CSE) in RMT.
This paper is organized as follows: After an introduction we recall basic facts about
graphs in section 2. The construction of Pauli operators on graphs and the structure of
the corresponding bond S-matrices is explained in section 3. The definition of the form
factor and the removal of Kramers’ degeneracy is presented in section 4. Section 5 is then
devoted to discussing the spin contribution to the form factor and in section 6 we evaluate
the spin contribution. Group theoretic properties of representations used in the calculation
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of the spin contribution are explained in an appendix.
2 Graphs
A compact graph G consists of V vertices connected by B bonds. The topology of G is
encoded in the connectivity matrix C. This is a V × V matrix with entries
Cij :=
{
1 if vertices i and j are connected,
0 otherwise.
(2.1)
The valency vi of a vertex i is the number of bonds meeting in the vertex. Throughout we
assume that G possesses no loops so that the diagonal elements of C vanish, and that any
pair of vertices is connected by at most one bond. Hence vi =
∑
j Cij and 2B =
∑
i vi.
Paths on G are sequences (b1, . . . , bt) of consecutive bonds, and periodic orbits are periodic
sequences in which case t is the period. We require the graph to be connected, i.e., any
pair of vertices can be joined by a path.
By assigning lengths Lb to bonds b we turn G into a metric graph. On each bond b we
then introduce a coordinate xb ∈ [0, Lb]. The graph therefore becomes directed, since the
coordinate on a bond b = (ij) connecting the vertices i and j runs from i to j. In order
to avoid degeneracies in the length spectrum of periodic orbits we also demand that the
lengths Lb be rationally independent.
Functions ψ = (ψ1, . . . , ψB) on the graph can now be defined in terms of functions
ψb : [0, Lb] → C on the bonds. The quantisation on graphs finally requires to introduce
the Hilbert space
L2(G) =
B⊕
b=1
L2(0, Lb) . (2.2)
Further spaces of functions on G are defined analogously. E.g., the components of ψ ∈
W 2,2(G) are functions in the L2-Sobolev spaces W 2,2(0, Lb).
3 Pauli operators on graphs
Usually metric, compact graphs G are quantized in terms of a suitable realization of the
Laplacian on L2(G). One thus describes a point-like quantum particle moving freely along
the bonds of the graph, with local interactions at the vertices. These interactions are
described in terms of the boundary conditions that specify a given self-adjoint realization
of the Laplacian. We will closely follow the method of Kostrykin and Schrader [13], which
we briefly now recall: As a differential expression the Laplacian reads ∆ψ = (ψ′′1 , . . . , ψ
′′
B).
Any self-adjoint realization of this operator can be specified in terms of two complex
2B × 2B matrices A and B, when rank(A,B) = 2B and AB† is hermitian. In such a case
an operator core consists of ψ ∈ W 2,2(G) fulfilling
Aψ + Bψ′ = 0 . (3.1)
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Here ψ denotes the vector of the 2B boundary values of ψ, whereas ψ′ is the corresponding
vector of inward derivatives at the vertices. In order for the boundary conditions to be
local, we furthermore require a block structure of the matrices A and B, such that only
boundary values at the same vertex are related through (3.1).
The spectrum of −∆ on the graph is discrete, non-negative and has no finite accumula-
tion point. Following Kottos and Smilansky [14, 15] this spectrum can most conveniently
be characterized in terms of the so-called bond S-matrix S(k), where k ∈ R is such that
λ = k2 is the spectral parameter of −∆: k2 is an eigenvalue, iff k is a solution of
det
(
I2B − S(k)
)
= 0 . (3.2)
The bond S-matrix is a unitary, 2B × 2B matrix defined in terms of the local transition
matrices T(i)(k) that reflect the boundary conditions at the vertex i prescribed by the
blocks A(i) and B(i) of A and B, respectively,
T
(i)(k) = −
(
A
(i) + ik B(i)
)−1(
A
(i) − ikB(i)) . (3.3)
More precisely, the entries of S(k), labeled by the bonds (ij) connecting the vertices i and
j, read
S(ij)(lm) = δim T
(i)
(ij)(lm) e
ikL(lm) . (3.4)
Time reversal is implemented by complex conjugation, so that a time-reversal invariant
realization of the Laplacian is obtained when A and B are real. This implies that besides
being unitary the bond S-matrix is symmetric, and hence possesses the symmetries of the
Circular Orthogonal Ensemble (COE) of RMT.
We now introduce spin-orbit coupling on quantum graphs following the non-relativistic
Pauli equation. In a first step we therefore consider the Laplacian realized on L2(G)⊗C2s+1,
where s ∈ {1/2, 1, 3/2, . . .} denotes the spin quantum number. As long as the boundary
conditions are taken over from the previous case without spin, through a trivial extension
of the condition (3.1) to the 2s+1 components of the functions on each bond, no spin-orbit
coupling is present. A local spin-orbit interaction at the vertices can now be introduced in
a very simple way: one merely has to allow for general 2B(2s+1)×2B(2s+1) matrices A
and B, with rank(A,B) maximal and AB† hermitian, to determine boundary conditions in
analogy to (3.1). Locality furthermore requires, as above, that these condition be satisfied
at each vertex separately.
For a spin-s system the time reversal operator Ts is anti-unitary, with T
2
s = (−1)
2s, see
[22]. In the case of integer spin, requiring time-reversal invariance of the Pauli operator
therefore amounts to the same condition as in the case of the Laplacian: the bond S-
matrix has to be unitary and symmetric. For half-integer spin, however, time-reversal
invariance implies Kramers’ degeneracy [16], i.e., a twofold degeneracy in the spectrum of
the Pauli operator. Moreover, the bond S-matrix possesses the symmetries of the Circular
Symplectic Ensemble (CSE), see [17, 9]. The same conditions apply for the Dirac operator
on a graph, corresponding to s = 1/2. This case was studied in [6]. In the general case of
spin s one merely has to replace the SU(2) matrices u that provide the spin rotations at the
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vertices by their 2s + 1-dimensional unitary irreducible representations Rs(u). Requiring
invariance of the transition matrix (3.3) under a permutation of the bonds at the vertex
as in [6], this yields
T
(i) =


Rs(u1)
. . .
Rs(uvi)

 (X ⊗ I2s+1)


Rs(u1)
−1
. . .
Rs(uvi)
−1

 . (3.5)
Here X is a vi× vi matrix that is required to be unitary and invariant under simultaneous
permutations of columns and rows. These conditions imply that this matrix must be of
the form,
X = eiθ


q − 1 q
. . .
q q − 1

 with q := 1 + eiω
vi
, (3.6)
where ω and θ are real parameters. It is easy to see that ω = pi corresponds to Dirichlet
boundary conditions on the bonds. The most common choice, however, is ω = 0, leading
to Neumann boundary conditions [14, 15]. The bond S-matrix constructed from (3.5) and
(3.6) according to (3.4) therefore yields, for fixed k, the general form of a unitary matrix
that may serve as an S-matrix of a quantum graph with spin-orbit coupling.
4 The form factor
The purpose of this paper is to calculate the effect of spin in one particular, commonly
studied, spectral statistic of a quantum graph, the form factor. We follow the approach
taken in [3, 2] and consider the form factor derived from the spectrum of the S-matrix.
For the S-matrix spectrum we replace eikL(ij) in (3.4) with eiφ(ij). The B phases φ(ij) are
random variables uniformly distributed in [0, 2pi]. They define an ensemble of matrices Sφ
over which we average, equivalent to averaging over bond lengths. With such a replacement
the S-matrix is
S
(ij)(kl)
φ := δil σ(ij)(ki)R
s
(
u(ij)(ki)
)
eiφ(kl) . (4.1)
The Kronecker-delta ensures transitions only occur between bonds connected at a ver-
tex. σ(ij)(ki) is the (ij), (ki) element of the matrix X in (3.5) and R
s(u(ij)(ki)) is a spin-s
representation of an element of SU(2) describing the spin transformation at the vertex i.
According to (3.5),
Rs
(
u(ij)(ki)
)
= Rs
(
u
(i)
j
)
Rs
(
u
(i)
k
)−1
. (4.2)
Having defined the S-matrix, the form factor is introduced as in [9]. In the case of
integer spin the S-matrix generically has N = 2B(2s + 1) non-degenerate eigenvalues.
Thus
Korth(τorth) :=
1
N
〈
| trStφ|
2
〉
φ
, τorth =
t
2B(2s+ 1)
. (4.3)
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For half-integer spin the form factor is defined after first removing Kramers’ degeneracy as
explained in [8]. The S-matrix then has N = B(2s+ 1) independent eigenvalues, and
Ksympl(τsympl) :=
1
4N
〈
| trStφ|
2
〉
φ
, τsympl =
t
B(2s+ 1)
. (4.4)
We distinguish the different definitions of the form factors and parameters τ with labels
corresponding to the symmetry introduced by time-reversal invariance.
Expanding the trace of St as a sum over the set Pt of periodic orbits of period t yields
trStφ =
∑
p∈Pt
t
rp
Ap e
ipiµp tr
(
Rs(dp)
)
eiφp . (4.5)
The periodic orbit p consists of a series of subsequently visited bonds (b1, b2, . . . , bt). It has
associated with it the quantities
Ap e
ipiµp := σbtbt−1σbt−1bt−2 . . . σb2b1 ,
dp := u
btbt−1ubt−1bt−2 . . . ub2b1 ,
φp :=
t∑
j=1
φbj .
(4.6)
The phases µp are such that Ap > 0, and rp is the repetition number of p. t/rp is the
number of equivalent starting positions of an orbit due to cyclic permutations.
Using the periodic orbit expansion,
〈
| trStφ|
2
〉
φ
= t2
∑
p,q∈Pn
ApAq
rprq
eipi(µp−µq) χRs(dp)χ
∗
Rs(dq) δφp,φq , (4.7)
where we have introduced character notation for the trace of a representation, χRs(d) =
trRs(d). The Kronecker-delta results from averaging over the phases φ. It fixes contribut-
ing terms in the double sum to pairs of orbits in which each bond is visited the same
number of times. On a metric graph with rationally independent bond lengths this is
equivalent to requiring the lengths of p and q be equal.
For comparison the form factor of a graph quantized with the Laplacian (spin-0), as
studied in [3, 2], is
Kzero(τzero) :=
1
2B
〈
| trStφ|
2
〉
φ
=
t2
2B
∑
p,q∈Pn
ApAq
rprq
eipi(µp−µq) δφp,φq , (4.8)
with τzero = t/2B.
It was pointed out in [11] that the power series expansions of the CSE and COE form
factors are closely connected, if one performs the same substitution that leads from (4.3)
to (4.4),
KCSE(τ) =
τ
2
+
τ 2
4
+
τ 3
8
+
τ 4
12
+ . . . ,
1
2
KCOE
(τ
2
)
=
τ
2
−
τ 2
4
+
τ 3
8
−
τ 4
12
+ . . . .
(4.9)
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Calling Km the term containing τm the relationship may be written
KmCSE(τ) =
(
−
1
2
)m+1
KmCOE(τ) . (4.10)
According to the conjecture of Bohigas, Giannoni, and Schmit [5] in the semiclassical limit
we expect the form factors of quantum graphs to correspond to those of random matrices.
In particular,
Kmsympl(τ) =
(
−
1
2
)m+1
Kmorth(τ) . (4.11)
It is this relation we propose to establish in quantum graphs.
5 Spin contributions to the form factor
The form factor is usually studied in the semiclassical limit which for quantum graphs
corresponds to B → ∞. For small but finite τ = t/N the limit of long orbits, t → ∞, is
also required. For details see [3, 2]. In this limit the proportion of orbits p with rp 6= 1 tends
to zero and these orbits can effectively be ignored in equations (4.7) and (4.8). Following [2]
the sum over orbit pairs is organized in terms of diagrams. A diagram consists of all pairs
of orbits related by the same pattern of permutations of arcs between self-intersections
and time-reversal of arcs. Consequently such pairs of orbits have identical phases φp = φq.
Figures 1 and 2 provide examples of diagrams.
We define the contribution to the form factor from a specific diagram D with n self-
intersections to be Kn,D,
Kn,Dorth(τorth) :=
t2
2B(2s+ 1)
∑
(p,q)∈Dt
ApAq e
ipi(µp−µq) χR(dp)χ
∗
R(dq) , (5.1)
Kn,Dsympl(τsympl) :=
t2
4B(2s+ 1)
∑
(p,q)∈Dt
ApAq e
ipi(µp−µq) χR(dp)χ
∗
R(dq) . (5.2)
Here Dt is the set of pairs of orbits (p, q) of period t contained in D.
To separate spin contributions from the sum we assume that the elements R(dp) are
chosen randomly (independent of p) from a representation R(Γ) of a subgroup Γ ⊆ SU(2).
This can be achieved by selecting the matrices R(u
(i)
j ) randomly from R(Γ). Then
Kn,Dorth/sympl(τorth/sympl) =
αorth/sympl
(2s+ 1)

 1
|Dt|
∑
(p,q)∈Dt
χR(dp)χ
∗
R(dq)


×

 t2
2B
∑
(p,q)∈Dt
ApAq e
ipi(µp−µq)

 ,
(5.3)
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where αorth = 1 and αsympl = 1/2. The second term in (5.3) is the contribution to the form
factor of the graph with spin zero (4.8),
Kn,Dzero(τzero) :=
t2
2B
∑
(p,q)∈Dt
ApAq e
ipi(µp−µq) . (5.4)
For a finite subgroup Γ the matrices R
(
u
(i)
j
)
are chosen independently with uniform
probability 1/|Γ|, where |Γ| is the order of the subgroup. In the semiclassical limit the
number and period of periodic orbits tends to infinity. Consequently,
1
|Dt|
∑
(p,q)∈Dt
χR(dp)χ
∗
R(dq)→
1
|Γ|t
∑
ub1∈Γ
. . .
∑
ubt∈Γ
χR(dp)χ
∗
R(dq) . (5.5)
If the subgroup Γ ⊆ SU(2) is continuous instead of finite the sums over Γ are replaced with
integrals over the subgroup. The elements u
(i)
j ∈ Γ are then chosen randomly with respect
to Haar measure on the subgroup.
We will show in section 6 that for R an irreducible representation of Γ of dimension
2s+ 1,
1
|Γ|t
∑
ub1∈Γ
. . .
∑
ubt∈Γ
χR(dp)χ
∗
R(dq) =
(
cR
2s+ 1
)n
, (5.6)
where n is the number of self-intersections at which arcs of the orbit p have been rearranged
to produce q. The constant cR takes the value cR = 1 if the representation R is real, and
−1 if it is quaternionic. Consequently contributions to the form factor have the form,
Kn,Dorth/sympl(τ orth/sympl) =
αorth/sympl
(2s+ 1)
(
cR
2s+ 1
)n
Kn,Dzero(τ zero) . (5.7)
Let us first consider integer s, in this case the dimension of R is odd. Quaternionic
representations can only occur with even dimension (see [10] section 5-5) and therefore
cR = 1. For integer spin we use the form factor (4.3). Hence
Kn,Dorth
(
t
2B(2s+ 1)
)
=
1
(2s+ 1)n+1
Kn,Dzero
(
t
2B
)
. (5.8)
Conjecturing thatKm(τ), the term in the form factor expansion containing τm, is generated
by diagrams reordered at n = m− 1 self intersections, we have
Km,Dorth (τ orth) = K
m,D
zero (τ orth) . (5.9)
Introducing any irreducible representation of spin transformations for integer spin, the
terms in the expansion of the form factor are the same as those for the graph quantized
with spin zero.
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If we consider half-integer spin the spectrum of Sφ generically is doubly degenerate and
the correct formula for the form factor is (4.4), i.e.,
Kn,Dsympl
(
t
B(2s+ 1)
)
=
cnR
2(2s+ 1)n+1
Kn,Dzero
(
t
2B
)
. (5.10)
Again, if we conjecture that the terms in the expansion containing τm are generated by
diagrams with n = m− 1 self-intersections we find
Km,Dsympl(τsympl) =
cm−1R
2m+1
Km,Dzero (τsympl) . (5.11)
When R is an irreducible quaternionic representation, cR = −1, this would establish the
same relationship between the expansion of the form factor for a system with half-integer
spin and the graph quantized with spin zero as exists between the expansions of KCSE(τ)
and KCOE(τ), see (4.10).
To conclude, an example of a finite subgroup Γ of spin transformations are Hamilton’s
quaternions, Γ = {±I,±iσx,±iσy,±iσz}, where σj is a Pauli matrix. Γ is itself a two
dimensional irreducible quaternionic representation corresponding to transformations of
spin-1/2. In [12] spin transformations from this subgroup are applied to the cat map and
CSE statistics are observed. As Γ is both irreducible and quaternionic CSE statistics are
expected even with spin transformations taken from such a small subgroup of SU(2).
6 Spin correlations
Let dp = ubtubt−1 . . . ub2ub1 be a product of elements of ubj ∈ Γ, which corresponds to a
periodic orbit p = (b1, b2, . . . , bt). Here u(ij) =
(
u
(i)
j
)−1
u
(j)
i = u
−1
(ji) is the element of SU(2)
that transforms spin when traversing the bond (ij). This labeling of elements of SU(2)
with bonds simplifies calculations. Let dq ∈ Γ be obtained from dp by taking the bonds of
the periodic orbit p in a different order. This corresponds to permuting and inverting the
elements ubj appropriately.
Theorem 1
1
|Γ|t
∑
ub1∈Γ
· · ·
∑
ubt∈Γ
χR(dp)χ
∗
R(dq) =
(
cR
2s+ 1
)n
,
where n is the number of self-intersections at which the orbit p has been rearranged to
produce q.
Proof. We will apply properties of group representations to calculate average values of
the product of the characters of dp and dq. The properties we use, together with proofs
where appropriate, are given in the appendix.
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To begin, if the orbit q = p we have n = 0. In this case
1
|Γ|t
∑
ub∈Γ
χR(dp)χ
∗
R(dp) =
1
|Γ|t
∑
ub∈Γ
χR(ubt . . . ub1)χ
∗
R(ubt . . . ub1)
=
1
|Γ|
∑
u∈Γ
χR(u)χ
∗
R(u) = 1 .
(6.1)
The sum over ub ∈ Γ is an abbreviation for the sum over all ub1, . . . , ubt. The sum was
evaluated by a simple change of variables u = ubt . . . ub1 and character orthogonality.
The rest of the proof is inductive. We consider two cases, firstly where p and q differ by
reversing the direction of a section of q, and secondly where two sections of q are permuted.
1. Reordering at a single intersection.
We assume the theorem holds for two orbits p = (α, β, l1, γ, δ, l2) and q = (α, β, l3, γ, δ, l4).
The notation follows Figure 1, showing orbit q; lj denotes a loop of the orbit containing
an unspecified number of bonds.
l4 l3 l4 l3
q q
α
δ γ
α
δ γ
ββ
Figure 1: The two orbits q and q′ related by a change in the order of arcs at a single
self-intersection.
The order and direction in which bonds are traversed in the loops may differ be-
tween p and q. The number of self-intersections at which the orbit q differs from p is
n by assumption. We will show that the theorem also holds when applied to an orbit
q′ = (α, γ, l3, β, δ, l4), where b describes the bond or loop being traversed in the opposite
direction. Figure 1 shows the relationship between q and q′. By definition n′ = n + 1,
the order of bonds in q′ has been changed from the order in q at a single self-intersection.
Using ub = u
−1
b and the definition of the orbit q
′ we find
1
|Γ|t
∑
ub∈Γ
χR(dp)χ
∗
R(dq′) =
1
|Γ|t
∑
ub∈Γ
χR(ul2uδuγul1uβuα)χ
∗
R(ul4uδu
−1
β u
−1
l3
u−1γ uα)
=
1
|Γ|t
∑
ub∈Γ
χR(ul2uyul1ux)χ
∗
R(ul4uyuzu
−1
l3
uzux) .
(6.2)
Here ulj is the product of elements ub picked up along the loop lj , and ux = uβuα, uy = uδuγ,
uz = u
−1
γ u
−1
β . Corollary 1 (see the appendix) can now be used to evaluate the sum on uz,
1
|Γ|t
∑
ub∈Γ
χR(dp)χ
∗
R(dq′) =
(
cR
2s+ 1
)
1
|Γ|t−1
∑
u∈Γ
χR(ul2uyul1ux)χ
∗
R(ul4uyul3ux) . (6.3)
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Returning to the original variables we find,
1
|Γ|t
∑
ub∈Γ
χR(dp)χ
∗
R(dq′) =
cR
2s+ 1
1
|Γ|t
∑
u∈Γ
χR(dp)χ
∗
R(dq) , (6.4)
where we have introduced an extra dummy variable to account for the sum on uz which
was equivalent either to summing on uβ or uγ. Equation (6.4) shows that changing the
orbit q by reordering the bonds at a single self-intersection introduces a factor cR
2s+1
.
2. Reordering at a pair of self intersections.
The second way to reorder bonds in the orbit q is to permute two sections of the orbit. We
consider a pair of orbits p and q, where
p = (α1, β1, l1, α2, β2, l2, γ1, δ1, l3, γ2, δ2, l4) ,
q = (α1, β1, l5, α2, β2, l6, γ1, δ1, l7, γ2, δ2, l8) .
(6.5)
Figure 2 shows the orbit q.
l5
l7
l8
l6
1γ δ1 δ2γ2
1α α2β β
q
1 2
Figure 2: An orbit q with two self-intersections.
The orbit q′ is defined by exchanging two sections of q,
q′ = (α1, δ1, l7, γ2, β2, l6, γ1, β1, l5, α2, δ2, l8) . (6.6)
This changes the order of the arcs at two self-intersections. Thus, n′ = n + 2, and
1
|Γ|t
∑
ub∈Γ
χR(dp)χ
∗
R(dq′) =
1
|Γ|t
∑
ub∈Γ
χR(ul4uδ2uγ2ul3uδ1uγ1ul2uβ2uα2ul1uβ1uα1)
× χ∗R(ul8uδ2uα2ul5uβ1uγ1ul6uβ2uγ2ul7uδ1uα1)
=
1
|Γ|t
∑
ub∈Γ
χR(ul4uy2ul3uy1ul2ux2ul1ux1)
× χ∗R(ul8uy2uz2ul5ux1u
−1
z1 ul6ux2u
−1
z2 ul7uy1uz1) ,
(6.7)
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where uxj = uβjuαj , uyj = uδjuγj and uzj = u
−1
γj
uαj . This is in the form where we can
apply Corollary 2, see the appendix, to evaluate the sums on z1 and z2,
1
|Γ|t
∑
ub∈Γ
χR(dp)χ
∗
R(dq′) =
1
(2s+ 1)2
1
|Γ|t−2
∑
u∈Γ
χR(ul4uy2ul3uy1ul2ux2ul1ux1)
× χ∗R(ul8uy2ul7uy1ul6ux2ul5ux1) .
(6.8)
We can return to the original variables by including two dummy variables to account for
the sums on z1 and z2. Taking cR = ±1 for R(Γ),Γ ⊂ SU(2), into account we have thus
shown that
1
|Γ|t
∑
ub∈Γ
χR(dp)χ
∗
R(dq′) =
(
cR
2s+ 1
)2
1
|Γ|t
∑
u∈Γ
χR(dp)χ
∗
R(dq) . (6.9)
Theorem 1 now follows by induction, since any orbit q can be constructed from p by
permuting sections of the orbit between a pair of self-intersections or reversing a loop at a
self-intersection. ✷
We comment that at first sight it might not be obvious that all diagrams can be
constructed via a combination of the two procedures described previously. Degenerate
cases, in which a system of loops visits the same self-intersection more than once, allow
both types of reordering. See Figure 3 for an example.
Figure 3: An orbit with a degenerate self-intersection.
To distinguish the cases it is necessary to follow the orbit counting each intersection
when it is reached after determining whether the order of arcs at the intersection has been
changed. The number of self-intersections for a given diagram is then n. (Note our multiple
counting of degenerate self-intersections differs from the definition in [2].)
It should also be noted that neither self-retracing loops or repeated bonds cause dif-
ficulties when evaluating the spin contribution. A self-retracing section of an orbit p =
(. . . , b1, b2, b2, b1, . . . ) does not contribute to dp as ub1ub2u
−1
b2
u−1b1 = I. Similarly, repeated
bonds can be removed by a change of variables.
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Appendix: Group theoretic properties
The calculation of spin correlations uses the following properties of group representations.
Lemma 1 Let R(Γ) be a unitary irreducible representation of the finite group Γ, and let
a ∈ Γ. Then
1
|Γ|
∑
g∈Γ
χR(ag
2) =
cR
ηR
χR(a) ,
where
cR =


1 R is real
−1 R is quaternionic
0 R is not equivalent to R∗
.
Here R∗ is the complex-conjugate representation, ηR is the dimension of R(Γ), and |Γ| is
the order of the group.
For a proof see Hamermesh [10], section 5-5. This lemma will be applied in an alternate
form.
Corollary 1 For such a unitary irreducible representation R(Γ), and x, y ∈ Γ,
1
|Γ|
∑
g∈Γ
χR(xgyg) =
cR
ηR
χR(xy
−1) .
Proof. In lemma 1 replace g with yg and let x = ay. Summing over yg is equivalent to
a sum over g for a fixed element y ∈ Γ. ✷
Lemma 2 Let R(Γ) be an irreducible representation of the finite group Γ, and let x, y ∈ Γ.
Then
1
|Γ|
∑
g∈Γ
χR(xgyg
−1) =
1
ηR
χR(x)χR(y) .
Proof. The matrix
∑
g∈ΓR(g)R(y)R(g
−1) commutes with all elements of R(Γ). For an
irrep R, by Schur’s lemma,
∑
g∈Γ
R(g)R(y)R(g−1) = λI . (6.10)
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Taking traces yields |Γ|χR(y) = ηRλ. Multiplying (6.10) by R(x) we find,
∑
g∈Γ
R(x)R(g)R(y)R(g−1) =
|Γ|
ηR
R(x) . (6.11)
Then taking traces establishes the second lemma. ✷
Lemma 3 Let R(Γ) be an irreducible representation of the finite group Γ, and let x, y ∈ Γ.
Then
1
|Γ|
∑
g∈Γ
χR(xg)χR(yg
−1) =
1
ηR
χR(xy) .
Proof. The matrix
∑
g∈ΓR(g)XR(g
−1) commutes with all elements of R(Γ) for any ma-
trix X . Again by Schur’s lemma,∑
g∈Γ
R(g)XR(g−1) = λI . (6.12)
Take X to have all elements zero except Xlm = 1 and let λ = λlm. Equation (6.12) reads∑
g∈Γ
Ril(g)Rmj(g
−1) = λlmδij . (6.13)
Setting i = j and summing over i,
λlm =
|Γ|
ηR
δlm . (6.14)
Consequently,
1
|Γ|
∑
g∈Γ
Ril(g)Rmj(g
−1) =
1
ηR
δlmδij . (6.15)
Multiplying by Rli(x)Rjm(y)
1
|Γ|
∑
g∈Γ
Rli(x)Ril(g)Rjm(y)Rmj(g
−1) =
1
ηR
Rli(x)Rjm(y)δlmδij . (6.16)
Summing on i and m,
1
|Γ|
∑
g∈Γ
Rll(xg)Rjj(yg
−1) =
1
ηR
Rlj(x)Rjl(y) . (6.17)
Finally summing on j and l we obtain lemma 3. ✷
Combining lemmas 2 and 3 we obtain a corollary that is useful when calculating spin
correlations.
Corollary 2 For R(Γ) an irreducible representation of the finite group Γ, and a, b, c, d ∈ Γ,
1
|Γ|
∑
g,h∈Γ
χR(gah
−1bg−1chd) =
1
η2R
χR(cbad) .
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