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A graph G in which each element (vertex or edge) is assigned one of the two states ‘open’ or 
‘closed’, the element e being open with probability pe independently of all other elements, is 
known as a percolation model. The u-u backbone in any configuration is the subgraph consisting 
of all elements which belong to at least one open path from vertex u to vertex u. 
The properties of this backbone in the case that G is a graph representing a crystal lattice are 
of central importance in physical applications. Here we develop a new technique which we call 
the ‘extended perimeter method’ which enables low density expansions for the expected values 
of backbone variables on lattice graphs to be obtained in a computationally efficient way. The 
method is applied to the expected number of vertices which are biconnected to a given vertex on 
the directed square lattice. 
1. Introduction 
Percolation theory is a subject which in recent years has attracted the attention 
of workers in a wide range of disciplines from pure mathematics to experimental 
physics. A recent account of mathematical progress in this area has been given by 
Kesten [29] whereas computational and experimental work is reviewed in references 
WI, U61, [351, [381, 1401 and 1451. 
A percolation process is the term first used by Broadbent and Hammersley [6] to 
describe the passage of a fluid through a random medium. The model they used for 
this system is an infinite, but locally finite, graph G in which each edge has two 
possible states ‘open’ and ‘closed’. Only open edges allow the passage of fluid and 
each edge has probability p of being open independently of all the other edges. 
In applications to solid state physics [lo, 12, 38, 451 the vertices of G are taken 
to be the sites of a crystal lattice. In the simplest case of a d-dimensional Bravais 
lattice these sites are the points 
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i=l 
in Rd where a ,, . . . , ad are d independent vectors and nj takes on all possible integer 
values. The sites which are closest to a given site are called its nearest neighbours 
and usually the edges of a lattice graph G correspond to nearest neighbour pairs of 
sites. The sites of a lattice are the locations of the atoms of a crystalline solid and 
the atoms at nearest-neighbour distance are bonded together. In the case of a lattice 
graph the edges are therefore usually called bonds and the percolation model 
defined by Broadbent and Hammersley [6] has become known as bond percolation 
(even when G is not a lattice graph). A related model is that of site percolation [l l] 
in which it is the vertices or sites which have two possibles states. In applications 
the states are usually ‘occupied’ or ‘vacant’ referring to the presence or otherwise 
of a particular type of atom on that site. However for uniformity we shall say that 
an occupied vertex is open and that a vacant vertex is closed. 
The methods we shall develop in this article will apply to a general model in which 
the element e (vertex or edge) of a graph has probability pe of being open inde- 
pendently of all other elements. Site percolation is the case when pe = 1 for all edges 
and pe=p for all vertices and vice versa for bond percolation. A mixed model 
known as site-bond percolation is when pe =p for all elements. It is also sometimes 
of interest to allow two or more different classes of site or bond but the following 
discussion refers to the case of a single variable. 
A path on G is said to be open if all of its vertices and edges are open and vertex 
u is said to be connected to vertex u if there is at least one open path from u to u. 
The percolation probability P,@) for vertex u [6] is the probability that the 
number of vertices connected to u is infinite. For a Bravais lattice graph all vertices 
are equivalent and P,(p) is independent of U. The percolation threshold pc is 
defined by 
PC = suP{P : P/D) = 01 (1.1) 
and it is easily seen that for d = 1, pc= 1. The value of pc is also known for certain 
two-dimensional models [29, 411 but for d> 3 only estimates are available (see [16] 
for a list of references to this work). For d>2 it is found that pc< 1 so that there 
is a region p>pc in which infinite clusters occur with positive probability. This 
article will be concerned with the development of expansions in powers of p, which 
are useful only in the region p<pc. 
A variant of the above percolation models is directed percolation in which the 
edges of a lattice graph are directed so as to have a positive component parallel to 
some chosen axis. A vertex v is now only connected to u if there is an open path 
from u to v which follows the direction of the edges. For d>2 the value of pc for 
a directed model is greater than for the corresponding undirected model (see for 
example reference [IS]) and no exact results are known for directed percolation 
thresholds even in two dimensions. 
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In any particular configuration of the open and closed elements we define the 
cluster c, containing the vertex u to be the subgraph consisting of all vertices and 
edges of G which belong to at least one open path starting at U. The vertex set of 
c, is thus the vertex u together with all vertices which are connected to U. It has 
been shown [29, 361 that the mean cluster size S,@), defined as the expected 
number of vertices in c,, diverges as p-+p,. One of the more accurate methods for 
the numerical estimation of pC is to expand S,@) in powers of p [l l] and to use 
Pade approximant methods to locate the point at which it diverges. 
The pair-connectedness C,,@) is the probability that there is an open path from 
u to u and is related to the mean cluster size by the sum rule 
where V is the vertex set of G and we take C,,(p) =pu. The power expansion of 
S,(p) may therefore be derived from that of C,,(p). It is easily seen that C,,(p) is 
of order pDuu where D,, is the number of random elements in the shortest possible 
path from u to u. It follows that although the expansion of S,@) in powers of p 
is an infinite series, to obtain the terms up to order pN it is only necessary to 
consider C,,@) for vertices u which are rN steps away from u. 
In any configuration in which v is connected to u we define the u-u backbone b,, 
to be the subgraph of G formed by the union of all open paths from u to u. (The 
idea of a backbone was first utilised in the case of an infinite cluster in references 
[9] and [37] and further developed in [8]. The U-O backbone in the region p<pC 
has been considered in references [8], [28], [32] and [39].) The set of all possible 
finite U-U backbones will be denoted by %“,,(G) and, for b E EBIL,(G), P,,,(p, b) is 
the probability that b,, = 6. We shall see that P&I, b) is of order pE@), where E(b) 
is the number of random elements in 6. The pair-connectedness for p<pC may be 
obtained by summing P,,(p, b) over all b but the terms up to order pN are deter- 
mined by considering only backbones for which E(b) 2 N. We consider the power 
expansion of P,,(p, b) in Section 2. For directed percolation the expansion termi- 
nates after a finite number of terms and for undirected percolation it may be 
obtained to order pN by considering backbones b’> b such that e(b’)% N. 
Random-resistor networks 
One of the most extensively studied applications of percolation theory is the 
conductivity of a random resistor network [9, 10, 20, 27, 30, 37, 461. This models 
the conduction process in a material composed of conducting and non-conducting 
elements. Consider a general (bond or site) percolation model in which the open 
edges are resistors and the closed edges are non-conducting. The edge e when open 
has resistance r, and usually r, = r for all edges. In the case of directed percolation 
a directed edge when open is considered to be a diode which only allows the passage 
of current in the direction of the edge. In any configuration in which u is connected 
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to u, we denote by R,, the resistance measured between u and v. When a potential 
difference is applied between u and v the current can only pass along the open edges 
which belong to the U-V backbone. Other open edges are either not connected to 
u or if connected do not lie on any conducting path from u to v. The latter are 
known as dangling edges. Clearly R,, is determined by the structure of b,, and 
we denote by R(b) the resistance of backbone b. The expected value of R,, is 
defined by 
(1.3) 
In obtaining the power expansion of G(R,,) to order pN for an infinite graph the 
same considerations apply as for C,,(p). Notice that in defining &(R,,), zero 
weight is given to configurations in which v is not connected to U. 
The sum over v of &(R,,) is called the resistive susceptibility and denoted by 
x,Ro?)= c UE ,,&(Ruu) and it has been shown [17] that x:(p) is proportional to the 
sum of relaxation times for the diffusion of charge which is initially placed on vertex 
U. The relationship between charge diffusion and conduction in percolation clusters 
has also been discussed in [21]. 
Backbone variables 
A u-v backbone variable Z,, is a random variable whose value in any configu- 
ration depends only on the backbone b,,. The resistance R,, which we also denote 
by Z,“, is such a variable. The expected value of Z,,, which will be denoted by 
TUv@), may be defined by (1.3) with R replaced by Z. In an effort to understand 
the electrical properties of percolation clusters other backbone variables which are 
of a graph theoretic nature and easier to calculate have been considered [S, 321. The 
number of U-V separating edges [23] is a lower bound on R,,. These edges are also 
called nodal or cutting bonds [39] and are defined to be the edges of b,, through 
which all paths from u to v on b,, must pass. We denote the number of nodal 
bonds by Z,“,“. The resistance is bounded above by ZEin the length of the shortest 
path from u to v. ZEi” is in turn bounded above by Z,“,” the total number of 
backbone bonds (number of edges in b,,), thus: 
zu”,” 5 z,“, 5 z$* 5 zu”,” . 
For any backbone variable we define a susceptibility by 
(1.4) 
(1.5) 
and (1.4) implies [8] that 
X,NB@) 5 X,R@) 5 X,m%) 5 X,BB@). (1.6) 
Power series expansions for these functions have been obtained in [28]. It has been 
shown quite generally [7, 81 that x,““= (d/dp)S,(p) and for directed percolation 
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[5], x:“= [S,(p)]2. Thus, at least for directed percolation, if S,@)-A(Pc-~)-Y 
for p-p; all the above quantities will diverge at pC with exponents ranging from 
y + 1 to 2~. For undirected percolation these functions will have thresholds which 
are certainly bounded above by pC. It is normally assumed in the physics literature 
[28] that they all have thresholds equal to pC. The methods described in this article 
enable the expected value of any backbone variable to be expanded as a power series 
in p. The resulting series for the corresponding susceptibilities may be obtained 
using (1.5) and used to estimate percolation thresholds and critical exponents (see 
for example [5, 17, 18, 20, 43, 441). 
The union of all shortest open paths from u to o is known as the u-u elastic 
backbone [26]. The elastic backbdone is a subgraph of the backbone and its pro- 
perties, such as the number of nodal bonds it contains, are therefore also backbone 
variables. 
Recently [33, 341 a range of backbone variables depending on a parameter k has 
been considered. Suppose that a current I is passed between vertices u and u of 
backbone b and that the current in the edge e is i,. The variable 2::’ is defined to 
have the value 
Z@‘(b) = C (ie/Z)kre. 
ecb 
By considering the power dissipated it can be seen that Z$ = Z,“, and if r, = 1 for 
all e, then Zi,’ = Z,“,” and Z,, - Z,, . (‘) BB If the resistances are themselves fluctuating 
quantities, then the mean square deviation of R,, has been shown [34] to be deter- 
mined by ZLt). This is a measure of what is known as flicker noise [34]. 
Other backbone variables of physical importance are the correlation functions in 
an interacting spin system. The relevant model is one where each site is occupied 
by a spin which can point in one of two directions. Spins on neighbouring sites 
interact so that there is an energy difference between parallel and anti-parallel 
configurations. 
In a ferromagnet the parallel state has the lowest energy and is therefore most 
probable to occur. This probability depends on the temperature Tand tends to unity 
as T+O. The directions of the spins on sites u and u, which are not necessarily 
neighbours, are also correlated because of indirect interaction through intermediate 
spins. A dilute ferromagnet [12, 401 is an undirected percolation model in which 
only the open sites are occupied by spins and only spins connected by open bonds 
interact directly. The directions of the spins at sites u and u are therefore only 
correlated if there is an open (interaction) path between u and u. Let s,= * 1 
depending on the direction of the spin at site u. A measure of the correlation in any 
configuration in which u and u are connected is 
where ( ... > T denotes the canonical ensemble average at temperature T. It may be 
shown that this is a backbone variable. The spins have associated magnetic moments 
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and x,“@, r) is the magnetic susceptibility [12, 401 which measures the response to 
an external magnetic field. In the limit T-t0 it may be shown that Z& = 1 whenever 
there is an open path from u to u but is otherwise zero, thus xf@, 0) = S&) and 
diverges at pc. It is believed by physicists that, for O< T< T,, x,“@, T) diverges for 
some p =p,(T)>p, and that p,(T,) = 1 where T, is the Curie temperature above 
which the susceptibility is finite even at p = 1. 
A second example of an interacting spin system is the spin glass. In the simplest 
model of such a system [45] the parallel and antiparallel states of a pair of 
neighbouring spins have an interaction energy which is a random variable taking on 
positive and negative values with equal probability. In this case the expected value 
of Z& is zero and Z,“, = [Z&l2 is taken to be an appropriate measure of the 
correlation [4.5]. 
A natural extension of the pair-connectedness is the pair m-connectedness 
CL:‘(p) [24, 251 which is the probability that there are m disjoint open paths from 
u to u. The indicator y:T) for this event is our final example of a backbone 
variable. There are two types of m-connectedness [23] depending on whether the 
paths are required to be vertex or edge-disjoint (in the former case only the vertices 
other than u and u need be disjoint). The susceptibility @‘)@) corresponding to 
v:y’ is the expected number of vertices which are m-connected to U. For undirected 
percolation on the square lattice this has been shown to have a threshold equal 
to PC P21. 
The discussion so far has established the existence of many different backbone 
variables the corresponding susceptibilities of which are expected to diverge at the 
critical probability pc. In this paper we describe an efficient method that allows the 
low density expansions of these susceptibilities to be obtained simultaneously 
through order N provided that the values of Z,, are known for all backbones with 
5JV random elements. These expansions may be analysed to determine the critical 
exponents which characterise the divergence of the susceptibilities. The method will 
be illustrated by application to the pair-biconnectedness for bond percolation on the 
directed square lattice. Results obtained by this method for the random resistor 
network for both directed and undirected lattices have already appeared [3, 51. 
In Section 2 we describe the basic ‘extended perimeter method’ for expanding 
&(Z,,) in powers of p. The method takes on a somewhat different form if only the 
corresponding susceptibility is required. The details of the susceptibility calculation 
are given in Section 3. A widely used technique for obtaining percolation expansions 
is the ‘weight factor’ method [13, 14, 421. This is compared with and related to the 
extended perimeter method in Section 4. For directed percolation it is possible to 
avoid consideration of backbones which have u-u separating (or nodal) vertices. 
This leads to the ‘non-nodal backbone expansion’ described in Section 5. Finally, 
in Section 6, we apply the method to the pair-biconnectedness for bond percolation 
on the directed square lattice. 
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2. The extended perimeter method 
Introduction 
The first series expansions in percolation theory were obtained by Domb [l l] for 
the mean cluster size using what has become known as the perimeter method. If 
E?,(G) is the set of all possible finite clusters c, which contain the vertex u of the 
graph G, then any random variable Z, whose value depends only on c, has 
expected value 
&(Z,) = CE F,,, Z(c) P&Y c) 
?B 
(2.1) 
where P,(p,c) is the probability that the cluster containing u is c. For site perco- 
lation 
P,@, c) =#(l -P)’ (2.2) 
where s is the number of vertices in c and t is the number of vertices not in c but 
adjacent to some vertex of c. The latter are known as the perimeter vertices of c and 
t is called the perimeter of c; hence the name of the method. The factor ps is the 
probability that the sites of c are open (occupied) and the factor (1 -p)’ is the 
probability that these sites are not part of a larger cluster. 
The perimeter method has been applied to determine the mean cluster size S,(p) 
[ 11, 43, 441 and higher moments of the cluster size distribution [ 191. The function 
Z, = sn determines the nth moment of this distribution and is easily evaluated. To 
obtain a power expansion to order pN all clusters with s<N are generated succes- 
sively on a computer [3 l] and the variables s and t are continuously updated during 
the process. 
In principle the method can be used to determine x,@) by taking 
Z,= c ZU, (2.3) 
UGV 
but if for example Z,, is the resistance R,, the evaluation of Z, is no longer trivial 
and becomes a time consuming part of the procedure. Also unlike s, which is an 
integer, R,, is a rational number and again further expenditure of computing time 
is incurred if rational arithmetic is used throughout. 
The extended perimeter method which we now describe only requires the values 
of Z,, in the last stage of the calculation. This minimises the use of rational 
arithmetic since the previous stages involve only integers. Also in order to change 
the function to be calculated only the last stage of the program needs to be rerun 
thereby avoiding the repetition of the most time consuming part of the calculation. 
The method also significantly reduces the number of clusters which need to be 
considered. 
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For a graph G let B’,,(G) be the set of possible finite u-v backbones which can 
occur relative to vertices u and v. Then 
&(Z,“) = c Z(b) P”,cn, 6) (2.4) 
bc I,, 
where P,,,(p, 6) is the probability that the union of open paths from u to v gives the 
backbone b and Z(b) is the value of Z,, when the U-V backbone is 6. To determine 
P,,@,b) we note that 
c C(b, b’) P,“(P, 6’) =pECb) (2.5) 
b’E I,,, 
where the [-function c(b,b’) is defined by 
4-(b,b’)= 
1 if b C b’, 
0 otherwise, (2.6) 
and e(b) is the number of random elements in the backbone b. This relation is easily 
inverted by partially ordering the backbones by containment and then recursively 
evaluating Puo(p, b’) starting with the largest b’ (in performing the calculation to 
order pN the set LB’,,(G) may be truncated after including all backbones with IN 
random elements). The result may be formally written 
P,,@,b)= C p(b, b’)p”‘b”. (2.7) 
b’c B,,,(o) 
Notice that these polynomials are the same for all backbone functions. In combi- 
natorics the inverse p(b, b’) of [(b, 6’) is known as a Mobius function [2, 351, here 
it is the Mobius function for the partially ordered set of U-V backbones of the graph 
G. The recursive formula for p(b, b’) is 
for b = b’, 
p(b,b’)= - ,,g,,, cl(hb”) for bcb’, (2.8) 
I 0 otherwise, 
which shows that it depends only on the backbones which are intermediate between 
b and 6’ and not on any other part of G. Alternatively 
c Ab”, b’) 
bcb”c 6’ 
In the above equations c is used to denote 
b=b’, 
bcb’, 
otherwise. 
strict containment. 
(2.9) 
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Directed percolation 
Suppose now that G is an acyclic directed graph such as graph 1 (the ‘window’ 
graph) in Fig. 1. An example of an infinite acyclic directed graph is the directed 
square lattice graph whose vertices are the points in the plane with integer co- 
ordinates and for each point (x, y) there are arcs connecting it to the points (x+ 1, y) 
and (x, y + 1). This lattice graph is an example of an infinite graph for which given 
u and u the set BB,,(G) is finite. Thus if u = (0,O) and u = (2,2) these backbones are 
subgraphs of the window graph and are listed in Fig. 1. Using the data of Fig. 1 
together with equation (2.Q the value of ~(b, b’) may be calculated explicitly for 
the backbones which are subgraphs of the window graph. The results are consistent 
with the following conjecture. 
Conjecture. If G is an acyclic directed graph, then the Mobius function for the 
partially ordered set of u-u backbones on G is given, for b c b’, by 
,tJ(b, 6’) = ( - l)C’_C (2.10) 
where c and c’ are the cycle ranks [23] of b and 6’ respectively (for a planar graph 
the cycle rank is equal to the number of finite faces of the graph). 
This conjecture, if valid, would greatly simplify the derivation of series expan- 
sions for directed percolation since it would eliminate the need for matrix inversion. 
8.13.16.19 2 m’l(j16f8& 
11 12 13 14 15 
I 
El 
16 11 18 19 20 
21,22,23 24,26,31 22.26.29 21,24,2526,27,33 22.27,30 23,25 24,27,32 21.27,28 25,30,33 25,2eS32 23,28,30 31,32,33 
29.31 
21 
34,35 34,36 5 3:,‘,6 3j7 3$7 3j 32’139 $9 3:,‘,8 p $38 3fJ’ 3:,;9 
34 35 36 37 38 39 
Fig. 1. The set B,,(G) for the directed square lattice with u = (0,O) and o = (2,2). The layout of the 
graphs shows the partial ordering by containment. The numbers below each graph are its subgraphs with 
one less cycle. 
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Table 1. The polynomials P&&b) for the backbones which are subgraphs of the window graph (see 
Fig. 1) and are required for the calculation of T,,(p) with u = (0,O) and u = (2,2) for the directed square 
lattice. 
Backbone zRW 
4h 1 1 3/2 
4d 2,l 1 -1 12/7 
4g 3,4,5,6 1 -1 33/20 
4m 8,11,17,20 1 -1 -1 1 12/5 
4b 9,10,18,19 1 -1 -1 1 44/23 
4f 12.16 1 -2 1 12/7 
4e 13.15 1 -2 1 7/4 
4n 14 1 -2 1 2 
4k 21.33 1 -2 2 -1 3 
41 22,24,30,32 1 -1 -1 2 -1 5/2 
4j 23,25,29,3 1 1 -2 -1 2 1 -1 3 
4a 26,28 1 -2 2 -1 2 
4a 21 1 -4 4 -1 2 
4i 34,39 1 -1 -2 2 3 -4 1 4 
4i 35,38 1 -3 2 2 -1 -2 1 4 
4i 36,37 1 -2 -2 3 2 -1 -2 1 4 
Our calculations to order p” on the directed square lattice for bond percolation 
have been carried out both with and without the conjecture and no difference in the 
results was found. We have found no such simple rule in the case of undirected 
percolation. The resulting polynomials P,,(p, b) for the graphs in Fig. 1 are listed 
in Table 1. The sum of these polynomials is the pair-connectedness for u = (0,O) and 
u = (2,2), thus 
CU,@)=6p4-6p6-4p7+2ps+4p9+2p’o-4p”+p’2 
and with Z,, = R,, 
(2.11) 
T&(p) = 24p4 - 30p6 - 22~’ + 1 1+p8 + 25%~~ 
+ 13$&p’O - 28%~” + ?+$P’~. (2.1 la) 
The sum of the polynomials for backbones in which the roots are biconnected 
gives the pair biconnectedness. If vertex-biconnectedness is required only graphs 
with no nodal vertices need be included in the sum whereas for edge-biconnec- 
tedness, nodal vertices are allowed but there must be no nodal edges (bridges). In 
the case U= (O,O), u =(2,2) considered above, graph 14 is the only one which 
contributes to the edge-biconnectedness but not to the vertex-biconnectedness. 
We find 
10 
C(2)@) = 3p8 - 2p vertex-biconnectedness, 
UU 4ps-4p’Qp’2 edge-biconnectedness. 
(2.12) 
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Computer algorithm 
In a computer calculation for both directed and undirected percolation it is 
convenient to group together all backbones which are isomorphic (for example 
graphs 8, 11, 17 and 20 of Fig. 1). Such graphs have the same value of Z(b) and 
may be considered as equivalent for the purpose of calculating this variable. In this 
way an enormous saving is made in both computer memory and time spent in 
evaluating Z,,. The polynomial P&J, b) however may be different even for 
isomorphic graphs (see for example backbones 26 and 27 in Table 2). Collecting 
together the terms in (2.4) which correspond to isomorphic graphs 
a(zU~) = i Z(bi) @iti; W O) (2.13) 
i=l 
where b,, b2, . . . . b, is a list of all non-isomorphic U-U backbones on G partially 
ordered by containment and 
@;@; u, 0) = c P&J, 6). (2.14) 
~E.%~,(G): b-b, 
For undirected percolation on a lattice the list of backbones for given u and u is 
infinite but if only the terms of the power expansion upto pN are required the list 
may be truncated and only graphs with <N edges included. 
Summing over b=b; in (2.5) and again grouping isomorphic graphs gives 
f Aij@jj(P; u,u)=L~(G; u,U)P”. (2.15) 
j=l 
Here si = E(bi) and the matrix A, is related to the zeta-function by 
Alj= c [(by b’) (2.16) 
beO,,(G): b=b, 
for any b’= bj. In the literature [42] this matrix is also denoted by (bi; bj) and is 
the number of two-rooted subgraphs of bj isomorphic to bi. The coefficient 
L,(G; U, u) is the number of subgraphs of G isomorphic to bi (i.e., (bi; G)); when 
G is a lattice graph L,(G; u, u) is known as the lattice constant of b;. The matrix A, 
is upper triangular due to the assumed ordering of the backbone list. The poly- 
nomials ~j may be determined for a given graph G by first computing the matrix 
A, and the vector Lj and then solving (2.15) by back substitution. Once the G’s are 
known the expected value of any backbone variable may be obtained by computing 
the scalar product in (2.13). 
Since the inverse of the c-function is ,u(b, b’) it follows that 
(A~‘);j= C ,Ub, b’) (2.17) 
b E BB,,(G): b-b, 
for any b’= bj. For directed percolation conjecture (2.10) is equivalent to 
(L-‘)~~=(- l)c~-c~/li~ (2.18) 
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Table 2. The A matrix for u-u backbones on the directed square lattice with u = (0,O) and u = (2,2). See 
the Appendix for graph identifiers. 
p4 /,6 p6 p7 ,,8 $ p8 ,,9 #I plO plO pll pl2 
ci b, 4i 4j 4k 41 4a 4m 4n 4b 4e 4f 4d 4g 4h Li 
0 4i 1 2 2 2 2 3 4 3 3 3 5 4 6 6 
1 4j 1 1 4 1 0 0 4 1 4 4 
4k 1 1 0 0 0 1 1 1 2 2 
41 1 1 0 1 2 0 2 2 4 4 
4a 1 0 0 1 1 2 1 2 3 3 
2 4m 1 2 1 4 4 
4n 1 1 0 1 1 
4b 1 2 1 4 4 
4e 1 0 1 2 2 
4f 1 0 1 2 2 
3 4d 1 2 2 
4g 1 4 4 
4 4h 1 I 
where ci is the cycle rank of bi. 
As an example we give, in Table 2, the matrix A for the window graph which 
also enables the calculation of TuV@), with u = (0,O) and u = (2,2), for the bond 
problem on the directed square lattice. It can be checked by direct calculation that 
the inverse of A is given by (2.18) and the 0’s may easily be obtained by inverting 
(2.15). Comparison of Tables 1 and 2 may thus be used to illustrate (2.14). 
3. The susceptibilities 
In applications it is often only the susceptibility which is of interest rather than 
G(Z,,) and in this case the computation may be further simplified by first summing 
over IJ. This produces a significant reduction in the computer memory required. The 
calculations are formally the same except that the backbone list must be extended 
to include all backbones arising from fixed u but any u. Similar formulae to those 
for &(Z,,) are valid where in general U, o is replaced by u implying a sum over u. 
Thus 
where 
X,(P) = &(Z,) = ifi Z(b;) MP; u) (3.1) 
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@i@; u)= “gv @i@; % u, 
= “5 c PAP, 6). (3.2) be B,,(G): b=b, 
The @;(p; U) are obtained by inverting the equations 
f A;j@jj(P; u)=L;(G; U)PEJ 
j=l 
(3.3) 
where the ‘lattice constant’ L,(G; U) is the number of backbones on G with initial 
root at u which are isomorphic to bj and A, is defined as before. On some directed 
lattices, such as the square and cubic lattices, all the paths from u to u have the same 
length t,,. Any u-u backbone will therefore be said to have length t,,. In such 
cases the matrix element A, is zero whenever b; and bj have different lengths and 
equations (3.3) fall into independent sets, one for each length: 
~ A;j(t) ~j~; u)=L;(G; U)p” 
j=l 
(3.3a) 
where now i and j are restricted to backbones of length t. In Table 3 we give Aij, 
Lj and ~jjol; u) for the list of graphs required to obtain the directed square lattice 
susceptibilities for bond percolation correct to order p7. The numbers of the rows 
and columns correspond to the graphs in the Appendix. The @‘s are truncated 
at p7. The sum of the Q’s in this table gives the first seven terms of the cluster size 
expansion 
S,(p) = 1 + 2p + 4p2 + 8p3 + 1 5p4 + 28p5 + sop6 + 90p7. 
This is so since the mean size is obtained by setting Z(bi) = 1 in (3.1). 
Undirected percolation 
In the case of undirected percolation it is convenient to further group together all 
backbones which are the same when the root vertices are not distinguished from the 
ordinary vertices. Suppose that G = CL is the lattice graph of a Bravais lattice. The 
connected subgraphs of G,_ can be partitioned into equivalence classes two such 
graphs being equivalent if they differ only by a translation. Let g be a connected 
subgraph of G, and choose two vertices u1 and u2 of g. The resulting two-rooted 
graph may or may not be a or-u2 backbone. If it is, then it corresponds to two 
different U-U backbones, the correspondence being made by translating g relative 
to the lattice so that either uI or u2 coincides with U. Let 8(g) be the set of U-U 
backbones which may be obtained by rooting g. We note that 
u am,,= u ~(g> (3.4) 
VE v gcT(o~) 
where T(G,) is the set of all inequivalent connected subgraphs of CL for which 
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Fig. 2. An example of the set B(g). Each graph corresponds to two members of 8(g) one for each 
assignment of u and II to the root vertices. 
B(g) f 0. A graph g belonging to T(G,) has the form of a chain of one-irreducible 
graphs (graphs having no articulation vertices) g,, g,, . . . , g, where g; has just one 
vertex in common with gi_l which is therefore an articulation vertex of g. In 
forming B(g) one of the roots must be in g, and one in g,, and neither root must 
be an articulation vertex. If n > 1, the resulting backbone is said to be nodal and the 
articulation vertices of g are called nodal vertices. If n = 1, any two-rooting of g 
( =gl) gives rise to a non-nodal backbone. An example of B(g) for the square 
lattice is given in Fig. 2. For undirected percolation P,,(p, b) is the same for all 
b E SB (g), that is, it is independent of u and u, and depends only on g and the lattice 
graph CL. We therefore write P&T, b) = P(p, g). From (2.4) 
(3.5) 
(3.6) 
where 
Y(g)= be;(g) Z(b). 
The P(p,g) are determined by (2.5) thus for geT(G,) 
c C,(g, g’) p(P, g’) =PEcg) 
&YE Cc%) 
(3.7) 
(3.8) 
where C(G,) is the set of all subgraphs g c G, for which B(g) # 0 and 
i-B(g, g’) = 
1 if g’lg, 
0 otherwise (3.9) 
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where g’lg if g’c g and there is a common two-rooting of g’ and g such that both 
resulting two-rooted graphs are backbones. If now g,,g2, . . . is a list of all non- 
isomorphic members of QG,) partially ordered by containment, then 
(3.10) 
where 
UP)= c WV g) (3.11) 
s~r(G~):g=g, 
and using (3.8) the B’s may be obtained by solving the equations 
f Bijej(p)=L;(G)p”, i= l,...,m 
j=l 
(3.12) 
where the upper triangular matrix B has element B;j which is the number of sub- 
graphs gsgjsuch that g=gi. Li(G) is the number of geT(GL) such that g=g;. The 
matrix B for the graphs with 17 edges is given in Table 4 together with the B’s 
truncated at p’. The columns headed Yy, YBS and YNB give the variables to be 
substituted in (3.10) in order to obtain the series expansions for the mean cluster 
size and the susceptibilities corresponding to the expected numbers of backbone sites 
(not counting U) and nodal bonds respectively. The latter two series are normally 
to be divided by the mean cluster size to obtain correctly normalised values (see [7]). 
The series to order p’ are 
S,(p) = 1 + 4p + 12p2 + 36p3 + 88p4 + 236~’ + 528~~ + 1392p’, 
x;‘(p) = 4p + 24p2 + 108~~ + 388~~ + 1324~~ + 4044~~ + 12256p7, 
x,NB@) = 4p + 24p2 + 108~’ + 352~~ + 1180~~ + 3168~~ + 9744~‘. 
As shown by Coniglio [7], xrB(p) is the derivative of S,(p); this provides a check 
on the calculations. 
A variant of expression (3.10) may be obtained by replacing BB,,(G) in (2.4) by 
B,,(G) [not to be confused with gU(G) defined in Section 21 where CE g,,(G) is 
a subgraph of G in the form of a chain of the type just described and which contains 
both roots u and u of G. The roots of c can now be any pair of vertices and are 
not restricted to be in g, or g,. Clearly B3,,(G) c B,,(G). The method described in 
Section 2 is still the same but the polynomials P,,(p, c) are different from P&p, b) 
even when c is a backbone. P,,(p,c) is the probability that the elements of c are 
open and that c is not contained in any larger chain. The number of two-rooted 
graphs to be considered is far greater so the direct use of this expansion is not 
recommended. However when we come to consider the susceptibilities for un- 
directed percolation, [a in (3.8) is replaced by c and B(g) in (3.7) is replaced by 
e(g), the set of all two-rooted chains obtained by rooting g in all possible s(s- 1) 
ways (where s is the number of vertices in g). Since consequently Y(g) is the sum 
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of Z(c) over all two-rootings of g (rather than over backbones) only this factor is 
changed and the list T(G,) remains the same. For example, in the case that x,@) 
is the mean cluster size S,@), Y(g) =s(s- 1) whereas previously for an articulated 
chain it would have been 2(s, - l)(s, - l), where s, and s, are the numbers of 
vertices in g, and g,. 
4. Weight factors 
Another technique for the derivation of percolation series is the ‘weight factor 
method’ [13, 14, 421. This may be related to the present ‘extended perimeter 
method’ as follows. Combining equations (2.4) and (2.7) we obtain 
G(Z,“) = b,E $$ (c) I+V’P’) (4.1) 
’ U” 
where 
Wb’) = by; (G) Z(b) P(b, 6’) (4.2) 
U” 
and is known as the weight factor of 6’. From (4.2) it is clear that W(b’) depends 
only on the backbones which are subgraphs of 6’ (other b’s have ~(b, 6’) = 0) and 
is therefore independent of G (or Gr). Thus the ‘weight factor’ has an advantage 
over the ‘extended perimeter method’ when only one function is to be calculated for 
several different lattice structures. On the other hand the latter method is more 
efficient when many backbone functions are to be calculated for the same lattice. 
In the case of the pair-connectedness, Z,,,(b) = y,,(b) and W(b’) is known as the 
d-weight, d(b), of 6’ [15]. From (4.2) 
d(b’) = b,,E ; Ab”yb’) (4.3) 
* U” 
(G) 
and if we add the null backbone 0 to the partially ordered set BB,,(G) and postu- 
late b’>0 for all b’E LB3,,(G) we see that from (2.9), taking b=0, 
d(b’) = -p(0, b’). (4.4) 
For directed percolation it has been shown [l] that 
d(b’)=(- l)“+’ 
which is consistent with our conjecture (2.10) provided we take c = - 1 when b = 0. 
Grouping together all 6” in (4.3) which are isomorphic and using (2.17) gives 
d(bJ= i (A -‘);j 
i=l 
(4.5) 
and more generally from (4.2) 
W(bj)= 2 Z(b;) (A-I)ij. 
i=l 
(4.6) 
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Susceptibilities 
Using the sum rule for the susceptibility together with (4.1) gives 
x,(P)= c c W(b’)p”‘b” 
UE V b’e d,,(G) 
(4.7) 
and for undirected percolation on a lattice graph G,_ 
x,@)= c w(g) Pccg) (4.8) 
~~QGL) 
where 
w(g)= b6;(gJ w(b). (4.9) 
Series expansions for backbone properties of undirected lattices have been derived 
using the weight factor method in [28]. We note that the variant of this formula 
described in section three would give the same weights w(g) since it can be shown 
that W(c) = 0 unless c is a backbone. 
5. Non-nodal backbone expansions 
The limiting factor in the computation of series expansions for a given lattice is 
that as N is increased the size of the list b,, b2, . . . becomes so large that either the 
available memory is exceeded or too much computer time is required to calculate 
the Z(b)‘s. In the case that Z,, is the biconnectedness indicator, Z(b) is zero unless 
b is vertex (or edge)-biconnected. Therefore in calculating the pair biconnectedness 
only non-nodal backbones need be considered thereby giving a significant reduction 
in the size of the list. For example, to order 17 for bond percolation on the directed 
square lattice only 320 graphs are needed for the vertex biconnectedness instead of 
2327. The list of 320 graphs may be found in [4]. The polynomial P,,,(b) will now 
be the probability that the union of open paths from u to u covers the non-nodal 
backbone b and no larger such backbone. However since any supergraph of a non- 
nodal graph is non-nodal it follows from (2.7) (see below) that the polynomials 
P,,(b) will be unchanged by omitting the nodal graphs from the list. 
Even when Z(b)#O for nodal backbones some computational advantage can be 
obtained by using the fact that [(b, b’) = 0 whenever b is non-nodal and 6’ is nodal. 
This means that the submatrix of [ with b and b’ non-nodal may be inverted 
independently of the rest of the matrix giving the corresponding p-submatrix. If 
Mu,(G) is the set of non-nodal backbones in LBu,,(G) we have for b E JVU,(G), that 
P,,@, 6) = Q&J, b) where from (2.7) 
Q,&‘,b)= c ,u(b, b’)pECb? (5.1) 
b’EJ’XG) 
If b is nodal, then 6’ may be nodal or non-nodal and we may write (2.7) in the form 
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PAA b) = UP, b) + Qlu@r 6) (5.2) 
where Q and Q’ are the contributions to P from non-nodal and nodal supergraphs 
respectively. Substituting in (2.4) we are able to express G(Z,,) as the sum of non- 
nodal and nodal parts thus 
&(Z,,) = by; (G) Z(b) Q,,CP, b) + c ’ Z(b) Q:&A b) (5.3) 
U” b E %a,,,(@ 
where the primed summation includes only nodal graphs. Similarly equation (3.1) 
becomes 
x,(P) = YAP) + YXP) (5.4) 
where the non-nodal part ul,@) is obtained by using (3.1) with P replaced by Q in 
(3.2). In terms of weight factors this is equivalent to writing 
YAP)= c 1 W(b ‘) pECb’), 
UE V b’ES/,,(G) 
(5.5) 
that is, restricting the X-sum in (4.7) to non-nodal graphs. 
Directed percolation 
The above decomposition into non-nodal and nodal backbdones is most useful 
for directed percolation. In this case, if the conjecture of Section 2 is correct we have 
an explicit expression (eq. (2.10)) for ,~(b, 6’) and 
Qu& b) = b,c; (- 1)“-‘[(b, ~)p&‘~” 
“I, 
(G) (5.6) 
so that even when b is nodal it is only necessary to examine non-nodal supergraphs 
in order to determine Q. 
If we now collect together all graphs which are isomorphic, the algorithm for 
calculating YUu,(p) may be summarised by the following equations: 
YAP)= : Z(bi) w;@; u) (5.7) 
i=l 
where 
M 
Wi@; u)= F, Ai,(- l)‘~~“~~Lj(G; U)P’~ (5.8) 
and 
6, = 1 if b is non-nodal, 
J 
i 
0 if b is nodal. 
(5.9) 
Inclusion of the factor Sj is equivalent to setting Lj=O for nodal graphs which 
saves a considerable amount of computer time compared with using (3.3). If G is 
a lattice graph and Y&) is required upto pN, then A, is only required for bj non- 
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nodal and sj<N. This implies that the sum over i in (5.7) may be restricted to bj 
which are subgraphs of some non-nodal bj with Ej’ N. Also for percolation on the 
directed square lattice (and other similarly directed Bravais lattices) it has been 
shown [5] that 
UP) = 1+ $XP)UP) (5.10) 
where St@) is the non-nodal part of S,(p). Also many backbone variables (such as 
the resistance) have the additive property that for a nodal U-U backbone b formed 
by the concatenation of two smaller backbones b, and b2 with nodal vertex o in 
common 
Z,,(b) = Z,,(b,)y,,(b,) + y,,(b,)Z,,(b,). (5.11) 
For such variables it has been shown [5] that the corresponding susceptibilities are 
given in terms of the non-nodal part by 
X,(P) = YLJP) P&N2. (5.12) 
Finally we note that the method leading to (5.10) may also be used for the expected 
number of vertices xL2’@) which are edge biconnected to the vertex U. We find 
x(2’@) = Yu”@)/[ 1 - !@)(J?)] U u U (5.13) 
where YA2’(p) is the non-nodal part. The number of vertex-biconnected vertices is 
automatically obtained in terms of non-nodal graphs since the nodal part is zero. 
As an example of the use of the non-nodal graph technique we present, in Table 
5, the data for bond percolation on the directed square lattice required to obtain 
the susceptibility expansions up to p12. The series results from the variables 
Z,, Z,, .**, Z, are listed in Table 6. The values of the backbone variables Z,, Z2, 
and Z, when used in (5.7) give the non-nodal contribution to the expected value of: 
Table 5. A,-, LJG; u) and v,(p; u) for i and j corresponding to backbones required to obtain the non- 
nodal susceptibilities to order p” on the directed square lattice. The ty’s are given to order p” and are 
complete for graphs with length ~5. Z,=y, Z,=yC2’(s), Z,=yC2’(b), Zd=t, Z5=b, Z,=S- 1, Z7=R. 
A;, vi 
ti b, la 2a 3a 3b P P4 P6 P’ ZI z2 23 z4 25 26 27 
1 la 1 2 1 001111 
2 2a 1 1 1 1 1 2 4 3 1 
2b 2 -2 1 002222 
3 3a 1 2 -2 111365 3/2 
3b 1 2 1 1 1 3 7 5 715 
3c 2 3 -4 6 1003333 
3d 0 2 -4 1003542 
L, 2 1 2 2 
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Table 5 (contd.). t=4. 
A,- Wi 
b, 4a 4b 4c 4d 4e 4f 4g 4g ps p9 p” p” p12 ZI z2 z3 z4 ZS z6 27 
4a 11111223 5 -8 -2 8 -3 1114 872 
4b 1220014 8 -8 -4 4 1 1 1 4 9 7 44/23 
4c 1 0 0 0 0 2 1 1 1 4 10 7 15/8 
4d 1 0 0 0 2 2 -2 1 1 1 4 10 7 12/7 
4e 1 1 2 2 -4 2 1 1 1 4 10 8 7/4 
4f 1 1 2 2 -4 2 1 1 1 4 10 8 12/7 
4g 1 4 4 -4 1 1 1 4 11 8 33/20 
4h 1 1 1 1 1 4 12 8 3/2 
4i 23453346 - 10 24 -6 -16 6 1 0 0 4 44 4 
4j 01240014 -8 12 4 -4 1 004 653 
4k 0 0 1 1 0 1 I 2 2 4 -2 1 004 653 
41 01222024 -8 4 8 -4 1 004 76 5/2 
4m 0 0 2 2 0 0 1 4 -8 -4 4 1 004 86 12/5 
4n 00010001 -2 1 1014 862 
4 58222241 
(1) the number of sites connected to U, (2) the number of sites vertex biconnected 
to U, (3) the number of sites edge biconnected to U. The resulting mean size series 
has been published up to p35 [18] and we give the series for the expected number 
of biconnected vertices obtained from an extension of the data in Table 5, up to 
order p” in the next section. Z,, Z, and Z, determine the non-nodal contributions 
I+v~, vBB, and wBs to the susceptibilities xt, xBB, and x BS corresponding to the 
expected length and the expected numbers of edges and vertices (not counting u) in 
the backbone respectively. Notice that vyBB = 2p and vBS = SN, and using (5.10) and 
(5.12) xBB and xBS are therefore trivially related to the mean size of clusters as was 
shown in [S]. The resistive susceptibility xR has been given to order pt’ in a 
previous paper [5]. 
6. Application to the pair biconnectedness for bond percolation on the directed 
square lattice 
The expected number of vertices which are m-connected to the vertex u is related 
to the pair m-connectedness defined in Section 1 by 
This function is expected to diverge at the critical probability pLm”’ with critical 
exponent yCm) that is 
Scrn)(p) - 0, _p ) ~ Y(‘“’ U C for p-+p(m) C . (6.2) 
By extending the data of the previous section we have obtained series in powers of 
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Table 6. Various non-nodal susceptibility functions obtained using the variables Z,, . . . . 27 of Table 5 in 
equation (5.7). The figure in the nth row of the table is the coefficient of p”. 
n SN Y(2’(u) Y@‘(e) Y” YBB YBS YR 
1 2 2 2 2 2 
L 
3 
4 - 1 1 1 -2 0 - 1 -3 
5 
6 - 2 2 2 -6 0 - 2 -9 
7 2 6 0 2 49/5 
8 - 5 5 5 -20 0 - 5 -30 
9 8 32 0 8 1180/23 
10 - 14 12 10 - 70 0 - 14 -339379/3220 
11 24 124 0 24 964792/4991 
12 -41 30 23 -248 0 -41 -26401216801/70822290 
p for St2)(p) up to order 17 for both edge disjoint and vertex disjoint paths on the 
directed square lattice. The series are 
S;2)(p)=p4+2p6+6p8+14p’o+38p’2-8p’3 
+ 108~‘~ - 44~” + 297~‘~ - 160~‘~ (6.3) 
for edge-disjoint paths and 
S~2)@)=p4+2p6+5p8+12p10+30p12-4p13 
+ 82~‘~ - 28~‘~ + 226~‘~ - 112~‘~ (6.4) 
for vertex disjoint paths. Notice that both series start at p4 and the first two terms 
are the same. A PadC approximant analysis of these series suggests that the critical 
probability pp’ is the same as pc. A corresponding result for the undirected square 
lattice has recently been proven [22]. Using the recent value pc = 0.64470 [ 181, 
obtained from analysis of 35 terms of the cluster size series, we have obtained the 
biased estimates 
#2) = 
t 
1.13 -t 0.05 edge disjoint, 
1.03 + 0.03 vertex disjoint 
(6.5) 
Ordinary Dlog PadC analysis was used since corrections to the scaling formula (6.2) 
were found to be analytic [18]. We expect the values of yC2) for edge and vertex 
disjoint paths to be the same. The fact that our results are slightly inconsistent is 
probably due to the relative shortness of the series. 
7. Summary 
We have described an extension of the perimeter method for obtaining power 
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series expansions for lattice structures which takes advantage of the special proper- 
ties of backbone functions. The fundamental equations are (2.4) and (2.5) which 
take on several different forms when adapted for computational purposes. The 
generalised correlation function T,,(p) = &(Z,,) is best calculated using equations 
(2.13) and (2.15) for both undirected and directed percolation. For the susceptibility 
x,@) of an undirected lattice equations (3.10) and (3.12) should be used or their 
variants obtained by replacing B(g) by g(g) and [a by <. For directed percolation 
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using the non-nodal graph technique together with graph 7a, and graphs ul and u2 which are only 
required for undirected percolation. 
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the susceptibility is generally calculated using (3.1) and (3.3), but for susceptibilities 
corresponding to connectedness functions and additive backbone functions 
equations (5.7) and (5.8) are more efficient since only a strip of the A matrix in (3.3) 
need be calculated. The conjecture of Section 2, if valid, avoids the inversion of an 
extremely large (although triangular) matrix. We have expanded several backbone 
properties of the directed square and the directed simple cubic lattices for bond 
percolation upto p17 and p” respectively with and without the conjecture and 
found agreement. 
Our results for the expected number of biconnected vertices on the square lattice 
are tentative and are primarily to illustrate the method. The erratic nature of the 
early terms of the series compared with those of the resistive susceptibility [.5] means 
that a considerable extension of the series would be required to obtain reliable Pad6 
approximant results. Such an extension may be possible since only non-nodal graphs 
need be considered for the vertex biconnectedness. We consider that the possibility 
Y (*) = 1 is not excluded by our results. 
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