ABSTRACT. The Ostrovskyi (Ostrovskyi-Vakhnenko/short pulse) equations are ubiquitous models in mathematical physics. They describe water waves under the action of a Coriolis force as well as the amplitude of a "short" pulse in an optical fiber.
INTRODUCTION AND MAIN RESULTS
The Ostrovskyi model, which is ubiquitous in the modern water waves theory, is given by,
The related, generalized Ostrovskyi/Vakhnenko/short pulse equation is the corresponding equation with cubic nonlinearity (1.2) (u t − u xxx − (u 3 ) x ) x = u.
These models have attracted a lot of attention in the last thirty years, as models of water waves under the action of a Coriolis force, [11, 12, 1] , as well as the amplitude of a "short" pulse in an optical fiber, [13] . In this paper, we shall be interested in the dynamics of a family of problems, which contains these two. More specifically, we consider the following generalized Ostrovskyi models
Clearly, (1.3) , in the case p = 2 is nothing but (1.1), while (1.4), for p = 3 is (1.2). Let us comment on the seemingly more general form of the equations that appear in other publications, (1.5) u t − βu xxx − σ(|u| p ) x x = γu, (x, t ) ∈ R × R Using the scaling transformations t → at , x → bx, u → cu, we obtain the equivalent problem Thus, our model, (1.3), covers the cases for which = 1. Let us record another, mostly equivalent formulation of (1.3) and (1.4). Using u = v x in (1.3) and integrating once (by tacitly assuming that v, v x vanishes at ±∞), we get
Regarding local and global well-posedness for these models, most of the theory has been developed for standard quadratic and cubic models (1.1), [2, 13, 15, 16, 10] . Extensive further references to earlier works can be found in [15, 16] .
The main purpose of this paper is the study of traveling wave solutions, namely functions in the form φ(x − ωt ). More specifically, plugging in this ansatz in (1.7) turns it into the profile equation These are fourth order nonlinear ODE's, for which there is not very well-developed theory. In particular, for non-integer values of p, existence has been proved by variational methods, [4, 5, 3] , so that (1.8) is an Euler-Lagrange equation for these constrained minimizers. Regarding uniqueness, which is well-known to be a hard issue 2 is only known in the case p = 2. This is the main result of [17] , where it is shown that localized solutions are unique, together with some asymptotic decay properties of φ and its derivatives. Note that the result obtained there rely heavily on the quadratic nonlinearity as well as the precise structure of the equation. We provide an independent analysis of the elliptic profile equations, (1.8) and we also compute, what we believe, are the sharp spatial exponential rate of decay, see Proposition 3 below. Our approach to (1.8) is variational, but rather different than the works [3, 4, 5] . More precisely, Levandosky and Liu construct their waves as minimizers of energy, subject to a fixed L p+1 norm. This method allows for a construction of waves for virtually any power of p > 1. As shown therein, some of these waves, for large enough p, are spectrally unstable. On the other hand, our goal is to construct the so-called normalized waves -that is, we construct the waves to minimize energy, by keeping their L 2 norm fixed. As we show later in the paper, see Theorem 1, this imposes restrictions on p, but the result is that all of these waves are necessarily spectrally stable. We state our results below, starting with the existence, and then proceeding onto the stability. 
Our existence results are as follows.
Theorem 1 (Existence of solitary waves). Let λ > 0. Then,
• For 1 < p < 3, the constrained minimization problems (1.9) and (1.10) have solutions ϕ λ and φ λ . In addition, φ λ ∈ H 2 ∩Ḣ −2 (R), ϕ λ ∈ H 4 (R) : ϕ λ = φ λ and they satisfy, for some ω = ω λ ∈ (−∞, 2) • For 1 < p < 5, the minimization problems (1.11) and (1.12) and have constrained minimizers, ϕ λ ∈ H 4 (R), φ λ ∈ H 2 ∩Ḣ −2 (R) : ϕ λ = φ λ , which satisfy the The waves ϕ λ , φ λ satisfy (1.13) and similar statements hold for the waves U as in the case
Remarks:
We refer to the waves U at the end of the statements as limit waves. As such, they do satisfy the Euler-Lagrange equations.
• The waves ϕ λ , φ λ , which initially satisfy the Euler-Lagrange equation in a weak sense, are actually smoother solutions, see Proposition 2 below.
• The waves satisfy the decay bounds (1.13) hold whenever one has a weak solution of (1.8), see Proposition 3. This result matches the results in Zhang-Liu, [17] , see Lemma 3.2 and Remark 3.1, p. 824, for the case ω < −2. For the case ω ∈ (−2, 2), the new bound (1.13) provides the sharp rate of decay for the solitary waves.
• If one knows a priori that the Euler-Lagrange equation has unique solution, for a fixed value of ω = ω λ , then this solution is of course exactly the limit wave at that λ. As we have mentioned above, the uniqueness is only known for the case p = 2 in [17] .
Let us again point out that in [4, 5, 3] , the authors have constructed traveling waves for values of p beyond the range of Theorem 1, due to the use an alternative variational approach. Another item, which is worth discussing are the properties of the mapping λ → ω λ . We have the following proposition. 
Stability results.
Let us start by describing in detail the state of the art, regarding the stability of the Ostrovsky waves. Liu and Ohta, [8] and by a slightly different method, Liu, [7] have established the orbital stability for the classical Ostrovsky's equation (i.e. p = 2) for large speeds. Another, set stability result, sometimes referred to as weak orbital stability, is given in [9] . In the works, [4] , [5] , Levandosky and Liu have constructed the waves for the generalized problems and they have shown that their orbital stability is reduced to the convexity of certain scalar functions, a la Grillakis-Shatah-Strauss. In [3] , Levandosky obtained rigorously the orbital stability of the waves near some bifurcation points. In addition, he has launched an impressive numerical study, which was our main motivation for this work.
In order to state our stability results, we need to introduce the linearized operators as well. Namely, for a traveling wave φ, solving either one of the elliptic equations in (1.8) 
Setting the stability ansatz v(t , x) = e t µ z(x) in (1.14), we obtain the eigenvalue problem in the form
. Spectral instability here is understood as the existence of a non-trivial pair (µ, z) : ℜµ > 0, z = 0, z ∈ D(L + ), so that (1.15) is satisfied. Spectral stability means non-existence of such pair.
The eigenvalue problem (1.15) is a non-standard one, although problems in this form were recently considered in the literature. An equivalent formulation, which is technically more convenient for our approach is the following: write
In terms of the new operator µz x = −∂ x L + z x . Since the function spaces require vanishing at both infinities, this is equivalent to µz = −L + ∂ x z or −µ is an eigenvalue for −L + ∂ x . Equivalently, −µ is an eigenvalue for the adjoint −∂ x L + or
Thus, the spectral stability of the traveling wave φ(x − ωt ) is equivalent to the non-solvability of (1.16). Our main result is the following 
Remark:
• Note that here, we make the assumption 2 ≤ p. This is likely only a technical assumption, which we cannot remove for now.
• According to Proposition 1, ω (λ) exists at least a.e., so limit waves are at least almost everywhere spectrally stable.
Finally, we have the following result, which follows in a straightforward manner from Theorem 2.
Theorem 3. For 2 ≤ p < 3 and for each λ > 0, there is a limit wave Φ λ of (1.10), which is spectrally stable. Similar result holds for limit waves of (1.9). For 2 ≤ p < 5 and for each λ > 0, there is a limit wave Φ λ for (1.12), which is spectrally stable. Similar result for (1.11).
Remarks:
• The restriction p ≥ 2 is of technical nature and it is likely removable. The result should hold to all p > 1.
• The restriction p < 3 for the model (1.10) appears in the existence argument. We claim that this is not an artifact of the method. In fact, the numerical investigations in [3] clearly show the emergence of unstable waves as p crosses the threshold p = 3. On the other hand, the waves constructed herein are stable. So, we conclude that the restriction p < 3 is necessary 3 for the existence results in Theorem 1.
Theorem 3 has an easy corollary in the cases when uniqueness is known -all solitary waves are stable. In particular, for the case p = 2, this is known as a consequence of the work of ZhangLiu, [17] . So, we can prove the following result. The paper is organized as follows. In Section 2, we state some preliminary results and background information -most of these are well-known or standard, yet others, like Proposition 3 require quite a bit of analysis. In Section 3, we present the variational construction of the waves. In Section 4, we derive various smoothness properties of the functions ω(λ) and its antiderivative. These are necessary for the stability considerations later on. In Section 5, we present the proof of Theorem 2. On the surface, Theorem 2 is a technical result about the stability of (almost all) limit waves, a seemingly esoteric object. Nevertheless, from it, we easily derive, in Section 6, what we consider to be the main results of the paper -Theorem 3. It claims the existence of a stable wave Φ : Φ 
PRELIMINARIES
First, we introduce some notations. We use the standard definition of norms in L p spaces. The Fourier transform and its inverse will be in the form
Consequently, we define all Sobolev norms
. and the homogeneous versionsḢ α via the semi-norms
2.1. Weak solutions and bootstrapping regularity. In our considerations, we will need to rely, at least initially, on a weak solution formulations of certain elliptic PDE's, specifically (1.8). More concretely, Definition 1. We say that g ∈ H 2 (R) is a weak solution of the equation 
A simple observation is that if g is a weak solution of (2.1), in the sense of Definition 1, then we can bootstrap its smoothness, namely g ∈ H 3 (R). Indeed, since the operator
Of course, this is the formal solution of (2.1), which should mean thatg = g , which we will prove momentarily. Before that, let us observe that due to the smoothing nature of (∂ 
x )h〉 for all h, whence g =g . In particular, we have shown the extra regularity g ∈ H 3 (R). One can immediately bootstrap this to g ∈ H 4 (R) by taking into account the representation g = (∂ 4 x + 1) Due to this result, we will henceforth not make the distinction between weak and strong(er) solutions of our profile equations.
Exponential decay of the waves and eigenfunctions.
In this section, we show that the solutions to the elliptic profile equations (1.8) have exponential decay at ±∞, and in fact we are able to compute explicitly the leading order terms. Similar result holds for any element in the kernels of the linearized operators L + , L + . The precise result is as follows.
Proposition 3. Let φ ∈ H
4 solves either of the fourth order profile equations (1.8), with ω < 2.
Then, φ, φ both have exponential decay at ±∞ and in fact,
In addition, every eigenfunction of L + Ψ = 0 has the same exponential decay. Similarly, let φ ∈ H 2 ∩Ḣ −2 solves, for ω < 2,
Then, φ has the same exponential decay as in (2.2) , together with the eigenfunctions corresponding to zero eigenvalues for L + .
We postpone the proof of Proposition 3 to the Appendix.
2.3. Pohozaev identities. 
More concretely, for every test function h
Proof. Multiplying (2.3) by φ and integrating over R we get
Now, multiplying (2.3) by xφ (recall that according to Proposition 3 this function has exponential decay) and integrating over R we get
Solving (2.7) and (2.8) for R φ 2 d x and ω φ 2 d x we get (2.4). Finally, the proof of (2.6) follows similar path.
An easy corollary of Lemma 1 is the following lemma.
Then, the following identities hold
(2.10)
(2.12)
Proof. Just apply Lemma 1 to the function g , where φ = g . Note that g ∈ H 2 solves (2.3) or (2.5).
Instability index theory.
In this section, we present the instability index count theory, specifically applied to eigenvalue problems in the form (1.16). As we have previously discussed, the main issue is whether or nor, the eigenvalue problem (1.16) has non-trivial solutions (µ, z).
To that end, we mostly follow the theory developed in [6] , in the specific case when the selfadjoint operator is J = ∂ x . More specifically, consider a (slightly more general) eigenvalue problem
where we requite the following -there is Hilbert space X over the reals, so that • L : X → X * is a bounded and symmetric operator, in the sense that (u, v) → 〈L u, v〉 is a bounded symmetric form on X × X .
, which is equivalent to the number of negative eigenvalues of the operator L , counted with their respective multiplicities. Consider the gen- [6] ) asserts that 6 the number of solutions of (2.13), k unst abl e is estimated by (2.14)
In particular, and this is what we use below, if n − (L ) = 1 and k ≤0 0 (L ) ≥ 1, the problem (2.13) is spectrally stable. At this point, we point out that the spectral problem (1.16) conforms to this framework, once we take the Hilbert space X := H 1 (R) ∩Ḣ −1 (R) over the reals. Let us now derive the so-called Vakhitov-Kolokolov criteria for stability 7 . Assume that Ψ is
Note that in our specific case, the eigenvalue problem (1.16) satisfies L [φ λ ] = 0, as long as φ λ is a minimizer of (1.10), (1.12) respectively. Thus, we have proved the following 
This corollary is our main tool for establishing strong spectral stability for our waves φ λ . 6 Theorem 2.3, [6] is actually much more general, but we state this corollary, as it is enough for us 7 Although the original criteria and his derivation was done, strictly speaking in the NLS context, it introduces an important quantity, which turns out to be relevant in wide class of Hamiltonian stability problems.
2.5. Convexity/concavity criteria. The following lemma was proved in [14] .
Then, f is concave down on (a, b).
Sampling a W
1,1 function. We have the following elementary lemma, which may be of independent interest.
Lemma 4. Let N > 1 be an integer and f
as ε → 0+. More precisely,
equal intervals and compare one of them with the integral over the interval [nε, nε + ε N
). We have
Now, using this last estimate, we get, after adding and subtracting
Rearranging terms and using the estimate for
Dividing by N yields the claim.
VARIATIONAL CONSTRUCTION
In this section, we provide the variational construction of the waves. It turns out that for some aspects of the construction, it is more beneficial to look at the following alternative I , J defined in the beginning. Introduce the following functions, which are the corresponding infimums, if they exists, of the constrained minimization problems
These are usually referred to as cost functions. We have the following sequence of lemmas, that establishes some important properties of the functionals and the m functions. Proof. Indeed, it is simple to see that m J ≥ m J . From the GNS inequality,
we have 
The next result is about the equivalence of m I , m I , and m J , m J respectively.
Proof. On one hand, let φ be a compactly supported function such that there exists a δ > 0, so that φ(ξ) = 0 for all |ξ| < δ and φ 2 = λ. Note that for such functions, ∂ −1
x φ is well-defined. Denote the set of all such φ as A λ , noting that A λ is dense in H 1 . For such a φ
x φ] ≥ m I (λ). Taking the infimum over all φ ∈ A λ gives us m I (λ) ≥ m I (λ). On the other hand,
So, m I (λ) = m I (λ). Now, suppose ϕ λ is a minimizer for (3.1), then, clearly, for φ λ := ϕ λ we have
3.2. Minimizing sequences produce non-trivial limits. Now that we know that the minimization problems with cost functions m I and m I are equivalent, suppose
is a minimizing for I , subject to the constraint u
, such that
for J . We have the following key lemma, that shows that such minimizing sequences can not possibly be trivially converging to zero.
Lemma 7.
For any minimizing sequence satisfying (3.7)( (3.8) respectively),
Proof. First of all, clearly, I 3 , J 3 ≥ 0. Let λ > 0. We treat the two cases separately.
Proof of J 3 > 0 Suppose for contradiction that J 3 = 0. Then we can estimate the infimum explicitly
In fact, there is an equality above, as it suffices to take a function, whose Fourier transform is highly localized around say ξ = 1. The point is that this infimum is actually strictly smaller than λ, which would give us the contradiction sought in this case. To see this, let χ 1 be a Schwartz function, whose Fourier transform χ 1 is an even bump C ). Multiplication by a constant will help us to achieve χ 2 2 = λ/2, which we assume henceforth.
Next, consider the function
By the support properties of χ and χ
Since χ is even, we have that the function
is real. Next, using the fact that χ( ξ−1 ε ) and χ( ξ+1 ε ) have disjoint support and change of variables
Note that the denominators above are never problematic, as they vanish away from the support of χ. On the other hand, using lemma 4 and the non-negativity of χ, we get
Combining (3.10) and (3.11) we obtain
which implies that for p < 5, m J < λ and this is a contradiction with (3.9). Thus, J 3 > 0.
Proof of I 3 > 0 The considerations in this case are considerably more involved. Similarly to (3.9), we first establish that m I ≥ λ in this case. There is a slight twist that the quantity R |u| p ud x is not necessarily non-negative anymore. However, since the other two quantities in the definition of I are positive definite, we can (by switching u → −u if necessary) to assume that the infimum is taken over u, with the property R |u| p ud x ≥ 0. This will give a better (i.e. smaller or equal) m I , which is what needs to happen anyway as m I is the infimum. Then, it is clear that
On the other hand, our assumption that I 3 = 0, means that the opposite inequality also holds true as
This means, in particular that m I ≥ λ, as we have argued before. We will show that this is contradictory. To that end, consider
with χ as before and max(
This is possible, due to the assumption 1 < p < 3. Note that α > 2 p+1 > 1 2 , due to the same assumption. Then the function
is real and even. Similarly to (3.10) we get
for all ε small enough. Indeed, all terms in V J , have disjoint Fourier support, due to the properties of χ. However, the dominant terms, due to the choice of α, are those with α in front of it, whence the bound O(ε 2α ). Now, we are going to show that (3.12)
which will finish the proof of lemma, since
2 )) and split the integral as follows
For the first term we have
as ε → 0+. Now we show that the second term is bounded below by C ε p−1 2 +α , and hence is dominant. In order to prepare the calculation, note that for x : | cos(x)| > ε 1/2−γ , and << 1,
where in this calculation, we have implicitly used that α > Thus, inputting this expansion below,
where we have introduced two quantities K ,Q. Clearly, since 2γ < 1, the term O(ε p−1
. This implies (3.12) and the the proof of Lemma 7 will be complete. First, let us deal with K .
The change of variables y = π/2 − x yields
and hence integrating by parts yields
since F is continuous function. Now, we prove the claim about I 2 . Similarly, to I 1 we can write
Noting that p( Splitting each of the intervals [2πn, 2π(n + 1)) into eight pieces as follows
and then pairing them as in Figure 1 yields
Note that the first four terms are all positive for all values of n. In addition, taking the first term
by Lemma 4. On the other hand, for the error terms we have a bound of O(1), since
and, similarly, we estimate the three other error terms.
We are now ready to present the main result of this section.
Existence of the waves.
Proposition 4. Let 1 < p < 3. Then, the minimization problem (3.1) has a solution. For 1 < p < 5, the minimization problem (3.2) has a solution.
Remark: By Lemma 6, this implies the existence of solutions to (3.3) and (3.4), in the corresponding range of p. The proof of Proposition 4 is based on the method of concentrated compactness. In the compensation compactness arguments, the sub-additivity of the function λ → m(λ) plays a pivotal role. We begin with this lemma. Note that the technical Lemma 7 is needed precisely in this step. ii) Suppose 1 < p < 5 . Then for all 0 < α < λ we have that the strict sub-additivity condition holds for m J , namely,
Proof. The proofs of i) and ii) are identical. Let us prove i). First, we claim that the function
λ is strictly decreasing. Indeed,
where the strict inequality follows from the fact that by lemma 7 there exist a minimizing se-
(otherwise we argue with λ − α), since
is decreasing, we get
By the concentration compactness lemma at least one of the following holds:
such that for all ε > 0 there exists an R ε > 0 satisfying
iii) Dichotomy. There exists an α ∈ (0, λ) such that for every ε > 0 there exist R, R k → ∞, y k and k 0 such that for all k ≥ k 0 
, (3.13) where in the last line, we have used that u k H 2 is a bounded sequence. By the assumed vanishing, choose k 0 so large that for all k ≥ k 0
for all y ∈ R. We can cover the real line with intervals ∪ ∞ n=0 B (y n , 2) so that each x ∈ R belongs to at most ten intervals and ∪ ∞ n=0 B (y n , 1) still covers the whole line. Using (3.13), we obtain
which is a contradiction, for sufficiently small > 0. Indeed, recall that sup k u k H 2 < ∞, while by Lemma 7,
Hence, vanishing cannot occur.
Dichotomy cannot occur.
Suppose dichotomy occurs. Let η 1 , η 2 ∈ C ∞ (R), satisfying 0 ≤ η 1 , η 2 ≤ 1 and
Dichotomy implies that there exists a subsequence of {u k } ∞ k=1
(re-indexed to be {u k } ∞ k=1
again) and sequences {R
and {b k } ∞ k=1
be sequences of real numbers converging to 1 such that
for all k. It is easy to see that the following holds
It follows that
where β k → 0. Taking the limit as k → ∞ we obtain
which contradicts the strict sub-additivity condition shown in lemma 1.9. Hence dichotomy is not an option.
3.3.3.
Tightness implies existence of a minimizer. Now, using tightness we show existence of a minimizer. We show it only for the I functional, but the steps for the J functional are exactly the same, if not easier.
is bounded on H 2 (R) there exists a weakly convergent subsequence to some v ∈ H 2 (R), renamed to {v k } ∞ k=1
again. From tightness it follows that for all ε > 0 there exists an R ε satisfying (3.14)
By the Rellich-Kondrachov theorem
). Taking ε = 1/n and letting n → ∞ in (3.14) we can find a subsequence of {v k } ∞ k=1
, again renamed to be the same, so
With this in hand, we can show that
Indeed,
where we have used the inequality ||x| p x − |y| p y| ≤ C |x − y| |x| p + |y| p which holds for all real numbers x and y, the Cauchy-Schwartz inequality and the fact that
is bounded in L ∞ (R)). Finally, the lower semi-continuity of norms with respect to weak convergence and (3. Note that the proof of the last step (and as we have shown above, only the last possibilitytightness is possible) shows a bit more. Namely, every minimizing sequence u k , after eventual taking subsequences and spatial translations, converges strongly in the norm H 2 to the limit u. 
By the semi continuity of the norms with respect to weak convergence and the parallelogram identity, it follows that we can upgrade the weak convergence to strong one, that is lim
We formulate it precisely in the following proposition. 
Similar statement for 1 < p < 5 and any minimizing sequence for (3.4).
These waves will play a distinguished role in our arguments later on, so we name them.
Then, we say that the function Φ is a limit wave for the constrained minimization problem (1.10) (or (1.12) respectively).
Remark: According to Corollary 2, limit waves are constrained minimizers of the corresponding constrained minimization problems.
The next order of business is to derive the Euler-Lagrange equations.
3.4. The Euler-Lagrange equations -fourth order formulations.
Proposition 6.
• For 1 < p < 3 and λ > 0 there exists a function ω(λ) such that the minimizer of the constrained minimization problem (3.1) φ λ satisfies the Euler-Lagrange equation
where
and λ > 0 there exists a function ω(λ) such that the minimizer of the constrained minimization problem (3.2) φ λ satisfies the Euler-Lagrange equation
λ, where h is a test function. Clearly, u δ satisfies the constraint and expanding I [u δ ] in δ we get
for all δ ∈ R we conclude that
holds for all h, i.e., φ λ is a distributional solution of the Euler-Lagrange Equation (3.16) . For the minimizers of (3.2), we proceed analogously to establish (3.17).
3.5. The Euler-Lagrange equations -second order formulation.
Proposition 7.
• For 1 < p < 3, there exists a function ω(λ) such that for all λ > 0, the minimizer of the constrained minimization problem (3.3) φ λ satisfies the Euler-Lagrange equation
In addition, the linearized operator
In fact, L + has exactly one negative eigenvalue.
• For 1 < p < 5, there is ω(λ), such that for all λ > 0, the minimizer of the constrained minimization problem (3.4) φ λ satisfies 8 the Euler-Lagrange equation
and it possesses exactly one negative eigenvalue.
Proof. The derivation of the Euler-Lagrange equations is pretty similar to the one presented in the fourth order context, Proposition 6. For an arbitrary test function h and δ ∈ R, consider
for all δ ∈ R, we conclude that
holds for all h. That is φ λ is a distributional solution of the Euler-Lagrange Equation. According to Proposition 2, this solution is in fact an element of H 3 and (3.18) is satisfied in the sense of L 2 functions. The fact that φ λ is a minimizer also implies that the coefficient in front of δ 2 must be nonnegative. Choosing h orthogonal to φ λ with h = 1, we conclude that
i.e., the operator
satisfies 〈L + h, h〉 ≥ 0 for all h orthogonal to φ λ with h = 1, which implies that it has at most one negative eigenvalue. On the other hand, recalling that R |φ λ | p φ λ d x > 0, we compute
So, L + has at least one negative eigenvalue. Hence it has exactly one negative eigenvalue. The second part of the proposition is proven similarly expanding J [u δ ] in powers of δ.
in a weak sense
The next corollary is a consequence of the Pohozaev's identities and the fact that our waves are minimizers 9 .
Corollary 3. Let φ λ be a minimizer for either one of (3.1), (3.3), (3.2), (3.4). Then, for each
Proof. Let φ λ be a minimizer for (3.1), so in particular φ λ 2 L 2 = λ. Then, we have m(λ) < λ, as established in the proof of Lemma 7. Therefore
Rearranging terms yields
Since φ λ also satisfies (2.4), we get
Combining (3.22) and (3.23), we have that
Recalling again that R |φ λ | p φ λ d x > 0, we conclude that ω(λ) < 2. Similarly for the minimizers of the other three variational problems.
THE FUNCTIONS m(λ), ω(λ)
In this section, we discuss a number of useful properties of the functions m, ω, which will be useful in the sequel. We organize them as sequence of related lemmas, as these may be of interest in future investigations of related problems.
The first result is a technical statement, which claims that in the definitions of m I , m J (with similar statements for m I , m J ), we can restrict the infimums over locally bounded (in λ) sets in H 1 . As an almost direct consequence, we also obtain that m(·) is Lipschitz continuous.
In addition, the function λ → φ λ H 2 ∩Ḣ −2 (for the solutions of both (3.18) and (3.20)) is locally bounded. That is for each 0 < a < b < ∞, there is C = C a,b , so that
9 It is possible that the conclusions of Corollary 3 are valid, by just assuming that φ satisfies the elliptic profile equations, without being a constrained minimizer, but we leave this open at the present time 10 and hence locally bounded Proof. We prove the result for m I , it is analogous for m J . We take a minimizing sequence U j , so that
Since, we can always estimate m I (λ) by a continuous function from above, for example m I (λ) ≤
, it is clear, that we can restrict the infimums to functions with locally in λ bounded H 1 ∩Ḣ −1 norms. For the proof of the local boundedness of λ → φ λ H 2 ∩Ḣ −2 , we could in principle use the representation in terms of of (−∂ 
In view of the formula (4.1) for m I , which allows us to bound the H 1 ∩Ḣ −1 norm of the minimizers (and hence φ λ H 1 ∩Ḣ −1 , which controls |ω(λ)| as well) bounded by some continuous function of λ, we have that the right hand side above is locally bounded function of λ. Thus, λ → φ λ H 2 ∩Ḣ −2 is locally bounded as well.
Regarding the Lipschitzness of λ → m I (λ) (the argument for m J is identical), it suffices to show that the the function k(λ) := m(λ) λ is Lipschitz continuous. Clearly,
By the continuity of C p (·), we can find small δ 0 > 0, so that for all 0 < |δ| < δ 0 , there is
For such δ and u, we have that
where the error term may be estimated by
where we have taken into account the Sobolev embedding L p+1 → H 1 and the bound u H 1 ≤
10(1 +C p (λ) λ).
Taking supremum over such u yields
which is the desired Lipschitzness, with (the explicit) continuous functions D λ,δ as its locally bounded Lipschitz constants.
We have now established that the function m(·), as a Lipschitz continuous function, has a derivative a.e. on (0, ∞). Our next lemma provides an important formula for this derivative as well as further smoothness properties. For p ∈ (1, 3) , the function m I (λ) is differentiable a.e. and m I (λ) = I
Lemma 10.
for every ∈ R and test functions h. Then, we employ the expansion
which is obtained just as the one in the proof of Propostion 7. Taking h = φ λ yields
Thus,
whereas taking lim →0− yields
. The same proof applies to m J .
Lemma 11. The function λ → ω λ is continuous for all λ ∈ (0, ∞).
Proof. We consider the case of the variational problem (1.10), the others proceed in a similar fashion. To that end, fix λ > 0. We will show that for every {δ j } j : lim j δ j = 0, there is a subsequence δ j k , so that lim k ω λ+δ j k = ω λ . At the point λ+δ j , by Proposition 4, there is a minimizer φ λ+δ j . Since λ → m I (λ) is a continuous function, the functionsφ j := λ φ λ+δ j λ+δ j provide a minimizing sequence for the variational problem (1.10). Note that since δ j → 0, lim j φ j − φ λ+δ j H 1 ∩Ḣ −1 = 0.
By Corollary 2, there is a limitφ in 
It is now straightforward to see that lim k ω λ+δ j k = ω λ . Indeed, we have
where we have used again ||x| p x − |y| p y| ≤ C |x − y| |x| p + |y| p , Cauchy-Schwartz and various Sobolev embeddings. Clearly, this last expression converges to zero as k → ∞.
Now that we have established that ω(λ) is a continuous function, it follows that the function m I is actually continuously differentiable. Indeed, m I is Lipschitz continuous according to Lemma 9( and so, absolutely continuous), has a.e. derivative for all λ and furthermore, for each 0 < λ 1 < λ 2 < ∞,
We will now show that λ → m I (λ) is concave down as well.
Lemma 12. m I is concave down, so m I has second derivative a.e. in λ.
Proof. As a consequence of (4.4)and (4.5), for every > 0,
Writing the same inequality, with replaced by − and adding them together, we obtain
Apply this inequality to the eigenfunction χ λ : χ λ = 1, corresponding to the negative eigen-
Using the representation (4.7),
Plugging this back into the relations above, we obtain (4.9) 
Thus, the lemma follows from Lemma 3.
An immediate corollary of the proof of Lemma 12 is the following. Proof. We have already established that m is concave down, whence its derivative
is nonincreasing and a.e. differentiable. Note that (4.9) implies that for all points of twice differentiability of m (or points of differentiability of ω), Indeed, on one hand, since we have that for the minimizers |u| p−1 u > 0, we have that
On the other, taking a function in the constraint set of k, i.e. u x + ∂ −1 
Clearly, this goes to −∞ as λ → ∞, so by L'Hospital rule,
This shows that the continuous and non-increasing function takes all values in the interval (−∞, 2).
PROOF OF THEOREM 2
In this section, we provide the rest of the proof of Theorem 2. We will mostly stick to the second order formulation, as this is technically more convenient 12 , in addition to the fact that it fits to the scheme in [17] . We start by a technical lemma, which asserts that the kernel of the linearized operator L + is at most two dimensional. Recall that a direct differentiation in the profile equation (1.8) 
We postpone the proof of Proposition 8 to the Appendix. Now that we have narrowed down the kernel of L + to at most one extra dimension, in addition to φ λ , we are ready for the main result of this section, which provides the rest of the proof of Theorem 2. Recall that the other eventual eigenfunction, Ψ λ , has also exponential decay, due to the results in Proposition 3.
Proposition 9. Let 1 < p < 3, λ > 0, so that ω (λ) exists 13 . Let Φ λ be a limit wave, that is
The same result, for 1 < p < 5 applies to the limiting waves Φ λ of (3.4). 
Proof. Recall that according to Proposition 8, K er
We now project z k onto the piece along Ψ λ and a piece orthogonal to it, more specifically
Based on (5.3) however (and Hölder's and Sobolev embedding), we have the bound
). Plugging this back in (5.5), we obtain
Keeping in mind that p > 1 and δ k |z k H 1 → 0, we have that for all large enough k,
In addition, since lim k
we have the bound
for all large enough k. On the other hand,
Using the bound from (5.9), applying the triangle inequality etc., we obtain (5.10)
Assume for a contradiction that 〈Φ λ , Ψ λ 〉 = 0. Then, taking into account that δ k a k → 0, we obtain from (5.10) that the sequence {a k } is bounded, say |a k | ≤ M λ . Using this information back in (5.9) implies that z k H 1 is bounded as well, whence z k H 1 is bounded too, and then
Since the limit is exactly ω (λ)〈Φ λ , Ψ λ 〉, which is non-zero since ω (λ) < 0 and we have assumed 〈Φ λ , Ψ λ 〉 = 0. This yields a contradiction, which allows us to conclude 〈Ψ λ , Φ λ 〉 = 0. The next step is to show (5.1). Now that we know that
In this case, there is no function Ψ λ and one can in fact invoke the formula
where according to (5.3), we have the bound
, we can rewrite the equation for z k as follows
Taking into account that L −1
All in all, from (5.12), we have
On the other hand,
As we have mentioned, we do not know whether or not this case ever occurs, but we show the formula (5.1) regardless. We assume, only for this portion of the proof that p ≥ 2. As mentioned above, this is only for technical purposes. The important case p = 2 is actually much simpler (as we do not need to employ expansions, so we will not focus to much on it in our argument below).
First note that due to (5. 
Since by the Lebesgue dominated convergence, lim k 〈Ψ 
Finally, we need to compute 〈L −1
We start with the formula (5.14).
in view of (5.19) and δ k a 2 k → 0. Thus, the formula (5.1) is established. As a result, Proposition 9, and with it Theorem 2, are fully proved.
PROOF OF THEOREMS 3 AND THEOREM 4
Fix λ > 0 and let us work with the second order model, (1.3), the other one (1.4) being similar. Pick λ j → λ, so that ω (λ j ) exists 16 and consider the spectrally stable limit waves Φ λ j guaranteed by Theorem 3. Similar to the proof of Lemma 11, we can, by eventually taking a subsequence (which we assume, without loss of generality, to be the sequence Φ λ j ), assume that Φ λ j converges to another limit wave 
we can write
L 2 →L 2 << 1. Indeed, since z is welloutside the spectrum of
On the other hand, by Hölder's and Sobolev embedding, by noting that the constant coefficient portions cancel each other out,
Since lim j Φ λ j − Φ λ H 2 ∩Ḣ −2 = 0, we have indeed (
L 2 →L 2 << 1 for all large enough j , whence the expansion (6.1) is justified and it converges uniformly in the norm of B (L 2 ). Thus, integrating (6.1) on B (z 0 , ), we obtain
−1 d z = P 0 = 0, while for the other terms, we have the estimate
whence, by selecting j so large that
, we obtain the estimate
This is clearly a contradiction, since P 0 = 0, while the right-hand side converges to zero as j → ∞. This establishes Theorem 3. Theorem 4 is nothing but a corollary of Theorem 3, combined with the uniqueness results for p = 2 of Zhang-Liu, [17] . Indeed, for each value of ω 0 ∈ (−∞, 2), by the properties of λ → ω(λ), there is an unique value of λ 0 so that ω(λ 0 ) = ω 0 . Thus, a wave φ λ 0 exists. By the uniqueness, this is exactly the limit wave guaranteed by Theorem 3, which is spectrally stable. APPENDIX A. PROOF OF PROPOSITION 3 We work with the fourth order waves, namely the solutions of (1.8). Noting that ξ 4 − ωξ 2 + 1 > 0, for every ξ ∈ R, since ω < 2, we have that (∂ In this section, we provide the proof of Proposition 8. The approach is a classical one, namely we study the behavior at infinity of the potential eigenfunctions.
To start with, assume that Ψ ∈ K er [L + ]. Note that since Ψ ∈ D(L + ), it must be that Ψ = g , for some function g ∈ H 3 ∩Ḣ −1 . In addition, it satisfies Taking another derivative, which is justified by the smoothness of g , and reorganizing terms leads us to
By the classical theory for the asymptotic behavior of higher order ODE (the potential |φ | p−2 φ is a continuous function dying off at ±∞), the function g must be a linear combination of Jost solutions, which behave, at ±∞, like e κx , where κ solves the bi quadratic characteristic equation
Note that according to Corollary 3, ω λ < 2. Thus, the bi-quadratic equation has the solutions displayed in (A.4).
Clearly, for |ω λ | < 2, then we have a quartet of complex eigenvalues, with non-zero imaginary parts, two of which in the right-half plane, ℜκ > 0 and the two in the left-half plane, ℜκ < 0. On the other hand, if ω λ < −2, we have four real eigenvalues, two of which are positive, two of which negative.
In all cases, taking into account the signs of the real-part of the eigenvalues and the requirement that in order for Ψ to be an eigenfunction, g must be in L 2 (R) (and hence it decays at ±∞), we see that the subspace of possible solutions is at most two dimensional -for example as 
