We consider a VP-based ATM network supporting multiple traffic classes with different traffic characteristics but with identical end-to-end quality of service (QoS) requirement. The concept of effective bandwidth is used to determine the required bandwidth to guarantee the QoS requirement of each traffic class. We study the problem of using dynamic routing to VP-based ATM networks by transforming it into an equivalent multi-rate circuit-switched network problem. To further simplify the analysis, we restrict the choice of path to single-link and two-link routes. We propose a dynamic routing algorithm based on the Least Loaded Routing (LLR) with packing. Simulation results are uscd to compare the performance of this algorithm with other dynamic routing schemes such as LLR.
I. INTRODUCTION
We consider the problem of routing in Virtual Path (VP) based ATM networks. The network selects a path for the new connection, i.e. find a set of VPs to connect the source to the destination. Most of the previous works on routing in VP networks are restricted to homogeneous traffic class. That is? only a single traffic class is supported in each VP network. In [4] , LLR-based routing algorithms for VP networks supporting homogeneous traffic class with one quality of service (QoS) requirement are proposed. In [5] [6], the study is extended to the case in which each VP can support two QoS requirements and MDP-based routing algorithms are also developed.
In this paper. we propose a dynamic routing algorithm that can handle heterogeneous traffic and is implementable in realtime. In Section 11, we introduce the network model to be considered for VP-based ATM networks. We then discuss the routing problem for such VP networks in Section 111. In Section IV, we discuss several previously proposed real-time dynamic routing schemes and also propose our own dynamic routing scheme. Simulation results are presented in Section V to illustrate the relative performance of the different routing algorithms. In Section VI, we draw conclusion in this study.
NETWORK MODEL
Virtual Path (VP) concept is introduced to simplify traffic control and routing. We assume that the ATM network consists of several VP subnetworks, for which nodes are interconnected by VPs. Let us consider a 4-node VP subnetwork as shown in 15 , 2 ) , 14, 6 ) and {4. 3, 2 ) . If a route consists of one VP, it is a direct route; otherwise, it is an alternative route. Following the practice of dynamic routing in telephone networks, we exclude routes that consist of more than two VPs. i.e., {4, 3, 2 } in this example. Hence, the legitimate routes are { 1 }, {S. 2 ) and (4, 6 ) only. The heuristic idea is that it wastes too much network resources to route call over a path with more than two VPs. It is better off to reject the call so that the spare resources can be used to support other users.
Furthermore, Krishnan [9] shows that restricting to 2-link routes imposes no penalty on network cost in broadband .\TM networks Consequently, we shall consider only 1 -link direct VP and 2-link alternative VP in our routing decision. We shall use the words VP and link interchangeably in this paper.
Note that call admission control and routing are coupled problems since the network accepts a call only if it can find a suitable path. The bandwidth requirement for a call is first calculated at call setup with knowledge of the traffic characteristics, such as average bit rate, peak bit rate, and mean burst length. This predetermined bandwidth commonly known as effective bandwidth in the literatures [2] [7] is then used for decision of call admission and routing.
Suppose that there are K types of traffic, and itk sources of type k ( k = 1, . . . , K ) are multiplexed into a single large buffer B with deterministic service rate C . Let W be the stationary buffer occupancy. For asymptotically large B , it is shown in [7] that: where ek (6) is the effective bandwidth for the type k source corresponding to 6 and 6 is a parameter determined by the cell loss probability requirement.
For a call accepted into the network, only the effective bandwidth is guaranteed. If we focus only on the call-level performance. such as call blocking probability, and assume that the effective bandwidth for the same type of traffic is fixed, then the routing mechanism using this predetermined bandwidth can be modelled as a multi-rate circuit-switched network.
In traditional circuit-switched networks, we do not distinguish direct path and alternative path because they require the same amount of bandwidth along the path but it is not the case in ATM networks. For instance, suppose we want to establish a VC between a and b with a required cell loss probability, say E, in Fig. 1 . If we route the call in the direct path { 1 }, the cell loss probability in VP should be less than or equal to E. However, if the alternative route {5, 2 } is used, cell loss can occur at either of the two VP input buffers along the route and thus the sum of the cell loss probabilities of VPs, { 5 ) and {2), cannot exceed E. Hence, the individual cell loss probability in each VP must be less than E, say E/2. This more stringent cell loss probability implies that a larger effective bandwidth is needed in each link.
In this paper, we consider ATM networks supporting heterogeneous traffic with the same end-to-end QoS requirements (e.g., identical cell loss probability). We apply the effective bandwidth method [Z] to find the bandwidth required to support the calls. We learned from the previous discussion that there are two different QoS requirements for the calls using direct and 2-links alternative routes respectively. In order to support two levels of QoS requirements at a node, namely, E and E/2, we allocate dedicated buffers to each class of QoS. We assume that the traffic characteristics of a call do not 2hange as it passes through a VP along its route. This assumption is also adopted in 151. When a call arrives to the network, it will be either carried on a path or lost, depending on the routing policy being used. For each class k call carried on the network, we assume that it brings rk = h:/p, units of revenue to the network. In other words, we lose revenue rk when the class k call is blocked. The objective of a routing scheme is to minimize the expected revenue loss of the network.
The network is described by a Markov chain with a finite number of states, where each state corresponds to the number of directly and alternatively routed VCs on the L VPs. The minimum revenue loss routing problem can be formulated as a Markov Decision Process (MDP). Recent papers by Hwang
[ 5 ] [ 6 ] show that the MDP-based routing algorithms only slightly outperform the LLR-based routing algorithms.
Although [5] [6] only cover the case of supporting homogeneous traffic class in VP-based ATM networks, this may give a hint on the performance of using MDP routing in multiple traffic case. Due to the simple implementation of LLR, we propose a modified LLR algorithm in the next section to handle the muiti-class environment.
IV. DYNAMIC ROUTING ALGORITHMS

A. Leust Loaded Routing
Least Loaded Routing (LLR) is the most popular real-time adaptive routing schieme in traditional single-rate circuitswitched networks because of its simplicity. In [4] and [6] , LLR algorithm is applied )to VP-based ATM networks supporting homogeneous traffic.
In the following, we describe an extended version of the LLR algorithm to handle VP-based ATM networks with heterogeneous traffic. Suppose there are K types of traffic in a VP subnetwork and a class k ( k = 1, ..., K) call arrives at the source node. Let the residual capacity cI be the amount of capacity left unutilizetl on link 1, ( I = 1 ,..., L), at the call arrival instant. Then the resiclual capacity on route R at call arrival is defined as eR = min {el, E R I . Let Tk be the trunk reservation threshold for class k calls, which is the amount of bandwidth reserved for 1-link direct calls. The purpose of trunk reservation is to avoid the instability problem in LLR algorithm as mentioned in [I] . In the later part of the paper, we shall discuss the choice of Tk. Then the free bandwidth of a route is given by f R -T k , which is the bandwidth available for 2-link class k alternative calls. Let Sk be the set of 2-link alternative paths whose free bandwidlh is larger than ba (i.e., Sk = { R I eR -T, 2 b; }). Hence, Sk is referred to as the candidate set for k class k alternative calls.
LLR al~orithm for VP--based ATM networks:
1. First attempt to set up the connection along the direct link if 2 b, .
2. If there is not enough bandwidth to establish the connection in the direct link, select a 2-link alternative path with the largest free bandwidth in sk.
If there are more than one such path, pick one randomly. If the candidate set Sk is empty, block the call. 
4.
LLR tries to evenlly distribute the loading in the network and is efficient for single-rate circuit-switched networks. However, this may not be the best strategy in a multi-rate environment because there are calls with diverse bandwidth requirements in such networks. It is suggested in 131 that packing of narrowband calls (calls require relatively smaller bandwidth) should be employed on some links to leave room on other links for wideband calls. Siebenharr [lo] proposes a dynamic algorithm known as Minimum Free Capacity Routing (MFCR) for VP-based ATM networks with several direct virtual paths connecting a node pair. The MFCR algorithm picks the direct VP with the smallest residual capacity among those VPs having enough residual capacity. Hence, MFCR tries to aggregate the unused bandwidth on one path.
In this paper, we modify the MFCR to find 2-link alternative paths instead of 1 -link direct paths as originally proposed in [ 101. The modified MFCR algorithm is very similar to LLR except in step 2. Our MFCR picks the 2-link alternative route with the smallest free capacity in Sk. Although MFCR can achieve maximum packing, it leads to non-uniform distribution of traffic. It is because packing and uniform distribution of traffic are two conflicting objectives and there is a trade-off between them. Gupta 131 proposes a modified LLR algorithm with packing to deal with this problem for circuit-switched network. In the following, we propose a real-time dynamic routing algorithm for VP-based ATM networks with heterogeneous traffic using both the packing and the LLR concepts.
B. Proposed Routing Algorithm
Suppose there is a class k call destined for a particular 0 -D pair (e.g., from a to b in Fig. 1 ) but there is not enough capacity to carry the call in the direct link (VP 1 in Fig. I ) . Let us further assume that the candidate set Sk of 2-link alternative routes is non-empty. The objective of our routing algorithm is to route the class k call over a suitable alternative path R with minimal effect on future class j (j > k ) calls. It is because we would like to reberve space for fiiture wideband call. For class K call. no packing is needed because it has the largest bandwidth requirement.
binary vector associated with route R for class k calls. where Note that q( cR/bY) is the maximum number of class 0 > k ) direct calls that can be carried on route R. Hence, y k , / is an indicator value to show whether there is a decrease in the maximum number of class j direct calls that can be accepted on route R after a class k call is alternatively routed on R. The vector y R shows how the other class j direct calls will be affected if a class k call is alternatively routed on R. For example, suppose we have four different classes of calls in a network and an arriving class 2 call is to be considered for 
Hence, -5 = 2 for J : = (1,O) in the above example. In essence, we try to minimize the effect of the alternatively routed call on other wideband calls. We also implicitly assume that the re\'enue generated by a class j call is larger that by a class j -1 call. Consequently, we assign a larger weighting factor for class j calls than class j -1 calls to reflect this intuitive reasoning. If this is not the case, we can easily modify the above weighting function to reflect the new situation.
We summarize our proposed routing policy in the following. The results of the calculations are summarized in Table I , The alternative path is R, using the LLR policy, while the MFCR algorithm would pick RI. According to our proposed algorithm, the class 1 call should be alternatively routed to R, because it
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I has the smallest value of z R and the largest free bandwidth among the candidate routes in SI.
In our previous discussion, we learn that an alternatively routed call consumes more resources on each of the two links than a direct call. To reduce the chance of alternative routing of wideband call, we set different values of trunk reservation threshold Tk for different classes of calls. In addition, [3] suggested that this may improve either the efficiency of the routing algorithms or the fairness of utilization. Since we would like to limit the chance of alternative routing of wideband calls, we propose that the trunk reservation thresholds should be chosen such that T , I T2 I . . . I TK. In addition, the value of Tk should be an integer multiple of b, . Markov decision process. However, the searching of the optimal values in multi-rate case is very difficult. To simplify the problem, the trunk reservation thresholds are set to the same values for all the schemes here. The trunk reservation thresholds for the two classes are T , = 15 units and T2 = 30 units respectively. For each set of parameters, simulation is repeated with 10 independent runs. Each run corresponds to approximately IOs call arrivals to the system. For each run, the initial 10% of the simulation is discarded to account for transient effects. We consider five different routing algorithms in this numerical study, namely, direct routing, LLR, MFCR, Gupta's algorithm [3] and our proposed algorithm. Direct routing means that each call is either carried on the direct link or blocked, and no alternative routing is allowed. Gupta's algorithm is designed for multi-rate circuit switched network. Nevertheless, we extend it to VP-based ATM networks with slight modifications to take into account the difference in bandwidth required by the direct and alternative routes.
In Section IV, we mentioned that the desired routing 
We compare the expected revenue loss of different algorithms in Table 2 . The traffic load is varied from low (70%) to high (100%) and a 40% overload case is also tested. The performance of dircct routing is used as our reference. The relative improvements of different routing schemes over direct routing are reported in Table 2 . In the lightly-loaded to moderately-loaded region, there are significant reductions in the average revenue loss using alternative routing. It also shows that the idea of packing can improve the performance of LLRbased algorithms in multi-rate setting. In the highly loaded region, the probability of alternative routing is very small. Therefore, there is inot much improvement using alternative paths and the perforrnance of the four schemes are very closed to each other. However, our proposed algorithm in general performs slightly better than the others in this numerical example.
We now examine the performance of the algorithms with a larger set of call classes. Suppose we have four classes of calls in an ATM network and the traffic characteristics of the four classes of call are shown in Table 3 . Two 
VI. CONCLUSION
We have discussed the dynamic routing problem in VPbased ATM networks We propose a dynamic routing algorithm based on LLR with packing and compare its performance with other routing algorithms. Our routing algorithm basically uses packing to find a smaller candidate set of alternative paths and then applies LLR routing to this set. Although the idea is very intuitive, there are still some problems with it. In all the routing algorithms discussed, only the effective bandwidths of various calls are used but the information of arrival rates h, and mean call holding time l/pk are ignored in the routing decision.
Hence, the arrival rates and the call holding time information should also be considered in the decision process in future studies. 
