Abstract. We study the Perron-Frobenius operator P of closed dynamical systems and certain open dynamical systems. We prove that the presence of a large positive eigenvalue ρ of P guarantees the existence of a 2-partition of the phase space for which the escape rates of the open systems defined on the two partition sets are both slower than − log ρ. The open systems with slow escape rates are easily identified from the Perron-Frobenius operators of the closed systems. Numerical results are presented for expanding maps of the unit interval. We also apply our technique to shifts of finite type to show that if the adjacency matrix for the shift has a large positive second eigenvalue, then the shift may be decomposed into two disjoint subshifts, both of which have high topological entropies.
1. Introduction. Our aim is to explore the relationship between closed dynamical systems and certain associated open dynamical systems formed by the introduction of a hole. Let T : (X, B, m) be a dynamical system, with m a finite reference measure on X. We will call this system closed. We may construct an open system from a closed system by introducing a B-measurable hole H ⊂ X. Let A := X \ H, T A := T | A be the restriction of T to the set A, and m A := m| A be the restriction of m to B ∩ A. The system T A : (A, B ∩ A, m A ) → (X, B, m) is called open as trajectories may leave A, never to return.
Pianigiani and Yorke [32] contains early work on open dynamical systems. A series of papers by Collet et al. [11, 12, 13] followed, studying Markov systems with Markov holes. Anosov systems with non-Markov holes [8] and open billiards [31] have also been studied. More recently, Collet et al. [9, 10] obtained results for a wide class of systems with holes. Lasota-Yorke maps with small holes have been extensively studied; [4, 17, 30, 35] . Bunimovich and Yurchenko [6] carried out a case study of the effect of hole position for the doubling map. Open systems as perturbations of closed systems have been considered in recent work [27, 34] . Applications of Ulam's method to open systems include [1, 2, 20] . For a survey paper with more references and discussion, see [18] .
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Let the time of escape of a point x ∈ A be the smallest positive integer ξ(x) such that T ξ(x) (x) ∈ H. Define A n to be the set of all points that stay in A up to the n th iterate of T ; that is, all points that have not escaped by time n A n := {x ∈ A : ξ(x) > n} = T −n (A) ∩ T −n+1 (A) ∩ · · · ∩ A.
A natural question concerning open systems is the rate of decrease of the measure of A n .
Definition 1.1. Let m be a finite reference measure and A ⊂ X a measurable set. Define the upper and lower escape rates as follows: If E m (A) = E m (A), then we say that the escape rate of the measure m from A exists and is E m (A) := − lim
In fact, if the escape rate exists and m({x : ξ(x) > 0}) = 1, then [6] :
Remark 1. Note that if ν and m are equivalent measures, and the density dν/dm is bounded away from zero and infinity, then one has E ν (A) = E m (A).
If T is nonsingular with respect to m we may form the Perron-Frobenius operator P of T . Definition 1.2. Let T : (X, B, m) be a closed dynamical system where (T, m) is nonsingular.
The Perron-Frobenius operator is the unique operator P :
The adjoint of the Perron-Frobenius operator is the Koopman operator, defined on L ∞ (X, B, m) by f → f • T . We will throughout assume that there is a nonnegative densityf ∈ L 1 fixed by P. If Pf = ρf for some 0 < ρ < 1 and f ∈ L 1 , then f dm = Pf dm = ρf dm implies that f dm = 0. By setting A + := {f > 0} and A ⊖ := {f ≤ 0}, we may form two open systems T A+ and T A⊖ . Our main result is control of the escape rate for these two open systems.
Main Theorem. Let T : (X, B, m) be nonsingular. Suppose that 0 < ρ < 1 is a real positive eigenvalue of P : L 1 (X, B, m) and that the corresponding eigenfunction is bounded. Then setting A + = {f > 0} and A ⊖ = {f ≤ 0}, one has
In words, if the Perron-Frobenius operator for our closed system T has a real eigenvalue ρ, then we may break the phase space X into two pieces, forming two open systems, both of which have escape rates slower than − log ρ. When ρ is an eigenvalue close to 1, the escape rate of each A + and A ⊖ is low. As A + and A ⊖ partition X, escape from A + corresponds to entry into A ⊖ and vice-versa. In the closed system, for large ρ, this exchange may lead to rates of mixing slower than rates of local separation of trajectories. The use of eigenfunctions corresponding to large ρ to determine almost-invariant sets for the closed system has been considered in [16, 21, 23 ].
An outline of this paper is as follows. Section 2 introduces conditional PerronFrobenius operators and conditionally invariant measures, proves Theorem 2.4, and begins to investigate its consequences. Section 3 considers the implications of Theorem 2.4 for Lasota-Yorke maps, discusses an example where the escape rate of both A + and A ⊖ is slower than the rate of local separation of trajectories, compares the notions of escape rate and almost-invariance, and discusses related work. In Section 4 we develop a version of Theorem 2.4 for shifts of finite type and illustrate with an example. 
Definition 2.2. For T A : A → X, where A ⊂ X, the conditional Perron-Frobenius operator P A : L 1 (X, B, m) is defined by:
Remark 2. We can write P A f = P(f χ A ), where χ A is the indicator function of A and more generally
Proposition 1 ([32]
). For λ > 0 and f nonnegative, P A f = λf if and only if the absolutely continuous measure µ, with density f = dµ/dm, is conditionally invariant. It follows that E µ (A) = − log λ.
Define λ m (A) := exp(−E m (A)). Following [4, 17] , we call λ m (A) the eigenvalue of the measure m with respect to the set A.
From now on, we will assume Lebesgue measure ℓ to be the reference measure. All of our results will hold if a general finite reference measure m is used. For notational simplicity we will write E(A) for E ℓ (A) and λ(A) for λ ℓ (A). Unless otherwise stated, escape rate will refer to Lebesgue escape rate.
Existence of an absolutely continuous (w.r.t. Lebesgue) conditionally invariant probability measure (ACCIPM) whose density is bounded away from zero and infinity implies existence of Lebesgue escape rate. Existence and uniqueness of such ACCIPM for Markov maps satisfying a suitable transitivity condition was proved in [32] . Subsequent work has largely been aimed at relaxing the Markov condition, unfortunately at the expense of limiting the size of the hole. Collet et al. [9, 10] proved the existence of ACCIPMs for non-Markov maps under some technical assumptions. Chernov et al. [8] developed some results for existence of ACCIPMs for Anosov diffeomorphisms with small holes. Liverani and Maume-Deschamps [30] proved existence of ACCIPMs for Lasota-Yorke maps with small holes using a perturbation result based on [26] , as well as for maps with larger holes under the assumption that the map has enough full branches outside of the hole.
Remark 3. Generally, there will exist multiple, even uncountably many [18] ACCIPMs, with different escape rates. Of course not all are of physical relevance. In an ideal case (see [18] ) suppose that P A is quasi-compact in an appropriate Banach space, (B, · ) ⊂ L 1 (X), and P A f = λf where λ is of multiplicity 1 and of maximal modulus. Then we may write B = {f } ⊕ H where {f } is the space spanned by f and P A (H) ⊂ H. If there exists a g ∈ B \ H such that C −1 ≤ g ≤ C for some C > 0, then Lebesgue escape rate exists and E(A) = − log λ. All other absolutely continuous measures have higher escape rates.
2.2.
Connecting closed and open systems. We now restate and prove our first main result which, roughly speaking, relates eigenvalues of the operator P to the largest eigenvalue of a particular conditional operator P A .
Theorem 2.4 (Main Theorem).
Let T : X be a nonsingular transformation on the finite measure space (X, B, ℓ) and let P : L 1 (X, B, ℓ) be the corresponding Perron-Frobenius operator. Suppose that P has a real positive eigenvalue 0 < ρ < 1, with corresponding bounded eigenfunction −∞ < f < ∞. Define the measurable sets A + , A − ⊂ X by
Then one has E(A + ) ≤ − log ρ and E(A − ) ≤ − log ρ.
For the proof we will need the following lemma.
Lemma 2.5. For a finite measure ν, let A ⊂ X be measurable and 0 < γ ≤ 1.
(ii) is analogous to (i).
Proof of Theorem 2.4. Define a finite measure ν on X by
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Now note that for all n ≥ 0 we have
, where the inequality above is due to
Remark 4.
If one wishes to create a 2-partition of X such that each element of the partition has upper escape rate lower than − log ρ, then the set {f = 0} may be absorbed into either A + or A − . Enlarging A + does not increase E(A + ) so Theorem 2.4 also holds for A ⊕ := X \ A − and A ⊖ := X \ A + . The desired 2-partition is then {A + , A ⊖ } or {A ⊕ , A − } (or any other redistribution of {f = 0} among the two sets). Lemma 2.6. E(A) = E(A N ) for any measurable set A ⊂ X and integer N ≥ 0.
Proof. It is a simple exercise to show that (A N ) n = A N +n for all n, N ≥ 0. The result follows:
Remark 5. By Lemma 2.6, we may replace T A with T A 1 and obtain an open system with an identical escape rate. We may think of T A 1 as an open system on A with hole A\ T −1 A. Consider now our partition {A + , A ⊖ } of X formed from the positive and nonpositive parts of some f ∈ L 1 satisfying Pf = ρf , 0 < ρ < 1. By the above remarks, the open system T A+ has the same escape rate as the open system T A 1 + , where the hole for the latter system is 
this open system has the same escape rate as T A⊖ .
2.3. Spectrum of P in L 1 . Let σ(P) denote the L 1 spectrum of P. Ding et al. [19] (Corollary 3.2) state that for (X, B, ℓ) a σ-finite measure space, T nonsingular and P : L 1 (X, ℓ) , with a positive fixed density, if 0 ∈ σ(P), then σ(P) = {z ∈ C : |z| ≤ 1}.
Consider T : [0, 1] , piecewise monotonic and C 2 on each monotone branch. Then we may represent P :
where T ′ (y) is defined by continuity along an inverse branch if the derivative of T fails to exist at y. The following Lemma shows that if 0 is an eigenvalue, then every point in the open unit disk is also an eigenvalue.
Lemma 2.7. Let P be as above. Suppose there is a nonzerof ∈ L 1 ([0, 1], ℓ) satisfying Pf = 0. Every ρ ∈ C such that |ρ| < 1 is an eigenvalue of P.
Proof. This proof appears in a slightly different context in the proof of Theorem 1.5 (7) [3] . If ρ = 0 we are done. Let ρ = 0 and let h > 0 be the fixed density such that Ph = h.
is an eigenfunction with eigenvalue ρ. To see this, we note that f ∈ L 1 and compute
Remark 6. A related result of Collet and Isola [7] shows that if T is a piecewise C ∞ expanding Markov map with bounded first and second derivatives, then the spectrum of P, acting on C 0 functions, is the entire unit disk and every spectral point is an eigenvalue of infinite multiplicity.
Example 2.8. Figure 1 shows three eigenfunctions for the doubling map x → 2x on S 1 . We may apply Theorem 2.4 to any one of these eigenfunctions to obtain two open systems, both of which have escape rates slower than − log ρ. Each eigenfunction produces a very large hole, and Theorem 2.4 says that one may set ρ as close to unity as one wishes, to obtain very slow escape rates. The penalty that one pays for producing escape rates less than log 2 are sets A + that may be very complicated. We discuss this further in the next section. is piecewise monotone and C 2 ; that is, there is a finite partition {a 0 , a 1 , . . . , a n } with a 0 = 0, a n = 1 so that T is monotone and C 2 on the interior of each interval (a i−1 , a i ), i = 1, . . . , n. Furthermore we assume that T is expanding, that is τ := inf |T ′ | > 1 where the infimum is taken over all points in [0, 1] for which the derivative exists. Such maps are known as Lasota-Yorke maps.
We begin this section by stating that we can expect the L 1 spectrum to be the entire unit disk for interesting Lasota-Yorke maps.
Lemma 3.1. Let T be a Lasota-Yorke map and suppose that there are two monotone branches
Proof. We construct a nonzero f ∈ L 1 with Pf = 0. As T i , T j are monotonic and expanding, T i ((a i−1 , a i )) ∩ T j ((a j−1 , a j ) ) is an open interval, which we denote x 2 ) ), and f (x) = 1 for x 2 ) . We now determine the value of f (x) for x ∈ T −1 j (x 1 , x 2 ). By (1), for x ∈ (x 1 , x 2 ) we have
Equating the RHS with zero and rearranging, we obtain f (T
is clearly also zero by the definition of f .
3.1. Spectrum of P on BV (I). By replacing (L 1 (X), · 1 ) with (BV(I), · BV ), the space of functions of bounded variation where · BV = max{var I (·), · 1 }, the operator P : (BV, · BV ) becomes quasi-compact (see eg. [3] ). Eigenfunctions of P that lie in BV give rise to sets A + with a reasonably simple structure. Thus, all BV eigenfunctions corresponding to eigenvalues 0 < ρ < 1 must in fact have ρ ≤ 1/2 = 1/τ . In particular, this excludes the third, more irregular L 1 eigenfunction in Figure 1 .
Thus, for the doubling map in the BV setting, Theorem 2.4 guarantees the existence of open subsystems defined on reasonably regular domains (in the sense of Definition 3.2) with escape rates less than log C where C ≥ τ ; the theorem does not, however, guarantee the existence of open systems on regular domains with escape rates less than log 2 = log τ . The following section investigates a map for which Theorem 2.4 does predict open systems on regular domains with escape rates slower than log τ .
3.2.
A map with escape rate slower than log τ . In this section we exhibit a map for which we may identify two disjoint open subsystems, both of which have an escape rate slower than log τ . The sets A + and A − constructed in Theorem 2.4 are one good way to define such open systems. Via numerical exploration, we investigate whether there are other decompositions into open systems with even slower escape rates than the decomposition identified by Theorem 2.4.
As an objective means of comparison, given a closed system, we propose to maximise the following quantity 
The graph of T is shown in Figure 2 . The Perron-Frobenius operator of T has an isolated second largest eigenvalue ρ 2 = 1/2 with the corresponding eigenfunction f 2 ∈ BV, shown in Figure 3 . By considering where f 2 is positive and where it is negative, we can partition the domain of T into two sets, A − = [0, 1/2) and A + = [1/2, 1]. The escape rate of both of these sets is much lower than log τ : E(A − ) = E(A + ) = − log 3/4 = log 4/3, compared to log τ = log 4, and both satisfy the inequality of Theorem 2.4. Sets with even lower escape rates do exist (for example, if we take A = [0, 1 − ǫ] for small enough ǫ, then we can make E(A) as close as we like to zero). However it is not immediately obvious that there exists a set A ∈ I with ψ(A) > 3/4; that is, the escape rate from both A and the complement of A is lower than − log 3/4 (note the escape rate of
Intervals of length 1/2. First, we will maximise ψ(A) over the class of all intervals of length 1/2. Let I α,1/2 be an interval of length 1/2 centered at x = α. Figure  4 suggests that ψ(I α,1/2 ) is maximised when α = 1/4, that is I α,1/2 = [0, 1/2], coinciding with the set A − identified by Theorem 2.4. Intervals of varying length. We also considered intervals I α,l with centres and lengths α, l ∈ {i/512} i=0,...,255 . Again, we found that ψ(I α,l ) ≤ 3/4 for all α, l considered, with the maximum achieved by I 1/4,1/2 . 19 32 ). This set is coloured in red in Figure 2 .
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If we allow more complicated sets than those in I, then combining Theorem 2.4, Lemma 3.1, and Lemma 2.7 we see that sup{ψ(A) : A ⊂ X} = 1 as per the discussion in Section 2.3 for the doubling map. 3.3. Escape rate and almost-invariant sets. Almost-invariant sets [16, 21, 23] are sets for which the invariance ratio
is close to 1. Dynamical systems that are close to nonergodic typically have a decomposition into nontrivial sets, each of which has a high invariance ratio. The identification of such almost-invariant sets is often very difficult; see [24] for a recent computational study. Application areas include molecular dynamics [33] and ocean dynamics [15, 25] . The construction of A + and A − in Theorem 2.4 is based on an algorithm in [16] for determining almost-invariant sets. In the Lasota-Yorke map setting, with P : BV , almost-invariant sets have formally been associated with isolated spectral points of P [14] . In such a setting, if the map is additionally Markov and one restricts oneself to searching for almost-invariant sets that are unions of Markov partition sets, then lower and upper bounds for the largest possible almost-invariance ratio are given by the second largest eigenvalue of an associated Markov chain [21] .
Thus, there is a strong connection between almost-invariant sets and the construction we have used to define our slow escape sets A + and A − . One might therefore naively expect that sets with low escape rate should have a high invariance ratio and vice-versa. However, escape rate is an asymptotic quantity, while almostinvariance measures escape over just one iteration of a map. We give examples below to demonstrate that a set may simultaneously have (i) high almost-invariance and high escape rate and (ii) low almost-invariance and low escape rate. 
The invariance ratio of A with respect to Lebesgue measure equals to 1/2. However its escape rate is log(1 + ǫ) ≈ 0. See Figure 6. 3.4. Related work. Bunimovich and Yurchenko [6] study the doubling map x → 2x on the circle with reference measure Lebesgue and consider Markov holes. They show that the escape rate is related to the first return time of a positive measure subset of the hole: longer return time to the hole implies faster escape rate into the hole. More precisely, for times longer than the return time, longer return time to the hole implies smaller survivor sets. Unfortunately, the proofs rely heavily on combinatorial arguments based upon the full 2-shift (or k-shift) structure, and thus are specific to the doubling map and systems metrically conjugate to the doubling map. Even for reasonably simple systems such as piecewise affine expanding Markov maps, similar results are not known. Numerical investigations such as Figure 4 clearly display the dependence of escape rate on the position of the hole, and support our observation that the holes identified by Theorem 2.4 are positioned so as to form open systems with very low escape rates.
Keller and Liverani [27] study the escape rates of systems with very small holes. They consider Lasota-Yorke maps with possibly countably many branches and a family of compact interval holes I ǫ shrinking to a point z as ǫ → 0. To each ǫ is associated a conditional Perron-Frobenius operator with leading eigenvalue λ ǫ . Figure 6 . Graph of T in Example 3.6.
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Formulae are provided for the ratio of 1 − λ ǫ to the size of the hole I ǫ for periodic and non-periodic z. Holes shrinking to a fixed interval are also discussed. Results on exchange rates, similar to that of [16] , are obtained when T has two mixing ergodic components that are joined into a single ergodic component by the addition of smooth noise. Tokman et al. [34] study Lasota-Yorke maps that possess two invariant subsets of positive Lebesgue measure and exactly two ergodic absolutely continuous invariant probability measures (ACIPMs). They perturb such maps slightly to destroy the two invariant subsets and show that the (now unique) ACIPM may be approximated by a convex combination of the two initial ergodic ACIPMs. The holes considered in [34] are the holes
Our results may be viewed as generalised converses to [34] , who study the particular setting of Lasota-Yorke maps and require very precise knowledge on the initial closed dynamical system. In contrast, we begin with a closed system about which we know very little, apart from the existence of eigenvalues for its Perron-Frobenius operator. From the eigenvalue and eigenfunction information, we are able to determine two holes and form two open systems from which the rate of escape is guaranteed to be slower than the rate given by the eigenvalue. In general, the identification of such open systems is far from obvious. Our approach may handle very general settings (only non-singularity is required to define the PerronFrobenius operator), and provides useful information even for macroscopic holes when the closed system may be far from nonergodic.
4. Shifts of finite type. Let us introduce some common notation and well known results (see e.g. [29] ). Let Z K be a finite alphabet of length K and let X = Z Z K be the space of all bi-infinite sequences of elements of Z K . We denote an element of X by x = (x i ) i∈Z = . . . x −2 x −1 .x 0 x 1 x 2 . . .. Define the left shift map σ : X by (σx) i = x i+1 . A block of length k is a finite sequence of k elements from Z K . A shift of finite type, denoted X F , is a σ-invariant subspace of X where F is a finite collection of forbidden blocks. A shift X F is said to be of memory 1 if all forbidden blocks in F are of length 2. It is always possible to recode a shift of finite type into a conjugate shift of memory 1, so without loss of generality we may assume that this has already been done. We call X G a subshift of X F if F ⊂ G. Define the adjacency matrix of a memory 1 shift X F to be the 0-1 matrix M such that M ij = 0 if and only if ij is a forbidden block. If M is the adjacency matrix of the shift X F and M ′ is the adjacency matrix of its subshift X G , then M ′ ij = 1 ⇒ M ij = 1. By the Perron-Frobenius theorem for nonnegative matrices, M has a real eigenvalue equal to the spectral radius r(M ). The topological entropy h(X F ) of a shift (X F , σ) is given by h(X F ) = log r(M ).
We now state a partitioning theorem, similar in theme to Theorem 2.4, for shifts of finite type. The aim is to identify two disjoint subshifts of X F , both of which have high entropy. Theorem 4.1. Let (X F , σ) be a memory 1 shift of finite type, with corresponding K × K adjacency matrix M . Let 0 < ρ < r(M ) be another real eigenvalue of M with eigenvector v ∈ R K . Define A + and A − to be the two sets of indices for which v is positive and negative, respectively:
Let M A+ and M A− be the restrictions of M to indices in A + and A − respectively. These adjacency matrices define two disjoint memory 1 subshifts of X F on disjoint symbol sets, denoted by X G and X H .
One has h(X G ) ≥ log ρ and h(X H ) ≥ log ρ.
Proof. It is sufficient to show that r(M A+ ) ≥ ρ, where r(M A+ ) is the spectral radius of M A+ . For every i ∈ A +
By Gelfand's spectral radius formula (see e.g. [5] ) we obtain ρ ≤ r(M A+ ), therefore h(X G ) = log r(M A+ ) ≥ log ρ. By considering −v in place of v we obtain h(X H ) ≥ log ρ. We have deliberately constructed the shift X F so that its graph of allowed transitions consists of two weakly linked subgraphs, each of which is highly internally linked. The dynamics restricted to each of the two subgraphs generate almost as much entropy as the dynamics on the whole graph. We expect that the adjacency matrix M has a real positive eigenvalue ρ close to r(M ). If so, we may use Theorem 4.1 to identify two disjoint subshifts of X F , namely X G and X H with entropy of each larger than log ρ.
We find that M has largest eigenvalue r(M ) ≈ 1.92, and second largest eigenvalue ρ ≈ 1.42. The eigenvector v corresponding to ρ is shown in Figure 8 ; thus we define A + = {0, 2, 3, 7} and A − = {1, 4, 5, 6, 8}. This corresponds to breaking the connections between vertices 6 and 2 in Figure 7 , and taking each of the two connected components to be the allowed transition graphs of X G and X H . We calculate the topological entropy of each of the newly obtained subshifts: h(X G ) ≈ log 1.47 and h(X H ) ≈ log 1.76. Both entropies are greater than log ρ, as guaranteed by Theorem 4.1. In this example, we guessed a good partitioning of the set of states and this guess coincided with the conclusion of Theorem 4.1. For larger, more complicated examples, Theorem 4.1 can be used to discover good partitions. , where x i = 3y i−1 + y i , i ∈ Z, conjugates the two shifts. As in Example 4.2 we partition X F into two disjoint subshifts X G and X H of high entropy, relative to the entropy of X F . By applying φ −1 and using the fact that φ is a conjugacy, we create a partition of Y F ′ into two disjoint subshifts of high entropy: 
