Introduction

12
Stochastic processes are widely used to model physical, chemical or biological systems. The goal is 13 to approximately compute interesting properties of the system by analyzing the stochastic model. There conformation that one wants to minimize (in order to speed up a rare event) but under the condition 62 that one can still safely estimate the mean first passage time of the uncontrolled system. The theoretical 63 background of case (1) has been considered in [14] , for example, and of case (2) in [1, 15] . There one 64 finds the mathematical problem that has to be solved in order to compute the optimal control. Here we
The main benefit is that for a finite Markov chain one can compute many interesting dynamical 83 properties directly from its transition matrix, e.g. timescales and metastability in the system [5, 21, 22 spatial information of the original process and the approximation of the process (X t ) by the MSM must 88 be valid in some sense.
89
Having this in mind the first natural idea is to let the states of an MSM correspond to sets A 1 , ..., A n ⊂ E in continuous state space that form a full partition, i.e.
A i ∩ A j = ∅ for i = j,
Typical choices for such sets are box discretizations or voronoi tesselations [23] . For such a full partition 90 it is trivial to also define a corresponding discretized process by the original switching dynamics between 91 the sets. For a given lag time τ > 0, we can define the index process
It is well known that this process is not Markovian, mainly due to the so called recrossing problem.
93
It refers to the fact that the original process typically crosses the boundary between two sets A i and A j 94 several times when transitions take place, as illustrated in Fig. 1 . This results in cumulative transitions 95 between indices i and j for the index process, that is, a not memoryless transition behavior.
96 Figure 1 . Cumulative transitions between two sets along boundaries are typical.
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The non-Markovianity of the index process is often seen as a problem in Markov State Modeling 97 because many arguments assume thatX k is a Markov process. In this article, we will not make this 98 assumption. We interpret the process (X k ) as a tool to construct the following transition matrix P τ Note that T t is nothing else than the propagator of densities under the dynamics, but the densities are understood as densities with respect to the measure µ. That is, if the Markov process is initially distributed according to
its probability distribution at time t is given by
The benefit of working with µ-weighted densities is that the transfer operator T t becomes essentially self-adjoint on L 2 (µ) for all cases of molecular dynamics satisfying some form of detailed balance condition. Hence, it has real eigenvalues and orthogonal eigenvectors with respect to (7) (or at least the dominant spectral elements are real-valued). Moreover, the construction of an MSM can be seen as a projection of the transfer operator [25] . Assume Q is an orthogonal projection in L 2 (µ) onto an n-dimensional subspace D ⊂ L 2 (µ) with 1 ∈ D, and χ 1 , ..., χ n is a basis of D. Then, the so called projected transfer operator QT τ Q : D → D has the matrix representation
with the non-negative, invertible mass matrix M ∈ R n,n with entries
The matrix P ∈ R n,n is also non-negative and has entries
Full Partition MSM. If we choose χ i = 1 A i to be the characteristic function of set A i for i = 1, ..., n, one can easily check that we get M = I to be the identity matrix and
as in (4) . The subscript µ shall indicate that X 0 ∼ µ. So the transition probabilities are evaluated along 106 equilibrium paths.
107
The previously constructed transition matrix of the MSM based on a full partition can be interpreted as a projection onto a space of densities which are constant on the partitioning sets. This interpretation of an MSM is useful since it allows to analyze its approximation quality. For example, in [25, 26] it is proven that we can reproduce an eigenvalue λ of a self-adjoint transfer operator T t by the MSM by choosing the subspace appropriately. That is, if u is a corresponding normalized eigenvector, Q the orthogonal projection to a subspace D with 1 ∈ D, then there exists an eigenvalueλ of the projected transfer operator QT t Q with
where λ 1 < 1 is the largest non-trivial eigenvalue of T t and δ = u − Qu.
In particular, for δ ≤ 3 4
one can simplify the equation to
109
An eigenvalue λ i of the transfer operator directly relates to an implied timescales T i of the system via
So the transition matrix (4) that we construct from transitions between the sets A 1 , ..., A n will generate 110 a Markov chain that will reproduce the original timescales well if the partitioning sets are chosen such 111 that the corresponding eigenvectors are almost constant on these sets. In this case δ = u − Qu, that is 112 the approximation error of the eigenvector by a piecewise constant function on the sets will be small.
113
The projection error δ depends on our choice of the discretizing sets. As an example let us consider a diffusion in the potential that is illustrated in Fig. 2 , that is, the reversible Markov process given by the stochastic differential equation
where V is the potential, B t denotes a Brownian motion and ε > 0. The figure also shows a choice of three sets that form a full partition of state space. The computation of the transition matrix (4) for σ = 0.7 and a lag time τ = 1 yields full partition 3 sets 80.6548 9.8784
As one can see, the timescales are strongly underestimated. This is a typical phenomenon. From a statistical point of view, the recrossing problem will lead to cumulatively appearing transition counts 119 when one computes the transition probabilities P µ [X τ ∈ A j |X 0 ∈ A i ] from a trajectory (X t ), as 120 discussed above. Therefore on average transitions between sets seem to become too likely and hence 121 the processes in the coarse grained system get accelerated. We have seen in (14) that this cannot happen
122
if the associated eigenvectors can be approximated well by the subspace that corresponds to the MSM.
123
Fig . 3 shows the first non-trivial eigenvector u 1 belonging to the timescale T 1 = 103.7608 and its
124
best-approximation by a step function.
125
Figure 3. The first non-trivial eigenvector u 1 (solid blue) and its projection Qu 1 (dashed red) onto step functions that are constant on A 1 , A 2 , A 3 . The eigenvector is indeed almost constant in the vicinity of the wells, but within the transition region 126 between the wells the eigenvector is varying and the approximation by a step function is not accurate.
127
So we have two explanations why the main error is introduced in the region close to shared boundaries 128 of neighboring sets: (1) because of recrossing issues and (2) because of the main projection error of the 129 associated eigenvector. Of course, one solution would be an adaptive refinement of the discretization, 130 that is, one could choose a larger number of smaller sets such that the eigenvector is better approximated 131 by a step function on these sets. In the following section, we will present an alternative solution for 132 overcoming the recrossing problem and reducing the projection error without refining the discretization. From (10) we know how to compute a matrix representation for a projected transfer operator for an arbitrary subspace D ⊂ L 2 (µ). For a given basis χ 1 , ..., χ n we have to compute (11) and (12), so
In general, the evaluation of these scalar products for arbitrary basis functions is a non-trivial task. set-oriented definition of the basis, but to relax the full partition constraint. We will define our basis with 144 respect to so called core sets C 1 , ..., C n ⊂ E that are still disjoint, so C i ∩ C j = ∅, but they do not have to
145
form a full partition. Figure 4 suggests that this could lead to a reduction of the recrossing phenomenon 146 since the sets do not share boundaries anymore.
147 Figure 4 . Core sets do not have to share boundaries anymore. This can reduce the recrossing effect.
Now, we use the core sets to define our basis functions χ 1 , ..., χ n . Assume T τ is again a self-adjoint 148 transfer operator and consider n core sets C 1 , ..., C n . For every i, take the committor function χ i of the 149 process with respect to core set C i , that is, χ i (x) denotes the probability to hit the core set C i next rather 150 than the other core sets when starting the process in x. If we now study the the projection Q onto the 151 space spanned by these committor functions, the two following properties hold [25, 27] .
152
(P1) The matrices M and P in (10) can be written as
where (X starting in x ∈ C. Then, u i − Qu i is small, so the committor approximation to the eigenvector 159 is accurate.
160
The message behind (P1) is that it is possible to relax the full partition constraint and use a core set 161 discretization that does not cover the whole state space. We can still define a basis for a projection of Property (P2) yields that the relaxation of the full partition constraint should also lead to an 170 improvement of the MSM if the region C between the core sets is typically left on a faster timescale 171 than the processes of interest take place. Let us get back to the example from above. We will see that we 172 can achieve a strong improvement of the approximation by simply excluding a small part of state space 173 from our discretiazion. In Figure 5 we have turned our initial full partition into a core set discretization 174 by removing parts of the transition region between the wells. The matrix P Q = P M −1 that represents the projection QT τ Q of the transfer operator onto the 176 committor space associated with the core sets is given by 
Practical Considerations and MD Applications
186
In the previous sections we have interpreted the construction of an MSM as projection of the dynamics onto some finite dimensional ansatz space. We have discussed two types of spaces that both have been defined on the basis of a set discretization. First, we chose a full partition of state space and the associated space of step functions, and second we analyzed a discretization by core sets and the associated space spanned by committor functions. These two methods have the advantage that the resulting projections lead to transition matrices for the MSM with entries that are given in terms of transition probabilities between the sets. That is, one can compute estimates for the transition matrices from simulation data. This is an important property for practical applications because it means that we never need to compute committor functions, or scalar products between committors or step functions. We rather generate trajectories x 0 , x 1 , ...x N of the process (X t ), let us say for a time step h > 0, so x i = X hi . For example, we can then define for a full partition A 1 , ..., A m and a lag time τ = nh the discrete trajectory s k = i ⇔ x k ∈ A i and compute the matrixP
It is well-known [29] thatP is a maximum likelihood estimator for the full partition MSM transition matrix (4) . Similarly one can also compute estimates for a core set MSM by using the definition of milestoning processes [27, 28] . That is, if we have core sets C 1 , ..., C m , a lag time τ = nh as before, and we define discrete milestoning trajectories by
we can compute an estimatorP Q =PM −1 of the core set MSM matrix (10) by counting transitions:
Since in practice we will only have a finite amount of data available, we will have statistical errors 187 when constructing an MSM. This is an additional error to the projection error related to the discretization 188 that we have discussed above. On the other hand, one should note that these errors are not independent 189 of each other. For example, it is clear that if we take a full partition of state space and we let the partition 190 become arbitrarily fine by letting the number of sets go to infinity, the discretization error will vanish. At 
194
Besides the choice of discretization and the available statistics, the estimates above also depend on a lag time τ . This dependence can be used to validate an MSM by a Chapman Kolmogorov test [29] . This is based on the fact that the MSM matrices approximately form a semi-group for all large enough lag times τ > τ * , although for small lag times this is typically not true due to memory effects. These facts also motivate to look at something like an infinitesimal generator that approximately generates these MSM transition matrices for large enough lag times. In [27], two types of generator constructions have been compared for a core set setting. The first generator K is simply constructed from the transition rates between the core sets in the milestoning sense, that is
where N T ij is the amount of time in [0, T ] the process has spent on its way from core set C i to C j , and R T i is the total time in [0, T ] the process came last from C i . On the other hand, one can see [27, 31] that
with the mass matrix M from above (18) can be interpreted as a projection of the original generator of the process, and also as derivative of the core set MSM from above, i.e.
where P depends on τ (17)
.
195
Let us now analyze how the choice of core sets, particularly the size of the core sets, influences the One can see that the estimate by the milestoning generator K is rather sensitive to the size of core 207 sets. It overestimates the timescales for small core sizes and underestimates it for larger core sizes. On 208 the other hand, the projected genetator K * can never overestimate the timescale due to its interpretation 209 as projection. It is also rather robust against the choice of size of the core sets until the core sets become 210 too large, e.g. r > 15. Then, the discretization becomes close to a full partition discretization using only 211 two sets. In this case the timescales have to be underestimated heavily because of recrossing phenomena.
212
On the other hand, the underestimation for very small core sets has to be explained by a lack of statistics.
213
When the core sets are chosen arbitrarily small, it is clearly more difficult for the process to hit the sets 
MSM for Optimal Control Problems
224
In this section we will borrow ideas from the previous section and explain how MSMs can be used to discretize optimal control problems that are linear-quadratic in the control variables and which appear in e.g. sampling of rare events. Specifically, we consider the case that (X t ) t≥0 is the solution of
with potential V , Brownian motion B t and temperature ε > 0 as in (16) and an unknown control variable
that is chosen so as to minimize the cost function is determined by X t hitting a given target set A ⊂ E, i.e. τ = inf{t > 0 : X t ∈ A}, in other words,
227
we are interested in controlling X t = X u t until it reaches A. As an example, consider the case f = 1
228
and A = C 1 with the potential considered in Figure 5 , which amounts to the situation that one seeks to 
237
There are other types of cost functions J one might consider, e.g. control until a deterministic finite 238 time τ = T is reached, or even τ → ∞, and the construction would follow analogously. For compactness 239 we consider here only cost functions as in (25).
240
Optimal control and equilibrium expectation values. It turns out that when minimizing J it is sufficient to consider control strategies that are Markovian and depend only on X t , i.e. we consider feedback laws of the form u t = α(X t ) for some smooth function α : E → R d . Moreover only controls with finite energy are considered, for otherwise J(u; x) = ∞. For control problems of the form (24)- (25) the optimal feedback function can be shown to be α * (x) = − √ 2∇W where W is the value function or optimal-cost-to-go [1, 15] 
with the minimum running over all admissible Markovian feedback strategies. It can be shown that W satisfies the following dynamic programming equation of Hamilton-Jacobi-Bellman type (see [33] ):
with the second-order differential operator
that is the infinitesimal generator of the process X t for u = 0. If the value function W is known, it can be plugged into the equation of motion which then turns out to be of the form
with the new potential
. The difficulty is that equation (27) is a nonlinear partial differential equation and for realistic highdimensional systems it is not at all obvious how to discretize it, employing any kind of state space partitioning. It has been demonstrated in [14, 15] that (27) can be transformed into a linear equation by a logarithmic transformation. Setting W (x) = −ε log φ(x) it readily follows, using chain rule and equation (27) , that φ solves the linear equation
The last equation is linear and can be solved by using MSMs as we will show below. Moreover, by the Feynman-Kac theorem [34] , the solution to (29) can be expressed as
where X t solves the control-free equation
That is, the optimal control for (24) can be computed by solving (29) which can be done in principle via
241
Monte-Carlo approximation of the expected value in (30) if critical slowing down by rare events can be 242 avoided.
243
Remark. The optimization problem (26) admits an interpretation in terms of entropy minimization: Let Q = Q u x and P = Q 0 x denote the path probability measures of controlled and uncontrolled trajectories starting at x at time t = 0, and set
then it follows that we can write
where the notation "Q P " means that Q has a density 1 with respect to P . It turns out that for every such Q there is exactly one control strategy u such that Q = Q 
MSM Discretization of Optimal Control Problems
247
The basic idea is now to choose a subspace D ⊂ L 2 (µ) with basis χ 1 , . . . , χ n as in Markov state 248 modelling and then discretize the dynamic programming equation (27) of our optimal control problem by 249 projecting the equivalent log transformed equation (29) onto that subspace. As we will see the resulting 250 discrete matrix equation can be transformed back into an optimal control problem for a discrete Markov 251 jump process (MJP).
252
We will do this construction for the full partition case χ i = 1 A i and the core set case χ i = q i discussed 253 earlier.
We will see that in both cases, we arrive at a structure-preserving discretization of the original 254 optimal control problem where the states of the corresponding MJP will be related to the partition subsets
255
A i . The first case will give us back a well-known lattice discretization for continuous control problems, 
264
Now let Q be the orthogonal projection onto D, and define the matrices
. Now, if φ solves the linear boundary value problem (29), then the coefficientsφ 1 , . . . ,φ n+1 of its finitedimensional representation Qφ = jφ j χ j on the subspace D satisfy the constrained linear system
that is the discrete analogue of (29). The discrete solutionφ = Qφ is optimal in the sense of being the best approximation of φ in the energy norm, i.e.,
where
is the energy norm on L 2 (µ), and the infimum runs over all functions ψ ∈ L 2 (µ) that are of the form ψ(x) = j ψ j χ j (x) with coefficients ψ j ∈ R. This is a standard result about projections of PDEs, see [37] for details. 2 In analogy with equation (14) we can use the above result to get the error estimate the χ i are close to the eigenfunctions of A (e.g., when the system is metastable).
272
Properties of the projected problem. We introduce now the diagonal matrix Λ with entries Λ ii = j F ij (zero otherwise) and the full matrix G = K − ε −1 (F − Λ), and rearrange (32) as follows:
This equation can be given a stochastic interpretation. To this end let us introduce the vector π ∈ R 
277
(M1) K is a generator matrix of a MJP (X t ) t≥0 (i.e., K is a real-valued square matrix with row sum zero and positive off-diagonal entries) with stationary distribution π that satisfies detailed balance 
281
It follows that if the running costs f are such that (M3) holds, then G is a generator matrix of a MJP that we shall denote by (X t ) t≥0 , and (35) has a unique and positive solution. In this case the logarithmic transformationŴ = −ε logφ is well-defined. It was shown in [39] thatŴ can be interpreted as the value function of a Markov decision problem with cost functional (cf. also [33])
that is minimized over the set of Markovian control strategies v :Ê → (0, ∞) subject to the constraint that the controlled processX t =X v t is generated by G v where
with stopping time τ = inf{t > 0 :X t = n + 1} and running costŝ
Properties of the projected problem, cont'd. From [39] we know that the optimal cost
is given byŴ = − logφ whereφ solves (35), with the optimal feedback strategy given by v * (i) =φ i 282 (see [33] ). We list additional properties:
The v-controlled system has the unique invariant distribution
with Z v an appropriate normalization constant; in terms of the value function π * = π v * reads
(ii) G v is reversible and stationary with respect to π v , i.e., π
284
(iii)Ĵ admits the same interpretation as (31) in terms of the relative entropy:
where P denotes expectation with respect to the uncontrolled MJPX t starting atX 0 = i, Q denotes the path measure of the corresponding controlled process with generator G v and
A few remarks seem in order: Item (i) of the above list is in accordance with the continuous setting, in which the optimally controlled dynamics is governed by the new potential U = V + 2W and has the stationary distribution µ * ∝ exp(−2 −1 W )µ with µ being the stationary distribution of the uncontrolled process. Hence the effect of the control on the invariant distribution is the same in both cases. Further note that optimal strategies change the jump rates according to
that isŴ acts as an effective potential as in the continuous case, and the change in the jump rates can be 285 interpreted in terms of Kramer's law for this effective potential.
286
This completes our derivation of the discretized optimal control problem, and we now compare it with 287 the continuous problem we started with for the case of a full partition of E and a core set partition of E. 
Markov Chain Approximations and Beyond
291
Full partitions. Let E be fully partitioned into disjoint sets A 1 , . . . , A n+1 with centers x 1 , . . . , x n+1 292 and such that A n+1 := A, and define χ i := χ A i . These χ i satisfy the assumptions (S1) and (S2) discussed 293 in section 7. Since they are not overlapping, F is diagonal, and
is just obtained by averaging f (x) over the cell A i . (40) is also a sampling formula forf (i). It follows 295 directly that G = K, and in particular (M3) holds for any f . One can show that K has components
if i and j are neighbours (K ij = 0 otherwise). Here m is the Lebesgue measure, and h ij , S ij andx ij 297 are defined as in figure 9 . K is the generator of a MJP on the cells A i and coincides with the so-called 298 finite volume approximation of L discussed in [40] . It is reversible with stationary distribution
. Figure 9 . The mesh for the full partition.
One can show that the approximation error vanishes for n → ∞. K and π can be computed from the 300 potential V and the geometry of the mesh. By inspecting (12) and (13), we see that K is connected to 301 the transition matrix P τ of a full partition MSM with lagtime τ by
thus K is the generator of the semigroup of transition matrices P τ . Therefore we could obtain K by 303 sampling in the same way we obtained P τ through equation (19) in section 5. This is difficult however due to recrossing problems for small τ , see e.g. [41] . Finally, let us note in passing that we can drastically 305 simplify k v if the cells A i are boxes of length h. Denote the elementary lattice vectors by e n . Then
which establishes the connection to the continuous case. Core set partition. Now we choose core sets C 1 , . . . , C n+1 with C n+1 = A and we let χ i = q i to be 312 the commitor function of the process with respect to C i as in section 4. These χ i satisfy the assumptions
313
(S1) and (S2) discussed in section 7. Recall the definition of the forward and backward milestoning 314 processX ± t from (18). The discrete costs can be written as
is the probability density of finding the system in state 316
x given that it came last from i. Hencef (i) is the average costs conditioned on the informationX
i.e. X t came last from A i , which is the natural extension to the full partition case wheref (i) was the 318 average costs conditioned on the information that X t ∈ A i .
319
The matrix K = π −1 i q i , Lq j is reversible with stationary distribution
and is related to core MSMs again:
where P τ and M are now the matrices for core MSMs as in (18). Formally, K is the generator of the 322 P τ , but these do not form a semigroup since M = 1, and therefore we cannot interpret K directly as 323 e.g. the generator ofX − t . Nevertheless, the entries of K are the transition rates between the core sets as 324 defined in transition path theory [42] . We can sample P τ and M using (20) and (21), and because we 325 used an incomplete partition, the recrossing problem is removed, and there is no difficulty in sampling 326 P τ for all lagtimes τ and therefore K directly. It is worth noting that F can also be sampled: Firstly, we study diffusion in the triple well potential which is presented in Figure 2 . This potential observe jumps inα * at the left boundaries of the core sets. This is to be expected and comes from the 353 fact that the committor functions are not smooth at the boundaries of the core sets, but only continuous.
354
Therefore the approximation to U is continuous, but the approximation to α * is not.
355
Next we construct a core MSM to sample the matrices K and F . 100 trajectories of length T = 20000 356 were used to build the MSM. In Figure 10d , W and its estimate using the core MSM is shown for = 0. 
374
In 11b,t βα = E(t(i)|i ∈ β) is shown as a function of τ . We observe a linear behavior for large τ which properties of the MSM can be related to the rare event properties of the original process that we have not 394 been able to sample directly.
395
This is why we have analyzed the approximation quality of MSMs in the first part of the article. We guarantee an accurate reproduction of the dynamics, and (2) show how to construct models based on a 398 core set discretization by leaving the state space partly undiscretized.
399
In the second part of the article, we have used the concept of MSM discretization to solve MD optimal 400 control problems in which one computes the optimal external force that drives the molecular system 401 to show an optimized behavior (maximal possible population in a conformation; minimal mean first 402 passage time to a certain conformation) under certain constraints. We have demonstrated that the spatial 403 discretization underlying an MSM turns the high-dimensional continuous optimal control problem into a 404 rather low-dimensional discrete optimal control problem of the same form that can be solved efficiently.
405
This result allows two different types of application: (1) If one can construct an MSM for a molecular 406 system in equilibrium, then one can use it to compute optimal controls that extremize a given costs 407 criterion. (2) If an MSM can be computed based on transition probabilities between neighboring core 408 sets alone then the rare event statistics for transitions between strongly separated metastable states 409 of the system can be computed from an associated optimal control problem that can be solved after 410 discretization using the pre-computed MSM.
