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Abstract 
This work considers the approach to stationarity ofa Markov process of birth and death on 
stochastic flows. The process takes values in the space of counting measures, o its stationary 
states are point processes representing equilibrium distributions of points of unit mass. Station- 
ary states of Poisson equilibria are explored in the context of a very natural balance among 
rates of birth, motion and killing. The rate of convergence to a Poisson equilibrium isshown to 
decay at the rate at which a certain transient diffusion escapes finite sets; similar ates apply in 
the general case for which equilibrium is shown necessarily to be a Cox process with directing 
measure hinged on the integral of a discounted one-point motion on the flow. 
AMS classification: primary 62J25; secondary 62J35. 
Keywords: Brownian flow; Poisson (Cox) process; Stationarity 
1. Introduction 
This work considers a Markov process on the space of counting measures, repres- 
enting the distribution of points of unit mass transported by a stochastic flow. Mass is 
both created and destroyed along the way. The creation of mass is modeled by 
a Poisson process, which regularly injects new points on the flow. As they are 
transported by the flow, however, they are subject to position-dependent killing, 
eventually die and leave the flow. This is birth and death on a stochastic flow. 
Birth and death on stochastic flows were introduced by Cinlar and Kao (1992a, b). 
Their treatment of the subject considered the martingale dynamics of such mass 
transport and derived a number of key distributional descriptors of the process. They 
also studied the problem of equilibrium distributions of mass and showed that, subject 
to certain balance equations, the stationary state of the process is a Poisson point 
process. In addition, in a quite general setting and subject only to modest hypotheses, 
they showed that the process reaches an integrable limit, but did not reveal the limit 
nor its status as stationary state. 
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This work continues the investigation of equilibrium distributions for birth and 
death on flows. Beginning with the case of Poisson equilibria, we first give an 
alternative proof to the one in (~inlar and Kao (1992a) that the Poisson process is the 
stationary state. Our proof relies only on the calculus of flows of diffeomorphisms and 
reveals the exact role of the balance equation in ensuring the steady state. It also 
reveals room for a generalization by way of relaxing assumptions on the infinitesimal 
covariance of the flow. We then illustrate the results with an example from the work of 
Harris (1981) on isotropic Brownian flows on the plane. Later, it emerges that the rate 
of convergence to stationarity is bound essentially by the probability that a certain 
transient diffusion sits in finite sets. To set the stage for this result requires only the 
ready inequalities in Barbour and Brown (1992) for point process approximation by 
Poisson processes. 
Our treatment of the Poisson case also reveals a generalization i  which a modified 
balance equation yields a Cox process as the stationary state. This generalization 
suggests rightly that Cox processes answer the question of equilibrium in general. We 
show in particular that the integrable limits in (;;inlar and Kao (1992b) are necessarily 
Cox processes with directing measures given by the integral of a discounted one-point 
motion on the flow. The general case admits rates of convergence to stationarity 
similar to those that apply to the balanced, Poisson case. 
The next section introduces ~inlar and Kao's (1992b) model of birth and death on 
a stochastic flow. The definition relies on the theory of stochastic flows in Kunita 
(1990) and the theory of point processes in, say, Kallenberg (1986), although I also find 
it helpful to consult Daley and Vere-Jones (1988) and Karr (1986) for the needed 
background in point processes. The case of Poisson equilibria subject o the balance 
equation is developed in Section 3, the rate of convergence to stationarity in Section 4. 
The last section treats equilibrium in general in terms of a family of Cox processes and 
their directing measures. 
2. Birth and death on a flow 
This section defines birth and death on a stochastic flow, taking the notation and 
principal hypotheses for our discussion directly from the work of ~inlar and Kao 
(1992 a, b). The probability space (f~, ~ff, P) supports all of the random variables 
below. The space E is a Euclidean space of dimension d having Borel subsets ~, 
although for many purposes one can substitute any locally compact, second count- 
able, Hausdorff space for E. The basic construction begins with a flow on E which 
transports a countable collection of particles that live and die there. 
First, let F = (F~t), 0 ~< s ~< t < co be a stochastic flow on E. That is, F~t(m) maps 
E into E, with F~s the identity map, and F satisfying the flow equation: Frt = Fst ° Fr~, 
for every r ~< s ~< t. For each s >/0 and x in E, the process t ~ F~x denotes one-point 
motion on the flow starting from x at time s. Next, suppose a countable system of 
particles come and go on the flow. For each p >~ 1, that is, we visualize a particle of 
unit mass that enters the flow at time Sp in N + and position Xp in E, while it leaves the 
flow at time Tp strictly after its time of birth. Its trajectory is then the one-point 
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motion on the flow t ~ FSpXp for t in [Sp, Tp). Finally, for the purpose of tracking 
particles, the particle process t --* Mt is given by the equation 
Mr(B) =~la(Fs, tXp)l(Sp ~< t < Tp), Beg ,  (1) 
P 
so Mt is a point process on E whose atoms locate the existing mass on the flow. This 
process takes values in the space (N, JU) of counting measures on (E, g). 
As for hypotheses, we suppose that F is a Brownian flow of diffeomorphisms on E. 
The one-point motion t ~ Fstx is the unique strong solution to the It6 equation 
dXt = b(Xt)dt + ~ 7,(Xt) W'(dt), Xs = x, (2) 
where W 1, W 2 . . . .  are independent Wiener processes and 7 = (7~), ~ ~> 1 are fixed 
vector fields on E; in the general theory, there may be finitely or infinitely many of 
them. The drift b and the diffusion coefficients 7~ are infinitely differentiable on E. 
They have bounded derivatives and satisfy a linear growth condition with universal 
constant on E. Next, to the particle labeled p = l, 2 . . . .  , there is a random variable 
Up in ~ + such that the death time Tp is given by 
= 0 ' > Up}, Tp inf{t~> : fs k(Fs,,Xp)dr (3) 
where k is a positive Borel function on E. The function k is called the killing function 
and Up the particle's intrinsic life. The random variables (Sp, Xp, Up), p/> 1 form the 
atoms of a point process L on ~+ × E x ~+, which we suppose is a Poisson random 
measure having mean given by the equation 
EL(ds, dx, du) = 6o(S)#o(dx) du e " + ds 7z(dx) due-",  (4) 
for s ~ ~ +, x 6 E, u 6 ~ +, where/~o and ~z denote Radon measures on (E, o ~) and 6o the 
Dirac measure with unit mass at 0. We assume finally that L is independent of F. 
Notice that particles enter the flow initially with distribution kto over space and 
thereafter at rate 7r over space per unit time. All particles have exponentially distrib- 
uted intrinsic lives with mean one. And all particles move inertly on the same 
underlying flow, drifting infinitesimally at rate b and diffusing infinitesimally at rate 
7 until the cumulative ffect of killing at rake k exhausts their time on the flow. 
By virtue of these hypotheses, the particle process t --* Mt is then a strong Markov 
process on (N,.#'). For each function f in  the space ( r  of continuous functions with 
compact support in E, the integral Mtfof fwith respect o Mt is given by the master 
equation 
Mtf=fL (ds ,  dx, du)f(F~,x)l~o.,~(s)lto.,)(flk(F,~x)dx ). (5) 
This completes our description of birth and death on a Brownian flow. 
Remark 2.1. The Brownian flow above has infinitesimal mean b and infinitesimal 
covariance c:for each x and y in E, c(x, y) = Z~7~(x)~(y) T, the T for transpose. Notice 
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that one-point motions on the flow are diffusions on E having Markov generator 
A given by the equation 
82f 
A f (x) = i= ~, bi(x) (x) + 2 i=, j=, ci~(x'x) c~xiOx i(x), (6) 
on a core of functions f with two continuous derivatives. The adjoint A* of A with 
respect o Lebesgue measure is given by 
c~c f 
A*f(x)  = - (x) + ~(x) ,  (7) 
i=1  '=  vx iv~j  
on the same class of smooth functions. 
3. Poisson equilibria 
This section considers the case of Poisson equilibrium, first considered in ~inlar 
and Kao (1992a), in which the Poisson law is the stationary state. The situation entails 
added structure culminating with the balance equation, the keystone of the main 
result. The role of the balance quation in effecting the equilibrium emerges neatly in 
our proof, whose technique complements hat used to prove the main result in ~inlar 
and Kao (1992a) and suggests one generalization and one variation of the seminal 
result. 
We introduce a Radon measure 2 on (E, ~) having strictly positive density 1 with 
respect o Lebesgue measure. 
Proposition 3.1. (t~inlar and Kao, 1992a). Truncate the sum in Eq. (2) after d terms and 
for each x in E, introduce the matrix 7(x) = [71(x),72(x), ... ,Ta(X)] for the implied 
d x d-matrix of diffusion coefficients. Suppose that ~ is a diagonal matrix given by 
7(x) = diag(l(x)- 1 . . . . .  l(x)- 1), 
all d diagonal entries given by the reciprocal of l(x). Suppose that the function l belongs to 
the domain of A* and that the birth measure n has density p given by 
p(x) = l(x)k(x) -- A*l(x), xeE ,  
the balance equation for Poisson equilibrium. I f  Mo has Poisson distribution with mean 
measure 2, then Mt has Poisson distribution with mean measure 2for every t >>. O. 
Remark 3.2. (~inlar and Kao (1992) have a further esult to the effect hat, under the 
proposition's conditions and provided the effect of the initial particles on the flow 
wears off, Mt converges in distribution to a point process Moo, which is Poisson with 
mean 2. Thus the Poisson law with mean measure 2 is the stationary distribution of 
the particle process. Or, for the same conclusion, see Ethier and Kurtz (1986, Lemma 
9.1, p. 238). 
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Remark 3.3. The balance quation emerges naturally from a well-known fact in the 
theory of Markov processes. Suppose that Mo has mean 2, so substitute 2 for #o in Eq. 
(4). For each bounded function f, let (Qt) denote the transition semigroup given by 
Q,f(x) = ~-f(Fotx)exp - f l  k(Fo=x) ds, 
namely the killed diffusion on E with drift b, diffusion 7 and killing rate k, see killing by 
the method of Kac and Rosenblatt in Knight (1981, Section 4.2, p. 76); the integral of 
x -.-', Qtf(x) with respect o a Radon measure r/, say, will be denoted qQtfbelow. By 
virtue of the master Equation (5), the independence of L and F, and time homogeneity 
of one-point motion, the mean of Mt satisfies the equation 
F-Mr f=  F-fFFMtf 
= ~- f ,~(dx)f(Fo,x)exp- fl k(Fosx)ds 
+~fldsfrc(dx)f(Fs,x)exp-flk(F=,x)dr 
= "~O,f+ ~i dszQ=f, 
by first conditioning on F with conditional expectation IzF, integrating against he 
mean of L at Eq. (4), then taking the final expectation and using time homogeneity. 
(Notice the convention here is to left justify the differentials "ds" and "n(dx)" 
whenever this eases the reading of integrals, which is from left to right, with long or 
complicated integrands.) For f in the domain of A, the generator of Eq. (6), the 
semigroup (Qt) has generator B, say, given by the equation 
Bf(x) = Af(x) -- k(x)f(x), x~E, 
so the balance quation implies 
~_Mtf = 2Q,f+ f l  ds f dx[(IkQsf)(x)-((A*l)QJ)(x)] 
= 2Q'f + f l  ds f2(dx)[(kQ=f)(x)-(AQ=f)(x)] 
= 2Q, f -  f l  ds2BQ=f 
= f,~(dx)[O,f(x)- f: dsBO=f(x) 1 
= 2f  
= EMof, 
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by definition of B and by virtue of Fubini's Theorem and the proposition of Ethier and 
Kurtz (1986, Proposition 1.5(c), p. 9). and Kurtz (1986). Since the domain of A is dense 
in (x,  the space of continuous functions with compact support in E, the mean of M~ is 
~. for every t >~ 0. The balance quation then ensures a stationary mean for the particle 
process. Notice that this calculation requires only that Mo have mean 2, not necessar- 
ily the Poisson law. And it only requires the balance quation, not the restriction of y, 
which is relaxed later. 
Remark 3.4. The case of the Ornstein-Uhlenbeck flow best illustrates the principal of 
balance among birth, diffusion and death in Proposition 3.1, so we recall it here from 
t~inlar and Kao (1992). For a positive constant a, suppose the one-point motion 
t -o F~tx is the Ornstein-Uhlenbeck process on ~ given by 
Fs,x = (x - Y~)e-a"-~)+ Y, where Y~ = f l  e - 'W(ds) ' r  ~> 0, 
so in our notation: b(x) = - ax and 7(x) = 1. This flow is a contraction that carries all 
particles to the same limiting point mass at Z, say, a Gaussian random variable having 
mean zero and variance 1/2a. Nevertheless, if the killing rate is a constant k, which is 
strictly larger than a, then the balance equation implies the birth density p is the 
constant k - a, ensuring rapid enough creation and annihilation of mass to counter- 
balance the contractive ffects of the flow. The result is Poisson equilibrium with 
Lebesgue mean measure. And as developed below, if this system starts empty (i.e. 
Mo = 0), then Mt approaches equilibrium exponentially fast with exponent k - a. 
The following lemma is key to our proof of Proposition 3.1. Recalling that F is 
a forward flow of diffeomorphisms, letF -  ~ = (F~ 1), 0 ~< s ~< t < oo denote the corres- 
ponding backward flow; basically the mapping F~ 1 is the unique functional inverse of 
Fst, but see Kunita (1990, pp. 115, 130), for definitions and basic properties of the 
backward flow. Since the coefficients b and y are sufficiently smooth and regular here, 
Corollary of Kunita (1990, Corollary 4.6.6, p. 175) implies that F -  1 is a backward flow 
of diffeomorphisms on E. 
Lemma 3.5. The measure 2 and the hypothesis on ? are the same as in Proposition 3.1. 
For t >~ s >~ O, the image measure B ~2(FS  I B), Be~,  is absolutely continuous with 
respect to 2 with density given by 
~(s , t ;x )=exp l (F r t lx ) - l  A* l (F~lx )dr ,  x6E ,  
where A* is the adjoint of Eq. (7) and l is the density of 2. 
Proof. The density I of 2 is strictly positive. For each x in E, therefore, the density of 
2(FSIB),  Be~,  with respect o 2 is given by Eq. (6), of Kunita (1990, Eq. (6), p. 136) 
~(s,t;x) = l (x) - l  l (F~lx) ldetOFZXx[ ,  xeE ,  
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where OF~ ix denotes the Jacobian of FL 1 at x and det OF~ ix the determinant; this 
expression emerges simply by a change of variables. The formula for ~(s, t; x) is got by 
application of a lemma of Kunita (1990, Lemma 4.3.4, p. 141); notice that this lemma 
is written for the forward flow, but in light of Theorem 4.2.10 of Kunita (1990, p. 131) 
and the proof of Lemma 4.3.1 in Kunita (1990, p. 136), we apply it to the parameters of
the backward flow. In which case, the random field G of Kunita's Lemma 4.3.4 is given 
here by 
G(x;r,t)= -l(x) -1 (W t-Wj,)=O, xeE, t>>.r>~s, 
j=l ~Xj 
while/2 m* is given here by A*. Therefore, Eq. (19) in Kunita (1990, p. 141) satisfies the 
claim. [] 
Proof of Proposition 3.1. Suppose that M o is a Poisson random measure on E with 
mean measure 2. Proposition 2.13 of ~inlar and Kao (1992b) implies that, given F, the 
point process Mt is a Cox process having directing measure kit given by 
#,f = ~eMtf = f2(dx)f(Fo,x)exp - fl k(Fosx)ds 
+fldsf' (dx)f(fs,x)exp-f;k(V ,x)dr, 
referring to the master equation (5). By virtue of Corollary 3.2 of Kallenberg (1986, 
p. 27) it suffices to show that/~tf= 2f for  every f in  ~K. 
To this end, apply Lemma 3.5 to the first term in #, to obtain 
f 2(dx)f(Fo,x)exp - fl k(Fo~x)ds = f 2(dx)f(x)a(O,t;x)exp - fl k(F~71x)ds 
= fZ(dx)f(x)exp- fl  h(F;,ix)ds, 
since Fo~ ° Fo] 1 = Fs~ 1, where the positive function h is given by 
h(x) = k(x) - l(x) -1A*l(x), xeE. 
Notice that the balance equation, in terms of I and h, implies ~ has density h with 
respect o 2, so applying Lemma 3.5 to the second term in/~, obtains 
fldsfn(dx)f(F~,x)exp-f]k(F2,1x) 
=f lds f2 (dx) f (x )a (s , t ;x )h (F~lx )exp- f l k (F~lx )  dr 
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= f 2(dx) f (x) f l  ds h(FS lx )exp-  f l  h(F£,Ix)dr 
=f2(dx) f (x ) [ l -exp- f lh (FZ lx )ds  1. 
Adding the first term to the second obtains the desired result. [] 
The balance equation then ensures a rather exact rate for the creation of mass in 
relation to its motion and killing on the flow, so that the cumulative ffect of birth, 
motion and death fixes the directing measure of M to 2. The restriction on ~, which 
involves ome loss of generality, ensures that a certain random vector field on E has 
zero divergence. So returning to the general setting of Section 2, there is a natural 
generalization of Proposition 3.1. 
We suppose that the flow F is a Brownian flow with infinitesimal mean b and 
infinitesimal covariance c as defined in Remark 2.1. The mean and covariance are 
sufficiently smooth and regular, compare with Conditions (A.2) and (A.3) of Kunita 
(1990, pp. 121,124) so that F is a forward Brownian flow of diffeomorphisms and F -  1 
a backward flow of diffeomorphisms on E. 
Proposition 3.6. Let 2 be a Radon measure on (E, ~) having strictly positive density I. 
Suppose that the density I belongs to the domain of A* of Eq. (7) and the birth density pof 
rc satisfies the balance equation 
p(x) = l(x)k(x) - A*l(x), xeE. 
In addition, for any x and y in E, the covariance function c satisfies the condition 
=lE ~ [l(x)cJk( x,y)] = O, k = 1 . . . . .  d, 
j= 
meaning differentiation relative to x while treating y as a dummy variable. I f  Mo has 
Poisson distribution with mean measure 2, then Mt has Poisson distribution with mean 
measure 2for every t >. 0. 
Remark 3.7. Notice that the condition on l and ? of Proposition 3.1 is replaced by the 
condition on l and the infinitesimal covariance c, thus generalizing the covariance 
condition but otherwise leaving the balance equation intact. The new condition is, 
however, "half" of the analytical condition eeded for the backward flow to preserve 
2, which is the subject of the corollary below. 
Proof of Proposition 3.6. For t 1> s ~> 0, consider the image measure 2Fs~ x. It suffices 
to show that its density is given by Lemma 3.5, since the proof of Proposition 3.1. then 
implies the desired result. 
To this end, we introduce two random fields, M and G, from Kunita's (1990, p. 141), 
Lemma 4.3.4, as applied here to the backward flow. For our purposes, by virtue of 
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Theorem 4.2.10 of Kunita (1990, p. 131) the random field M is minus the martingale 
part of the backward random infinitesimal generator of the backward flow. Thus, for 
t >i r >/s ~> 0 and x in E, the random field G is given here by the divergence 
~IM j
G(x; r, t) = l(x)- I div(lM) (x; r, t) = l(x)- i ~1 ~ (x; r, t). 
By definition, the random field G determines a backward martingale (with spatial 
parameter) with respect to the filtration spanned by M. By hypothesis, its infinitesimal 
covariance with M is zero, namely 
l(x)- x j=l ~xj [l(x)cJk(x'Y)] = O, k = 1 . . . . .  d, x ,y~E,  
so Theorem 2.3.9 the result of Exercise 3.2.10, and the discussion of pages 106-107 in 
Kunita (1990, pp. 63, 91, 106, 107) imply that G is almost surely zero with respect o 
the distribution of the backward flow; cf. the argument that (iii) implies (ii) in Theorem 
4.3.2 in Kunita (1990, p. 138). Therefore, by virtue of Eq. (19) of Lemma 4.3.4, in 
Kunita (1990, p. 141), and the proof of Proposition 3.1, we obtain the desired 
result. [] 
The condition on the covariance function c in Proposition 3.6 nearly implies that 
the backward flow preserves 2.To see this notice that the correction factor c' for a flow 
with covariance c is given by the vector field 
..., T xj(X,y) x E; (8) 
j= l  j= l  y=x' 
cf. the correction factor for a flow with covariance a as shown at Eq. (30) in Kunita 
(1990, p. 131). Since the backward flow here has drift 2c' - b and the expression for 
A*l here corresponds to that for/~1),~ in Kunita (1990, p. 142), a direct calculation 
shows that the covariance condition in Proposition 3.6 implies the equation 
A*l(x) = div(l(c' -- b))(x) = ~, j=l 0~- b)J (x), x ~ E. (9) 
gl(c' 
m 
If A* 1 is zero along with the covariance condition on c and 1, then, invoking the same 
correspondence of terms, Theorem 4.3.2, via eqs. (11) and (12) in Kunita (1990, pp. 137, 
138) implies that the backward flow F-1 is 2-preserving, namely 
2(F~;1B) = 2(B), B~8. (10) 
This suggests the following corollary and the last Poisson equilibrium treated here. 
Corollary 3.8. Suppose that the backward flow F-  x = (Fs71), s ~< t < oo is 2-preserving 
as shown at Eq. (10) and that the birth density p is given by the balance equation 
p(x)=l(x)k(x), x~E. 
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I f  Mo has Poisson distribution with mean measure 2, then Mt has Poisson distribution 
with mean measure 2for every t >10. 
Proof. By virtue of Eq. (10), the density ~(s, t; x) of Lemma 3.5 is identically 1for every 
s, t and x. The desired result then follows from the proof of Proposition 3.1. [] 
An example from the work of Harris (1981) illustrates these ideas for isotropic 
Brownian flows on the plane. For this case, b = 0 and the covariance tensor c has the 
form c(x ,y )=h(x -y )  where h is a homogeneous isotropic vector field on 
N2: h(z)= G*h(Gz)G, for every zeR 2 and every real orthogonal matrix G. The- 
orem 3.6, of Harris (1981, p. 237) shows that the Brownian flow with infinitesimal 
covariance h is a Lebesgue-measure p serving or incompressible flow of homeomor- 
phisms on the plane. Adding drift jeopardizes the incompressibility unless the infini- 
tesimal mean is divergence free. 
In an important special case, there is a stream function ~ from RE into 
having circularly symmetric level curves about the point (0, 0); these level curves, 
called streamlines in Granger (1995), signify that fluid particles move in circular 
paths about the origin as in a vortex, so Harris (1981) used a stream function to 
give a construction of an isotropic Brownian flow on the plane as a limit of a sequence 
of vortex models driven by Poisson random measures. To illustrate the connec- 
tion between a stream function and the covariance tensor, take ~ equal to the 
Gaussian kernel z ~ exp - l [ z [2 ,  where [Z [  2 = X 2 -~- y2 for every z = (x,y)e ~2. As at 
Eq. (4.10) in Harris (1981), we write " ."  for convolution and introduce the function 
H given by 
H(z) = 0 * 0(z) = exp - Izl 2, 
so that the covariance tensor h is given by 
a2H 
hll(z)lz= (x,y) - ~y2 (x,y), 
O2H 
h 2a (Z)lz = (x,,) = ~ (x, y), 
t~2H 
h 12 (z)l Z = (x,y) = ~ (x, y), 
a2H 
h22(Z)lz = (x,y) - ~x 2 (x, y). 
In this representation, it is easy to see that h satisfies the covariance condition 
~h lk t~h 2k 
x - (x 'y )+~(x 'y )=O'  k= 1,2, (x ,y)6~ 2, 
meaning the incompressibility condition for isotropic Brownian flow with zero drift. 
Notice that incompressibility implies that the correction factor of Eq. (8) is zero. 
Therefore, adding the infinitesimal mean b to the problem, the terms of Eq. (9) simplify 
to the expression 
ff Sb ~ 
. . . .  + a A*l(x, y) div b(x, y) L~x (x, y) ~yt~b2 J 
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where 1 denotes the constant function for the density of Lebesgue measure on the 
plane. Thus, the flow is still incompressible provided b is divergence free. 
For our purposes, however, the balance quation for birth and death on this flow is 
given by 
p = k + divb/> 0, 
in which case the planar Poisson process with unit intensity is the stationary law. For 
example, suppose b(z) = - az for a > 0 and z in R 2. Since h(0) = I (identity matrix), 
the one-point motions are given by the Ornstein-Uhlenbeck process on the plane. 
The coordinate processes are independent, each having the representation shown at 
Remark 3.4 but with independent copies of the Wiener process W. This flow ultimate- 
ly contracts all particles to a random point in the plane having Gaussian distribution 
with mean zero and covariance (1/2a)I. For a birth and death on this flow to have the 
planar Poisson process with unit intensity as its stationary law, the rate of killing must 
be at least as rapid as 2a in a way that exactly offsets the rate of birth point by point 
over the plane. 
4. Approach to stationarity 
This section treats the approach to stationarity for birth and death on a flow in the 
context of the Poisson equilibria of the previous ection. For a more-or-less arbitrary 
starting law for Mo, the rate of convergence ofMr to its equilibrium Moo, say, is shown 
to decay with the probability that a transient diffusion sits in finite sets. 
For this purpose, for each bounded function f on E, let (Qt) denote the transition 
semigroup 
Q,f(x) = Ef(Fo,x)exp -- f l  k(Fosx)ds, xeE ,  (11) 
the semigroup of Remark 3.3 for the forward diffusion killed at rate k. For v a measure 
on (E, ~), write vQtf for the integral of x ~ Qtf(x) with respect o v. Also, recall the 
space (N, Jff) of counting measures on (E, ~). 
For purposes of the next proposition, following Kallenberg's notation, KMt and 
KM~ are used to denote the restrictions of Mt and Mo~ to the compact set K. 
Proposition 4.1. Let Mo~ denote a Poisson random measure on (E,8) having mean 
measure 2. In addition, the analytical hypotheses here are those of Proposition 3.6, while 
supposing only that the mean Po of Mo is a Radon measure on (E, d~), and that M o is 
independent of the (Sp, Xp, Up)for Sp > O. So, Mo need not be Poisson. 
For each compact set K in E, let ~ o(KMt) -1 and P o(KMo~) 1 denote the distribu- 
tions on (N, Jff) for the point processes KM~ and KMo~, respectively. Their total- 
variation distance is bound by the inequality 
sup IP o(KM,) - '  (B) -- P o(KMo~)-'(B)I <~ 2Q, lx + 2#oQ, lr,  
BE JV 
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where Qt appears above at Eq. (11). I f  2(E) is finite, then replace K with E and so 
approximate the whole distribution of Mt with that of Moo. 
Remark 4.2. Notice that if P and Q are probabilities on (N, J V), then the total- 
variation distance dTv(P, Q) between P and Q is given by 
dTv(P, Q) = sup I P(B) - Q(B) I, 
BEW 
the metric being used for point process approximation i the rate of convergence 
quoted above. Although it is a fast metric for many purposes, the total-variation 
distance is well suited here because the balance quation prevents untoward singular- 
ities. By virtue of Theorem 2.6, of Barbour and Brown (1992, p. 20) (cf. Barbour and 
Brown (1992, Remark 2.9, p. 21), if P is the law of a Cox process having directing 
measure/~, while Q is the law of a Poisson process having finite mean ¢, we then have 
the inequality 
dTv(n,Q) <~ E[I]~ -- 311, 
where the variation norm II-II on signed measures i given by 
I /~-~l (B)=sup{ ~ I/~(Ii)-¢(I~)1: {Ij}~ is a measurable partition of B}, 
j= l  
and 
BcE,  
I1~- 311= I~t- ~I(E); 
see Example C.11 in Conway (1985, p. 387). Otherwise, if ~ is not finite, the statement 
must be restricted to point processes on compacta, where ~ is finite, thus honoring the 
critical hypothesis in the key Propositions 2.1 and 2.3 used to develop the bound in 
the work of Barbour and Brown (1992). This inequality leads to the bound of 
Proposition 4.1. 
Remark 4.3. The bound in Proposition 4.1 admits a ready interpretation i  terms of 
a probability for a transient diffusion on E. For each x in E, the one-point motion 
t ~ Fotx is a diffusion on E, starting from x and having infinitesimal generator A of 
Eq. (6). Suppose the one-point motions are either ecurrent or transient in the sense of 
Harris; a modest condition for this is that c be strictly positive definite as in Condition 
(A.4) of Kunita (1990, p. 140). In either case, therefore, the transition semigroup (Qt) of 
Eq. (11) is that of a transient diffusion on E; the positive killing function k is, of course, 
vital when the one-point motion is recurrent in the sense of Harris. 
Now, let t ~ Xt denote a transient diffusion on E having transition semigroup (Q,). 
For x in E, let px denote the law of X starting from x. For each compact set K in E, 
interpreting 2.as an initial distribution for a particle in E, we have 
2Q, lx = f2  (dx) px(x, ~ K), 
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which is a bonafide probability whenever 2(E) = 1; a similar interpretation is made for 
the second term involving ~to. Incidentally, referring to the notion in Chung (1982, 
p. 121) for LK the last exit time from K, 
LK = sup{t t> O: XteK}, 
we have the inequality 
2Qt lK  = f 2(dx)PX(X, eK) <<. f 2(dx)P~(LK > t), 
which bounds terms by a bonafide last-exit probability whenever 2(E)= 1, 
similarly for #o. Provided this bound is finite for some t, which is only at issue for 
infinite 2(E), it gives convergence in distribution of Mt to Moo in Proposition 4.1 since 
LK is finite almost surely and PX(LK > t) decrease to zero on E as t increases 
unboundedly. 
Proof of Proposition 4.1. We divide the argument in two parts, beginning with the 
case Mo is zero with probability one. 
(1) Let t --* M[ ÷) denote the birth and death on the flow starting from zero with 
probability one. Referring to the master equation (5), this is equivalent to restricting 
L to the set (0, oo) x E x R+, so that M ~+) includes only those particles born strictly 
after time zero. Now, for each t and given the flow F, proposition 2.13 of ~inlar 
and Kao (1992b) implies that M[ ÷) is a Cox process having directing measure 
#~t +) given by 
I~(,+) f = fl ds f r~(dx)f(F:,x)exp - fl k(F~,x)dr, 
for every functionf having compact support in E. Therefore, by virtue of Theorem 2.6 
of Barbour and Brown (1992), for each set B in JV and compact set K in E, we have the 
inequality 
I P(KM[+)~B)- P(KMoo~B)I <~ ~la~, + ' -  21(K), 
referring to the variation norm on signed measures as defined in Remark 4.2 above. 
Next, for positive function f, by virtue of the balance quation of Proposition 3.6, 
the proof of Proposition 3.1 and Lemma 3.5 imply 
I . l+>i- = .I+,I= f  dxtilx)oxp - I i  
= exp F ds 
= x exp k,'osX, ds 
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where h is the function k-  l - lA*l  of the proof of Proposition 3.1. And since this 
difference is a positive measure, we have 
El~l+)- Al(K) = ~-f 2(dx)lK(Fo,x)exp - f l  k(Fosx)ds 
= 2Q, lx, 
invoking the definition of Qt at Eq. (11). This completes Part 1. 
(2) Let (Xp,),p'>~ 1, denote the atoms of Mo and append the corresponding 
intrinsic lifetimes, the (Up,),p' ~> 1, to form the pairs (Xp,, Up,), p' ~> 1. Assembling 
these pairs as the atoms of a point process L (°) on E × ~ +, we introduce the pure death 
process t ~ M~ °) given by 
M(t°) f = f L(°)(dx, du) f (Fo,x) lto.,,) ( f l  k(Fosx)ds ),
mimicking the master equation (5). Also, writing L (+) for the restriction of L to 
(0, oo) x E x R+ and substituting L (+) for L in master equation (5), we introduce again 
the process t ~ M~ +) from Part 1 for the particle process tarting from zero. Evidently, 
we have the decomposition 
M,=M~° '+M~ +), M(o ° ,=Mo and M(o+)=0, 
representing M as the sum of a pure death process tarting from the atoms of Mo and 
a birth and death on a flow starting from zero. 
Next, for B in JV, we have 
(M, e B) = P (M~ °' + M~ +' e B) 
: P(M~ °' = 0, M~+)~B) + P(M,~a;  M~ °' ~ 0), 
the latter notation indicating restriction to the set where M~°)((o) # 0. Therefore, for 
each compact set K in E, we have the inequality 
I BZ(KM, E B) - ~Z(KM~o ~B) I ~< IP(KM~ °) = 0, KM~+)~ B) - OZ(KM~ ~ B) I 
+ P(M~°)(K)/> 1). 
For the first term on the right, we condition on the flow F and invoke the indepen- 
dence of Mo and L (+) to obtain 
P(KM~ °) = O, KM~+) ~ B) -- P(KM~ e B) 
= ~PF(KM~ °) = 0) [PF(KMt(+) ~ B) - P(KM~ ~ B)] 
- P(KM~o EB)P(M(t°)(K) >~ 1), 
after some rearrangement of terms. This expression, therefore, implies the inequality 
] P(KM~ °)= 0, KM~+)6B)- P(KMoo ~B)I <~ El UZv(KM~+)~B)= ~Z(KM~o ~B)[ 
+ ~(M~°)(K) >/ 1). 
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Finally, again invoking Theorem 2.6, of Barbour and Brown (1992), we obtain the 
inequality 
sup ] P(KM, ~ B) - P (KM~ ~ B) I ~< 2Q, l r  + 2P(M~°)(K) >~ 1). 
B c ~4 .~ 
since Mo has mean measure ~to, Markov's inequality implies the desired result. [] 
We see from the proof of Proposition 4.1 that 2Q,1K governs the rate of conver- 
gence of M} +) to its equilibrium M~, while t~oQtlr governs the rate at which 
M} °) vanishes. This will happen, in general, at the rate at which the transient diffusion 
with semigroup (Qt) reaches its grave and forever ests in peace; in case k is bound 
from below by 1, say, the rate [2(K) + 2#o(K)] e -t is indeed exponentially fast. While 
we have seen that this does not preclude recurrence for the one-point motion on the 
flow, we have here another indication that "transience is better" when it comes to 
matters of equilibrium for birth and death on a flow. 
The bound in Proposition 4.1 is reasonably sharp, but may be improved with 
knowledge of the law of Mo in relation to the flow. To wit, consider the process 
t ~ M~ +) starting from zero as defined in Part 1 of the proof of Proposition 4.1. For 
compact set K in E and t/> 0, since M} +) is a Cox process with directing measure #I +), 
we have 
I P(M~+)(K) = 0) - P(Mo~(K) = 0)1 = 
t> 
where, from the proof of Proposition 4.1, 
#~,+) almost surely and ~(2 - #~t+))(K) = 2Q,1K. Therefore, writing 
d~v)(t) = sup I P° (KM~ + ))-1 (B) - P o (KM~)-  I (B)I, 
B E ~ 
we have the bounds 
2Q,1Kexp -- 2(K) .%< d~v)(t) <<. 2QtlK, 
I P(M~+)(K) = 0) - exp( - 2(K)] 
I E (exp -/~t+)(K) - exp( - 2(K))I 
J E (exp(2 - #~,+))(K) - 11 exp( - 2(K))] 
E [exp(2 -/~,+))(K) - 1] exp( - 2(K)) 
2QtlK exp( -- 2(K)), (12) 
lines four and five use that 2 dominates 
(13) 
which is sharp for the particle process tarting from zero and calibrated entirely by the 
transience of (Qt). 
On the other hand, for the process tarted from Mo, consider the decomposition of
M by M ~+) and the pure death process M ~°) as defined in Part 2 of the proof of 
Proposition 4.1. Since M) °) is conditionally independent of M[ +) given F, we have 
P(Mt(K) = 0)) = IZ(M~°)(K) = 0, M~ +) (K) = 0) 
= E 1 (M~ °)(K) = 0) exp -/~(, +)(K) 
= Eexp -- #~+)(K) -- EI(M~°)(K) >~ 1)exp -- #~+)(K), (14) 
198 M.J. Phelan/Stochastic Processes and their Applications 66 (1997) 183-207 
by conditioning first on F, using the independence of Mo from L (+) and taking 
expectations of the result. Thus, by virtue of the Inequality (12) and Markov's 
inequality, we have 
[P (Mr (K) = 0) - exp( - 2(K))I = I~ [exp(2 - p~+))(K) - 1] exp( - 2(g)) 
- I:I(M~°)(K)/> 1)exp( - p~+'(K))[ 
>t I: [exp(2 - #~+))(K) - 1] exp( - 2(K)) 
- ~_ 1 (M~°)(K) >~ 1) exp( - #~ +)(K)) 
~> 2Qt lg exp - 2(K) - #oQtlg, (15) 
using that Mo has mean/~o- Finally, upon gathering terms and writing 
dTv(t) = sup [ P o (KM, ) -  I (B) -- P o (KMo~)- I (B)[, 
B~W 
we obtain the bounds 
2Q,1Kexp( - 2(K)) - #oQt lK  <~ dTv(t) ~< 2Q, l r  + 2#oQtlK, (16) 
so the bound in Proposition 4.1 is reasonably sharp, provided the mean of Mo is small 
in some sense. 
Nevertheless, notice here and in the proof of Proposition 4.1 that terms involving 
~o Q, 1K arise from terms involving P (M~ °) (K)/> 1), since Markov's inequality implies 
#oQ, l r  ~> P(M~°)(K) >>. 1) = 1 - P(M~°)(K) = 0). (17) 
This suggests that something more sharp may come of calculating the zero probability 
functional, 
((°)(t; K) = P(M~ °) (K) = 0), (18) 
more precisely or at least bounding it from below. As the following example shows, 
this begs knowledge of the law of Mo and the way in which the flow transports its 
mass. 
For the purpose of illustrating these points, suppose that Mo is given by a mixed 
sample process, where one can calibrate separately the size of the mean of Mo and the 
action of the flow on its atoms. For each n ~> 1, the random variables X1 . . . .  , X, are 
independent, each with probability distribution v on (E, ~). The random variable 
N takes values in the set {0, 1, 2, ... }. The point process Mo is given by 
Mo = ~ I(N ~> n)6x,, (19) 
n>~l 
where 6x denotes point mass at x in E. This is the mixed sample process of Kallenberg 
(1986, p. 15). As usual, the total number of points N is independent of the atoms 
X1,  X2,  X3 . . . .  
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In this case, for each t >/0, the point proces M[ °) is given by 
) M[ °) = ~ I(N t> n)fvo,x, lto, v,) k(Fo~X.)ds , (20) 
n>~l 
which is, generally speaking, no longer a mixed sample process. On the other hand, if 
k is bound from below by 1, say, then we have 
m[ °) ~< ~ l(N ~> n)3vo, x lto, v.,(t) 
n>~l 
:= 2~[ °), (21) 
thus defining a bounding point process .._,~(°). Notice that ~[o) is first a thinning of 
Mo, with thinning probability p(t) = P(U,  > t) = e -t, followed by a mapping of the 
remaining atoms under the transformation Fo, 
Next, suppose that F is v-preserving; see Eq. (10) with v in place of 2 and the forward 
flow in place of the backward. By virtue of Theorem 4.3.2 in Kunita (1990, p. 137) this 
means that each of the n-fold product measures v®" is invariant for the n-point 
motions on the flow. In this case, we have the upper bound 
~M[°)(K) ~ ~M~°)(K) 
= ~, P(N >~ n)vTt (~)lrp(t)  
n>~l 
= [EN v(K) e-t,  (22) 
where ( , ,  , is the transition semigroup of one-point motion on F. In contrast, since 
preservation ofv by F implies that the mapping MoF~ 1 of Mo by For has the same law 
as Mo, Eqs. (18) and (21) entail the lower bound 
((°)(t; K) ~> P(~r~°)(K) = 0) 
= Iz(1 -- p(t))Uo(r) 
= P(N = 0) + fir[(1 - v(K) + (1 - p(t))v(K))N; N >i 1], (23) 
which gives a better upper bound for P(A~°)(K) t> 1) and so a better lower bound for 
the rate of convergence at Eq. (16). For example, for Geometric N with mean 
(1/(1 - ~), 0 < ~ < 1, Eqs. (22) and (23) yield 
v(K)e -t 1 - ct 
~_M~°)(K) <~ - -  and ((°)(t; K) ~> 
1 - -  o~ 1 -- ~z(1 -- e-t) v(K) ' 
while for Poisson N with mean m, they yield 
~M[°)(K) <~ mv(K)e - '  and ~(°)(t;K) >~ exp-'v(x)~-' 
These calculations illustrate the disadvantage of relying on Markov's inequality for 
~ 1 and m >> 1 or, generally, for large ~:N. 
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5. Equilibrium in general 
This section follows up the study in ~inlar and Kao (1992b) of equilibrium in 
general for birth and death on stochastic flows. Unlike the case of Poisson equilibrium 
recalled here in Proposition 3.1, the setting appeared too general to identify the limit. 
We show here, however, that their main hypothesis mplies equilibrium in general is 
given by the integrable Cox process. Examples of this of course include the Poisson 
equilibria of Section 3, but we give others below involving bonafide directing 
measures. 
The setting consists of a locally compact Hausdorff space E with countable base, 
which is metrizable as a complete, separable metric space. The flow F = (Fs,), 
0 ~< s ~< t < oe is a temporally homogeneous stochastic flow of homeomorphisms on 
E such that t ~ Fstx is a right-continuous strong Markov process for every s and x. 
The semigroup (Qt) and the resolvent V associated with killing the one-point motion 
t ~ Fotx at rate k are given by the equations 
Qtf(x) = F_f(Fotx)exp - I t drk(Fo~x), t >~ O, (24) 
Jo 
and 
V f (x) -- Y_ fo  dt f (Fo,x)exp - f l  dr k(Fosx) = fo  dt Qt f (x ), (25) 
for every bounded function f on E and x in E. 
In Part 2 of the proof of Proposition 4.1, we introduced the decomposition 
Mt = MI °) + M~ +,, M(o °) = Mo and M~o+) = 0, (26) 
representing the particle process M as the sum of a pure death process M (°) starting 
from the atoms of Mo and a birth and death on a flow M ~+) starting from zero. In 
terms of this decomposition, the main hypotheses b and c of Theorem 4.3 in Ginlar 
and Kao (1992b) suppose the conditions 
Ml°)f  ~ 0 as t ~ oo, (27a) 
rgMl+)f= t ~ dtrcQtf= ztVf< oe, (27b) lim sup 
t do 
for every positive function f in  the space ~2K of continuous functions having compact 
support in E, where ~ denotes convergence in distribution. Assuming further that 
is Z-finite and that k is bound from below, Theorem 4.3 in ~inlar and Kao (1992b) 
concludes that M, converges vaguely in distribution to some integrable random 
measure M~. 
The next proposition reconsiders this result, showing further that Moo is a Cox 
process. We refer to Kallenberg (1986) for details about vague convergence of point 
processes and random measures. The symbol vd is used to denote convergence in
distribution with respect to the vague topology. Also, in light of Eq. (27a), we 
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introduce the random measure #* given by 
I~*#=fodtfrc(dx'g(Fo,x)exp-f2drk(Fo~x',  
for every positive function g in CK. 
Proposition 5.1. Conditions (27a) and (27b) imply that Mt va> Mo~ as t increases 
unboundedly, where the limit Moo is an integrable Cox process on (E, ¢) having directing 
measure #~. For the directing measure #o~, we have #~ a= #,, with #* defined above. 
Remark 5.2. This result is in the main that of Theorem 4.3 in (;;inlar and Kao (1992b). 
We contribute simply by identifying the limit as a Cox process and giving a few 
examples below, though we remove the need of a lower bound for k and the 
E-finiteness of m 
Remark 5.3. We may suppose instead of the main hypothesis that (Q,) is transient and 
has the strong Feller property as defined by Chung (1982, p. 129). The argument there 
and Theorem 2 of Chung (1982, p. 126), implies that VIK is bounded on E for every 
compact set K. If rc is finite, moreover, we then have Condition (27b), namely 
~Vf<~ Ilflln(E)ll Vl=ptfll < c~, 
for every function f in ¢K, where sp, f denotes the support o f f  and II" II the norm of 
uniform convergence. On the other hand, for E-finite n, if ~ = E n,, Condition (27b) 
requires 
g. V1 K < oG, 
n=l  
even though every term in the series is finite. 
Condition (27a) says that M~ °) converges vaguely in distribution to 0. Recalling the 
representation f M ~°) in Part 1 of the proof of Proposition 4.1, we have 
IZM} °) f =/~o Q, f ,  
where/to is the mean measure belonging to Mo, the initial particles on the flow. If/to is 
finite, then Theorem 1.3.10 (iii) of Kunita (1990, p. 25) implies ~to Qt fconverges to zero 
so that Markov's inequality implies Condition (27a). For E-finite #o, if ~to -- E#(o k), 
a similar argument would require 
limsup ~ /~(ok)QtlK = O, 
t ,n  k~n 
again even though every term in the series converges to zero with increasing t.
Proof of Proposition 5.1. By virtue of Condition (27a) and the decomposition of Eq. 
(26) it suffices to prove the result for M ~+). To this end, as in Part 1 of the proof of 
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Proposition 4.1, Proposition 2.13 of ginlar and Kao (1992b, p. 126) implies that 
M,v c+) is a Cox process having directing measure #~,+) given by 
l~(t+)f=IidsfTt(dx)f(F~,x)exp-~k(F~.x)dr. 
Therefore, by virtue of Markov's inequality, Condition (27b) implies 
lim sup P(M~+)(B) > b) = lim sup P(/t~+)(B) > b) = 0, 
b~oo t b ~  t 
for every bounded set B in E. Lemma 4.5 of Kallenberg (1986, p. 33) then implies 
(M~ ÷)) and (#}+)) are relatively compact with respect to convergence in distribution in 
the vague topology. In turn, Prohorov's Theorem implies that there is a subsequence t' 
such that M~, +) vd Moo, for some point process Moo, and that #~,+) ~d,/z~, for some 
random measure #o~. 
Now it remains to verify that there is only one limit point and that it is a Cox 
process. To wit, for any positive function 9 in ~,  Condition (27b) implies 
lim sup I Ee-~U~'+' o _ Ee -  ~4+)9 [ = lim sup l ~eMP log(l --sg) - -  EeU~ +) logti -so) l 
t ' , t  t ' , t  
~< limsup,,,, f '  dsrcQslog(1-s9) =0, 
for every s in the open set [0, II 0 II-1). Therefore, 15.5.2 of Kallenberg (1986, p. 167) 
implies that/~}+) &/1~9, and since 9 is arbitrary, Theorem 4.2 of Kallenberg (1986, 
p. 32) implies/~+) vd/~o~. On the other hand, for any positive function f in  Ct~, we 
may also take s = 1 and g = 1 - e - f  in the inequality above to obtain 
~e-U~(1  e s) = l im ~e_U?,(1 _e-s )  = l im Ee-M? , f  = iFe-M®f, 
t t 
implying Mt vd, M® by Theorem 4.2 of Kallenberg (1986, p. 32) and meaning Moo is 
by definition aCox process as claimed. Finally, temporal homogeneity ofthe flow and 
monotonicity ofintegration verify the claim for the Laplace functional of the directing 
measure/~o~. [] 
Illustrating perhaps the most general form to be expected for birth and death on 
a temporally homogeneous flows, the equilibrium directing measure for Moo is given 
by the distributional equation 
#o~f£f :dt fn(dx ' f (Fot )exp- f ldsk(Fos) ,  feCx, (28) 
where ~ denotes equality in distribution. We can say more with a few examples for 
flows of diffeomorphisms below, but first we take up the question of the approach to 
equilibrium. The notations and conventions are the same as in Section 4, particularly 
with reference to the statement of Proposition 4.1. 
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Proposition 5.4. Let Moo denote the equilibrium Cox process on (E, 8) having directing 
measure 12oo f Eq. (28). The analytical hypotheses here are thoseof Proposition 5.1, while 
adding only that the mean I~o of Mo is a Radon measure on (E,8). 
For each compact set K in E, we have the inequality 
sup IPo(KMt)- I (B)  -- po(KM~)- I (B) I  <~ dsrcQ~l~ + 2#oQtlK. 
I f  the expectation F- ~ (E) is finite, then replace K with E and so approximate the whole 
distribution of Mr with that of Moo. 
Remark 5.5. One can see in this the enormous advantage of having something like the 
balance quation when fixing the rate of convergence. Nevertheless, for the examples 
with flows of diffeomorphisms below, one can work through alternative xpressions. 
Remark 5.6. The rate of approach to equilibrium in Proposition 5.4 may not be in 
general a rate of approach to stationarity. To make it so, let the particle process (Mr), 
t ~> 0 have transition semigroup (Tt), t >~ 0 on the Banach space Co(N) of continuous 
functionals that vanish at "or" on the space (N, JV) of counting measures, where the 
norm I1 Iio is of uniform convergence. For this remark we suppose that (Tt), t >~ 0, has 
the Feller property in the sense of Chung (1982, p. 49) while referring to the work of 
Phelan (1995) for sufficient conditions for this. 
For t > 0, we introduce the probability measure vt given by the equation 
v~(F) = t dsP(MseF),  rey .  
If (Mr) is relatively compact, then for every e > 0 there is a compact set F such that 
supP(M, eF) /> 1 - e, 
t 
since relative compactness implies tightness in the Polish space (N, Y) ,  (see Kallen- 
berg (1986, Section 15.7.7, p. 170, Prohorov's Theorems of Section 15.4.4, p. 167)). In 
this case, we have the inequality 
1 I' 
supvt(F) = sup-  dsP(MseF)  >~ 1 - ~, 
' t Jo  
implying tightness and so relative compactness, again by Prohorov's Theorem, for (vt). 
Therefore, there exist a subsequence t' such that Vc converges weakly to some v~, and 
by virtue of Theorem 9.3 of Ethier and Kurtz (1986, p. 240), we have 
v~T~ = v~ for every t, 
meaning v~ is an invariant entrance law for M. If we have Condition (27) moreover, 
then 
v~(r)= P(m~er), re~,  
where Moo is the Cox process indentified in Proposition 5.1. 
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Proof of Proposition 5.4. For each positive function f in  ¢:r, we have the distributional 
equality 
U~+'fa--fldsf~(dx)f(Fos)exp-fldsk(Fos),t 
by temporal homogeneity of the flow. This shows readily that t ~/~t+)fis an almost 
surely increasing and is thus a submartingale. By virtue of Condition (27b) and the 
martingale convergence theorem, therefore, there is an integrable random variable X :  
such that p~t +)f TX:  almost surely as t increases to infinity. By virtue of Theorem 3.1 of 
Kallenberg (1986, p. 27) namely the uniqueness of Laplace functionals, X:  d= p~f  for 
klo~ of Eq. (28). Although we can exhibit his limit explicitly, if suffices for our purposes 
here to notice that X: ,  f6  ¢~K is given by a random (Radon) measure/~+), say, since 
the space of Radon measures of Polish in the vague topology and so contains its limit 
points. 
For • ~+) ~% so defined, we clearly have the inequality 
#l+' f  ~< ~ ~+) _ l imsupp~+)f= sup ~t~ f -  #~+) f,
for every positive function f in ¢:K. For f ~> g ~> 0 in C~, therefore, we have 
[ p~+)g - #l+)g[ =/~+)g - p(+)g ~< #~+)f-  p~+)f= ]#~)f-/~(,+)f], 
so that in particular we have 
Ilt¢~ +' - p't+ ) r (K)  = (p~)- /~,+))  (K), 
for every compact set K in E, where as a reminder 
} 1 '2' -.',+'I(K) =sup a measurable partition o fK  . 
k j= l  
Therefore, in view of Remark 2.9 of Barbour and Brown (1992, p. 21) as in the proof of 
Proposition 4.1, and by virtue of the monotone convergence theorem, we have 
sup IPo(KMt) -~(B) -po(KM~)  l(B)l~<Fl~%'~+)-~t'~+)l:g't ) 2#oQt l r  
B~.4 :  
= ~( .~ - d ,+ ' ) (K )  + 2~oQ,1,, 
= dsrcQ~lK + 2poQ,1K, 
as claimed. This completes the proof. [] 
We close with a set of examples of directing measures. For this purpose, we suppose 
the differentiability conditions of Section 3, so that F is a flow of diffeomorphisms 
on E. 
Example 5.7. Suppose that there is a strictly positive function l such that 
p = kl - A' l ,  namely the balance equation of Proposition 3.t. We do not suppose, 
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however, the covariance condition. In this case, by virtue of temporal homogeneity 
and a change of variables using the backward flow F -  1, the measure pt~+) satisfies the 
fldsfdxp(x)f(F~x)exp-~idrk(F~rx) 
&fldsfdxp(x)f(Fosx)exp-fldrk(Forx) 
=f]dsfdxp(Fo~Xx)ldeteFo~lxlexp-fldrk(Fo,x) 
=fdxl(x)f(x)f]ds~(x,s)h(Foslx)exp-fldrh(Fo, lx) 
= fdx l(x)f(x) Y-F- 18(x, r x) 1 (r X <~ t), 
where the process s ~ ~(x,s)expS ol(Fo~lx) -1 (A*l)(Fo, lx)dr is given by the c~ of 
Lemma 4.3.4 of Kunita (1990, p. 141) applied to F -  1 rather than F, the expectation 
E r-1 is conditional given F-1, and where the stopping time T x is given by 
T~=inf{t:fldsh(Fos~x)>U }, 
h = k - l 1A'l, for U an exponentially distributed random variable having mean 1. 
Therefore, we have the limit 
~/(+) vd d f t 'p~ = dxI(x)f(x)Y-F-IS(X,T~)I(T ~ < oc), f~ff2K, 
thus exhibiting the directing measure of M~. Finally, notice that t ~ 07(x, t) is a posi- 
tive martingale with mean 1 for every x in E and suppose that T ~ is almost surely 
finite for every x in E. Since Condition (27) implies 
~0~(x, T x) < o% 
and, by virtue of the martingale convergence theorem and the dominated convergence 
theorem, we have 
lim ~_8(x,t)l(r x > t) <. lim ~0~(x, oo) l ( r  x > t) 
t - -*  oo t---~ oO 
+ lim ~loT(x,t) - 0~(x, oo)[ l ( r  x > t) = O, 
so that in particular we have 
I fpoo f  = f dxl(x)f(x)ES(x, TX) = f dxt(xtf(x)= 
equation 
//(+) ~c _ 
t J - -  
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taking 2 to be the measure with density l. Thus the rate of convergence in Proposition 
5.4 is the same as that in Proposit ion 4.1. 
Example 5.8. Suppose the backward flow F-  1 preserves zr. In this case, the measure 
#~t +) satisfies the equation 
#~,+) f d= fl ds f dxp(Foslx)ldetOFoslxlexp- f£ drk(Fo,x) 
=fdxp(x)f(x)fldsexp-fldrk(F~lx) 
=fdxp(x)f(x)fldsPv-l(TX>~s) 
-. f dx p(x)f(x) ~-r- 1 r x, 
where the stopping time T x is given by 
T~=inf{t:fldsk(F~lx)>U }, 
for U an exponentially distributed random variable having mean 1. Notice that I:T ~ is 
necessarily finite. For this case, we get 
F_#o~f =f Tr (dx)f(x) ~_ T ~, 
for the mean of the directing measure. Thus we have 
f;f  ds ~ (dx) P (T ~ >t s) + 2#0 Qt 1K 
for the rate of convergence in Proposition 5.4. [] 
These examples are modest variations on the equilibria investigated in Section 3, 
but more general statements are difficult to make unless more is said of the one-point 
motions of the backward flow. On the other hand, for a flow of diffeomorphisms, we 
may define a random field Y on E by the limit 
Y(x)=limfldsfdxp(Foslx)ldetOFoslX[exp-fldrk(Fs'x)',_.~ 
which of course always exists. We may then replace the main hypotheses ofCondition 
(27) with the hypothesis 
P(frdxY(x)<oe)=l,  fo rcompactKcE .  
This hypothesis both necessary and sufficient for M~ +~ va, Moo, where Moo is a Cox 
process on (E, ~) with intensity Y. 
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