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Introduction
Ce texte propose une synthèse de mes travaux de recherche depuis ma soutenance de thèse
en décembre 2001. Je me suis principalement intéressé à l’étude quantitative de la dynamique en
temps long de diﬀérents processus de Markov : diﬀusions, schémas d’Euler associés, processus
déterministes par morceaux . . .
Le ﬁl conducteur du présent document est l’utilisation de techniques variées (inégalités fonc-
tionnelles, couplage, etc) pour obtenir des estimations de convergence reliées aussi clairement
que possible au générateur inﬁnitésimal du processus étudié.
De nombreux travaux basés sur les idées fondatrices dues à Meyn et Tweedie (voir [MT09])
donnent dans un cadre général des résultats qualitatifs comme l’existence et l’unicité d’une
mesure de probabilité invariante ou l’existence d’une vitesse de convergence à l’équilibre expo-
nentielle (sans nécessairement fournir une estimation de cette vitesse en fonction des paramètres
du processus).
Cependant, les processus intervenant dans les applications (nous verrons quelques exemples
issus de la théorie cinétique des gaz, de la biologie ou de la modélisation du traﬁc Internet)
possèdent souvent des propriétés de symétrie ou de régularité qui permettent de comprendre
le mécanisme de convergence à l’équilibre. Nous verrons notamment comment construire des
couplages explicites pour certains processus de saut.
Dans la présente introduction, nous résumons rapidement l’étude des processus de diﬀusion
dits de Kolmogorov (dont le processus d’Ornstein-Uhlenbeck est le représentant emblématique)
pour lesquels de nombreux outils sont disponibles. Ces résultats sont bien connus mais leur
présentation nous permettra de passer en revue l’essentiel des outils dont nous aurons besoin
dans la suite. Le comportement « idéal » de ces processus nous servira aussi de référence pour
jauger les résultats que nous obtiendrons pour des processus plus diﬃciles à étudier.
1.1 Processus de Kolmogorov
On retrouvera dans [Roy99] l’essentiel des résultats rappelés ci-dessous sur les processus
de Kolmogorov. Soit V une fonction de classe C2 de Rd dans R à croissance polynomiale. Le
processus de Kolmogorov (Xt)t>0 associé au potentiel V est la solution de l’équation diﬀérentielle
stochastique suivante :
Xt = X0 +
√
2Bt −
∫ t
0
∇V (Xs) ds, (1.1)
où (Bt)t>0 est un mouvement brownien standard sur R
d indépendant de X0. On supposera
toujours dans la suite que l’une des deux conditions suﬃsantes de non explosion suivantes est
satisfaite :
V (x) −−−−→
|x|→∞
+∞ et |∇V |2 −∆V est borné inférieurement
ou
∃a ∈ R, b ∈ R, ∀x ∈ Rd, x · ∇V (x) > a|x|2 − b.
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On notera (Pt)t>0 le semi-groupe associé. Il est déﬁni pour toute fonction borélienne bornée
par
Ptf(x) = E(f(Xt)|X0 = x).
Son générateur inﬁnitésimal est donné par
Lf(x) = ∆f(x)−∇V (x) · ∇f(x).
Le processus associé au potentiel V (x) = |x|2/2 est appelé processus d’Ornstein-Uhlenbeck.
La loi µ0 de X0 étant donnée, on peut montrer (voir [LSU68] theorème 8.1 p. 495) que pour
tout t > 0 la loi de Xt admet une densité ut de classe C∞ strictement positive sur Rd qui, de
plus, est solution de l’équation aux dérivées partielles, dite de Fokker-Planck, suivante :
∂tut = div(∇ut + ut∇V ). (1.2)
Si e−V est intégrable, le processus (Xt)t>0 admet une unique mesure de probabilité invariante
µ∞. Celle-ci possède une densité u∞ par rapport à la mesure de Lebesgue donnée par
u∞(x) =
1
Z∞
e−V (x) avec Z∞ =
∫
Rd
e−V (x) dx.
Remarquons de plus que L et Pt sont auto-adjoints dans L2(µ∞) ; on dit que le processus est
réversible pour la mesure µ∞. On peut analyser le comportement de la solution ut au cours du
temps en considérant l’entropie relative de ut par rapport à u∞ :
H(ut|u∞) =
∫
ut log
ut
u∞
.
En remarquant que l’équation de Fokker-Planck (1.2) s’écrit encore
∂tut = div(ut∇(log ut + V )),
une intégration par partie assure que
d
dt
H(ut|u∞) = −
∫
ut|∇(log ut + V )|2.
Ainsi, tant que ut est diﬀérente de u∞, l’entropie relative décroît strictement. Quantiﬁer cette
décroissance requiert une hypothèse supplémentaire sur le potentiel V .
1.2 Quelques inégalités fonctionnelles classiques
L’outil permettant de conclure est appelée inégalité de Sobolev logarithmique.
Définition 1.2.1. Une mesure de probabilité µ sur Rd vériﬁe une inégalité de Sobolev logarith-
mique de constante c si, pour toute fonction f suﬃsamment régulière,
Entµ(f2) 6 c
∫
|∇f |2 dµ,
où
Entµ(f2) =
∫
f2 log f2 dµ−
∫
f2 dµ log
∫
f2 dµ.
On notera CG(µ) la plus petite constante qui convienne 1.
1. Le G est pour Gross qui établit le premier le lien entre la propriété d’hypercontractivité d’un semi-groupe
et l’inégalité de Sobolev logarithmique pour sa mesure invariante (voir [Gro75]).
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En supposant que µ∞ vériﬁe une inégalité de Sobolev logarithmique de constante c, on
obtient (en choisissant f2 = ut/u∞) que
H(ut|u∞) 6 c4
∫
ut|∇(log ut + V )|2,
ce qui fournit la borne
H(ut|u∞) = H(u0|u∞)e−4t/c.
La question est alors d’obtenir un critère pour qu’une mesure vériﬁe une inégalité de Sobolev
logarithmique. Le critère le plus eﬃcace, dû à Bakry et Émery, s’exprime en fonction de la
convexité du potentiel V .
Théorème 1.2.2 (Bakry-Émery [BE85]). S’il existe λ > 0 tel que, pour tout x ∈ Rd,
HessV (x) > λId (1.3)
au sens des matrices symétriques, alors µ∞ vériﬁe une inégalité de Sobolev logarithmique de
constante 2/λ.
Ce résultat est optimal pour les mesures gaussiennes standards et se généralise à des processus
de diﬀusion sur des variétés riemanniennes (voir [BE85, Bak94]). De plus, la mesure sur R de
densité x ∈ R 7→ e−c|x|α vériﬁe une inégalité de Sobolev logarithmique si et seulement si α > 2.
L’inégalité de Sobolev logarithmique est stable par perturbation bornée du potentiel et par
tensorisation (voir [L1]). De nombreuses autres inégalités fonctionnelles existent qui fournissent
également des estimations pour la convergence en temps long du processus (Xt)t>0 ou des
propriétés sur la mesure µ. La plus classique est l’inégalité de Poincaré.
Définition 1.2.3. Une mesure de probabilité µ sur Rd vériﬁe une inégalité de Poincaré de
constante c si, pour toute fonction f suﬃsamment régulière,
Varµ(f) 6 c
∫
|∇f |2 dµ.
On notera CP(µ) la plus petite constante qui convienne.
Si µ vériﬁe une inégalité de Sobolev logarithmique de constante c alors elle vériﬁe aussi une
inégalité de Poincaré de constante c/2. De plus, la mesure de densité x 7→ e−c|x|α vériﬁe une
inégalité de Poincaré si et seulement si α > 1. On trouvera dans [GGM05, BCR06, GGM07,
Gen08] des inégalités fonctionnelles interpolant entre ces deux cas d’école.
Remarque 1.2.4. Si le support de µ n’est pas connexe, alors on peut trouver des fonctions dont
le gradient est nul µ-presque sûrement et la variance sous µ n’est pas nulle : par suite µ ne peut
vériﬁer d’inégalité de Poincaré (ni bien sûr d’inégalité de Sobolev logarithmique). Considérons
par exemple la mesure sur R de densité
1
2
1[0,1](x) +
1
2
1[2,3](x)
par rapport à la mesure de Lebesgue. Il existe des fonctions test f régulières de R dans R dont
le gradient est nul µ-presque sûrement mais dont la variance est strictement positive : il suﬃt
de choisir f constante égale à 1 sur [0, 1], nulle sur [2, 3] et régulière ailleurs. Cette observation
assure que la mesure µ ne peut satisfaire une inégalité de Poincaré.
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1.3 Distances de Wasserstein et couplage
Une autre façon d’obtenir des bornes quantitatives pour le comportement en temps long d’un
processus de diﬀusion est d’utiliser un argument de couplage pour les distances de Wasserstein
ou la norme en variation totale. On pourra consulter l’ouvrage de synthèse [Vil03] pour les
propriétés classiques de ces distances.
Définition 1.3.1. Notons P(Rd) l’ensemble des mesures de probabilité sur Rd et, pour p > 1,
Pp(Rd) =
{
µ ∈ P(Rd) :
∫
Rd
|x|pµ(dx) < +∞
}
.
On munit P de la distance en variation totale
‖µ− ν‖VT = inf {P(X 6= Y ) ; X ∼ µ, Y ∼ ν},
et Pp(Rd) de la distance de Wasserstein d’ordre p
Wp(µ, ν) = inf
{
E(|X − Y |p)1/p ; X ∼ µ, Y ∼ ν
}
,
Soit p > 1 et µ0 et ν0 deux éléments de Pp(Rd). Notons µt (resp. νt) la loi de Xt solution de
(1.1) lorsque X0 est distribué selon µ0 (resp. ν0). Sous la condition (1.3), on peut montrer que,
pour tout t > 0,
Wp(µt, νt) 6 e−λtWp(µ0, ν0).
Le couplage est ici trivial : il s’agit de diriger les deux processus issus de conditions initiales
diﬀérentes par le même mouvement brownien. Obtenir un résultat en variation totale demande
plus d’astuce (au moins lorsque la dimension de l’espace d est supérieure à 2). Dans ce cas,
pour faire en sorte que les processus se collent, il faut utiliser ﬁnement le théorème de Girsanov.
Cette méthode est toutefois extrêment puissante et fournit des résultats très forts même pour
des équations diﬀérentielles stochastiques en dimension inﬁnie très dégénérées (voir par exemple
[Hai05]).
En toute généralité la distance en variation totale est majorée par la racine carrée de l’entropie
relative : c’est l’inégalité dite de Csiszár-Kullback-Pinsker (voir [Pin64]). Un analogue existe pour
la distance W2, introduit par Talagrand (voir [Tal96a]).
Définition 1.3.2. On dit qu’une mesure de probabilité µ de P2(Rd) vériﬁe une inégalité de
transport T2 de constante c si, pour toute mesure ν ∈ P2(Rd),
W2(ν, µ) 6
√
cH(ν|µ).
Contrairement à l’inégalité de Csiszár-Kullback-Pinsker, celle-ci n’est pas satisfaite en géné-
ral.
Théorème 1.3.3 ([OV00, BGL01]). Soit µ une mesure de probabilité sur Rd qui vériﬁe une
inégalité de Sobolev logarithmique de constante c. Alors elle vériﬁe une inégalité de transport T2
de constante c/2.
Remarquons que ce théorème possède une réciproque sous la condition supplémentaire que
µ soit de la forme e−V dx avec HessV > λId pour un λ ∈ R (voir [OV00, BGL01]).
Chercher des estimations en distance de Wasserstein est donc essentiellement payant lorsque
l’inégalité de Sobolev logarithmique est en défaut. Heureusement, ceci arrive bien souvent ! ! !
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1.4 Concentration de la mesure
Une autre propriété que nous chercherons à établir dans diﬀérents contextes est le phénomène
de concentration gaussienne. Précisons rapidement ce que signiﬁe ce terme. Nous dirons qu’une
fonction f : Rd → R est 1-lipschitzienne si
‖f‖Lip = sup
x 6=y
|f(x)− f(y)|
|x− y| 6 1.
Soit µ une mesure de probabilité sur Rd admettant un moment d’ordre 1. On associe à µ sa
fonction de concentration αµ : R → [0,∞] déﬁnie pour λ ∈ R par
αµ(λ) = log sup
‖f‖Lip61
Eµ
(
eλ(f−Eµf)
)
. (1.4)
L’inégalité de Cramér-Chernov-Chebychev assure que, pour tout r > 0,
βµ(r) = sup
‖f‖Lip61
µ(|f −Eµf | > r) 6 2 exp
(
sup
λ>0
(rλ− αµ(λ))
)
. (1.5)
Nous dirons que la mesure µ vériﬁe la propriété de concentration gaussienne s’il existe une
constante c > 0 telle que, pour tout λ ∈ R, αµ(λ) 6 cλ2. Dans ce cas, on a, pour tout r > 0,
βµ(r) 6 2e−r
2/(4c).
Plus généralement, toute borne supérieure sur αµ en fournit une pour βµ. Comme l’établit
[BG99], la propriété de concentration gaussienne est équivalente à une inégalité de transport
T1 (on remplace la distance W2 par W1). On peut également obtenir à partir d’inégalités de
transport une propriété de concentration gaussienne stable par tensorisation i.e. par passage à
la mesure produit (voir [Goz09]). On trouvera dans [Led01, Led99] une synthèse des résultats
importants sur le phénomène de concentration et ses liens avec les autres inégalités fonctionnelles.
1.5 Plan de la synthèse
Le chapitre 2 propose plusieurs variations sur le thème de l’équation dite de McKean-Vlasov.
Cette équation aux dérivées partielles issue de la théorie cinétique des gaz fait intervenir une non-
linéarité non-locale au travers d’une convolution. Elle peut être vue comme une généralisation
de l’équation de Fokker-Planck (1.2). J’avais commencé à étudier cette équation au cours de ma
thèse mais encore maintenant de nombreuses questions restent ouvertes...
Dans le chapitre 3, les inégalités fonctionnelles sont utilisées pour étudier le schéma d’Euler
(qui intervient dans la simulation des processus de diﬀusion), quelques processus de diﬀusions
inhomogènes (c’est-à-dire dont l’évolution inﬁnitésimale dépend du temps) et les mesures de
probabilité construites comme des mélanges. Certains résultats totalement surprenants et contre-
intiutifs apparaissent dans ce contexte.
Lorsque l’on s’intéresse à la convergence quantitative à l’équilibre pour des processus de
Markov qui ne sont plus des diﬀusions, les choses se compliquent : par exemple, l’existence et la
régularité de la densité de la loi au temps t ou de la mesure invariante, ainsi que les inégalités
fonctionnelles sont plus diﬃciles à obtenir. De nombreux résultats sont disponibles dans des
cas particuliers importants comme les processus de naissance et de mort par exemple ([JO10,
CDPP09, Che]). Le chapitre 4 est consacré à l’étude de certains exemples de processus de Markov
déterministes par morceaux. Ils ont été introduits par Davis dans [Dav84]. Les trajectoires de
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ces processus évoluent de manière déterministe entre les sauts. Tout leur aléa est contenu dans
le mécanisme de saut : horloge et mesure de saut. Des résultats qualitatifs existent (voir [CD08]
ou [Las04] par exemple) basés sur les techniques à la « Meyn et Tweedie ». Cependant, très peu
d’outils permettent d’étudier le comportement quantitatif de ces processus dans une généralité
satisfaisante. Nous présenterons plusieurs exemples issus des applications pour lesquels on peut
construire des couplages explicites en variation totale ou en distance de Wasserstein selon les
cas.
Chapitre 2
Équations de McKean-Vlasov
Ce chapitre est consacré à l’étude probabiliste d’équations aux dérivées partielles de type
McKean-Vlasov. Nous nous focaliserons essentiellement sur le comportement en temps long
de leur solution (et non sur des questions, bien entendu intéressantes d’existence, d’unicité ou
de régularité de ces solutions). Ces équations peuvent être vues comme un modèle simpliﬁé de
l’équation de Boltzmann qui décrit l’évolution de la densité de particules gazeuses en interaction.
On trouvera dans [BCP97, BCCP98] une interprétation de certaines de ces équations comme
comportement limite (sous une asymptotique bien choisie) de la répartition des vitesses de
particules subissant des chocs inélastiques.
Considérons deux fonctions régulières V et W de Rd dans R (avec d > 1). L’équation de
McKean-Vlasov associée est la suivante :
∂tut = ∆ut + div(ut(∇V +∇W ∗ ut)), (2.1)
où la fonction u déﬁnie sur [0,+∞) × Rd à valeurs dans R+ est donnée à l’instant initial et
la notation ∗ désigne l’opérateur de convolution sur la variable d’espace. Lorsque W est nul,
l’équation (2.1) se réduite à l’équation de Fokker-Planck (1.2). De manière générale,W modélise
une interaction entre particules identiques ; elle sera donc toujours supposée paire. La présence
de cette interaction W rend l’équation aux dérivées partielles fortement non linéaire dans la
mesure où les coeﬃcients de cette équation dépendent de la solution dans l’ensemble de l’espace.
On parle de non-linéarité non locale.
L’interprétation probabiliste de l’équation (2.1) consiste à montrer l’existence d’un processus
(X¯t)t>0 à valeurs dans R
d, construit à partir d’un mouvement brownien standard (Bt)t>0 sur
R
d, solution de {
dX¯t =
√
2dBt −∇V (X¯t) dt−∇W ∗ µt(X¯t) dt,
L(X¯t) = µt,
(2.2)
où µ0 est une mesure de probabilité donnée. Cette équation diﬀérentielle stochastique est dite
non-linéaire dans la mesure où la loi de X¯t intervient dans ses coeﬃcients. Comme on peut s’y
attendre, on montre que µt est solution (au moins au sens faible) de (2.1). Insistons sur le fait
que le couple (X¯t, µt)t>0 est markovien (sur R
d × P(Rd)) tandis que (X¯t)t>0 ne l’est pas.
On associe à cette équation la fonctionnelle d’énergie libre (variante de l’entropie relative)
déﬁnie de la façon suivante :
η(u) =
∫
u log u+
∫
V u+
1
2
∫∫
W (x− y)u(x)u(y) dx dy. (2.3)
Remarquons que l’on peut encore écrire l’équation (2.1) sous la forme
∂tut = ∇ · (ut∇(log ut + V +W ∗ ut)).
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En notant h : t > 0 7→ η(ut) où ut est solution de l’équation (2.1), on a
h′(t) = −
∫
|∇(log ut + V +W ∗ ut)|2ut.
L’énergie libre est donc décroissante le long de l’équation de McKean-Vlasov et les éventuelles
mesures de probabilité invariantes µ∞ associées à (2.1) vériﬁent la relation implicite suivante :
µ∞(dx) =
1
Z∞
e−V (x)−W∗µ∞(x) dx où Z∞ =
∫
Rd
e−V (x)−W∗µ∞(x) dx. (2.4)
La non-linéarité de l’évolution fait que l’ensemble des mesures de probabilité invariantes n’est pas
nécessairement convexe. Dans le cas où W est convexe mais V est un double puits (comme par
exemple la fonction x 7→ x4 − x2), les travaux [Daw83, HT10, HTb, HTa] montrent notamment
qu’il peut y avoir exactement trois mesures invariantes. Toutefois, si les fonctions V etW vériﬁent
inf
x∈Rd
Hess (V (x) +W (x)) > λId (2.5)
avec λ > 0 alors la fonctionnelle d’énergie libre donnée en (2.3) est strictement convexe et (2.1)
admet une unique mesure invariante. Dans la suite, nous nous placerons sous des hypothèses
assurant l’uncité de la mesure invariante.
Outre l’existence et l’unicité des solutions stationnaires, on peut également étudier la conver-
gence à l’équilibre lorsque la condition initiale n’est pas stationnaire. Certains travaux (voir par
exemple [Tam84]) donnent dans le cadre général (sans supposer l’unicité de la mesure inva-
riante) des vitesses de convergence à l’équilibre exponentielles au voisinage des minima de la
fonctionnelle d’énergie libre sous réserve de sa stricte convexité locale. Néanmoins ces travaux
ne fournissent pas de borne explicite sur la vitesse ni d’informations sur la taille du voisinage
sur lequel l’estimation est valable.
Le dernier protagoniste de la pièce est le système de particules en interaction. Soit (Xi0)i>1
une suite de variables aléatoires indépendantes et de même loi µ0 indépendante d’une suite
(Bi)i>1 de mouvements browniens standards indépendants sur R
d. On considère le processus
stochastique X(N) = (X(1,N), X(2,N), . . . , X(N,N)) à valeurs dans RdN solution de


dX
(i,N)
t =
√
2dBit −∇V (X(i,N)t ) dt−
1
N
N∑
j=1
∇W (X(i,N)t −X(j,N)t ) dt,
X
(i,N)
0 = X
i
0.
(2.6)
Ce système à N particules en interaction est plus « classique » que le processus non linéaire
(Xt)t>0 solution de (2.2) mais il vit en grande dimension. Chaque particule interagit non pas
avec sa loi mais avec la mesure empirique ΠNt du système à N particules au temps t donnée par
ΠNt =
1
N
N∑
i=1
δ
X
(i,N)
t
.
Les questions qui se posent alors sont les suivantes :
– quel est le comportement en temps long de µt vue comme solution de l’équation (2.1) ou
comme loi du processus solution de (2.2) ?
– quel est le comportement en temps long de la loi de XNt ? de Π
N
t ? dépendent-ils de N ?
– peut-on comparer la loi des processus (X(1,N)t )t>0 et (X¯t)t>0 ?
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Une façon de tenter de répondre à la dernière question consiste à coupler le système à N parti-
cules en interaction avec N processus non linéaires indépendants issus des mêmes N conditions
initiales et dirigés par les mêmes N mouvements browniens indépendants. On peut alors espérer
faire coup double en montrant que la loi d’une particule parmiN ressemble à celle d’une particule
non linéaire et que k particules parmi N sont asymptotiquement indépendantes lorsque N tend
vers l’inﬁni. C’est le phénomène de propagation du chaos (voir l’excellent cours de Saint-Flour
[Szn91] de Sznitman sur le sujet).
Remarque 2.0.1. Ces modèles appartiennent à l’immense classe des systèmes de particules en
interaction de type champ moyen. Une autre famille importante dans cette classe est celle des
systèmes de type Moran ou Nambu. Ils interviennent en ﬁltrage non linéaire ou dans l’étude
d’opérateurs de Schrödinger (voir [DM04]). Les propriétés de ces processus ont été beaucoup
étudiées (stabilité, propagation du chaos uniforme en temps, concentration de la mesure,. . . ).
Citons notamment dans ce contexte [DM04], [DMG99], [DMM00], [DMR10] ou [Rou06].
La section suivante présente la situation idéale que l’on pourrait qualiﬁer d’uniformément
convexe où toutes les réponses ci-dessous reçoivent une réponse positive. Dans les trois sections
suivantes, diﬀérentes généralisations motivées par les applications sont étudiées. Nous verrons
qu’alors, les choses se compliquent. . ..
2.1 Un monde idéal... ou presque
Cette section est dédiée, en forme d’introduction, au cas d’école où tout se passe bien. Elle
est basée (outre les références données dans la suite) sur des résultats détaillés dans [A1], [A2]
et [A4] obtenus durant ma thèse.
Théorème 2.1.1. On suppose que V et W vériﬁent la condition suivante :
inf
x∈Rd
HessV (x) > λId avec λ > 0 et W est convexe. (2.7)
Alors la loi du système de particules de taille N vériﬁe une inégalité de Sobolev logarithmique
de constante 2/λ. En particulier, pour tout N > 1, si µN0 est une mesure sur R
dN absolument
continue par rapport à µN∞ et µNt désigne la loi du système de particules au temps t issu de µN0
alors,
Ent(µNt |µN∞) 6 Ent(µN0 |µN∞)e−λt,
pour tout t > 0.
De plus, si µ0 admet un moment d’ordre 2, il existe une constante C ne dépendant que du
second moment de µ0 telle que, pour tout N > 1,
sup
t>0
E
(∣∣∣X(1,N)t −X1t ∣∣∣2
)
6
C
N
,
où (X¯1t )t>1 est le processus non linéaire solution de l’équation (2.2) dirigé par le même mouve-
ment brownien (B1t )t>1 que la particule X
(1,N) et tel que X¯10 = X
(1,N)
0 .
Enﬁn, il existe une constante c telle que, pour tout N > 1,
P
(∣∣∣∣∣ 1N
N∑
i=1
f(X(i,N)t )−
∫
f dµ∞
∣∣∣∣∣ > r + c√N + ce−λt
)
6 2e−Nλr
2/2, (2.8)
pour tous t > 0 et r > 0 où µ∞ est l’unique solution de (2.4).
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Ce résultat complète celui obtenu par Carrillo, McCann et Villani dans [CMCV03] qui donne
une vitesse de convergence à l’équilibre pour l’équation non linéaire (2.1) en terme d’énergie libre.
Théorème 2.1.2 ([CMCV03]). Sous l’hypothèse (2.7), si ut est la solution au temps t de l’équa-
tion non linéaire (2.1) au temps t de condition initiale u0, alors, pour tout t > 0,
η(ut)− η(u∞) 6 (η(u0)− η(u∞))e−λt.
Remarque 2.1.3. Les théorèmes 2.1.1 et 2.1.2 sont encore vrais si l’on remplace l’hypothèse
de convexité de W par la condition
sup
x∈Rd
HessW (x) 6 λ′Id avec λ′ < λ
à condition de remplacer dans les estimations λ par λ− λ′.
Le théorème 2.1.2 reste essentiellement vrai si l’on suppose que V est nul et que (2.5) est
satisfaite. Il faut juste remarquer que dans ce cas l’ensemble des mesures invariantes associées à
l’équation non linéaire (2.1) n’est plus réduit à un singleton mais est paramétré par l’espérance.
De plus, l’évolution le long de l’équation (2.1) se fait à espérance (ou centre de masse) ﬁxée. La
solution ut converge en énergie libre à vitesse e−λt vers la mesure invariante de même moyenne.
Le théorème 2.1.1 lui ne peut être vrai en l’état sous l’hypothèse V = 0 puisque la parité de
W assure que la moyenne empirique du système de particules de taille N (qui n’est autre que
l’espérance de la mesure empirique) vaut
1
N
∑
i=1
X
(i,N)
t =
1
N
∑
i=1
X
(i,N)
0 +
1
N
∑
i=1
Bit (2.9)
est ne converge pas dans L2 lorsque t tend vers l’inﬁni. Cette situation avait été étudiée par
Benachour, Roynette, Talay et Valois dans [BRTV98, BRV98] dans le cas unidimensionnel. Les
auteurs obtiennent notamment une propagation du chaos avec une constante dépendant du
temps. Pour retrouver l’analogue du théorème 2.1.1, il faut modiﬁer légèrement le système de
particules de manière à ce que sa mesure empirique vériﬁe la condition de moyenne nulle (ou
plus généralement constante). Ceci est possible en projetant le système sur l’hyperplan HN
orthogonal au vecteur (1, 1, . . . , 1) c’est-à-dire en considérant le système Y (N) donné par
Y (i,N) = X(i,N) − 1
N
N∑
j=1
X(j,N). (2.10)
Il se trouve que Y (N) est encore une diﬀusion sur HN qui se comporte comme X(N) dans le
théorème 2.1.1.
Pour conclure citons deux améliorations importante de la borne (2.8). Bolley, Guillin et Vil-
lani montrent dans [BGV07] que l’on peut obtenir une concentration gaussienne pourW1(Π
(N)
t , ut)
(ce qui revient à faire entrer le supremum sur les fonctions 1-lipschitziennes dans la probabilité).
Bolley fournit dans [Bol10] le même type de concentration mais pour les trajectoires sur un
intervalle de temps borné [0, T ]. Le prix à payer pour ces généralisations importantes est une
constante de concentration peu explicite et énorme...
2.2 Interaction convexe dégénérée
Supposons toujours que le potentiel de conﬁnement V soit nul et que la fonction W soit
convexe et paire. On souhaite aﬀaiblir l’hypothèse (2.9) aﬁn de pouvoir prendre en compte
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le modèle physique de l’équation des milieux granulaires introduit par [BCP97] pour lequel
W (x) = |x|4 (et d = 1). Les résultats ci-dessous sont tirés du travail en collaboration avec
Patrick Cattiaux et Arnaud Guillin [A5].
On peut établir un résultat de propagation du chaos uniforme en temps mais la vitesse de
convergence est détériorée (au moins dans notre estimation).
Théorème 2.2.1. On suppose que V est nulle, que W est paire et qu’il existe A,α > 0 tels que
pour tout 0 < ε < 1,
∀x, y ∈ Rd, (x− y) · (∇W (x)−∇W (y)) > Aεα(|x− y|2 − ε2). (2.11)
Si la loi µ0 possède un moment polynomial assez grand alors il existe une constante K > 0 telle
que
sup
t≥0
E
(
|Y i,Nt −Xit|2
)
6
K
N
1
1+α
, (2.12)
où Y i,Nt est déﬁni par (2.10) et (Y¯
1
t )t>1 est le processus non linéaire solution de l’équation (2.2)
dirigé par le même mouvement brownien (B1t )t>1 que la particule X
(1,N).
Remarque 2.2.2. La condition (2.11) peut sembler obscure. On peut remarquer qu’elle est
satisfaite en particulier pour la fonction x 7→ |x|2+α.
Le système de particules est un processus de Kolmogorov associé à un potentiel convexe dont
la hessienne est dégénérée. Le critère de Bakry-Émery (1.3) ne s’applique pas. Un argument de
perturbation fournit une inégalité de Sobolev logarithmique mais la constante dépend a priori de
la taille N du système. Il faut donc s’y prendre autrement pour obtenir des bornes quantitatives
satisfaisantes quandN tend vers l’inﬁni. La stratégie alternative consiste à étudier la convergence
à l’équilibre au sens, plus faible, de la distance de Wasserstein d’ordre 2.
Théorème 2.2.3. Soient ut (resp. vt) la solution de l’équation (2.1) de condition initiale u0
(resp. v0) ayant un moment polynomial assez grand pour assurer ses existence et unicité.
Alors la fonction t 7→W2(ut, vt) est décroissante et, pour tout t > 0, on a
W2(ut, vt) ≤
(
W−α2 (u0, v0) +A (α/(2 + α))
1+α/2 t
)−1/α
.
Ce résultat peut être obtenu en travaillant directement sur l’équation non linéaire (2.1) (voir
[CMCV03, CMCV06]) mais cette approche requiert une artillerie assez sophistiquée. Notre mé-
thode consiste à montrer le résultat de contraction pour le système de particules (en s’appuyant
essentiellement sur un lemme de Gronwall astucieux) puis à le transférer au processus non li-
néaire grâce au résultat de propagation du chaos uniforme en temps. Notons qu’ici la dégradation
de la vitesse de convergence dans la propagation du chaos n’a aucune inﬂuence.
Ajoutons pour conclure que l’on peut aussi établir une inégalité de transport T2 pour la loi
du système de particules au temps t avec une constante uniforme en temps et en la taille du
système de particules. Ceci fournit également une inégalité de concentration gaussienne comme
dans le cas uniformément convexe.
2.3 Interaction via la fonction de répartition
On se place toujours sous la condition V nul mais cette fois-ci, c’est la stricte convexité à
l’inﬁni que l’on va supprimer. En quelque sorte, il s’agit d’étudier l’analogue non linéaire du
processus
dXt =
√
2dBt − sgn (Xt) dt
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qui admet pour mesure invariante la loi de Laplace de densité x 7→ e−|x|/2. Les résultats de cette
section sont tirés du travail [A7] écrit en collaboration avec Benjamin Jourdain.
Remarquons en préambule qu’une inégalité de type Sobolev logarithmique ne peut être satis-
faite dans ce contexte puisque la mesure invariante a des queues exponentielles. Nous établirons
plutôt des inégalités de type Poincaré mais il nous faudra pour cela procéder sans utiliser le cri-
tère de Bakry-Émery qui n’est pas non plus vériﬁé ici (voir l’introduction). De plus, le résultat
de propagation du chaos ne sera plus uniforme en temps.
On s’intéresse à l’équation de conservation scalaire visqueuse de fonction de ﬂux −A supposée
de classe C1 :
∂tFt(x) =
σ2
2
∂xxFt(x) + ∂x(A(Ft(x)), F0(x) = H ∗m(x). (2.13)
où m est une mesure de probabilité sur R et H : x 7→ 1{x>0} est la fonction de Heaviside. Pour
toute mesure de probabilité µ sur R, la fonction H ∗µ est la fonction de répartition de la mesure
µ. Puisque A n’apparaît dans cette équation qu’au travers de sa dérivée, nous supposerons sans
perte de généralité que A(0) = 0. On associe à cette équation, comme dans [Jou00], le processus
non linéaire suivant : {
Xt = X0 + σBt −
∫ t
0 A
′(H ∗ Ps(Xs))ds,
∀t > 0, L(Xt) = Pt,
(2.14)
où (Bt)t>0 est un mouvement brownien standard sur R indépendant d’une variable aléatoire X0
de loi m et σ est une constante strictement positive. D’après [Jou00], cette équation diﬀérentielle
stochastique non linéaire admet une unique solution faible. De plus,H∗Pt(x) est l’unique solution
faible bornée de (2.13). Pour t > 0, en vertu du théorème de Girsanov, Pt admet une densité pt
par rapport à la mesure de Lebesgue sur R.
Introduisons le système de particules de taille N associé au processus non linéaire solution de
(2.14). Le coeﬃcient de dérive de la particule i parmi N ne dépend que du rang de la particule :
X
(i,N)
t = X
i
0 + σB
i
t −
∫ t
0
aN
( N∑
j=1
1{X(j,N)s 6X(i,N)s }
)
ds, 1 6 i 6 N, (2.15)
où (Bi)i>1 sont des mouvements browniens standards indépendants et indépendants de la suite
(Xi0)i>1 de conditions initiales indépendantes de loi m. Les coeﬃcients (aN (i))16i6N sont choisis
de la forme suivante :
∀N ∈ N∗, ∀i ∈ {1, . . . , N}, aN (i) = N
(
A
(
i
N
)
−A
(
i− 1
N
))
. (2.16)
Le coeﬃcient aN (i) est une approximation A′( iN ).
Remarque 2.3.1. Ce choix pour aN (i) est préférable à celui fait dans [Jou00] : A′(i/N). En
eﬀet, la somme
∑N
i=1 aN (i) intervient dans le comportement en temps long du système de par-
ticules. Dans notre cas, elle est tout simplement égale à nA(1). On pourrait obtenir un résul-
tat de propagation du chaos trajectorielle similaire au théorème 2.3.3 ci-dessous avec le choix
aN (i) = A′(i/N).
Remarque 2.3.2. Plusieurs travaux [PP08, CP, CP10] étudient ces systèmes de particules
interagissant via leurs rangs.
Pour tout i > 1, l’équation diﬀérentielle stochastique non linéaire suivante{
X
i
t = X
i
0 + σB
i
t −
∫ t
0 A
′(H ∗ Ps(Xis))ds,
∀t > 0, L(Xit) = Pt.
(2.17)
admet une unique solution et, pour tout t > 0, la loi Pt de X
i
t ne dépend pas de i.
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Théorème 2.3.3. Si A : [0, 1] → R est convexe et A′ est lipschitzienne continue de constante
K alors, pour tout t > 0,
E
(
sup
s∈[0,t]
∣∣∣X(i,N)s −Xis∣∣∣2
)
6
K2t2
6N
.
On peut montrer que l’équation non linéaire possède des mesures de probabilité invariantes
si A(1) = 0 et A(u) < 0 pour tout u ∈ (0, 1). Sous cette condition, toutes les mesures invariantes
sont des translatées de la mesure admettant pour densité la fonction f de classe C1 qui satisfait
∀x ∈ R, f(x) = − 2
σ2
A(H ∗ f(x)) et f ′(x) = − 2
σ2
A′(H ∗ f(x))f(x). (2.18)
Si de plus, A′(0) < 0 et A′(1) > 0, alors
f(x) ∼−∞ −
2A′(0)
σ2
∫ x
−∞
f(y)dy et
∫ x
0
dy
f(y)
∼−∞
−σ2
2A′(0)f(x)
,
f(x) ∼
+∞
2A′(1)
σ2
∫ +∞
x
f(y)dy et
∫ x
0
dy
f(y)
∼
+∞
σ2
2A′(1)f(x)
.
Ces calculs d’équivalents montrent que les mesures invariantes ont un moment d’ordre 1 et
vériﬁent une inégalité de Poincaré en vertu du critère de Hardy (voir [L1] chap. 7).
Exemple 2.3.4. Si la fonction A est égale à x 7→ x(x− 1)/2 alors la fonction de répartition F
et la densité f sont données, à translation près, par
F (x) =
ex/σ
2
1 + ex/σ2
et f(x) =
1
4σ2ch2(x/2σ2)
;
Pour obtenir un résultat de convergence à l’équilibre quantitatif pour le processus non li-
néaire, il n’est pas possible d’utiliser une estimation sur le système de particules : l’absence de
propagation du chaos uniforme en temps interdit le tranfert. Il faut donc travailler directement
sur le processus non linéaire. Signalons que les résultats de [CMCV03] ne s’appliquent pas ici.
Théorème 2.3.5. Supposons que A soit de classe C2 sur [0, 1] et vériﬁe
A(0) = A(1) = 0, A′(0) < 0, A′(1) > 0 et ∀u ∈ (0, 1), A(u) < 0. (H)
Si la loi initiale a pour densité p0 et admet un moment d’ordre 1, on note p∞ la mesure invariante
de même espérance que p0. Alors la fonction
t 7→
∫
R
(pt(x)− p∞(x))2
p∞(x)
dx
tend vers 0 exponentiellement vite quand t → +∞ à condition que sa valeur initiale soit assez
petite.
Intéressons-nous au comportement en temps long du système de particules. On peut expli-
citer la densité de sa mesure invariante. Par symétrie, elle est invariante par permutation des
coordonnées et vériﬁe une inégalité de Poincaré de constante indépendante de N .
Théorème 2.3.6. Supposons que la fonction A soit nulle en 1 et uniformément convexe sur
[0, 1] au sens où A′′(x) > α > 0 pour tout x ∈ [0, 1]. Alors, la mesure de probabilité de densité
pN∞(y) =
1
ZN
e−
2
σ2
∑N
i=1
aN (i)y(i)
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par rapport à la mesure de Lebesgue sur MN est invariante pour le système de particules
projeté où y(1) 6 y(2) 6 . . . 6 y(N) désigne le réordonnement croissant des coordonnées de
y = (y1, . . . , yN ).
De plus, si la loi de (Y (1,N)0 , . . . , Y
(N,N)
0 ) admet une densité symétrique p
N
0 (y) par rapport à
la mesure de Lebesgue sur MN , alors il en est de même pour (Y (1,N)t , . . . , Y (N,N)t ) à tout instant
t > 0 et ∫
MN
(
pNt
pN∞
(x)− 1
)2
pN∞(x)dx 6 e
−λN t
∫
MN
(
pN0
pN∞
(x)− 1
)2
pN∞(x)dx
où la suite (λN )N>1 est majorée par
α2
123σ2
.
2.4 Équation de Vlasov-Fokker-Planck
Le dernier exemple de généralisation consiste à étudier le comportement d’une équation aux
dérivées partielles cinétique inhomogène, c’est-à-dire dans laquelle ﬁgurent position et vitesse.
Les résultats présentés ici sont issus du travail [A11] en collaboration avec François Bolley et
Arnaud Guillin.
On s’intéresse au comportement en temps long et à l’approximation particulaire de la dis-
tribution ft(x, v) dans l’espace des positions x ∈ Rd et des vitesses v ∈ Rd (avec d > 1) solution
de l’équation de Vlasov-Fokker-Planck
∂tft + v · ∇xft − C ∗x ρ[ft](x) · ∇vft = ∆vft + divv((A(v) +B(x))ft), (2.19)
où
ρ[ft](x) =
∫
Rd
ft(x, v) dv
est la densité macroscopique des positions x ∈ Rd (ou encore la marginale en espace de ft). Ici
a · b représente le produit scalaire de deux vecteurs a et b de Rd et ∗x la convolution par rapport
à la variable x ∈ Rd :
C ∗x ρ[ft](x) =
∫
Rd
C(x− y) ρ[ft](y) dy =
∫
R2d
C(x− y) ft(y, v) dy dv.
De plus, ∇x est le gradient pour la variable de position x ∈ Rd tandis que ∇v, divv et ∆v sont
respectivement les gradient, divergence et laplacien pour la variable vitesse v ∈ Rd.
On associe à l’équation aux dérivées partielles (2.19) le processus (Xt, Vt)t>0 à valeurs dans
R
2d solution de l’équation diﬀérentielle stochastique suivante :{
dXt = Vt dt
dVt = −A(Vt) dt−B(Xt) dt− C ∗x ρ[ft](Xt) dt+
√
2 dWt,
(2.20)
où (Wt)t>0 est un mouvement brownien sur Rd et ft est la loi de (Xt, Vt) sur R2d, et par suite
ρ[ft] est la loi de Xt dans Rd.
Obtenir des taux de convergence à l’équilibre pour ce processus est plus délicat que pour les
modèles précédents. En eﬀet, il présente plusieurs diﬃcultés : tout d’abord, l’équation diﬀéren-
tielle stochastique est dégénérée dans la mesure où la diﬀusion n’agit que sur la variable vitesse.
De plus, le champs de vecteurs donné par la dérive de cette équation n’est pas dissipatif pour la
norme euclidienne.
De nombreux travaux sont consacrés à l’équation sans interaction (C = 0) appelée équation
cinétique de Fokker-Planck. Sur le versant probabiliste, l’adaptation de techniques basées sur
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les fonctions de Lyapounov ont permis à Talay [Tal02], Wu [Wu01] ou encore Bakry, Guillin
et Cattiaux [BCG08] d’établir des résultats de convergence à l’équilibre exponentiels ou sous-
exponentiels (selon les cas) en variation totale. D’autre part, le cas A(v) = v et B(x) = ∇Ψ(x)
est étudié dans [DV01], [Hér07], [HN04] et [Vil09, Chapter 7] : en supposant que la mesure e−Ψ
vériﬁe une inégalité de type Poincaré ou Sobolev logarithmique des estimations L2 ou entropiques
explicites sont obtenues.
L’approche de Villani (voir [Vil09, Chapitre 17]) fonctionne encore lorsque C dérive d’un po-
tentiel borné : quitte à supposer que l’espace des positions est le tore Td (plutôt que Rd muni d’un
terme de conﬁnement associée à B), il obtient, sous la condition que le potentiel soit assez petit,
un taux de convergence exponentiel explicite vers la mesure invariante (2π)−1/2e−|v|2/2dxdv.
Notre travail s’inspire de cette approche. Nous faisons ici les hypothèses suivantes sur les
fonctions A, B et C :
Hypothèse 2.4.1. On dit que l’hypothèse (A) est satisfaite s’il existe des constantes α, α′, β, γ
et δ telles que
|A(v)−A(w)| 6 α|v − w|, (v − w) · (A(v)−A(w)) > α′|v − w|2,
B(x) = β x+D(x) où |D(x)−D(y)| 6 δ|x− y|
et
|C(x)− C(y)| 6 γ|x− y|
pour tous x, y, v, w in Rd.
Théorème 2.4.2. Sous l’hypothèse (A), pour tous α, α′ et β strictement positifs, il existe une
constante c telle que, si 0 6 γ, δ < c, il existe deux constantes C et C ′ telles que
W2(ft, f¯t) 6 C ′ e−CtW2(f0, f¯0), t > 0 (2.21)
pour toutes solutions-mesures (ft)t>0 and (f¯t)t>0 à l’équation (2.19) de conditions initiales res-
pectives f0 et f¯0 dans P2.
De plus, (2.19) admet une unique mesure stationnaire µ∞ et toutes les solutions (ft)t>0 telles
que f0 ∈ P2 convergent vers elle avec
W2(ft, µ∞) 6 C ′e−CtW2(f0, µ∞), t > 0.
Le système de particules de taille N associé à (2.19), à valeurs dans R2dN , est solution de

dX i,Nt = V
i,N
t dt
dV i,Nt = −A(V i,Nt ) dt−B(Xi,Nt ) dt−
1
N
N∑
j=1
C(Xi,Nt −Xj,Nt ) dt+
√
2 dW it ,
(Xi,N0 , V
i,N
0 ) = (X
i
0, V
i
0 ),
(2.22)
où les processus (W i· )i>1 sont des mouvements browniens standards indépendants sur R
d et
indépendants de la suite de variables aléatoires (Xi0, V
i
0 )i>1 de loi f0 in P2.
Soit (X¯t, V¯t)t>0 la solution de l’équation

dX¯t = V¯t dt
dV¯t = −A(V¯t) dt−B(X¯t) dt− C ∗x ρ[νt](X¯t) dt+
√
2 dW 1t ,
(X¯0, V¯0) = (X10 , V
1
0 ).
(2.23)
où νt est la loi de (X¯t, V¯t).
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Théorème 2.4.3. Soit (Xi0, V
i
0 )i>1 une suite de variables aléatoires indépendantes de loi f0
in P2(R2d). Soit (Xi,Nt , V i,Nt )t>0,16i6N la solution du système (2.20) et (X¯t, V¯t)t>0 la solution
de (2.23) de loi initiale (X10 , V
1
0 ). Sous l’hypothèse (A), pour tous α, α′ et β il existe c tel que,
si 0 6 γ, δ < c, alors il existe C, indépendant de N , tel que
sup
t>0
E
(∣∣∣X1,Nt − X¯t∣∣∣2 + ∣∣∣V 1,Nt − V¯t∣∣∣2) 6 CN .
La constante C ne dépend que des coeﬃcients de A, B et C et du deuxième moment de f0.
Remarque 2.4.4. En particulier, la loi f (1,N)t du couple (X
1,N
t , V
1,N
t ) converge vers la loi ft
du processus non linéaire (X¯t, V¯t) solution de (2.23) quand N tend vers l’inﬁni puisque
W2(f
(1,N)
t , ft)
2
6 E
(∣∣∣X1,Nt − X¯t∣∣∣2 + ∣∣∣V 1,Nt − V¯t∣∣∣2) 6 CN .
Théorème 2.4.5. Sous l’hypothèse (A), pour tous α, α′ et β il existe une constante c telle que,
si 0 6 γ, δ < c, la loi du système de particules de taille N (X(i,N)T , V
(i,N)
T ) au temps T , issu de
(x0, v0) ∈ R2d, satisfait à une inégalité de transport T2 de constante D independante de N , T et
(x0, v0).
En particulier, il existe D′ telle que
P
(
1
N
N∑
i=1
h(Xi,NT , V
i,N
T )−
∫
R2d
h dµ∞(h) ≥ r +D′
(
1√
N
+ e−CT
))
≤ exp
(
−Nr
2
2D
)
pour tous N,T, r > 0 et toute fonction 1-Lipschitzienne h sur R2d.
La constante C est celle du théorème 2.4.2 et D′ ne dépend que du point (x0, v0) et des
coeﬃcients de l’équation.
Remarque 2.4.6. Dans le cas homogène (en espace) ce type de résultats est obtenu dans [A2] ;
ils sont améliorés dans [BGV07] et [Bol10] où une propriété de concentration pour la distance
de Wasserstein entre la mesure empirique du système de particule et la loi du processus non
linéaire est obtenue. Ce genre de résultats doit être vrai dans le contexte de cette section.
2.5 Ouvertures
Dans la série d’articles [HT10, HTb, HTa], Herrmann et Tugaut étudient le processus (2.2)
dans le cas où l’interaction W est convexe et paire mais où le potentiel V a la forme d’un double
puits, pair également. Ils montrent notamment que si le bruit est faible, il existe exactement
trois mesures invariantes : l’une symétrique, les deux autres essentiellement concentrées dans
chacun des puits (ils généralisent ce résultat à un potentiel V possédant plus de deux puits).
Dans ce cas, on ne sait pas déterminer les bassins d’attraction de chacune des lois invariantes
et on ne sait donner des vitesses de convergence explicites que dans certains cas particuliers (loi
initiale symétrique et potentiel V peu convexe).
Un autre modèle proche de la dynamique de McKean-Vlasov est celui des diﬀusions auto-
attractives étudiées notamment par Benaïm, Ledoux et Raimond dans [BLR02, BR03b, BR05,
BR08] mais aussi par Kurtzmann et Klepstyn (voir [Kur10, KK]). Ce processus est déﬁni comme
solution de l’équation
Zt = Z0 +Bt − 1
t
∫ t
0
∇W (Zt − Zs) ds.
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Au lieu d’interagir avec sa loi au temps t, il interagit avec sa mesure d’occupation. Le fait
remarquable est que les mesures invariantes de Z (lorsqu’elles existent) sont les mêmes que
celles de X solution de (2.2) (avec V nul).
Enﬁn, l’équation de Vlasov-Fokker-Planck permet de modéliser des interactions de type gra-
vitationnelles. Dans ce cas le potentiel d’interaction est singulier et l’attraction est décroissante
en la distance. Pour ce genre de coeﬃcients, l’essentiel du travail reste à faire.
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Chapitre 3
Inégalités fonctionnelles et
applications
Ce chapitre regroupe plusieurs travaux sur les inégalités fonctionnelles dans des cadres un peu
originaux. Nous nous intéresserons successivement au schéma d’Euler qui permet d’approcher
la loi d’un processus de diﬀusion général, à des diﬀusions inhomogènes (i.e. dont les coeﬃcients
dépendent du temps) et à des mesures que l’on souhaite voir comme un mélange de lois.
3.1 Schémas d’Euler
La loi d’un processus de diﬀusion n’est en général pas explicite. On doit donc recourir à la
simulation. La façon la plus simple d’approcher un processus de diﬀusion revient à discrétiser le
temps puis à geler sur chaque pas de temps les coeﬃcients de l’équation diﬀérentielle stochastique
dont il est solution. C’est le fameux schéma d’Euler. De nombreux travaux sont consacrés à la
convergence de ce schéma. Citons notamment les articles fondateurs [TT90, BT95] concernant
l’erreur faible (l’écart entre les espérances pour des fonctions test) et un article de synthèse
[Tal96b].
Dans cette section, nous montrons comment obtenir des inégalités fonctionnelles du type
Poincaré ou Sobolev logarithmique pour la loi au temps t d’un schéma d’Euler. Ces inégalités
permettent notamment d’obtenir des inégalités de concentration non asymptotiques pour la
méthode de Monte-Carlo. On pourra se reporter à [A12] (écrit en collaboration avec Denis
Talay) pour de plus amples développements. Signalons également un travail plus récent [LM09]
dû à Lemaire et Menozzi qui établit des bornes (supérieure et inférieure) gaussiennes pour le
schéma d’Euler sans utiliser l’inégalité de Sobolev logarithmique.
3.1.1 Inégalité de Poincaré pour une diffusion générale
Soit (Xt)t>0 le processus de diﬀusion sur R
d solution de l’équation diﬀérentielle stochastique
suivante :
Xt = X0 +
∫ t
0
b(Xs) ds+
∫ t
0
√
2σ(Xs) dBs, (3.1)
où (Bt)t>0 est un mouvement brownien sur R
d, x 7→ σ(x) est une fonction à valeurs dans
l’ensemble des matrices de taille d× d et x 7→ b(x) est une fonction à valeurs dans Rd.
Le schéma d’Euler (explicite) (Xγn)n∈N de pas γ > 0 associé à la diﬀusion (Xt)t>0 est la
chaîne de Markov à valeurs dans Rd déﬁnie de la manière suivante :
Xγn+1 := X
γ
n + b(X
γ
n)γ +
√
2σ(Xγn)
(
B(n+1)γ −Bnγ
)
. (3.2)
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Son noyau de transition s’écrit, pour toute fonction f mesurable bornée et x ∈ Rd,
K(f)(x) := E
[
f
(
x+ b(x)γ +
√
2γσ(x)Y
)]
,
où Y est une variable aléatoire gaussienne de loi N (0, Id). La loi de Xγn vériﬁe une inégalité
de Poincaré. Le schéma d’Euler est très intuitif, mais en plus, il fonctionne très bien comme le
montre notamment le résultat suivant.
Théorème 3.1.1 ([TT90]). Supposons que les fonctions σ et b sont régulières. Alors
Ef(Xt/nn )− Ef(Xt) =
c1
n
+
c2
n2
+ o(1/n2).
Remarque 3.1.2. On peut obtenir un développement limité de l’erreur à tout ordre. Il est éga-
lement possible d’aﬀaiblir les hypothèses de régularité grâce au calcul de Malliavin (voir [BT95]).
Théorème 3.1.3. Si σ et b sont des fonctions de classe C1b alors, pour tout n ∈ N∗ et tout
x ∈ Rd, la mesure Kn(·)(x) vériﬁe l’inégalité de Poincaré
Varµ(f) 6 Cγ,n
∫
|∇f |2 dµ avec Cγ,n = γc(Cγ)
n − 1
Cγ − 1 , (3.3)
où, en notant ρ(A) le rayon spectral de A,
c = sup
x∈Rd
ρ(σ(x)σ∗(x))
Cγ = sup
x∈Rd
ρ[Id + γ(Jac B(x) + Jac B∗(x)) + 2γσ(x)σ∗(x)].
Remarque 3.1.4. La constante Cγ peut être choisie uniformément en γ 6 γ0. De plus, Cγ =
1 + c′γ + o(γ), ce qui assure en particulier que γ/(Cγ − 1) est d’ordre 1 pour γ petit. Enﬁn, si
Cγ = 1, alors ((Cγ)n − 1)/(Cγ − 1) doit être remplacé par c′n.
3.1.2 Inégalité de Sobolev logarithmique uniforme
On s’intéresse ici au cas où (Xt)t>0 est solution de
dXt =
√
2dBt −∇V (Xt) dt (3.4)
où V est une fonction convexe sur Rd vériﬁant le critère de Bakry-Émery (1.3). Puisque la
fonction ∇V n’est pas nécessairement lipschitzienne, le schéma d’Euler peut ne pas converger.
Il vaut mieux dans ce cas introduire sa version implicite :
X˜γn+1 = X˜γn −∇V
(
X˜γn+1
)
γ +
√
2γY,
où Y est une variable aléatoire gaussienne centrée réduite sur Rd. Posons
ϕγ(x) := (I + γ∇V (x))−1(x).
Le noyau de transition K˜ du schéma d’Euler implicite est donné par
K˜f(x) = E
[
f ◦ ϕγ
(
x+
√
2γY
)]
.
Sous la condition (1.3), le semi-groupe (Pt)t>0 associé à la diﬀusion (Xt)t>0 solution de l’équation
(3.4) vériﬁe une inégalité de Sobolev logarithmique locale uniforme en temps : pour tout t > 0
et tout x ∈ Rd, la mesure Pt(·)(x) vériﬁe une inégalité de Sobolev logarithmique de constante
(2/λ)(1 − e−2λt) (voir [Bak97]). Le théorème ci-dessous montre qu’il en est de même pour le
schéma d’Euler implicite associé.
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Théorème 3.1.5. Supposons qu’il existe λ > 0 tel que
HessV (x) > λId (3.5)
pour tous x dans Rd. Alors, pour tout n ∈ N et tout x ∈ Rd, la mesure K˜n(·)(x) vériﬁe l’inégalité
de Sobolev logarithmique
Entµ(f2) 6 Dγ,n
∫
|∇f |2 dµ avec Dγ,n = 4(1 + λγ)
λ(2 + λγ)
(
1− 1
(1 + λγ)2n
)
. (3.6)
C’est encore le cas pour la mesure invariante du schéma d’Euler.
Remarque 3.1.6. Lorsque γ temps vers 0 et n tend vers l’inﬁni de sorte que γn tende vers
t > 0,
Dγ,n → 2
λ
(1− e−2λt)
qui est la constante de Sobolev logarithmique donnée pour la loi de Xxt par le critère de Bakry-
Émery.
3.1.3 Application à la simulation des équations de McKean-Vlasov
On cherche à estimer la mesure invariante de l’équation de McKean-Vlasov (2.1). On peut
pour cela introduire le schéma d’Euler implicite associé au système de particules (2.6).
Théorème 3.1.7. Supposons que W soit convexe et que
inf
x∈Rd
HessV (x) > λId.
Alors il existe une constante c > 0 telle que
P
(∣∣∣∣∣ 1N
N∑
i=1
f(X˜i,N,γt )−
∫
f du∞
∣∣∣∣∣ > r + cγ + c√N + ce−λt
)
6 2e−Nλr
2/2
pour toute fonction 1-lipschitizienne et tous t > 0, r > 0, N ∈ N∗ et γ > 0.
Remarque 3.1.8. Les trois termes de déviation qui s’ajoutent à r proviennent respectivement
de l’erreur faible du schéma d’Euler, de la propagation du chaos et de la convergence à l’équilibre
du processus non linéaire :
Ef(X˜i,N,γt )− Ef(Xi,Nt )︸ ︷︷ ︸
6cγ
+Ef(Xi,Nt )− Ef(Xt)︸ ︷︷ ︸
6c/
√
N
+Ef(Xt)−
∫
f dµ︸ ︷︷ ︸
6ce−λt
.
3.2 Diffusions inhomogènes
Cette section présente les résultats principaux de l’article [A6] issu d’une collaboration avec
Jean-François Collet. Il propose une étude du mécanisme de dissipation d’entropie pour une
classe d’équations aux dérivées partielles paraboliques dont les coeﬃcients dépendent du temps.
Ces équations n’ont en général pas de solution stationnaire. Nous établissons donc la décroissance
exponentielle de l’entropie relative d’une orbite par rapport à une autre (plutôt que par rapport
à une mesure de référence ﬁxe). La méthode utilisée repose sur l’obtention d’une inégalité de
type Sobolev logarithmique pour le semi-groupe associé grâce à une adaptation du critère de
Bakry-Émery valable pour les diﬀusions homogènes. Une étude similaire est entreprise dans
[DMLM03] pour des chaînes de Markov inhomogènes à temps discret.
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3.2.1 Introduction
Considérons le processus de diﬀusion inhomogène (Xx,st )t>s solution de l’équation diﬀéren-
tielle stochastique suivante :
Xx,st = x+
∫ t
r
b(r,Xx,sr ) dr +
√
2
∫ t
s
σ(r,Xx,sr ) dBr, t > s,
où (Bt)t>0 est un mouvement brownien standard sur R
d, b(t, ·) (resp. σ(t, ·)) est une application
régulière de Rd dans Rd (resp. l’ensemble des matrices carrées de taille d). À ce processus de
Markov on associe le semi-groupe de Markov inhomogène (Ps,t)06s6t déﬁni par
Ps,tf(x) := Ef(X
s,x
t ).
L’évolution inﬁnitésimale de ce processus est guidée par la famille d’opérateurs diﬀérentiels
elliptiques (Lt)t>0 déﬁnis par
Ltf(x) :=
d∑
i,j=1
aij(t, x)∂ijf(x) +
d∑
i=1
bi(t, x)∂if(x), (3.7)
où a(t, x) = σ(t, x)σ(t, x)T au sens où, pour tous 0 6 s 6 t,
∂sPs,tf = −LsPs,tf et ∂tPs,tf = Ps,tLtf. (3.8)
Soit µ une mesure de probabilité sur Rd et u(t, ·) la densité de la loi de Xt sachant que
L(X0) = µ. Alors u est solution (au moins au sens faible) de l’équation aux dérivées partielles
suivante :
∂u
∂t
+ div(b(t, x)u− a(t, x)∇u) = 0. (3.9)
Puisque le processus de Markov est inhomogène, rien n’assure que la loi de Xt se stabilise lorsque
t tend vers l’inﬁni. Cependant, on peut vouloir quantiﬁer un oubli de la condition initiale en
comparant deux distributions au temps t. Il faut pour cela se donner un outil de mesure. Ici,
nous utiliserons les Φ-entropies qui généralisent la variance et l’entropie (voir [Cha04] pour une
étude détaillée).
3.2.2 Inégalités fonctionnelles locales inhomogènes
Soit Φ : I → R une fonction convexe régulière déﬁnie sur un intervalle fermé I de R non
nécessairement borné. Soit µ une mesure de probabilité sur R. La Φ-entropie EntΦµ est déﬁnie
sur l’ensemble des fonctions µ-intégrables f à valeurs dans I par
EntΦµ (f) =
∫
Φ(f) dµ− Φ
(∫
f dµ
)
.
Puisque µ est une probabilité, remarquons que
∫
f dµ appartient à I. On impose à Φ la condition
supplémentaire suivante :
(x, y) 7→ Φ′′(x)y2 est positive et convexe sur I × I. (3.10)
Remarque 3.2.1. La variance et l’entropie sont des Φ-entropies qui vériﬁent (3.10) associées
respectivement aux fonctions x 7→ x2 sur I = R et x 7→ x log x sur I = [0,+∞).
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Définition 3.2.2. On dit que le semi-groupe (Ps,t)06s6t satisfait à la Φ-Sobolev inégalité locale
de constantes (c(s, t))06s6t si, pour tous s 6 t et toute fonction régulière f ,
EntΦPs,t(f) 6 c(s, t)Ps,t
(
Φ′′(f)Γ(t)(f)
)
.
Par analogie avec le cas homogène étudié dans [BE85, Bak94], associons à Lt les opérateurs
bilinéaires Γ(t) and Γ2(t) déﬁnis par :
Γ(t)(f, g) :=
1
2
[Lt(fg)− gLtf − fLtg],
Γ2(t)(f, g) :=
1
2
[LtΓ(f, g)− Γ(g, Ltf)− Γ(f, Ltg)].
On écrira Γ(t)(f) pour Γ(t)(f, f) et Γ2(t)(f) pour Γ2(t)(f, f).
Remarque 3.2.3. Il est immédiat que
Γ(t)(f, g) = ∇f · a(t, ·)∇g = 1
2
d∑
i,j=1
[aij + aji](t, ·)∂if∂jg.
Remarque 3.2.4. L’expression de Γ2 est beaucoup plus lourde dans le cas général. Cependant,
si a(t, ·) est la matrice identité on obtient
Γ2(t)(f) := ||Hess(f)||22 −∇f · Jac(b(t))∇f, (3.11)
où Hess(·) (resp. Jac(·)) désigne la matrice hessienne (resp. jacobienne) et ||B||2 est la norme
Hilbert-Schmidt.
Remarque 3.2.5. Sous le critère de Bakry-Émery,
∃ρ ∈ R, ∀f régulière, Γ2(f) > ρΓ(f),
un semi-groupe de diﬀusion homogène satisfait à une Φ-Sobolev inégalité locale (voir [Bak97]
pour les inégalités de Poincaré et de Sobolev logarithmique et [Cha04] pour le cas général des
Φ-Sobolev inégalités).
Définition 3.2.6. On dira que qu’un semi-groupe de diﬀusion satisfait au critère de Bakry-
Émery inhomogène de fonction ρ
∀f régulière, Γ2(t)(f) + 12∂tΓ(t)(f) > ρ(t)Γ(f), (B-É(ρ(t)))
où ∂tΓ(t) est donné par
∂tΓ(t)(f, g) :=
d∑
i,j=1
∂taij(t, ·)∂if∂jg.
Théorème 3.2.7. On a équivalence entre les propriétés suivantes :
1. (Lt)t>0 satisfait à (B-É(ρ(t))),
2. pour tous 0 6 s 6 t,√
Γ(s)(Ps,tg) 6 exp
(
−
∫ t
s
ρ(u) du
)
Ps,t
(√
Γ(t)(g)
)
.
3. le semi-groupe satisfait à une Φ-Sobolev inégalité locale de constante
c(s, t) =
∫ t
s
exp
(
−2
∫ t
τ
ρ(u) du
)
dτ.
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3.2.3 Application : estimation de la dissipation de l’entropie
Si u et v sont deux solutions positives de masse 1 de l’équation (3.9) alors
d
dt
HΦ(u|v) = −
∫
Rd
Φ′′
(
u
v
)[
∇
(
u
v
)
· a∇
(
u
v
)]
v dx.
Cette formule illustre en particulier le fait que la partie transport de l’équation ne joue aucun
rôle dans la dissipation de l’entropie : la diﬀusion est le seul processus irréversible. Remarquons
que la convexité de Φ et le fait que a soit déﬁnie positive assure que l’entropie relative H(f |g)
est fonction strictement décroissante du temps et ce quelles que soient les solutions u et v
et quels que soient les coefficients a et b. Lorsque les coeﬃcients a et b dépendent du temps
le système n’a en général pas d’équilibre : le problème
b(t, x)u(t, x) = a(t, x)∇u(t, x)
n’a pas de solution.
Théorème 3.2.8. On suppose que (Lt)t>0 vériﬁe le critère (B-É(ρ(t))). Soient u et v deux
solutions de (3.9)) telles que v0 satisfasse à une inégalité de Sobolev logarithmique de constante
d0. Notons, pour tout t > 0,
H(t) = H(u(t)|v(t)).
Alors
H(t) 6 H(0) exp
(
−
∫ t
0
1
d(s)
ds
)
,
où
d(t) := d0 exp
(
−2
∫ t
0
ρ(r) dr
)
+
∫ t
0
exp
(
−2
∫ t
τ
ρ(r) dr
)
dτ.
3.3 Mélange de mesures
Un mélange est une combinaison convexe de lois. Malgré cette déﬁnition simple, un mélange
peut être beaucoup plus subtil que ses composants. Mélanger des lois gaussiennes par exemple
peut faire apparaître une mesure multimodale. Nous étudions dans [A8], en collaboration avec
Djalil Chafaï, certaines propriétés ﬁnes des mélanges relatives à la concentration de la mesure et
aux inégalités de type Poincaré et Sobolev logarithmique. Nous fournissons pour des mélanges
généraux des bornes sur la concentration pour les fonctions lipschitziennes, qui font intervenir
le diamètre de l’ensemble des lois mélangées pour la distance de transport W1. Notre analyse
des inégalités de type Sobolev logarithmique pour des mélanges à deux composants de la forme
pµ1 + qµ0, avec p ∈ [0, 1], révèle des liens naturels avec une interpolation par transport à
support prescrit. Nous montrons que la constante de Poincaré d’un mélange à deux composants
peut rester bornée lorsque min(p, q)→ 0, tandis que la constante de Sobolev logarithmique peut
exploser. Ce résultat contre-intuitif ne se réduit pas à un phénomène de déconnexion de support,
mais provient du comportement de la loi de Bernoulli asymétrique sous-jacente. Ce travail montre
que, pour les mélanges, la concentration de la mesure est beaucoup plus stable que l’inégalités
de Sobolev logarithmique. Nous illustrons notre étude par une collection d’exemples concrets
laissant entrevoir la grande variété de comportements possibles pour les mélanges.
Pour simpliﬁer la présentation, nous ne considérerons dans toute la suite que des mélanges
à deux composants : la mesure de mélange est la loi binomiale B(p) = pδ1 + qδ0 où p ∈ [0, 1]
et q = 1 − p. On notera µ0 et µ1 les deux probabilités mélangées et µp = pµ1 + qµ0 la mesure
mélange.
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3.3.1 Concentration de la mesure
On cherche ici à contrôler la fonction de concentration αµp , déﬁnie en (1.4), en fonction,
notamment, de αµ0 et αµ1 . On s’intéressera en particulier à la dépendance des bornes lorsque p
est proche de 0 ou 1.
Théorème 3.3.1 (Concentration à deux composants). Notons xp = max(p, q)/(2cp) où
cp =
q − p
4(log q − log p)
avec les conventions c1/2 = 1/8 et c0 = c1 = 0. Alors, pour tout λ > 0,
αµp(λ) 6 max(αµ0 , αµ1)(λ) +
{
cpλ
2W1(µ0, µ1)2 si λW1(µ0, µ1) 6 xp,
max(p, q)(λW1(µ0, µ1)− xp) sinon.
Remarquons que si min(p, q)→ 0, alors cp ∼ −(4 log p)−1 → 0 et xp →∞. On retrouve ainsi
à la limite une majoration de la forme αµp 6 max(αµ1 , αµ0) lorsque min(p, q)→ 0.
Remarque 3.3.2 (Intérêt d’une borne sur la transformée de Laplace). Supposons que µ0 et µ1
soient deux mesures gaussiennes sur R de même variance σ2 et de moyennes diﬀérentes m0 et
m1. Le résultat ci-dessus assure que, pour tout r > 0,
βµp(r) 6 2 exp
(
− r
2
2σ2 + 4cpW1(µ0, µ1)2
)
.
La borne reste pertinente lorsque σ tend vers 0 (on retrouve la borne pour la mesure de Bernoulli
pδm1 + qδm0). D’autre part, une borne déduite d’une inégalité de Sobolev logarithmique pour µp
exploserait lorsque σ tend vers 0 (voir remarque 1.2.4).
3.3.2 Inégalités de Poincaré et de Sobolev logarithmique
Dans toute la section on suppose que µ0 et µ1 sont des mesures de probabilité sur R. On
notera respectivement CP(µi) et CG(µi) les constantes optimales (lorsqu’elles seront ﬁnies) des
inégalités de Poincaré ou de Sobolev logarithmique satisfaites par µi pour i = 0, 1. Pour que µp
vériﬁe une inégalité de Poincaré il ne suﬃt pas que ce soit le cas pour µ0 et µ1 : si µ0 et µ1
sont à supports disjoints, alors µp ne peut vériﬁer une inégalité de Poincaré pour p ∈ (0, 1) (voir
remarque 1.2.4). Il faudra donc imposer une condition supplémentaire au couple (µ0, µ1).
Pour i = 0, 1, on notera respectivement fi et Fi la densité et la fonction de répartition de
la mesure µi. De plus, S désignera l’union des supports de µ0 et µ1 et co(S) son enveloppe
convexe. D’après l’exemple des deux lois uniformes à supports disjoints, il semble nécessaire que
cet ensemble co(S) soit égal à l’union des supports de µ0 et µ1.
Théorème 3.3.3 (Inégalité de Poincaré uniforme). Pour tout p ∈ [0, 1], on a
CP(µp) 6 max(CP(µ0), CP(µ1)) + I
avec
I =
∫
co(S)
(F1(x)− F0(x))2
f1(x) + f0(x)
dx. (3.12)
La proposition ci-dessus assure donc que sous l’hypothèse que I soit ﬁni, les mesures (µp)p∈[0,1]
vériﬁent une inégalité de Poincaré avec une constante commune. La proposition suivante donne
un résultat moins bon (mais nous verrons ensuite qu’il est optimal dans le cas général) pour
l’inégalité de Sobolev logarithmique.
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Théorème 3.3.4 (Inégalité de Sobolev logarithmique). Pour tout p ∈ [0, 1], on a
CG(µp) 6 max(CG(µ0), CG(µ1)) +
1
2
log(q)− log(p)
q − p (2I +max(CP(µ0), CP(µ1))),
où I est déﬁni en (3.12).
Ce résultat peut-être amélioré légèrement (voir [A8]) pour permettre notamment d’établir
les résultats positifs de la section suivante. Nous verrons ensuite que cette borne ne peut toutefois
pas être améliorée dans le cas général.
3.3.3 Quelques exemples rassurants
Faire disparaître un composant dominé ne fait pas exploser la constante de Sobolev logarith-
mique.
Corollaire 3.3.5. S’il existe c > 0 tel que f1 > cf0 alors, pour tout p0 < 1,
sup
p∈[0,p0]
CG(µp) < +∞.
On peut même obtenir un résultat plus fort pour l’exemple de deux lois gaussiennes.
Corollaire 3.3.6. Si µ0 et µ1 sont deux gaussiennes de paramètres diﬀérents alors
sup
p∈[0,1]
CG(µp) < +∞.
3.3.4 Un premier exemple explosif
Choisissons à présent µ1 = N (0, 1) et µ0 = U([−1,+1]) et intéressons-nous à CG(µp) lorsque
p tend vers 0.
Proposition 3.3.7. Il existe une constante C > 0 telle que
CG(µp) > −C log p
pour tout p ∈ (0, 1). Ainsi, CG(µp) explose comme − log p au voisinage de 0.
Cette minoration est obtenue grâce au critère dû à Bobkov et Götze établi dans [BG99] et
amélioré ensuite dans [BR03a]. Cet exemple montre que la dépendance en p de la majoration
de la constante CG(µp) de la proposition 3.3.4 ne peut être améliorée. On pourrait croire que ce
phénomène d’explosion ne provient que de la perte de support abrupte entre µp pour p petit et
µ0. L’exemple suivant montre que la situation est plus complexe.
3.3.5 Un exemple surprenant
On choisit f1(x) = π−1/2e−x
2
et f0(x) = Z−1a e−|x|
a
où a > 2 est ﬁxé et Za = 2Γ(a−1)a−1.
Remarquons que µ0 possède des queues plus légères que µp pour p > 0.
Proposition 3.3.8. Il existe une constante C(a) > 0 telle que
CG(µp) > C(a)(− log(p))1−2a−1
pour p assez petit. En particulier, CG(µp) tend vers +∞ quand p→ 0+.
On voit ainsi qu’il ne suﬃt pas de supposer que les deux mesures aient le même support
pour améliorer la borne de la proposition 3.3.4. Remarquons aussi que lorsque a tend vers 0, on
retrouve l’exemple précédent.
Le potentiel -log fp de µp présente de multiples puits comme le montre la ﬁgure 3.1. La
profondeur de ces puits fait exploser la constante de Sobolev logarithmique mais pas celle de
Poincaré !
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Figure 3.1 – Densité et dérivée seconde de − log fp dans l’exemple 3.3.5 avec p = 1/100 et
a = 4. Le second dessin met en évidence un potentiel à multiples puits.
3.4 Ouvertures
Le travail sur les mélanges laisse encore sans réponse de nombreuses questions intéressantes.
Sur R nous avons vu des exemples sur lesquels la constante de Sobolev logarithmique de µp
explose au voisinage de 0 tandis que celle de Poincaré reste bornée. On peut se demander ce
qu’il en ait des inégalités interpolant entre ces deux cas d’école.
D’autre part, arrêtons-nous un instant sur les diﬃcultés supplémentaires qui surgissent en
dimensions supérieures. Pour contrôler CP (µp), on écrit
Varµp(f) = pVarµ1(f) + qVarµ0(f) + pq(Eµ1f − Eµ0f)2
6 max (CP (µ0), CP (µ1))Eµp
(
|∇f |2
)
+ pq(Eµ1f − Eµ0f)2.
Il reste donc à contrôler le dernier terme (qui contient notamment les problèmes de recollement
éventuels des supports S0 et S1 de µ0 et µ1). Considérons une application T de S0 dans S1 telle
que µ1 soit la mesure image de µ0 par T . Pour chaque point x dans S0 choisissons une fonction
γx : [0, 1] 7→ Rd de classe C1 telle que γx(0) = x et γx(1) = T (x). On a alors que
(Eµ1(f)− Eµ0(f))2 6
(∫
S0
∫ 1
0
|γ˙x(s)|2 µ0(dx)
)(∫
S0
∫ 1
0
|∇f |2(γx(s)) ds µ0(dx)
)
.
Pour tout s ∈ [0, 1], notons µ(s) la mesure image de µ0 par l’application x 7→ γx(s) et µ la
mesure déﬁnie par µ(A) =
∫ 1
0 µ(s)(A) ds. Pour obtenir une inégalité de Poincaré, il reste donc à
obtenir un contrôle de la forme µ 6 c(p)µp et contrôler le premier terme du membre de droite
dans l’inégalité ci-dessus. Dans le cas où les supports de µ0 et µ1 sont Rd tout entier, on peut
choisir T comme réalisant le transport optimal de µ0 sur µ1 et γx(t) = tT (x) + (1 − t)x pour
tous t ∈ [0, 1] et x ∈ Rd. Dans ce cas,∫
S0
∫ 1
0
|γ˙x(s)|2 µ0(dx) =
∫
S0
|T (x)− x|2 µ0(dx) =W2(µ0, µ1)2.
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Il faut remarquer que si S0 ∪S1 n’est pas égal à Rd alors le support de µ peut ne pas être inclus
dans celui de µp, comme par exemple si µ0 et µ1 sont les les mesures uniformes sur les boules
unités de centres respectifs (0, 0) et (0, 1) dans R2. Dans ce cas, le contrôle de µ par µp est
impossible. Il faut donc astreindre les chemins reliants x à T (x) à rester dans le support de µp.
On est alors amené à considérer un problème de transport optimal sous contrainte de support...
Chapitre 4
Processus de Markov déterministes
par morceaux
Ce chapitre présente l’étude du comportement en temps long de deux processus de Markov
déterministes par morceaux ainsi qu’un travail concernant une diﬀusion d’Ornstein-Uhlenbeck
à coeﬃcients markoviens. J’ai choisi de placer ici ce travail car les méthodes employées dans les
diﬀérentes situations ont des points communs importants.
4.1 Modélisation du processus TCP
Le processus « TCP window size » modélise le célèbre « Transmission Control Protocol » uti-
lisé pour la transmission de données sur Internet. Ce processus de Markov à temps continu à va-
leurs dans [0,∞) est ergodique et irréversible. Il appartient à la classe des processus à croissance
additive et décroissance multiplicative (AIMD en anglais). Ses trajectoires sont linéaires par
morceaux et tout l’aléa est contenu dans le mécanisme de saut. Ce processus et ses variantes ont
été beaucoup étudiées (voir notamment [DGR02, GRZ04, Ott06, OS07, OK08, MZ09, GR09]).
Dans [A9] nous obtenons, avec Djalil Chafaï et Katy Paroux, des estimées quantitatives de
convergence à l’équilibre en distance W1 pour le processus et sa chaîne incluse.
4.1.1 Le processus à temps continu
On introduit le processus de Markov (Xt)t>0 à valeurs dans R+ associé au générateur inﬁni-
tésimal
La(f)(x) = f ′(x) + (x+ a)
∫ 1
0
(f(hx)− f(x))H(dh), (4.1)
où H est une mesure de probabilité à support dans [0, 1]. La dynamique du processus est la
suivante : entre deux sauts X croit linéairement avec une pente 1, les sauts apparaissent au taux
x+ a et sont donnés par une multiplication avec une variable aléatoire de loi H. En particulier,
si X0 = x, alors la loi du premier temps de saut T1 est déﬁnie par
P(T1 > t) = exp
(
−
∫ t
0
(Xs + a) ds
)
= exp
(
−1
2
(t+ x+ a)2 − 1
2
(x+ a)2
)
pour tout t > 0 puisque Xs = x + s pour s < T1. En d’autres termes, T1 a même loi que la
variable aléatoire √
(x+ a)2 + 2E1 − (x+ a),
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où E1 suit la loi exponentielle de paramètre 1. De plus,
Xt =
{
x+ t si t ∈ [0, T1),
Q1(x+ T1) si t = T1,
où Q1 suit la loi H et est indépendant de E1. On pourra consulter l’ouvrage de référence [Dav93]
sur la construction d’un processus de Markov déterministe par morceaux et les propriétés de son
générateur inﬁnitésimal.
Ce processus à la dynamique très simple est toutefois irréversible et à valeurs dans un espace
non compact. En fait, la principale diﬃculté vient du fait que le taux de saut n’est pas constant
mais dépend de la position. Si le taux de saut est constant, alors on peut coupler deux trajectoires
issues de deux points diﬀérents en choisissant les mêmes temps de taux et les mêmes coeﬃcients
multiplicatifs (Qn)n>1. Ceci fournit immédiatement une convergence à l’équilibre en distance de
Wasserstein Wp pour tout p > 1.
Lorsque le taux de saut dépend de la position, on ne peut qu’essayer de favoriser des sauts
simultanés mais on ne peut éviter quelques sauts isolés. Pour construire deux trajectoires X et
Y issues respectivement de x et y (avec x > y par exemple) on peut faire en sorte que Y (dont
le taux de saut instantané est toujours inférieur à celui de X) ne saute pas avant X. On a ainsi
un saut simultané ou un saut de X seul. Et on recommence... L’idée directrice est qu’un saut
simultané rapproche les trajectoires (l’écart est multiplié par un facteur de loi H) et que plus les
trajectoires sont proches et plus les processus sauteront ensemble avec une grande probabilité.
On obtient en particulier que les deux processus sauteront toujours ensemble à partir d’un
certain temps (le nombre de sauts non simultanés est aléatoire mais ﬁni). On introduit donc le
processus de Markov déﬁni sur R2+ par son générateur inﬁnitésimal :
Laf(x, y) =∂1f(x, y) + ∂2f(x, y)
+ (x− y)
∫ 1
0
(f(hx, y)− f(x, y))H(dh) (4.2)
+ (y + a)
∫ 1
0
(f(hx, hy)− f(x, y))H(dh)
si x > y (si x < y il faut inverser les rôles de ces deux variables). Grâce à ce couplage, on peut
obtenir les estimations suivantes.
Théorème 4.1.1. Supposons a > 0. Soit η0 et η′0 deux mesures de probabilité sur [0,+∞)
admettant un moment d’ordre 1. Pour tout t > 0, notons ηt (resp. η′t) la loi de Xt dirigé par
(4.1) lorsque X0 est distribué selon η0 (resp. η′0). Alors, pour tout t > 0, on a
W1
(
ηt, η
′
t)
)
6 e−aκ1tW1(η0, η′0),
où κ1 = 1 −
∫ 1
0 hH(dh). En particulier, si η
′ est la mesure invariante µ de X, alors, pour tout
t > 0
W1(ηt, µ) 6 e−aκ1tW1(η0, µ).
Le fait que le taux de saut tende vers +∞ en +∞ fait que la force de rappel est très forte :
X revient de l’inﬁni en temps ﬁni comme le montre le résultat suivant.
Théorème 4.1.2. Supposons a > 0. Soit η0 et η′0 deux mesures de probabilité sur [0,+∞)
quelconques ( i.e. sans condition de moment). Pour tout t > 0, notons ηt (resp. η′t) la loi de Xt
dirigé par (4.1) lorsque X0 est distribué selon η0 (resp. η′0). Alors, pour tous t > s > 0,
W1(ηt, η′t) 6
2eaκ1s√
κ1 tanh(s
√
κ1)
e−aκ1t.
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Dans le cas où a est nul, le résultat est moins bon. On obtient la décroissance de la fonction
distance mais pas la convergence exponentielle. Voici le résultat dans le cas où H est une mesure
de Dirac.
Théorème 4.1.3. Supposons que a = 0 et H = δh avec h ∈ (0, 1). Alors l’ensemble Dh ={
(x, y), hy 6 x 6 h−1y
}
est absorbant et, si (x, y) ∈ Dh, le processus (X,Y ) dirigé par le géné-
rateur L0 donné en (4.2) satisfait
d
dt
E(x,y)(|Xt − Yt|) 6 −(1 + h)E(x,y)
(
|Xt − Yt|2
)
(4.3)
pour tous x, y > 0. En particulier, pour tout t > 0 et X0, Y0 > 0, on a
E(|Xt − Yt|) 6 E(|X0 − Y0|)1 + (1 + h)E(|X0 − Y0|)t . (4.4)
4.1.2 La chaîne incluse
On se place ici dans le cas où a = 0 (pour simpliﬁer les formules). La chaîne incluse (Xˆn)n>0
(déﬁnie comme le processus X observé à ses temps de saut) est homogène et son noyau de
transition K est donné, pour tout x > 0 et toute fonction mesurable bornée f : [0,+∞) → R
par
K(f)(x) =
∫ ∞
0
f(y)K(x, dy) = E
[
f
(
Q
√
x2 + 2E
)]
(4.5)
où E est une variable aléatoire de loi exponentielle de paramètre 1 et Q est une variable aléatoire
de loi H indépendante de E.
Théorème 4.1.4. Soit η et η′ deux mesures de probabilité sur [0,+∞) admettant un moment
d’ordre p ﬁni. Notons ηKn la loi de Xˆn lorsque X0 est de loi η. Pour tout n > 0
Wp(ηKn, η′Kn) 6 E(Qp)n/pWp(η, η′),
où Q est une variable aléatoire de loi H. En particulier, si ν est la mesure invariante de Xˆ alors
Wp(ηKn, ν) 6 E(Qp)n/pWp(η, ν).
On peut également établir une inégalité de concentration gaussienne pour le théorème ergo-
dique.
Théorème 4.1.5. Supposons que H soit la mesure de Dirac au point δ ∈ (0, 1). Soit Xˆ la
chaîne de Markov de noyau G issue de Xˆ0 = x > 0. Alors, pour tout u > 0 et toute fonction
1-lipschitzienne f : [0,∞)→ R,
P
(∣∣∣∣∣ 1n
n∑
k=1
f(Xˆk)−
∫
f dν
∣∣∣∣∣ > u+ δ1− δW1(δx, ν)
)
6 2 exp
(
−n(1− δ
2)u2
2δ2
)
.
4.2 Mouvement d’une bactérie
Le mouvement d’une bactérie peut également être modélisé par un processus de Markov
déterministe par morceaux. On pourra consulter [EO05, ODA88] pour une description détaillée
de ces modèles. Dans cette section, nous allons voir un modèle assez sommaire mais qui rend
assez bien compte de la dynamique observée et pour lequel on peut expliciter la mesure invariante
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et fournir une vitesse de convergence à l’équilibre explicite. Les idées présentées ci-dessous sont
tirées de [A13] en collaboration avec Joaquin Fontbona et Hélène Guérin.
Une bactérie se déplace grâce à des ﬂagelles situés sur son pourtour. Tant que ceux-ci
« rament » dans le même sens, la bactérie se déplace en ligne droite à vitesse constante. Après un
certain laps de temps, les ﬂagelles se désynchronisent et la bactérie tourne sur elle-même avant
de repartir en ligne droite. Le temps de retournement est négligeable devant la durée d’une
« chevauchée » rectiligne dont la durée est modélisée par une variable aléatoire exponentielle : le
retournement n’est pas calculé à l’avance. Nous supposerons que la bactérie se déplace sur une
ligne droite. Ainsi, lorsque la bactérie tourne sur-elle même, elle eﬀectue un demi-tour et repart
en sens inverse. Nous supposerons de plus qu’en l’origine, une source émet un signal attractif
pour la bactérie. Celle-ci ne peut savoir où exactement est située la source mais elle est capable
de savoir si elle s’en éloigne ou s’en rapproche (en mesurant le gradient du signal au travers de
son corps allongé). Elle aura donc tendance à se retourner plus vite lorsqu’elle s’éloigne de la
source que quand elle s’en approche.
On notera (Xt, Vt) le couple position-vitesse de la particule au temps t. La composante des
vitesses prend ses valeurs dans l’ensemble {−1,+1} et le générateur inﬁnitésimal du processus
est donné par
Lf(x, v) = v∂xf(x, v) +
(
a+ (b− a)1{xv>0}
)
(f(x,−v)− f(x, v)).
Ainsi, si xv est positif, i.e. si la particule s’éloigne de l’origine alors le taux de saut vaut b tandis
qu’il vaut a dans le cas contraire. On supposera a < b.
Il est intuitivement clair que le processus est ergodique dans la mesure où la bactérie s’ap-
proche de l’origine plus facilement qu’elle ne s’en éloigne. On peut noter une analogie forte avec
le processus de diﬀusion solution de l’équation diﬀérentielle suivante :
dZt =
√
2dBt − sgn (Zt) dt (4.6)
dont on peut montrer qu’il admet pour mesure invariante la loi de Laplace de densité x 7→ e−|x|/2.
Théorème 4.2.1. La mesure invariante µ de (X,V ) est la mesure produit sur R × {−1, 1}
donnée par
µ(dy, dw) =
b− a
2
e−(b−a)|y|dy ⊗ 1
2
(δ−1 + δ−1)(dw).
Pour tous x, x˜ ∈ R et v, v˜ ∈ {−1,+1},∥∥∥L(Xx,vt , V x,vt )− L(X x˜,v˜t , V x˜,v˜t )∥∥∥
TV
6 C(a, b)er(a,b)|x∨x˜|e−λct, (4.7)
où
C(a, b) =
(
b
a
)5/2 a+ b√
ab+ b
, r(a, b) =
3(b− a)
4
∨ (b−
√
ab) et λc =
(
√
b−√a)2
2
.
Le principe de la preuve est de construire explicitement un couplage coalescent de deux
trajectoires issues de deux conditions initiales diﬀérentes dans R × {−1,+1}. Cette démarche
peut faire penser aux arguments utilisés pour les chaînes de Markov à espace d’états ﬁni, les
ﬁles d’attente où même le processus solution de (4.6). Pour ces processus de nombreux choix de
couplages fonctionnent et notamment le plus simple qui consiste à choisir des évolutions indé-
pendantes pour les trajectoires jusqu’au temps où elles se croisent. Un résultat sur la transformée
de Laplace des temps d’atteinte permet alors de conclure (voir [Rob03]). Dans le cas présent, les
choses sont un peu plus délicates car les trajectoires doivent se croiser dans R × {−1,+1} (ce
qui ne peut arriver pour deux trajectoires indépendantes). Il faut donc être plus soigneux pour
construire le couplage coalescent.
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Figure 4.1 – La loi de Xt issu (5,−1) pour t ∈ {2, 6, 10, 14, 18, 22} avec a = 1 et b = 2.
4.3 Diffusion d’Ornstein-Uhlenbeck à coefficients markoviens
On s’intéresse ici à une diﬀusion d’Ornstein-Uhlenbeck Y modulée par une chaîne de Markov
ergodique à espace d’états ﬁni X : dYt = −λ(Xt)Ytdt+ σ(Xt)dBt où Y0 est donné. Sous l’hypo-
thèse d’ergodicité, nous obtenons dans [A10], avec Jean-Baptiste Bardet et Hélène Guérin, des
estimations quantitatives du comportement en temps long de Y . Nous caractérisons également
les queues de la mesure invariante ν de Y en établissant la trichotomie suivante : les queues
de ν peuvent être polynomiales (seuls certains de ses moments sont ﬁnis), quasi-exponentielles
(sa transformée de Laplace est ﬁnie sur un intervalle borné non vide), quasi-gaussiennes (sa
transformée de Laplace est minorée et majorée par deux transformées de Laplace de mesures
gaussiennes). Les moments critiques sont exprimés en fonction des paramètres.
Le processus modulateur X = (Xt)t>0 est une chaîne de Markov sur l’espace d’états E =
{1, . . . , d} (avec d > 2) de générateur inﬁnitésimal A = (A(x, x˜))x,x˜∈E . Nous noterons a(x) le
taux de saut à l’état x ∈ E et P = (P (x, x˜))x,x˜∈E la matrice de transition de la chaîne incluse.
On a, pour x 6= x˜ dans E,
a(x) = −A(x, x) et P (x, x˜) = −A(x, x˜)
A(x, x)
.
On supposera P irréductible récurrent. Le processus X est ergodique et son unique mesure
invariante sera notée µ (voir [Nor97] pour des détails supplémentaires). Soit FXt = σ(Xu, 0 6
u 6 t). De plus, on utilisera la notation Ex pour désigner l’espérance sous la loi de X sachant
que X0 = x.
Soit B = (Bt)t>0 un mouvement brownien standard sur R et Y0 une variable aléatoire réelle
telle que B, Y0 and X soient indépendants. Le processus modulé Y = (Yt)t>0 est alors déﬁni
par :
Yt = Y0 −
∫ t
0
λ(Xu)Yu du+
∫ t
0
σ(Xu) dBu, (4.8)
où λ et σ sont deux fonctions de E dans R et (0,∞) respectivement. Si λ et σ sont constants,
Y est un processus d’Ornstein-Uhlenbeck attractif (λ > 0), neutre (λ = 0) ou répulsif (λ < 0)
selon les cas.
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Remarque 4.3.1. En d’autres termes, le processus complet (X,Y ) est le processus de Markov
sur E × R de générateur inﬁnitésimal A donné par :
Af(x, y) =
∑
x˜∈E
A(x, x˜)(f(x˜, y)− f(x, y)) + σ(x)
2
2
∂222f(x, y)− λ(x)y∂2f(x, y).
Ces processus ont été introduits dans [BBG96] comme des perturbations browniennes de
processus de Markov déterministes par morceaux intervenant dans la modélisation de problèmes
de contrôle. Ils peuvent être également vu comme des versions à temps continu de processus
ARMA sous régime markovien qui sont utilisés en économétrie (voir [GIY04] et ses références)
ou en océanographie (voir [Ail06, AMP06]) par exemple. Signalons également l’utilisation de
tels processus pour modéliser des ruptures de cours d’actions (voir [BSDG+06]).
Dans [GIY04], il est prouvé que Y est ergodique si et seulement si∑
x∈E
λ(x)µ(x) > 0, (4.9)
ce qui revient à supposer que le processus Y est attractif « en moyenne » sous la mesure invariante
de X.
Avant d’énoncer le théorème caractérisant les queues de la mesure invariante de Y , il nous
faut donner quelques déﬁnitions.
Notation 4.3.2. Posons
σ2 = min
x∈E
σ2(x) et σ2 = max
x∈E
σ2(x). (4.10)
On notera Ap la matrice A−pΛ où Λ est la matrice diagonale de diagonale (λ(1), . . . , λ(d)). On
associe à Ap le réel
ηp := − max
γ∈Spec(Ap)
Re γ. (4.11)
Si λ = minx∈E λ(x) est positif, l’ensemble E est la réunion de
M = {x ∈ E : λ(x) > 0} et N = {x ∈ E : λ(x) = 0}. (4.12)
Posons
β(x) =
σ(x)2
2a(x)
et β = max
x∈N
β(x), (4.13)
et, pour tout v ∈ R tel que v2 < β−1, on déﬁnit la matrice
P (N)v =
(
1
1− β(x)v2P (x, x
′)
)
x,x′∈N
. (4.14)
Le théorème ci-dessous montre que la taille des queues de la mesure invariante de Y est
essentiellement liée à la position de λ par rapport à 0. Il caractérise également ces queues dans
les trois cas en fonction des objets déﬁnis ci-dessus.
Théorème 4.3.3. On suppose que l’hypothèse d’ergodicité (4.9) est satisfaite. Posons
κ = sup {p > 0 : ηp > 0} ∈ (0,+∞]. (4.15)
Alors la fonction p 7→ ηp est continue, strictement positive sur (0, κ) et strictement négative sur
(κ,+∞). De plus, la trichotomie suivante a lieu :
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1. si λ < 0 alors 0 < κ 6 min {−a(x)/λ(x) : λ(x) < 0}, et le moment d’ordre p de ν est ﬁni
si et seulement si p < κ ;
2. si λ = 0, alors κ est inﬁni et le domaine de la transformée de Laplace de ν est l’ensemble
(−vc, vc) où
vc = sup
{
v > 0 : ρ(P (N)v ) < 1
}
; (4.16)
3. si λ > 0, alors κ est inﬁni et la transformée de Laplace de ν est quasi-gaussienne au sens
où, pour tout v ∈ R,
exp
(
σ2v2
4λ
)
6
∫
evy ν(dy) 6 exp
(
σ2v2
4λ
)
.
De plus, ses queues ressemblent à celles d’une mesure gaussienne de variance α/2 où
α = maxx∈E σ(x)2/λ(x) puisque y 7→ eδy2 est ν-intégrable si et seulement si δ < 1/α.
Remarque 4.3.4. Le fait que la mesure invariante possède certains moments était déjà établi
dans [GIY04]. La dichotomie entre les cas λ < 0 et λ > 0 est étudiée dans [dSY05]. La technique
de preuve de ces travaux antérieurs consiste à analyser le processus de Markov (X,Y ) à des
instants régulièrement espacés d’une distance δ puis à faire tendre δ vers 0 en s’assurant que les
estimations restent valables à la limite.
On peut établir un résultat de contraction en distance de Wasserstein pour la composante
réelle du processus : on cherche à comparer les lois de Yt et Y˜t lorsque les lois initiales sont
diﬀérentes. L’énoncé de celui-ci est plus simple si l’on suppose que les premières marginales sont
égales à l’instant initial. L’énoncé général est donné dans [A11].
Notons Pp(E×R) l’ensemble des mesures de probabilité sur E×R dont la seconde marginale
admet un moment d’ordre p :
Pp(E × R) =
{
π ∈ P(E × R) ;
∫
E×R
|y|p π(dx, dy) < +∞
}
. (4.17)
Théorème 4.3.5. On suppose que l’hypothèse d’ergodicité (4.9) est satisfaite. Soit p < κ où
κ est déﬁni en (4.15). Il existe C(p) tel que, pour toutes mesures de probabilité π0 et π˜0 de Pp
ayant même première marginale, on ait, pour tout t > 0,
Wp(νt, ν˜t) 6 C(p)Wp(ν0, ν˜0)e−(ηp/p)t,
où ηp est donné par (4.11) et νt est la loi de Yt solution de (4.8) lorsque (Y0, X0) suit la loi π0.
4.4 Ouvertures
Dans le travail [A14] (en cours d’achèvement) en collaboration avec Stéphane Le Borgne,
nous étudions le processus à valeurs dans Rd × E avec E = {1, 2, . . . , n} de générateur inﬁnité-
simal donné par
Lf(x, y) = g(x, y)∇xf(x, y) + λ(x, y)
∑
y˜∈E
P (y, y˜)(f(x, y˜)− f(x, y)),
où P est une matrice markovienne (à diagonale nulle) et pour tout y ∈ E, x 7→ g(x, y) est un
champ de vecteurs régulier sur Rd. Sous l’hypothèse que chacun des ﬂots possède un unique
point stable et soit fortement dissipatif, nous montrons l’existence et l’unicité d’une mesure
invariante pour ce processus et obtenons des vitesses de convergence exponentielles à l’équilibre
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en distance de Wasserstein dans le cas où les taux de saut λ de la variable discrète sont des
fonctions lipschitziennes de la variable continue.
De multiples questions restent ouvertes dans le cadre des processus de Markov déterministes
par morceaux : absolue continuité de la mesure invariante, vitesse de convergence à l’équilibre
etc.
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