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Abstract: This work is devoted to study efficient numerical methods for solving nonsmooth
convex equilibrium problems in the sense of Blum and Oettli. First we consider the auxiliary
problem principle which is a generalization to equilibrium problems of the classical proximal
point method for solving convex minimization problems. This method is based on a fixed point
property. To make the algorithm implementable we introduce the concept of µ-approximation
and we prove that the convergence of the algorithm is preserved when in the subproblems the
nonsmooth convex functions are replaced by µ-approximations. Then we explain how to con-
struct µ-approximations using the bundle concept and we report some numerical results to show
the efficiency of the algorithm. In a second part, we suggest to use a barrier function method
for solving the subproblems of the previous method. We obtain an interior proximal point al-
gorithm that we apply first for solving nonsmooth convex minimization problems and then for
solving equilibrium problems. In particular, two interior extragradient algorithms are studied
and compared on some test problems.
Résumé: Ce travail est consacré à l’étude de méthodes numériques efficaces pour résoudre
des problèmes d’équilibre convexes non différentiables au sens de Blum et Oettli. D’abord
nous considérons le principe du problème auxiliaire qui est une généralisation aux problèmes
d’équilibre de la méthode du point proximal pour résoudre des problèmes de minimisation con-
vexes. Cette méthode est basée sur une propriété de points fixes. Pour rendre l’algorithme
implémentable nous introduisons le concept de µ-approximation and nous montrons que la
convergence de l’algorithme est préservée lorsque dans les sous problèmes la fonction convexe
non différentiable est remplacée par une µ-approximation. Nous expliquons ensuite comment
construire cette approximation en utilisant le concept de faisceaux et nous présentons des ré-
sultats numériques pour montrer l’efficacité de l’algorithme. Dans une seconde partie nous
suggérons d’utiliser une méthode de type barrière pour résoudre les sous problèmes de la méth-
ode précédente. Nous obtenons un algorithme de point proximal intérieur que nous appliquons
à la résolution des problèmes de minimisation convexes non différentiables et ensuite à celle
des problèmes d’équilibre. En particulier nous étudions deux algorithmes de type extragradient
intérieurs que nous comparons sur des problèmes tests.
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Chapter 1
Introduction
Equilibrium can be defined as a state of balance between opposing forces or influences. This
concept is usually used in many scientific branches as physics, chemistry, economics and en-
gineering. For example, in physics, the equilibrium state for a system, in terms of classical
mechanics, means that the impact of all the forces on this system equals zero and that this state
can be maintained for an indefinitely long period. In chemistry, it is a state where a forward
chemical reaction and its reverse reaction proceed at equal rates.
In economics, the concept of an equilibrium is fundamental. A simple example is given by a
market where consumers and producers buy and sell, respectively, a homogeneous commodity,
their reaction depending on the current commodity price. More precisely, given a price p, the
consumers determine their total demand D(p) and the producers determine their total supply
S(p), so that the excess demand of the market is E(p) = D(p) − S(p). If we consider a
certain amount of transactions between consumers and producers then there exists the equality
between the partial supply and demand at each price level, but the problem is to find the price
which implies the equality between the total supply and demand, i.e., when E(p∗) = 0. This is
called an equilibrium price model and corresponds to the classical static equilibrium concept,
where the impact of all the forces equals zero, i.e., it is the same as in mechanics. Moreover,
this price implies constant clearing of the market and may be maintained for an indefinitely
long period. For a detailed study of Equilibrium Models, the reader is referred to the book by
Konnov [49].
The equilibrium problem theory has been receiving growing interest by researchers, espe-
cially in economics. Many Nobel Prize winners, such as K.J. Arrow (1972), W.W. Leontief
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(1973), L. Kantorovich and T. Koopmans (1975), G. Debreu (1983), H. Markovitz (1990), and
J.F. Nash (1994), were awarded for their contributions in this field.
Recently the main concepts of optimization problems have also been extended to the field
of equilibrium problems. This was motivated by the fact that optimization problems are not
an adequate mathematical tool for modeling in situations of decision involving multiple agents
as explained by A.S. Antipin in [4]: “Optimization problems can be more or less adequate in
situations where there is one person making decisions working with an alternative set, but in
situations with many agents, each having their personal set and system of preferences on it and
each working within the localized constraints of their specific situation, it becomes impossible
to use the optimization model to produce an aggregate solution that will satisfy the global
constraints that exist for the agents as a whole.”
There exists a large number of different concepts of equilibrium models. These models are
investigated and applied separately. They require to construct adequate tools both for the theory
and for the solution methods. But, in the scope of a mathematical research, it is expected to
present a general form which can unify some particular cases. Such an approach needs certain
extensions of the usual concept of equilibrium and a presentation of unifying tools for investi-
gating and solving these equilibrium models and meanwhile to drop some details in particular
models. For that purpose, in this thesis we intend to consider the following class of equilibrium
problem.
Let C be a nonempty closed convex subset of IRn and let f : C×C → IR be an equilibrium
bifunction, i.e., f(x, x) = 0 for all x ∈ C. The equilibrium problem (EP, for short) is to find a
point x∗ ∈ C such that
f(x∗, y) ≥ 0 for all y ∈ C. (EP)
This formulation was first considered by Nikaido and Isoda [70] as a generalization of the
Nash equilibrium problem in non-cooperative many-person games. Subsequently, many authors
have investigated this equilibrium model [4], [19], [20], [34], [40], [41], [42], [44], [46], [47],
[48], [49], [62], [64], [66], [67], [72], [84], [85].
As mentioned by Blum and Oettli [20], this problem has numerous applications. Amongst
them, it includes, as particular cases, the optimization problem, the variational inequality prob-
lem, the Nash equilibrium problem in noncooperative games, the fixed point problem, the non-
linear complementarity problem and the vector optimization problem. For the sake of clarity,
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let us introduce some more details on each of these problems. Note that in these examples
we assume that f(x, ·) : C → IR is convex and lower semicontinuous for all x ∈ C and that
f(·, y) : C → IR is upper semicontinuous for all y ∈ C.
Example 1.1. (Convex minimization problem) Let F : IRn → IR be a lower semicontinuous
convex function. Let C be a closed convex subset of IRn. The convex minimization problem
(CMP, for short) is to find x∗ ∈ C such that
F (x∗) ≤ F (y) for all y ∈ C.
If we take f(x, y) = F (y)−F (x) for all x, y ∈ C, then x∗ is a solution to problem CMP if and
only if x∗ is a solution to problem EP.
Example 1.2. (Nonlinear complementarity problem) Let C ⊂ IRn be a closed convex cone
and let C+ = {x ∈ IRn | 〈x, y〉 ≥ 0 for all y ∈ C} be its polar cone. Let T : C → IRn
be a continuous mapping. The nonlinear complementarity problem (NCP, for short) is to find
x∗ ∈ C such that
T (x∗) ∈ C+ and 〈T (x∗), x∗〉 = 0.
If we take f(x, y) = 〈T (x), y− x〉 for all x, y ∈ C, then x∗ is a solution to problem NCP if and
only if x∗ is a solution to problem EP.
Example 1.3. (Nash equilibrium problem in Noncooperative Games) Let
- I be a finite index set {1, · · · , p} (the set of p players),
- Ci be a nonempty closed convex set of IRn (the strategy set of the ith player) for each
i ∈ I ,
- fi : C1 × · · · × Cp → IR be a continuous function (the loss function of the ith player,
depending on the strategies of all players) for each i ∈ I .
For x = (x1, . . . , xp), y = (y1, . . . , yp)∈ C1×· · ·×Cp, and i ∈ I , we define x[yi] ∈ C1×· · ·×Cp
as
x[yi] =
(x[yi])j = xj for all components j 6= i(x[yi])i = yi for the ith component.
If we take C = C1 × · · · × Cp, then C is a nonempty closed convex subset of IRn. The Nash
equilibrium problem (in Noncooperative Games) is to find x∗ ∈ C such that
fi(x
∗) ≤ fi(x∗[yi]) for all i ∈ I and all y ∈ C.
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If we take f : C×C → IR defined as f(x, y) := ∑pi=1{fi(x[yi])− fi(x)} for all x, y ∈ C, then
x∗ is a solution to the Nash equilibrium problem if and only if x∗ is a solution to problem EP.
Example 1.4. (Vector minimization problem) Let K ⊂ IRm be a closed convex cone, such that
both K and its polar cone K+ have nonempty interior. Consider the partial order in IRm given
by
x  y if and only if y − x ∈ K
x ≺ y if and only if y − x ∈ int(K).
A function F : C ⊂ IRn → IRm is said to be K−convex if C is convex and F (tx+ (1− t)y) 
t F (x) + (1 − t)F (y) for all x, y ∈ C and for all t ∈ (0, 1). Let K ⊂ IRm be a closed convex
cone with nonempty interior, and let F : C → IRm be a K−convex mapping. The vector
minimization problem (VMP, for short) is to find x∗ ∈ C such that F (y) 6≺ F (x∗) for all y ∈ C.
If we take f(x, y) = max‖z‖=1, z∈K+〈z, F (y)− F (x)〉, then x∗ is a solution to problem VMP if
and only if x∗ is a solution to problem EP.
Example 1.5. (Fixed point problem) Let T : IRn → 2IRn be an upper semicontinuous point-to-
set mapping such that T (x) is a nonempty, convex compact subset of C for each x ∈ C. The
fixed point problem (FPP, for short) is to find x∗ ∈ C such that x∗ ∈ T (x∗).
If we take f(x, y) = maxξ∈T (x)〈x− ξ, y − x〉 for all x, y ∈ C, then x∗ is a solution to problem
FPP if and only if x∗ is a solution to problem EP.
Example 1.6. (Variational inequality problem) Let T : C → 2IRn be an upper semicontinuous
point-to-set mapping such that T (x) is a nonempty compact set for all x ∈ C. The variational
inequality problem (VIP, for short) is to find x∗ ∈ C and ξ ∈ T (x∗) such that
〈ξ, y − x∗〉 ≥ 0 for all y ∈ C.
If we take f(x, y) = maxξ∈T (x)〈ξ, y − x〉 for all x, y ∈ C, then x∗ is a solution to problem VIP
if and only if x∗ is a solution to problem EP.
Example 1.7. Let C = IRn+ and f(x, y) = 〈Px + Qy + q, y − x〉, where q ∈ IRn and P, Q
are two symmetric positive semidefinite matrices of dimension n. The corresponding equilib-
rium problem is a generalized form of an equilibrium problem defined by the Nash-Cournot
oligopolistic market equilibrium model [67].
Note that this problem is not a variational inequality problem.
4
As shown above by the examples, problem EP is a very general problem. Its interest is that
it unifies all these particular problems in a convenient way. Therefore, many methods devoted
to solving one of these problems can be extended, with suitable modifications, to solving the
general equilibrium problem.
In this thesis two numerical methods will be mainly studied for solving equilibrium prob-
lems: the proximal point method and a method derived from the auxiliary problem principle.
Both methods are based on a fixed point property associated with problem EP. Furthermore, the
aim of the thesis is to go progressively from the classical proximal point method to an interior
proximal point method for solving problem EP. So the title of the thesis: “Towards Interior
Proximal Point Methods for Solving Equilibrium Problems”. In a first part (Chapter 3), the
proximal point method is studied in the case where f is convex and nonsmooth in the second
argument. A special emphasis will be given on an implementable method, called the bundle
method, for solving problem EP. In this method the constraint set is simply incorporated into
each subproblem. In a second part (Chapters 4-5), the constraints are taken into account thanks
to a barrier function associated with an entropy-like distance. The corresponding method is a
generalization to problem EP of a method due to Auslender, Teboulle, and Ben-Tiba for solving
convex minimization problems [9] and variational inequality problems [10]. We study the con-
vergence of the new method with several variants (Chapter 4) and we consider a bundle-type
implementation for the particular case of the constrained convex minimization (Chapter 5).
However before developing each of these methods, an entire chapter (Chapter 2) will be
devoted to the basic notions and methods that are well known in the literature for solving equi-
librium problems.
The main contribution of this thesis is contained in Chapters 3, 4 and 5. It has been the sub-
ject of three papers [83], [84] and [85] published in Journal of Convex Analysis, Mathematical
Programming and Journal of Global Optimization, respectively.
For any undefined terms or usage concerning Convex Analysis, the readers are referred to
the books [5], [74], and [86].
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Chapter 2
Proximal Point Methods
In this thesis we are particularly interested in equilibrium problems where the function f is con-
vex and nonsmooth in the second argument. One of the well-known methods for taking account
of this situation is the proximal point method. This method due to Martinet [60] and developed
by Rockafellar [73] has been first applied for solving a nonsmooth convex minimization prob-
lem. The basic idea is to replace the nonsmooth objective function by a smooth one in such a
way that the minima of the two functions coincide. Practically nonsmooth strongly convex sub-
problems are considered whose solutions converge to a minimum of the nonsmooth objective
function [28], [58]. This proximal point method has been generalized for solving variational
inequality and equilibrium problems [66].
In order to make this method implementable, approximate solutions of each subproblem
can be obtained using a bundle strategy [28], [58]. The subproblems become convex quadratic
programming problems and can be solved very efficiently. This method first developed for
solving minimization problems has been generalized for solving variational inequality problems
[75].
The way the constraints are taken into account is also important. As usual two strategies
can be used for dealing with constraints: the constraint is either directly included in the sub-
problem or treated thanks to a barrier function. This latter method has been intensively studied
by Auslender, Teboulle, and Ben-Tiba [9], [10] for solving convex minimization problems and
variational inequality problems over polyhedrons.
The aim of this chapter is to give a survey of all these methods. In a first section we con-
sider the proximal point method for solving nonsmooth convex minimization problems. Then
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we examine its generalization to variational inequality problems and to equilibrium problems.
Finally we present the main features of the barrier method also called the interior proximal point
method.
2.1 Convex Minimization Problems
Consider the convex minimization problem:
min
y∈C
F (y), (CMP)
where F : IRn → IR ∪ {+∞} is a lower semicontinuous proper and convex function.
This problem, as mentioned above, is a particular case of problem EP. Besides, if F ∈
C1(C), then the solution set of problem CMP is equivalent to the one of the variational inequal-
ity problem 〈∇F (x), y − x〉 ≥ 0 for all y ∈ C. In this section, for the sake of simplicity, we
consider C = IRn.
When F is smooth, many numerical methods have been proposed to find a minimum of
problem CMP like Newton’s method, Conjugate direction methods, Quasi-Newton methods.
More details about these methods can be found in [18], [81].
When F is nonsmooth, a strategy is to consider the proximal point method which is based
on a fixed point property.
2.1.1 Classical Proximal Point Algorithm
The proximal point method, according to Rockafellar’s terminology, is one of the most popu-
lar method for solving the nonsmooth convex optimization problem. It has been proposed by
Martinet [60] for convex minimization problems and then developed by Rockafellar [73] for
maximal monotone operator problems. More recently, a lot of works have been devoted to this
method and nowadays it is still the object of intensive investigation (see, for example, [55],
[77], [78], [77]). This method is based on a regularization function due to Moreau and Yosida
(see, for example, [88]).
Definition 2.1. Let c > 0. For each x ∈ IRn, the function J : IRn → IR defined by
J(x) = min
y∈IRn
{F (y) + 1
2 c
‖ y − x ‖2} (2.1)
is called the Moreau - Yosida regularization of F .
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The next proposition shows that the Moreau-Yosida regularization has many nice properties.
Proposition 2.1. ([37], Lemma 4.1.1 and Theorem 4.1.4, Volume II)
(a) The Moreau - Yosida regularization J is finite everywhere, convex and differentiable
on IRn,
(b) For each x ∈ IRn, problem (2.1) has a unique solution denoted pF (x),
(c) The gradient of the Moreau - Yosida regularization is Lipschitz continuous on IRn with
constant 1/c, and
∇J(x) = 1
c
[x− pF (x)] ∈ ∂F (pF (x)) for all x ∈ IRn,
(d) If F ∗ and J∗ stand for the conjugate functions of F and J respectively, i.e., for each
y ∈ IRn, F ∗(y) = supx∈IRn {〈x, y〉−F (x)} and J∗(y) = supx∈IRn {〈x, y〉−J(x)} , then
for each s ∈ IRn, one has
J∗(s) = F ∗(s) +
c
2
‖s‖2.
Note that, because F, J are lower semicontinuous proper and convex, so are their conju-
gate functions.
It is useful to introduce here a simple example to illustrate the Moreau-Yosida regularization
function J .
Example 2.1. Let F (x) = |x|. The Moreau-Yosida regularization of F is
J(x) =
 12 cx2 if |x| ≤ c,|x| − c
2
if |x| > c.
Observe, from this example, that the minimum sets of F and J are the same. In fact, this
result is true for any convex funtion F . Thanks to Proposition 2.1, we obtain the following
properties of the Moreau-Yosida regularization.
9
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Figure 2.1: Moreau-Yosida regularization for different values of c
Theorem 2.1. ([37], Theorem 4.1.7, Volume II)
(a) infy∈IRn J(y) = infy∈IRn F (y).
(b) The following statements are equivalent:
(i) x minimizes F,
(ii) pF (x) = x,
(iii) x minimizes J,
(iv) J(x) = F (x).
As such, Theorem 2.1 gives us some equivalent formulations to problem CMP. Amongst
them, (b.ii) is very interesting because it implies that solving problem CMP amounts to finding
a fixed point of the prox–operator pF . So we can easily derive the following algorithm from
this fixed point property. This algorithm is called the classical proximal point algorithm.
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Classical Proximal Point Algorithm
Data: Let x0 ∈ IRn and let {ck}k∈IN be a sequence of positive numbers.
Step 1. Set k = 0.
Step 2. Compute xk+1 = pF (xk) by solving the problem
min
y∈IRn
{F (y) + 1
2 ck
‖y − xk‖2} (2.2)
Step 3. If xk+1 = xk, then Stop: xk+1 is a minimum of F .
Step 4. Replace k by k + 1 and go to Step 2.
Remark 2.1. (a) If we take ck = c for all k, then xk+1 = pF (xk) becomes xk+1 = xk −
c∇J(xk). So, in this case, the proximal point method is the gradient method applied to
J with a constant step c.
(b) When xk+1 is the solution to subproblem (2.2), we have, using the optimality condition, that
∇(− 1
2 ck
‖ · −xk‖2)(xk+1) ∈ ∂F (xk+1).
In other words, the slope of the tangent of− 1
2 ck
‖·−xk‖2 coincides with the slope of some
subgradient of F at xk+1. Consequently, xk+1 is the unique point at which the graph of
the quadratic function − 1
2 ck
‖ · −xk‖2 raised up or down just touches the graph of F (y).
The progress toward the minimum of F depends on the choice of the positive sequence
{ck}k∈IN . When ck is chosen large, the graph of the quadratic function is “blunt”. In this
case, solving subproblem (2.2) is as difficult as solving CMP. However, the method makes
slow the progress when ck is small.
The convergence result of the classical proximal point algorithm is described as follows.
Theorem 2.2. ([37], Theorem 4.2.4, Volume II) Let {xk}k∈IN be the sequence generated by the
algorithm. If
∑+∞
k=0 ck = +∞, then
(a) limk→∞ F (xk) = F ∗ ≡ infy∈IRn F (y),
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(b) The sequence {xk} converges to some minimum of F (if any).
In summary, as to problem CMP, we are not specific whether it has solution or not, and
because of this, finding its solution seems to be silly. Oppositely, subproblem (2.2) always has
a unique solution because of strong convexity. Nevertheless, it is only a conceptual algorithm
because it is not identified how to carry out Step 2. To handle this problem, we introduce in
the next subsection a strategy for approximating F . The resulting method is called the bundle
method.
2.1.2 Bundle Proximal Point Algorithm
Our task is now to identify how to solve subproblem (2.2) when F is nonsmooth. Obviously
in this case finding exactly xk+1 in (2.2) is very difficult. Therefore, it is interesting, from a
numerical point of view, to solve approximately the subproblems. The strategy is to replace at
each iteration the function F by a simpler convex function ϕ in such a way that the subproblems
are easier to solve and that the convergence of the sequence of minima is preserved.
For example, if at iteration k, F is replaced by a piecewise linear convex function of the
form ϕk(x) = max1≤j≤p{aTj x+bj}, where p ∈ IN0 and for all j, aj ∈ IRn and bj ∈ IR, then the
subproblem miny∈IRn{ϕk(y) + 12 ck ‖y − xk‖2} is equivalent to the convex quadratic problemmin v + 12 ck ‖y − xk‖2s.t. aTj y + bj ≤ v, j = 1 . . . p.
There is a large number of efficient methods for solving such a problem.
As usual, we assume that at xk, only the value F (xk) and some subgradient s(xk) ∈ ∂F (xk)
are available thanks to an oracle [28], [58]. We also suppose that the function F is a finite–
valued convex function.
To construct such a desired function ϕk, we have to impose some conditions on it. First let
us introduce the following definition.
Definition 2.2. Let µ ∈ (0, 1) and xk ∈ IRn. A convex function ϕk is said to be a µ-
approximation of F at xk if ϕk ≤ F and
F (xk)− F (xk+1) ≥ µ [ F (xk)− ϕk(xk+1) ],
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where xk+1 is the solution of the following problem
min
y∈IRn
{ϕk(y) + 1
2 ck
‖y − xk‖2}. (2.3)
When ϕk(xk) = F (xk), this condition means that the actual reduction on F is at least a
fraction of the reduction predicted by the model ϕk.
Bundle Proximal Point Algorithm
Data: Let x0, µ ∈ (0, 1), and let {ck}k∈IN be a sequence of positive numbers.
Step 1. Set k = 0.
Step 2. Find ϕk a µ-approximation of F at xk and find xk+1 the unique solution of subproblem
(2.3).
Step 3. Replace k by k + 1 and go to Step 2.
Theorem 2.3. ([28], Theorem 4.4) Let {xk} be the sequence generated by the bundle proximal
point algorithm.
(a) If
∑+∞
k=1 ck = +∞, then F (xk)↘ F ∗ = infy∈IRn F (y).
(b) If, in addition, there exists c¯ > 0 such that ck ≤ c¯ for all k, then xk → x∗ where x∗ is a
minimum of F (if any).
The next step is to explain how to build a µ-approximation. As we have seen, subproblem
(2.3) is equivalent to a convex quadratic problem when ϕk is a piecewise linear convex function
and, thus, there are many efficient numerical methods to solve such a problem. So, it is judicious
to construct a piecewise linear convex function for the model function ϕk piece by piece by
generating successive models
ϕki , i = 1, 2, . . .
until (if possible) ϕkik is a µ-approximation of F at x
k for some ik ≥ 1. For i = 1, 2, . . . , we
denote by yki the unique solution to the problem (P
k
i )
min
y∈IRn
{ϕki (y) +
1
2 ck
‖y − xk‖2},
and we set ϕk = ϕkik and x
k+1 = ykik .
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In order to obtain a µ-approximation ϕkik of F at x
k, we have to impose some conditions on
the successive models ϕki , i = 1, 2, . . . . However, before presenting them, we need to define
the affine functions lki , i = 1, 2, . . . by
lki (y) = ϕ
k
i (y
k
i ) + 〈γki , y − yki 〉 for all y ∈ IRn,
where γki =
1
ck
(xk−yki ). By optimality of yki , we have γki ∈ ∂ϕki (yki ). Then it is easy to observe
that, for i = 1, 2, . . .
lki (y
k
i ) = ϕ
k
i (y
k
i ) and l
k
i (y) ≤ ϕki (y) for all y ∈ IRn.
Now, we assume that the following conditions are satisfied by the convex models ϕki , for all
i = 1, 2, . . .
(A1) ϕki ≤ F ,
(A2) lki ≤ ϕki+1,
(A3) F (yki ) + 〈s(yki ), · − yki 〉 ≤ ϕki+1,
where s(yki ) denotes the subgradient of F available at y
k
i . These conditions have already been
used in [28] for the standard proximal method.
Let us introduce several models fulfill these conditions. For example, for the first model ϕk1,
we can take the linear function
ϕk1(y) = F (x
k) + 〈s(xk), y − xk〉 for all y ∈ IRn.
Since s(xk) ∈ ∂F (xk), (A1) is satisfied for i = 1. For the next models ϕki , i = 2, . . . , there
exist several possibilities. A first example is to take for i = 1, 2, . . .
ϕki+1(y) = max {lki (y), F (yki ) + 〈s(yki ), y − yki 〉} for all y ∈ IRn.
(A2)− (A3) are obviously satisfied and (A1) is also satisfied because each linear piece of these
functions is below F .
Another example is to take for i = 1, 2, . . .
ϕki+1(y) = max
0≤j≤i
{F (ykj ) + 〈s(ykj ), y − ykj 〉} for all y ∈ IRn, (2.4)
where yk0 = x
k. Since s(ykj ) ∈ ∂Fk(ykj ) for j = 0, . . . , i and since ϕki+1 ≥ ϕki ≥ lki , it is easy to
see that (A1)− (A3) are satisfied.
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As usual in the bundle methods, we assume that at each x ∈ IRn, one subgradient of F
at x can be computed (this subgradient is denoted by s(x) in the sequel). This assumption
is realistic because computing the whole subdifferential is often very expensive or impossible
while obtaining one subgradient is often easy. This situation occurs, for instance, if the function
F is the dual function associated with a mathematical programming problem.
Now the algorithm allowing us to pass from xk to xk+1, i.e., to make what is called a serious
step, can be expressed as follows.
Serious Step Algorithm
Data: Let xk ∈ IRn and µ ∈ (0, 1).
Step 1. Set i = 1.
Step 2. Choose ϕki a convex function that satisfies (A1)− (A3) and solve the subproblem (P ki )
to get yki .
Step 3. If F (xk)− F (yki ) ≥ µ [F (xk)− ϕki (yki )], then set xk+1 = yki , ik = i and Stop: xk+1 is
a serious step.
Step 4. Replace i by i+ 1 and go to Step 2.
Our aim is now to prove that if xk is not a minimum of F and if the models ϕki , i = 1, . . .
satisfy (A1) − (A2), then there exists ik ∈ IN0 such that ϕkik is a µ-approximation of F at xk,
i.e., that the Stop occurs at Step 3 after finitely many iterations.
In order to obtain this result we need the following proposition.
Proposition 2.2. ([28], Proposition 4.3) Suppose that the models ϕki , i = 1, 2, . . . satisfy (A1)−
(A3), and let, for each i, yki be the unique solution of subproblem (P
k
i ). Then
(1) F (yki )− ϕki (yki )→ 0,
(2) yki → pF (xk),
when i→ +∞.
Theorem 2.4. ([28], Theorem 4.4) If xk is not a minimum of F , then the serious step algorithm
stops after finitely many iterations ik withϕkik a µ-approximation of F at x
k and with xk+1 = ykik .
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Now we incorporate the serious step algorithm into Step 2 of the bundle proximal point
algorithm. Then we obtain the following algorithm.
Bundle Proximal Point Algorithm I
Data: Let x0 ∈ C, µ ∈ (0, 1) and let {ck}k∈IN be a sequence of positive numbers.
Step 1. Set y00 = x
0 and k = 0, i = 1.
Step 2. Choose a piecewise linear convex function ϕki satisfying (A1)− (A3) and solve
min
y∈IRn
{ϕki (y) +
1
2 ck
‖y − xk‖2},
to obtain the unique optimal solution yki .
Step 3. If
F (xk)− F (yki ) ≥ µ [F (xk)− ϕki (yki )], (2.5)
then set xk+1 = yki , y
k+1
0 = x
k+1, replace k by k + 1 and set i = 0.
Step 4. Replace i by i+ 1 and go to Step 2.
From Theorems 2.3 and 2.4, we obtain the following convergence results.
Theorem 2.5. ([28], Theorem 4.4) Suppose that
∑+∞
k=0 ck = +∞ and that there exists c¯ >
0 such that ck ≤ c¯ for all k. If the sequence {xk} generated by the bundle proximal point
algorithm I is infinite, then {xk} converges to some minimum of F . If after some k has been
reached, the criterion (2.5) is never satisfied, then xk is a minimum of F .
For practical implementation, it is necessary to define a stopping criterion. Let  > 0. Let us
recall that x¯ is an ε–stationary point of problem CMP if there exists s ∈ ∂εF (x¯) with ‖s‖ ≤ ε.
Since, by optimality of yki , γ
k
i ∈ ∂ϕki (yki ), it is easy to prove that
γki ∈ ∂εki F (yki )
where εki = F (y
k
i )− ϕki (yki ). Indeed, for all y ∈ IRn, we have
F (y) ≥ ϕki (y) ≥ ϕki (yki ) + 〈γki , y − yki 〉
= F (yki ) + 〈γki , y − yki 〉 − [F (yki )− ϕki (yki )].
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Hence we introduce the stopping criterion: if F (yki )− ϕki (yki ) ≤ ε and ‖γki ‖ ≤ ε, then yki is an
ε–stationary point.
In order to prove that the stopping criterion is satisfied after finitely many iterations, we need
the following proposition.
Proposition 2.3. ([80], Proposition 7.5.2) Suppose that there exist two positive parameters c
and c¯ such that 0 < c ≤ ck ≤ c¯ for all k. If the sequence {xk} generated by the bundle
proximal point algorithm I is infinite, then F (yki )−ϕki (yki )→ 0 and ‖γki ‖ → 0 when k → +∞.
If the sequence {xk} is finite with k the latest index, then F (yki ) − ϕki (yki ) → 0 and ‖γki ‖ → 0
when i→ +∞.
We are now in a position to present the bundle proximal point algorithm with a stopping
criterion.
Bundle Proximal Point Algorithm II
Data: Let x0 ∈ C, µ ∈ (0, 1), ε > 0, and let {ck}k∈IN be a sequence of positive numbers.
Step 1. Set y00 = x
0 and k = 0, i = 1.
Step 2. Choose a piecewise linear convex function ϕki satisfying (A1)− (A3) and solve
min
y∈IRn
{ϕki (y) +
1
2 ck
‖y − xk‖2}, (P ki )
to obtain the unique optimal solution yki .
Compute γki = (x
k − yki )/ck.
If ‖γki ‖ ≤ ε and F (yki )− ϕki (yki ) ≤ ε, then Stop: yki is an ε–stationary point.
Step 3. If
F (xk)− F (yki ) ≥ µ [F (xk)− ϕki (yki )], (2.6)
then set xk+1 = yki , y
k+1
0 = x
k+1, replace k by k + 1 and set i = 0.
Step 4. Replace i by i+ 1 and go to Step 2.
Combining the results of Theorem 2.5 and Proposition 2.3, we obtain the following conver-
gence result.
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Theorem 2.6. ([80], Theorem 7.5.4) Suppose that 0 < c ≤ ck ≤ c¯ for all k. The bundle
proximal point algorithm II exits after finitely many iterations with an ε–stationary point. In
other words, there exists k and i such that ‖γki ‖ ≤ ε and F (yki )− ϕki (yki ) ≤ ε.
2.2 Equilibrium Problems
This section is intended to review some methods for solving equilibrium problems and to shed
light on the issues related to this thesis. Two important methods are presented here consisting
in the proximal point method and a method based on the auxiliary problem principle. First
we give convergence results concerning these methods and then we show how to make them
implementable using what is called a gap function. Then to avoid strong assumptions on the
equilibrium function f , we describe an extragradient method which combines the projection
method with the auxiliary problem principle. Finally, we explain how to use an efficient bar-
rier method to treat linear constraints. This method gives rise to the interior proximal point
algorithms. From now on, we assume that problem EP has at least one solution.
2.2.1 Existence and Uniqueness of Solutions
This section presents a number of basic results about the existence and uniqueness of solutions
of problem EP along with some related definitions. Because the existence and uniqueness
of solutions is not the main issue studied in this thesis, we only mention concisely the most
important results without any proof. The proofs can be found in the corresponding references.
To begin with, let us observe that proving the existence of solutions to problem EP amounts
to show that ∩y∈CQ(y) 6= ∅, where, for each y ∈ C, Q(y) = {x ∈ C | f(x, y) ≥ 0}. For this
reason, we can use the following fixed point theorem due to Ky Fan [31].
Theorem 2.7. ([31], Corollary 1) Let C be a subset of IRn. For each y ∈ C, let Q(y) be a
closed subset of IRn such that for every finite subset {y1, . . . yn} of C, one has
conv {y1, . . . yn} ⊂
n⋃
i=1
Q(yi). (2.7)
If Q(y) is compact for at least one y ∈ C, then ⋂y∈C Q(y) 6= ∅.
In order to employ this result, we need to introduce the following definitions.
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Definition 2.3. A function F : C → R is said to be convex if for each x, y ∈ C and for all
λ ∈ [0, 1]
F (λx+ (1− λ)y) ≤ λF (x) + (1− λ)F (y),
strongly convex if there exists β > 0 such that for each x, y ∈ C and for all λ ∈ (0, 1)
F (λx+ (1− λ)y) ≤ λF (x) + (1− λ)F (y)− 1
2
β(1− β)‖x− y‖2
quasiconvex if for each x, y ∈ C and for all λ ∈ [0, 1]
F (λx+ (1− λ)y) ≤ max {F (x), F (y) },
semistrictly quasiconvex if for each x, y ∈ C such that F (x) 6= F (y) and for all λ ∈ (0, 1)
F (λx+ (1− λ)y) < max {F (x), F (y) },
hemicontinuous if for each x, y ∈ C and for all λ ∈ [0, 1]
lim
λ→0+
F (λx+ (1− λ)y) = F (y),
upper hemicontinuous if for each x, y ∈ C
lim sup
λ→0+
F (λx+ (1− λ)y) ≤ F (y),
lower semicontinuous at x ∈ C if for any sequence {xk} ⊂ C converging to x,
lim inf
k→+∞
F (xk) ≥ F (x),
upper semicontinuous at x ∈ C if, for any sequence {xk} ⊂ C converging to x,
lim sup
k→+∞
F (xk) ≤ F (x).
Furthermore, F is said to be lower semicontinuous (upper semicontinuous) on C if F is lower
semicontinuous (upper semicontinuous) at every x ∈ C.
This definition gives immediately that: (i) if F is convex, then it is also quasiconvex and
semistrictly quasiconvex, (ii) if F is lower semicontinuous and upper semicontinuous, then
F is continuous, and (iii) if F is hemicontinuous, then F is upper hemicontinuous.
Using Theorem 2.7, we can now present an existence result for problem EP, which is known
as Ky Fan’s inequality.
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Theorem 2.8. ([30], Theorem 1) Suppose that the following assumptions hold:
a. C is a compact,
b. f(x, ·) : C → IR is quasiconvex for each x ∈ C,
c. f(·, y) : C → IR is upper semicontinuous for each y ∈ C.
Then ∩y∈CQ(y) 6= ∅, i.e., problem EP is solvable.
This theorem is a direct consequence of Theorem 2.7. Indeed, from assumptions a. and c.,
we deduce that Q(y) is compact for all y ∈ C and, from assumption b., that condition (2.7) is
satisfied.
However, Theorem 2.8 cannot be applied when C is not compact, which is very often the
case in applications (for example when C = IRn+). To avoid this drawback, Brézis, Nirenberg,
and Stampacchia [25] improved this result by replacing the compactness of C by the coercivity
of f on C in the sense that there exist a nonempty compact subset L ⊂ IRn and y0 ∈ L ∩ C
such that for every x ∈ C \ L, f(x, y0) < 0.
Theorem 2.9. ([25], Theorem 1) Suppose that the following assumptions hold:
a. f is coercive on C,
b. f(x, ·) : C → IR is quasiconvex for each x ∈ C,
c. f(·, y) : C → IR is upper semicontinuous for each y ∈ C.
Then problem EP is solvable.
It is worthy noting that, for minimization problems, F : C → IR is said to be coercive on
C if there exists α ∈ IR such that the closure of the level set {x ∈ C |F (x) ≤ α} is compact. If
f(x, y) = F (y)− F (x), then the coercivity of f is equivalent to that of F .
Another popular approach of addressing the existence of solutions of problem EP is to
consider the same question but for its dual formulation. The dual equilibrium problem (DEP,
for short) is to find a point x∗ ∈ C such that
f(y, x∗) ≤ 0 for all y ∈ C. (DEP)
20
This problem can also be written as: find x∗ ∈ C such that x∗ ∈ ∩y∈C Lf (y), where, for each
y ∈ C, Lf (y) = {x ∈ C | f(y, x) ≤ 0}. It is the convex feasibility problem studied by Iusem
and Sosa [40].
Let us denote by S∗ and Sd the solution sets of EP and DEP, respectively. Obviously, the
strategy to solve EP by solving DEP is only interesting when Sd ⊂ S∗. For that purpose, we
need to define the following monotonicity properties.
Definition 2.4. The function f is said to be monotone, if for any x, y ∈ C
f(x, y) + f(y, x) ≤ 0,
strictly monotone, if for any x, y ∈ C and x 6= y
f(x, y) + f(y, x) < 0,
strongly monotone with modulus γ > 0, if for all x, y ∈ C,
f(x, y) + f(y, x) ≤ −γ‖x− y‖2,
pseudomonotone, if for any x, y ∈ C
f(x, y) ≥ 0⇒ f(y, x) ≤ 0,
strictly pseudomonotone, if for any x, y ∈ C and x 6= y
f(x, y) ≥ 0⇒ f(y, x) < 0.
It is straightforward to see that if f is monotone, then f is pseudomonotone, and that if f
is strictly pseudomonotone, then f is pseudomonotone. Moreover, if f is strongly monotone,
then f is monotone. The relationships between S∗ and Sd are given in the next lemma.
Lemma 2.1. ([19], Proposition 3.2)
a. If f is pseudomonotone, then S∗ ⊂ Sd,
b. If f(x, ·) is quasiconvex and semistrictly quasiconvex for each x ∈ C and f(·, y) is
hemicontinuous for each y ∈ C, then Sd ⊂ S∗.
Thanks to this lemma, Bianchi and Schaible [19], and Brézis, Nirenberg, and Stampacchia
[25] proved the existence and uniqueness of solutions of problems EP and DEP.
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Theorem 2.10. Suppose that the following assumptions hold:
a. Either C is compact or f is coercive on C,
b. f(x, ·) is semistrictly quasiconvex and lower semicontinuous for each x ∈ C,
c. f(·, y) is hemicontinuous for each y ∈ C,
d. f is pseudomonotone.
Then, the solution sets of problems EP and DEP coincide and are nonempty, convex and com-
pact. Moreover, if f is strictly pseudomonotone, then problems EP and DEP have at most one
solution.
Remark 2.2. Obviously the dual problem coincides with the equilibrium problem when it is the
convex minimization problem (Example 1.1). In that case the duality is not interesting at all.
Moreover, the dual problem is not related to the Fenchel-type dual problem introduced recently
by Martinez-Legaz and Sosa [61].
It should be noted that there exist a number of variant versions of the existence and unique-
ness of the solution of problem EP, which are slight modifications of the results presented above.
An excellent survey of these results can be found in [47].
2.2.2 Proximal Point Algorithms
Motivated by the efficiency of the classical proximal point algorithm, Moudafi [66] suggested
the following proximal point algorithm for solving the equilibrium problems.
Proximal Point Algorithm
Data: Let x0 ∈ C and c > 0.
Step 1. Set k = 0.
Step 2. Find a solution xk+1 ∈ C to the equilibrium subproblem
f(xk+1, y) +
1
c
〈xk+1 − xk, y − xk+1〉 ≥ 0 for all y ∈ C. (PEP)
Step 3. Replace k by k + 1, and go to Step 2.
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This algorithm can be seen as a general form of the classical proximal point algorithm.
Indeed, if we take C = IRn and f(x, y) = F (y) − F (x) where F is a lower semicontinuous
proper and convex function on IRn, then problem PEP reduces to
F (y) ≥ F (xk+1) + 1
c
〈xk − xk+1, y − xk+1〉 for all y ∈ IRn,
i.e., 1
c
(xk − xk+1) ∈ ∂F (xk+1). This is the optimality condition related to the convex problem
xk+1 = arg min
y∈IRn
{F (y) + 1
2 c
‖y − xk‖2 }.
So, in that case, the proximal point algorithm coincides with the classical proximal point algo-
rithm introduced by Martinet [60] for solving convex minimization problems. The convergence
of the proximal point algorithm is given in the next theorem.
Theorem 2.11. ([66], Theorem 1) Assume that f is monotone, that f(·, y) is upper hemicon-
tinuous for all y ∈ C, and that f(x, ·) is convex and lower semicontinuous on C for all x ∈ C.
Then, for each k, problem PEP has a unique solution xk+1, and the sequence {xk} generated by
the proximal point algorithm converges to a solution to problem EP. If, in addition, f is strongly
monotone, then the sequence {xk} generated by the algorithm converges to the unique solution
to problem EP.
When f is monotone, let us observe that for each k, the function (x, y) 7→ f(x, y) + 1
c
〈x−
xk, y−x〉 is strongly monotone. So for using the proximal point algorithm, we need an efficient
algorithm for solving the strongly monotone equilibrium subproblems PEP. Such an algorithm
will be described in Section 2.2.3.
Next it is also interesting, for numerical reasons, to show that that the convergence can be
preserved when the subproblems are solved approximately. This was done by Konnov [46]
where the following inexact version of the proximal point algorithm is proposed.
23
Inexact Proximal Point Algorithm
Data: Let x¯0 ∈ C, c > 0, and let {k} be a sequence of positive numbers.
Step 1. Set k = 0.
Step 2. Find x¯k+1 ∈ C such that ‖x¯k+1 − xk+1‖ ≤ k+1, where
xk+1 ∈ Ck+1 = {x ∈ C | f(x, y) + 1
c
〈x− x¯k, y − x〉 ≥ 0 for all y ∈ C }.
Step 3. Replace k by k + 1, and go to Step 2.
Let us observe that each iterate x¯k+1 generated by this algorithm is an approximation of the
exact solution xk+1 with accuracy k+1.
Theorem 2.12. ([46], Theorem 2.1) Let {x¯k} be a sequence generated by the inexact proximal
point algorithm. Suppose that Sd 6= ∅,∑∞k=0 k <∞, and that Ck 6= ∅ for k = 1, 2, . . . . Then
a. {xk} has limit points in C and all these limit points belong to S∗,
b. If Sd = S∗, then limk→∞ xk = x∗ ∈ S∗.
Let us note that, contrary to Theorem 2.11, it is not supposed that f is monotone to obtain
the convergence, but only that Sd = S∗, which is true when f is pseudomonotone.
In order to make this algorithm implementable, it remains to explain how to stop the algo-
rithm used for solving the subproblems to get the approximate solution x¯k+1 without computing
the exact solution xk+1. This will be carried out thanks to a gap function (see Section 2.2.4).
2.2.3 Auxiliary Problem Principle
Another way to solve problem EP is based on the following fixed point property: x∗ ∈ C is a
solution to problem EP if and only if
x∗ ∈ arg min
y∈C
f(x∗, y). (2.8)
Then the corresponding fixed point algorithm is the following one.
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A General Algorithm
Data: Let x0 ∈ C and  > 0.
Step 1. Set k = 0.
Step 2. Find a solution xk+1 ∈ C to the subproblem
min
y∈C
f(xk, y).
Step 3. If xk+1 = xk, then Stop: xk is a solution to problem EP.
Replace k by k + 1, and go to Step 2.
This algorithm is simple, but practically difficult to use because the subproblems in Step
2 may have several solutions or even no solution. To overcome this difficulty, Mastroeni [62]
proposed to consider an auxiliary equilibrium problem (AuxEP, for short) instead of problem
EP. This new problem is to find x∗ ∈ C such that
f(x∗, y) + ~(x∗, y) ≥ 0 for all y ∈ C, (AuxEP)
where ~(·, ·) : C × C → IR satisfies the following conditions:
B1. ~ is nonnegative and continuously differentiable on C × C,
B2. ~(x, x) = 0 and ∇y~(x, x) = 0 for all x ∈ C,
B3. ~(x, ·) is strongly convex for all x ∈ C.
An example of such a function ~ is given by ~(x, y) = 1
2
‖x− y‖2. This auxiliary principle
problem generalizes the work of Cohen [26] for minimization problems [26] and for variational
inequality problems [27]. Between the two problems EP and AuxEP, we have the following
relationship.
Lemma 2.2. ([62], Corollary 2.1) x∗ is a solution to problem EP if and only if x∗ is a solution
to problem AuxEP.
Thanks to this lemma, we can apply the general algorithm to the auxiliary equilibrium prob-
lem for finding a solution to problem EP. The corresponding algorithm is as follows.
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Auxiliary Problem Principle Algorithm
Data: Let x0 ∈ C and c > 0.
Step 1. Set k = 0.
Step 2. Find a solution xk+1 ∈ C to the subproblem
min
y∈C
{c f(xk, y) + ~(xk, y) }.
Step 3. If xk+1 = xk then Stop: xk is a solution to problem EP.
Replace k by k + 1, and go to Step 2.
This algorithm is well-defined. Indeed, for each k, the function c f(xk, ·) + ~(xk, ·) is
strongly convex and thus each subproblem in Step 2 has a unique solution.
Theorem 2.13. ([62], Theorem 3.1) Suppose that the following conditions are satisfied on the
equilibrium function f :
(a) f(x, ·) : C → IR is convex differentiable for all x ∈ C,
(b) f(·, y) : C → IR is continuous for all y ∈ C,
(c) f : C × C → IR is strongly monotone (with modulus γ > 0),
(d) There exist constants d1 > 0 and d2 > 0 such that, for all x, y, z ∈ C,
f(x, y) + f(y, z) ≥ f(x, z)− d1 ‖y − x‖2 − d2 ‖z − y‖2. (2.9)
Then the sequence {xk} generated by the auxiliary problem principle algorithm converges to
the solution to problem EP provided that c ≤ d1 and d2 < γ.
Remark 2.3. Let us observe that the auxiliary problem principle algorithm is nothing else
than the proximal point algorithm for convex minimization problems where, at each iteration
k, we consider the objective function f(xk, ·). So when f(x, y) = F (y) − F (x) and ~(x, y) =
1
2
‖x− y‖2, the optimization problem in Step 2 is equivalent to
min
y∈C
{F (y) + 1
2 c
‖y − xk‖2},
i.e., the iteration k + 1 of the classical proximal point algorithm.
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Also, the inequality (d) is a Lipschitz-type condition. Indeed, when f(x, y) = 〈F (x), y−x〉
with F : IRn → IRn, problem EP amounts to the variational inequality problem: find x∗ ∈ C
such that 〈F (x∗), y − x∗〉 ≥ 0 for all y ∈ C. In that case, f(x, y) + f(y, z) − f(x, z) =
〈F (x) − F (y), y − z〉 for all x, y, z ∈ C, and it is easy to see that if F is Lipschitz continuous
on C (with constant L > 0), then for all x, y, z ∈ C,
|〈F (x)− F (y), y − z〉| ≤ L‖x− y‖ ‖y − z‖ ≤ L
2
[‖x− y‖2 + ‖y − z‖2],
and thus, f satisfies condition (2.9). Furthermore, when z = x, this condition becomes
f(x, y) + f(y, x) ≥ −(d1 + d2) ‖y − x‖2 for all x, y ∈ C.
This gives a lower bound on f(x, y) + f(y, x) while the strong monotonicity gives an upper
bound on f(x, y) + f(y, x).
As seen above, the convergence result can only be reached, in general, when f is strongly
monotone and Lipschitz continuous. So this algorithm can be used, for example, for solving
subproblems PEP of the proximal point algorithm. However, these assumptions on f are too
strong for many applications. To avoid them, Mastroeni modified the auxiliary problem princi-
ple algorithm introducing what is called a gap function.
2.2.4 Gap Function Approach
The gap function approach is based on the following lemma.
Lemma 2.3. ([63], Lemma 2.1) Let f : C × C → IR with f(x, x) = 0 for all x ∈ C. Then
problem EP is equivalent to the problem of finding x∗ ∈ C such that
sup
y∈C
{−f(x∗, y) } = min
x∈C
{ sup
y∈C
{−f(x, y) } } = 0. (2.10)
According to this lemma, the equilibrium problem can be transformed into a minimax prob-
lem whose optimal value is zero.
Setting g(x) = supy∈C {−f(x, y) }, we immediately see that g(x) ≥ 0 for all x ∈ C and
g(x∗) = 0 if and only if x∗ is a solution to problem EP. This function is called a gap function.
More generally, we introduce the following definition.
Definition 2.5. A function g : C → IR is said to be a gap function for problem EP if
a. g(x) ≥ 0 for all x ∈ C,
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b. g(x∗) = 0 if and only if x∗ is a solution to problem EP.
Once a gap function is determined, a strategy for solving problem EP consists in mini-
mizing this function until it is nearly equal to zero. The concept of gap function was first
introduced by Auslender [6] for the variational inequality problem with the function g(x) =
supy∈C〈−F (x), y−x〉. However, this gap function has two main disadvantages: it is in general
not differentiable and it can be undefined when C is not compact.
The next proposition due to Mastroeni [64] gives sufficient conditions to ensure the differ-
entiability of the gap function.
Proposition 2.4. ([64], Proposition 2.1) Suppose that f(x, ·) : C → IR is a strongly convex
function for every x ∈ C, that f is differentiable with respect to x, and that ∇xf(·, ·) is contin-
uous on C × C. Then the function
g(x) = sup
y∈C
{−f(x, y)}
is a continuously differentiable gap function for problem EP whose gradient is given by
∇g(x) = −∇xf(x, y(x)),
where y(x) = arg miny∈C f(x, y).
In this proposition, the strong convexity of f(x, ·) is used to obtain a unique value for y(x).
However, this strong convexity on f(x, ·) is not satisfied for important equilibrium problems as
the variational inequality problems where f(x, ·) is linear. To avoid this strong assumption, we
consider problem AuxEP instead of problem EP and we apply Lemma 2.3 to this problem to
obtain the following lemma.
Lemma 2.4. ([64], Proposition 2.2) x∗ is a solution to problem EP if and only if
sup
y∈C
{−f(x∗, y)− ~(x∗, y) } = min
x∈C
{ sup
y∈C
{−f(x, y)− ~(x, y) } } = 0,
where ~ satisfies conditions (B1)− (B3).
This lemma gives us the gap function g(x) = supy∈C {−f(x, y) − ~(x, y)}. This time, the
compound function f(x, ·) + ~(x, ·) is strongly convex when f(x, ·) is convex and the corre-
sponding gap function is well-defined and differentiable as explained in the following theorem.
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Theorem 2.14. ([64], Theorem 2.1) Suppose that f(x, ·) : C → IR is a convex function for
every x ∈ C, that f is differentiable with respect to x, and that ∇xf(·, ·) is continuous on
C×C. Suppose also that ~ satisfies conditions (B1)− (B3). Then g(x) = supy∈C{−f(x, y)−
~(x, y)} is a continuously differentiable gap function for problem EP whose gradient is given
by∇g(x) = −∇xf(x, yx)−∇x~(x, y(x)), where
y(x) = arg min
y∈C
{ f(x, y) + ~(x, y) }.
Once a gap function g of class C1 is determined, a simple method for solving problem
EP consists in using a descent method for minimizing g. More precisely, let xk ∈ C. First
a descent direction dk at xk for g is computed and then a line search is performed along this
direction to get the next iterate xk+1 ∈ C. Let us recall that dk is a descent direction at xk for g
if∇g(xk) dk < 0. Such a direction is obtained using the next proposition.
Proposition 2.5. Suppose that the hypotheses of Theorem 2.14 hold true, and in addition, that,
for all x, y ∈ C,
〈∇xf(x, y) +∇x~(x, y) +∇yf(x, y) +∇y~(x, y), y − x〉 ≥ 0 (2.11)
is verified. Then d(x) = y(x)− x is a descent direction for the gap function at x ∈ C provided
that y(x) 6= x.
Proof. Apply Proposition 3.1 in [64] to the auxiliary equilibrium problem AuxEP (see more
details in [69]).
Remark 2.4. Note that when ~(x, y) = 1
2
‖x−y‖2, the assumption (2.11) is satisfied in the case
of problem VIP, i.e., f(x, y) = 〈F (x), y − x〉 provided that ∇F (x) is a positive semidefinite
matrix for all x ∈ C.
Now we can formulate a line search method for solving problem EP.
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A Line Search Algorithm
Data: Let x0 ∈ C and let g(x) = supy∈C {−f(x, y)− ~(x, y)}.
Step 1. Set k = 0.
Step 2. Find y(xk) the solution of the optimization problem:
min
y∈C
{ f(xk, y) + ~(xk, y) },
and set dk = y(xk)− xk.
Step 3. Find tk the solution of the line search problem:
min
t∈[0,1]
g(xk + t dk),
and set xk+1 = xk + tk dk
Step 4. If xk+1 = xk, then Stop: xk is a solution to problem EP.
Replace k by k + 1, and go to Step 2.
Let us note that the line search is carried out on the segments [xk, y(xk)] which are included
in C. So xk ∈ C for all k. The next theorem gives the convergence of this algorithm.
Theorem 2.15. ([62], Theorem 5.2) Suppose that C is compact, that f(x, ·) is convex for each
x ∈ C, that f is differentiable with respect to x, and that∇xf is continuous on C×C. If (2.11)
is satisfied, then, for any starting point x0 ∈ C, the sequence {xk} generated by the line search
algorithm is contained in C, and each limit point of {xk} is a solution to problem EP.
Finally, it should be pointed out that the gap function can also be used to check the accuracy
of an approximate solution of an equilibrium problem. This strategy has been used by Konnov
[46] to determine an approximate solution of the subproblems that must be solved in the Prox-
imal Point algorithm. More precisely, given the iterate x¯k ∈ C and an algorithm for solving
subproblem PEP, namely, find x ∈ C such that
f(x, y) +
1
c
〈x− x¯k, y − x〉 ≥ 0 for all y ∈ C,
the question is to decide when the algorithm must be stopped to get x¯k+1 ∈ C such that ‖x¯k+1−
xk+1‖ ≤ k+1 where xk+1 is the exact solution of problem PEP.
30
Using the gap function g(x) = supy∈C{−f(x, y)− 1c 〈x−x¯k, y−x〉− 12‖x−y‖2} associated
with subproblem PEP, Konnov proved [46] that if g(x¯k+1) ≤ σ2k+1, then ‖x¯k+1−xk+1‖ ≤ k+1.
Here σ is the strong monotonicity modulus of the function f(x, y) + 1
c
〈x− x¯k, y − x〉.
2.2.5 Extragradient Methods
Let us first consider the important case of the variational inequality problem (VIP, for short):
find x∗ ∈ C such that 〈F (x∗), x−x∗〉 ≥ 0 for all x ∈ C where F : C → IRn. In that case, with
~(x, y) = 1
2
‖y−x‖2, the subproblems considered in the Auxiliary Problem Principle algorithm
become:
xk+1 = arg min
y∈C
{〈F (xk), y − xk〉+ 1
2 c
‖y − xk‖2}.
Using the optimality condition associated with this problem, it is easy to see that xk+1 is the
orthogonal projection over C of the vector xk − c F (xk). So the Auxiliary Problem Principle
algorithm can be rewritten as:
Basic Projection Algorithm
Data: Let x0 ∈ C and c > 0.
Step 1. Set k = 0.
Step 2. Compute xk+1 = PC(xk − c F (xk)).
Step 3. If xk+1 = xk then Stop: xk is a solution to problem VIP.
Step 4. Replace k by k + 1 and go to Step 2.
The convergence of this algorithm is a direct consequence of Theorem 2.13. Indeed, con-
dition (2.9) is satisfied when F is Lipschitz continuous (see Remark 2.3) and f is strongly
monotone with modulus γ > 0 if F is strongly monotone with modulus γ, i.e.,
〈F (x)− F (y), x− y〉 ≥ γ‖x− y‖2 for all x, y ∈ C.
Proposition 2.6. ([33], Theorem 12.1.2) Let F : C → IRn. Suppose that F is strongly mono-
tone with modulus γ > 0 and that F is Lipschitz continuous with constant L > 0. If L2 c < 2 γ,
then any sequence {xk} generated by the Basic Projection algorithm converges to the unique
solution of problem VIP.
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However, this algorithm has two disadvantages: (i) it is converging under very strong as-
sumptions, in general, not satisfied, and (ii) the two parameters L and γ are unknown in practice.
To overcome the first obstacle, Zhu and Marcotte [90] proved the convergence of the basic
projection algorithm under the assumption that F is co-coercive on C with modulus ν > 0, i.e.,
〈F (x)− F (y), x− y〉 ≥ ν ‖F (x)− F (y)‖2 for all x, y ∈ C.
It is easy to see that if F is strongly monotone (γ > 0) and Lipschitz continuous (L > 0), then
F is co-coercive with modulus γ/L2. Let us also note that the co-coercivity of F implies the
monotonicity and the Lipschitz continuity of F . The corresponding algorithm with a variable
step ck can be stated as follows.
Projection Algorithm with Variable Steps
Data: Let x0 ∈ C and let {ck} be a sequence of positive numbers.
Step 1. Set k = 0.
Step 2. Compute xk+1 = PC(xk − ck F (xk)).
Step 3. If xk+1 = xk, then Stop: xk is a solution to problem VIP.
Step 4. Replace k by k + 1 and go to Step 2.
The convergence is given in the next proposition.
Proposition 2.7. ([33], Theorem 12.1.8) Let F : C → IRn be co-coercive with modulus ν > 0.
If 0 < infk ck ≤ supk ck < 2 ν, then the sequence {xk} generated by the projection algorithm
with variable steps is converging to a solution of problem VIP.
To avoid the co-coercivity assumption, Korpelevich [50] proposed a projection-type algo-
rithm that executes two projections per iteration. It is based on the following result: x∗ is a
solution to problem VIP if and only if x∗ = PC [x∗ − c F (PC [x∗ − c F (x∗)])] for any t > 0.
The corresponding fixed point algorithm called the extragradient algorithm is given as fol-
lows.
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Extragradient Algorithm for VIP
Data: Let x0 ∈ C and c > 0.
Step 1. Let k = 0.
Step 2. Compute yk = PC(xk − c F (xk)).
If yk = xk, then Stop: xk is a solution to problem VIP.
Step 3. Compute xk+1 = PC(xk − c F (yk)).
Step 4. Replace k by k + 1 and go to Step 2.
Proposition 2.8. ([33], Theorem 12.1.11) Let F : C → IRn be pseudomonotone on C and
Lipschitz continuous on C with constant L > 0. If 0 < c < 1/L, then the sequence {xk}
generated by the extragradient algorithm converges to a solution of problem VIP.
The extragradient algorithm requires two projections per iteration, but the benefit is signif-
icant because it is applicable to the class of pseudomonotone variational inequality problems.
However, this algorithm still requires the Lipschitz condition which plays a role in controlling
the step c > 0.
One way not to use the Lipschitz constant L is to proceed as follows: Given xk ∈ C, we
first compute the projection yk = PC(xk − c F (xk)) and next we use a simple Armijo-type
line search to get a point zk on the segment [xk, yk] such that the hyperplane Hk = {x ∈
IRn | 〈F (zk), x − zk〉 = 0} strictly separates xk from the solution set of problem VIP. Then
finally we project xk onto Hk to obtain the point wk, and the resulting point wk onto C to
obtain xk+1. Doing that, the point xk+1 is closer to the solution set than xk.
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Hyperplane Projection Algorithm
Data: Let x0 ∈ C, α ∈ (0, 1), θ ∈ (0, 1), and c > 0.
Step 1. Set k = 0.
Step 2. Compute yk = PC(xk − c F (xk)).
If yk = xk, then Stop: xk is a solution to problem VIP.
Step 3. Find the smallest nonnegative integer m such that
〈F (zk,m), xk − yk〉 ≥ α
c
‖yk − xk‖2,
where zk,m = (1− θm)xk + θmyk. Set zk = zk,m and go to Step 4.
Step 4. Compute wk = xk − 〈F (z
k), xk − zk〉
‖F (zk)‖2 F (z
k) and set xk+1 = PC(wk).
Step 5. Replace k by k + 1 and go to Step 2.
The next proposition gives the convergence of this algorithm.
Proposition 2.9. ([33], Theorem 12.1.16) Let F : C → IRn be continuous and pseudomono-
tone. Then the sequence generated by the hyperplane projection algorithm converges to a solu-
tion of problem VIP.
The extragradient algorithm and the hyperplane projection algorithm have been recently
adapted by Konnov [48], and Quoc, Muu, and Nguyen [72] for solving the equilibrium problem.
More precisely, these algorithms become:
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Extragradient Algorithm for Problem EP
Data: Let x0 ∈ C and c > 0.
Step 1. Set k = 0.
Step 2. Find yk the solution of the problem:
min
y∈C
{ f(xk, y) + 1
2 c
‖y − xk‖2 }.
If yk = xk, then Stop: xk is a solution to EP.
Step 3. Find xk+1 the solution of the problem:
min
y∈C
{ f(yk, y) + 1
2 c
‖y − xk‖2 }.
Step 4. Replace k by k + 1 and go to Step 2.
The next proposition gives the convergence of this algorithm.
Proposition 2.10. ([72], Theorem 3.2) Let f : C × C → IR. Assume that f is lower semicon-
tinuous on C × C, f(x, ·) is convex and subdifferentiable on C for each x ∈ C, and f(·, y) is
upper semicontinuous for each y ∈ C. Assume also that there exist two positive constants d1
and d2 such that (2.9) holds. Then the sequence {xk} generated by the extragradient algorithm
is bounded, and any limit point of {xk} is a solution to problems EP and DEP. If, in addition,
Sd = S∗ (in particular, if f is pseudomonotone on C × C), then the whole sequence {xk}
converges to a solution of problem EP.
Next, the hyperplane projection algorithm becomes:
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Hyperplane Projection Algorithm for Problem EP
Data: Let x0 ∈ C, θ ∈ (0, 1), α ∈ (0, 1), c > 0 and let {γk} be a sequence of positive
numbers.
Step 1. Set k = 0.
Step 2. Find yk the solution of the problem:
min
y∈C
{ f(xk, y) + 1
2 c
‖y − xk‖2 }. (2.12)
If yk = xk, then Stop: xk is a solution to EP.
Step 3. Find the smallest nonnegative integer m such that
f(zk,m, xk)− f(zk,m, yk) ≥ α
c
‖yk − xk‖2, (2.13)
where zk,m = (1− θm)xk + θmyk. Set zk = zk,m and go to Step 4.
Step 4. Take any gk ∈ ∂2f(zk, xk) and compute
σk =
f(zk, xk)
‖gk‖2 and x
k+1 = PC(x
k − γk σk gk).
Step 5. Replace k by k + 1 and go to Step 2.
The convergence result of the algorithm is given as follows.
Theorem 2.16. ([72], Theorem 4.7) Assume that f is continuous on C × C and that f(x, ·)
is convex and differentiable on C for each x ∈ C. Then the sequence {xk} generated by the
hyperplane projection algorithm for problem EP is bounded, and any limit point of {xk} is a
solution to problems DEP and EP. If, in addition, Sd = S∗ (in particular, if f is pseudomonotone
on C × C), then the whole sequence {xk} converges to a solution of problem EP.
Let us mention that Konnov [48] has also proposed an hyperplane projection algorithm for
solving problem EP when f(x, ·) is differentiable on C for each x ∈ C. Noting by gk(y) =
∇f(xk, ·)(y) the gradient of f(xk, ·) at y, Konnov approximated the function f(xk, ·) in the
subproblems (2.12) by its linearization at xk, i.e., for all y ∈ C, by
f(xk, y) ' f(xk, xk) + 〈g(xk), y − xk〉 = 〈g(xk), y − xk〉.
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Then the subproblems (2.12) become
min
y∈C
{ 〈g(xk), y − xk〉+ 1
2 c
‖y − xk‖2 },
and can be easily solved when C is a polyhedron.
Konnov [45] also considers the case when f is a convex-concave function. In that case, the
function f(xk, ·) is approximated by a piecewise linear convex function.
These ideas will be generalized in Chapter 4 where f(xk, ·) is only convex and nonsmooth.
In that chapter, f(xk, ·) will also be approximated by a piecewise linear convex function giving
rise to the so-called bundle method.
2.2.6 Interior Proximal Point Algorithm
All the methods presented in the previous sections assume that solving constrained subproblems
can be done efficiently. But it is well known that the boundary of constraints can destroy some
of the nice properties of unconstrained methods (see a discussion about this in [12]). Another
way to take account of inequality constraints is to use a barrier method. This type of method
has been very often considered for solving constrained minimization problems giving rise to
the well-known interior point algorithms [68].
In this context and when intC 6= ∅, Auslender, Teboulle, and Ben-Tiba proposed in [9]
a new type of interior proximal method for solving convex programs by replacing in the sub-
problems the quadratic term 1
2
‖xk− y‖2 by some nonlinear function D(y, xk) composed of two
parts: the first part is based on entropic proximal terms and will play a role of barrier func-
tion forcing the iterates {xk} to remain in the interior of C. The second part is a quadratic
convex regularization based on the set C to preserve the nice properties of the auxiliary prob-
lem principle. So the classical difficulties associated with the boundary of the constraints are
automatically eliminated. This way to transform a constrained problem into an unconstrained
one has already been used by Antipin [34] but with a distance-like function D(y, xk) based on
Bregman functions. Let us recall that a Bregman distance is a function of the form
D(x, y) = ψ(x)− ψ(y)− 〈ψ′(y), x− y〉,
where ψ is a differentiable strictly convex function.
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Another distance-like function is based on the logarithmic-quadratic function:
ϕ(t) = µh(t) +
ν
2
(t− 1)2 for all t > 0,
where ν > µ > 0 and h is defined by
h(t) = t− log t− 1 for all t > 0.
This function is a differentiable strongly convex function on IR++ with modulus ν > 0. Fur-
thermore, the conjugate of ϕ can be given explicitly and satisfies the property of being self-
concordant with parameter 2, i.e.,
(ϕ∗)
′′′
(s) ≤ 2 (ϕ∗)′′3/2 for all s ∈ IR.
This property is very important to get polynomial algorithms [68].
Associated with ϕ, we can consider the ϕ−divergence proximal distance
dϕ(x, y) =
n∑
j=1
y2j ϕ(
xj
yj
) for all x, y ∈ IRn++,
which can be written using the definition of ϕ, as
dϕ(x, y) =
ν
2
‖x− y‖2 + µ dh(x, y) for all x, y ∈ IRn++.
We easily observe that if xj → 0 and yj > 0 is fixed, then h(xjyj ) → +∞, and consequently
dh(x, y)→ +∞ when x tends to the boundary of IRn++. This is the typical behavior of a barrier
function.
Let us illustrate these ideas on the particular problem of minimizing a convex function
F : C → IR over the nonnegative orthant IRn+. Using the barrier function dh(x, y), the strategy
is to replace, in the classical proximal point algorithm, the constrained subproblem
xk+1 = arg min
y∈IRn+
{F (y) + 1
2
‖y − xk‖2 }
by the unconstrained problem
xk+1 = arg min
y∈IRn++
{F (y) + ν
2
‖y − xk‖2 + µ dh(y, xk) }.
It is easy to see that xk+1 is well-defined and belongs to the open set IRn++. For this reason, the
method that uses these unconstrained subproblems for generating a sequence {xk}, is called an
38
interior proximal point method. Furthermore, as a consequence of Theorem 2.2 in [9], we have
that this sequence {xk} converges to a minimum of F over C when such a minimum exists.
As for the classical proximal point algorithm, solving the subproblems is not easy when F is
nonsmooth. In Chapter 5, we propose to approximate F by a piecewise linear convex function
in such a way that the subproblems become more tractable. We prove that the convergence is
preserved and we report some numerical results to illustrate the behavior of the new algorithm.
This strategy can also be used for solving problem EP when C = IRn+. In that case, the
subproblems associated with the Auxiliary Problem Principle algorithm become
min
y∈IRn++
{ f(xk, y) + ν
2
‖y − xk‖2 + µ dh(y, xk) }.
In Chapter 5 we study in details the algorithms corresponding to the proximal extragradient
algorithm and to the hyperplane projection algorithm. We prove the convergence of the two
algorithms and we report some numerical results to illustrate the behavior of these algorithms
on an equilibrium problem.
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Chapter 3
Bundle Proximal Methods
In this chapter, we present a bundle method for solving nonsmooth convex equilibrium problems
based on the auxiliary problem principle. First, we consider a general algorithm that we prove
to be convergent. Then we explain how to make this algorithm implementable. The strategy is
to approximate the nonsmooth convex functions by piecewise linear convex functions in such a
way that the subproblems are easy to solve and the convergence is preserved. In particular, we
introduce a stopping criterion which is satisfied after finitely many iterations and which gives
rise to ∆−stationary points. Finally, we apply our implementable algorithm for solving the
particular case of singlevalued and multivalued variational inequalities and we find again the
results obtained recently by Salmon et al. [75].
3.1 Preliminaries
As explained in Section 2.2.3, the auxiliary problem principle is based on the following fixed
point property: x∗ ∈ C is a solution to problem EP if and only if x∗ is a solution to the problem
min
y∈C
{c f(x∗, y) + h(y)− h(x∗)− 〈∇h(x∗), y〉}, (3.1)
where c > 0 and h : C → IR is a strongly convex differentiable function. Here the function ~
introduced in the auxiliary problem principle (in Section 2.2.3) has been chosen as: ~(x, y) =
h(y)− h(x)− 〈∇h(x), y− x〉 for all x, y ∈ C. Then the corresponding fixed point iteration is:
Given xk ∈ C, find xk+1 ∈ C the solution of
(Pk) min
y∈C
{c f(xk, y) + h(y)− h(xk)− 〈∇h(xk), y〉}.
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A typical example of function h is h(x) = 1
2
‖x‖2 for all x ∈ C. With this function, prob-
lem (Pk) is equivalent to miny∈C { c f(xk, y) + 12‖x − y‖2}. In Chapter 2, it was this problem
which has been considered for the sake of simplicity.
Observe that problem (Pk) has a unique solution since h is strongly convex. This algorithm
has been introduced by Mastroeni who proved its convergence in [62], Theorem 3.1 under the
assumptions that f is strongly monotone and satisfies (2.9).
When
f(x, y) = 〈F (x), y − x〉+ ϕ(y)− ϕ(x) for all x, y ∈ C (3.2)
with F : C → IRn a continuous mapping and ϕ : C → IR a continuous convex function,
problem EP is reduced to the generalized variational inequality problem (GVIP, for short):
Find x∗ ∈ C such that, for all y ∈ C, 〈F (x∗), y − x∗〉+ ϕ(y)− ϕ(x∗) ≥ 0.
In that case, the auxiliary equilibrium problem principle algorithm becomes: Given xk ∈ C,
find xk+1 ∈ C the solution to the problem
min
y∈C
{ c [ϕ(y) + 〈F (xk), y − xk〉] + h(y)− h(xk)− 〈∇h(xk), y − xk〉 }. (3.3)
It is easy to see that f is strongly monotone and condition (2.9) is satisfied when F is strongly
monotone and Lipschitz continuous, respectively.
However these assumptions are very strong. In the case of problem GVIP, Zhu and Marcotte
([90], Theorem 3.2) proved that the sequence {xk} generated by the auxiliary problem principle
converges to a solution when F is co-coercive on C in the sense that
∃ γ > 0 ∀x, y ∈ C 〈F (y)− F (x), y − x〉 ≥ γ ‖F (y)− F (x)‖2. (3.4)
It is obvious that F co-coercive on C does not imply, in general, that the corresponding
function f defined by (3.2) is strongly monotone (for instance, take F = 0 and observe that
f(x, y) + f(y, x) = 0). So one of the aims of this chapter is to obtain the convergence of
Mastroeni’s algorithm under assumptions weaker than the strong monotonicity of f and (2.9)
in such a way that Zhu and Marcotte’s result can be derived as a particular case.
Concerning the implementation of the previous algorithm, the subproblems (Pk) can be
difficult to solve when the convex function f(xk, ·) is nonsmooth. It is the case when f is
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given by (3.2) with ϕ a nonsmooth convex function. In that case, our strategy is to approximate
the function f(xk, ·) by another convex function so that the subproblems (Pk) become easy to
solve and the convergence is preserved under the same assumptions as in the exact case. The
approximation will be done by using an extension of the bundle method developed in [75] for
problem GVIP.
Let us mention that this strategy has been used by Konnov [44] at the lower level of a com-
bined relaxation method for finding equilibrium points. More precisely, given xk ∈ C, Konnov
considers successive linearizations of the function f(xk, ·) in order to construct a convex piece-
wise linear approximation f¯k of f(xk, ·) such that the solution yk of subproblem (Pk) with
f(xk, ·) replaced by f¯k satisfies the property:
f(xk, yk) ≤ µf¯k(yk) (0 < µ < 1). (3.5)
Then this solution yk is used to compute a direction gk in the subdifferential of the function
−f(·, yk) at xk, and a steplength σk = f(xk, yk)/‖gk‖2 (if gk 6=0). Finally the next iterate xk+1
is defined as the projection over C of the vector xk − γkσkgk where 0 < γk < 2. Observe
that this step is well defined when f(·, y) is concave on C for all y ∈ C. In this chapter we
do not assume this property, so we do not consider Konnov’s projection step and instead of this
step, we set xk+1 = yk. In other terms, our method is simply an implementable version of
Mastroeni’s auxiliary problem principle.
To summarize our approach, first we study the convergence of the algorithm when f(xk, ·)
is approximated from below by any function f¯k which satisfies the inequality (3.5) and then
we present an implementable method to construct a broad class of convex piecewise linear
functions f¯k approximating f(xk, ·). An advantage of our approach is that it allows to limit the
size of the bundle used to obtain f¯k.
Another way for solving problem EP is to transform it into a variational inequality problem
(see [43], Thm 2.1.2) and to use a bundle type method for solving this equivalent problem. This
method is interesting when C is compact because in that case there exist efficient variants of
the bundle method allowing to obtain a complexity analysis. In these methods the level sets of
the piecewise linear models are used to construct the successive iterates (see [37] and [54] for
more details). This approach has been used by Gol’shtein [36] for solving problem EP when C
is compact and f(x, ·) satisfies a Lipschitz condition with a constant L independent on x. These
conditions can be taken into account by our convergence theory.
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Finally to show the interest of our general algorithm, first we apply it to problem GVIP
with the purpose to find again the convergence theorem obtained in [75]. Then we consider the
following multivalued variational inequality problem (MVIP, for short):
Find x∗ ∈ C and r∗ ∈ F (x∗) such that, for all y ∈ C, 〈r∗, y − x∗〉 ≥ 0,
where C is a nonempty closed convex subset of IRn and F : C → 2IRn is a co-coercive continu-
ous multivalued mapping with compact values. This problem is a particular instance of problem
EP when the function f is defined, for all x, y ∈ C, by
f(x, y) = sup
ξ∈F (x)
〈ξ, y − x〉.
For this problem, we use a very simple approximating function and we derive a convergence
result from our general theory.
The chapter is organized as follows. In section 2, we consider a general algorithm for
solving problem EP where the convex function f(xk, ·) is approximated, and we prove that it
is convergent to a solution to problem EP. In section 3, we present an implementable version
of this general algorithm by using a bundle strategy. In particular, we introduce a stopping
criterion and we study the convergence properties of the resulting algorithm. Finally, in section
4, first we find again the convergence results obtained in [75] for problem GVIP and then we
present a realization of the general algorithm for solving problem MVIP.
3.2 Proximal Algorithm
From now on, we impose that the gradient ∇h is Lipschitz continuous on C with constant
Λ > 0. We also denote by β > 0 the modulus of the strongly convex function h. In this section,
we consider the general equilibrium problem EP and the algorithm introduced by Mastroeni for
solving it where the parameter c = ck > 0 is allowed to vary at each iteration. This algorithm
can be expressed as follows: Given xk ∈ C, find xk+1 ∈ C the solution to problem (Pk).
As explained before in Section 1, the function f(xk, ·), denoted fk in the sequel, is replaced
in problem (Pk) by another convex function f¯k in such a way that the new problem
(P¯k) min
y∈C
{ ckf¯k(y) + h(y)− h(xk)− 〈∇h(xk), y〉}
is easier to solve and that the corresponding algorithm:
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Given xk ∈ C, find xk+1 ∈ C the solution to problem (P¯k)
generates a sequence {xk} converging to some solution to problem EP.
To obtain the convergence of this algorithm, we introduce some conditions on the approxi-
mating function f¯k.
Definition 3.1. Let µ ∈ (0, 1] and xk ∈ C. A convex function f¯k : C → IR is a µ−approximation
of fk at xk if f¯k ≤ fk on C and if
fk(y
k) ≤ µf¯k(yk), (3.6)
where yk is the unique solution to problem (P¯k).
Since fk(xk) = 0, and f¯k(xk) ≤ fk(xk), inequality (3.6) implies that fk(xk) − fk(yk) ≥
µ[f¯k(x
k) − f¯k(yk)], i.e., that the reduction on fk is greater than a fraction of the reduction
obtained by using the approximating function f¯k. This is motivated by the fact that, at iteration
k, the objective is to minimize the function fk (see (2.8)). Moreover, we observe that f¯k = fk
is a 1-approximation of fk at xk.
Using this definition, the approximate auxiliary equilibrium principle algorithm can be ex-
pressed as follows:
Proximal Algorithm
Data: Let x0 ∈ C and µ ∈ (0, 1].
Step 1. Set k = 0.
Step 2. Find f¯k a µ−approximation of fk at xk and denote by xk+1 the unique solution to
problem (P¯k).
Step 3. Replace k by k + 1 and go to Step 2.
The convergence of this general algorithm is established in two steps. First we examine the
convergence of the algorithm when the sequence {xk} is bounded and ‖xk+1 − xk‖ → 0. Then
in a second theorem, we give conditions to obtain that these two properties are satisfied.
Theorem 3.1. Suppose that ck ≥ c > 0 for all k ∈ IN . If the sequence {xk} generated by the
proximal algorithm is bounded and is such that
‖xk+1 − xk‖ → 0, k ∈ IN , then every limit point of {xk}k∈IN is a solution to problem EP.
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Proof. Let x∗ be a limit point of {xk}k∈IN and let {xk}k∈K⊂IN be some subsequence converging
to x∗. Since ‖xk+1 − xk‖ → 0, we also have {xk+1}k∈K → x∗. Hence, as f¯k ≤ fk and
fk(x
k+1) ≤ µf¯k(xk+1), we obtain
1
µ
fk(x
k+1) ≤ f¯k(xk+1) ≤ fk(xk+1).
Now fk(xk+1) = f(xk, xk+1)→ f(x∗, x∗) = 0 for k → +∞ because xk → x∗, xk+1 → x∗ for
k → +∞, k ∈ K, and f is continuous. Hence f¯k(xk+1)→ 0 for k → +∞. On the other hand,
since xk+1 solves the convex optimization problem (P¯k), we have
0 ∈ ∂{ ck(f¯k + ψC)}(xk+1)−∇h(xk) +∇h(xk+1),
i.e.,
∇h(xk)−∇h(xk+1) ∈ ∂{ ck(f¯k + ψC)}(xk+1),
where ψC denotes the indicator function associated with C (ψC(x) = 0 if x ∈ C and +∞
otherwise). Using the definition of the subdifferential, we obtain
∀y ∈ C f¯k(y)− f¯k(xk+1) ≥ 1
ck
〈∇h(xk)−∇h(xk+1), y − xk+1〉. (3.7)
Applying the Cauchy-Schwarz inequality and the properties f¯k ≤ fk and ∇h is Lipschitz
continuous on C with constant Λ > 0, we obtain successively for all y ∈ C,
fk(y)− f¯k(xk+1) ≥ − 1
ck
‖∇h(xk)−∇h(xk+1)‖ ‖y − xk+1‖
≥ −Λ
ck
‖xk − xk+1‖ ‖y − xk+1‖.
Taking the limit on k ∈ K, we deduce
∀y ∈ C f(x∗, y) ≥ 0,
because f is continuous, f¯k(xk+1) → 0, ‖xk − xk+1‖ → 0, ‖y − xk+1‖ → ‖y − x∗‖ and
ck ≥ c > 0. But this means that x∗ is a solution to problem EP.
In the next theorem, we give conditions to obtain that the sequence {xk} is bounded and
that ‖xk+1 − xk‖ → 0.
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Theorem 3.2. Suppose that there exist γ, d1, d2 > 0 and a nonnegative function g : C × C →
IR such that for all x, y, z ∈ C,
(i) f(x, y) ≥ 0⇒ f(y, x) ≤ −γ g(x, y);
(ii) f(x, z)− f(y, z)− f(x, y) ≤ d1 g(x, y) + d2 ‖z − y‖2.
If the sequence {ck}k∈IN is nonincreasing and ck < βµ
2 d2
for all k and if
d1
γ
≤ µ ≤ 1, then
the sequence {xk}k∈IN generated by the proximal algorithm is bounded and lim
k→+∞
‖xk+1 −
xk‖ = 0.
Proof. Let x∗ be a solution to problem EP and consider for each k ∈ IN the Lyapounov function
Γk : C × C → IR defined for all y, z ∈ C, by
Γk(y, z) = h(z)− h(y)− 〈∇h(y), z − y〉+ ck
µ
f(z, y). (3.8)
Since h is strongly convex with modulus β > 0, we have immediately that, for all x ∈ C,
Γk(xk, x∗) ≥ β
2
‖xk − x∗‖2. (3.9)
Noticing that ck+1 ≤ ck for all k ∈ IN , the difference Γk+1(xk, x∗) − Γk(xk, x∗) can then
be evaluated as follows:
Γk+1(xk+1, x∗)− Γk(xk, x∗) ≤ h(xk)− h(xk+1) + 〈∇h(xk), xk+1 − xk〉
+〈∇h(xk)−∇h(xk+1), x∗ − xk+1〉
+
ck
µ
{f(x∗, xk+1)− f(x∗, xk)}
= s1 + s2 + s3,
with
s1 = h(x
k)− h(xk+1) + 〈∇h(xk), xk+1 − xk〉,
s2 = 〈∇h(xk)−∇h(xk+1), x∗ − xk+1〉,
s3 =
ck
µ
{f(x∗, xk+1)− f(x∗, xk)}.
For s1, we easily derive from the strong convexity of h that
s1 ≤ −β
2
‖xk+1 − xk‖2. (3.10)
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For s2, we obtain, taking y = x∗ in (3.7)
s2 = 〈∇h(xk)−∇h(xk+1), x∗ − xk+1〉 ≤ ck{f¯k(x∗)− f¯k(xk+1)}
≤ ck{f(xk, x∗)− 1µf(xk, xk+1)},
because f¯k ≤ f(xk, ·) and (3.6) hold. Then, using assumption (ii), we deduce that
s2 + s3 ≤ ck{f(xk, x∗)− 1
µ
f(xk, xk+1)}+ ck
µ
{f(x∗, xk+1)− f(x∗, xk)}
=
ck
µ
{f(x∗, xk+1)− f(x∗, xk)− f(xk, xk+1)}+ ckf(xk, x∗)
≤ ck
µ
{d1 g(x∗, xk) + d2 ‖xk+1 − xk‖2}+ ckf(xk, x∗).
Consequently, we have
Γk+1(xk+1, x∗)− Γk(xk, x∗) ≤ kf(xk, x∗)− 1
2
(β − 2ckd2
µ
)‖xk+1 − xk‖2
+
ckd1
µ
g(x∗, xk).
Applying assumption (i) with x = x∗ and y = xk, since f(x∗, xk) ≥ 0, we obtain
f(xk, x∗) ≤ −γ g(x∗, xk).
Finally, we have that
Γk+1(xk+1, x∗)− Γk(xk, x∗) ≤ −1
2
(β − 2ck d2
µ
)‖xk+1 − xk‖2 − ck(γ − d1
µ
)g(x∗, xk). (3.11)
Since ck <
β µ
2 d2
for all k and µ ≥ d1
γ
, from (3.9) and (3.11), it follows that {Γk(xk, x∗)}k∈IN
is a nonincreasing sequence bounded below by 0. Hence, it is convergent in IR. Using again
(3.9), we deduce that the sequence {xk}k∈IN is bounded and, passing to the limit in (3.11), that
the sequence {‖xk+1 − xk‖}k∈IN converges to zero.
Combining Theorems 3.1 and 3.2, we deduce the following theorem.
Theorem 3.3. Suppose that ck ≥ c > 0 for all k ∈ IN and that all assumptions of Theorem
3.2 are fulfilled, then the sequence {xk}k∈IN generated by the proximal algorithm converges to
a solution to problem EP.
Remark 3.1. The same result as Theorem 3.2 can also be obtained when condition (ii) is
replaced by the following condition:
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(iii) f(x, z)− f(y, z)− f(x, y) ≤ d1 g(x, y) + d2 ‖z − y‖,
and when the series
∑+∞
k=0 (ck)
2 is convergent. If, in addition, g(x, y) = 0 and
∑+∞
k=0 ck = +∞,
then the convergence of the sequence {xk} to a solution to problem EP can be proved as in [75]
by using the gap function l(x) = −f(x, x∗) where x∗ is a solution to EP.
So in order to obtain the convergence of the proximal algorithm, we need conditions (i) and
(ii) or conditions (i) and (iii). Condition (i) is a monotonicity condition. Indeed, when g = 0,
this condition means that f is pseudomonotone and when g(x, y) = ‖x− y‖2 that f is strongly
pseudomonotone with modulus γ. Conditions (ii) and (iii) are Lipschitz-type conditions. The
link between conditions (i) and (ii) or (iii) is made by the function g whose choice depends on
the structure of the problem. So, for example, when f(x, y) = ϕ(x) − ϕ(y) with ϕ : C → IR
a continuous convex function, i.e., when problem (EP ) is a constrained convex optimization
problem, it suffices to choose g(x, y) = 0 for all x, y ∈ C to obtain that (i), (ii) and (iii) are
satisfied.
Other sufficient conditions to get conditions (i), (ii) and (iii) are given in the next two
propositions.
Proposition 3.1. If f is pseudomonotone and f(x, ·) is Lipschitz continuous on C uniformly in
x, then conditions (i) and (iii) are satisfied with g(x, y) = 0.
Proof. Let x, y, z ∈ C. Since f(y, y) = 0, we have
f(x, z)− f(y, z)− f(x, y) = f(x, z)− f(x, y) + f(y, y)− f(y, z)
≤ 2L‖z − y‖,
where L denotes the Lipschitz constant of f(x, ·).
Proposition 3.2. If f is strongly monotone and if (2.9) holds, then conditions (i) and (ii) are
satisfied with g(x, y) = ‖x− y‖2.
Proof. If f(x, y) ≥ 0, then by the strong monotonicity of f , we have
f(y, x) ≤ −f(x, y)− γ‖x− y‖2 ≤ −γ‖x− y‖2 = −γ g(x, y).
Condition (ii) is immediate from (2.9).
49
As a consequence of this proposition, Theorem 3.3 is also valid under assumptions the
strong monotonicity of f and (2.9). In particular, when µ = 1, the conditions imposed on the
parameters are ck < β2 d2 for all k and
d1
γ
≤ 1, and Theorem 3.1 of Mastroeni [62] is recovered.
So, when µ = 1, Theorem 3.3 can be considered as a generalization of this theorem.
Finally, we consider the case where f is given by (3.2) and we introduce the following
definition: F is ϕ−co-coercive onC if there exists γ > 0 such that for all x, y ∈ C, if 〈F (x), y−
x〉+ ϕ(y)− ϕ(x) ≥ 0 holds, then
〈F (y), y − x〉+ ϕ(y)− ϕ(x) ≥ γ ‖F (y)− F (x)‖2. (3.12)
It is easy to prove that if F is co-coercive on C, then F is ϕ-co-coercive on C. Indeed, if F
is co-coercive on C, then there exists γ > 0 such that
∀x, y ∈ C 〈F (x)− F (y), x− y〉 ≥ γ ‖F (x)− F (y)‖2.
But then, if 〈F (x), y − x〉+ ϕ(y)− ϕ(x) ≥ 0, we have
〈F (y), y − x〉+ ϕ(y)− ϕ(x) = 〈F (y)− F (x), y − x〉+ 〈F (x), y − x〉
+ ϕ(y)− ϕ(x)
≥ γ ‖F (y)− F (x)‖2,
i.e., inequality (3.12).
Now in order to find again Zhu and Marcotte’s convergence result ([90] Theorem 3.2) from
our Theorem 3.3, we need the following proposition where another choice of g is necessary to
obtain (i) and (ii).
Proposition 3.3. Let f(x, y) = 〈F (x), y−x〉+ϕ(y)−ϕ(x) where F : C → IRn is continuous
and ϕ : C → IR is convex. If F is ϕ−co-coercive on C, then there exist a nonnegative function
g : C × C → IR and γ > 0 such that for all x, y, z ∈ C and for all ν > 0,
f(x, y) ≥ 0⇒ f(y, x) ≤ −γ g(x, y),
f(x, z)− f(y, z)− f(x, y) ≤ 1
2ν
g(x, y) +
ν
2
‖z − y‖2.
Proof. Using the definition of f and the ϕ−co-coercivity of F on C, there exists γ > 0 such
that for all x ∈ C
f(x, y) ≥ 0⇒ f(y, x) ≤ −γ‖F (y)− F (x)‖2.
50
On the other hand, we have for any ν > 0,
f(x, z)− f(y, z)− f(x, y) = 〈F (x)− F (y), z − y〉 ≤ 1
2ν
‖F (x)− F (y)‖2 + ν
2
‖z − y‖2.
So, with g(x, y) = ‖F (y)− F (x)‖2, we obtain the two inequalities.
Using this proposition, Theorem 3.2 of [90] can be derived from our Theorem 3.3 with
µ = 1. Indeed, by choosing ν = 1
2 γ
, we obtain d1 = 12ν = γ and d2 =
ν
2
= 1
4 γ
. Then conditions
d1
γ
≤ 1 and ck < β2 d2 of Theorem 3.3 reduce to ck < 2βγ, which is exactly the condition
imposed by Zhu and Marcotte in their convergence theorem.
3.3 Bundle Proximal Algorithm
In order to obtain an implementable algorithm, we have now to say how to construct a µ−approximation
f¯k of fk at xk such that problem (P¯k) is easier to solve than problem (Pk). Here we assume that
µ ∈ (0, 1). In that purpose, we observe that if f¯k is a piecewise linear convex function of the
form
f¯k(y) = max
1≤j≤p
{aTj y + bj},
where aj ∈ IRn, bj ∈ IR for j = 1, . . . , p, the problem (P¯k) is equivalent to the problem
(QPk)

min {ck v + h(y)− h(xk)− 〈∇h(xk), y − xk〉}
s.t. v ≥ aTj y + bj, j = 1, . . . , p
y ∈ C.
When h is the squared norm and C is a closed convex polyhedron, this problem becomes
quadratic.
There exist many efficient numerical methods for solving such a problem. When f¯k is a
piecewise linear convex function, it is judicious to construct f¯k, piece by piece, by generating
successive models
f¯ ik, i = 1, 2, . . .
until (if possible) f¯ ikk is a µ−approximation of fk at xk for some ik ≥ 1. For i = 1, 2, . . . , we
denote by yik the unique solution to the problem
(P ik) min
y∈C
{ckf¯ ik(y) + h(y)− h(xk)− 〈∇h(xk), y〉},
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and we set f¯k = f¯
ik
k and x
k+1 = yikk .
In order to obtain a µ−approximation f¯ ikk of fk at xk, we have to impose some conditions
on the successive models f¯ ik, i = 1, 2, . . . . However, before presenting them, we need to define
the affine functions lik, i = 1, 2, . . . by
lik(y) = f¯
i
k(y
i
k) + 〈γik, y − yik〉 for all y ∈ C,
where γik =
1
ck
[∇h(xk)−∇h(yik)]. By optimality of yik, we have
γik ∈ ∂(f¯ ik + ψC)(yik). (3.13)
It is then easy to observe that
lik(y
i
k) = f¯
i
k(y
i
k) and l
i
k(y) ≤ f¯ ik(y) for all y ∈ C. (3.14)
Now we assume that the following conditions inspired for [28] are satisfied by the convex
models f¯ ik,
(C1) f¯ ik ≤ fk on C for i = 1, 2, . . .
(C2) f¯ i+1k ≥ fk(yik) + 〈s(yik), · − yik〉 on C for i = 1, 2, . . .
(C3) f¯ i+1k ≥ lik on C for i = 1, 2, . . . ,
where s(yik) denotes the subgradient of fk available at y
i
k.
Several models fulfill these conditions. For example, for the first model f¯ 1k , we can take the
linear function
f¯ 1k (y) = fk(x
k) + 〈s(xk), y − xk〉 for all y ∈ C.
Since s(xk) ∈ ∂fk(xk), condition (C1) is satisfied for i = 1. For the next models f¯ ik, i = 2, . . . ,
there exist several possibilities. A first example is to take for i = 1, 2, . . .
f¯ i+1k (y) = max {lik(y), fk(yik) + 〈s(yik), y − yik〉}. (3.15)
Conditions (C2), (C3) are obviously satisfied and condition (C1) is also satisfied for i =
2, 3, . . . , because each linear piece of these functions are below fk. Another example is to
take for i = 1, 2, . . .
f¯ i+1k (y) = max
0≤j≤i
{fk(yjk) + 〈s(yjk), y − yjk〉} (3.16)
where y0k = x
k. Since s(yjk) ∈ ∂fk(yjk) for j = 0, . . . , i and since f¯ i+1k ≥ f¯ ik ≥ lik, it is easy to
see that conditions (C1)− (C3) are satisfied.
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Comparing (3.15) and (3.16), we can say that lik plays the same role as the i linear functions
fk(y
j
k) + 〈s(yjk), y − yjk〉, j = 0, . . . , i − 1. It is the reason why this function lik is called
the aggregate affine function (see, e.g., [28]). The first example (3.15) is interesting from the
numerical point of view, because its use allows to limit the number of linear constraints in
subproblems (QPk).
Now the algorithm allowing to pass from xk to xk+1, i.e., to make what is called a serious
step, can be expressed as follows.
Serious Step Algorithm
Data: Let xk ∈ C and µ ∈ (0, 1).
Step 1. Set i = 1.
Step 2. Choose f¯ ik a convex function that satisfies (C1) − (C3) and solve problem (P ik) to get
yik.
Step 3. If fk(yik) ≤ µf¯ ik(yik), then set xk+1 = yik, ik = i and Stop: xk+1 is a serious step.
Step 4. Replace i by i+ 1 and go to Step 2.
Our aim is now to prove that if xk is not a solution to problem EP and if the models f¯ ik, i =
1, . . . satisfy (C1)− (C3), then there exists ik ≥ 1 such that f¯ ikk is a µ−approximation of fk at
xk, i.e., that the Stop occurs at Step 2 after finitely many iterations.
To prove that, we need a lemma whose proof uses the following functions:
l˜ik(y) = l
i
k(y) +
1
ck
{h(y)− h(xk)− 〈∇h(xk), y − xk〉},
f˜ ik(y) = f¯
i
k(y) +
1
ck
{h(y)− h(xk)− 〈∇h(xk), y − xk〉}.
Using (3.13) and (3.14), we obtain:
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l˜ik(y)− l˜ik(yik) = lik(y) +
1
ck
{h(y)− h(xk)− 〈∇h(xk), y − xk〉}
−lik(yik)−
1
ck
{h(yik)− h(xk)− 〈∇h(xk), yik − xk〉}
= f¯ ik(y
i
k) + 〈γik, y − yik〉
+
1
ck
{h(y)− h(xk)− 〈∇h(xk), y − xk〉}
−f¯ ik(yik)−
1
ck
{h(yik)− h(xk)− 〈∇h(xk), yik − xk〉}
=
1
ck
{h(y)− h(yik)− 〈∇h(yik), y − yik〉}.
Consequently, we obtain
l˜ik(y) = l˜
i
k(y
i
k) +
1
ck
{h(y)− h(yik)− 〈∇h(yik), y − yik〉}. (3.17)
Moreover from (3.14) and (C3), we have
f˜ ik(x
k) = f¯ ik(x
k) (3.18)
l˜ik(y
i
k) = f˜
i
k(y
i
k) (3.19)
l˜ik ≤ f˜ i+1k on C. (3.20)
Lemma 3.1. Suppose that the models f¯ ik, i ∈ IN0 satisfy conditions (C1) − (C3) and let, for
each i, yik be the unique solution to problem (P
i
k). Then
(i) fk(y
i
k)− f¯ ik(yik)→ 0,
(ii) yik → y¯k ≡ arg min
y∈C
{ckfk(y) + h(y)− h(xk)− 〈∇h(xk), y − xk〉},
where i→ +∞.
Proof. (i) To obtain the first statement, we use the following three steps.
(1) The sequence {l˜ik(yik)}i∈IN0 is convergent and yi+1k − yik → 0 when i→ +∞.
For all i, we have
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0 = fk(x
k) ≥ f¯ i+1k (xk) (by C1)
= f˜ i+1k (x
k) (by (3.18))
≥ f˜ i+1k (yi+1k ) (by definition of yi+1k )
= l˜i+1k (y
i+1
k ) (by (3.19))
≥ l˜ik(yi+1k ) (by (3.20))
= l˜ik(y
i
k) +
1
ck
Dh(y
i+1
k , y
i
k) (by (3.17))
≥ l˜ik(yik) +
β
2 ck
‖yi+1k − yik‖2 (by strong convexity of h on C)
≥ l˜ik(yik)
where Dh(y, z) = h(y)− h(z)− 〈∇h(z), y − z〉. From these relations, we have for all i, that
l˜i+1k (y
i+1
k ) ≥ l˜ik(yik).
So, the sequence {l˜ik(yik)}i∈IN0 is nonincreasing and bounded above by 0. Consequently {l˜ik(yik)}i∈IN0
is convergent and yi+1k − yik → 0 when i→ +∞.
(2) The sequence {yik}i∈IN0 is bounded.
We have (for y fixed)
fk(y) +
1
ck
{h(y)− h(xk)− 〈∇h(xk), y − xk〉}
≥ f¯ i+1k (y) +
1
ck
{h(y)− h(xk)− 〈∇h(xk), y − xk〉} (by C1)
= f˜ i+1k (y)
≥ l˜ik(y) ( by (3.20))
= l˜ik(y
i
k) +
1
ck
{h(y)− h(yik)− 〈∇h(yik), y − yik〉} ( by (3.17))
≥ l˜ik(yik) +
β
2 ck
‖y − yik‖2 (by h is strongly convex on C).
Since the sequence {l˜ik(yik)}i∈IN0 is convergent, the sequence {y− yik}i∈IN0 is bounded and thus
the sequence {yik}i∈IN0 is also bounded.
(3) fk(yi+1k )− f¯ i+1k (yi+1k )→ 0.
We have successively
〈s(yik), yi+1k − yik〉 ≤ f¯ i+1k (yi+1k )− fk(yik) (by C2)
≤ fk(yi+1k )− fk(yik) (by C1)
≤ 〈s(yi+1k ), yi+1k − yik〉 (by definition of s(yi+1k )).
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Since {yik}i∈IN0 is bounded, then, by Theorem 24.7 in [74], the set ∪i∂fk(yik) is bounded and
thus the sequence {s(yik)}i∈IN0 is bounded. So, we obtain
f¯ i+1k (y
i+1
k )− fk(yik)→ 0 and fk(yi+1k )− fk(yik) → 0,
and consequently,
fk(y
i+1
k )− f¯ i+1k (yi+1k ) = fk(yi+1k )− fk(yik) + fk(yik)− f¯ i+1k (yi+1k ) → 0.
(ii) yik → y¯k ≡ arg min
y∈C
{ckfk(y) + h(y)− h(xk)− 〈∇h(xk), y − xk〉}.
Since the sequence {yik}i∈IN0 is bounded, it remains to prove that every limit point y∗k of this
sequence is equal to y¯k, i.e., that
1
ck
{∇h(xk)−∇h(y∗k)} ∈ ∂(fk + ψC)(y∗k)
or, by definition of the subdifferential, we obtain from (3.13) and (C1) that
∀y ∈ C fk(y) ≥ f¯ ik(y) ≥ f¯ ik(yik) +
1
ck
〈∇h(xk)−∇h(yik), y − yik〉,
i.e.,
∀y ∈ C fk(y) ≥ [f¯ ik(yik)− fk(yik)] + [fk(yik)− fk(y∗k)]
+fk(y
∗
k) +
1
ck
〈∇h(xk)−∇h(yik), y − yik〉.
(3.21)
Since y∗k is a limit point of {yik}i∈IN0 , there exists K ⊆ IN0 such that
yik → y∗k for i ∈ K, i→ +∞.
Taking the limit (for i ∈ K) of both sides of (3.21), we obtain, for all y ∈ C, that
fk(y) ≥ lim
i
[f¯ ik(y
i
k)− fk(yik)] + lim
i
[fk(y
i
k)− fk(y∗k)] + fk(y∗k)
+
1
ck
lim
i
〈∇h(xk)−∇h(yik), y − yik〉.
Since lim
i
[f¯ ik(y
i
k)− fk(yik)] = 0 by (i), lim
i
[fk(y
i
k)− fk(y∗k)] = 0 because fk is continuous, and
∇h is continuous at y∗k, we deduce that
fk(y) ≥ fk(y∗k) +
1
ck
〈∇h(xk)−∇h(y∗k), y − y∗k〉 for all y ∈ C.
This completes the proof.
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Theorem 3.4. Suppose xk is not a solution to problem EP. Then the serious step algorithm stops
after finitely many iterations ik with f¯
ik
k a µ−approximation of fk at xk and with xk+1 = yikk .
Proof. Suppose, to get a contradiction, that the Stop never occurs. Then
fk(y
i
k) > µf¯
i
k(y
i
k) ≥ µf¯ ik(yik) for all i ∈ IN0. (3.22)
Moreover, by Lemma 3.1, yik → y¯k. Then taking the limit of both members of (3.22), we obtain
fk(y¯k) ≥ µfk(y¯k)
because fk is continuous over C and fk(yik)− f¯ ik(yik)→ 0. Hence, since µ < 1, we deduce that
fk(y¯k) ≥ 0.
On the other hand, by definition of y¯k (see Lemma 3.1), we have, for all y ∈ C, that
ckfk(y¯k) + h(y¯k)− h(xk)− 〈∇h(xk), y¯k − xk〉 ≤ ck fk(y) + h(y)
− h(xk)− 〈∇h(xk), y − xk〉.
If we choose y = xk and observe that fk(xk) = 0, then this inequality becomes
ckfk(y¯k) ≤ −h(y¯k) + h(xk) + 〈∇h(xk), y¯k − xk〉.
Finally, using the strong convexity of h yields
0 ≤ ckfk(y¯k) ≤ −β
2
‖y¯k − xk‖.
Consequently ‖y¯k − xk‖ = 0 and thus xk = y¯k. But this means that xk is a solution to problem
EP, which contradicts the assumption of the theorem. So the serious step algorithm stops after
finitely many iterations.
Incorporating the serious step algorithm in Step 2 of the proximal algorithm, we obtain the
following algorithm.
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Bundle Algorithm for problem EP
Data: Let x0 ∈ C and µ ∈ (0, 1), and let {ck}k∈IN be a sequence of positive numbers.
Step 1. Set y00 = x
0 and k = 0, i = 1.
Step 2. Choose a piecewise linear convex function f¯ ik satisfying (C1)− (C3) and solve
(P ik) min
y∈C
{ ckf¯ ik(y) + h(y)− h(xk)− 〈∇h(xk), y − xk〉}
to obtain the unique optimal solution yik ∈ C.
Step 3. If
fk(y
i
k) ≤ µf¯ ik(yik), (3.23)
then set xk+1 = yik, y
0
k+1 = x
k+1, increase k by 1 and set i = 0.
Step 4. Replace i by i+ 1 and go to Step 2.
From Theorems 3.4 and 3.3, we obtain the following convergence results.
Theorem 3.5. If after some k has been reached, the criterion (3.23) is never satisfied, then xk
is a solution to problem EP.
Theorem 3.6. Suppose that ck ≥ c > 0 for all k ∈ IN and that all assumptions of Theorem 3.2
are fulfilled, and that the sequence {xk} generated by the bundle proximal algorithm is infinite.
Then {xk} converges to some solution to problem EP.
For practical implementation, it is necessary to give a stopping criterion. In order to present
it, we introduce the definition of a stationary point.
Definition 3.2. Let ∆ ≥ 0. A point x∗ ∈ IRn is called a ∆−stationary point of problem EP if
x∗ ∈ C and if
∃ γ ∈ ∂∆(fx∗ + ψC)(x∗) such that ‖γ‖ ≤ ∆.
Using the definition of the ∆−subdifferential of the convex function fx∗ + ψC , we obtain
that if x∗ is a ∆−stationary point of problem EP, then
∀y ∈ C fx∗(y) ≥ fx∗(x∗) + 〈γ, y − x∗〉 −  ≥ −∆ ‖y − x∗‖ −∆,
where we have used fx∗(x∗) = 0, the Cauchy-Schwarz inequality and ‖γ‖ ≤ .
Observe that if ∆ = 0, then a ∆−stationary point of problem EP is a solution to problem EP.
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Now to prove that the iterate xk generated by the bundle algorithm is a ∆-stationary point of
problem EP for k large enough, we need the following results.
Proposition 3.4. Let yik be the solution to problem (P ik) and let
γik =
1
ck
[∇h(xk)−∇h(yik)] and δik := 〈γik, yik − xk〉 − f¯ ik(yik). (3.24)
Then
δik ≥ 0 and γik ∈ ∂δik(fk + ψC)(xk).
Proof. By optimality of yik, we obtain that
0 ∈ ck∂(f¯ ik + ψC)(yik) +∇h(yik)−∇h(xk),
i.e.,
γik ∈ ∂(f¯ ik + ψC)(yik).
Hence by definition of the subdifferential and since f¯ ik ≤ fk, we have, for all x ∈ C
fk(x) ≥ f¯ ik(x) ≥ f¯ ik(yik) + 〈γik, x− yik〉. (3.25)
In particular for x = xk, and noting that fk(xk) = 0, we deduce that
0 ≥ f¯ ik(yik) + 〈γik, xk − yik〉,
i.e., that δik ≥ 0.
On the other hand, from (3.25) and the definition of δik, we can write for all x ∈ C,
fk(x) ≥ f¯ ik(yik) + 〈γik, x− yik〉 = fk(xk) + 〈γik, x− xk〉 − δik,
i.e., that γik ∈ ∂δik(fk + ψC)(xk).
Theorem 3.7. Suppose that ck ≥ c > 0 for all k ∈ IN and that all assumptions of Theorem 3.2
hold. Let {xk} be the sequence generated by the bundle proximal algorithm.
(i) If {xk} is infinite, then the sequences {γikk }k and {δikk }k converge to zero.
(ii) If {xk} is finite with k the latest index, then the sequences {γik}i and {δik}i converge to zero.
Proof. (i) Since {xk}k is infinite, it follows from Theorem 3.6 that {xk} converges to some
solution x∗ to problem EP.
On the other hand, we have, for all k
0 ≤ ‖γikk ‖ = ‖
∇h(xk)−∇h(yikk )
ck
‖ ≤ Λ
c
‖xk − yikk ‖ =
Λ
c
‖xk − xk+1‖,
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because∇h is Lipschitz-continuous with constant Λ > 0, ck ≥ c > 0 and yikk = xk+1. Since
‖xk+1 − xk‖ → 0, we obtain that the sequence {γikk }k converges to zero. Moreover, since
|〈γikk , yikk − xk〉| ≤ ‖γikk ‖ ‖yikk − xk‖ = ‖γikk ‖ ‖xk+1 − xk‖,
we also obtain that 〈γikk , yikk − xk〉 → 0 when k → +∞. Finally, by definition of xk+1 and
(3.23), we have
1
µ
fk(x
k+1) ≤ f¯ ikk (xk+1) ≤ fk(xk+1). (3.26)
But fk(xk+1) = f(xk, xk+1)→ f(x∗, x∗) = 0 by continuity of fk, so that (3.26) implies that
f¯ ikk (x
k+1)→ 0. Consequently, we obtain that δik → 0 when k → +∞.
(ii) Let k be the latest index of the sequence {xk}. Then xk is a solution to problem EP by
Theorem 3.5 and {yik}i converges to y¯k when i → +∞ by Lemma 3.1. Hence xk = y¯k and
‖xk − yik‖ → 0 when i → +∞. But this means that {γik}i converges to zero. Moreover, by
Lemma 3.1, for i→ +∞, we have fk(yik)− f¯ ik(yik)→ 0 and thus f¯ ik(yik) = f¯ ik(yik)− fk(yik) +
fk(y
i
k) → 0 because fk is continuous and fk(yik) = f(xk, yik) → f(xk, xk) = 0. Consequently
δik → 0 when i→ +∞.
Thanks to Proposition 3.4 and Theorem 3.7, we can easily introduce a stopping criterion in
the bundle proximal algorithm just after Step 1 as follows.
Compute γik and δ
i
k by using (3.24). If ‖γik‖ ≤ ∆ and δik ≤ ∆, then Stop: xk is a ∆−stationary
point of problem EP. Otherwise, go to Step 2 of the bundle proximal algorithm.
Let us mention that this criterion is a generalization of the classical stopping test for bundle
methods in optimization (see, e.g., [58]).
3.4 Application to Variational Inequality Problems
First we apply the bundle proximal algorithm for solving problem GVIP under the assumption
that F : IRn → IRn is a continuous mapping and ϕ : IRn → IR a convex function. As we know
it, this problem is a particular case of problem EP corresponding to the function f defined,
for all x, y ∈ IRn, by f(x, y) = 〈F (x), y − x〉 + ϕ(y) − ϕ(x). Since the function ϕ may be
nondifferentiable, we choose as model f¯ ik, the function
f¯ ik(y) = θ
i
k(y)− ϕ(xk) + 〈F (xk), y − xk〉,
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where θik is a piecewise linear convex function which approximates ϕ at x
k. Moreover, we
assume that this function θik satisfies the three following conditions:
(C ′1) θik ≤ ϕ on C for i = 1, 2, . . .
(C ′2) θi+1k ≥ ϕ(yik) + 〈s′(yik), · − yik〉 on C for i = 1, 2, . . .
(C ′3) θi+1k ≥ l′ik on C for i = 1, 2, . . .
where γik =
1
ck
[∇h(xk)−∇h(yik)], l′ik(y) = θik(yik) + 〈γik − F (xk), y − yik〉, and s(yik) denotes
the subgradient of ϕ available at yik.
With these choices, problem (P ik) is equivalent to the problem
min
y∈C
{ ckθik(y) + ck〈F (xk), y − xk〉+ h(y)− h(xk)− 〈∇h(xk), y − xk〉},
and (3.23) becomes
ϕ(xk)− ϕ(yik) ≥ µ [ϕ(xk)− θik(yik)] + (1− µ)〈F (xk), yik − xk〉.
Finally, the bundle proximal algorithm can be particularized as follows:
Bundle Algorithm for problem GVIP
Data: Let x0 ∈ C, µ ∈ (0, 1), and let {ck}k∈IN be a sequence of positive numbers.
Step 1. Set y00 = x
0 and k = 0, i = 1.
Step 2. Choose a piecewise linear convex function θik satisfying (C
′1)− (C ′3) and solve
min
y∈C
{ ckθik(y) + ck〈F (xk), y − xk〉+ h(y)− h(xk)− 〈∇h(xk), y − xk〉} (3.27)
to obtain the unique optimal solution yik ∈ C.
Step 3. If
ϕ(xk)− ϕ(yik) ≥ µ [ϕ(xk)− θik(yik)] + (1− µ) 〈F (xk), yik − xk〉, (3.28)
then set xk+1 = yik, y
0
k+1 = x
k+1, replace k by k + 1 and set i = 0.
Step 4. Replace i by i+ 1 and go to Step 2.
This algorithm was presented by Salmon et al. in [75] and proven to be convergent under
the assumption that F is ϕ−co-coercive on C. Thanks to Proposition 3.3, we can deduce from
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Theorem 3.6 the convergence theorems obtained in [75] for the bundle method applied for
solving problem GVIP (see Theorems 4.2 and 4.3 in [75]).
Theorem 3.8. Suppose that the sequence {ck} is nonincreasing and satisfies 0 < c ≤ ck for
all k.
If F is ϕ−co-coercive on C with γ > c0
2 β µ2
, and if the sequence {xk} generated by the bundle
proximal algorithm for solving GVIP is infinite, then the sequence {xk} converges to some
solution to problem GVIP.
Proof. From Theorem 3.6 and Proposition 3.3, we only have to prove that if γ >
c0
2βµ2
then
there exists τ > 0 such that c0 <
βµ
τ
and µ ≥ 1
2τγ
. Since c0 < 2βµ2γ, it is sufficient to set
τ =
1
2µ γ
> 0 to obtain the two inequalities.
As a second application, we apply the general algorithm to problem MVIP. This prob-
lem corresponds to problem EP with the function f defined, for all x, y ∈ C, by f(x, y) =
sup
ξ∈F (x)
〈ξ, y − x〉 where F : C → 2IRn is a continuous multivalued mapping with compact val-
ues. Thanks to Proposition 23 in [5], it is easy to see that f is continuous on C×C. At iteration
k, we consider the approximating function f¯k(y) = 〈ξk, y − xk〉 with ξk ∈ F (xk). Here, we
assume that at least one element of F (x) is available for each x ∈ C. When h is the squared
norm, the subproblem (P¯k) becomes
min
y∈C
{ck〈ξk, y − xk〉+ 1
2
‖y − xk‖2}. (3.29)
We observe that the optimality conditions associated with (3.29) are
〈ckξk + yk − xk, y − yk〉 ≥ 0 for all y ∈ C, (3.30)
where yk is a solution to problem (P¯k). In other words, yk is the orthogonal projection of the
vector xk − ck ξk over C. This problem is a particular convex quadratic programming problem
whose solution can be found explicitly when C has a special structure as a box, a ball, . . . .
Without loss of generality, we can assume that yk 6= xk. Indeed, if yk = xk, then it is easy to
see that xk is a solution to problem MVIP.
Our aim is first to find conditions to ensure that the function f¯k defined above is a µ-
approximation of fk at xk and then to apply Theorem 3.3 to get the convergence of the sequence
{xk}. In that purpose, we introduce the following definitions.
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Definition 3.3. Let F : C → 2IRn .
(i) F is strongly monotone on C if ∃α > 0 such that ∀x, y ∈ C ∀ξ1 ∈ F (x) for all ξ2 ∈ F (y),
one has
〈ξ1 − ξ2, x− y〉 ≥ α‖x− y‖2.
(ii) F is Lipschitz continuous on C if ∃L > 0 such that ∀x, y ∈ C, one has
g(x, y) ≤ L‖x− y‖,
where
g(x, y) := sup
ξ1∈F (x)
inf
ξ2∈F (y)
‖ξ1 − ξ2‖2. (3.31)
(iii) F is co-coercive on C if ∃ γ > 0 such that ∀x, y ∈ C ∀ξ1 ∈ F (x)∀ξ2 ∈ F (y), one has
〈ξ1 − ξ2, x− y〉 ≥ γg(x, y) .
In the next proposition, we present the main property of the function f¯k.
Proposition 3.5. Suppose F is co-coercive on C with constant γ > 0. Let µ ∈ (0, 1) and
xk ∈ C. If ck ≤ 4γ(1 − µ), then the function f¯k(y) = 〈ξk, y − xk〉 with ξk ∈ F (xk) is a
µ-approximation of fk at xk, i.e., f¯k ≤ fk and fk(yk) ≤ µf¯k(yk) where yk is a solution of
problem (P¯k).
Proof. Let µ ∈ (0, 1) and ξk, ξ ∈ F (xk). From (3.30) with y = xk, we deduce that
ck〈ξk, yk − xk〉 ≤ −‖xk − yk‖2 < 0. (3.32)
Using successively the co-coercivity of F , the definition of g in (3.31) and the Cauchy Schwarz
inequality. We have, for every η ∈ F (yk) and for any ν > 0, that
〈ξ − ξk, yk − xk〉 = 〈ξ − η, yk − xk〉+ 〈η − ξk, yk − xk〉
≤ −γg(xk, yk) + ‖η − ξk‖ ‖yk − xk‖
≤ −γg(xk, yk) + (1/2ν)‖η − ξk‖2 + ν/2‖yk − xk‖2.
Taking the infimum on η ∈ F (yk) and using (3.32), we obtain
〈ξ − ξk, yk − xk〉 ≤ −γg(xk, yk) + (1/2ν) infη∈F (yk) ‖η − ξk‖2
+ ν/2‖yk − xk‖2
≤ ( 1
2ν
− γ) g(xk, yk)− νck
2
〈ξk, yk − xk〉
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for all ν > 0. Choosing ν = 1/(2γ), we can write
〈ξ, yk − xk〉 ≤ (1− ck
4γ
) 〈ξk, yk − xk〉.
Finally, taking the supremum on ξ ∈ F (xk), and using the condition ck < 4γ(1−µ), we deduce
the thesis.
Since f¯k is a µ-approximation of fk at xk for a suitable value of ck, using this approximating
function, the general algorithm becomes:
Given xk ∈ C and ck > 0, choose ξk ∈ F (xk) and solve the problem
min
y∈C
{ck 〈ξk, y − xk〉+ 1
2
‖y − xk‖2}
to get xk+1.
In particular case, when F is co-coercive on C, the assumptions (i) and (ii) of Theorem 3.2
are satisfied.
Proposition 3.6. Let f(x, y) = sup
ξ∈F (x)
〈ξ, y − x〉 and g defined by (3.31). Then
(i) for every x, y, z ∈ C and for any ν > 0,
f(x, z)− f(y, z)− f(x, y) ≤ 1
2ν
g(x, y) +
ν
2
‖z − y‖2,
(ii) if F is co-coercive on C with constant γ, then for every x, y ∈ C,
f(x, y) ≥ 0⇒ f(y, x) ≤ −γg(x, y).
Finally, for the sequence {xk} generated by this algorithm, we obtain the following conver-
gence theorem.
Theorem 3.9. Suppose F is co-coercive on C with constant γ > 0. Let {ck} be a nonincreasing
sequence bounded away from 0. If ck < 4(2−
√
3) γ for all k, then the sequence {xk} converges
to some solution x∗ to problem MVIP.
Proof. Since β = 1, from Propositions 3.5 and 3.6, and from Theorem 3.3, we only have to
prove that there exist µ ∈ (0, 1), and ν > 0 such that
ck ≤ 4γ(1− µ), ck < µ
ν
,
1
2νγ
≤ µ.
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Choosing the smallest possible ν, we obtain ν = 1/(2µγ). Then the previous conditions be-
come:
ck ≤ 4γ(1− µ) and ck < 2µ2γ. (3.33)
It is easy to see that the maximum of the function r(µ) = min {4γ(1 − µ), 2µ2γ} occurs at
µ =
√
3− 1 and has 4(2−√3)γ for optimal value. So the conditions (3.33) are satisfied with
this value of µ if ck < 4(2−
√
3) γ.
When F is singlevalued, the approximating function f¯k coincides with fk. In that case,
µ = 1 and Proposition 3.5 must not be considered. This means that only the second inequality
in (3.33) must be retained, i.e., ck < 2γ.
An interesting particular case is when F is strongly monotone (with constant α > 0) and
Lipschitz continuous (with constant L > 0) on C. Then, for all x, y ∈ C,
g(x, y) ≤ L2 ‖x− y‖2.
Hence, F being strongly monotone, we have, for all x, y ∈ C and ξ ∈ F (x), η ∈ F (y), that
〈ξ − η, x− y〉 ≥ α ‖x− y‖2 ≥ α
L2
g(x, y).
But this means that F is co-coercive onC with constant γ = α/L2. Then Theorem 3.9 becomes:
Theorem 3.10. Suppose F is strongly monotone (with constant α > 0) and Lipschitz continu-
ous (with constant L > 0) on C. Let {ck} be a nonincreasing sequence bounded away from 0.
If ck < 4(2 −
√
3) α
L2
for all k, then the sequence {xk} converges to the unique solution x∗ to
problem MVIP. When F is singlevalued, the same property holds but with ck < 2αL2 for all k.
Let us mention that when F is singlevalued, we retrieve a classical result for variational
inequalities (see, for instance, [1], [2], [38], [39]). In the multivalued case, our algorithm has
been studied by El Farouq in [29] but under the assumption that the series
∑
c2k is convergent,
and thus that the sequence {ck} converges to 0.
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Chapter 4
Interior Proximal Extragradient Methods
In this chapter we present a new and efficient method for solving equilibrium problems on poly-
hedra. The method is based on an interior-quadratic proximal term which replaces the usual
quadratic proximal term. This leads to an interior proximal type algorithm. Each iteration con-
sists in a prediction step followed by a correction step as in the extragradient method. In a first
algorithm each of these steps is obtained by solving an unconstrained minimization problem,
while in a second algorithm the correction step is replaced by an Armijo-backtracking line-
search followed by an hyperplane projection step. We prove that our algorithms are convergent
under mild assumptions: pseudomonotonicity for the two algorithms and a Lipschitz property
for the first one. Finally we present some numerical experiments to illustrate the behavior of
the proposed algorithms.
4.1 Preliminaries
In this chapter, we consider problem EP where C is a polyhedral set with a nonempty interior
given by C = {x |Ax ≤ b} with A an m× n (m ≥ n) matrix of full rank with row ai, and b a
vector in IRm with rows bi.
An important example of such a C is the nonnegative orthant of IRn. We also assume that f
is continuous on C × C and that f(x, ·) is convex and subdifferentiable on C for all x ∈ C. In
order to take account of the constraints, we consider a distance-like function, denoted Dϕ(x, y).
This function is constructed from a class of functions ϕ : IR→ (−∞,+∞] of the form
ϕ(t) = µh(t) +
ν
2
(t− 1)2, (4.1)
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where ν > µ > 0 and h is a closed and proper convex function satisfying the following addi-
tional properties:
(a) h is twice continuously differentiable on (0,+∞), the interior of its domain,
(b) h is strictly convex on its domain,
(c) limt→0+ h
′
(t) = −∞,
(d) h(1) = h′(1) = 0 and h′′(1) = 1, and
(e) For t > 0, 1− t−1 ≤ h′(t) ≤ t− 1.
Amongst all the functions h satisfying properties (a) − (e), let us mention the following
one:
h(t) =
{
t− log t− 1 if t > 0,
+∞ otherwise.
The corresponding function ϕ is called the logarithmic-quadratic function. It enjoys attrac-
tive properties for developing efficient algorithms (see [12] and [16] for the properties of this
function).
Another function h which is also often used in the literature (see, for example, [21] and
[71]) is
h(t) =
{
t log t− t+ 1 if t > 0,
+∞ otherwise.
Associated with ϕ, we consider the ϕ−divergence proximal distance
dϕ(x, y) =
n∑
j=1
y2jϕ
(
xj
yj
)
for all x, y ∈ IRn++,
and for any x, y ∈ intC, we define the distance-like function Dϕ by
Dϕ(x, y) = dϕ(l(x), l(y)) for all x, y ∈ intC,
where l(x) = (l1(x), . . . , ln(x)) and lj(x) = bj − 〈aj, x〉, j = 1, . . . , n.
It is easy to see that
Dϕ(x, y) = µDh(x, y) +
ν
2
‖A(x− y)‖2 for all x, y ∈ intC,
showing the barrier and regularization terms. Note that A being of full rank, the function
(u, v) → 〈AT Au, v〉 defines on IRn an inner product denoted 〈u, v〉A with ‖u‖A := ‖Au‖ =
〈Au,Au〉 12 , so that we can write
Dϕ(x, y) = µDh(x, y) +
ν
2
‖x− y‖2A for all x, y ∈ intC. (4.2)
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With this distance, the basic iteration of our method can be written as follows: Given xk ∈ intC,
find xk+1 ∈ intC, the solution of the unconstrained problem
(Pk) miny{ckf(xk, y) +Dϕ(y, xk)}.
This method has been intensively studied by Auslender et al. for solving particular equi-
librium problems as the convex optimization problems (see, for example, [9], [12], [14], [15])
and the variational inequality problems (see, for example, [10], [11], [13], [15]). See also [21],
[22], [24], [83], [87].
Our aim in this chapter is to study extragradient methods based on problem (Pk) for solving
problem EP where C = {x |Ax ≤ b}. In the next two sections, we assume that ϕ is of the form
(4.1) with h a function satisfying properties (a)− (e).
4.2 Interior Proximal Extragradient Algorithm
Let us recall some preliminary results which will be used later in our analysis. First, for all
x, y, z ∈ IRn, it is easy to see that
‖x− y‖2A + ‖x− z‖2A = ‖y − z‖2A + 2〈x− z, x− y〉A. (4.3)
Next, let us introduce a lemma that plays a key role in the convergence analysis.
Lemma 4.1. For all x, y ∈ intC and z ∈ C, it holds that
(i) Dϕ(·, y) is differentiable and strongly convex on intC with modulus ν, i.e.,
〈∇1Dϕ(x, p)−∇1Dϕ(y, p), x− y 〉 ≥ ν ‖x− y‖2A for all p ∈ intC,
where ∇1Dϕ(x, p) denotes the gradient of Dϕ(·, p) at x.
(ii) Dϕ(x, y) = 0 if and only if x = y,
(iii)∇1Dϕ(x, y) = 0 if and only if x = y,
(iv) 〈∇1Dϕ(x, y), x− z〉 ≥
(
ν + µ
2
)
(‖x− z‖2A − ‖y − z‖2A) +
(
ν − µ
2
)
‖x− y‖2A.
Proof. See Proposition 2.1. in [12] and Proposition 4.1 in [24].
The next result is crucial to establish the existence and the characterization of a solution to
subproblem (Pk).
69
Theorem 4.1. Let F : C → IR ∪ {+∞} be a closed proper convex function such that domF ∩
intC 6= ∅. Given x ∈ intC and ck > 0. Then there exists a unique y ∈ intC such that
y = arg min
z
{ckF (z) +Dϕ(z, x)}
and
0 ∈ ck∂F (y) +∇1Dϕ(y, x),
where ∂F (y) denotes the subdifferential of F at y.
Proof. See Lemma 3.3 in [9].
Now we present a first interior proximal extragradient algorithm for solving problem EP.
Interior Proximal Extragradient Algorithm (IPE)
Data: Let x0 ∈ C, choose c0 > 0 and a couple of positive parameters (ν, µ) such that ν > µ.
The corresponding distance function is denoted Dϕ.
Step 1. Set k = 0.
Step 2. Solve the interior proximal convex program
min
y
{ckf(xk, y) +Dϕ(y, xk)} (4.4)
to obtain its unique solution yk. If yk = xk, then Stop: xk is a solution to problem EP.
Otherwise, go to Step 3.
Step 3. Solve the interior proximal convex program
min
y
{ckf(yk, y) +Dϕ(y, xk)} (4.5)
to obtain its unique solution xk+1.
Step 4. Replace k by k + 1, choose ck > 0 and return to Step 2.
First observe that the algorithm is well defined. Indeed, thanks to Theorem 4.1 with function
F defined by f(xk, ·) and f(yk, ·), respectively, the subproblems (4.4) and (4.5) have a unique
solution and
0 ∈ ck∂2f(xk, yk) +∇1Dϕ(yk, xk) and 0 ∈ ck∂2f(yk, xk+1) +∇1Dϕ(xk+1, xk),
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where ∂2f(x, y) denotes the subdifferential of f(x, ·) at y.
Consequently, using the definition of the subdifferential, we can write
ckf(x
k, y) ≥ ckf(xk, yk) + 〈∇1Dϕ(yk, xk), yk − y〉 for all y ∈ C, (4.6)
and
ckf(y
k, y) ≥ ckf(yk, xk+1) + 〈∇1Dϕ(xk+1, xk), xk+1 − y〉 for all y ∈ C. (4.7)
In the next proposition, we justify the stopping criterion.
Proposition 4.1. If yk = xk, then xk is a solution to problem EP.
Proof. When yk = xk, the inequality (4.6) becomes
ckf(x
k, y) ≥ ckf(xk, xk) + 〈∇1Dϕ(xk, xk), xk − y〉 for all y ∈ C.
Since f(xk, xk) = 0 and ∇1Dϕ(xk, xk) = 0 (by Lemma 4.1(iii)), it follows that
ckf(x
k, y) ≥ 0 for all y ∈ C,
i.e., that xk is a solution to problem EP.
Now we are in a position to prove the convergence of the IPE algorithm.
Theorem 4.2. Suppose that ν > 5µ and that there exist two positive parameters d1 and d2 such
that
∀x, y, z ∈ C f(x, y) + f(y, z) ≥ f(x, z)− d1‖y − x‖2A − d2‖z − y‖2A. (4.8)
Then the following statements hold:
(i) If x∗ ∈ S∗d , then
∆(xk)−∆(xk+1) ≥
(
1
2
− 2µ+ck d1
ν−µ
)
‖yk − xk‖2A
+
(
1
2
− µ+ck d2
ν−µ
)
‖xk+1 − yk‖2A,
(4.9)
where ∆(x) =
(
1
2
+
µ
ν − µ
)
‖x− x∗‖2A;
(ii) If 0 < c ≤ ck < min
{
ν − 5µ
2 d1
,
ν − 3µ
2 d2
}
, then the sequence {xk} is bounded and every
limit point of {xk} is a solution to problem EP. In addition, if S∗d = S∗, then the whole sequence
{xk} tends to a solution of problem EP.
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Proof. (i) Take any x∗ ∈ S∗d and consider the inequality (4.6) with y = xk+1. Then
ckf(x
k, xk+1)− ckf(xk, yk) ≥ 〈∇1Dϕ(yk, xk), yk − xk+1〉.
Using first Lemma 4.1 (iv) to the right hand side of this inequality and then the equality (4.3)
with x = yk, y = xk+1 and z = xk, we obtain successively
ckf(x
k, xk+1)− ckf(xk, yk) ≥ θ (‖yk − xk+1‖2A − ‖xk − xk+1‖2A)
+ (ν − θ)‖yk − xk‖2A
= θ (−‖yk − xk‖2A + 2〈yk − xk, yk − xk+1〉A)
+ (ν − θ)‖yk − xk‖2A (4.10)
= −µ ‖yk − xk‖2A
+ (ν + µ)〈yk − xk, yk − xk+1〉A,
where θ = ν+µ
2
.
On the other hand, considering the inequality (4.7) with y = x∗, we have
ckf(y
k, x∗)− ckf(yk, xk+1) ≥ 〈∇1Dϕ(xk+1, xk), xk+1 − x∗〉.
Using again Lemma 4.1 (iv) and the equality (4.3) with x = xk+1 ∈ intC, y = xk ∈ intC,
z = x∗ ∈ C, we obtain that
ckf(y
k, x∗)− ckf(yk, xk+1) ≥ θ(‖xk+1 − x∗‖2A − ‖xk − x∗‖2A)
+ (ν − θ)‖xk+1 − xk‖2A
= θ(‖xk+1 − x∗‖2A − ‖xk − x∗‖2A)
+ (ν − θ)‖xk − x∗‖2A
− (ν − θ)‖xk+1 − x∗‖2A
+ 2(ν − θ)〈xk+1 − xk, xk+1 − x∗〉A
= µ‖xk+1 − x∗‖2A − µ‖xk − x∗‖2A
+ (ν − µ)〈xk+1 − xk, xk+1 − x∗〉A,
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Noting that ν − µ > 0 and f(yk, x∗) ≤ 0 because x∗ ∈ S∗d , we deduce from the above
inequality that
〈xk+1 − xk, x∗ − xk+1〉A ≥ ck
ν − µf(y
k, xk+1)
+
µ
ν − µ‖x
k+1 − x∗‖2A −
µ
ν − µ‖x
k − x∗‖2A
≥ ck
ν − µ [f(x
k, xk+1)− f(xk, yk)] (4.11)
− ckd1
ν − µ‖y
k − xk‖2A −
ckd2
ν − µ‖x
k+1 − yk‖2A
+
µ
ν − µ‖x
k+1 − x∗‖2A −
µ
ν − µ‖x
k − x∗‖2A
where the second inequality is obtained after using assumption (4.8) with x = xk, y = yk and
z = xk+1.
On the other hand, from equality (4.3) with x = xk+1, y = x∗, z = xk and then with x = yk,
y = xk+1 and z = xk, we deduce
‖xk − x∗‖2A − ‖xk+1 − x∗‖2A = ‖xk+1 − xk‖2A + 2〈xk+1 − xk, x∗ − xk+1〉A, (4.12)
and
‖xk+1 − xk‖2A = −2〈yk − xk, yk − xk+1〉A + ‖xk+1 − yk‖2A + ‖yk − xk‖2A. (4.13)
Finally, using successively (4.12), (4.11), (4.10), (4.13), and the inequality
〈yk − xk, yk − xk+1〉A ≥ −‖yk − xk‖A ‖yk − xk+1‖A
≥ −1
2
‖yk − xk‖2A − 12 ‖yk − xk+1‖2A,
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we obtain the following equalities and inequalities
∆(xk)−∆(xk+1) = 1
2
‖xk+1 − xk‖2A + 〈xk+1 − xk, x∗ − xk+1〉A
+ µ
ν−µ‖xk − x∗‖2A − µν−µ‖xk+1 − x∗‖2A
≥ 1
2
‖xk+1 − xk‖2A + ckν−µ [f(xk, xk+1)− f(xk, yk)]
− ckd1
ν−µ‖yk − xk‖2A − ckd2ν−µ‖xk+1 − yk‖2A
≥ 1
2
‖xk+1 − xk‖2A + ν+µν−µ〈yk − xk, yk − xk+1〉A
− µ+ck d1
ν−µ ‖yk − xk‖2A − ckd2ν−µ‖xk+1 − yk‖2A
= (1
2
− µ+ck d1
ν−µ )‖yk − xk‖2A + (12 − ckd2ν−µ )‖xk+1 − yk‖2A
+ 2µ
ν−µ 〈yk − xk, yk − xk+1〉A
≥ (1
2
− 2µ+ck d1
ν−µ )‖yk − xk‖2A
+ (1
2
− µ+ck d2
ν−µ )‖xk+1 − yk‖2A
(ii) Since ν > 5µ and 0 < ck < min{ν − 5µ
2 d1
,
ν − 3µ
2 d2
}, we have 1
2
− 2µ+ ck d1
ν − µ > 0 and
1
2
− µ+ ckd2
ν − µ > 0. Consequently, from part (i), we obtain that
∆(xk)−∆(xk+1) ≥
(
1
2
− 2µ+ ck d1
ν − µ
)
‖yk − xk‖2A ≥ 0 for all k.
This implies that the positive sequence {∆(xk)} is nonincreasing. Hence this sequence con-
verges in IR and consequently, is bounded and such that
lim
k→+∞
‖yk − xk‖2A = 0. (4.14)
Let x¯ be a limit point of {xk}. Then x¯ = lim
j→+∞
xkj , and, by (4.14), x¯ = lim
j→+∞
ykj . Using (4.6)
and Lemma 4.1(iv), we have for all y ∈ C and all j that
ckjf(x
kj , y)− ckjf(xkj , ykj) ≥ 〈∇1Dϕ(ykj , xkj), ykj − y〉 (4.15)
≥ ν + µ
2
(‖ykj − y‖2A − ‖xkj − y‖2A).
Taking j → +∞ in (4.15) and noting that f(x¯, x¯) = 0 and 0 < c < ck ≤ min{ν−5µ2d1 ,
ν−3µ
2d2
}, we
obtain
f(x¯, y) ≥ 0 for all y ∈ C,
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which means that x¯ is a solution to problem EP.
Suppose now that S∗d = S
∗. Then the whole sequence {xk} converges to x¯. Indeed, defining
∆(xk) with x∗ = x¯ ∈ S∗d , we have ∆(xkj)→ 0 because xkj → x¯. So the sequence ∆(xk) being
nonincreasing, the whole sequence {∆(xk)} also converges to 0 and thus ‖xk − x¯‖A → 0, i.e.,
xk → x¯.
When the function f(x, ·) is nonsmooth, it can be difficult to solve subproblems (4.4) and
(4.5). In that case, we can use a bundle strategy as in nonsmooth optimization [12] (see also
[83], [84]). For subproblem (4.4), the idea is to approximate the function f(xk, ·) from below
by a piecewise linear convex function ψk and to take for the next iterate the solution yk of the
following subproblem
min
y
{ckψk(y) +Dϕ(y, xk)}. (4.16)
More precisely, ψk is constructed, thanks to a sequence ψki , i = 1, 2, . . . as follows:
The starting data are yk0 = x
k, gk0 ∈ ∂2f(xk, yk0) and ψk1(y) = f(xk, yk0) + 〈gk0 , y − yk0〉 for all
y ∈ IRn.
Suppose at iteration i ≥ 1 that ψki is known. Then ψki+1 is obtained by the following steps:
Step 1: Solve subproblem (4.16) with ψk replaced by ψki to get yki ; set dki = −∇1Dϕ(yki , xk)
and lki (y) = ψ
k
i (y
k
i ) + 〈dki , y − yki 〉.
Step 2: Choose ψki+1 : IRn → IR as a piecewise linear convex function satisfying the conditions:
(C1) lki ≤ ψki+1 ≤ f(xk, ·)
(C2) f(xk, yki ) + 〈gki , y − yki 〉 ≤ ψki+1(y) for all y ∈ IRn with gki ∈ ∂2f(xk, yki ).
It can be proven (see Theorem 3.2 in [12]) that after finitely many steps i, this algorithm gives
a point yki and a model ψ
k
i such that
f(xk, yki ) ≤ η ψki (yki ) (0 < η < 1).
In that case we consider that the approximate function ψki is appropriate and we set ψ
k = ψki
and yk = yki .
Next, in order to obtain an efficient algorithm, the functions ψki must be chosen in such a way
that the subproblems (4.16) (with ψk replaced by ψki ) can be easily solved. In [12] it is shown
that for C = IRn+ and
ψki+1(y) = max{lki (y), f(xk, yki ) + 〈gki , y − yki 〉} for all y ∈ IRn,
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the conditions (C1) and (C2) are satisfied and the subproblems (4.16) can be simplified and
reduced to minimizing a function of a single variable (see also [84], for other examples and
properties of the models ψki ). Since a similar strategy can be developed for solving subproblem
(4.5), we finally obtain an implementable algorithm whose convergence results can be proven
exactly as in [84].
4.3 Interior Proximal Linesearch Extragradient Method
Convergence of the IPE algorithm requires that the function f satisfies condition (4.8). This
condition depends on two positive parameters d1 and d2 and in some cases, they are unknown
or difficult to approximate. So in this section, we modify the second step of the algorithm us-
ing a linesearch and an hyperplane projection step in order to obtain the convergence without
assuming that condition (4.8) is satisfied. When a quadratic regularization term is used, this
strategy has been initiated by Konnov [42, 43, 44] in the particular case where f is differen-
tiable. The non differentiable convex case has been recently considered by Quoc et al. [72].
In this section, we replace the usual quadratic proximal distance by the ϕ-divergence proximal
distance Dϕ defined in (4.2), and as in [72], we suppose that
(D1) C is contained in an open convex set Λ ⊂ IRn,
(D2) f : Λ× Λ→ IR is a continuous function satisfying f(x, x) = 0 for each x ∈ Λ and f(x, ·)
is convex for each x ∈ Λ.
Before giving the algorithm and in order to obtain more flexibility in the choice of the steplength,
we introduce a sequence {γk} which satisfies the properties
γk ∈ (0, 2) ∀k = 0, 1, . . . and lim inf
k→+∞
γk(2− γk) > 0. (4.17)
Obviously, γk = 1 for all k is an example of such a sequence.
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The Interior Proximal Linesearch Extragradient Algorithm (IPLE)
Data: Let x0 ∈ intC, choose θ ∈ (0, 1), τ ∈ (0, 1), α ∈ (0, 1), c > 0, c0 ≥ c > 0 and choose
positive parameters ν, µ such that ν > µ.
Step 1. Set k = 0.
Step 2. Solve the convex program
min
y
{ckf(xk, y) +Dϕ(y, xk)} (4.18)
to obtain its unique solution yk. If yk = xk, then Stop: xk is a solution to problem EP.
Otherwise, go to Step 3.
Step 3. Find the smallest nonnegative integer m such that
f(zk,m, xk)− f(zk,m, yk) ≥ α
ck
Dϕ(y
k, xk), (4.19)
where zk,m = (1− θm)xk + θmyk. Set zk = zk,m and go to Step 4.
Step 4. Take gk ∈ ∂2f(zk, xk).
Compute σk =
f(zk, xk)
‖gk‖2 and x
k+1 = (1− τ)xk + τPC(xk − γkσkgk),
where PC(z) denotes the orthogonal projection of z over C.
Step 5. Replace k by k + 1, choose ck ≥ c > 0 and go to Step 2.
Remark 4.1. Algorithm (IPLE) is an extension of the combined relaxation method proposed
by Konnov [44] for solving a differentiable monotone equilibrium problem. The Armijo-
backtracking linesearch (Step 2) is slightly different from Konnov’s one to take account of
the ϕ-divergence proximal distance and of the fact that f is non differentiable. The hyperplane
projection step (Step 3) is similar, a subgradient gk of f(zk, ·) replacing the gradient of f(zk, ·).
In order to see that Algorithm (IPLE) is well defined, first observe that, by Theorem 4.1, the
solution yk of problem (4.18) exists and is unique. Furthermore, if xk ∈ intC, then xk+1 also
belongs to intC because τ ∈ (0, 1). Finally to state that the linesearch is also well defined, we
introduce the following lemma:
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Lemma 4.2. Suppose that yk 6= xk for some k. Then the next three properties hold:
(i) There exists a nonnegative integer m satisfying (4.19);
(ii) f(zk, xk) > 0;
(iii) 0 6∈ ∂2f(zk, xk).
Proof. (i) By contradiction, we suppose that statement (i) is not true, i.e., that for all nonnega-
tive integer m, we have the inequality
f(zk,m, xk)− f(zk,m, yk) < α
ck
Dϕ(y
k, xk).
Let m→ +∞. Then zk,m → xk and because f is continuous on C ×C and f(x, x) = 0 for all
x ∈ C, we obtain
ckf(x
k, yk) + αDϕ(y
k, xk) ≥ 0. (4.20)
On the other hand, because yk is a solution of (4.18), we have
ckf(x
k, yk) +Dϕ(y
k, xk) ≤ ckf(xk, y) +Dϕ(y, xk) for all y ∈ intC.
Taking y = xk in this inequality and noting that f(xk, xk) = 0 and Dϕ(xk, xk) = 0, we deduce
ckf(x
k, yk) +Dϕ(y
k, xk) ≤ 0.
Combining this inequality and (4.20) and noting that Dϕ(yk, xk) > 0 because yk 6= xk, we
obtain α ≥ 1. But this contradicts the assumption and thus there exists a nonnegative integer m
satisfying (4.19).
(ii) Because f is convex with respect to the second argument, it follows from the definition of
zk that
0 = f(zk, zk) ≤ (1− θm)f(zk, xk) + θmf(zk, yk). (4.21)
Hence, using (4.19), we obtain
f(zk, xk) ≥ θm(f(zk, xk)− f(zk, yk)) ≥ αθ
m
ck
Dϕ(y
k, xk) > 0.
(iii) By contradiction, let us suppose that 0 ∈ ∂2f(zk, xk), i.e., that
f(zk, y) ≥ f(zk, xk) for all y ∈ C.
Taking y = zk, we obtain that f(zk, xk) ≤ 0. This contradicts (ii), and so (iii) holds.
The following lemmas are the key results in our analysis of the convergence of the algorithm
(IPLE).
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Lemma 4.3. (i) The sequence {xk} is bounded and for every solution x∗ ∈ S∗d , the following
inequality holds
‖xk+1 − x∗‖2 ≤ ‖xk − x∗‖2 − τγk(2− γk)(σk‖gk‖)2.
(ii)
+∞∑
k=0
γk(2− γk)(σk‖gk‖)2 < +∞.
Proof. (i) Take x∗ ∈ S∗d . Using successively the definition of xk+1, the convexity of ‖ · ‖2 and
the nonexpansiveness of the projection, we have
‖xk+1 − x∗‖2 = ‖(1− τ)xk + τPC(xk − γkσkgk)− x∗‖2 (4.22)
= ‖(1− τ)(xk − x∗) + τ [PC(xk − γkσkgk)− x∗]‖2
≤ (1− τ)‖xk − x∗‖2 + τ‖PC(xk − γkσkgk)− x∗‖2
≤ (1− τ)‖xk − x∗‖2 + τ‖xk − γkσkgk − x∗‖2
= ‖xk − x∗‖2 + τ‖γkσkgk‖2 − 2τ〈γkσkgk, xk − x∗〉.
On the other hand, because gk ∈ ∂2f(zk, xk), it follows that
f(zk, x∗) ≥ f(zk, xk) + 〈gk, x∗ − xk〉.
Furthermore, since f(zk, x∗) ≤ 0 and σk = f(z
k, xk)
‖gk‖2 , we obtain from the previous inequality
that
〈gk, xk − x∗〉 ≥ σk‖gk‖2.
Using this inequality in (4.22), we deduce that
‖xk+1 − x∗‖2 ≤ ‖xk − x∗‖2 + τ‖γkσkgk‖2 − 2τγk‖σkgk‖2
= ‖xk − x∗‖2 − τγk(2− γk)(σk‖gk‖)2.
In particular, this implies that the sequence {xk} is bounded.
(ii) We easily deduce from part (i) that for all m ∈ IN , we have
0 ≤
m∑
k=0
τγk(2− γk)(σk‖gk‖)2 ≤ ‖x0 − x∗‖2 − ‖xm+1 − x∗‖2 ≤ ‖x0 − x∗‖2.
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So, taking m→ +∞, we obtain
+∞∑
k=0
γk(2− γk)(σk‖gk‖)2 < +∞.
Lemma 4.4. Let x¯ be a limit point of {xk} and let xkj → x¯. Then the sequences {ykj}, {zkj}
and {gkj} are bounded providing that ckj ≤ c¯ for all j.
Proof. Since the sequence {xk} is bounded, it suffices to prove that there exists M such that
‖xkj − ykj‖ ≤M for j large enough to obtain that the sequence {ykj} is bounded. Without loss
of generality, we suppose, that ykj 6= xkj for all j, and we set S(y) = ckjf(xkj , y)+ D¯ϕ(y, xkj).
Since f(xkj , ·) is convex and since, by Lemma 4.1(i), the function Dϕ(·, xkj) is strongly
convex on intC with modulus ν > 0, we have, for all y1, y2 ∈ intC, g1 ∈ ∂S(y1) and g2 ∈
∂S(y2) that
〈g1 − g2, y1 − y2〉 ≥ ν‖y1 − y2‖2A ≥ ν λmin(ATA)‖y1 − y2‖2,
where λmin(ATA) denotes the smallest eigenvalue of the matrix ATA.
Taking y1 = xkj and y2 = ykj and noting that 0 ∈ ∂S(ykj) by definition of ykj , we deduce
from the previous inequality that
∀gj ∈ ∂S(xkj) ν λmin(ATA)‖xkj − ykj‖2 ≤ 〈gj, xkj − ykj〉 ≤ ‖gj‖ ‖xkj − ykj‖.
Since ykj 6= xkj , and since, by Lemma 4.1(iii),∇1Dϕ(xkj , xkj) = 0, we can write
∀gj ∈ ∂2f(xkj , xkj) ν λmin(ATA)‖xkj − ykj‖ ≤ ‖gj‖. (4.23)
On the other hand, let the sequence {fj}j∈IN be defined for all j ∈ IN by fj = f(xkj , ·). By
continuity of f , this sequence of convex functions converges pointwise to the convex function
f(x¯, ·). Since xkj → x¯ ∈ Λ and since f(x¯, ·) is finite on Λ, it follows from Theorem 24.5 in
[74] that there exists an index j0 such that
∀j ≥ j0 ∂f(xkj , xkj) ⊂ ∂f(x¯, x¯) +B,
whereB is the closed Euclidean unit ball of IRn. Since gj ∈ ∂2f(xkj , xkj) for all j and ∂2f(x¯, x¯)
is bounded, this inclusion implies that the right-hand side of (4.23) is bounded. So there exists
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M > 0 such that ‖xkj − ykj‖ ≤M for all j ≥ j0, and the sequence {ykj} is bounded.
The sequence {zkj} being a convex combination of xkj and ykj , it is very easy to see that the
sequence {zkj} is also bounded and that there exists a subsequence of {zkj}, again denoted
{zkj}, that converges to z¯ ∈ C.
Finally, to prove that the sequence {gkj} is bounded, we proceed exactly as for the sequence
{gj} but this time with the sequence {fj}j∈IN defined for all j ∈ IN by fj = f(zkj , ·).
Thanks to Lemmas 4.3 and 4.4, we can deduce the following convergence result.
Theorem 4.3. Suppose that the properties (D1) and (D2) are satisfied and that 0 < c ≤ ck ≤ c¯
for all k. Then the following statements hold:
(i) Every limit point of {xk} is a solution to problem EP.
(ii) If S∗ = S∗d then the whole sequence {xk} converges to a solution of problem EP.
Proof. (i) Let x¯ be a limit point of {xk} and xkj → x¯. Applying Lemma 4.3 (ii) and (4.17), we
deduce that
σkj‖gkj‖ → 0,
i.e., by using the definition of σkj , that
f(zkj , xkj)
‖gkj‖ → 0.
Since, by Lemma 4.4, the sequence {gkj} is bounded, we obtain that f(zkj , xkj)→ 0 as j →
+∞. Furthermore, it follows from (4.21) that for all j,
f(zkj , xkj)− f(zkj , ykj) ≤ 1
θm
f(zkj , xkj).
Combining this inequality with (4.19) and noting, from (4.2), that Dϕ(ykj , xkj) ≥ ν2‖ykj −
xkj‖2A, we have
α ν
2ckj
‖ykj − xkj‖2A ≤
1
θm
f(zkj , xkj).
Consequently, since ckj ≤ c¯ for all j and f(zkj , xkj)→ 0 as j → +∞, we have
lim
j→+∞
‖ykj − xkj‖2A = 0,
and ykj → x¯ because xkj → x¯. Finally, using Theorem 4.1 and Lemma 4.1, we obtain again
inequality (4.15). Taking the limit j → +∞ in (4.15), using the continuity of f and observing
that f(x¯, x¯) = 0 and 0 < c ≤ ckj ≤ c¯ for all j, we deduce immediately that f(x¯, y) ≥ 0 for all
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y ∈ C, i.e., x¯ is a solution to problem EP.
(ii) Let x¯ ∈ S∗ be a limit point of the sequence {xk}. Because S∗ = S∗d , it follows that x¯ ∈ S∗d .
Applying Lemma 4.3 (i), we have that the sequence {‖xk − x¯‖}k is nonincreasing and since
it has a subsequence converging to 0, it converges to zero. Hence, the whole sequence {xk}
converges to x¯ ∈ S∗.
Remark. The (IPE) and (IPLE) algorithms can be interpreted as prediction-correction meth-
ods. Indeed, Step 1 gives a prediction step while Step 2 for (IPE) and Step 3 for (IPLE) bring
a correction step. Recently, such strategies have been intensively used for solving nonlinear
complementarity problems (NLC), i.e., problems where the constraint set and the equilibrium
function are given by
C = IRn+ and f(x, y) = 〈F (x), y − x〉 for all x, y ∈ C, (4.24)
with F : IRn → IRn a (pseudo)monotone and continuous mapping (see, for example, [21], [71],
[87] and [89]).
In these papers, the proximal-point iteration is used in the prediction step and consists, given
xk, in finding a solution x˜k of the system in x:
ckF (x) + x− (1− µ)xk − µX2kx−1 = ξk
when ϕ(t) = ν
2
(t− 1)2 + µ(t− log t− 1) and of the system
ckF (x) + x− xk + µXk log x
xk
= ξk
when ϕ(t) = 1
2
(t− 1)2 + µ(t log t− t+ 1).
Here Xk =diag(xk) and x−1 denotes the vector (x−11 , . . . , x
−1
n ). Furthermore, the error ξ
k must
satisfy the condition: ‖ξk‖ ≤ η‖xk − x˜k‖, 0 < η < 1.
For the NLC problem, a practical choice for ξk is to take ξk = ckF (x) − ckF (xk) so that
the two previous systems become
ckF (x
k) + x− (1− µ)xk − µX2kx−1 = 0 and ckF (xk) + x− xk + µXk log
x
xk
= 0,
following the choice of ϕ. These systems are in fact the optimality conditions associated with
Step 1 in our two algorithms when C and f are as in (4.24). Let us also observe that the
correction step in [71] is similar to Step 2 in (IPE) and the ones in [21, 87, 89] to Step 3 in
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(IPLE) when no Armijo-backtracking linesearch is done. In this sense, we can say that our
algorithms can be considered as generalizations of the algorithms mentioned above for solving
the NLC problem. To end this section, let us also notice that a comparison with Solodov and
Svaiter’s method [79] is developed in [21].
4.4 Numerical Results
The aim of this section is to illustrate the proposed algorithms on a class of equilibrium prob-
lems where C = IRn+ and the equilibrium function
f : C × C → IR is of the form
f(x, y) = 〈Px+Qy + q, y − x〉,
with P and Q two matrices of dimension n. The corresponding equilibrium problem is a gen-
eralized form of an equilibrium problem defined by the Nash-Cournot equilibrium model con-
sidered in [67]. Let us also notice that this problem, in general, is not a variational inequality
problem.
In order to fulfill the assumptions imposed in the previous sections, we suppose that the
matrices P and Q are chosen such that Q is symmetric positive definite and Q− P is negative
semidefinite. Under these assumptions, it can be proven (see [72], p.23) that f is continuous
and monotone, that f(x, ·) is differentiable and convex for all x ∈ C and that condition (4.8) is
satisfied with d1 = d2 = 12‖P −Q‖.
With this choice of function f , solving subproblem (4.4) amounts to solving the subproblem
min
y∈IRn
{ g(y) +Dϕ(y, xk) } (4.25)
where g(y) = ckyTQy + ckbTy and b = (P − Q)x + q. The domain of the objective function
of this problem is IRn+. So it is advisable to first solve its Fenchel dual
min
u∈IRn
{ g∗(u) +Dϕ(·, xk)∗(−u) }
for the reason that its objective function is finite everywhere. Indeed the domain of ϕ∗ is equal
to IR and for all u ∈ IRn, the functions
g∗(u) =
1
4ck
〈u− ck b,Q−1(u− ck b)〉 and Dϕ(·, xk)∗(u) =
n∑
j=1
(xkj )
2 ϕ∗(
uj
xkj
)
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are finite.
Furthermore, since ϕ∗(t) and (ϕ∗)′(t) can be explicitly computed [12], it is possible to solve
the Fenchel dual by using an efficient unconstrained optimization method. Let u∗ denote the
solution of this problem. Then the solution yk of the subproblem (5.12) can be recovered by
using the formula
(yk)j = x
k
j (ϕ
∗)′(−u
∗
j
xkj
) for all j = 1, . . . , n.
To illustrate our two algorithms, we introduce three academic numerical tests of small size. Our
purpose is to compare the behavior of the two algorithms. The data are the following ones: for
the first two examples, the matrix Q and the vector q are
Q =

1.6 1 0 0 0
1 1.6 0 0 0
0 0 1.5 1 0
0 0 1 1.5 0
0 0 0 0 2

and q =

−1
−2
−1
2
−1

,
while for the third example, they are
Q =

2.3550 1.6364 1.8430 2.1540 0.7586
1.6364 1.6620 1.5323 1.4876 0.2901
1.8430 1.5323 2.4317 2.2961 1.0964
2.1540 1.4876 2.2961 2.8473 1.2273
0.7586 0.2901 1.0964 1.2273 0.8085

and q =

−1
−1
0
0
0

.
The matrix P is chosen successively equal to
3.1 2.0 0 0 0
2.0 3.6 0 0 0
0 0 3.5 2 0
0 0 2 3.3 0
0 0 0 0 3

,

3.1 2.0 0 0 0
2.0 3.6 0 0 0
0 0 3.5 2 0
0 0 2 3.3 0
0 0 0 0 2

and 10I,
where I denotes the identity matrix. The parameters are fixed to ν = 7, µ = 1, ck = 1/d1 for
Algorithm IPE, and ν = 2, µ = 1, θ = 0.99, α = 0.49, τ = 0.999 for Algorithm IPLE. For
this algorithm, ck is equal to 0.7 for the first two examples and to 0.1 for the third one. Finally
the starting point is x0 = (1, 3, 1, 1, 2) for all the tests. The results are reported in the table
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below:
Example 1 Example 2 Example 3
Algorithm IPE IPLE IPE IPLE IPE IPLE
it 19 1305 20 1342 40 228
cpu (sec.) 1.078 26.89 1.296 27.64 10.875 13.25
optimality -0.00000 -0.00257 -0.00000 -0.00237 -0.00006 -0.00152
where ‘it’ and ‘cpu’ stand for the number of iterations and the cpu time, respectively.
The two algorithms give the same solution for each example: for instance, in Example 1
the solution obtained from the algorithm IPE is (0.00000, 0.38463, 0.20002, 0.00000, 0.19995) and
the solution obtained from the algorithm ILPE is (0.00000, 0.40733, 0.19610, 0.00000, 0.19777).
As have been seen, two constraints are active at the solution for Examples 1 and 2. Three
constraints are active for the third example as well. Furthermore for checking the quality of
the solution x obtained by each algorithm, we solve the minimization problem miny≥0 f(x, y)
whose optimal value must be equal to zero when x is the exact solution to problem EP. This
optimal value is denoted ‘optimality’ in the table.
From the preliminary numerical results reported in the table, the first algorithm seems to
be the most efficient. For each example, the total number of iterations is much smaller for this
algorithm than for the second one as well as the cpu time. Furthermore it is also the most robust
in the sense that the quality of the solution is the best. But this could be due to the fact that for
the second algorithm, an unconstrained minimization problem is replaced at each iteration by a
gradient step which usually slows down the convergence.
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Chapter 5
Bundle Interior Proximal Algorithm for
Convex Minimization Problems
In this chapter, we extend the bundle proximal point method for finding the minimum of a con-
vex not necessarily differentiable function on the nonnegative orthant. The strategy consists in
approximating the objective function by a piecewise linear convex function and using distance–
like functions based on second order homogeneous kernels. First we prove the convergence of
this new bundle interior proximal method under the same assumptions as for the standard bun-
dle method and then we report some preliminary numerical experiences for a particular distance
function.
5.1 Preliminaries
Let F : IRn → IR ∪ {+∞} be a lower semicontinuous proper convex function such that
IRn+ ≡ {x ∈ IRn : x ≥ 0 } ⊆ int domF . The problem is to find the minimum of F on IRn+.
For solving this problem, we use the proximal–like scheme defined by
xk+1 = arg min
y∈IRn++
{F (x) + 1
ck
dϕ(y, x
k)}, (5.1)
where {ck}k∈IN is a sequence of positive real numbers and the distance-function dϕ(x, y) =∑n
j=1 y
2
jϕ(
xj
yj
) for all x, y ∈ IRn++ ≡ { x ∈ IRn : x > 0 } based on a function ϕ ∈ Φ.
Here the class Φ contains all the lower semicontinuous, proper and convex functions ϕ : IR →
IR ∪ {+∞} that satisfy the following properties:
1. dom ϕ ⊆ [0,+∞);
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2. ϕ is twice continuously differentiable on int(domϕ) = (0,+∞);
3. ϕ is strictly convex on its domain;
4. lim
t→0+
ϕ′(t) = −∞;
5. ϕ(1) = ϕ′(1) = 0 and ϕ′′(1) > 0.
It is easy to see that the function dϕ has the following basic properties:
1. dϕ is an homogeneous function of order 2, i.e.,
dϕ(αx, αy) = α
2 dϕ(x, y) for all α > 0 for all x, y ∈ IRn++,
2. dϕ(x, y) ≥ 0 for all x, y ∈ IRn++,
3. dϕ(x, y) = 0 if and only if x = y.
The function ϕ being differentiable and convex on (0,+∞), the function dϕ(·, y) is dif-
ferentiable and convex on IRn++ for any y ∈ IRn++. Hence xk is a minimum of the function
F + dϕ(·, xk−1) if and only if
0 ∈ ∂F (xk) + 1
ck
Ψ(xk, xk−1),
where ∂F denotes the subdifferential of F and
Ψ(a, b) =
(
b1 ϕ
′
(
a1
b1
)
, b2 ϕ
′
(
a2
b2
)
, ..., bn ϕ
′
(
an
bn
))
for all a, b ∈ IRn++. (5.2)
With these definitions, the basic iteration scheme (BIS) introduced by Auslender et al. [9]
for finding the minimum of F on IRn+ can be expressed as
Given ϕ ∈ Φ, x0 ∈ IRn++, εk ≥ 0, ck > 0, generate the sequences {xk} ⊆ IRn++ and {gk}
satisfying
gk ∈ ∂εkF (xk) and ckgk + Ψ(xk, xk−1) = 0, (5.3)
where ∂εkF (x
k) denotes the εk–subdifferential of F at xk.
From (5.3), we have that
0 ∈ ∂kF (xk) +
1
ck
Ψ(xk, xk−1).
This means that xk is an k–minimum of the function F + dϕ(·, xk−1).
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Our aim is to present a bundle version of this algorithm and to study its convergence. In that
purpose, we need to introduce a subclass of Φ defined by
Φ0 = {h ∈ Φ : h′′(1)(1− 1
t
) ≤ h′(t) ≤ h′′(1)(t− 1) for all t > 0}, (5.4)
and to consider a specific choice for the functions ϕ we will use, namely,
ϕ(t) := µh(t) +
ν
2
(t− 1)2, (5.5)
where µ > 0, ν > 0 and h ∈ Φ0.
The kernel h is used to enforce the iterates to stay in the interior of the nonnegative orthant
while the quadratic term (t− 1)2 gives rise to the usual term used in “regularization”. It is easy
to see that the following functions belong to Φ0:
h1(t) = t log t− t+ 1, domh1 = [ 0,+∞);
h2(t) = − log t+ t− 1, domh2 = (0,+∞);
h3(t) = 2(
√
t− 1)2, domh3 = [0,+∞).
When the functions ϕ are defined by (5.5) with h ∈ Φ0 and ν ≥ µh′′(1) > 0, Auslender and
al. ([9], Theorem 3.2) proved that the sequence {xk} generated by the BIS algorithm converges
to a minimum of F on IRn+ provided that
∑
ck = +∞ and
∑
ckεk < +∞.
5.2 Bundle Interior Proximal Algorithm
Let F : IRn → IR be a convex function. Since F can be nondifferentiable, we observe that
finding xk+1 by using (5.1) is often as difficult as finding the minimum of F over IRn+. So the
strategy to get an implementable algorithm, is to approximate F at iteration k by a simpler con-
vex function in such a way that the resulting problem is easy to solve. Using the same strategy
has been used for the classical proximal method, we propose a new method that incorporates
the bundle proximal point algorithm and the BIS scheme.
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Bundle Interior Proximal Algorithm
Data: Let x0 ∈ C, σ ∈ (0, 1) and let {ck}k∈IN be a sequence of positive numbers.
Step 1. Set y00 = x
0 and k = 0, i = 1.
Step 2. Choose a piecewise linear convex function ϕki satisfying (A1)− (A3) and solve
min
y∈IRn++
{ϕki (y) +
1
ck
dϕ(y, x
k)},
to obtain the unique optimal solution yki .
Step 3. If
F (xk)− F (yki ) ≥ σ[F (xk)− ϕki (yki )], (5.6)
then set xk+1 = yki , y
k+1
0 = x
k+1, replace k by k + 1 and set i = 0.
Step 4. Replace i by i+ 1 and go to Step 2.
Remark 5.1. Observe that the reduction predicted by the model ϕki , namely F (xk)− ϕki (yki ) is
nonnegative. Indeed, since F ≥ ϕki and γki ∈ ∂ϕki (yki ), we have
F (xk)− ϕki (yki ) ≥ ϕki (xk)− ϕki (yki ) ≥ 〈γki , xk − yki 〉
= − 1
ck
〈Ψ(yki , xk), xk − yki 〉 ≥ 0.
To prove the convergence of the bundle interior proximal method, we also need to introduce
the following notations
l˜i(y) = lki (y) +
1
ck
dϕ(y, x
k),
F˜ i(y) = ϕki (y) +
1
ck
dϕ(y, x
k).
Then we have
F˜ i(xk) = ϕki (x
k) and l˜i(yki ) = F˜
i(yki ). (5.7)
Indeed, dϕ(xk, xk) = 0 and
l˜i(yki ) = l
k
i (y
k
i ) +
1
ck
dϕ(y
k
i , x
k) = ϕki (y
k
i ) +
1
ck
dϕ(y
k
i , x
k) = F˜ i(yki ).
Lemma 5.1. There exists β > 0 such that, for all i,
l˜i(y) ≥ l˜i(yki ) +
β
2 ck
‖y − yki ‖2.
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Proof. By definition of l˜i, we have
l˜i(y)− l˜i(yki ) = lki (y) + 1ckdϕ(y, xk)− lki (yki )− 1ckdϕ(yki , xk)
= 〈γki , y − yki 〉+ 1ck [ dϕ(y, xk)− dϕ(yki , xk) ].
(5.8)
Since dϕ(x, xk) =
n∑
i=1
(xki )
2ϕ(
xi
xki
) and ϕ is strongly convex on {t ∈ IR | t > 0}, the function
dϕ is itself strongly convex on IRn++, i.e., there exists β > 0 such that, for all y ∈ IRn++,
dϕ(y, x
k)− dϕ(yki , xk) ≥ 〈Ψ(yki , xk), y − yki 〉+
β
2
‖y − yki ‖2.
Using this inequality in (5.8) and noting that Ψ(yki , x
k) = −ckγki , we obtain
l˜i(y)− l˜i(yki ) ≥
β
2 ck
‖y − yki ‖2.
2
Proposition 5.1. Suppose that after xk has been obtained in the bundle interior proximal algo-
rithm, the test of sufficient reduction is suppressed : only null–steps are made. If the sequence
{ϕki } satisfies conditions (A1) and (A2), then
(1) F (yki )− ϕki (yki )→ 0,
(2) yki → y∗ = arg minx>0{F (x) + 1ckdϕ(x, xk)}.
Proof
(1) We use three steps to prove this part.
(i) l˜i(yki ) is convergent and y
k
i+1 − yki → 0.
For i = 1, . . . , we have
F (xk) ≥ ϕki+1(xk) by (A1)
= F˜ i+1(xk) by (5.7)
≥ F˜ i+1(yki+1) by definition of yki+1
= l˜i+1(yki+1) by (5.7)
≥ l˜i(yki+1) by (A2)
≥ l˜i(yki ) + β2ck ‖yki+1 − yki ‖2 by Lemma 5.1 with y = yki+1.
From these relations, we have for all i,
l˜i(yki ) ≤ l˜i+1(yki+1) and l˜i(yki ) ≤ F (xk).
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Hence the sequence {l˜i(yki )} is convergent in IR. Moreover, by Lemma 5.1, we have
l˜i+1(yki+1)− l˜i(yki ) ≥
β
2ck
‖yki+1 − yki ‖2 ≥ 0.
Hence yki+1 − yki → 0.
(ii) The sequence {yki } is bounded.
We have (for y fixed)
F (y) + 1
ck
dϕ(y, x
k) ≥ ϕki+1(y) + 1ckdϕ(y, xk) by (A1)
= F˜ i+1(y) by definition of F˜ i+1
≥ l˜i(y) by (A2)
≥ l˜i(yki ) + β2ck ‖y − yki ‖2 by Lemma 5.1.
Since the sequence {l˜i(yki )} is convergent, it is bounded and thus also the sequences {‖y−yki ‖2}
and {yi}.
(iii) F (yki+1)− ϕki+1(yki+1)→ 0.
By definition of s(yki+1), we have
〈s(yki ), yki+1 − yki 〉 ≤ ϕki+1(yki+1)− F (yki ) ≤ F (yki+1)− F (yki ) ≤ 〈s(yki+1), yki+1 − yki 〉.
Since the subdifferential ∂F is bounded on bounded subsets of IRn++ and the sequence {yki } is
bounded, then the sequence {s(yki )} is also bounded. Taking the limit of the opposite sides of
the previous inequalities, we obtain
〈s(yki ), yki+1 − yki 〉 → 0 and 〈s(yki+1), yki+1 − yki 〉 → 0,
and hence
ϕki+1(y
k
i+1)− F (yki )→ 0 and F (yki+1)− F (yki )→ 0.
So
F (yi+1)− ϕki+1(yki+1) = F (yki+1)− F (yki ) + F (yki )− ϕki+1(yki+1) → 0.
(2) We also use three steps to prove this part.
(i) Any limit point y¯ of {yki } is such that y¯j > 0 for all j = 1, . . . , n.
Let {yki }i∈K be a subsequence of {yki } converging to y¯ and suppose, to get a contradiction that
J := { j | y¯j = 0 } is nonempty. By definition of γki , we can write
γki = −
1
ck
Ψ(yki , x
k) ∈ ∂ϕki (yki ).
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Then, since F ≥ ϕki , we have
∀y ∈ IRn F (y) ≥ ϕki (y) ≥ ϕki (yki ) + 〈γki , y − yki 〉,
i.e.,
∀y ∈ IRn F (y) ≥ ϕki (yki )−
1
ck
〈Ψ(yki , xk), y − yki 〉. (5.9)
On the other hand
Ψ(yki , x
k) =
(
xk1ϕ
′
(
yki,1
xk1
)
, ..., xkjϕ
′
(
yki,j
xij
)
, . . . , xknϕ
′
(
yki,n
xkn
))
.
Then it is easy to see that for all j ∈ J , we have
yki,j
xkj
→ 0+ and ϕ′
(
yki,j
xkj
)
→ −∞ (by property (iv) of ϕ) (5.10)
while, for j 6∈ J , we obtain
ϕ′
(
yki,j
xkj
)
→ ϕ′
(
y¯ij
xkj
)
∈ IR. (5.11)
Choose y = (1, . . . , 1)T . Then, for all i, we deduce from (5.9) that
F (y) ≥ ϕki (yki )− F (yki ) + F (yki ) − 1ck
∑
j∈J
xkjϕ
′
(
yki,j
xkj
)
(1− yki,j)
− 1
ck
∑
j /∈J
xkjϕ
′
(
yki,j
xkj
)
(1− yki,j).
Taking the limit as i→ +∞, using part (1), the continuity of F , (5.10) and (5.11), we obtain
F (y) ≥ +∞.
This is impossible, so J is empty.
(ii) Any limit point y¯ of {yki } is a solution of{
minimize F (x) + 1
ck
dϕ(x, x
k),
subject to x > 0.
Let yki → y¯, i ∈ K ⊆ IN . By part 2(i), y¯j > 0 for all j = 1, . . . , n. To obtain that y¯ is a
minimum of F + 1
ck
dϕ(·, xk), we have to prove that 0 ∈ ∂F (y¯) + 1ck Ψ(y¯, xk), i.e.,
∀y ∈ IRn F (y) ≥ F (y¯)− 1
ck
〈Ψ(y¯, xk), y − y¯〉. (5.12)
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Let then y ∈ IRn. By definition of γki ∈ ∂ϕki (yki ) and since F ≥ ϕki , we have
F (y) ≥ ϕki (y) ≥ ϕki (yki )−
1
ck
〈Ψ(yki , xk), y − yki 〉,
i.e.,
F (y) ≥ ϕki (yki )− F (yki ) + F (yki )−
1
ck
〈Ψ(yki , xk), y − yki 〉.
Taking the limit as i→ +∞, using part (1)(iii), the continuity of F and Ψ(·, xk), we obtain the
required inequality (5.12).
(iii) yki → y∗ = arg min{F (x) + 1ckdϕ(x, xk)} when i → +∞.
By part 2(ii), any limit point of {yki } is a solution of the problem{
minimize F (x) + 1
ck
dϕ(x, x
k)
subject to x > 0.
However, this problem has exactly one solution because dϕ(·, xk) is strongly convex. So, all the
limit points of {yki } coincide and thus the whole sequence {yki } converges to y∗. 2
Now we can apply these results to prove the convergence of the Bundle Interior Proximal
method. But first we need a lemma.
Lemma 5.2. If xk = arg min{F (x) + 1
ck
dϕ(x, x
k)/x > 0} then xk is a minimum of F on IRn+.
Proof. By optimality of xk, we have
0 ∈ ∂F (xk) + 1
ck
Ψ(xk, xk).
Since Ψ(xk, xk) = 0 by definition of ϕ, we obtain 0 ∈ ∂F (xk) and, since xk > 0, xk is a
minimum of F over IRn+. 2
Theorem 5.1. Let ϕ(t) = µh(t) + (ν/2)(t − 1)2, with h ∈ Φ0, µ > 0 and ν ≥ µh′′(1) > 0.
Then in the bundle interior proximal algorithm, there are two possibilities
(1) The index k remains fixed, i.e., only null steps are made from xk. In this case, xk is a
minimum of F on IRn+.
(2) The index k → +∞. Then
•
+∞∑
k=1
ck = +∞ =⇒ F (xk)→ F¯ := inf
x∈IRn+
F (x).
• If, in addition, {ck} is bounded, then xk → x∗, minimum of F (if there exists some
minimum).
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Proof.
(1) Let ik be the iteration index that has produced xk. Since only null–steps are made from xk,
we have
∀i > ik F (xk)− F (yki ) < σ[F (xk)− ϕki (yki )]. (5.13)
By Proposition 5.1, we have yki → y∗ ≡ arg min{F (x)+ 1ckdϕ(x, xk)} and F (yki )−ϕki (yki )→ 0.
Taking the limit in (5.13), we obtain
F (xk)− F (y∗) ≤ σ[F (xk)− F (y∗)],
because ϕki (y
k
i ) = ϕ
k
i (y
k
i )− F (yki ) + F (yki )→ F (y∗) and F is continuous. Hence
(1− σ)[F (xk)− F (y∗)] ≤ 0.
Since 1− σ > 0, we have F (xk) ≤ F (y∗), or again by definition of dϕ(., xk),
F (xk) +
1
ck
dϕ(x
k, xk) = F (xk) ≤ F (y∗) ≤ F (y∗) + 1
ck
dϕ(y
∗, xk).
Since the solution y∗ is unique, we deduce that xk = y∗ and by Lemma 5.2, xk is a minimum
of F on IRn+.
(2) Denote by i(k) the iteration index where xk is updated. Then we have yki(k) = x
k+1. Let us
also define γk ≡ γki(k) ∈ ∂ϕki(k)(xk+1). We know that
γk = − 1
ck
Ψ(xk+1, xk).
With these notations, we prove the following assertions.
a. {F (xk)} is nonincreasing.
Since
F (xk)− F (xk+1) ≥ σ[F (xk)− ϕki(k)(xk+1)] (5.14)
and since, by Remark 5.1, the reduction F (xk) − ϕki(k)(xk+1) predicted by the model is non-
negative, it follows that {F (xk)} is nonincreasing. In the sequel, we suppose that {F (xk)} is
bounded from below (otherwise F (xk)→ −∞ and the proof is finished).
b. γk ∈ ∂εkF (xk) with
εk = F (x
k)− ϕki(k)(xk+1) +
1
ck
〈Ψ(xk+1, xk), xk − xk+1〉.
By definition of γk, we observe immediately that
εk = F (x
k)− ϕki(k)(xk+1)− 〈γk, xk − xk+1〉.
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Moreover, since F ≥ ϕki(k) and γk ∈ ∂ϕki(k)(xk+1), we have for all y, that
F (y) ≥ ϕki(k)(y) ≥ ϕki(k)(xk+1) + 〈γk, y − xk+1〉. (5.15)
In particular, for y = xk, we obtain that εk ≥ 0. Now, from (5.15), we also have for all y, that
F (y) ≥ F (xk) + ϕki(k)(xk+1)− F (xk) + 〈γk, y − xk〉+ 〈γk, xk − xk+1〉,
i.e., γk ∈ ∂εkF (xk).
c.
+∞∑
k=1
{εk − 1
ck
〈Ψ(xk+1, xk), xk − xk+1〉} < +∞.
By (5.14) we have
εk = F (x
k)− ϕki(k)(xk+1) + 1ck 〈Ψ(xk+1, xk), xk − xk+1〉
≤ σ−1[F (xk)− F (xk+1)] + 1
ck
〈Ψ(xk+1, xk), xk − xk+1〉.
Thus
p∑
k=1
{εk − 1
ck
< Ψ(xk+1, xk), xk − xk+1 >} ≤ σ−1
p∑
k=1
[F (xk)− F (xk+1)]
= σ−1[F (x1)− F (xp+1)].
Since F is bounded from below, then
+∞∑
k=1
{εk − 1
ck
〈Ψ(xk+1, xk), xk − xk+1〉} < +∞.
d. F (xk) → F¯ = inf{F (x) |x ≥ 0}.
Since the sequence {F (xk)} is nonincreasing, it converges to some F¯ . Suppose now, to get a
contradiction, that F¯ > F ∗ := infx≥0 F (x). Then there exist y ∈ IRn+ and δ > 0 such that, for
all k, F (y) + δ < F (xk). Since
εk − 1
ck
〈Ψ(xk+1, xk), xk − xk+1〉 → 0,
there exists k0 such that, for k ≥ k0,
εk − 1
ck
〈Ψ(xk+1, xk), xk − xk+1〉 < δ
2
. (5.16)
Using Lemma 3.4 of [9] with a = xk, b = xk+1 and c = y, we obtain
‖y − xk+1‖2 − ‖y − xk‖2 ≤ −θ〈y − xk+1,Ψ(xk+1, xk)〉
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= −θ〈y − xk,Ψ(xk+1, xk)〉 − θ〈xk − xk+1,Ψ(xk+1, xk)〉, (5.17)
where θ = [(ν + µh′′(1))/2]−1.
By (5.16), we have immediately
−θ〈xk − xk+1,Ψ(xk+1, xk)〉 < ckθ
(
δ
2
− εk
)
. (5.18)
On the other hand, by definition of γk = − 1
ck
Ψ(xk+1, xk) ∈ ∂εkF (xk), and by part b., we have
successively
−θ〈y − xk,Ψ(xk+1, xk)〉 = ckθ〈γk, y − xk〉 (5.19)
and
F (xk)− δ > F (y) ≥ F (xk) + 〈γk, y − xk〉 − εk. (5.20)
Combining (5.19) and (5.20) yields
−θ〈y − xk,Ψ(xk+1, xk)〉 < ckθ[−δ + k]. (5.21)
Finally we obtain, from (5.17), (5.18) and (5.21), that
‖y − xk+1‖2 ≤ ‖y − xk‖2 + ckθ[δ
2
− εk − δ + εk] = ‖y − xk‖2 − ckθ δ
2
.
Summing up, we obtain, for all k > k0,
0 ≤ ‖xk − y‖2 ≤ ‖xk0 − y‖2 − δθ
2
k−1∑
k=k0
ck.
Taking the limit as k → +∞, we have
+∞∑
k=k0
ck ≤ 2θ−1δ−1‖xk0 − y‖2 < +∞ which contradicts
the assumption
+∞∑
k=1
ck = +∞.
Now suppose that F has a minimum x¯ on IRn+ and that the sequence {ck} is bounded.
e. {xk} is bounded.
Using inequality (5.17) with y = x¯, we obtain
‖xk+1 − x¯‖2 ≤ ‖xk − x¯‖2 − θ〈x¯− xk,Ψ(xk+1, xk)〉 − θ〈xk − xk+1,Ψ(xk+1, xk)〉.
By definition of γk = − 1
ck
Ψ(xk+1, xk) ∈ ∂εkF (xk), we have
−θ〈x¯− xk,Ψ(xk+1, xk)〉 = ckθ〈γk, x¯− xk〉
≤ ckθ[F (x¯)− F (xk) + εk] ≤ ckθεk.
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So
‖xk+1 − x¯‖2 ≤ ‖xk − x¯‖2 + ckθ[k − 1
ck
〈Ψ(xk+1, xk), xk − xk+1〉]. (5.22)
Since {ck} is bounded (by assumption) and since, by part c., we have
+∞∑
k=1
ckθ[εk − 1
ck
〈Ψ(xk+1, xk), xk − xk+1〉] < +∞.
Using Lemma 3.1 of [9], we deduce that the sequence {‖xk − x‖}k is convergent. Thus {xk}
is bounded.
f. Any limit point x∗ of {xk} is a minimum of F on IRn+ and xk → x∗.
Let xnk → x∗. By continuity of F , we have F (xnk) → F (x∗). By part d., F (xk) → F¯ =
infx≥0 F (x). So F (xnk)→ F¯ and, by the uniqueness of the limit, F (x∗) = F¯ . Since x∗ ∈ IRn+,
then x∗ is a minimum of F on IRn+. Using (5.22) with x
∗ instead of x¯, we obtain
‖xk+1 − x∗‖2 ≤ ‖xk − x∗‖2 + δk,
where
δk = ckθ[εk − 1
ck
〈Ψ(xk+1, xk), xk − xk+1〉].
Since
+∞∑
k=1
δk < +∞, it follows from Proposition 1.3 of [28] that the whole sequence {xk}
converges to x∗. 2
5.3 Numerical Results
To obtain that the bundle interior proximal algorithm is implementable, it remains to explain
how to solve the subproblem{
minimize ϕki (y) +
1
ck
dϕ(y, x
k)
subject to y ∈ IRn++.
Since ϕki (y) = max{F (yj) + 〈s(yj), y − yj〉 | j = 0, . . . , i− 1}, this problem is equivalent to
(SP )k,i

minimize v + 1
ck
dϕ(y, x
k)
subject to v ≥ F (yj) + 〈s(yj), y − yj〉 j = 0, . . . , i− 1
y ∈ IRn++.
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Observe that if (yki , v
i) is a solution of this problem, then
vi = max
0≤j≤i−1
{F (yj) + 〈s(yj), y − yj〉}
so that the stopping criterion for the inner iterations is
F (xk)− F (yki ) ≥ σ[F (xk)− vi].
Since ϕ(t) = µh(t)+ ν
2
(t−1)2, the objective function of (SP )k,i is highly nonlinear and finding
the solution of (SP )k,i can be very hard. However, if we observe that
dϕ(y, x
k) =
n∑
m=1
(xkm)
2 ϕ
(
ym
xkm
)
,
then the objective function is separable and one way of solving such a problem is to solve its
dual. Setting zm = ymxkm for all m = 1, . . . , n and z = (zm), problem (SP )k,i can be expressed as
(MSP )k,i
 minimize v +
n∑
m=1
αmϕ(zm)
subject to 〈sj, z〉 − v ≤ bj j = 0, . . . , i− 1,
where αm = 1ck (x
k
m)
2, sjm = s(y
j)mx
k
m, m = 1, . . . , n and bj = 〈s(yj), yj〉 − F (yj), j =
0, . . . , i− 1. Then the Lagrangian function associated with (MSP )k,i is
L(v, z, λ) = v +
n∑
m=1
αmϕ(zm) +
i−1∑
j=0
λj [〈sj, z〉 − v − bj ]
and the dual function
d(λ) = inf L(v, z, λ)
=

inf v +
n∑
m=1
αmϕ(zm) +
i−1∑
j=0
λj[〈sj, z〉 − v − bj] if
∑
λj = 1,
−∞ otherwise.
So the dual problem is
(D)
{
maximize d(λ)
subject to
∑
λj = 1 λj ≥ 0, j = 0, . . . , i− 1,
where
d(λ) =
n∑
m=1
dm(λ)−
i−1∑
j=0
λjbj with dm(λ) = inf
zm
{αmϕ(zm) +
i−1∑
j=0
λjs
j
mzm}.
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Moreover, each function dm is differentiable and
∇d(λ) =
(
n∑
m=1
sjmz˜m
)
0≤j≤i−1
− b,
where, for each m, z˜m = arg minzm{αmϕ(zm) +
i−1∑
j=0
λjs
j
mzm}.
Since (D) is a smooth problem whose objective function is easily evaluated, we can use any
classical method for solving it. Let λ∗ be the solution of (D). Then the vector z∗ = (z∗m) where,
for each m,
z∗m = arg min {α∗mϕ(zm) +
i−1∑
j=0
λ∗js
j
mzm}
and the scalar
v∗ = 〈
i−1∑
j=0
λ∗js
j, z∗〉 −
i−1∑
j=0
λ∗jbj
are solutions of problem (SP )k,i. Indeed by the complementarity conditions
i−1∑
j=0
λ∗j [〈sj, z∗〉 − v∗ − bj] = 0,
i.e., since
i−1∑
j=0
λ∗j = 1,
v∗ =
i−1∑
j=0
λ∗jv
∗ = 〈
i−1∑
j=0
λ∗js
j, z∗〉 −
i−1∑
j=0
λ∗jbj.
The computational results presented here are obtained by using the MATLAB environment.
The function F used in the tests, is defined on IR10 and is the maximum of five quadratic
functions:
qj(x) = x
TCjx− djTx, j = 1, . . . , 5,
where Cj is a 10× 10 symmetric matrix defined by
Cjik = exp(
i
k
) cos(ik) sin j, i < k and Cjii =
i
n
| sin j | +
∑
i 6=k
| Cjik |,
and dj is a vector in IR10 whose components are dji = exp(i/k) sin(ij). This function F is
well–known in nonsmooth optimization ([56], Test problem 1: Maxquad, n.151).
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The parameters of the method and the function h are chosen as follows: ν = 2, µ = 1,
ck = 0.1 for all k and h(t) = − log t+ t− 1 for all t > 0 so that the function ϕ becomes
ϕ(t) = h(t) + (t− 1)2 = t2 − t− log t for all t > 0.
The stopping criterion for the outer iterations is ‖xk+1 − xk‖ ≤ ε where ε = 10−3. Two values
for the parameter σ are used in the numerical experiences, σ = 0.1 and σ = 0.05. The results are
reported in Table 1 where for each outer iteration (denoted by k), the number of subproblems
to be solved is mentioned. As in nonsmooth convex optimization, let us mention that it is
possible to limit the size of the bundle, i.e., the number of constraints in the subproblems, by
using aggregation [51]. Although our convergence theorems allow us to use this technique (see
(2.4)), we have not applied it to illustrate the behavior of our method given the small size of the
test problems.
k 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19
σ1 4 1 3 1 2 3 4 5 5 6 6 10 8 12 9 10 15 12 49
σ2 3 1 2 1 1 2 2 3 2 4 5 6 7 8 13 8 10 16 26
Table 5.1: The bundle interior proximal method. Number of inner iterations (for σ1 = 1 and
σ2 = 0.5) for each outer iteration denoted by k.
From this table, we can observe that the number of subproblems per outer iteration is rela-
tively small. Furthermore, for fixed k, each subproblem is the previous one with an additional
linear inequality constraint. So, these problems can be solved very efficiently if the solution of
a subproblem is the starting point of the next one. We also observe that the number of subprob-
lems become smaller when the value of the parameter σ is reduced. The smaller is the value
of σ, the faster is the stopping criterion satisfied for inner iterations. Contrary to the standard
proximal methods, the subproblems are no more quadratic and the way to solve them is crucial
for the rate of convergence of the algorithm. The preliminary results are encouraging but more
efforts should be devoted to design appropriate numerical methods for solving them. This could
be the subject of a future research.
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Chapter 6
Conclusions and Further Work
The aim of the thesis was to present and to study efficient numerical methods for solving equi-
librium problems in the sense of Blum and Oettli. The thesis was divided into two parts. In
the first part (Chapters 1 and 2), we have recalled what is the proximal point method for solv-
ing an equilibrium problem while in the second part (Chapters 3-5), we have given our main
contribution.
In Chapter 1 we have explained what is an equilibrium problem and we have shown, by giv-
ing many examples, that many important problems are in fact particular equilibrium problems:
so are the convex minimization problem, the variational inequality problem and the Nash equi-
librium problem. In the second chapter, we have recalled some fundamental results related to
the proximal point method. Starting from convex minimization problems, we have shown how
to generalize the proximal point method to equilibrium problems. In particular we have derived
the auxiliary problem principle which can give rise to implementable and efficient algorithms.
Up to now, most of the methods used in the literature were based upon the assumption that
solving the subproblems to obtain the sequence of iterates {xk} is not too hard. However, that
is far to be the case when the function f is nonsmooth in the second variable. So our aim in this
thesis was to consider approximate subproblems, that are easy to solve and that guarantee the
convergence of the sequence {xk} to a solution of the equilibrium problem.
Chapters 3, 4 and 5 are the main contributions of the thesis. In Chapter 3, the proximal
point method is studied in the framework of an equilibrium problem where the equilibrium
function f is convex and nonsmooth in the second argument. A special emphasis is put on an
implementable method, called the bundle method, for solving that problem. In this method the
constraint set is simply incorporated into each subproblem. At the end of the chapter, applica-
tions to multivalued variational inequalities and variational inequalities are given. In Chapters
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4 and 5, the constraints are taken into account in another way thanks to a barrier function asso-
ciated with an entropy-like distance. The corresponding method is a generalization to problem
EP of a method due to Auslender, Teboulle, and Ben-Tiba for solving convex minimization
problems [9] and variational inequality problems [10]. Some numerical results are given to
demonstrate the efficiency of our algorithm. We study the convergence of the new method with
several variants. In Chapter 5, we have considered a bundle-type implementation for the par-
ticular case of the constrained convex minimization. We have also introduced numerical results
for proving the efficiency of our algorithm.
Several questions have not been considered in the thesis through lack of time. However we
think that it is worth looking at them. Let us briefly mention them here.
One of these questions is the management of the parameter ck in relationship with the be-
havior of the algorithm. It is easy to see that this parameter is related to the radius rk of some
trust region around the current point, and that the largest ck is, the largest the radius rk is. So,
the usual trust region rule could be applied: if a serious step has been done (i.e., if the reduction
of the function f(xk, ·) is large enough), then the radius rk and thus ck is increased. If several
null steps are done, then it is interesting to decrease the radius and thus the parameter ck in order
to reduce the trust region. Some work has already been done in this direction but in the case of
minimization problems (see, for example [76]). We think that a similar study should be done
for equilibrium problems.
Another subject of future research is the following one: in this thesis we have only con-
sidered the general equilibrium problem. But recently many papers have been devoted to the
very important particular case of Nash equilibrium problems and more specifically to gener-
alized Nash equilibrium problems (see [32] for a survey). We think that it is worth studying
bundle proximal point methods for solving those problems when the equilibrium function is
nonsmooth.
Finally let us mention another interesting subject of research: the nonconvex case. Many
proximal point methods have been proposed for solving nonconvex minimization problems and
for solving nonconvex equilibrium problems, but of class C1. The study of the nonconvex nons-
mooth case, although very difficult at first glance, could be a research subject in the continuation
of the work done in this thesis.
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