Abstract-The lattice A * n is an important lattice because of its covering properties in low dimensions. Clarkson [1] described an algorithm to compute the nearest lattice point in A * n that requires O(n log n) arithmetic operations. In this paper, we describe a new algorithm. While the complexity is still O(n log n), it is significantly simpler to describe and verify. In practice, we find that the new algorithm also runs faster.
I. INTRODUCTION
T HE study of point lattices is of great importance in several areas of number theory, particularly the studies of quadratic forms, the geometry of numbers and simultaneous Diophantine approximation, and also to the practical engineering problems of quantization and channel coding. They are also important in studying the sphere packing problem and the kissing number problem [1] , [2] .
A lattice, L, is a set of points in R n such that L = {x ∈ R n |x = Bw, w ∈ Z n } where B is termed the generator matrix. The lattice A * n is an interesting lattice due to its covering properties in low dimensions. It gives the thinnest covering in all dimensions up to 8 [2] . A * n has also found application in a number of estimation problems including period estimation from sparse timing data [3] , frequency estimation [4] and direction of arrival estimation [5] .
The nearest lattice point problem is: Given y ∈ R n and some lattice L whose lattice points lie in R n , find the lattice point x ∈ L such that the Euclidean distance between y and x is minimized. If the lattice is used for vector quantization then the nearest lattice point corresponds to the minimum distortion point. If the lattice is used as a code for a Gaussian channel, then the nearest lattice point corresponds to maximum likelihood decoding [6] .
Conway and Sloane [6] appear to have been the first to study the problem of computing the nearest lattice point in A * n . By decomposing A * n into a union of translations of its dual lattice A n , they discovered an algorithm for computing the nearest lattice point to a given point in O(n 2 log n) arithmetic [7] , they were able to improve the execution time of the algorithm to O(n 2 ) operations. Clarkson [1] further improved upon the work of Conway and Sloane and described an algorithm to compute the nearest lattice point that requires only O(n log n) arithmetic operations. In this paper we describe an algorithm that is similar to Clarkson's algorithm. Like Clarkson's algorithm, our algorithm requires O(n log n) arithmetic operations. However, our algorithm and its derivation are simpler. The new algorithm, although of the same order of complexity, is computationally superior.
We now describe how the paper is organized. Section II introduces some preliminary results and definitions. In Section III we derive all results necessary to prove that the algorithm does find the nearest lattice point. Section IV describes the algorithm. A pseudocode implementation is provided. Is Section V, the arithmetic complexity of the algorithm is shown to be O(n log n). We also tabulate some practical computation times that show the new algorithm to be computationally superior to Clarkson's original algorithm.
II. PRELIMINARY THEORY
Vectors and matrices are written in bold. The ith element in a vector is denoted by a subscript: x i . The transpose of a vector is indicated by superscript T : x T . We let 1 be a column vector of 1's and e i be a column vector of zeros with a 1 in the ith position.
The Voronoi region or nearest-neighbor region V (x) of a lattice point x is the subset of R n such that, with respect to a given norm, all points in V (x) are nearer to x than to any other point in the lattice. The Voronoi regions are n dimensional polytopes [2] .
The cubic lattice Z n is the set of n dimensional vectors with integer elements. The Voronoi regions of Z n are hypercubes of side length 1.
The lattice A * n can be defined as the projection of the cubic lattice Z n+1 onto the hyperplane orthogonal to 1. This is,
where Q is the projection matrix
where I is the (n + 1) × (n + 1) identity matrix. Let Π be a permutation matrix. Observe the following elementary properties:
The matrices Π and Q commute, i.e., ΠQ = QΠ.
Proof: Using the properties of the permutation matrix, observe that
Corollary 1: For all z ∈ R n+1 , Qz = QΠz . Corollary 2: x ∈ A * n if and only if Πx ∈ A * n . Proof: Because the inverse of a permutation matrix is also a permutation matrix, we need only prove sufficiency. If
and so Πx ∈ A * n .
Corollary 3:
The lattice point x is a closest point in A * n to y if and only if Πx is a closest point in A * n to Πy. Proof: As for Corollary 2, we need only show sufficiency. We do this by contradiction. Suppose Πx is not closest to Πy but there is instead some Πz ∈ A * n such that
This implies that z − y < x − y which contradicts the assumption that x is a closest point to y in A * n . Hence, in considering an algorithm to find a closest point in A * n to y, it is sufficient to consider a canonical permutation of y. We will see that it is very convenient to consider the permutation in which the (centered) fractional parts of y, i.e., {y i } = y i − ⌊y i ⌉, are sorted in descending order. That is, in the sequel, except where otherwise noted, we will assume that
In the case that two or more {y i } are equal then multiple orderings of y satisfy (3). The following arguments and the subsequent algorithm are valid for any ordering of y that satisfies (3).
III. CLOSEST POINT IN A * n
Lemma 2: If x = Qk is a closest point in A * n to y ∈ R n+1 then there exists some λ ∈ R for which k is a closest point in Z n+1 to y + λ1. Proof: Decompose y into orthogonal components Qy and t1 for some t ∈ R. Then
Observe that
where we set
contradicting the assumption that x is a closest point in A * n to y. Now consider the function f : R → Z n+1 defined so that
where ⌊·⌉ applied to a vector denotes the vector in which each element is rounded to a nearest integer 1 . That is, f (λ) gives a nearest point in Z n+1 to y + λ1 as a function of λ. Observe that f (λ + 1) = f (λ) + 1. Hence,
Lemma 2 implies there exists some λ ∈ R such that x = Qf (λ) is a closest point to y. Furthermore, we see from (5) that λ can be found within an interval of length 1. Hence, if we define the set
If the fractional parts of y are sorted as in (3), it is clear that S contains at most n + 2 vectors, i.e., S ⊆ ⌊y⌉, ⌊y⌉+e 1 , ⌊y⌉+e 1 +e 2 , . . . , ⌊y⌉+e 1 +· · ·+e n+1 .
(6) It can be seen that the last vector listed in the set is simply ⌊y⌉ + 1 and so, once multiplied by Q, the first and the last vector are identical.
An algorithm immediately suggests itself: test each of the n + 1 distinct vectors and find the closest one to y. Indeed, this is exactly the principle of the algorithm we propose here. It only remains to show that this can be done in O(n log n) arithmetic operations.
IV. ALGORITHM
We label the elements of S according to the order given in (6) . That is, we set u 0 = ⌊y⌉ and, for i = 1, . . . , n,
Let z i = y−u i . Clearly, z 0 = {y}. Following (4), the squared distance between Qu i and y is
where we define d i as
We know that the nearest point to y is that Qu i which minimizes (8) . Since the term t 2 (n + 1) is independent of the index i, we can ignore it. That is, it is sufficient to minimize d i , i = 0, . . . , n.
We now show that d i can be calculated inexpensively in a recursive fashion. We define two new quantities, α i = z
and
Input: y ∈ R n+1 z = y − ⌊y⌉ On line 4 the function dsortindices(z) returns the vector s such that z s1 ≥ z s2 ≥ · · · ≥ z sn+1 . This sorting operation requires O(n log n) arithmetic operations. The vector operations on lines 1-3, 13 and 16 all require O(n) operations. It can be seen, then, that the computational cost of the algorithm is dominated by the sorting operation and is therefore O(n log n).
Clarkson's original algorithm required two sorts of n + 1 elements. The new algorithm requires only a single sort. Seeing as the sort dominates the complexity of both algorithms, we might expect our algorithm to require approximately half the arithmetic operations of Clarkson's original algorithm. This appears to be the case for small n. Table I shows the practical computational performance of Clarkson's algorithm versus our new algorithm. It is evident that the new algorithm is computationally superior, particularly for small n. It appears that the computational performance of the algorithms converge for large n. The computer used for these trials is an Intel Core2 running at 2.13Ghz. As a final note, the algorithm proposed here can be extended to other lattices for which Lemmata 1 and 2 hold. Potential candidates are the Coxeter lattices [8] , [9] .
