Runtime & Memory usage
We benchmarked SLAM-DUNK with 10 CPU threads on an 4x AMD Opteron 6348 openSUSE 13.2 machine with 512 GB memory. As dataset, we used the 21-sample mESC time course (excluding no 4SU samples) with a mean number of ~20M reads per sample.
The slamdunk all command finished within 8 hours for all 21 samples and used a maximum of 10 GB of main memory. Mapping and conversion to BAM were the most time-consuming steps taking 63% of the overall runtime. Filtering and SNP calling took 27% and 5% respectively. Due to the SAM-tag based implementation counting is with 3% of the overall runtime the least time consuming step of the SLAM-DUNK pipeline.
Supplementary Figures
Supplementary Figure S1 : Heatmaps of the probability of detecting at least one read originating from a labeled transcript from a given fraction of labeled transcripts and coverage, for fixed conversion rates of 2.4 and 7% and read lengths of 50, 100 and 150 bp. White color code marks the 0.95 probability boundary. • 
