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ABSTRACT 
We define the infinite matrices associated with algebraic equations in the form 
x = a,(‘x)Xk + Uk- 1( x)X + Uk( x> ("it"> EXR* ['I) 
For each of the associated matrices we prove the following property: Let D(X) be the 
discriminant of the algebraic equation. Let b(r) = D( CC)/( nzW2kk). Then there exists 
a zero r of D(x) such that: (1) r is positive, and r Q ly\ for any zero y of D(X); (2) if 
d is the period of the infinite matrix associated with the algebraic equation, then there 
are precisely d distinct zeros y of b(r) with IyI = r, namely, rexp(i2nj/d), 
j=O,l , . . . , d - 1; (3) each of these is a simple zero of b(x). 
1. INTRODUCTION 
The aim of this paper is to associate some algebraic equations with infinite 
matrices and to show the Perron-Frobenius theory of them. 
In the first place we associate each algebraic equation with a locally finite 
infinite graph. Then we construct the infinite incidence matrix of the graph. 
We associate an algebraic equation with this infinite incidence matrix. The 
infinite incidence matrix is studied by means of the truncations of it in [S]. 
Here we confine ourselves to the case that the infinite incidence matrices 
are nonnegative. We prove a Perron-Frobenius theorem for these nonnegative 
matrices. 
Frobenius’ second theorem on nonnegative irreducible matrices is sum- 
marized as follows: Suppose A is an n x n nonnegative irreducible matrix 
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with period d. Then there exists an eigenvalue r such that: 
(Fl) r is positive and r > ]y] for any eigenvalue y of A; 
(F2) there are precisely d distinct eigenvalues y with ] y ] = r, namely, 
rexp(ierrjk/d), j=O,l ,...,d - 1; 
(F3) each of these eigenvalues is a simple root of the characteristic 
equation of A. 
In this paper we shall show analogous results to Frobenius’ theorem on 
infinite incidence matrices associated with some algebraic equations. 
The Perron-Frobenius theory of nonnegative infinite matrices or positive 
operators has appeared in the literature (e.g. [l, 4, 61). These papers were 
devoted to the analysis of Perron-Frobenius eigenvalues and eigenvectors 
without using the characteristic equations of infinite matrices. Sometimes the 
Fredholm determinant is used as an infinite analogue of the characteristic 
polynomial of a finite matrix. However, it may happen that the Fredholm 
determinant of a matrix which we deal with diverges and so cannot be used as 
a characteristic equation. Then we adopt the modified discriminant of the 
algebraic equation as a characteristic equation of the infinite matrix. 
In this paper we show the Perron-Frobenius theorem on nonnegative 
infinite matrices and modified discriminants. 
The infinite graphs associated with algebraic equations are derived from 
formal language theory. We use the algebraic theory of formal languages (cf. 
[2, 5, 7, 81) in order to prove our main result. Here we just give a simple 
example of an infinite matrix associated with an algebraic equation. 
EXAMPLE. We consider a context free grammar ({ X >, { r }, X, I’), 
P:X+xX3, x+x3x, x-+x. 
We write this grammar in the form 
x=xX3+x3x+x. 
We construct a pushdown automaton LZ? from the context free grammar: 
~=(Q,{X>J), where Q= (9179e79313 
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is given by 
(1) a finite set Q called states, 
(2) a pushdown symbol X, 
(3) amapping 6: Qx{X}x{x}+R[QxX*],definedby 
6(91,X,x)=(9,,X3)+(91,&)+(9Z’X), 
q9,, x, 4 = (93, X)9 
q93,xJ)=(91,x). 
The transition diagram of the pushdown automaton & is represented in 
Figure 1. [Edges from (9i, X) to (9j, f) are not drawn.] In the graph the 
vertices represent configurations (9i, XJ) [for short, (Xi, i)] of the pushdown 
automaton, and edges represent transitions on the input x. We define a linear 
ordering of all vertices of the graph as follows: The vertex labeled by (Xi, i) is 
smaller than that labeled by (Xm, n) if 
j<m, or j=m and i<n. 
The incidence matrix M of this graph is written in the form 
‘B 0 c 0 0 .\ 
DBOCO- 
M=ODBOC-3 
OODBO. 
. . . . . . 
FIG. 1. The associated infinite graph. 
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where 
The period of the matrix M is equal to 3. 
2. MAIN RESULT 
We consider an algebraic equation in the form 
x = a,(r)Xk + &&,(X)X + q(x) (2.1) 
where 
aj(r)ErR+[rl (j=O,k-l,k), 
q)(x) + 0, a&x)+ 0, and k>2. 
The reason why we assume that ul(x)~ xlp + [x] is explained in [8, p. 
2321. By this assumption, the equation (2.1) is proper and hence there is a 
uniqne algebraic solution L(r) satisfying L(0) = 0 (see [5, p. 1191). 
Let 
u&r) = box’ + b,x”-’ + . . . + b,_lx, 
uo(r) = CoPfl + clxs-” + * * * + c,_,x, 
&) = &,xP-+~ + dlxP- + . . . + dp_+ 
We construct from this equation an infinite graph. The infinite graph 
associated with the algebraic equation is defined and studied in [8]. The 
infinite graph is derived from formal language theory. The reader who is 
unfamiliar with the formal language theory may consult [3]. 
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Regarding the equation (2.1) as a context free grammar, we construct a 
pushdown automaton J&’ as stated in Section 1: _E@ = (Q, { X }, 6), where 
Q = { ql, 92,. . . , s,}, is given by 
(1) a finite set Q called states, 
(2) a pushd4nm symbol X, 
(3) amapping& Q~{X}X{x}+BP[QXX*]definedbythefollowing: 
6(9i,X,x)=(9i+l,X)+b,-i(91~X) (2 Q i d t - l), 
S(9,, X, 4 = b,(9PXL 
6(9i,X,x)=(9i+l,X)+c,-i(91yXk) (t + l& i d s - l), 
S(9,,X,x)=49,,Xk)* 
6(9i,X,x)=(9i+,,X)+d,-i(91yX) (s + 1 < i d p - 11, 
The transition diagram of the pushdown automaton .a! is illustrated in Figure 
2. [Edges from (si, X) to (9j, E) are not drawn.] In the graph the vertices 
represent configurations (9i, X J) of the pushdown automaton, and edges 
represent transitions of the configurations on input x. 
The above graph is called the associated graph of the algebraic equation 
(2.1). The vertices are ordered as stated in Section 1. The incidence matrix of 
the graph is called the msociuted matrix of the algebraic equation (2.1). 
Clearly the degree of any vertex of the associated graph G is bounded. 
Hence for the infinite graph G, we can define the period of a vertex of G. Let 
o be a vertex of G. The positive integer d(o) is called the period of the vertex 
0 if d(v) is the greatest common divisor of those k for which there is a path 
from o to v of length k in G. By the fact that G is strongly connected, since 
a,(x) Z 0 and uk(x) f 0, we have 
d(u)=d(u) 
for any vertices u and v of G. Hence a positive integer d is called the period 
of a strongly connected graph G if the period of any vertex of G is equal to d. 
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FIG. 2. The associated graph of the algebraic equation (2.1). 
Clearly the associated matrix A of the associated graph G of the equation 
(2.1) is a nonnegative infinite matrix. Then we define the period of the matrix 
A to be equal to d if d is the period of the graph G. 
Next we define the modified discriminant of the algebraic equation (2.1). 
It will be shown that the modified discriminant corresponds to the character- 
istic polynomial of a finite matrix. We denote the discriminant of the equation 
(2.1) by D(X), i.e. 
D(r) = #-2 I-I [Y(i)(x)- Y(j)(412, 
i<j 
where y(i)(x) (16 i < k) are solutions of the equation (2.1). We define the 
modified discriminant B(x) by 
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Then it can be easily observed (cf. [8, Lemma 2.61) that 
b>(x) = ( _ 1)+1)/s 
(1- k)k-l(a,_,- 1)” 
k-l 
kk 
+a,a, . 1 (2.2) 
Hence c(x) is a polynomial. 
The purpose of this paper is to prove the next theorem, showing that the 
modified discriminant D of the algebraic equation (2.1) has Perron-Frobenius 
properties. 
We assume that the period of the associated matrix of (2.1) is d. 
THEOREM 2.1. Let B(X) be the modified discriminant of the algebraic 
equation (2.1). Then there exists a zero r of the polynomial fi(x) such that: 
(Pl) r is positive and r < Iyj for any zero y of fi; 
(P2) there are precisely d distinct zeros y of fi with IyI = r, namely 
rexp(i2?rj/d), j = O,l,..., d - 1; 
(P3) each of these zeros is a simple zero of the polynomial 6. 
We note that the statements (Pl), (PZ), and (P3) correspond to the 
statements (Fl), (F2), and (F3) in the first section, respectively. 
We remark that since the zeros of a>(x) are associated with polynomials 
det( E, - xA,) (see below), the inequality r < ] y ] holds in (Pl) instead of the 
inequality r > 1 y 1 in (Fl). 
3. PROOF OF THEOREM 2.1 
Proof of Property (Pl). To prove (Pl), we first characterize a zero of 
d(x). As is stated in Section 2, there exists a unique solution L(x) of the 
equation (2.1). The solution L(x) is called a structure generating function in 
language theory. The function L(X) is written in the form L(X) = 
Cr=iU(n)x”, where u(n) is the number of different leftmost derivations of 
the word xn in the context free grammar (2.1). Then the function L(x) is a 
positive term series. 
It is also known in [5, p. 1271 that the radius r of convergence of L(r) is 
finite and positive. 
Pringsheim’s theorem on positive term series asserts that if F( x ) is positive 
analytic function and its radius of convergence is finite, then the radius of 
convergence is a singular point for F(x). Thus the radius r of convergence of 
the function L(X) is a singular point for L(x). Since a,(x) is an element 
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of R + [x], the singular point r is not a pole of L(x). Therefore r is a positive 
zero of the modified discriminant I>(x). 
In order to prove the property (Pl), we use the associated matrix of the 
algebraic equation (2.1). Let A be the associated matrix. We denote the n x n 
northwest comer truncation of A by A,. Let d”(x) = det(E, - wi,), where 
E, is the n X n unit matrix. By the same way as in [8, Lemma 2.41, we can 
prove the following lemma. 
LEMMA 3.1. With the above notation, 
djp+t = (I- ak-l)d(j_l)p+t - a,af-ld(j-k)p+t (j a 01, 
d --p+t = 1, d_,,+,= ... =d&+t=O. (3.1) 
Here we quote a theorem to prove the property (Pl). 
THEOREM [8, Theorem 4.21. Let {g,,(x)} be a sequence of polynomials 
defined by the recurrence 
gn+,M = [l- bd4k,+k-kd - bobhb)k-‘dx) (n + k a l), 
g,(x)=1 g-i(x)= *e* =g_,+,(x)=o, (‘j(‘) E xR[xl)a 
(3.2) 
Let Z = { y E C 1 y is a zero of g,(x)}. Then the set Z is dense in the set B 
which is dej?ned by 
B = { x E C 1 there exists a real number z such that 
( - 1) k(k+ u/2, > () and 
z[bk-l(x)- ilk =( - 1) k+1)“2((l - k)k-‘[bk_l(x)- l]$‘kk 
+ WP&->k-‘)]. 
Then it follows from Lemma 3.1 and this theorem that zeros of d jP+, 
( j = 0, 1, . . . ) are dense in the set C, where C = { x E Q= ) there exists a real 
number2 such that (-l)k’kt1)/2X~>Oand @~)=[a~_i(~)-ll]~X~}. 
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Now we suppose that there is a zero y of fi( x ) such that ] y ] < r, to get a 
contradiction. By the definition of b(x) we have y # 0. Clearly any zero y of 
d(x) belongs to the closure of the set C. Then it follows that there exists a 
zero Y, of dnp+t such that ]y,] < r. Hence the reciprocal T,,~+~ of the 
Perron-Frobenius eigenvalue of A,,,,+ t is smaller than the number r. 
On the other hand, a theorem on infinite Markov chains (Theorem 6.8 in 
[6]) asserts that r,,,+t > r. Then a contradiction follows. Therefore we have 
r < ]y( for any zero y of fi. This completes the proof of the property (Pl). n 
Proof of Property (PZ). By (2.2) we have 
z>(x)= i cju~_l(X)j+ca”(x)uk(X)k-l. 
j=O 
The terms a,_,(x)j, 0.1 < ’ <k, and aa(~)a~(~)~~’ represent cycles from 
(X, 1) to (X, 1) in the associated graph. Hence a(x) = Ci > Oeilc”‘. 
From the property (Pl) of Theorem 2.1, we know that there exists a 
positive zero r of B(x). Therefore the numbers rexp( i2aj/d) (j = 0, 1,. . . , 
d - 1) are zeros of the polynomial fi(x). 
Conversely, we now prove that if y is a zero of fi( r ) satisfying ] y ( = r, 
then 
y = rexp( i2rj/d) for some j (0 < j < d - 1). (*) 
In the first place we prove the following lemma. 
LEMMA 3.2. Let r be the positive zero of 6(x) such that r < lyl for any 
zero y offi( Then 
U,_,(T)-110. (3.3) 
Proof We recall that the function L(x) is a solution of the equation (2.1) 
and it is a positive term series. In the proof of property (Pl) we have defined 
the positive number r to be equal to the radius of convergence of the function 
L(x). Therefore we have L(r) > 0 for 0 < x < r. By using the principle of 
continuation, we deduce that there is a solution { x = r and X = R } of (2.1) 
satisfying R 2 0. 
On the other hand, since ak(r) > 0, it follows that R > 0. From this, the 
inequality (3.3) follows. n 
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Now we prove the prop_erty (*). 
Let y be a zero of D(x) such 
0 < t Q 27r. Since r and y are zeros of 
that ]y] = T. Then we set y= re”, 
b(x), it follows that 
Therefore from Lemma 3.2, we have 
Hence 
l-uk-l(r)~Il-uk-l(reit)I 
> 1 - Ibl(rei’)P(l)+ . . . + b,,,(reif)p(n”I 
> 1 - ( bldl) + . . . + b,,,tJ’(“‘)) 
= l- Uk_i(T). 
Therefore 
(3.4) 
(3.5) 
Since a,(x), uk(x) E x(lB + [xl, it follows that 
uO(r)uk(r)k-l > Iuo(rei’)uk(rei’)k-ll. (3.6) 
Let u,_,(x)=b,XP(‘)+ ... 
we have 
+ &x~(~), bi > 0. Then from (3.5) and (3.6) 
(3.7) 
(eit)P(l)= . . . = (eil)P(7’1)= 1. 
(3.8) 
From (3.4) and (3.7) we deduce 
Let 
u”(X)uk(X)k-l = c,#)+ . . . + c,xq(s), cj > 0. 
(3.9) 
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Then from (3.9) we have 
(eif)@)= . . . = (eif)Q(S)= 1. (3.10) 
By the definition of the period of a graph, we have 
d=GCD(p(l),...,p(m),9(1),...,9(s)). 
Hence there exist integers i(l), . . . , i(m), j(l), . . . , j(s) such that d = i( l)p( 1) 
+ . . . + i(m)p(m)+ j(l)q(l)+ . * . + j(s)9(s). Thus from (3.8) and (3.10) it 
follows that 
(ei’)” = 1. 
Then for any zero y of fi( x) satisfying IyI = r, we have 
y = rexp(i27rj/d) forsomej(O<j<d-1). 
This completes the proof of the property (PZ). 
Finally we prove the property (P3). 
Proof of Property (P3). From (2.2), we have 
C-1) k(k - U/yj( ,q = _ 
(k-l)k-l(l-ak-l)k +a”a;-l 
kk 
Hence 
C-1) 
k( k - 1),‘2 
-&) = 
(k - l)k-l(l - ak-dk-’ x(ak-l>’ +ca 
kk-1 0 
ai-l>,. 
Therefore 
t-11 
k(k - 1),‘2 
Thus r is a simple zero of a(r). 
Since x(d/dx)&x)E [w[x”], it follows that 
Oi*-&) 
d_ 
*=r 
= r-&q x) 
x = rexp( iZvrj/d) 
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Thus we conclude that rexp(i27rj/d) is a simple zero of c(x) for any j 
(0 < j < d - 1). This completes the proof of the property (P3) and so the 
proof of Theorem 2.1. n 
REMARK 3.1. If an algebraic equation is not of the same form as (2.1), 
then Theorem 2.1 does not hold for the equation. 
We consider the algebraic equation 
2 
x=xx4+2x?(“+$+;+;. 
Then the modified discriminant 2, of the algebraic equation is written in the 
form 
(X - l)‘( - 3x2 + 14x - 27). 
Therefore Theorem 2.1 does not hold for this equation. 
The author is thankful to the referee for helping to improve the paper. 
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