Selective breeding is a common and effective approach for genetic improvement of aquaculture stocks with parental selection as the key factor. Genomic selection (GS) has been proposed as a promising tool to facilitate selective breeding. Here, we evaluated the predictability of four GS methods in Zhikong scallop (Chlamys farreri) through real dataset analyses of four economical traits (e.g., shell length, shell height, shell width, and whole weight). Our analysis revealed that different GS models exhibited variable performance in prediction accuracy depending on genetic and statistical factors, but non-parametric method, including reproducing kernel Hilbert spaces regression (RKHS) and sparse neural networks (SNN), generally outperformed parametric linear method, such as genomic best linear unbiased prediction (GBLUP) and BayesB. Furthermore, we demonstrated that the predictability relied mainly on the heritability regardless of GS methods. The size of training population and marker density also had considerable effects on the predictive performance. In practice, increasing the training population size could better improve the genomic prediction than raising the marker density. This study is the first to apply non-linear model and neural networks for GS in scallop and should be valuable to help develop strategies for aquaculture breeding programs.
Introduction
Selective breeding is a common and effective approach for genetic improvement through choosing parents with desired characteristics. Traditional aquaculture selection methods, such as sib-testing, have limited reliability due to that selection candidates are evaluated based on mid-parent means (Odegard et al. 2014) . Furthermore, classical selection schemes also lead to increased co-selection among close relatives and applying constraints on inbreeding hinder selection on the interested traits rather than selection for individually evaluated traits (Rodríguez-Ramilo et al. 2015) .
Genomic selection has been proposed as a promising tool to facilitate selective breeding (Meuwissen et al. 2001) . The basic concept of GS is to estimate the marker effect in a training population and to predict the genomic estimated breeding value (GEBV) of selection candidates. Compared with traditional marker assisted selection method, GS requires no significant test, therefore, avoids biases in marker effect estimates and could accelerate the breeding cycle Hill 2013) . Because of its high prediction accuracy, GS has been widely used in agricultural plants (e.g., Bernardo and Yu 2007; Piepho 2009; Jannink et al. 2010; Crossa et al. 2014) and animals (Gonzalez-Recio et al. 2008; VanRaden 2008; Hayes et al. 2009; de los Campos et al. 2009a ). The rapid generation of extensive genomic resources also enabled genomic dissection of complex traits and application of GS in aquaculture species (Ge et al. 2015; Kessuwan et al. 2016; Liu et al. 2016; Abdelrahman et al. 2017; Negrín-Báez et al. 2016; Sawayama et al. 2017 Sawayama et al. , 2018 Wang et al. 2017a, b, c; Zhong et al. 2017; Li et al. 2018; Zhao et al. 2018) . So far, genomic selection has been applied in few aquatic animals, including the large yellow croaker (Dong et al. 2016) , the Atlantic salmon (Tsai et al. 2015) , the rainbow trout (Vallejo et al. 2016) , and the Japanese Flounder .
The prediction performance is essential for successful application of GS. Several factors affecting the prediction performance such as genetic trait architecture, span of linkage disequilibrium (LD), sample size, trait heritability, and marker density have been identified (Zhong et al. 2009; Daetwyler et al. 2010; Habier et al. 2007 ). In general, the predictability increases as marker intensity and sample size increases until reaches a plateau. The required marker density is determined by the speed of linkage disequilibrium (LD) decays in the population. When LD decays slowly, only a small number of markers could represent the genome (Desta and Ortiz 2014) . The predictability is also closely related to the heritability. The traits with higher heritability tend to have higher predictability. The predictabilities of low heritability traits, such as yield, were consistently lower than high heritability traits ). In addition to genetic factors, statistical models in GS have influence on the predictability. Currently, commonly used parametric GS methods include genomic best linear unbiased prediction (GBLUP) (Meuwissen et al. 2001) , Bayesian methods ), least absolute shrinkage and selection operator (LASSO) (Tibshirani 1996) , and partial least squares (PLS) (Gelandi and Kowalski 1986) . These parametric models have defects because they typically ignore complicated gene interactions or higher order non-linearity relationships in determining marker effect. To take possible non-linearity into account in prediction, it has emerged as a new tool for marker-based genomic predictions of complex traits through non-parametric methods including support vector machine (SVM) (Maenhout et al. 2007) , reproducing kernel Hilbert spaces regression (RKHS) (de Los Campos et al. 2009b) , and neural networks (NN) (Gianola et al. 2011; Wang et al. 2018) .
So far, selective breeding in scallop has been performed mainly through traditional selection method. Significant genetic gains from selection for growth have been reported in the Catarian scallop (Argopecten ventricosus) (Ibarra et al. 1999) , the Japanese scallop (Patinopecten yessoensis) (Liang et al. 2010) , and the Bay scallop (Argopecten irradians irradians) (Zheng et al. 2006) . With the development of new genotyping technologies and recently generated genome references Li et al. 2017b; Wang et al. 2017c, d) , genomic selection becomes applicable for scallops. Despite that the prediction performances of six parametric GS models have been evaluated in Yesso scallop (Dou et al. 2016) , the predictability of non-parametric models as well as their dependent genetic and statistical factors are largely unknown. To demonstrate the utility of GS in scallop selective breeding, we evaluated the accuracy of genomic prediction in an admixed population of Zhikong scallop (Chlamys farreri) using RKHS (de Los Campos et al. 2009b ) and sparse neural networks (SNN) . Their performances were compared with traditional method include GBLUP and Bayes B under various conditions. We also assessed the influence of heritability, marker density, and training population size on predicting performance.
Results

The SNP-Based Heritability Estimation
The basic SNPs (26,471 SNPs with MAF > 2%) were used for heritability estimation using GCTA. The SNP-based heritability h 2 GCTA of shell length, shell height, shell width, and whole weight was 0.42 (S.E. 0.09), 0.47 (S.E. 0.07), 0.54 (S.E. 0.11), and 0.28 (S.E. 0.03), respectively (Table 1) . h 2 GCTA calculated from 20,000 or 10,000 subsampled SNPs were very close to those from the whole set of SNPs (31,361 SNPs) (Fig. 1) . h 2 GCTA calculated using 2500 SNPs were significantly lower in all traits, suggesting that insufficient markers could reduce the accuracy. To test the effects of causative SNPs on heritability estimation, we also excluded 1000 SNPs that GWAS identified as mostly closely associated with phenotypic variance for h 2 GCTA calculation. The calculated h 2 GCTA remains stable and consistent with reduced 
Evaluation of the Predictive Power
We have compared the predictive performance of GBLUP, Bayes B, RKHS, and SNN with the scallop data sets. Table 2 presents the evaluation of the predictive performance of the models using basic SNPs with a tenfold cross-validation. The predictabilities of the four models are generally correlated to the trait heritability. As revealed by Table 2 , shell width exhibits the highest predictability across all methods, follows by shell height, shell length, and whole weight. Despite the correlation coefficients of whole weight are lower than 0.38, the predictabilities of most traits using different models are all above than 0.42. Based on optimal GS models, the prediction accuracy for this empirical dataset could reach about 0.51, 0.56, 0.58, and 0.37 for shell length, shell height, shell width, and whole weight, respectively. Different models also exhibited slightly differences for particular traits. The largest differences in predictability among the four methods vary from 0.0333 to 0.1047. Standard deviations of predictabilities range from 0.0076 to 0.0173 across traits and methods, where the high predictable traits tend to have smaller standard deviations than those low predictable traits. Among the four methods, RKHS and SNN generally outperformed GBLUP and Bayes B. For traits including hell height, shell length, and shell width, RKHS is the most efficient method. While for whole weight, SNN is the most efficient instead.
Influence of Marker Number and Training Population Size on Predictability
In order to determine the effect of marker types and densities used for GS in scallop, we selected six subsets of markers including common SNPs (11,941 SNPs with MAF > 10%), basic SNPs (26,471 SNPs with MAF > 2%), randomly sampled SNPs (2500, 10,000, and 20,000 SNPs), and all highquality SNPs (31,361 SNPs). One hundred selections in a random way were carried out with each subset. As shown in Fig. 2 , the predictability remains consistent with over 10,000 SNPs. When the number of markers falls below 10,000, the predictabilities begin to decrease significantly for all traits. Whole Weight Fig. 1 Box-and-whisker plots of SNP-based heritability estimates from 100 samples each made with the 509 scallops at 24 months in the selected groups and 2500, 10,000, 20,000, or 31,361 SNPs for shell length, shell height, shell width, and whole weight
The result also reveals that the smaller the number of markers, the larger the variation in predictabilities.
To investigate the impact of population size on the predictive power of the models, we selected five subsets of training populations varying from 300 individuals to the total 509 individuals. As the size of training population increases from 300 to 509, the average predictabilities of the four methods (GBLUP, Bayes B, RKHS, and SNNR) increased averagely by 47.64%, 43.15%, 41.78%, and 60.23% for the four traits, respectively (Fig. 3) . Although both the marker density and the size of training population have influences on the predictability, increasing the training population size could better improve the genomic prediction than raising the marker density. For example, as the number of makers decreases from 31,361 to 2500, the predictabilities of four traits only decline by 11.65% on average, whereas the predictabilities drop by 48.31% on average as the population size decreases from 509 to 300, which indicates that a large training population is necessary to obtain high predictability.
Discussion
In this work, we have evaluated the influences of the GS method, heritability, marker number, and training population size on predictive performance for an admixed population of Zhikong scallop. From the comparison of different prediction methods, we found that non-parametric methods (RKHS, SNN) performed better than parametric methods (GBLUP, BayesB) for the real dataset of scallop. Our results were in consistence with previous studies. Heslot et al. (2012) compared the performance of six parametric methods with four non-parametric methods for genomic prediction in wheat, maize, and barley and observed that the RKHS method performed the best across different species. Ehret et al. (2015) investigated various Bayesian neural network architectures using for predicting phenotypes in Holstein-Friesian and German Fleckvieh cattle and suggested that neural networks can capture non-linearities and may be useful for predicting complex traits using real data. Howard et al. (2014) assessed many parametric and non-parametric methods using simulated genetic architectures, and found that parametric methods performed slightly better than non-parametric methods for additive genetic architectures, but parametric methods had difficulty in capturing non-additive effects such as epistatic effects. Generally, GBLUP is the most robust method and generally gives the higher predictability for highly polygenic traits; the Bayesian methods are better for traits with major genes; RKHS and SNN perform well for traits under non-additive genetic architectures. If the genetic architecture underlying the trait is unclear, both parametric and non-parametric methods should be tried to cross-confirm the results.
We also found that the size of training population had a greater impact on predicting performance than the marker density did, which was in accordance with earlier studies (Ehret et al. 2015) . The increase in predictability quickly reaches a plateau as the number of markers increases. In our study, the predictability plateaued when 10,000 markers were used for prediction of all traits. Research in an elite scallop breeding population genotyped with 2364 markers revealed that prediction accuracy for real Effect of marker density on the predictability. Six SNP subsets were selected using randomly sampled SNPs (2500, 10,000, and 20,000 SNPs), common SNPs (11,941 SNPs with MAF > 10%), basic SNPs (26,471 SNPs with MAF > 2%), and all high-quality SNPs (31,361 SNPs). Tenfold crossvalidations are repeated 100 times for each subset of SNP markers. Error bars are constructed using one standard error from the mean dataset of scallop could reach over 0.4 based on optimal GS methods (Dou et al. 2016 ). The optimal GS methods using 10,000 markers in this work produced the most accurate predictive ability about 18% greater than GS models using only 2364 markers for scallop in Dou et al. 2016 . Therefore, a low-density marker panel is desired to obtain a favorable cost-benefit ratio for GS. With respect to the size of training population, it has strong effect on the predictability. We observed a monotonic increase in the predictability for each trait with enhancing population size. Therefore, increasing the size of training population rather than increasing the marker number can be preferable for scallop GS prediction. Currently, researches on GS are mainly based on the additive model. However, a few studies have suggested that incorporating dominance can produce higher Fig. 3 Effect of the population size on the predictability. Six subsets are selected with the number of individuals varying from 300 to 509 using 10,000 SNP. Tenfold cross-validations are repeated 100 times for each subset of the population. Error bars are constructed using one standard error from the mean predictability than only considering additive effects (Vitezica et al. 2013) . Our result reveals that additive variances may not explain the majority of the trait variances, and the improvement in predictability by including non-additive variances, such as dominance variances, could be considered in near future. This result is consistent with Wang et al. 2018 , who found that on average, inclusion of the dominance component yielded better predictions for milk yield supported by results of non-additive effects on milk yield in Jersey cows (Aliloo et al. 2015) .
Conclusions
We used an admixed population of Zhikong scallop consisting of 509 individuals to evaluate the genetic and statistical factors affecting prediction in scallop. The results showed that predictabilities for different methods were significantly different, with the two non-linear methods (e.g., RKHS and SNN) better than the two other linear methods. The predictability is closely related to the heritability. The traits with higher heritability tend to have higher predictability. The size of training population had greater influence on predictive performance compared with the marker density. Our results hold great promise for the implementation of GS in scallop breeding.
Methods
Materials Collection
The Zhikong scallop (C. farreri) naturally distributes along the seacoasts of China, Japan, and Korea and is a commercially important bivalve species in China. Currently, genetic studies focusing on scallop growth, reproduction, and immunity represent active research directions. Phenotype data were traditional size-related characters as complex traits, such as shell length, shell height, shell width, and whole wet weight. Shell height was measured from the hinge to the opposite end of the shell. Shell length was measured as the maximum dimension at right angles to the height. Shell width was measured as the greatest vertical distance between the two valves. As shown in Fig. 4 , the distributions of shell length, shell height, and shell width were similar and deviated normally distributed. While the distributions of whole weight be approximately normally distributed. The parental scallops used in this study were collected from a cultured population in Qingdao Shazikou, Shandong Province, China. In February 2012, 1000 scallops for each trait were brought to the hatchery for selection and conditioning. For the parental populations, the selection intensity planned was i = 1.755 for the four complex traits (Falconer and Mackay 1996) . However, the observed selection intensity, which was estimated from the standardized difference between the means of the selected parents from the population divided by the standard deviation of the population, was lower for the four traits, 1.651 for shell length, 1.647 for shell height, 1.732 for shell width, and 1.606 for whole wet weight. We randomly collected 509 individuals at 24 months in the selected groups of an admixed population and used 2b-RAD sequencing (Wang et al. 2012 ) to obtain a high-quality set of SNPs (31,361) with an average calling rate of 84% in this study. Using the physical map of Zhikong scallop (Jiao et al. 2014) , the missing genotypes were inferred by the Beagle software (Browning and Browning 2009 ). Imputation accuracy was measured using R square allelic (R 2 ), as described by Browning and Browning (2009) . We could obtain allelic R 2 for each imputed marker in a sample of 509 individuals. The average and standard error of allelic R 2 values were 0.9084 and 0.1203, respectively. GBLUP Meuwissen et al. (2001) introduced the use of linear regression models in genome-enabled predictions. The basic linear regression model for additive effects is
Models of Prediction
where y i is a target trait measured on individual i; μ is an intercept; β j is the allele substitution effect of marker j and 
where λ ¼ σ 2 β =σ 2 e is the signal-noise variance ratio, W is a standardized genotype matrix with the ij th element w ij = (x ij − 2p i ), p i is the minor allele frequency for SNP i, and G is a genomic relationship matrix suggested by VanRaden (2008) and can be written as
BayesB For the BayesB method, we followed Meuwissen et al. (2001) . The prior for marker β j for j = 1, …, p is given by the hierarchical prior
where δ 0 (.) denotes a point mass at zero that assigns zero variance to the effects of a fraction π of markers. A priori, only a fraction 1 − π of markers was selected to be in the model and a scaled inverted chi-square distribution χ −2 (υ, S) was used as prior distribution for the variance of the marker effects with hyperparameters degrees of freedom υ and scale S, where υ = 4.234 and S = 0.0429 (see Meuwissen et al. 2001) . In this study, we used BBLR^package (de los Campos et al. 2013 ) to implement BayesB model and adopted the default values for υ and S.
RKHS The general form of the RKHS method is defined as
where K h is a kernel function, which can be used to map the input data to a high dimensional space where the data can be more easily separated, β and ϵ are assumed to have independent prior distributions β∼NIID 0; K h σ 2 β and ϵ∼NIID 0; Iσ 2 e À Á . RKHS has been used for spatial smoothing, regression, and classification, in which the reproducing kernel (RK) is one of the central elements of model specification. Here, we selected the multi-kernel function and implemented the method in the R package BGLR (de Los Campos et al. 2009b ).
SNN The Single Hidden Layer Feed Forward Neural
Networks for GS is introduced by Gianola et al. (2011) :
In terms of genome-enabled prediction using [3] , in the hidden layer, the genomic covariates x ij (for j = 1, ⋯, p) of an individual i (for i = 1, ⋯, n) are linearly combined with a vector of input weights β k ½ j that are specified in the training phase, plus an intercept (in NN's terminology also called Bbias^) b k with k = 1, ⋯, S denoting a neuron. The resulting linear score is then transformed using an activation function g k (.) to produce the output of the single hidden neuron. To model non-linear relationship between phenotype and input, the tangent hyperbolic function (tanh
ð Þ ½ −1 ) can be used in the hidden neurons. In the output layer, the S genotype-derived basis functions, resulting from the hidden layer, are also linearly combined by using the W 1 , W 2 , ⋯, W S weights.
We obtain an estimate of sparse structure of model [6] by minimizing the negative logarithm of likelihood of the data with sparsity enforcing L 1 -norm penalty on parameters 
where the approximate square error.
−y i Þ 2 , λ k, j (λ k, j > 0) and λ k (λ k > 0) are Lagrange multipliers that determine the amount of sparsity in β k ½ j , W k , and b k . For SNN, we calculated the noise-to-signal ratio λ ¼ σ 2 β =σ 2 e and implemented the SNN method in the R package snnR ).
Predictability and Heritability
The predictability for scallop hybrid performance was evaluated using a tenfold cross-validation, where the sample was randomly partitioned into ten parts with four parts being used to estimate parameters and the remaining part being predicted. Finally, all parts were predicted once and used four times to estimate parameters. The predictability is defined as the correlation coefficient between the observed and predicted phenotypic values. The predictability may be affected by how the sample is partitioned into the tenfold. Therefore, we replicated the cross-validation analysis 100 times to achieve the average prediction results of these replicates. In order to identify the impacts of training population size and marker number on predictability, we used different subsets of training population and markers to evaluate the predictability. Data accessibility: phenotype and sequence data are available from: Bhttp://mgb. ouc.edu.cn/cfbase/html/download.php.T o estimate the variance components, we used GCTA version 1.24.2 (Yang et al. 2011) to estimate the proportion of phenotypic variance explained by the genotyped SNPs. First, GCTA was used to create the genetic relationship matrix (GRM) for estimating the pair-wise genetic relationship between individuals. Then, we estimated univariate heritabilities of complex traits of scallop by the restricted maximum likelihood method in GCTA. Meanwhile, σ 2 β and σ 2 e being the residual and marker variance component estimates obtained by SNP-based heritability using GCTA (Yang et al. 2011) .
