This paper extends Bennett's integral from scalar to vector quantizers, giving a simple formula that expresses the rth-power distortion of a many-point vector quantizer in terms of the number of points, point density function, inertial profile and the distribution of the source. The inertial profile specifies the normalized moment of inertia of quantization cells as a function of location. The extension is formulated in terms of a sequence of quantizers whose point density and inertial profile approach known functions as the number of points increases. Precise conditions are given for the convergence of distortion (suitably normalized) to Bennett's integral.
or simply (S,C) or Q. Its encoding rate is (log 2 N)/k. When applied to a random vector X = (X 1 , X 2 ,..., X k ) with probability density p(x), the rth-power distortion of (S,C) is
||x-y i || r p(x) dx , (1.1)
where ||x-y|| = ( ∑i=1 k (x i -y i ) 2 ) 1/2 denotes Euclidean distance and p(x) is the (k-dimensional)
probability density of X.
The pioneering work of Bennett [1] showed that the mean-squared error (r=2) of a scalar where λ(x) is a function, called the point density, such that λ(x)∆ is, approximately, the fraction of quantization points in a small interval of width ∆ surrounding x, and where an integral without limits denotes an integral over the entire space. The right-hand side of (1.2) is known as Bennett's integral. Although originally derived for companders (quantizers consisting of a compressor mapping, uniform quantizer and expander mapping) with λ equal to the derivative of the compressor function, it was recognized by others [2] [3] [4] [5] that (1.2) applies more generally.
Besides giving a simple approximate formula for distortion, Bennett's integral shows how the distortion depends on the key characteristics of the quantizer, namely, the number of points N and the point density λ. Its utility is exemplified by the fact that one may use it to show that the best quantizers have λ(x) ≅ p(x) 1/3 / ∫ p(x) 1/3 dx and to evaluate the merits of other quantizers.
In this paper we extend Bennett's integral to vector quantizers. The goal is to give a simple approximate formula for distortion that again shows the influence of key characteristics and that can be used to analyze the performance of suboptimal structured vector quantizers. Previous extensions of Bennett's integral and related work are described in the next paragraph.
Subsequently, an informal derivation of the principal result is given. Section II describes the 2 application of the new Bennett integral to the analysis of optimal and suboptimal quantizers --particularly, scalar, product and transform quantizers. Section III presents a rigorous formulation of Bennett's integral, and Section IV presents the proof, with certain details left to the Appendix.
For scalar quantizers, Bennett's integral was extended to rth-power distortion by Algazi [6] . It was extended to vector quantizers with congruent cells (as in a lattice quantizer) by
Gersho [5] . Yamada et. al. [7] gave a Bennett-like lower bound to distortion that applies to all vector quantizers and difference distortion measures. Bucklew [8, 9 ] extended Bennett's integral to companders in higher dimensions. All these results were heuristically formulated and derived. Subsequently, Bucklew and Wise [10] gave a rigorous formulation and proof of (1. A similar result was given by Cambanis and Gerr [11] . For vector quantizers, Bucklew [12] showed that under certain technical conditions, a form of Bennett's integral holds, whenever the sequence of quantizers is asymptotically optimum for some other source density. Over the years, other work has focused on deriving the asymptotically best performance of quantizers without explicit use of Bennett's integral [13] [14] [15] [16] [17] [18] [19] . A thorough summary of early work is contained in [19] .
A complete extension of Bennett's integral to vector quantizers must take into account the shape of the quantization cells and, indeed, the possibility that in two or more dimensions the cells may have many different shapes.
In the following we give a heuristic derivation of our extension of Bennett's integral to vector quantizers. A rigorous formulation and proof in terms of sequences of quantizers is postponed to Sections III and IV.
Suppose a quantizer (S,C) in k dimensions has many points, suppose the quantization cells are small and suppose the source density is smooth. Then This normalization makes M(S i ) invariant to a scaling of S i , and for r =2, it makes M(cube) = 1/12 for any k.
Suppose further that there is a function λ(x) (usually smooth) such that for any x, the fraction of quantization points contained in a small region R containing x is approximately λ(x)v(R). Such a function is called the point density of (S,C) and satisfies
The existence of a point density presumes that neighboring cells have similar volumes, as is often the case.
Finally, suppose there is a function m(x) (usually smooth) such that for any x, the cells in the vicinity of x have normalized moment of inertia (about their respective quantization points) approximately equal to m(x). Such a function will be called the inertial profile of (S,C).
Its existence presumes that neighboring cells have similar normalized moments of inertia, as is the case for many quantizers.
Substituting the point density and inertial profile into (1.4) gives
which we recognize as an approximation to a Riemann integral. Therefore,
which is the new version of Bennett's integral for vector quantizers. Note that it is similar to the formula derived in [5] except that instead having a single moment of inertia that applies to all cells, it contains the inertial profile m(x). Equation (1.7) shows that distortion decreases as 1/N r/k , with proportionality constant depending on the source density, point density and inertial profile. This identifies the point density and inertial profile as key performance determining characteristics, which one should focus upon when considering the performance of a vector quantizer.
Since the normalized moment of inertia and, consequently m(x), can never be less than that of a k-dimensional sphere, V r/k k /(k+r), where V k is the volume of a k-dimensional sphere with radius 1,
which also follows from the results of [5] .
For scalar quantizers, the cells are almost always taken to be intervals, and the quantization points are usually taken to be the midpoints. In this case, m(x) = 1/12, assuming r = 2, and (1.7) reduces to Bennett's integral for scalar quantizers (1.2). If, on the other hand, the quantization points were placed at the left endpoints of their respective cells, then m(x) = 1/3.
II. APPLICATIONS OF BENNETT'S INTEGRAL

A. Optimal and Suboptimal Quantizers
Two important questions are: What is the least distortion among quantizers with a given dimension and size? And, what are the best point density and inertial profile for a given dimension?
According to Gersho's widely believed conjecture [5] , when N is large, most cells of the best k-dimensional quantizers are congruent, approximately, to the tessellating polytope H * r,k with minimum normalized moment of inertia. Assuming such, the best inertial profile is the constant:
and either calculus of variations or Hölder's inequality can be used to show that (1.7) is minimized by the point density [5] 
Substituting (2.1) and (2.2) into (1.7), one finds that the least distortion of any k-dimensional quantizer with N points is
which is the well known Zador-Gersho formula. Zador [15, 16] derived the form of (2.3);
Gersho [5] recognized that the multiplicative constant is M * r,k . See also [10] . Although as just shown, the vector version of Bennett's integral enables a direct derivation of the distortion of the best quantizers (assuming Gersho's conjecture), its real forte is that it provides a framework for understanding the limitations of various suboptimal quantizers.
Specifically, since vector quantizers can be quite complex, "structure" is often introduced to simplify the encoding and/or decoding --for example, scalar, product, lattice, transform, multistage, tree, trellis, and pyramid structures. Generally speaking, such structure causes a quantizer to have more distortion than an optimal quantizer with the same size and dimension.
Nevertheless, structured quantizers are used when their complexity reduction outweighs their suboptimality. Indeed, their lower complexity may result in less distortion, when it permits a larger dimension than an optimal quantizer with the same rate. Although such structured quantizers are widely used, in many cases their performance is difficult to predict and, consequently, has only been determined empirically. This makes it difficult to understand the true source of their suboptimality, to predict which structures are appropriate for a given situation, and to find better techniques.
It is our claim that the new version of Bennett's integral provides a framework for qualitative and quantitative analyses of the increase in distortion caused by structures such as those mentioned above. Specifically, it suggests that one should focus on the effect of structure on the point density and inertial profile. Indeed, a qualitative comparison of these functions with the ideals given in (2.1) and (2.2) reveals much about the limitations of a specific form of structure.
Moreover, if one can explicitly compute (or at least bound or estimate) the point density and inertial profile induced by a particular structure, then one can use Bennett's integral to quantify the resulting loss of performance. Examples of qualitative and quantitative loss analyses include those of tree-structured quantization [20] , two-stage quantization [21, 22] , scalar quantization (Subsection C below) and transform coding (Subsection D below). In the following we show how to separately identify the losses due to the point density and the inertial profile.
The ratio of the distortion of a quantizer (S,C) to that of the best quantizer with the same number of points will be called its loss L = L(S,C). Bennett's integral (1.7) and the Zador-
To separate the effects of a suboptimal point density from those of a suboptimal inertial profile, we factor the loss into L = L pt L ce , where L pt is the point density loss
which is the ratio of the distortion of a hypothetical quantizer with the given point density and a constant (e.g. optimal) inertial profile to that of a quantizer with the optimum point density and the same inertial profile, and L ce is the cell shape loss
which is the ratio of the distortion of the quantizer to that of a hypothetical quantizer with the same point density, but an optimum inertial profile. One may also write
, which shows that L ce is an average of "local" cell shape loss.
Both point density and cell shape losses are greater than or equal to one --the former by the Hölder inequality used in the derivation of λ * r,k , the latter by Gersho's conjecture. They serve to focus attention on the effects of a suboptimal point density and inertial profile. When they can be computed, they show the precise quantitative effect of structure on distortion. One interesting case where they can be explicitly computed is the case of product quantizers. Doing so leads to new insight into scalar and transform quantizers, even though they have been extensively studied in the past. This is discussed next.
7
B. Product Quantizers
The product of k scalar quantizers (S i ,C i ,Q i ), i = 1, …, k, is the k-dimensional vector copies of a scalar quantizer will be called its kth power.
As an example, a scalar quantizer and its second power are shown in Figure 1 . The former is the optimal (with respect to squared error) 16-point scalar quantizer for a Gaussian density with zero mean and unit variance (cf. [24, p. 134] ).
From now through the rest of Section 2, we assume the N i 's are large enough that the scalar quantizers have well-defined point densities λ 1 (x 1 ), …, λ k (x k ), and that Bennett's integral is accurate. We also assume squared error distortion, i.e. r = 2, and we omit the subscript r in m * r,k (x), λ * r,k (x), M * r,k , H * r,k , etc.. The cell of the product quantizer containing x = (x 1 ,…,x k ) is a rectangle with side lengths approximately (N 1 λ 1 (x 1 ))
follows from this and (1.6) that the product quantizer has product point density
Moreover, assuming the scalar quantization points are centered in their respective cells, the product quantizer has inertial profile m pr (x) = 1 12
where the first equality uses the fact that the normalized moment of inertia of a rectangle (about its center) is 1/12 times the ratio of the arithmetic and geometric means of the squares of the side lengths, and where the second inequality uses (2.6). 2 Notice that both λ pr and m pr are affected by the scalar point densities, but only the latter is affected by the sizes.
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Suppose that the product quantizer is applied to a random vector X = (X 1 ,…,X k ) with joint density p(x). Substituting (2.6) and (2.7) into the k-dimensional version of Bennett's integral (1.7) and simplifying shows that product quantizer has distortion
where p i (x i ) is the marginal density of X i . The above is just the average of the 1-dimensional version of Bennett's integral (1.7) applied to each scalar quantizer. Obviously, it also follows directly from the fact that the distortion of the product quantizer is just the average of the distortions of the scalar quantizers. The real value of computing the point density (2.6) and the inertial profile (2.7) is to get better qualitative and quantitative understanding of the performance limitations of systems whose performance can be related to those of product quantizers.
C. Scalar Quantizers
We now address the frequently asked question: Why do vector quantizers outperform scalar quantizers for stationary, memoryless sources? The best answer to date is given by Lookabough and Gray [25] . By examining the point density and cell shape losses of kth power quantizers, we are able to add further insight.
To do so, consider a stationary, memoryless source {X k } with first-order density p 1 (x 1 ) and k-dimensional joint density p(x) = p 1 (x 1 ) … p 1 (x k ). We follow the approach of [25] and compare scalar quantization to vector quantization by comparing the features of kth-power quantizers to those of the best k-dimensional quantizers. (A kth-power quantizer is just an alternate description of a scalar quantizer.) Let N 1 denote the size of a scalar quantizer, and let λ 1 denote its point density. Its kth-power has N k 1 points, point density 
neither of which depends on N 1 . The cells of the kth-power quantizer are cubic along the diagonal and wherever else λ 1 (x 1 ) = λ 1 (x 2 ) = … = λ 1 (x k ). They are entirely cubes (except, possibly, for infinite volume cells on the periphery) if and only if the quantizer is uniform.
Hence,
with equality for all x if and only if λ 1 (equivalently, the scalar quantizer) is uniform.
In comparison, an optimal k-dimensional quantizer has point density
where in the above and the following, c denotes whatever normalization constant makes the density integrate to one 3 . Its inertial profile is
As a result, the kth-power quantizer has point density loss
and cell shape loss
It is useful to factor L ce into L cu L ob , whose first term is the cubic loss
and whose second term is the oblongitis loss
The cubic loss is the cell shape loss that would occur if the cells were entirely cubes; i.e., it is the smallest possible cell shape loss for kth-power quantizers. Lookabough and Gray [25] called it the space filling loss 4 . It has been conjectured that a cube has the smallest n.m.i. of any polytope with 2k faces (or, at least, of any such tessellating polytope) [26] . To optimize the kth-power quantizer (equivalently, the scalar quantizer), the scalar point density λ 1 , which affects both its point density and inertial profile, must be chosen to minimize the product L pt L ob . (L ob is the part of L ce that depends on λ 1 .) On the one hand, choosing λ 1 to be uniform minimizes L ob . 5 On the other hand, choosing λ 1 (
minimizes L pt . In this case, λ pw = λ * k , but there is so much "oblongitis" that L ob = ∞, as one may easily check. 6 The best scalar point density, λ * 1 (x 1 ) = c p 1 (x 1 )
, is a compromise. It is more uniform than the point density that minimizes L pt , which reduces "oblongitis".
The fact that power quantizers can have the optimal k-dimensional point density is often overlooked. To see why, consider a scalar quantizer with a point density of the form λ 1 (x 1 ) = c exp{-bx 2 1 } for X 1 having a Gaussian distribution with zero mean and unit variance. Its kth power has a spherically symmetric, bell-shaped point density of the form c exp{-b||x|| 2 } a fact that is disguised by the "squarish" appearance of Figure 1 . If one chooses b = k/2(k+2), then the kth-power point density is the optimal k-dimensional point density, which as mentioned previously causes L ob = ∞. The optimal scalar point density, which has b = 1/6, generates a broader, lower "bell".
For the optimal scalar point density, the point density and oblongitis losses are
The product of these has been called the shape loss 4 [25] , because it is due to the "shape" of p 1
--for a more uniformly shaped p 1 , the optimal scalar point density c p 1 (x 1 ) 1/3 is more uniform and, consequently, less of a compromise from the scalar point density c p 1 (x 1 ) k/(k+2) that generates the best k-dimensional point density. Consequently, both L * ob and L * pt are smaller.
Indeed, for a uniform density, both are 1.
For a Gaussian density, straightforward computations shows 13) which are computed in Table 1 , along with L cu , for a number of values of k. For a Laplacian density, the point density and cubic losses, also given in Table 1 , work out to be the squares of those for the Gaussian density. They are larger than for the Gaussian density because the sharper peak at the origin and the heavier tail means that a good scalar quantizer must be more nonuniform. This causes more oblongitis, which in turn causes more compromising of the optimal point density in order to reduce the oblongitis.
In summary, for memoryless sources, the shortcoming of scalar quantizers (equivalently, kth-power quantizers) is not, as is sometimes believed, that they are incapable of putting points in the best places (i.e., forming the optimum point density). Rather their structure is such that they are incapable of producing cells with shapes better than cubes and such that better point densities come at the expense of lesser cell shapes. Consequently, the best scalar point density is a compromise, with neither the best point k-dimensional density nor the best k-dimensional cell shapes. The decomposition into point density and cell shape losses shows quantitatively the effects of this compromise. For sources with memory, there is also a loss due to the point density not reflecting the correlation. This is well expressed by the memory loss quantified in [25] .
D. Transform Codes
Transform codes are a common form of structured vector quantizer where the source vector X = (X 1 ,…,X k ) is multiplied by a k × k orthogonal matrix T (the "transform") before quantization by a product quantizer. 7 (The inverse transform is applied at the decoder.)
Although the performance of such codes is well understood in the high-rate case [28] , we obtain additional insight by reexamining them from the point density, cell shape viewpoint. As usual in high-rate analyses of transform coding, we restrict attention to stationary Gaussian sources, and for the purpose of illustration, we presume the source to have zero mean, unit variance, and correlation coefficient ρ = E(X 1 X 2 ) close to 1, so that its k-dimensional density is an elliptically shaped hill, with principal axis on the diagonal.
The motivation for transform codes is that one would like to have vector quantizers with the simplicity of scalar quantizers and the performance of optimal ones. We now describe from a point density, cell shape viewpoint how transform coding approaches these goals. Viewed in k-dimensions, a scalar quantizer with a point density of the form c exp{-bx 2 1 } forms a power quantizer whose point density is a spherical hill of the form c exp{-b||x|| 2 ||}, which does not match the diagonally oriented source density. By themselves, product quantizers offer no improvement, because the best product quantizer for a stationary source is a power quantizer. where λ pr and m pr are given by (2.6) and (2.7), respectively. Notice that the latter depends on the scalar sizes and point densities, whereas the former depends only on the scalar point densities. One may easily show that for the transform code applied to X, the various losses are identical to those of the product quantizer applied to Y; i.e.
where we have added "X" and "Y" to emphasize the vector to which the quantizer is applied.
Let us first consider how to choose the transform and scalar point densities to minimize point density loss. Using (2.4), (2.6) and (2.15), the point density loss is
Notice that if one chooses T so that the components of Y are independent, then choosing
, i = 1,…,k, makes the point density loss equal to 1. That is, the product and transform quantizers have the point density of an optimum k-dimensional vector quantizer for Y and X, respectively, and point density loss is minimized. Such a T is the familiar Karhunen-Loeve transform.
Next, let us consider how to choose the scalar point densities and sizes to minimize cell The best transform code, as found in [28] , is a compromise, which we now summarize.
Given an arbitrary orthogonal matrix T, the scalar quantizers should be chosen so that the resulting product quantizer is optimum for Y. Specifically, for i = 1,…,k, λ i (y i ) = c p i (y i ) 1/3 and is large compared to the other σ i 's, so the rays of cubes are close to the first axis, which is good.
For the optimum transform code, the resulting point density and oblongitis losses work out to be the geometric means of those of the individual scalar quantizers applied to IID sources.
Since all components are Gaussian, these are just the losses of a single scalar quantizer for an IID source. Thus, the losses are exactly as given by (2.10)-(2.13) and Table 1 .
On the one hand, it seems fitting that the optimum transform code should have the same losses as scalar quantization, since it is based on scalar quantization. But on the other hand, the point density and cell shapes of the transform code are not simply rotated versions of those of the optimal power quantizer for an IID source, so it is not immediately clear why this should be the case. To see concretely why these losses are identical, let us compare the optimum product Finally, we note that the scale factor Γ is less than or equal to 1, because Γ 2 = ( ) 
In summary, transform codes for a Gaussian source with memory suffer precisely the same point density, cubic and oblongitis losses as scalar quantizers for stationary, memoryless Gaussian sources.
III. FORMAL STATEMENT OF BENNETT'S INTEGRAL
We begin by introducing and motivating the "sequence approach" to Bennett's integral.
The result we wish to derive is that if a quantizer has, approximately, point density λ and inertial profile m, then (1.7) holds. To formalize such a result, we need to identify two notions of point density and two notions of inertial profile.
The specific point density of a quantizer (S,C) is the function
that characterizes the density of quantization points for this "specific" quantizer. The function λ S is piecewise constant, non-negative, and zero only where S i has infinite volume. We will assume that quantization cells have nonzero volumes, so λ S is always finite. Its integral over the union of n bounded quantization cells is n/N; its integral over a convex set that is large relative to the quantization cells it intersects is approximately the number of quantization cells it contains divided by N; and its integral over all space is the fraction of cells having finite volume. As the subscript S suggests, λ S actually depends on the cells in S, rather than the points in C. However, since ordinarily each point is contained within its corresponding cell, the term "point" density seems reasonable. On the other hand, a model point density is a (usually smooth) function λ(x), independent of N, that specific point densities approximate or aspire to. For example, λ * r,k defined in (2.2) is a model point density. It is not the specific point density of any specific quantizer, but the best quantizers have λ S ≅ λ * r,k . We will not try to identify what functions can be model point densities, except to say that they must be nonnegative and integrate to at most one.
The specific inertial profile of a quantizer (S,C) is the function .7) holds. The sense of these approximations could be specified with a metric. However, we choose instead to follow a convergence approach, somewhat like that in [10, 12] The term "measure" refers to Lebesgue measure on R k . All functions and sets will be assumed to be Lebesgue measurable; all integrals will be Lebesgue integrals. By the volume v(E) of a set E, we mean its Lebesgue measure.
A k-dimensional source density p(x) will be called piecewise continuous if there exists a finite, disjoint collection of measurable sets such that p(x) is continuous on each and the volume of points not contained in any of these sets is zero.
Finally, a sequence of functions {f N (x)} is said to be uniformly absolutely continuously integrable with respect to a density p (c.f.
[29], p. 192, [30] , p. 247) if for all ε > 0 there exists δ > 0 such that
for every N and every set F with probability P(F) = ∫F p(x) dx ≤ δ. As an abbreviation, we will say {f N } is UACI-p. In a similar manner, a sequence {f N (x)} is said to be uniformly 
The above theorem will be used in the proof of the following, which is the main result of the paper. having N points, is applied to a k-dimensional, absolutely continuous random vector X with probability density p that is piecewise continuous. Let λ N (x) and m N (x) denote, respectively, the specific point density and the specific inertial profile of (S N ,C N ). Assume (i) As N tends to infinity, the specific point densities λ N converge in probability to a model point density λ; i.e., for any ε > 0,
(ii) As N tends to infinity, the specific inertial profiles m N converge in probability to a model inertial profile m.
(iii) As N tends to infinity, the cell diameter functions d N converge in probability to zero.
(iv) The sequence of normalized local distortions {e N (x)} is UACI-p .
where both sides may be infinite. u
The proof of Theorem 2 is given in the next section. In the following remarks, we discuss its hypotheses and conclusions.
(1) Hypotheses (i) and (ii) insure that for large N the quantizers are characterized, approximately, by the model point density λ and the model inertial profile m, at least on the support of the density p. These "convergence in probability" hypotheses are, of course, weaker than convergence "pointwise", "almost everywhere" or "with probability one" hypotheses would (4) Much of the complexity of the proof derives from the fact that the source density is allowed to be unbounded and to have unbounded support. However, we emphasize that the UACI-p hypothesis is needed, even when source the density is bounded and has bounded support.
(5) Given that the UACI-p hypothesis (iv) demands that cells shrink rapidly, it may be surprising that hypothesis (iii) is needed. Moreover, hypothesis (i) implies that the cell volumes are shrinking as 1/N. Unfortunately, we were unable to prove theorem without hypothesis (iii).
Nor were we able to show that the other hypotheses imply (iii).
(6) Although our proof of the theorem relies on the piecewise continuity of the source density, there might be a proof that would not rely on this assumption. For example, it is shown in [31, Theorem 3.2.1], that if the support of the density is compact, then piecewise continuity is not required. One might even be able to prove the theorem without presuming the existence of a probability density. Notice also that no assumption about the continuity of λ or m has been made. In essence, Theorem 2 of [12] says that if a sequence of quantizers is optimum for source density q, then Bennett's integral holds for source density p with the model point density λ q that is the optimum for q and model inertial profile m(x) = M(H * r,k ), which is the optimum for any source density. Since any target point density λ(x) is optimum for some source density (specifically, to the density proportional to λ(x) (k+r)/k ), this result is much like Theorem 2 except that the latter gives a direct statement and proof (there is no "if optimal for q" hypothesis), and the latter holds for quantizers with arbitrary inertial profiles. Also, hypothesis (v) of Theorem 2 is a little weaker than (3.7).
IV. PROOF OF THEOREM 2
We prove the theorem assuming p is continuous on a set B with nonzero volume, and zero elsewhere. (It could be discontinuous on the boundary of B.) The proof for a piecewise continuous density follows by direct application of this. The details will be omitted.
r/k denote the model distortion profile. We begin by considering the case where Bennett's integral is finite; i.e., ∫ γ (x) p(x) dx < ∞.
Fix an ε > 0. Since Bennett's integral is finite and since {e N } is UACI-p, we may choose δ so small that for any set E with P(E) ≤ δ It will then follow from (3.5) and (4.1)-(4.4) that
The final result (3.6) derives from the fact that the above holds for every ε > 0. 
Substituting the above into (4.5) gives 
Hypothesis (v) implies that the left-hand side of the above is finite. Therefore, (4.4) holds and shows that for all sufficiently large N,
Since B can be chosen arbitrarily large, it must be that lim 
Since p is strictly positive on B, the set B-C β = { x∈B : p(x) ≤ β } approaches the empty set as β tends to zero. Because of this and the fact that v(B-C β ) ≤ v(B) < ∞ for all β, the "continuity of measure" property (of Lebesgue measure) implies that v(B-C β ) → 0 as β → 0 (c.f. [33] , p. 11). Substituting β = √  P(E N ) into the above and using the fact that P(E N ) tends to zero (by the assumed convergence in probability of f N to f ), we find that v(E N ) tends to zero. Since this is true for every ε > 0, f N converges to f in measure on B.
The next two lemmas demonstrate convergence in probability, which by the previous lemma insures convergence in measure (Lebesgue) on A o . Thus, if ||y-x|| < δ(x,ε), then |p(y)-p(x)| ≤ ε. The continuity of p implies that δ(x,ε) > 0 for all x, and that {x : δ(x,ε) < β} = { x : |p(y)-p(x)| ≥ ε for some y such that ||y-x|| < β } tends to the empty set as β tends to 0. Thus for any ε 1 , one may choose β so small that P({x: δ(x,ε) < β}) < ε 1 .
Next observe that if d N (x) < δ(x,ε), then because of (A.1), |p N (x)-p(x)| ≤ ε. The contrapositive implies
By the hypothesis that d N (X) converges to zero in probability, the first term on the right side of the above converges to zero. Thus lim sup Ν→∞ P( |p N (X)-p(X)| > ε ) ≤ ε 1 . But since this holds for any ε 1 > 0, we have lim Ν→∞ P( |p N (X)-p(X)| > ε ) = 0; i.e., p N (X) converges in probability to p(X).
Lemma A.5: Let X be a k-dimensional, absolutely continuous random vector with density p(x). For N = 1, 2, …, let (S N ,C N ) be an N-point quantizer, and let e N (x), γ N (x) and p N (x) be as defined in (3.2), (3.4) and (4.6), respectively. If {e N p} is UACI-L, then
Proof: We will show that for any N and any set E with v(E) < ∞, there exists a set F with v(F) = v(E) and ff.). 2 In the terminology of the next section, (2.6) and (2.7) hold for both the "specific" and "model"
versions of point density and inertial profile. 3 The "c" in one expression is not necessarily the same as the "c" in another. 4 Actually, it was called an "advantage" due to vector quantization, as opposed to a "loss" due to scalar quantization. 5 If the support of p 1 is finite, then choosing λ 1 to be uniform on it and zero elsewhere makes L ob = 1, the minimum possible value. If the support of p 1 is infinite, then choosing λ 1 to be uniform on a sufficiently large subset and zero elsewhere makes L ob arbitrarily close to 1. 6 For this point density, the distortion does not decrease as rapidly as 1/N 2 . 7 A product of vector quantizers may also be used, but for simplicity we restrict attention to the product of scalar quantizers. Generalizations are straightforward.
