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ABSTRACT
Sign classification in sign language corpora is a challenging problem
that requires large datasets. Unfortunately, only a small portion
of those corpora is labeled. To expedite the annotation process,
we propose a gloss suggestion system based on deep learning. We
improve upon previous research in three ways. Firstly, we use a
proven feature extraction method called OpenPose, rather than
learning end-to-end. Secondly, we propose a more suitable and
powerful network architecture, based on GRU layers. Finally, we
exploit domain and task knowledge to further increase the accuracy.
We show that we greatly outperform the previous state of the
art on the used dataset. Our method can be used for suggesting a
top 5 of annotations given a video fragment that is selected by the
corpus annotator. We expect that it will expedite the annotation
process to the benefit of sign language translation research.
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1 INTRODUCTION
Deep learning algorithms can already translate written text in a
convincing manner for certain language pairs [7], facilitating com-
munication between people who speak different languages. In order
to obtain a similar sign language translation system from video
to text, large and quality datasets are needed. They must contain
genuine conversations for the system to be applicable in real life.
This disqualifies datasets which are gathered specifically for sign
language recognition (SLR) research, as they often contain artificial
repetitions of signs or phrases and do not accurately represent ac-
tual sign language [3]. It is important that these conversations are
between native signers, such that the grammar is not influenced by
written language [10]. Therefore, we choose a sign language corpus
as dataset for SLR. These corpora contain genuine conversations
between native signers but are scarcely annotated. In order to in-
crease the amount of labeled data, we propose a sign classification
system that can be used to provide suggestions to annotators.
Sign classification is a highly challenging problem for several
reasons. Firstly, there are phonetic differences: people sign at dif-
ferent speeds and many dialects exist. A second reason is based in
phonology: two or more signs can have different meanings, but be
nearly identical in execution.
To mitigate the current lack of data, we use OpenPose [15], a
method for extracting the body, hand and facial keypoints from im-
ages. OpenPose has been trained on much larger, unrelated datasets
and is therefore a powerful feature extractor, regardless of the size
of the SLR dataset.
Figure 1: A frame extracted from the Flemish sign language
corpus, with an OpenPose keypoints overlay.
2 RELATEDWORK
There have been several approaches to SLR. Hidden Markov models
(HMMs) are often used for SLR [5, 13, 16]. Several input modal-
ities are used, such as RGB-D data, videos of colored gloves or
accelerometer data [16].
By using only monocular RGB input, solutions are more afford-
able and less intrusive. One possible way to approach SLR based on
RGB data is to use an end-to-end deep learning framework based on
2D convolutional neural networks (CNNs) [8]. To mitigate the lack
of data, the authors leverage data augmentation and cross-domain
learning. The data are not processed using a sequential model. In-
stead the authors choose to use 8 frames as input channels in the
CNN, where the input frame at time t is the difference between the
grayscale frames at time t and t − 1, to extract motion.
Recently, SLR research has shifted towards using pre-trained
human pose estimation systems. The pose sequences are typically
classified with recurrent neural networks. One work calculates sev-
eral features of the right hand for 48 frames, and classifies these
features using a hierarchical LSTM network [4]. Other research
uses all keypoints of the upper body, hands and face and classi-
fies samples of 20 input frames using a stacked bidirectional GRU
network [12].
3 DATASET
We use a dataset that consists of isolated video fragments from the
Flemish sign language corpus [9]. It is described in full in previ-
ous research [8]. We consider the 100 most frequent glosses. This
corresponds to 12599 labeled samples.
We use RGB videos as input to OpenPose, extracting 137 key-
points per frame. An example is shown in figure 1. OpenPose out-
puts three values per keypoint, namely the x and y coordinates,
and a confidence value c . All of the values are in the range [−1, 1].
Mathieu De Coster, Mieke Van Herreweghe, and Joni Dambre
Figure 2: The network architecture.
The 17 keypoints below the waist are removed, as firstly the lower
body is not visible in the input data and secondly only the upper
body is relevant for SLR. This leaves 120 keypoints per pose.
Data augmentation is applied. We translate each keypoint ran-
domly by an amount in [−0.01, 0.01]. We rotate both hands sepa-
rately by a random angle chosen in the range [−20, 20] degrees and
rotate the head by another random angle in the same range. To re-
duce the influence of the seating and starting position of the signer,
we translate the origin of each body part (neck, nasion, wrists) to
(0, 0) and then translate the other keypoints by the same amounts.
Contrary to previous research that uses fixed length sequences
[4, 8, 12], we use variable-length sequences. The reason is that some
signs take longer to produce on average than others (in number
of frames per sign: mean = 17.55, SD = 8.09). It is not possible to
predetermine a good length for all signs, and by selecting only a
limited sequence of frames, crucial information may be removed.
Data are typically fed into neural networks in equal-sized mini-
batches, which are subsets of the entire dataset. This is faster than
training the network one sample at a time, while also being memory
efficient. We support variable-length sequences by padding short
sequences with zero poses until all sequences in a mini-batch have
the same length.
4 DEEP LEARNING APPROACH
To capture the multi-modal and sequential nature of sign language,
we opt to use a hierarchical network architecture consisting of
Gated Recurrent Unit (GRU) layers. The complete network architec-
ture is shown in figure 2. The keypoints corresponding to the four
body parts are processed by hierarchically stacked GRU layers. The
outputs of these networks are then concatenated and processed by
a classifier to obtain a final prediction. The classifier comprises two
dense layers with dropout (p = 0.5), initialized using Glorot normal
initialization [14], with the gain factor set to
√
2 [11]. The ReLU
activation function is used.
The Adam optimizer [6] is used, with initial learning rate 1e−3,
β1 = 0.9, β2 = 0.999 and ϵ = 1e−8. We use weight decay with
λ = 1e−3. We also use learning rate decay: when the validation
loss does not decrease by at least 0.01 for 5 epochs, we divide the
learning rate by a factor 10.
We use the PyTorch [1] deep learning framework.
Figure 3: Comparison between our results and the previous
state of the art of sign classification on the Flemish sign lan-
guage corpus [8].
5 RESULTS
5.1 Flemish Sign Language Corpus
The goal of this work is to design a suggestion system for sign
language corpus annotation. We not only wish to optimize the
accuracy, but also the top-5 accuracy. This is the frequency with
which the correct class is within the model’s 5 highest predictions.
We evaluate the neural network on the unseen test set. We ob-
tain 58.6% and 82.1% top-1 and top-5 accuracy respectively with a
vocabulary of 100 glosses. This is a considerable improvement over
previous research, which obtained 39.3% and 69.9% top-1 and top-5
accuracy [8]. We attribute this improvement to the fact that we
can leverage larger datasets for feature extraction through Open-
Pose, the use of variable-length sequences, and that we use GRU
networks for this sequence classification problem.
5.2 Error Analysis
We distinguish three main causes of errors in our model, all of
which can be traced back to the training data.
Firstly, we notice that signs that are executed faster have low
recall. We calculate the Pearson correlation between the average
execution speed per sign and the recall per sign. We find a moderate
negative correlation with r = −0.45849 (p = 1.6096 · 10−6) in the
test set. This confirms that fast signs can indeed be more difficult to
recognize. We will address this problem in future work, for example
by using targeted augmentation.
Secondly, we notice that, for pairs of signs which are phonologi-
cally similar, the sign with fewer corresponding training samples
is consistently confused with the sign with more training samples.
The model is not able to differentiate between the two classes and
chooses the majority class. For most of these pairs, the two signs
have different meanings. To reduce the errors in the model, more
data are needed, or context needs to be taken into account. This is
left for future work on continuous SLR.
Finally, there are four pairs of signs which are phonologically
similar, and have similar meanings. These signs are annotated dif-
ferently because of phonetic differences, which are of no concern
for our purpose. We decide to cluster these glosses as a single class.
At inference time, we now provide at least 5 suggestions, breaking
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up these clusters into their original glosses. We identified 4 such
clusters. We do not expect clustering to improve the top-5 accuracy:
if the network is confused between two glosses, both will likely be
present in the top 5. However, clustering these glosses allows us to
increase the vocabulary size without negatively impacting accuracy.
In this case, we can consider 4 additional glosses in our vocabulary.
We train and evaluate the same network architecture with the same
hyper-parameters on the clustered dataset. We obtain 61.3% and
82.2% top-1 and top-5 accuracy respectively. As expected, the top-5
accuracy is similar to the non-clustered case and the top-1 accu-
racy improves because there is less confusion between individual
glosses which are now in the same cluster. A comparison between
the previous state of the art and both of our methods is shown in
figure 3.
5.3 Dutch Sign Language Corpus
We also train and evaluate our method on another corpus, namely
the Dutch sign language corpus [2]. There are 55224 labeled sam-
ples in this corpus, considering only the 100 most frequent glosses.
Previous research obtained a top-1 and top-5 accuracy of respec-
tively 56.2% and 82.1% [8]. We obtain 73.7% and 90.0%, which again
is a considerable improvement. The difference between the Dutch
and Flemish sign language corpora is large for both our method
and the one presented by Pigou et al., which confirms the impact
of the dataset size on the accuracy.
The annotation process can be expedited through the use of a
gloss suggestion system based on our research. As a result, our
system will be able to make use of more data, which will further
improve its performance as illustrated above with the difference
between both corpora. This will also allow us to increase the number
of glosses beyond 104.
6 CONCLUSION AND FUTUREWORK
In this work, we have presented a neural network architecture that
is able to temporally process isolated signs of variable length, while
also taking advantage of a proven method for feature extraction.
Through the use of domain and task knowledge, we have further
improved our results. We have improved the state of the art for
individual sign classification on the Flemish sign language corpus
dataset. The top-5 accuracy of 82.2% is high enough to make the
system useful in practice for sign language corpus annotation.
In future work, we will focus on further improving our results,
and move towards continuous SLR. This will remove the need
for the manual identification of individual signs and enable fully
automatic corpus annotation using deep learning. This will also be
an important step towards sign language translation from sign to
text based on sign language corpora.
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