Abstract-Bayes estimators of the parameter of exponential distribution are obtained with noninformative quasi-prior distribution based on record values under three loss functions. These functions are weighted squared error loss, square log error loss and entropy loss functions. Finally the minimax estimators of the parameter are obtained by using Lehmann's theorem. Comparisons in terms of risks with the estimators of parameter under three loss functions are also studied.
Exponential distribution is one of the most commonly used models in life-testing and reliability studies. Inferential issues concerning the exponential distribution, and applications in the context of lifetesting and reliability, have been extensively discussed by many scholars. A great deal of research has been done on estimating the parameters of the exponential distribution using both classical and Bayesian techniques. See for example Bain (1978) This paper will discuss the minimax estimation of the parameter of exponential distribution based on record values.
II. Preliminaries

Maximum Likelihood Estimation
Let  , , 2 1 X X be a sequence of independent and identically distributed (iid) random variables with cdf ) ;
(  x F and pdf ) ;
In the following discussion, we always suppose that we observe n upper record values
drawn from the exponential model with pdf given by (1).
The joint distribution of
given (see Arnold et al. (1998) ) by 
and the log-likelihood function may be written as
Upon differentiating (6) with respect to  and equating each results to zero, the MLE of
Loss Function
In statistical decision theory and Bayesian analysis, loss function plays an important role in it and the most common loss are symmetric loss function ,especially squared error loss function are considered most. Under squared loss function, it is to be thought the overestimation and underestimation have the same estimated risks. However, in many practical practical problems, overestimation and underestimation will have different consequences. To overcome this difficulty, Varian(1975) and Zellner(1986) 
III. Bayes Estimation
In this section, we estimate  by considering weighted square error loss, squared log error loss and entropy loss functions.
We further assume that some prior knowledge about the parameter  is available to the investigation from past experience with the exponential model. The prior knowledge can often be summarized in terms of the socalled prior densities on parameter space of  . In the following discussion, we assume the following Jeffrey's non-informative quasi-prior density defined as,
leads to a diffuse prior and
Combing the likelihood function (5) and the prior density(10),we obtain the posterior density of
This is a Gamma distribution. 
Then (i) the Bayes estimator under the weighted square error loss function is given by (14) (ii) the Bayes estimator under the squared log error loss function is come out to be
(iii) the Bayes estimator under the entropy loss function is obtained as 
Thus, the Bayes estimator under the weighted square error loss function is given by
ln ( 1) ln ( 1) ln
is a Digamma function.
Then the Bayes estimator under the squared log error loss function is come out to be 
IV. Minimax Estimation
The most important elements in the minimax approach are the specification of the prior distribution and the loss functions by using a Bayesian method.
The derivation of minimax estimators depends primarily on a theorem due to Lehmann which can be stated as follows: 
( 1)
2 ( 1) 1 ( 1) 
R  is a constant. So, according to the Lehmann's theorem it follows that, Finally we are going to prove the theorem4.3.The risk function of the estimator 
V. Risk Function
The risk functions of the estimators From Fig.1-4 , it is clear that no of the estimators uniformly dominates any other. We therefore recommend that the estimators be chosen according to the value of d when the quasi-prior density is used as the prior distribution, and this choice in return depends on the situation at hand.
