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ABSTRACT
Cancer is the second leading cause of death in the United States of America. Though it is
generally known that cancer is influenced by environment, its relation to socioeconomic
conditions is still widely debated. This research analyzed the spatial distribution of
cancer mortalities of breast, colorectal, lung, and prostate, and their associated
socioeconomic characteristics using association rule mining technique. The mortality
patterns were analyzed at the county and health service area levels that corresponded to
the years between 1999 – 2002 and 1988 – 1992, respectively.
Distinct socioeconomic characteristics of cancer mortality were revealed by the
association rule mining technique. The counties that had very high rates of breast cancer
mortality also had very low percent of whites who walked to work; very high rates of
colorectal cancer mortality was associated with very low percentage of foreign born
population; very high rates of lung cancer mortality was associated with very low percent
of whites who walked to work; and counties that had very high prostate cancer mortality
rates had a very low percentage of their residents born in the west.
The cancer mortality and socioeconomic variables were discretized using equal
interval, natural breaks, and quantile discretization methods to analyze the impact
discretization techniques have on the cancer mortality and socioeconomic patterns
obtained using association rule mining. The three discretization techniques produced
patterns that involved different rates of cancer mortality and socioeconomic
characteristics. Results of this analysis showed that a 5-class interval natural breaks
discretization technique achieved the highest discretization accuracy, while the equal
interval method produced association rules that had the highest support value.

ix

The research also analyzed the effect of scale on the patterns produced by the
association rule technique. At the county level breast and lung cancers associated with
mode of transportation to work, whereas colorectal and prostate cancers associated with
place of birth. At the health service area level, the association rule with the highest
support value among the breast-, colorectal-, and prostate-cancer mortality rates involved
a household family characteristics, whereas high lung cancer mortality rates were
associated with low educational attainment.
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CHAPTER 1. INTRODUCTION
Human health outcomes are now widely recognized as a product of human’s interaction
with the natural, social, and physical characteristics of the environment (English 1992;
Meade and Earickson 2000). One of the earliest observations of this important
interaction was made by Hippocrates, who more than 2,000 years ago noted that cultural
and environmental interactions adversely affect human health outcomes (Meade and
Earickson 2000). Thus, it is natural that to understand the human health effects one has
to understand the natural, social, and physical characteristics along with disease that
affects the humans.
A geographical perspective on disease can result in discovering patterns of its
geographic distribution and its association with the surrounding environment. A major
aim of medical geography is to formulate hypothesis about the etiology of disease taking
into account environmental and socioeconomic factors (English 1992; Meade and
Earickson 2000). Three major types of studies can be found in the literature concerning
the geography of health – those that describe the distribution of disease with respect to
place of occurrence, those that describe the relation between geographical variation in
disease, and those that study the risk of disease caused as a result of migration (English
1992; Gatrell and Senior 1999).
Cancer is a family of diseases and there is no one cause or cure for cancer (Meade
and Earickson 2000). In the year 2005 cancer had been the second leading cause of death
in the United States of America (American Cancer Society 2006). Some kinds of cancer
have long been suspected of being genetically linked (Reis-star et al 1998), while others
are more prevalent in certain racial and ethnic groups than others (Lam 1986). It is
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argued that the differences in cancer incidence and mortality rates that exist among racial
and ethnic groups are probably the result of socioeconomic status rather than genetic and
cultural aspects of race and ethnicity (Parker et al. 1998). Tobacco consumption and
environmental pollution are widely perceived to be the major cause for different types of
cancer that are prevalent today (Underwood 2003; Rodrigues et al. 2005).
Geographic Information Systems (GIS) provide an excellent platform in which
public health datasets can be analyzed to understand the spatial distribution of diseases
and to formulate hypothesis regarding their potential etiological factors. Although
successful applications of GIS spatial analysis of cancer have been made, limitations of
these studies have also been noted (Lam 1986; Teppo 1998; Pickle et al 2005). Recent
advances in the fields of computer science and statistics have made it possible to analyze
public health datasets using methods that previously have not been used. Traditional
multivariate statistical approaches use measures of spatial correlation to find associations
among the different health, socioeconomic, and environmental factors. These techniques
when applied to large datasets are often computationally intensive and take too long to
finish execution. Data mining techniques on the other hand are designed to work
efficiently with large datasets. These techniques make no apriori assumptions about the
datasets, for example with respect to data normality, and independent and identical
distribution of the underlying data. This research involves the use of GIS and spatial
association rule mining, a data mining technique, to investigate the spatial distribution of
cancer mortality in the United States and its association with socioeconomic
characteristics. A spatial database and a GIS mapping software were used to store,
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manipulate, analyze, and visualize the relations produced from an association rule mining
technique.

1.1 Problem Statement
Spatial disease patterns are the outcomes of spatio-temporal processes with several
independent processes giving rise to similar patterns (Schaerstorm 1996). The spatial
distribution of cancer mortality across the United States varies non-uniformly, with some
regions experiencing higher cancer mortality rates than others. The variation can also be
observed across different socioeconomic groups as well, with certain racial and
socioeconomic sections of the population being more adversely affected than others.
Although there have been numerous studies on the spatial variations in cancer mortality,
a large scale study at a national level based on socioeconomic conditions has seldom been
made except for a few (Devesa et al 1999; Singh and Siahpush 2002; Singh et al. 2002a;
Singh et al 2002b; Singh 2003). Furthermore, the geographic scale at which an analysis
is performed has an impact on the results obtained. Previous studies had analyzed the
distribution and correlation between cancers and socioeconomic characteristics using
statistical techniques. Different studies made use of different statistical methods
producing different results that are incomparable. While statistical methods generally
rely on building a model and testing a pattern against the global model, association rule
mining extracts implicit patterns without building a model thereby generating patterns
that might be missed while using the former techniques. Therefore, the goal of this
dissertation is to study the spatial and socioeconomic variations of cancer mortality in the
United States based on spatial association rule mining at two spatial scales. A spatial
data mining approach in analyzing cancer mortality rates based on the socioeconomic
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conditions at a county as well as health service area (HSA) level is expected to provide an
insight in to previously missed or unknown associations among the cancer and
socioeconomic variables.

1.2 Research Objectives
The goal of this research is to investigate the spatial associations between cancer
mortality and socioeconomic characteristics in the United States and to determine if there
is a spatial and socioeconomic inequality in cancer mortality. The four most prevalent
cancer sites – breast, colorectal, lung, and prostate were analyzed. Specifically the
objectives are:
1. To study how the cancer mortality rates vary spatially across the country using the
county level data. How does spatial association rule mining technique help in
finding the patterns of associations between cancer mortality and socioeconomic
characteristics and where are these patterns located?
2. Discretization of the cancer and socioeconomic variables into categories is needed
for spatial association rule mining. What is the impact of variable discretization
(or categorization) on the results obtained from association rule mining
technique? In other words, how sensitive is the technique to the variable scale?
3. What is the impact of spatial scale on the results obtained from association rule
mining technique?

1.3 Research Hypothesis
The hypotheses of the current research are:
1. Distinct socioeconomic inequalities in cancer mortality in the United States can
be revealed by the association rule mining technique.
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2. Discretization of variables at a continuous scale is needed for association rule
mining and is expected to affect the results. Different discretization techniques
will lead to different types of association patterns, with some discretization
techniques generating more stable results than others.
3. Analyzing the cancer mortality patterns at different scales using association rule
mining technique would produce different sets of results.

1.4 Expected Significance
The expected significance of this research is threefold:
1) This dissertation will characterize geographic variations in cancer mortality to
identify populations at risk based on a large number of variables representing
socioeconomic characteristics at a county level for the entire United States.
Identifying that a specific kind of pattern is likely to occur in a certain region
under a certain set of conditions allows future trends to be predicted.
2) This study would utilize the mapping capabilities of a GIS to create and analyze
maps of cancer mortality to help support pattern identification and formulate
spatio-epidemiological queries. The results from this study would help public
health managers and planners to better allocate resources, and manage health care
facilities and its services. While this study may not find the causal factors of
cancer mortality, it will help identify segments of high risk population. The study
will attempt to answer such questions as: where are the high risk regions of cancer
mortality; does cancer mortality exhibit any spatial pattern with respect to a
socioeconomic characteristic; and which socioeconomic sections of the
population are adversely affected?
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3) This research is among the first to use association rule mining to study cancer
mortality patterns at a large scale. Advantages and pitfalls of the method will
help future studies. Also, adding the GIS and visualization capabilities to
association rule mining would enhance the use of this technique and help generate
useful etiological hypotheses for detailed scale epidemiological studies.

1.5 Chapter Organization
The current chapter provided an overview of this research including its objectives,
hypothesis, and expected significance. The second chapter discusses some of the issues
concerning human and socioeconomic characteristics of health, especially cancer, and
provides a brief description of some of the previously used techniques for analyzing the
socioeconomic characteristics of cancer. The second chapter also reviews previous
studies that investigated the spatial distribution of cancer mortality and its associated
socioeconomic characteristics. The third chapter details the trends in cancer incidence
and mortality rates in the United States, focusing on breast-, colorectal-, lung- and
prostate cancers, among African-American and Caucasian men and women. The chapter
also reviews previous studies concerning the socioeconomic characteristics of the four
cancers. The fourth chapter describes the knowledge discovery, data mining, and
association rule mining technique. The chapter also describes the methodology used to
measure the discretization accuracy of different discretization techniques. Chapter 5
describes the study area and data used in this study along with the analysis procedure.
Chapter 6 examines the impact the choice of a discretization technique has on the
accuracy and type of association rule patterns. Chapters 7 and 8 analyze the spatial
distribution of cancer mortalities and associated socioeconomic characteristics at the
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county and health service area level respectively. Finally Chapter 9 provides summary
and conclusions for the current study. Suggestions for future studies are also provided in
the ninth chapter.
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CHAPTER 2. LITERATURE REVIEW
2. 1 Health and Socioeconomic Characteristics
The proverbial saying “Health is Wealth” from time immemorial has been used to signify
the importance of being healthy. Democrit in 5th century B.C. wrote “… without health
nothing is of any use, not money nor anything else” (Anand 2002). Human health is a
social process that extends geographic space involving natural and built environment.
The effect of environment on human health was first noted by Hippocrates 2000 years
ago. Spatial disease patterns are the outcomes of spatio-temporal processes, and several
independent and alternate processes may give rise to similar spatial patterns (Schaerstorm
1996). Ethnicity, race, socioeconomic status, family history, and other typical
socioeconomic characteristics have been found to provide initial clues, and in worst case
they provide false leads about where to look for etiological factors. In a study on
stomach cancer Polish-Americans were found to have high mortality rates. This does not
imply that stomach cancer affects Polish-Americans disparately because of their race but
could be because of their dietary habits (Greenberg 1983).
Environmental pollution is widely perceived to be the source of majority of
diseases that are prevalent today (Dannenberg et al. 2003). Environmental injustice is the
concern that certain sections of the population, especially the minority groups, are more
exposed to environmental pollution (Williams 1999). These studies have shown how the
poor and minority sections of the population are far more disparagingly exposed to point
sources of pollution and inadequate health promotion efforts than others (Lewis and
Green 2000). Previous studies in the area of environmental pollution and epidemiology
include study of smog particulates and populations at risk (Ling 1981; Muschett 1981),
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atmospheric lead (Hunter 1978), and land and water contamination caused by land-fills,
industrial discharge and incinerators (Greenberg 1983; Gatrell and Senior 1999).
Socioeconomic factors are increasingly being recognized as having a major
influence on the health among different sections of the population (Odoi et al. 2005). As
such the health of a population has been compared based on factors like socioeconomic
status (Yu et al 2004), education (Paulander et al 2003), ethnicity (Hnizdo et al. 2002),
employment, working conditions (Shields 2002), and on the availability and accessibility
of health care services (Ward et al. 2004). Socioeconomic factors seem to have different
effects across specific causes of death. It is reported that women in the lower strata of
socioeconomic status have higher mortality rates due to cardiovascular diseases while a
similar segment of the population experiences lower mortality rates due to breast cancer
(Kim et al 2005). Late stage diagnosis and differences in treatment are cited as the most
important explanatory factors that explain why sections of population with the lowest
socioeconomic indicators continue to experience low survival rates (Ward et al. 2004;
Woods et al 2006).
Low income patients tend to use more family physician and hospital services
rather than specialist treatment (Lorant et al. 2002; Veugelers and Yip 2003). By having
more such services under universal health care programs one can reduce the burden of illhealth in those groups. Winkleby and Cubbin (2003) investigate the effects of individual
and area level socioeconomic indicators on the health of African-American, MexicanAmerican, and Caucasian women. They report socioeconomic characteristics, at both the
individual and neighborhood level, to be associated with mortality rates experienced by
the three groups and that women who live in lower socioeconomic neighborhoods are at a
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greater risk than those living in higher socioeconomic neighborhoods even after
controlling their individual level socioeconomic status. In a study to understand the
influence of socioeconomic status on the attitudes and beliefs towards health, Wardle and
Steptoe (2003) undertake a survey investigating to this effect. They find people in the
higher socioeconomic group to be more health conscious whereas those in the lower end
of the spectrum are less health conscious in their beliefs. The study also finds the
expectations of the population in the different socioeconomic groups to be vastly
polarized with people in the lower end of the socioeconomic scale often making lifestyle
choices that are unhealthy and having lower life expectations.
Numerous studies have shown that people in the lower strata of socioeconomic
status tend to live in areas that are environmentally polluted than others (Mitchell and
Dorling 2003; Eroshina et al. 2004; Neidell 2004; Chaix et al. 2005). It is therefore
important to evaluate and describe the socioeconomic status of a group when evaluating
possible health effects, especially if the socioeconomic characteristics influence an
individual’s health. Han et al (2005) investigate the geographical variation of
cerebrovascular disease in New York State using income measures, and derive that
income is a strong predictor of cerebrovascular disease explaining a lot of geographic
variation in the distribution of disease across the state.
European, especially British researchers tend to measure socioeconomic
deprivation using indicators like Townsend deprivation score, Carstairs index, while
American research papers conspicuously ignore such indices. Singh (2003) proposes a
similar index that could be useful in factoring socioeconomic variables that could be used
instead of multiple attributes. Results of a study conducted by Whynes et al (2003)
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indicate that socioeconomic disadvantage, indicated by deprivation, in itself does not
contribute to colorectal cancer mortality, but it certainly explains the level of
participation in colorectal screening program. Wrigley et al (2003) on a study on
inequalities in survival from colorectal cancer finds the effect of socioeconomic
deprivation to be statistically insignificant for colorectal cancer.
Cancer is a family of diseases and there is no one cause or cure for cancer (Meade
and Earickson 2000). In the case of cancer its occurrence is not only dependent on the
environment but also on the family history, life style, diet, and occupation to name few
factors, that one chooses. In the year 2002 cancer had been the second most common
cause of death in the United States and is expected to be the leading cause by the year
2005 (American Cancer Society 2006). Some kinds of cancer have long been suspected
of being genetically linked (Reiss-Starr et al. 1998), while others are more prevalent in
the certain racial and ethnic groups than others (Lam 1986). It is argued that the
differences in cancer incidence and mortality rates that exist among racial and ethnic
groups are probably the result of socioeconomic differences rather than genetic and
cultural aspects of race and ethnicity (Parker et al. 1998). For example, associations
between occupational exposure and prostate cancer were found (Acquavella 1999;
Morrison et al. 1993; Weinrich et al. 1999), but with a higher incidence of cancer among
African-American workers reported, reflecting racial disparities in levels of exposure to
occupational carcinogens (Brigss et al. 2003). Breast cancer mortality rates among U.S.
women have declined in areas of higher socioeconomic status while during the same
time-period it increased in areas of lower socioeconomic status (Wagener and Schatzkin
1994).
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Jemal et al (2004) in their annual report on the status of cancer from 1975 – 2001
note cancer incidence rates stabilized from 1995 to 2001. Mortality rates fell for all
cancers combined, especially for the top 15 causes of cancer that included the cancers of
breast, colorectal, lung, and prostate. They note that survival rates were lower, and the
risk of dying once diagnosed with cancer was higher, especially for minorities when
compared to white population. They also observe that “The continued measurable
declines for overall cancer deaths and for many of the top 15 cancers, including survival
rates, reflect progress in the prevention, early detection, and treatment of cancer.
However, racial and ethnic disparities in survival and the risk of death from cancer, and
geographic variation in stage distributions suggest that not all segments of the US
population have benefited equally from such advances.” Factors that contribute to
disparities in survival among different races and ethnicities include access to early
detection, timely and high quality treatment, supportive care, and morbidity (Ward et al.
2004). Studies have found that African-Americans are less likely than whites to receive
surgical and radiation treatments (Jemal et al 2004, Baldwin et al 2005).
Research over the past decade has shown that African-American women have a
lower incidence of breast cancer compared to Caucasian women, but have a high overall
mortality ratio (Polite and Olopade 2005). Numerous studies have been conducted to
understand the correlation between factors contributing to this disease, including age at
menarche, time of first delivery, parity, socioeconomic factors, body mass index, genetic
differences and, environmental and occupational exposures, and breast cancer incidence
and mortality among women (Bigby and Holmes 2005). Also, black women tend to
present breast cancer symptoms at an early age and with advanced stage tumor than white
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women (Clarke et al. 2003; Polite and Olopade 2005). For breast cancer incidence, Polite
and Olopade (2005) indicate that socioeconomic impact was mediated through racial
differences in stage at diagnosis. While much of the difference between the races can be
explained by differences in tumor stage and age, differences in their survival rate still
persists. A possible explanation is based on the type of treatment women among the two
races generally receive (Li et al 2003).
Based on a study involving 18,447 men and women aged 55 – 64 years, Robb et
al (2004) assess perceived risk for colorectal cancer. Their questionnaire includes
demographic characteristics (age, gender, ethnicity, marital status, socioeconomic status),
health-related factors (family history, subjective bowel health symptoms, health
behaviors), and emotional state (anxiety). They report men and old age to be associated
with lower perceived risk, while having a family history of colorectal cancer, poorer
subjective health, anxiety, smokers, and non-exercisers were associated with a higher
perceived risk. Other studies have found colorectal cancer incidence to be proportional
to increased educational level and number of physicians. This could be because of
increased awareness of the cancer occurrence among the population. In one study, the
county percentage of families below poverty level was found to be positively associated
with increased late stage diagnosis of colorectal cancer (Shipp et al. 2005). Adams et al
(2005) report socioeconomically disadvantaged people to be diagnosed with cancers of
prostate, lung and colorectal at a young age, while breast cancer in women of lower
socioeconomic status usually occurs at an older age. Steenland et al (2004) investigate
mortality differences according to socioeconomic conditions for employed persons,
occupation based on their occupation listed in death certificates, in 27 states in the United
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States during the period from 1984 – 1997. They report that many of the differences in
socioeconomic status sustained through the 1990s and are increasing for men. Based on
a survey of 52,886 men and women aged 51 – 80 years, Rosen and Schneider (2004)
investigate if colorectal cancer screening disparities related to obesity, as measured by
body mass index, and gender. They find colorectal screening rates for eligible persons in
US to be very low, more so for obese women. Coughlin and Thompson (2004) examine
colorectal cancer screening practices of population aged 50 years and over living in rural
and urban areas. They report people living in rural areas to be less likely to undergo any
type of screening compared to people from urban areas. These results underscore the
need for continued efforts to increase screening rate in rural areas.
Marcella and Miller (2001) report socioeconomic and racial factors to have their
most significant impact in different age groups. Their study finds that black adults have a
higher risk of death from colorectal cancer, especially in early stages of cancer invasion.
They report gender gap in colorectal cancer to be more pronounced among blacks than
whites. Roetzhiem et al (2000) investigate the role health insurance has on colorectal
screening and treatments. Based on a study of 9551 cases in Florida, they report people
who are uninsured, or insured by either Medicaid or commercial HMOs, to experience
higher mortality rates than patients with commercial fee-for-service insurance. They also
report mortality to be higher among African-American patients. Known causes of
colorectal cancer include family history, personal history of colorectal cancer, colorectal
polyps, or chronic inflammatory bowel disease, physical activity, overweight, diet,
alcohol intake, and smoking (American cancer society 2006). Previous studies have
investigated some of the barriers to colorectal screening including such factors as
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inadequate communication between health care providers and specialists(Katz et al.
2004), physician’s attitudes and beliefs (Taylor and Anderson 2002; Klabunde et al.
2003; Klabunde et al. 2004; Tabbarah et al. 2005), and health insurance (Cokkinides et al.
2003). Tabbarah et al’s (2005) study however did not find any racial disparities in
colorectal screening based on their evaluation of 375 patients ages 50 and over at faithbased initiatives in Southern Pennsylvania.

2.2 Analytical Methods
Medical geographers and epidemiologists are all concerned with the study of spatial
variations of disease so that useful etiologic hypotheses can be generated. Geographers
and epidemiologists have previously used demographic and socioeconomic data in
multivariate statistical analyses to explain the distribution of physician specialists,
suicide, teenage pregnancy (Meade et al 1988), obesity (Goodman et al 2003; Haas et al.
2003), and tobacco consumption (Laws et al. 2002; Hyland et al. 2003). A spatial
analysis of HIV/AIDS during the early stages of the epidemic in the United States
showed an alarming rate of increase in rural areas invalidating a previously held notion
that AIDS was restricted to major metropolitan areas because of their social culture (Lam
and Liu 1994). Examples of using large datasets in epidemiological studies include the
studies of health of Gulf War veterans (Proctor et al. 1998) and alcoholism (Saccone et
al. 2000). Grornigger (2006) uses a semiparametric analysis to assess the adequacy of
conventional body mass index (BMI) for planning public health policies to reduce
mortality. He concludes that traditional BMI measures do not conform well to the
complexities of BMI-mortality relationship. While several research studies report weight
loss to be associated with increased mortality risk (Nilsson et al. 2002; Weddick et al.
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2002; Sørensen 2003), Yang et al (2003) and Gregg et al (2003) report that an attempt to
lose weight itself is itself beneficial whether or not actual weight loss occurs. Examples
of studies that used statistical techniques to analyze health incidents include the use of
Poisson regression by Shipp et al (2005) to investigate individual cases of colorectal
cancer incidence linked to county level socioeconomic status indicators. Linear
regression by Adams et al (2005) to investigate the socioeconomic status of people who
are initially diagnosed with cancers of prostate, breast, colorectal and lung. Multivariate
analysis by Singh et al (2004) investigating the association between socioeconomic status
and colorectal screening investigation. Cox proportional hazard models to investigate
racial differences in colorectal cancer mortality (Roetzheim et al. 2000; Marcella and
Miller 2001). Regression models by Jemal et al (2004) to study spatio-temporal changes
in cancer incidence and mortality in the United States. Joinpoint regression analysis, or
piece-wise regression, a non-linear regression modeling technique used for detecting
temporal changes in the direction of trend and to assess changes in mortality rates (Kim
et al. 2000). Tyczynski and Berkel (2005) use the joinpoint regression analysis to
analyze cancer mortality trends in Ohio for the period from 1970 to 2000. Ries et al
(2000) use joinpoint regression analysis to evaluate spatial and temporal trends in the
distribution of colorectal cancer mortality in the United States.
Diseases often times transcend established administrative and political
boundaries. Researchers have used patterns in vegetation and topography to analyze
different kinds of disease transmissions that occurs transcending administrative and
political boundaries (Das et al. 2002; Wilson 2002). Examples of these include the
studies related to vector borne diseases (Gubler 1998; Das et al. 2002; Dye and Gay
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2003). Using remotely sensed images and GIS Sithiprasasna et al (2005) estimate
mosquito habitats to assess the risk of malaria transmission in the Republic of Korea.
While a majority of epidemiological studies focus on establishing positive
associations in determining the etiology of diseases there are a few that focus on the
negative associations. Braithwaite et al (1999) hypothesize a positive relationship
between culture identification and tobacco use among African-American middle school
students in West Virginia. But the results of their study proved otherwise. In a
controversial study conducted on a subset of population near Colorado River results
showed a strong positive association between fluoride content and healthy teeth. The
effect when simulated elsewhere in the country produced negative results. Another
spatial epidemiological study was based on the hardness of water in supply and incidence
of cardiovascular disease, which showed a strong negative association, though this claim
could not be replicated in other areas (Matthew 1992).
Medical geography also makes extensive use of maps in analyzing disease
patterns. Maps provide a rapid visual summary for a complex set of geographical
information such as epidemiological, socioeconomic, and environmental datasets by
interlinking disparate yet spatially related datasets. These types of data have previously
been used for descriptive purposes, to generate hypothesis, for identifying areas of high
risk, and for distribution of resources. Inferring the social-environmental-disease
relationship is an outcome of map interpretation. One of the earliest known studies that
made use of maps for epidemiological investigation was by John Snow, who used point
location map of cholera incidences to understand and hypothesize the etiological and
spatial distribution of Cholera. His inference of the map finally led to an effective
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prevention of further spread of the disease. Elliot and Wakefield (1999) describe the
incidence of melanoma of the skin among females in England using maps. They find the
spatial distribution to vary significantly across the country in the north-south direction,
with the highest number of cases found in the South-West of England. This observance
was in accordance with a generally accepted fact that skin cancer is more common at
lower latitudes due to increased ultra-violet radiation from sunlight exposure (Armstrong
1988).
2.2.1 Scale and Unit of Analysis
Geographical studies of disease are valuable for two reasons: first, they suggest a possible
causal factor in etiology and second, the spatial pattern of disease may serve as useful
indicators of how regions are structured and of how individuals and groups exist in
mutual interaction with the environment. Epidemiological investigations such as these
make use of individual level data or aggregated data that correspond to an administrative
unit or a region that encompasses a set of geographic locations. Although aggregation of
individual level data to a geographic area invariably includes certain loss of information
it also extends the capabilities to investigate health incidents together with other auxiliary
data like socioeconomic and environmental data that might have otherwise been difficult
to study at the former scale. Another important reason why data at an individual level
might not be available is because of privacy concerns or because individual estimates of
risk tends to be unreliable. The choice of geographic unit influences the results of a study
(Lam and Quattrochi 1992; Woods et al 2005). However, most studies utilize
administrative units like census tract or county for analyzing patterns as they allow for
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better presentation and especially because most policies involving health are based at an
administrative unit level rather than targeting an individual.
A common approach in epidemiology is to study large areas followed by small
area studies that allow for a specific investigation of the previously suggested small scale
associations (English 1992; Zapponi 1992). Elliot et al (1992) followed up evidence of
an association reported by Diggle (1990) between larynx cancer and industrial waste in
South Lancashire, UK with a nationwide study that failed to confirm the association.
Analyzing public health datasets at areal level presents another set of problems
like:
Spatial Autocorrelation: The first law of geography states that “Everything is related to
everything else, but nearby things are more related than distant things” (Tobler 1979).
Disease patterns and its associated socioeconomic or environmental factors exhibit spatial
continuity and are seldom contained within an administrative or political unit. The effect
of spatial autocorrelation is that the influences of adjacent areal units too have to be taken
into consideration.
Ecological Fallacy: This is the difference in the relationships derived from individual
level data and those obtained from analyzing data that is aggregated at an area level. If
the unit of study is area based then it is important that the results are construed at the
scale of analysis rather than attempting to infer individual level behavior based on the
area level pattern.
Modifiable Areal Unit Problem (MAUP): One of the critical issues in designing an area
based study is the choice of the study area (Openshaw 1984). The results that are
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obtained from a specific area delineation would most likely be different from those
obtained were the study region be delineated differently.
2.2.2 Spatial Statistics
Traditionally, spatial epidemiological datasets were analyzed using statistical methods
developed during the “Quantitative Revolution” that geography experienced during
1960s (Lavalle 1967; Kohn 1970). During this period statistical methods, such as
correlation and regression analysis, were borrowed from statistics to analyze spatial
datasets. Spatial data are those that combine locational information with attribute
information recorded at the location. The fact that spatial data are often correlated
violates a basic assumption in many of the statistical techniques that data consist of
independent observations (Longley et al. 2001). Also the statistical assumptions of
stationarity of underlying processes, independence and normality of the input dataset, are
often violated when using geographic datasets (Miller and Han 2001). The increasing
recognition of the fact that spatial is special reflects a trend in which geography rather
than being an importer of ideas is now an exporter of the same to other disciplines
(Longley et al. 2001; Shekhar and Chawla 2003). This is readily evident from the vast
amount of literature one could find in the field of economics (Florax and Van der Vlist
2003), political science (Elazar 1999; Lustick 1999), geology, epidemiology, health care
(Au et al. 2001; Foley 2002; Parchman et al 2002; Edsall 2003), statistics (Cressie 1993;
Fotheringham et al 2000), and computer science (Shekhar and Chawla 2003) where
sophisticated analysis and computational methods are being developed taking into effect
spatial considerations.
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Spatial analysis can broadly be classified in to three parts: exploratory spatial data
analysis, visualization, and spatial modeling. Exploratory spatial data analysis (ESDA) is
a set of statistical and analytical methods used for identifying patterns and/or variations in
spatial data. These techniques utilize graphical tools and numeric measures to identify
patterns in a dataset. Visualization in spatial statistics consists of data tools that feature
graphical settings or user interface. Geographical information systems are more
commonly utilized to visualize spatial data. Spatial modeling techniques are used to
model and explain spatial variations of patterns observed in a dataset. These techniques
are widely being used in the contemporary approach in epidemiological investigations
(Alexander and Cuzick 1992).
Exploratory spatial data analysis consists of a set of techniques that are used to
describe spatial distributions, identify spatial outliers, and discover spatial clusters.
Exploratory methods however do not explain the occurrence of patterns nor do they make
any causal assumptions. At best these methods only suggest interesting patterns and can
lead to hypothesis formulation.
Visualization of spatial data is often times accomplished using a Geographic
Information System (GIS). A GIS provides for displaying spatial data as a point,
polygon, and linear features along with non-spatial attributes providing a graphical
perspective of tabular data. Non-mapping visualization tools include the use of scatter
plots, parallel coordinate plots, histogram plots, etc. to name a few of the more widely
used tools.
Spatial modeling techniques used in the analysis of disease patterns include
spatial clustering, spatial dispersion, spatial auto-correlation, kriging, and Local
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Indicators of Spatial Association (Anselin 1995). Spatial clustering techniques focus on
identifying areas with low or significant elevated risk of occurrence of disease.
Identification of such areas enables epidemiologists or public health officials to design
proper intervention strategies to mitigate the risk of disease occurrence. Spatial scan
statistic developed by Kulldroff et al (1997) is a widely used spatial clustering tool that
has previously been used for analyzing spatial, temporal, and spatio-temporal patterns.
Spatial scan statistic can be used to evaluate if there are statistically significant clusters of
disease occurrence, to test if a disease is randomly distributed or not, and to detect areas
of significantly high or low rates of prevalence of a disease. The statistic was previously
used to identify clusters in breast cancer (Hsu et al 2004; Sheehan and DeChello 2005),
prostate cancer (Jemal et al. 2002), leukemia (Michelozzi et al. 2002), colorectal cancer
(Thomas and Carlin 2003) and many more. Hsu et al (2004) use spatial scan statistic to
evaluate spatiotemporal disparity in breast cancer mortality among women of different
races in Texas. They identify 4 regions in Texas that had excess breast cancer mortality
in both non-Hispanic white and Hispanic female population.
2.2.3 Geographic Information Systems
Geographic Information System (GIS) is increasingly being recognized as a vital tool in
the exploration of spatial patterns and trends. A GIS is an information system used for
the purposes of integrating and analyzing events, activities, and things as they occur in
space (and time) (Longley et al. 2001; McLafferty 2003). Because any event that occurs
has with it an associated location and time, spatial and temporal components are
becoming increasingly important as apart from answering such questions as where and
when, they could potentially shed light on questions like why and how such events occur
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in space and time as they do. Because of their ability to provide answers to such
questions, Geographic Information Systems have found extensive application in the
preparation of maps and in analysis of spatial data patterns.
Geographic Information Systems have played a key role in epidemiological
analysis utilizing environmental and socio-economic characteristics (Gatrell and Senior
1999; Foley 2002; Parchman et al 2002; Gatrell and Loytonen 2003) although their use
has been restricted by the availability of proper datasets, missing values in the recorded
data, and more importantly by the limited set of features provided by the commercial
vendors (Jacquez 2000; Wall and Devine 2000). Government agencies and research
organizations like Center for Disease Control and Prevention (Center for Disease Control
and Prevention 2006) and University of Illinois at Urbana-Champaign’s Spatial Analysis
Laboratory (Spatial Analysis Laboratory 2006) have developed extensions for
commercially available software, and in some cases new software to overcome some of
the limitations in analyzing epidemiological datasets. While maps provide an intuitive
appeal and reasoning capabilities for analyzing the spatial distribution of diseases, and
sometimes even help identify its etiology, a GIS offers much more than to just produce
maps. In a GIS geographic boundaries can be manipulated to adjust or comply with the
available data, data class intervals can be varied, data from different sources containing
different variables can be merged, and so on to name a few of the advantages that it has
to offer. Statistical techniques like for example, spatial auto-correlation make extensive
use of a GIS to investigate the influence neighboring units have on a study unit.
Geographic information systems have been used in the analysis of spatial
clustering of health events, environmental hazards, risk and spread of infectious diseases,
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access to health care services. Lovett et al (2002) describe the use of GIS based
techniques to examine the accessibility of health services. Sherman et al (2005) evaluate
a suite of methods, including standard deviational elliptical methods and network based
measures of activity space using a GIS, for representing the activity space in a healthcare
accessibility study. Ward et al (2000) use remotely sensed images and GIS to investigate
the diffusion of toxins resulting from the application of pesticides in agricultural farms.
Apart from analyzing disease data GIS has also been used to develop applications
that monitor population health. Applications in this regard range from the use of a GIS as
a standalone computer application to more widely accessible web-based applications.
Gossellin et al (2005) and Shuai et al (2006) report the development of a real-time GIS
application for public health surveillance of West Nile virus in Canada. This system
facilitates the collection, localization, management and analysis of monitoring data;
display of the results of analysis on maps, tables, and statistical diagrams. Boulos (2004)
and his team created a web based interactive map displaying the location of England’s
strategic health authorities. Forgionne et al (2001) describe the application of a web
enabled GIS in diagnosing and treating breast cancer. National Cancer Institute’s Atlas
of Cancer Mortality (Cancer Mortality Maps and Graphs 2006) is a web-based interactive
tool that provides cancer mortality rates observed in the United States at varying spatial
and temporal resolution covering the time period between 1950 and 1994.
Recent developments in mapping analysis and technology have created simple to
use, yet sophisticated, mapping products. Geocoding, or locating physical location of
points of incidences on a map, of health events is a decades old technique in identifying
disease etiology. With the advent of GIS this process is becoming ever more widespread
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to analyze events as they occur in real time so much so that it now causes great concern
for maintaining individual privacy (Curtis et al 2006).
In the area of cancer research GIS has previously been used to estimate exposure
of environmental toxins (Schreinemachers 2000; Ward et al. 2000), statistical analysis
incorporating spatial information, and to create maps for effective communication of the
distribution of cancer (Brewer and Pickle 2002; Brewer 2006). Long Island Breast
Cancer Study project is an example of a complex GIS developed at the National Cancer
Institute, USA, in response to the high rates of breast cancer mortality rates observed in
Long Island, New York (Winn 2005; Long Island Breast Cancer Study Project 2006).
Geographic locations of cancer incidence and mortality are geocoded to identify and
organize prevention and control programs (Poulstrup and Hansen 2003; Rushton et al.
2004).
2.2.4 Data Mining
Applications of data mining in extracting patterns from public health datasets are
relatively new and few. Brossette et al (1998) use the association rule mining technique
to identify patterns in hospital infection control data. The results of Brossette et al’s
study identify significant shifts in the occurrence of infection or antimicrobial resistance
patterns of the P. aeruginosa, a clinically important bacterium exhibiting considerable
variability in incidence and antimicrobial susceptibility over time and space. Ordonez et
al. (2000; 2001) explored the idea of association rule mining in discovering rules from
factors related to heart disease. Tigrani and John (1998) use data mining techniques to
identify the presence of prostate cancer in men. Using patient features like age, race,
prostate specific antigen (PSA), prostate volume, PSA density, abnormal digital rectal
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examination results, and presence of cancer they were able to build a data mining based
Classification and Regression Trees (CART) classification tree for prostate cancer
detection. Hsu et al (2000) apply association rule mining in diabetic patients database,
while Li et al (2005) use data mining to find risk patterns in medical data.

2.3 Chapter Summary
In summary this chapter shows that,
1. Socioeconomic factors help in the identification of disease patterns and health
inequalities. Cancer incidence and mortality is explicably related to
socioeconomic characteristics.
2. The major approach to study the associations among socioeconomic and cancer
patterns has been to use traditional and spatial statistical analysis. Spatial
statistics, however, further extends the capability of traditional statistical methods
to include spatial sensitivity.
3. Geographic information systems make it possible to visualize and analyze the
interdependencies and relations among the socioeconomic and cancer incidence
and mortality.
4. Data mining, especially association rule mining, is a relatively new technique that
has been used previously to analyze patterns. Statistical methods generally focus
on building a data model with which to compare the data, while association rule
mining technique aims at finding patterns in the data without building a model.
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CHAPTER 3. THE UNITED STATES CANCER PROBLEM
The following sections provide details on the current status (as of the year 2005) of
cancer incidence and mortality in the United States among men and women of Caucasian
and African-American descent.

3.1 National Trends in Cancer Mortality
In the year 2005 cancer was the second leading cause of death in the United States with
one in four deaths in the United States being attributed to cancer (Cancer Statistics
Presentation 2005; Jemal et al. 2005). The top 4 sites of cancer include the cancers of
lung, prostate, and colorectal in men and cancers of lung, breast, and colorectal in women
(Figure 3.1). Cancer mortality rates among females in the United States remained almost
constant during the period from 1975 to 2001, while during the same period mortality
rate among the men decreased slightly. The rate difference among men and women
remained same for the most period except from 1993 when male mortality rate continued
to decrease until 2001 (Figure 3.2). The incidence rates for prostate cancer among men
and breast cancer among women have continued to increase slowly over the years (Figure
3.3), though this might be attributed partly to increased screening facilities rather than a
higher than normal incidence rates. Ghafoor et al (2003) attribute the increased breast
cancer incidence rates among women to increased use of hormone replacement therapy
and/or increased levels of obesity.
Cancer incidence and mortality rates among African-American men for all sites
combined is 24% (incidence) and 40% (mortality) higher than among white men, while
African-American women have a slightly lower incidence rate compared to white
women, the mortality rate is 20% higher among the African-American women. Until the
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Figure 3.1 Leading cancer sites for incidence and mortality in the United States. Source:
Jemal et al 2005.
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Figure 3.2 Annual age-adjusted cancer incidence and mortality rates for all sites
combined, by sex, in the United States - 1975 – 2001. Source: Jemal et al 2005.
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year 1998 cause of death in the United States was classified according to the International
Classification of Diseases (ICD) 9 scheme and beginning from year 1999 they were
classified according to the ICD-10 classification. Because of the shift in the underlying
death cause there is a small change in the death rate reported in earlier studies (Schulz et
al. 1998). The patterns in incidence and mortality for cancers of breast, colorectal, lung,
and prostate are described next:
Breast Cancer: Breast cancer incidences among women in the year 2005 is estimated to
account for 32% of all new cases with the number of deaths due to breast cancer
accounting for 15% of all cancer sites. Annual age-adjusted breast cancer incidence rates
increased from 1975 to until 1987. For the period from 1987 to 2001 there was not much
change in the annual incidence rates. Annual age-adjusted breast cancer mortality rates
for women remained almost constant from 1930 on to until 1990 after which it continued
to decrease until 2001.
Colorectal Cancer: New cases of colorectal cancer incidence among men and women is
estimated to account for 10% and 11% of all new cancer incidences while accounting for
10% of all death causes among both the sexes in the year 2005. Cancers of the colon and
rectum combined are the third most common type of cancer sites and the second most
common cause of cancer death in the United States. Annual age-adjusted incidence rates
for colorectal cancer among men and women declined for the period from 1975 to 2001.
Annual age-adjusted colorectal cancer mortality rates among women however continued
to decrease from 1946 to 2001 after experiencing a small increase during the period from
1930 to 1946. Among men, the annual age-adjusted colorectal cancer mortality rate held
constant from 1949 to until 1980, thereafter which the mortality rate however continued
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Figure 3.3 Annual age-adjusted cancer incidence rates among men and women for
selected cancer types in the United States, 1975 – 2001. Source: Jemal et al 2005
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Figure 3.4 Annual age-adjusted cancer mortality rates among men in the United States for
selected cancer sites, 1930 – 2001. Source: Jemal et al 2005
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Figure 3.5 Annual age-adjusted cancer mortality rates among women in the United States
for selected cancer sites, 1930 – 2001. Source: Jemal et al 2005
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to decrease from then on to until 2001. Incidence rates for African-American men and
women are about 15% higher than in white men and women, while mortality rates are
about 40% higher in African-Americans.
Lung Cancer: Lung cancer is the leading cause of death due to cancer among men and
women in the United States. For the year 2005 lung (and bronchus) cancer mortality is
estimated to account for 31% and 27% of all cancer deaths among men and women
respectively, while the estimated new cases account for 13% and 12% of all new cancer
incidences among men and women respectively. Annual age-adjusted incidence rates
during the period from 1975 to 2001 for lung cancer continued to decrease among men
while at the same time it continued to increase among women. During the period from
1930 to 2001 however lung cancer mortality among men showed a steady increase until
the year 1990, after which it continued to decrease. Death rate among women however
remained constant until the year 1964 after which it continued to increase steadily until
1998 before leveling off until 2001.
Prostate Cancer: Prostate cancer is estimated to be the leading cause among all cancer
incidences for 2005, accounting for 33% of all new cases and accounting for 10% of all
deaths that are attributed to a cancer. During the period from 1975 to 2001 annual ageadjusted prostate cancer incidence rates among men increased sharply until 1992 after
which it experienced a significant drop before gaining a little in 1999 and then leveling
off. Annual age-adjusted prostate cancer mortality rate among men increased during the
period from 1930 until 1948 before leveling in 1978. From 1978 on until 1990 it
continued to increase after which it held constant for three years until 1993. From 1993
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on the mortality rate among men due to prostate cancer continued to decline until the year
2001.
Center for Disease Control and Prevention reports suggest that the overall
incidence and mortality rates from cancer have decreased over the decades, partly due to
advances in early detection, screening, and treatment. In spite of this few areas in the
United States are experiencing an increasing trend and continue to have higher rates of
incidence and mortality compared to the rest of the country. When compared with other
racial groups, African-Americans are more likely to acquire cancer and die as a result.
African-American men have the highest incidence and mortality for at least 9 forms of
cancer including prostate, lung (and bronchus), colon (and rectum). When compared to
Caucasians, African-Americans in general experience a 5% lower cancer survival rates.

3.2 Spatial Distribution of Cancer Mortality
Cancer mortality rates by county for the 4 year time-period corresponding to the years
1999 – 2002 are mapped to analyze their spatial distribution. The data was discretized in
to 5 class intervals using Jenk’s Natural Breaks algorithm (Jenks and Caspall 1971).
Only those counties that had a reliable mortality are used in the following description.
For a more detailed description on the reliability of mortality rates please refer Section
5.4.
3.2.1 Breast Cancer
Breast cancer is the leading cause of death among women in the United States. Figure
3.6 and 3.7 shows the spatial distribution of breast cancer mortality rates among black
and white women respectively. Among black female breast cancer mortality rates 191
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Figure 3.6 Geographic distribution of black female breast cancer mortality rate at county level for the years 1999 – 2002.
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Figure 3.7 Geographic distribution of white female breast cancer mortality rate at county level for the years 1999 – 2002.
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counties out of the 3,141 counties in the United States had mortality rates that were
classified as reliable. Most of these counties are located in the southern region of the
country, including Louisiana, Mississippi, Alabama, Florida, Georgia, Carolinas, and in
southern California. The top 3 counties with the highest black female breast cancer
mortality rate are – Union county, Arkansas with a mortality rate of 59.2 per 100,000;
Adams county, Mississippi with a mortality rate of 52 per 100,000; and Rockingham
county, North Carolina with a mortality rate of 50.5 per 100,000. The bottom three
counties that experienced the lowest breast cancer mortality rate include Monroe county,
New York (17.4 per 100,000), Wake county, North Carolina (18.2 per 100,000), and
Pinellas county, Florida (18.6 per 100,000).
Among white women 1233 counties in the United States reported a reliable breast
cancer mortality rate for the four year time-period 1999 – 2002. The top 3 counties with
highest breast cancer mortality rate among white women are – Moultrie county, Illinois
with a mortality rate of 47.7 per 100,000; Accomack county, Virginia with a mortality
rate of 42.3 per 100,000; and Colorado county, Texas with a breast cancer mortality rate
of 41.3 per 100,000. The three counties that had the lowest breast cancer mortality rate
among white women are – Cumberland county, Tennessee with a mortality rate of 11.1
per 100,000; Marshall county, Alabama with a mortality rate of 11.5 per 100,000;
Danville city, Virginia and Dubuque county, Iowa with a white female breast cancer
mortality rate of 12.7 per 100,000.
3.2.2 Colorectal Cancer
Colorectal cancer mortality rate among black women (30.9 per 100,000) was the least
compared to white men (44.6 per 100,000) and women (32.2 per 100,000), and black
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Figure 3.8 Geographic distribution of black female colorectal cancer mortality rate at the county level for the years 1999 – 2002.
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Figure 3.9 Geographic distribution of white female colorectal cancer mortality rate at the county level for the years 1999 – 2002.
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men (50.4 per 100,000). The counties that experienced a high rate of black female
colorectal cancer mortality are – Suffolk county, Virginia (30.9 per 100,000); Dauphin
county, Pennsylvania (30.3 per 100,000); and Onondaga county, New York (29.1 per
100,000). Palm Beach county, Florida and Monroe county, New York with a black
female colorectal cancer mortality rate of 12.7 per 100,000 and Suffolk county, New
York with a cancer mortality rate of 13.5 per 100,000 reported the least black female
colorectal cancer mortality rate. Figure 3.8 shows the spatial distribution of black female
colorectal cancer mortality rates.
Major concentrations of white female colorectal cancer mortality occurred in the
northeast and west coast regions in the country, along with Florida and in the
Appalachian regions. Most of the counties experienced low rate of white female
colorectal cancer mortality. The top three counties with the highest white female
colorectal cancer mortality rate are Buena Vista, Iowa (32.2 per 100,000); Mingo county,
West Virginia (30.5 per 100,000); and Taylor county, Kentucky (29.4 per 100,000). At
the other end are Yuma county, Arizona (5.7 per 100,000); Washington county, Utah (6.2
per 100,000); Rowan county, North Carolina (6.7 per 100,000) that experienced the
lowest white female breast cancer mortality rates. Figure 3.9 shows the spatial
distribution of white female colorectal cancer mortality rates.
Among black men, Lauderdale county, Mississippi with a colorectal cancer
mortality rate of 50.4 per 100,000; Petersburg City, Virginia (48 per 100,000); Dallas
county, Alabama (46.3 per 100,000) experienced the highest rates in colorectal cancer
mortality. Bronx county, New York (17.6 per 100,000); San Diego county, California
(17.9 per 100,000); and Cumberland county, North Carolina with a black male colorectal
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Figure 3.10 Geographic distribution of black male colorectal cancer mortality rate at the county level for the years 1999 – 2002.
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Figure 3.11 Geographic distribution of white male colorectal cancer mortality rate at the county level for the years 1999 – 2002.
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cancer mortality rate of 18.3 per 100,000 experienced the lowest rates in colorectal
cancer mortality. Figure 3.9 shows the spatial distribution of black male colorectal
cancer mortality rate. Similar to the pattern exhibited by white female, white male
colorectal cancer mortality is also concentrated in the northeast and west coast regions of
the country, along with Florida and the Appalachian region.
Unlike white female colorectal cancer, the northeastern region of the country
experienced moderate to higher rates of white male colorectal cancer mortality.
Dorchester county, Maryland with a mortality rate of 44.6 per 100,000; Madison county,
Mississippi with a mortality rate of 42.7 per 100,000; and Jackson county, Ohio with a
mortality rate of 41.3 per 100,000 experienced the highest mortality rate among white
men due to colorectal cancer. Figure 3.11 shows the spatial distribution of white male
colorectal cancer mortality rate.
3.2.3 Lung Cancer
Lung cancer is a leading cause of death among all cancers in the United States.
White men experienced the highest lung cancer mortality rate compared to white women
and black men and women. With only 195 counties of the 3141 counties in the country
reporting a reliable rate, the spatial distribution of black female lung cancer mortality rate
does not show any pattern. The counties with the highest rate of black female lung
cancer mortality rate are Brazos county, Texas with a mortality rate of 75.6 per 100,000;
Fayette county, Kentucky with a lung cancer mortality rate of 67.8 per 100,000; Polk
county, Iowa with a mortality rate of 65.7 per 100,000. The counties that experienced the
lowest rate of black female lung cancer mortality are – Broward county, Florida with a
mortality rate of 14.6 per 100,000; Fairfax county, Virginia with a mortality rate of 16.7
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Figure 3.12 Geographic distribution of black female lung cancer mortality rate at the county level for the years 1999 – 2002.

45

Figure 3.13 Geographic distribution of white female lung cancer mortality rate at the county level for the years 1999 – 2002.
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per 100,000; Polk county, Florida with a mortality rate of 18.3 per 100,000. Figure 3.12
shows the spatial distribution of black female lung cancer mortality rate.
Most counties in the country, except in the Midwest region, reported a reliable white
women lung cancer mortality rate. Florida, Kentucky, West Virginia, Nevada, and
northeast California show a concentration of counties that experienced moderate to high
rate of white women lung cancer mortality while Pennsylvania, Madison, Arizona, and
southern California show a concentration of counties with low mortality rate. Figure 3.13
shows the spatial distribution of white female lung cancer mortality rates. Among white
women the top 3 counties that experienced the highest rate in lung cancer mortality rate
are – Magoffin county, Kentucky with a mortality rate of 90.7 per 100,000; Madison
county, Mississippi with a mortality rate of 83.3; and Perry county, Kentucky with a
mortality rate of 82.6 per 100,000. On the other extreme the 3 counties with the lowest
rate of white female lung cancer mortality rate are Utah county, Utah with a mortality
rate of 9.6 per 100,000; Webb county, Texas with a mortality rate of 9.8 per 100,000; and
Hidalgo county, Texas with a mortality rate of 11.4 per 100,000.
Among black men, lung cancer mortality is mostly concentrated in the south and
along the east coast counties of the country. Most counties that lie along the Mississippi
river in the states of Arkansas, Louisiana, and Mississippi exhibit higher black male lung
cancer mortality compared to other counties in the same region. The top 3 counties that
had the highest lung cancer mortality rate among black men lie in the southern region of
the country and include Union county, Florida with a mortality rate of 326.8 per 100,000;
Williamson county, Tennessee with a mortality rate of 286.6 per 100,000; Anderson
county, Texas with a mortality rate of 228.1 per 100,000. On the opposite side of the
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Figure 3.14 Geographic distribution of black male lung cancer mortality rate at the county level for the years 1999 – 2002.
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Figure 3.15 Geographic distribution of white male lung cancer mortality rate at the county level for the years 1999 – 2002.
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mortality scale the three counties that experienced a low black male lung caner mortality
rate include Cobb county, Georgia with a mortality rate of 45; Queens and Kings
counties, New York with cancer mortality rate of 45.1 and 46.1 per 100,000 respectively.
Figure 3.14 shows the spatial distribution of black male lung cancer mortality rates.
Compared to black male lung cancer mortality, the spatial distribution of white
male lung caner mortality rate shows a more distinct pattern. Most of the states in the
south experienced a higher lung cancer mortality rate compared to the rest of the country.
The largest concentration of high mortality rate is concentrated in the states of West
Virginia, Kentucky, Tennessee, Arkansas, Louisiana, Alabama, the Carolinas, Georgia
and northern parts of Florida. The top 3 counties that had the highest white male lung
cancer mortality are – Union county, Florida (207.7 per 100,000); Terrell county, Georgia
(175.5 per 100,000); Lake county, Tennessee (170.3 per 100,000). The three counties
that reported lowest rate of white male lung cancer mortality are in the state of Utah and
include Utah, Washington, and Davis counties with a mortality rate of 21.8, 24.3, and 26
per 100,000 respectively. Figure 3.15 shows the spatial distribution of white male lung
cancer mortality rates.
3.2.4 Prostate Cancer
Among black men, high rates of prostate cancer mortality occur in the states of
Mississippi, Alabama, and North Carolina. The top 3 counties that experienced a high
mortality rate are – Lincoln and Madison county, Mississippi with a black male prostate
cancer mortality rate of 138 and 132 per 100,000 respectively; and Chambers county,
Alabama with a black male prostate cancer mortality rate of 101.7 per 100,000. The
three counties with a low black male prostate cancer mortality rate include –
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Figure 3.16 Geographic distribution of black male prostate cancer mortality rate at the county level for the years 1999 – 2002.
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Figure 3.17 Geographic distribution of white male prostate cancer mortality rate at the county level for the years 1999 – 2002.
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Montgomery county, Maryland with a mortality rate of 29.6 per 100,000; Atlantic
county, New Jersey with a mortality rate of 31.2 per 100,000; Jefferson county, Texas
with a mortality rate of 31.6 per 100,000. Figure 3.16 shows the spatial distribution of
black male prostate cancer mortality rate.
Prostate cancer mortality among white men is mostly concentrated in the
northeast and western parts of the country, and in the southern states of Florida, Alabama,
the Carolinas, and in the Louisiana, Mississippi, and Texas counties adjoining the Gulf of
Mexico. The counties that experienced a high rate of white male prostate cancer
mortality include – Lincoln county, Mississippi with a mortality rate of 51.6 per 100,000;
Colleton county, South Carolina with a mortality rate of 45.4 per 100,000; Fountain
county, Indiana with a mortality rate of 45.1 per 100,000. The counties that had the
lowest white male lung cancer mortality rate are – Yuma county, Arizona with a
mortality rate of 8.5 per 100,000; Eaton county, Michigan with a mortality rate of 11.2
per 100,000; and Iredell county, North Carolina with a mortality rate of 11.3 per 100,000.
Figure 3.17 shows the spatial distribution of white male prostate cancer mortality rates.

3.3 Cancer and Socioeconomic Factors
Geographic variations and socioeconomic differences across different cancer mortality
causes have previously been investigated and reported (Marcella and Miller 2001;
Wrigley et al. 2003; Adams et al 2005). While there is no clear understanding of where
and how the socioeconomic indicators influence the incidence and mortality of the
disease, there however have been numerous studies offering plausible explanations on
how social deprivation leads to risky health choices. Differences between different races
and population groups might not necessarily be because of racial or ethnic factors, but
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more likely due to differences in treatment, access to health care, availability of proper
resources and lack of preventive knowledge (Bach et al 2002). It has been pointed by
Prothrow-Stith et al (2003) that lack of health insurance contributes to increased risk of
cancer mortality. While noting increasing gap in health inequalities between the rich and
poor, Regidor et al (2006) note that decreasing the socioeconomic inequalities might not
necessarily lead to a decrease in health inequalities. Ideally, knowledge of risk factors
that explain the most common malignancies would guide prevention programs. The
following sections detail the impact of socioeconomic factors on four leading causes of
cancer incidence and mortality in the United States.

3.3.1 Breast Cancer
Breast cancer is the most common cause of cancer mortality among women in the United
States. Several studies have reported the influence of socioeconomic factors in breast
cancer mortality among women (Sheehan et al. 2001; Sheehan and DeChello 2005;
Woods et al 2005). Among the established breast cancer risk factors include higher
levels of education and income, later age at first birth, nulliparity, family history of breast
cancer and higher socioeconomic status (Madigan et al. 1995; Clarke et al. 2002; Clarke
et al. 2003). Although it is possible that the increased risk of breast cancer with
increasing income and socioeconomic status due to increased surveillance among
wealthier women, Madigan et al (1995) report a similar elevated risk when they followed
up on cases during the period before 1981 when routine mammography screening for
breast cancer was less prevalent. Comparing with Sweden, a country with fairly
homogeneous society with respect to race and access to health care facilities, it has been
reported that risk of death due to breast cancer is higher among women of low
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socioeconomic status than among women of higher socioeconomic status (Lagerlund et
al. 2005). High fat diets and adult weight gain in postmenopausal women are reported to
increase breast cancer risks. Alcohol consumption has also been identified as a breast
cancer risk. Rates are generally the lowest in the southern US, and highest in the
northeast and in the west (Kulldorff et al. 1997). Sturgeon et al (1995) find little
differences in regional breast cancer mortality among young women, but larger
differences in older women. Whittemore (2003) suggests that established risk factors do
not completely explain the variation in incidence and mortality, although there is
increasing evidence of genes influencing the risk of breast cancer. Regular
mammography testing is believed to reduce the risk of death due to breast cancer by
giving women a chance to cut risk of the disease before it reaches late-stage. Though
breast cancer incidence reported for black females is low, the same group experiences a
high-rate of breast cancer mortality. A few studies suggest this is because of uneven or
poor outreach among the group. In a study on the adherence to regular mammography
use among African-American women, Rosenberg et al (2005) found that health insurance
coverage and high household income to be strongly associated with regular
mammography usage. They also report that higher levels of education did not have any
significant impact on the regular use of mammography among African-American women.
Husaini et al (2005) study the differences in breast cancer screening among AfricanAmerican women in rural Tennessee and urban Nashville and the effectiveness of
church-based educational programs to increase breast cancer screening awareness. In
their study they report rural women to be less likely to get a mammography because they
did not perceive a need, because they thought mammography was embarrassing, or
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because of their strong religious beliefs. Lower socioeconomic status and lack of access
to proper care and screening facilities are often implicated as plausible causes for
African-American women to present with later stage breast cancer than Caucasian
women (Maloney et al. 2006). They also report that breast cancer among AfricanAmerican women often presents itself at a more advanced stage and with poor prognostic
feature. However, when matched for lower socioeconomic status, racial disparities
essentially disappear. Social support and social network often times creates awareness
among older, married women initially diagnosed with breast cancer (Osborne et al.
2005). It is reported that socioeconomic variables and comorbidity have little impact on
the relationship between marital status and survival. The association of race with
mortality was found to be stronger among women 50-64 years of age than among women
65 and over. The diminishing effect of race and age may be explained by insurance
coverage among those over 65 (Grann et al. 2006). Achat et al report socioeconomic
conditions to be weak indicators of whether women obtain regular mammography while
age, marital status, indicators of health status and service utilization, and whether women
ever had a mammogram or had at least one within the recommended age of 50 – 69 years
to be strongly associated with regular mammogram checkups.

3.3.2 Colorectal Cancer
Cancers of the colon and rectum, together commonly referred to as colorectal cancer, are
the second most common cause of cancer mortality in the United States. On a study on
geographic variation of colon cancer incidence in Alabama, Shipp et al (2005) examined
the relationship between socioeconomic status indicators and physician density using
Poisson regression. They report higher rates of colorectal cancer incidence to be
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positively associated with socioeconomic indicators and physician density. Their study
also finds African-Americans to have higher incidences of cancer incidence compared to
whites, with the former often diagnosed during later stages of the disease. AfricanAmericans have a lower probability of survival and a higher risk of death once diagnosed
with colorectal compared to non-Hispanic whites, after accounting for differences in age
and stage of diagnosis. Factors that contribute to racial and ethnic disparities in
colorectal cancer survival include differences in access to early detection, timely and
high-quality treatment and supportive care, and co-morbidities (Ward et al. 2004).
African-Americans are less likely than whites to receive recommended surgical, adjuvant
chemotherapy, and radiation treatments (Jemal et al. 2004). Early screening tests have
often times been reported to help detect cancer at its early stages and help acquire
preventive steps that can prevent the disease from taking on a malignant course (Whynes
et al. 2003; American Cancer Society 2006). Obesity is often associated with increased
risk of cancer incidence and higher rate of cancer mortality. Rosen and Schneider (2004)
find colorectal cancer screen for age-eligible persons to be very low, with screening rates
for men and women of different weight categories often times being nearly the same.
They also find that women in the very-obese category are many times less likely to
undergo screening. Societal influences have often times been noted on the stage at which
screening is obtained (Tabbarah et al. 2005). Rural and socioeconomically deprived
places often times report less screening tests compared to population living in urban,
metropolitan, and affluent areas in the United States (Whynes et al. 2003; Wrigley et al.
2003; Coughlin and Thompson 2004). Barriers to colorectal screening tests and
treatment include inadequate communication between health care providers, doctors and
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patients (Katz et al. 2004; Baldwin et al. 2005), physician’s attitudes and belief’s (Taylor
and Anderson 2002; Klabunde et al. 2003; Klabunde et al. 2004), and health insurance
(Roetzheim et al. 2000; Cokkinides et al. 2003).

3.3.3 Lung Cancer
Lung cancer today is a leading cause of cancer mortality, up from being a rare disease
during the first half of the twentieth century (Rodrigues et al. 2005). Genetic factors have
previously been postulated to increase risk of acquiring lung cancer. The risk of lung
cancer in a family increases if one or more of its members have been diagnosed with lung
cancer (Alberg and Samet 2003). Smoking is a lifestyle choice and is the leading
oncological cause of lung cancer in the world. Passive smoking is considered to also
contribute to lung cancer and heart diseases. The risk of contracting lung cancer is
relatively high among married couples if their spouse smokes cigarettes (Cardens et al.
1997). Underwood (2003) argues on discrimination by tobacco companies in targeting
African-Americans unfairly through advertising. It has also been reported that AfricanAmerican teenagers are more susceptible to lung cancer than Caucasian teenagers who
smoke similar number of cigarettes in a day. Littman et al (2004) report that only a small
fraction of smokers develop lung cancer, although around 75% - 90% of patients
diagnosed with lung cancer are (or were) habitual smokers at least once in their lifetime
with the risk of lung cancer being more if a person had ever been diagnosed with chronic
bronchitis. The dietary habits, believed to be dependent on the racial and economic
status, also plays a role in cancer incidence and its outcome (Schatzkin 1997; Brawley
2003). Inclusion of vegetables and avoiding red meat and whole milk products in regular
diet was found to decrease risk lung cancer incidence among non-smokers by as much as
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25% (Brennan et al. 2000). Occupational exposures to harmful agents are also known to
cause lung cancer. Exposure to Radon is a well established cause of lung cancer among
underground miners (Samet 1989). A list of occupational carcinogens believed to cause
lung cancer includes arsenic, asbestos, chromates, hydrocarbons, and other agents. Urban
areas have a high rate of lung cancer incidence and mortality, believed to be a result of
high levels of indoor and outdoor pollution associated with these areas (Samet and White
2004). The way several determinants of lung cancer causing agents, including diet, toxic
environmental and occupational exposure, and smoking interact with one another these
are often times found to be correlated to socioeconomic status. Environmental injustice
studies have shown how the underclass societies are more exposed to environmental
pollution than others. Studies investigating the influence of education on lung cancer
mortality found that less educated people are more susceptible and have higher rates of
incidence and mortality compared to people with higher education standards
(Martikainen et al. 2001).

3.3.4 Prostate Cancer
The majority of social disparity in prostate cancer among men occurs with Black men
experiencing high rates of prostate cancer incidence and mortality when compared to
Whites (Robbins et al 2000; Hoffman et al. 2001; Freedland and Issacs 2005; Gilligan
2005). Low socioeconomic indicators correlate with high rates of cancer mortality
(Gilligan 2005), although some studies have reported them to be correlated with low rates
of cancer incidence. The low rates of incidence might be explained by lack of effective
communication or treatment facilities for people in the lower socioeconomic bracket
(Freedland and Issacs 2005). The risk of developing prostate cancer is often times
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associated with old age, genetic influence, and diet (Crawford 2003; Sonn et al 2005).
While it has been reported that equal treatment for black and white prostate cancer
patients produced similar outcomes (Alexander and Brawley 1998), socioeconomic status
along with other factors explains much of the variation in the racial disparity among
survival rates for men belonging to different races. Du et al (2006) in a study examining
the survival rate among older Hispanic men note that lower socioeconomic status is a
major barrier in achieving comparable outcome for men with prostate cancer. They
report those living in the lowest quartile of the socioeconomic status are 31% more likely
to die of prostate cancer than those in the highest strata. According to their study, even
after controlling for education African Americans were more likely to succumb to the
disease than Caucasians, while when controlled for poverty and income along with
education, they found no significant difference among the two groups. While observing
the fact that racial disparities do exist in the spatial distribution of prostate cancer
incidence among African-American and Caucasian men, Oliver et al (2006) note that
these difference may be a result of differences in socioeconomic status. Their study on
the spatial distribution of prostate cancer incidence in Virginia for the period 1990 – 1999
reports poverty and low educational attainment to be positively correlated with lowered
incidence rates among whites but not African-Americans, while at the same time median
household income and urban status were found to be positively correlated among men of
both races. Overall, area measures of poverty and education alone do not explain the
differences in mortality due to prostate cancer among African-American and White men.
Other factors such as diet and genetic makeup are needed to explain the differences in
mortality rates. Marital status is often times associated with better survival rates
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compared to those who are either living alone or are divorced (Lai et al. 1999; Denberg et
al. 2005). This is possibly because marital status correlates to social support,
socioeconomic status, and in general more perceived need to stay in better health for the
sake of one’s family. Prostate-specific antigen testing is considered to be an effective
method of reducing the risk of death due to prostate cancer. Krupski et al (2005)
investigated the regional and socioeconomic disparities in relation to the treatment of
prostate cancer using this testing. They observe high rates of testing concentrated in the
western region of US, while Blacks and low-income patients had least access to the
testing procedures. Based on a questionnaire involving 72,449 men covering the period
from 1992 – 1999, Steenland et al (2004) observe that prostate specific antigen tests are
more common among highly educated men compared to those who have less than a high
school education. While they suggest that prostate cancer incidence is greater among
highly educated men, this could be partly due to greater use of testing facilities and
greater detection of localized tumors because of their exposure to such testing techniques
and their accessibility. They also report that less educated men have low survival rates.
Liu et al (2001) examined the relationship between socioeconomic status and prostate
cancer incidence involving men of all races from 1972 through 1997, the period during
which prostate-specific antigen testing was first introduced. They evaluate the relation
between socioeconomic status and prostate cancer incidence before 1987 when testing
was not widely available and the period after that. They find that while there was no
correlation among the socioeconomic status indicators and prostate cancer incidence for
the period before 1987, they find significant correlations among the two after 1987. In
particular, they report higher socioeconomic status to be positively correlated with
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increased incidence rates. This they reason could be because of increased access to
testing and health care among men of higher socioeconomic status.

3.4 Chapter Summary
This chapter discussed the national trends in cancer incidence and mortality along with
previous investigations in to the relation between breast-, colorectal-, lung-, and prostate
cancer and socioeconomic characteristics. The following summarize the major points
discussed in the chapter:
1. Cancer is the second leading cause of death in the United States. The top cancer
sites are lung, prostate, and colorectal for men; lung, breast, and colorectal for
women.
2. The cancer incidence and mortality is higher for at least 9 sites of cancers among
African-Americans compared to Caucasians.
3. Although the overall incidence and mortality rates are on a decline, a few regions
continue to record increasing rates.
4. Differences in incidence and mortality across racial lines often times disappear
when socioeconomic status is accounted for.
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CHAPTER 4. ASSOCIATION RULE MINING METHODS
4.1 Knowledge Discovery in Databases
Knowledge discovery in databases is defined as the process of extracting implicit, valid,
novel, useful, and understandable patterns in a dataset (Frawley et al 1992; Fayyad et al
1996a). The process of knowledge discovery is an iterative procedure that involves data
preparation, pattern extraction, knowledge evaluation, and refinement (Fayyad et al.
1996a; Han and Kamber 2001). The discovered knowledge can then be applied to a wide
variety of uses like information management, decision-making process, and process
control (Chen et al 1996). The knowledge discovery process uses data mining techniques
to extract and identify patterns that can be considered useful in knowledge construction.

Data

Preprocessing

Data Mining

Interpretation

Knowledge

Figure 4.1 Stages in the Knowledge Discovery process.

Data mining techniques combine statistics, machine learning, artificial intelligence,
database technologies, and data visualization to create fast, efficient, and innovative
methods of analyzing huge amounts of data (Chen et al 1996; Fayyad et al. 1996b). Data
mining tasks are typically divided into four categories based on the type of analysis being
carried – segmentation analysis, dependency analysis, deviation and outlier analysis, and
trend detection (Aggarwal and Yu 1999).
Knowledge discovery in spatial databases assumes two forms – one, those that
include spatial relations like close_to, adjacent_to, etc. and second, those that involve
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pattern extraction from related spatial objects like from a list of all counties of a region
(Mennis and Liu 2005).

4.2 Spatial Data Mining
A spatial database management system contains objects characterized by a spatial
location (latitude and longitude, zip code, place name, etc), which is usually represented
by a point, line, or a polygon along with a set of non-spatial attributes describing a set of
features at that location. A spatial database contains information regarding a location
(place name) along with a set of non-spatial features like area, 1990 population, etc.
Widespread use of spatial databases is leading to an increasing interest in mining
interesting and useful, but implicit spatial patterns (Koperski et al 1996; Shekhar and
Chawla 2003; Chawla et al. 2001). The goal of spatial data mining is to automate the
discoveries of such patterns that can then be examined by domain experts for validation
(Chawla et al. 2001). Spatial data mining is analogous to classical data mining of
transactional databases, albeit in this case it now refers to mining knowledge from spatial
databases (Shekhar and Chawla 2003).
The primary goals of data mining are description and prediction. Descriptive data
mining techniques focus on extracting patterns in dataset that attempt to explain the
features of a dataset based on either a subset or entire set of available data variables.
Predictive data mining techniques involve a subset of all variables in a dataset to predict
the trend or outcome of other variables in the dataset that are of interest.
Statistics and data mining are concerned with finding structures in data. Data
mining techniques based on statistical techniques also make use of other techniques
derived from database management systems, artificial intelligence, machine learning, and
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data visualization. Scientific investigation utilizing statistics generally involves a
deductive type of analysis in which a hypothesis is proposed and later tested on the data.
Data mining on the other hand approaches the problem rather differently, in that a
hypothesis is induced based on the available data while making no prior assumptions
about the final results, which makes this an exploratory analysis requiring an inferential
approach rather than a confirmatory and deductive approach, as is the case with analysis
that makes use of statistical methods (Hand 1999). It is however noted here that while
statistics also has exploratory approaches what makes data mining different is the
analysis of large datasets that are used to analyze and discover associations and ability to
work with non-numeric data. In data mining the stress is more on the scalability of the
number of features and instances, and on the automation for handling large volumes of
heterogeneous data (Mitra and Acharya 2003).
The knowledge discovery and data mining process in spatial databases is far more
complex than in non-spatial databases, both in terms of the efficiency of algorithms and
in the type of knowledge mined (Ester et al 2001), due to the complexity of spatial
datatypes, spatial relationships, and spatial autocorrelation (Han and Kamber 2001;
Shekhar and Chawla 2003). The issues that spatial data mining has to deal with are listed
below:
Spatial Dependency: Classical, transactional, data mining algorithms such as marketbasket analysis (Agrawal et al 1993) often make assumptions such as the study area is
generated independent of each other and drawn from identical distributions. Obviously,
this is not true in the case of spatial data. Spatial data mining algorithms have to consider
the effect of neighboring objects, in accordance with the First Law of Geography –
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“Everything is related to everything else, but nearby things are more related than distant
things” (Tobler 1979). In other words, values of neighboring objects tend to affect the
results being produced on an object, as there always exists a certain degree of spatial
correlation among spatial data (Chawla et al. 2001; Ester, Kriegel, and Sander 2001;
Longley et al. 2001). For example, attributes like household income, temperature
measured at a place do not drastically vary from place to place but rather exhibit a
gradual change over space. Apart from this, the complex and intrinsic relationships
among various spatial objects play a pivotal role in deciding the nature of patterns that
can be mined from a spatial database. Intrinsic relationships, such as distance relations
like adjacent and close to, directional relations like north, northeast, and topological
relations like touches, intersects, are described qualitatively, and are not stored explicitly
in a spatial database.
Modifiable Areal Unit Problem: This also includes issues related to scale. In the case of
analyzing spatial data using data mining techniques the results should be interpreted at
the scale at which the analysis is carried. It is possible that the same analysis carried at a
difference scale might produce a different set of results.
Complex Data Types: Geographic objects often tend to be much more complex than
objects in non-spatial databases. Size, shape, and boundary properties of geographic
objects often affect geographic models under investigation (Cova and Goodchild 2002).
Spatial databases contain a heterogeneous mixture of data such as remotely sensed
images and geo-referenced multimedia (Câmara and Raper 1999), including primitive
spatial data types like point, line, polygon, and networks (Cova and Goodchild 2002) that
are used to represent vector data.
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Data stored in a transactional database also can be considered pseudo-spatial data
if its records contain any information regarding a location at which the data has been
gathered. In these types of analysis, those that use pseudo-spatial data, the spatial
location is only used for aggregation purposes rather than to analyze spatial relations
among the various locations. While classical data mining algorithms only have to deal
with numerical and categorical attributes of non-spatial datasets, spatial data mining
algorithms also have to deal with complex data types and implicit relations that exist
among spatial objects.

4.3 Spatial Association Rule Mining
Extensive analysis of large amount of data requires huge amounts of time and resources
that are seldom available. Consequently, these data are often underutilized and many
patterns in them often go unnoticed. Association rule mining technique helps uncover
such patterns that are hidden in a dataset.
Association rule mining is a data mining technique that is used to uncover
frequently occurring patterns in a dataset. Association analysis is one of the most widely
researched topics in data mining (Agrawal et al 1993; Hand 1999; Aggarwal and Yu
1999, 2001; Chawla et al. 2001; Han and Kamber 2001; Shekhar and Chawla 2003). The
main focus of association rule mining is to find patterns in a dataset rather than to test
them as is commonly achieved using statistical techniques. Association rule mining was
first conceived and used for analyzing market-basket data to mine customer shopping
patterns (Agrawal et al 1993). The idea was to discover customer shopping patterns so
that they could be targeted for marketing specific products. An association rule typically
consists of 3 parts – an antecedent (X), a consequent (Y), and a measure of the
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interestingness of the rule (support%, confidence%, lift, leverage), as represented in
Equation 4.1.
X Æ Y (support%, confidence%, lift, leverage)

(4.1)

The antecedent and the consequent are a set of one or more predicates. The support of a
rule measures the frequency of collective occurrence of all the antecedent and consequent
predicates of a rule in the dataset. The confidence measures the frequency of occurrence
of the consequent given the occurrence of the antecedent. The lift measures the
likelihood of the occurrence of the consequent given the antecedent, i.e. the increase in
the probability of the consequent given the occurrence of the antecedent. A lift value of 1
would indicate that the predicates expressed in the rule are independent of each other,
while a value greater than 1 would indicate that an occurrence of the antecedent indicates
a high probability for the occurrence of the consequent (positive correlation) whereas a
lift value of less than 1 would indicate a negative correlation i.e., the occurrence of the
antecedent discourages the occurrence of the consequent. The leverage of a rule is the
number of additional cases of the antecedent and consequent occurring together above
those expected had they both occurred independent of each other. This measure reflects
the importance of both the support and confidence of a rule.
For example, consider the following in which there are 100 records in a database.
Let there be 60 records that indicate high rate of mortality and 40 records indicate high
percentage of population with low educational attainment. Let the number of records that
have high rate of cancer mortality and high percentage of population with low
educational attainment be 30. Finally, assume an association rule pattern is extracted that
shows the pattern: areas that have high rate of white male lung cancer mortality also have
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high percentage of white male population with low educational attainment. The support
for this rule is calculated as the ratio of the number of records that contain both the
predicates expressed in the rule to the total number of records, i.e. 30/100 = 0.3. The
confidence for this rule is the number of times the predicates in the rule occur together
given the occurrence of the antecedent predicate (cancer mortality rate), which in this
case would be 30/60 = 0.5 (50% when expressed as a percentage). The lift value is
calculated as the ratio of the confidence of the rule to the support of the consequent
predicate of the rule. In this example, the confidence of the rule is 0.5 and the support of
the consequent predicate is the ratio of the number of times it occurs in the dataset to the
total number of records in the data, and this is 40/100 = 0.4. The lift value is then
determined as 0.5/0.4 = 1.25. The leverage value is calculated as the difference between
support of the rule and the product of antecedent and consequent support. In this
example the leverage value is 0.3 (support of the rule) – (0.6 (antecedent support) * 0.4
(consequent support)) = 0.3 – 0.24 = 0.06 (6% expressed as a percentage).
The measures of interestingness, defined by the values of support, confidence, lift,
and leverage, are also used to restrict the number of association rules that are generated
for an input dataset, generally by suppressing rules that are presumed to provide no
significance. For example, a minimum support and confidence value is specified by the
user in order to limit the number of association rules based on the assumption that rules
with low support do not occur frequently in the database and rules with low confidence
indicate a very rare combination. Depending on the type of application, rules that have
high support and confidence may be of interest to those who want to find common
patterns, whereas in other applications, such as health studies in this case, rules that are
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associated with high mortality rates are generally of low support, but they are useful and
are of interest to many in this field.
Association rule mining can be categorized into two types – unconstrained mining
and constrained mining. In case of constrained mining the user initiates a query
specifying a reference object and a set of target objects over which the set of association
rules are mined. A reference object is the main object under investigation and a target
object is one that is spatially related to the reference object. On the other hand,
unconstrained association rule mining involves finding associations among all the
relations of a database. Since the extent of explicit, and more importantly those of
implicit relationships, among spatial objects is usually large, spatial association rule
mining typically takes the form of constrained mining process.
Market-basket analysis, as is commonly identified in the literature (Agrawal et al
1993; Agrawal and Srikant 1994; Han and Kamber 2001), is used to analyze aspatial data
stored in business related transactional databases. A large number of extensions of
association rule mining algorithms based on the market-basket approach have been
developed (Han and Fu 1995; Houtsma and Swami 1995; Park et al 1995; Savasere et al
1995; Zaki et al. 1997; Zaki 2000; Aggarwal and Yu 2001). Based on market-basket
analysis, a spatial extension for analyzing spatial data was first developed by Koperski
and Han (1995). A few other variations based on the method proposed by Koperski and
Han (1995) have been used to analyze census data. Ester et al. (2001) proposed a
neighborhood graph based mining of association rules and Klösgen and May (2002) used
subgroup mining to analyze dependencies between a target and a large number of
explanatory variables available from census data. An inductive logic programming based
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approach for discovering spatial association rules has been proposed to analyze census
datasets (Malerba and Lisi 2001; Malerba et al. 2002).
Apart from the public health and disease applications mentioned in Chapter 2,
association rule mining technique has also been applied in other related disciplines
including genetic databases containing tens of millions of gene expressions for patterns
(Becquet et al. 2002; Creighton and Hanash 2003; Ji and Tan 2004; Georgii et al. 2005).

4.4 Discretization of Continuous Datasets
The association rule mining technique requires that continuous data be classified into
discrete intervals. Discretization leads to generalization and smoothing of data values,
and different discretization techniques generalize data differently. While the advantages
of discretizing continuous data are that it decreases complexity in the data, easy to
analyze, leads to simplification and generalization by grouping similar data together, the
disadvantages of such a data conversion are that some of the finer aspects of data may be
lost and an incorrect discretization might not reflect the true distribution of the data.
This particular shortcoming and the need for analyzing the effects of discretization in
spatial association rule mining has previously been noted (Mennis and Liu 2005).
Public health and socioeconomic data is typically gathered at a continuous level.
The fact that continuous data has a fine granularity and can encompass infinite number of
unique values makes it a much complex datatype to work with using data mining
techniques. The complexity associated with such data can be reduced by grouping
similar values together. Discretization, analogous to classification in cartography, is the
process of converting continuous data into discrete or categorical intervals.
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Since the objective of association rule mining is to uncover useful and previously
unknown patterns from a dataset, the discretization process should be such that:
1. It does not hide patterns in the dataset: If the dataset is divided into too few
intervals then it might lose much of its characteristics in the few discrete intervals.
On the other hand if the dataset is discretized into too many discrete intervals
there might not be sufficient combinations to infer meaningful patterns. The
critical issue here is that the discretization process should convey the overall
geographic pattern of the discretized variable with attention to individual values.
2. The intervals should be meaningful: The discretization process should result in
discrete intervals that are semantically meaningful i.e., instead of dividing the
dataset into random intervals the divisions should be such that they make sense
for interpretation. The intervals should be such that they convey the actual value
associated with a geographic area.
Previous research in data mining has investigated the effects of discretization on the
behavior of classifiers used in classification analysis (Liu et al. 2002; Dougherty et al
1995). Classification analysis involves constructing a classifier that is used for predicting
unknown values. Datasets used in building classification rules always involve a known
output class attribute and the effects of various discretization techniques are evaluated
based on their classification accuracies. Dougherty et al (1995) carried out a comparative
study of five discretization techniques using 16 datasets from the UC Irvine Machine
Learning Database Repository (MLDR) (Newman et al. 1998). They found only small
differences, most of which were not statistically significant, in terms of the effects of
discretization technique on the classification accuracies achieved by the resulting
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classifiers. Liu et al (2002) compared a number of different discretization techniques
using 11 datasets from UC Irvine’s MLDR. They report entropy based Minimum
Descriptor Length Principle (Fayyad and Irani 1993) discretization technique to be
efficient, though they also indicate that a particular choice of discretization technique is
dependent on an application.
In geography, discretization techniques are generally used in conjunction with
choropleth mapping and the impact of these has been previously investigated. These
studies typically make use of one single variable and are mostly concerned on the impact
of different discretization techniques on the quality and interpretability of maps produced.
Jenks and Caspall (1971) provide an excellent overview on the impact of incorrect
discretization and detail a method for calculating the accuracy obtained for a given
discretization method. More recently, Brewer and Pickle (2002) evaluated the effect of
discretization on the choropleth maps produced using epidemiological data. Basing on
the complexity of each discretization technique and the outcome of its associated map
interpretation they conclude that quantile method is best suited for mapping
epidemiological data. Since their intent was to evaluate the result of discretization on
how human subjects perceive and interpret the maps, their conclusion was based on
human responses.
Association rules, unlike classification rules, do not involve an output class
attribute and as such they cannot be evaluated accuracies as is the case with classifcation.
In general an association rule is evaluated for its quality and interestingness based on
numeric measures like support, confidence, lift, and leverage. Patterns that occur less
frequently carry a lower support value than a frequently occurring pattern, while a
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variable that co-occurs frequently with the occurrence of a particular variable tends to
have a higher confidence level. The measures of interestingness for an association rule
are calculated by the association rule mining program based on the frequency at which a
pattern occurs in a given dataset. However, a minimum support and confidence values
are often times specified by the user to limit the number of association rules that are
generated. The choice of minimum support and confidence value is dependent on a
particular application and on user’s ability to evaluate the number of rules that are
generated. Sometimes a pattern that occurs frequently carrying a high degree of
interestingness can still not be considered a useful pattern because it might neither
provide any new information nor make sense to the user. Whether a rule is meaningful is
wholly dependent on the user.
Data discretization involves grouping continuous attributes so that an infinite
number of unique values can be represented by a finite number of unique values with
each group represented by a single class name. Following a review of the literature on
discretization techniques, these can be classified in to the following groups: supervised or
unsupervised, global or local, dynamic or static, splitting or merging, and univariate or
multivariate. Supervised discretization considers the class information of the output
attribute while unsupervised discretization does not. Local methods discretize data in a
region of subspace considering only a few instances of the data while global methods use
the entire set of data in the discretization process. Static discretization is performed in the
data preprocessing stage before the data is used for performing the task at hand while
dynamic discretization is performed in conjunction with the task being undertaken.
Splitting methods begin with empty class intervals and continue to add data into each
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interval following a user specified condition while merging methods essentially treat each
data point as one class interval and continue to merge data into groups following a user
specified condition. Univariate methods consider only one data variable at a time while
multivariate methods consider the influence other data variables have on one another
while discretizing (Liu et al 2002).
The present study evaluates the impact of three discretization techniques that are
more common in geographic and epidemiological studies – equal interval, natural breaks
(based on Jenk’s optimization), and quantile discretization techniques on association rule
mining results. These methods are unsupervised, global, static, and univariate
discretization techniques.
The equal interval method encloses equal amounts of the attribute range value in
each interval. This method calculates the interval boundaries by dividing the entire range
of data with the specified number of intervals and assigning a value to each interval based
on the interval range in which a value occurs. The equal interval method ignores the data
extremities and produces intervals that might possibly contain a very few data points.
The quantile method is an equal number method in that it tries to place equal number of
data points in each interval regardless of the attribute data values. The natural breaks
method determines class intervals in the data by searching for significant breaks in the
frequency histogram of the data. The natural breaks technique used in this study is based
on Jenk’s optimization algorithm. This technique aims to minimize the intra-class
interval variance and maximize the inter-class interval variance. After the continuous
values are assigned to class intervals they are adjusted so that similar values that have
been categorized in to different intervals belong to only one interval.
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The natural breaks method is more commonly used by cartographers whereas
epidemiologists prefer to use quantile method to divide the data into different classes for
mapping and visualization purposes (Brewer 2006). It is recommended using either of
the methods initially and later adjust the class boundaries based on the map creators
background and intended map audience (Brewer 2006; Brewer and Pickle 2002). Brewer
and Pickle recommend considering outliers in a separate group so as to minimize their
effect on the classification process. Also if the dataset has too many zeros, they should
be in a separate class so as to minimize their influence.
Following the practice in choropleth mapping this study investigates the impact of
discretizing the dataset in to 5 classes using equal interval, natural breaks, and quantile
methods. None of the data attributes were adjusted to remove outliers that might possibly
exist. For illustration purpose, this study evaluates such impacts using lung cancer
mortality rates.
Discretization was performed using the built-in functions available in ArcGIS
9.0© (ESRI 2006). Discrete intervals were labeled 1 to n, where label 1 included the
minimum range of attribute values while label n covered the maximum value interval
range. For example, a three discrete interval was assigned labels 1, 2, and 3, where
interval 1 represented the group containing the lowest range of attribute values while
interval 3 represented the group containing the highest range of attribute values. For the
purposes of association rules extraction, MagnumOpus ® (RuleQuest 2006) was used.
Since the intent of this analysis was to evaluate the effects of discretization involving
epidemiological data only those rules that contained lung cancer mortality rate, either as
an antecedent or consequent predicate, were extracted. This resulted in association rules
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that involved cancer mortality rate along with a socioeconomic variable. An example of
association rule of this type are rule 1: White male lung cancer mortality rate = 3, Men
employed in farming = 1 Æ Whites with less educational attainment = 2; rule 2: White
male lung cancer mortality rate = 4 Æ Whites with less educational attainment = 1. The
resulting set of rules was further refined to include only those rules that contained cancer
mortality rate as the sole antecedent or consequent predicate (example rule 2). This set of
rules was termed as task-relevant rules. Spatial association rules evaluation is a complex
issue since there is generally no known fixed output on which basis the results could be
compared. The current study analyzed the impact of discretization and number of
discrete intervals on association rule mining by comparing the highest values of support
and confidence of task relevant rules, discretization accuracy, and the type of association
rules.
The discretization accuracy defined in this research follows that defined originally
by Jenks and Caspall (1971). Discretization accuracy is defined as the complement of
discretization error, which is given by the Equation 4.2:
⎞
⎛ n
⎜ ∑ abs (xi , j − xi )⎟
∑
⎟
⎜
i =1 ⎝ j =1
⎠
error =
N
∑ abs xi − X
k

i =1

(

)

Where k = number of discrete intervals
n = number of data records in a discrete interval
xi, j = jth data record in the ith discrete interval

x i = mean value of the ith discrete interval
X = mean value of the attribute
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-- 4.2

Theoretically, the perfect scenario in which the discretization error is zero is when the
data is discretized in to as many unique values that are present in an attribute. At the
other extreme the error is at a maximum when only one discrete interval exists for the
entire range of attribute data. The discretization error in a discrete interval is calculated
as the absolute sum of differences between a data value and its class mean. The sum of
all discrete class interval error gives the total error that is present in all the classes. This
value is normalized by dividing the total error by the absolute sum of differences between
a data value and the overall mean of the attribute. The accuracy is then calculated by the
complement of the total error (Equation 4.3).
Accuracy = 1 – error

-- 4.3

In case where there is more than one attribute present in the dataset the overall accuracy
is dependent on the sum of individual attribute’s accuracy and is calculated as shown in
Equation 4.4:
m

Overall accuracy =

∑A
i =1

2
i

m

where,
i = number of variables in the dataset
A i = accuracy of the i th attribute
m = theoretical maximum accuracy

Assuming that there are m attributes in a dataset and that the individual attributes
are independent of each other, the overall accuracy is calculated by the equation 4.4.
Considering the attributes to be the axes of an m-dimensional cube whose values (axis)
range from 0 (worst case discretization) to 1 (perfect discretization), the overall accuracy
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is calculated as the distance between the origin and the point in the m-dimension that is
formed by individual accuracies. The value as given by the distance from origin is
divided by the maximum theoretical distance that can be obtained ( m ) to normalize the
overall accuracy and to compare it with other datasets.
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CHAPTER 5. MATERIALS AND METHODS
This study analyzes the spatial distribution of breast, colorectal, lung, and prostate cancer
in the United States and their association with socioeconomic characteristics. The
previous chapter provided a review of earlier studies that indicated a relationship among
socioeconomic status and cancer incidence/mortality. The following chapter provides an
overview of the study area, data and their sources, and techniques used to analyze the
data, and limitations of the current study.

5.1 Study Area
To understand the spatial distribution of cancer mortality and its associated patterns of
socioeconomic characteristics the data used this study were obtained at the county and
health service area (HSA) level for the years 1999 – 2002 and 1988 – 1992 respectively.
The study area constituted 50 states in the United States, including the 48 conterminous
states, Hawaii, and Alaska. For the purpose of analysis, Washington D.C. was treated as
a county in the current study based on the year 2000 census of the United States.
County: At the county level there were a total of 3141 counties in the 50 states. Each
county in the study area was assigned a unique 5-digit Federal Information Processing
Standard (FIPS) number. The first two digits in the county FIPS represented the state
FIPS id while the last 3 digits represented the county FIPS id within each state. Figure
5.1 shows a map of the present study area at the county level.
Health Service Area: A health service area (HSA) is an area that is composed of a group
of counties delineated for the purpose of providing health care. During the time period
covering the years 1988 – 1992 there were 804 HSAs in the United States. Each HSA is
assigned a unique id whose values range from 1 to 804. An id assigned to a HSA has no
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Figure 5.1 Study area showing the counties and states in the United States.
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Figure 5.2 Study area showing the health service areas, counties, and states in the United
States
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further significance apart from uniquely identifying an area. Figure 5.2 shows a map of
the present study area at the health service area level.

5.2 Data
The data incorporated in this study was obtained at two different scales for the time
period that corresponded to the years 1988 – 1992 and 1999 – 2002. Cancer mortality
data at the county scale was acquired for the years 1999 – 2002 and at the health service
area for the years 1988 – 1992. The socioeconomic data corresponded to the 1990 and
2000 census years for the health service area and county level respectively. Because
health service area is an aggregate of counties, the 1990 census data was obtained at the
county level and aggregated to derive the health service area level data. The following
two sections describe the individual characteristics for each of cancer mortality and
socioeconomic data used in the study.
5.2.1 Cancer Mortality Data
The county level cancer mortality data used in this study was obtained from the Center
for Disease Control and Prevention’s (CDC) Wonder database. The database can be
accessed over the internet at http://wonder.cdc.gov. At the health service area level the
cancer mortality data was obtained from the National Atlas website that can be accessed
over the web at http://nationalatlas.gov. This study concentrated on the 4 most common
sites of cancer causing mortality among men and women in the United States, including
breast, colorectal, lung, and prostate cancers. These four were chosen because of the
large number of deaths attributed to them during the last decade.
Mortality rates for the four cancers were obtained for white men, white women,
black men, and black women. At the health service area level the mortality rates were
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Table 5.1 Descriptive statistics for county level cancer mortality rates per 100,000
population in the United States for the period 1999 – 2002
Count Minimum Maximum Average Standard
deviation
Black female breast cancer
191
17.4
59.2
30.53
6.35
White female breast cancer 1233 11.1
47.7
21.99
4.24
Black female colorectal
134
12.7
30.9
19.69
3.79
cancer
Black male colorectal
133
17.6
50.4
28.88
6.51
cancer
White female colorectal
978
5.7
32.2
13.92
3.28
cancer
White male colorectal
993
9.5
44.6
20.29
4.63
cancer
Black female lung cancer
195
14.6
75.6
36.80
10.7
Black male lung cancer
368
45
326.8
95.88
29.16
White female lung cancer
1706 9.6
90.7
38.45
9.28
White male lung cancer
2227 21.8
207.7
73.06
20.86
Black male prostate cancer
201
29.6
138
52.69
15.58
White male prostate cancer 1003 8.5
51.6
19.83
4.22
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Table 5.2 Descriptive statistics for health service area cancer mortality rates per 100,000 population
in the United States for the period 1988 – 1992.
Count Minimum
Maximum
Average Standard
Deviation
White male lung cancer
774
9.41
119.29
58.9193
14.46512
White male colorectal cancer

654

7.52

25.46

16.1918

3.07422

White male prostate cancer

730

6.46

27.2

15.218

2.53059

White female lung cancer

684

8.61

49.36

24.7711

5.65126

White female breast cancer

699

9.46

37.31

21.5052

3.23601

White female colorectal cancer

622

4.3

21.18

11.0973

2.12812

Black male lung cancer

290

0

245.2

88.2525

20.70256

Black male colorectal cancer

114

0

36.89

21.3869

4.7887

Black male prostate cancer

244

0

61.38

35.7475

8.09248

Black female lung cancer

153

0

56.06

24.8152

9.62457

Black female breast cancer

158

0

43.21

26.3151

7.58142

Black female colorectal cancer

131

0

29.48

15.0637

4.82983
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age -adjusted to a standard million population based on the 1940 US Census population
and at the county level the mortality rates were age -adjusted to a standard million
population based on the year 2000 and are reported per 100,000 of standard population.
The National Cancer Institute recommends that all mortality rates calculated based on
death count from the year 1999 onwards be standardized to the year 2000 standard
million population. This study follows this convention to allow for comparison with
future research studies. Tables 5.1 and 5.2 show the data characteristics for the 4 cancer
mortality sites at the county and HSA levels respectively.
Age-adjustment
Because disease affects people of different races, sex, and age differently it is important
to adjust their variations. This allows for comparison across different areas and time
periods among different population groups. Mortality rates, rather than mortality count,
are used to remove the effects of aging and population size allowing for a standardized
comparison across population groups. Crude death rates are calculated by dividing the
total number of deaths in the population by the total midyear population, usually
expressed per 1000 or 100,000 of the underlying population. Crude death rates are
calculated ignoring the age composition of the population, making comparison across
different sections of the population or for different time-periods becomes difficult. Age
adjustment is a standardizing technique that further refines crude death rates by taking
into account the distribution of the population in different age-groups (Meade and
Earickson 2000).
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5.2.2 Socioeconomic Data
The socioeconomic data used in this study was assembled from the 1990 and 2000 US
Census to correspond the cancer mortality data for time periods 1988 – 1992 and 1999 –
2002, respectively. Since the common minimum spatial unit in this study is a county, the
socioeconomic data in this study follows the same unit.
The socioeconomic data used in the study comprised 5 categories that include
housing, occupation, social, family, and economic characteristics. The study included 18
socioeconomic data variables. The choice of socioeconomic variables used in this study
was based on previous studies that investigated the influence of socioeconomic
conditions on cancer mortality (Singh 2003; Mellor and Milyo 2004; Shipp et al. 2005).
Depending on their availability the data variables were categorized by race and sex to
include white male, white female, black male and black female measures. In brief the
socioeconomic variables used in this study include rent and mortgage payments,
educational attainment, per capita income, place of work, poverty status, vehicles
available, plumbing facilities, telephone facilities, residence in 1995, employment status,
occupation categories, transportation to work, household family characteristics,
household density, marital status, and place of birth.
Household Characteristics
a) Vehicles Available: This variable included number of vehicles available per
household. Data for this variable was included for white households and black
households. This variable was categorized in to two parts – households with one or more
vehicles and households with no vehicles. This variable was normalized (or
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standardized) by the total number of occupied households, by respective race, in a
county.
b) Plumbing Facilities: This variable represents the number of housing units in a county
that have complete plumbing facilities. This variable was categorized in to two parts –
households with complete plumbing facilities and those with no plumbing facilities. This
variable was normalized by the total number occupied households, by race, in a county.
c) Telephone Service: This variable represents the availability of a telephone in a
household. This variable was categorized in to two parts – households that had telephone
connectivity and those that did not. This variable was normalized by the total number of
occupied households, by race, in a county.
d) Monthly Gross Rent: This variable represents the median gross rent as a percentage of
household income in 1999, categorized by race. Since this variable is calculated as a
percentage no further normalization was applied.
e) Monthly Owner Mortgage Costs: This variable represents median selected monthly
owner costs as a percentage of household income in 1999, categorized by race. This
variable is grouped in to two categories – household units with mortgage and households
with no mortgage. Since this variable is calculated as a percentage no further
normalization was applied.
f) Urban-Rural: This variable represents the count of households located in places that
are classified as urban or rural. This variable was normalized using total number of
households recorded for a county.
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Occupation Characteristics
a) Employment Status: This variable represents the percentage of population aged 16 and
over, categorized by race and sex, that are in workforce. This variable is categorized in
to two parts – employment and unemployment rates. As the employment status is
measured by calculating employment rate no further standardization was performed on
this variable.
b) Occupation Industry: This variable categorized the population aged 16 and over, by
sex, the type of industry in which they are employed. For a person holding two or more
jobs, the job with maximum number of hours worked was included in the count. The
occupation categories included management, services, sales, farming, construction, and
production. This variable was normalized by the population size, aged 16 and over and
by sex, in a county.
c) Place of Work: This variable categorized the population aged 16 and over by their
place of work, based on whether a person works in the county of residence, out of the
county of residence, or out of state of residence. This variable was normalized by the
total population aged 16 and over.
Social Characteristics
a) Residence in 1995: This variable divides the population, aged 5 and over, in to seven
categories based on where they lived in the year 1995, if they lived – in the same house,
same county but different house, same state but different county, moved to current house
from South, North, Midwest, or West.
b) Educational Attainment: This variable represents the highest education attained by
population aged 25 and over, categorized by race and sex. This variable groups the
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different degrees of educational attainment in to two categories – low level of education
that includes less than high school and those who completed high school, and high level
of education that includes population who had at least some college experience and those
hold an associate, bachelor, or a graduate degree.
c) Place of Birth: This variable represents the count of population born in the same state
as residence, born in Northeast, Midwest, South, or West and now living elsewhere in the
country, born outside the United States, and foreign born. This variable was normalized
using the total population in a county.
Family Characteristics
a) Persons in Household: This variable represents the number of residents in a
household. Based on the information available in the 2000 census, the data in this
variable was divided in to 2 categories – households with high number of persons and
those with low number of persons in a household. Since the data for this category was
not made available by race, households of all races were included in this variable. This
variable was divided by the total number of households in a county to standardize its
value across the study area.
b) Household Type and Presence of Children: In this variable data was included on
household family characteristic based on whether or not children are present. This
variable was divided in to 2 main categories one each for White and another for Black
households. Each sub category was further divide to include data for households that
comprised a married couple family, households that had a male head of household with
wife living separately, those that had a female householder with husband living
separately, and non-family type households.
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c) Marital Status: This variable categorizes the households based on the marital relation
among the residents of an house. The different categories included in this variable are
single, married couple family, married but husband/wife living separately, divorced, and
widowed. The data included race information and so this variable was normalized using
the total number of households categorized by race.
Economic Characteristics
a) Per Capita Income: This variable represents the per capita income, by race, of a
county in the year 1999. Since the variable is a normalized value, no further
standardization was applied.
b) Poverty Status: This variable represents the poverty status of the population in a
county, categorized by race and sex. This variable was standardized based on the
respective race and sex, by the population in a county.
The socioeconomic data at the health service area level included only the following
variables: number of persons in household, household family type and presence of
children, marital status, place of birth, place of work, educational attainment,
employment status, poverty status in 1990, plumbing facilities, vehicles available, and
occupation industry.

5.3 Methodology
5.3.1 Data Collection
The data used in this study was gathered from three different sources - socioeconomic
data from the US Census Bureau’s Factfinder database (Census Factfinder 2006), cancer
mortality data from the National Atlas repository (National Atlas 2006), and the Center
for Disease Control and Prevention’s Wonder database (CDC Wonder 2006). The cancer

91

mortality and socioeconomic data was gathered at the county level. The datasets were
later merged based on the county Federal Information Processing Standard (FIPS) unit
that was common in the two datasets.
5.3.2 Data Preprocessing
The data preprocessing stage involved importing the data into a database for storing and
manipulation purposes. A Microsoft Access (Microsoft 2006) database was used in this
study for the purpose of data storage and manipulation. The socioeconomic variables in
the dataset that were not expressed as a percentage were normalized based on the
universe information provided by the US Census Bureau (Census Factfinder 2006). In
the case of employment, data was provided as total population aged 16 and over who
were employed. This data was used to generate employment and unemployment rates
that were used in the study. The data normalization preprocessing was needed to
transform the data so that the uneven distribution of population among the different
counties of varying areas is accounted for. For those counties that reported less than 5
deaths in a category, mortality rate was suppressed by the data provider because of
concerns for individual privacy. For counties that had 5 to 20 deaths, the resulting
mortality ratio was considered to be unstable and likewise recorded in the dataset by the
data provider. The mortality rates that were either suppressed or are unstable were
marked as missing and were excluded them from the analysis. Tables 5.1 and 5.2 list the
descriptive statistics for the cancer mortality rates used in the analysis at the county and
health service area level.
The final step in the preprocessing stage was to discretize the datasets. The
county level cancer mortality and socioeconomic variables were discretized using natural
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breaks method to form 5 discrete intervals. For cancer mortality data only those counties
that were not excluded based on the criteria specified in Section 5.4 were included in the
discretization process. In the case of socioeconomic variables all the counties were
included in the discretization process irrespective of whether a county’s cancer mortality
rate was reliable or suppressed. The final step in the data preprocessing stage involved
merging of the discretized cancer mortality and socioeconomic datasets. The merging
operation was accomplished in the database itself by using FIPS code as the common
attribute. The resulting dataset was partitioned into 4 subsets – one each to include white
male, white female, black male, and black female cancer mortality and socioeconomic
data. The cancer mortality and socioeconomic data was divided in to 12 groups – one
each corresponding to white men, white women, black men and black women involving
breast, colorectal, lung, and prostate cancers. The breast cancer involved only women
and the prostate cancer included data only for men. Each of the 12 groups was analyzed
individually to extract association patterns using association rule mining.
5.3.3 Mapping Cancer Mortality
The patterns of spatial distribution of cancer mortality and its associated socioeconomic
characteristics are visualized using ESRI’s ArcGIS 9.0 (ESRI 2006) software. The
results from association rule mining program Magnum Opus ® were analyzed by
querying the geodatabase associated with the dataset in the ArcGIS program.

5.4 Limitations
The present study makes use of cancer mortality data rather than cancer incidence data.
Cancer mortality data indicates only those people who die from the disease rather than
the possibility of the disease affecting the population. Cancer often exhibits a long lag
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time between the time a causal agent is first contacted and the time the cancer develops
and is detected. This makes it harder to identify the causal agent and the socioeconomic
conditions surrounding the person at the time of infection. Also, what makes this much
more difficult is because of the high rates of migration among US population. Moreover,
the issues of ecological fallacy and modifiable areal unit problem that are common in
spatial aggregation studies will affect the nature of results obtained. The data used in this
study was aggregated at the county level and the results should be interpreted as such.
They should not be inferred to an individual. Changing the scale of data or the study unit
would most likely change the type of results obtained.
Mortality rates based on small number of deaths or those based on a small
underlying population tend to be very unstable, because a small change detected in the
number of deaths could significantly change the mortality rate. A rate based on fewer
than 20 number of death counts for a given population is considered to be statistically
unstable. The stability is measured in terms of the standard error. A death rate based on
fewer than 20 deaths (combined total for all the years – 4 years in the case of county and
5 years in the case of HSA level data) has a relative standard error (RSE) of 23 percent or
more. A RSE of 23 percent is considered statistically unreliable. In cases where a county
population is less than 100,000 the mortality rate is suppressed if the number of deaths in
a particular category (e.g. white male lung cancer) is less than 5 (total for all years
combined). This is to maintain confidentiality. The confidentiality constraints and use of
the unreliable flag are established by the data provider. The current study excluded from
analysis all those counties whose mortality rate information was either suppressed or
marked as statistically unreliable.
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CHAPTER 6. EFFECTS OF DISCRETIZATION
TECHNIQUE ON ASSOCIATION RULE MINING
Discretization is a generalization technique that transforms a variable at an interval/ratio
format to a discrete/categorical format. Association rule mining requires data occur in
categorical or discrete form rather than continuous. Since the cancer mortality rates and
socioeconomic variables occur at a continuous scale they had to be transformed to
categorical form. This chapter analyzes the impact discretization has on the accuracy and
nature of association rules generated by the association rule mining technique. The
hypothesis is that different discretization techniques will lead to different types of
association patterns, with some discretization techniques generating more stable results
than others. The different discretization techniques considered in the analysis include
equal interval, natural breaks, and quantile methods 5-class interval. The choice of 5
class interval was based on literature review (Brewer and Pickle 2002; Brewer 2006).
The class intervals were assigned labels – very low, low, medium, high, and very high.
The evaluation of discretization techniques was performed using two criteria – on the
degree of generalization that each technique produced and the type of the association
rules generated by each discretization technique. To illustrate the effects of discretization
technique, white male lung cancer mortality rate and its associated socioeconomic
variables were selected in this study.

6.1 Data Characteristics
The analysis produced 3 datasets - one each for equal interval, natural breaks, and
quantile discretization technique. The data characteristics of white male lung cancer
mortality rate in each of the 3 datasets are detailed in Table 6.1. The equal interval
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Table 6.1 Data characteristics of white male lung cancer mortality rate based on 5-class
equal interval, natural break, and quantile discretization techniques
Interval Count Minimum Maximum Range
Average
Standard
Deviation
Equal interval
1
580
21.8
58.9
37.1
50.05
7.04
2
1370
59
96.1
37.1
75.04
10.29
3
249
96.2
133.3
37.1
107.12
9.19
4
26
133.8
170.3
36.5
146.71
11.71
5
2
175.5
207.7
32.2
191.6
22.76
Natural breaks
1
443
21.8
55.7
33.9
47.72
6.46
2
743
55.8
71.9
16.1
63.89
4.47
3
599
72
89.2
17.2
80.08
4.89
4
366
89.3
115.2
25.9
98.43
6.81
5
76
115.3
207.7
92.4
132.73
17.14
Quantile
1
443
21.8
55.7
33.9
47.72
6.46
2
438
55.8
65.6
9.8
60.73
2.71
3
454
65.7
76
10.3
70.22
3.02
4
445
76.1
89.1
13
82.05
3.75
5
447
89.2
207.7
118.5
104.16
15.99
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method generated classes that had similar range in the mortality rates. The first 3 classes
contain most of the data records while the last 2 classes have only a few records,
negligible for the most part in terms of association rule mining. The quantile interval
method produced classes that contained similar number of records in each class interval
range. The natural breaks method on the other hand neither contains similar number of
data records in each interval nor does it contain similar range of values in its classes.
The low number of data records in class intervals 4 and 5 of the equal interval
method means that the maximum value association rule support that can be achieved
from them classes is very low. For example, assume that all the 26 records of the 4-class
equal interval discretization technique participate in an association rule. Given the 3,141
records in the cancer mortality-socioeconomic dataset of this study the highest probable
support value is 0.82% (= 26/3141). Association rules with such low values of support
are often times suppressed by the user from being outputted by the program.

6.2 Discretization Accuracy
The impact of discretizing the data using different discretization techniques is considered
here. The discretization techniques were evaluated on their ability to group values
together to produce class intervals that represent a range of data values without losing
much of the data record’s individual characteristic. This was measured in terms of
accuracy as defined in Section 2.5. Table 6.2 shows the different accuracies for the white
male lung cancer mortality rate and the overall accuracy obtained when the cancer
mortality rate and socioeconomic variables are put together. For the lung cancer
mortality rate, the natural breaks method produced the highest discretization accuracy
followed by quantile and equal interval methods. The overall accuracy produced by all
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Table 6.2 Discretization accuracies of 5-class equal interval, natural breaks, and quantile
discretization techniques.
Change in
Discretization
White male lung
White male lung cancer
accuracy (%)
method
cancer mortality
mortality and
rate accuracy (%) socioeconomic
characteristics combined
accuracy (%)
Equal Interval
51.57
45.95
5.62
Natural Breaks
70.42
68.71
1.71
Quantile
69.65
65.98
3.67
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variables (lung cancer mortality and socioeconomic variable) also exhibit similar
characteristics, the natural breaks had the highest discretization accuracy followed by the
quantile and equal interval method. Because the overall accuracy includes a combination
of many variables, its value is less than that exhibited by cancer mortality rate alone.

6.3 Association Rules Based on Highest Support
The association rules were evaluated based on the maximum support value of the rule
produced by equal interval, natural breaks, and quantile discretization techniques. The
results of this analysis are shown in Table 6.3. The equal interval method produced
association rules with a highest support value of 43.6% followed by natural breaks with a
support value of 20.7% and quantile method with a support value of 10.9%. The
association rules listed in Table 6.3 involve White male lung cancer mortality rate and a
socioeconomic variable. The equal interval discretization method produced an
association rule involving areas that had low rates of White male lung cancer mortality
and very low percentage of White population who walk to work. According to this
association rule 43.6% (support) of all counties in the United States exhibit low rate of
White male cancer mortality and 100% (confidence) of those counties also have a very
low percentage of White population who walk to work. The association rule has a lift
value of 1.01 that indicates the predicates in the association rule occurred independent of
each other. The statistical Pearson correlation coefficient between the two predicates of
the rule is -0.320. The top association rule that is produced by the equal interval method
occurs as the 6th rule (in the descending order based on support value) produced by the
natural breaks method and does not occur in the list of association rules produced by the
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100

0.115*

-0.105*

White male lung cancer mortality rate = low Æ Whites those
who use public transportation to reach work = very low
(20.7%, 87.6%, 1.07, 1.34%)
White male lung cancer mortality rate = high Æ White
households without ongoing mortgage payments = low
(10.9%, 77.1%, 1.15, 1.45%)

Quantile

* Significant at the 0.01 level (2-tailed)

Equal Interval

Natural Breaks

Correlation
coefficient
-0.320*

Association Rule (Support%, Confidence%, Lift,
Leverage%)
White male lung cancer mortality rate = low Æ Whites those
who walk to work = very low (43.6%, 100%, 1.01, 0.63%)

Discretization
technique

Equal interval: N/A
Natural breaks: N/A

Equal interval: 12
Quantile: N/A

Natural breaks: 6
Quantile: N/A

Position

Table 6.3. Top association rule generated by equal interval, natural breaks, and quantile discretization based on highest
support value
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Figure 6.1. Spatial pattern of white male lung cancer mortality and whites those who walk to work as described by
the top association rule produced by the equal interval method.

quantile method. Figure 6.1 shows the spatial distribution of the pattern exhibited by the
association rule.
The top association rule produced by the natural breaks discretization method
involves whites those who travel to work in public transportation. According to this rule,
20.7% (support) of all counties in the United States exhibit a low rate of white male lung
cancer mortality. Of the counties that have the low rate of cancer mortality, 87.6%
(confidence) of the counties also have a very low percentage of white population who
reach their workplace using public transportation system. The association rule has a lift
value of 1.07 that indicates the predicates in the association rule are not very closely
related to one another. The statistical Pearson correlation coefficient of this rule is 0.115.
The same association rule produced by the equal interval method has the 12th rank based
on the decreasing order of its support value and does not occur in the set of association
rules produced by the quantile method. Figure 6.2 shows the spatial distribution of the
lung cancer mortality rate as exhibited by the pattern described in the top association rule
produced by the natural breaks method.
The top association rule produced by discretizing the cancer mortality and
socioeconomic data using the quantile discretization method involves white households
without any mortgage payments on their house. According to this rule, 10.9% (support)
of all counties in the United States exhibit a high rate of white male lung cancer mortality
and 77.1 (confidence) of these counties have a low percentage of white households who
do not have any mortgage payment on their current house. The statistical Pearson
correlation coefficient among the predicates described in the association rule is -0.105.
The top association rule produced by the quantile method does not occur in the list of
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Figure 6.2. Spatial pattern of white male lung cancer mortality and whites those who use public transportation to
work as described by the top association rule produced by the natural breaks method.
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Figure 6.3. Spatial pattern of white male lung cancer mortality and white households without any ongoing mortgage
payments as described by the top association rule produced by the quantile method.

rules produced by either of the equal interval or natural breaks methods. Figure 6.3
shows the spatial distribution of the pattern described by the top association rule
produced by the quantile discretization method.

6.4 Chapter Summary
This chapter considered the impact of three different discretization methods on the
association rule mining technique. The three discretization methods – equal interval,
natural breaks, and quantile were chosen because these are most commonly used in
epidemiological studies. The methods were evaluated based on the discretization
accuracy and on the highest support value of the association rules produced by each
method. The following points summarize the results of this analysis:
1) The number of data records in each class interval is different for each of the
discretization method. Except for the quantile discretization method, the other
two methods have variable number of data records. The low number of data
records in the 4th and 5th class of the equal interval method, and in the 5th class
interval of the natural breaks method would result in association rules with a very
low support values. Since these patterns are not very frequent enough they are
often times ignored (or suppressed) by the user.
2) The accuracy produced by the natural breaks method is the highest compared with
the equal interval and quantile method. The natural breaks method based on
Jenk’s optimization (Jenks and Caspall 1971) divides the dataset into different
number of class intervals by trying to minimize the within class variance which in
essence is trying to increase the accuracy of each of the class interval. The
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accuracy defined in this analysis is the complement of error, which is measured as
the absolute sum of differences between a data value and its class mean.
3) The discretization methods produce different association rules as evaluated based
on their highest support value. The equal interval and natural breaks methods
produced association rules that involved mode of transportation to work by the
white population, and the quantile method involved white household mortgage
status. The low lift values of the association rule produced by all the three
methods indicate that none of the rules contain predicates that are highly
positively correlated with each other. Association rules with low lift value are
considered uninteresting, especially in the case of health studies, as this indicates
the predicates are uncorrelated.
4) The equal interval method produced the highest support value among the three
discretization methods, followed by natural breaks and quantile method. The
support value is dependent on the number of records that contain the antecedent
predicate occurring in a rule. The equal interval had 1370 data records that were
labeled low, natural breaks had 743 records that were labeled low, and the
quantile method had the least number of records (438). Although having a large
number of records in a class interval does not sufficiently guarantee a high
support value, this factor influences the maximum support value that can be
obtained.
5) The highest support value was obtained for the association rule produced by the
equal interval method, but this discretization method was the least accurate in
terms of discretizing the dataset. The natural breaks was chosen as the best
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discretization method based on its highest discretization accuracy and high
support value (more than the quantile method) even though it grouped very few
data records in the highest class interval range.
6) In conclusion, the research hypothesis - different discretization techniques will
lead to different types of association patterns, with some discretization techniques
generating more stable results than others; stands true. The three discretization
techniques produced patterns involving different rates of cancer mortality and
different socioeconomic characteristics. The natural breaks has the best
discretization accuracy, and the change in accuracy, with the socioeconomic
dataset included, was the least for this method.
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CHAPTER 7. ASSOCIATION RULE MINING AT THE
COUNTY LEVEL
The following chapter analyzes the geographic distribution of breast-, colorectal-, lung-,
and prostate cancer mortality rates and their associated socioeconomic characteristics at
the county level using association rule mining technique. The hypothesis for this analysis
is – distinct socioeconomic inequalities in cancer mortality in the United States can be
revealed by the association rule mining technique. The cancer mortality and
socioeconomic datasets were discretized to form a 5-class interval dataset using the
natural breaks discretization method. The association rules are represented in the form
shown in Equation 7.1
X Æ Y (support%, confidence%, lift, leverage%)

-- 7.1

where, X is the antecedent predicate involving cancer mortality rate and Y is the
consequent predicate involving socioeconomic variable. Only the association rules that
contained cancer mortality in the antecedent part of the rule were considered in the
analysis. The association rules for which cancer mortality rate occurred in the
consequent part of the rule or those involving only the socioeconomic variables in both
sides of the rule were ignored. This particular filtration of rules was done primarily
because the intent in this research was to analyze the association between cancer
mortality and socioeconomic characteristics. The values shown in parenthesis are
measures of interestingness associated with a rule. The number of association rules that
are generated for each cancer site are restricted with a minimum support value of 10%,
i.e. all rules with a support value of less than 10% are suppressed from being outputted.
This was needed to restrict the number of rules that had to be analyzed.
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Since these constraints also suppressed association rule patterns that involved the
‘very high’ mortality rates, a second set of analysis was performed in which the minimum
support was set to 0, but this time the association rules were generated using only the
‘very high’ category. Also indicated along with association rule measures is the Pearson
correlation coefficient. The statistical coefficient is calculated between the cancer site
and socioeconomic characteristic described in the association rule among all the counties
that reported a reliable mortality rate. The following sections describe the cancer
mortality based on an association rule that has the highest support value in its category.
In case two or more association rules had similar high values the association rule with the
highest confidence value was selected to be discussed in here.

7.1 Breast Cancer
Based on the specified minimum support value of 10%, there were 10 association rules
that contained breast cancer mortality in the antecedent part of the association rule. The
association rule with the highest support value involved breast cancer mortality rate
among white women and white households that lacked complete plumbing facilities (rule
1). The association rule 1 is shown in Table 7.1. This rule states that counties that had
low rates of breast cancer mortality among white women also had a very low percentage
of white households that lacked complete plumbing facilities. According to this rule
12.2% of the counties in the United States had reported a low rate of breast cancer
mortality among white women and had a very low percentage of white households that
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Table 7.1 Top association rule involving breast cancer mortality and its associated top 3 counties
based on the cancer mortality rate.
Association Rule #1
Support, Confidence,
Correlation coefficient
Lift, Leverage
White female breast cancer mortality rate
12.2%, 90.1%, 1.26,
0.058*
= low Æ White households that lack
2.52%
complete plumbing facilities = very low
County
Cancer mortality
Socioeconomic characteristic value
rate (per 100,000)
(%)
Allen County, Indiana
21.7
0.53%
Newton County, Georgia
21.7
0.52%
Fannin County, Texas
21.7
0.42%
Dyer County, Tennessee
21.7
0.42%
Association Rule #2

Support, Confidence,
Lift, Leverage
12.1%, 89.8%, 1.26,
2.48%

White female breast cancer mortality =
medium Æ White households that lack
complete plumbing facilities = very low
County
Cancer mortality
rate (per 100,000)
Ottawa County, Oklahoma
25.7
Nicollet County, Minnesota
25.7
Lewis and Clark County, Montana
25.6
Association Rule #3

Correlation coefficient
0.058*

Socioeconomic characteristic value
(%)
0.58%
0.33%
0.64%

Support, Confidence,
Correlation coefficient
Lift, Leverage
1%, 90.9%, 1.36, 0.25% 0.004

White female breast cancer mortality =
very high Æ Whites who walk to work =
very low
County
Cancer mortality
rate (per 100,000)
Colorado County, Texas
41.3
Stephens County, Georgia
40.8
Fountain County, Indiana
39.6
*Significant at 0.05 level
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Socioeconomic characteristic value
(%)
2.82%
2.55%
2.48%

lacked complete plumbing facilities. Among the counties that had a low rate of white
female breast cancer mortality, 90.1% of the counties also had a very low percentage of
white households with lacked complete plumbing facilities. The lift value of 1.26
associated with this rule indicates the predicates expressed in the association rule are not
completely independent of each other. The leverage value of 2.52% for this association
rule indicates that the predicates occur in the rule occur 2.52% times more than they
would have had they both been completely independent of each other. The Pearson
correlation coefficient involving the undiscretized values of white female breast cancer
mortality rates and percent white households that lacked complete plumbing facilities is
0.058, significant at the 0.05 level. The correlation coefficient indicates that the two
variables are very weakly (negligible) correlated with one another. Table 7.1 also lists
the top three counties based on the breast cancer mortality rate that are associated with
association rule 1. These are Allen county, Indiana with a white female breast cancer
mortality rate of 21.7 (per 100,000) and a 0.53% of its white households that lack
complete plumbing facilities; Newton county, Georgia with a white female breast cancer
mortality rate of 21.7 (per 100,000) and a 0.52% of its white households that lack
complete plumbing facilities. Fannin county, Texas and Dyer county, Tennessee share
the third rank with a white female breast cancer mortality rate of 21.7 (per 100,000) and
with 0.42% of its White households lacking complete plumbing facilities.
Figure 7.1 shows the spatial distribution of the pattern associated with the
association rule. The counties that exhibit the association pattern are shown in red and
the counties that had low rates of white female breast cancer mortality are shown in grey.
The percentage of white households that lacked complete plumbing facilities among
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Figure 7.1. Spatial pattern exhibited by association rule involving low white female breast cancer mortality rate and very low
percentage of white households that lack complete plumbing facilities.
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Figure 7.2. Spatial pattern exhibited by association rule involving medium white female breast cancer mortality rate and very low
percentage of white households that lack complete plumbing facilities.
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counties that exhibit the association rule pattern ranges from 0.05% to 0.8%. Most of the
counties that exhibit the pattern are concentrated in the Northeast region of the country,
most parts of Central Florida, North Texas, Southern counties of Mississippi, Alabama
and Florida adjoining the Gulf of Mexico, and along the Western counties of Arizona,
California, and Oregon.
Association rule 2 (Table 7.1) shows the top association rule, based on highest
support value, involving the highest breast cancer mortality rate interval. According to
this rule 12.1% of the counties in the United States had a medium rate of white female
breast cancer mortality rate and very low percentage of white households that lacked
complete plumbing facilities. Based on the confidence level indicate for this rule, 89.8%
of the counties that had a medium rate of white female breast cancer mortality also had a
very low percentage of white households that lacked complete plumbing facilities.
Ottawa county, Oklahoma and Nicollet county, Minnesota had a white female breast
cancer mortality rate of 25.7 per 100,000 and also 0.58% and 0.33% respectively of their
white households lacking complete plumbing facilities; and Lewis and Clark county,
Montana with a cancer mortality rate of 25.6 (per 100,000) and 0.64% of its white
households lacking complete plumbing facilities.
Figure 7.2 shows the map of the spatial distribution of the pattern exhibited by the
association rule 2. The areas shown in gray are the areas that had medium rate of white
female breast cancer mortality rate. The areas shown in red are the counties that exhibit
the pattern described by the association rule 2. Northeast has the highest concentration of
the counties that exhibit this pattern.
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Figure 7.3. Spatial pattern exhibited by association rule involving very high white female breast cancer mortality rate and very low
percentage of whites who walk to work.
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Association rule 3 describes the pattern exhibited by the counties that reported
very high rates of white female breast cancer mortality. According to this rule 1%
(support) of the counties in the United States experienced a very high mortality rate of
breast cancer among white women and had a very low percentage of white population
who walked to work. The confidence level at 90.9% indicates, of the counties that had a
very high white female breast cancer mortality rate, 90.9% also had a very low
percentage of white population who walked to work. The lift value of this rule is 1.36
that indicates the two predicates of the rule are positively correlated, while the rule had a
leverage of 0.25% that indicates that the two predicates occur only 0.25% more than they
would actually have had they been completely independent. The top three counties,
ordered by their white female breast cancer mortality rate, are – Colorado county, Texas
with a mortality rate of 41.3 per 100,000 and 2.82% of its white population walking to
work; Stephens county, Georgia with a mortality rate of 40.8 per 100,000 and 2.55% of
its white population walking to work; Fountain county, Indiana with a white female
breast cancer mortality rate of 39.6 per 100,000 and 2.48% of its white population
walking to work.
Figure 7.3 shows the spatial pattern exhibited by association rule 3. The counties
shaded in red are those that exhibit that association rule pattern involving very high rate
of white female breast cancer mortality rate and very low percentage of white population
who walk to work, while the counties shaded in gray had a very high rate of white female
breast cancer mortality. The unshaded counties are those that had unreliable or whose
mortality rate were suppressed by the data providers for lack of sufficient mortality
information.
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7.2 Colorectal Cancer
The associations between colorectal cancer mortality rates involving African-American
and Caucasian men and women, and socioeconomic characteristics were determined by
specifying a minimum support value of 10%, i.e. those rules that had a support value of
10% or less were suppressed. Based on this criterion there were a total of 3 association
rules. The top association rule, based on the highest support, among them involved
White female colorectal cancer mortality rate and White households that lacked complete
plumbing facilities, and is shown in Table 7.2. According to this rule, counties that had
low rate of White female colorectal cancer mortality also had a very low percentage of
White households that lacked complete plumbing facilities. The association rule has a
support value of 11.2% indicating that 11.2% of all counties in the United States had low
rate of White female colorectal cancer mortality during the years 1999 – 2002 and also a
very low percentage of white households that lacked complete plumbing facilities. The
confidence value indicates that 95.1% of the counties that had low rate of White female
colorectal cancer mortality had reported a very low percentage of White households that
lacked complete plumbing facilities. The lift value of 1.33 indicates that the two
predicates of the association rule are positively correlated. The association rule has a
leverage value of 2.79% that indicates the two predicates occur 2.79% more than they
would have had they both been completely independent of each other. The Pearson
correlation coefficient involving the two predicates of the rule is 0.198, which indicates
that there is not a strong correlation between White female colorectal cancer mortality
rates and White households that lacked complete plumbing facilities. The top three
counties based on their cancer mortality rate are – Kennebec county, Maine with a white
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Table 7.2 Top association rule involving colorectal cancer mortality and its associated top 3
counties based on the mortality rate.
Association Rule #1
Support, Confidence,
Correlation coefficient
Lift, Leverage
White female colorectal cancer mortality = 11.2%, 95.1%, 1.33,
0.198*
low Æ White households that lack
2.79%
complete plumbing facilities = very low
County
Cancer mortality
Socioeconomic characteristic value
rate (per 100,000)
(%)
Kennebec County, Maine
14.1
0.66%
Adams County, Pennsylvania
14.1
0.49%
Essex County, New Jersey
14.1
0.49%
Association Rule #2

Support, Confidence,
Lift, Leverage
0.7%, 91.3%, 1.34,
0.17%

White male colorectal cancer mortality =
very high Æ Foreign born population =
very low
County
Cancer mortality
rate (per 100,000)
Dorchester County, Maryland
44.6
Madison County, Mississippi
42.7
Jackson County, Ohio
41.3
*Significant at 0.01 level
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Correlation coefficient
0.004

Socioeconomic characteristic value
(%)
1.97%
1.66%
1.07%

female colorectal cancer mortality rate of 14.1 (per 100,000) and with 0.66% of its White
households lacking complete plumbing facilities; Adams county, Pennsylvania and Essex
county, New Jersey with a White female colorectal cancer mortality rate of 14.1 (per
100,000) and with 0.49% of their White households that lacked complete plumbing
facilities.
Figure 7.4 shows the spatial distribution of the pattern exhibited by the
association rule involving White female colorectal cancer mortality rate and White
households that lacked complete plumbing facilities. The counties shaded in red are
those that exhibit the association rule pattern and the grey counties had low rates of
White female colorectal cancer mortality but do not have a very low percentage of White
households that lacked complete plumbing facilities. The percentage of White
households that lacked complete plumbing facilities among counties that exhibit the
association rule pattern ranges from 0.07% to 0.8%. Most of the counties in the
Northeastern region of the United States, Central Florida, Southern counties of Louisiana
and California, the Carolinas exhibit the pattern described by the association rule.
The top association rule, based on the highest support, involving the highest rate
of colorectal cancer mortality is the same as association rule 1.
Association rule 2 describes the pattern exhibited by counties that had very high
rate of white male colorectal cancer mortality. According to this rule, 0.7% of the
counties in the country had very high rates of white male colorectal cancer mortality and
also reported a very low percentage of foreign born population. With a confidence level
at 91.3%, this rule indicates that 91.3% of the counties that had 91.3% of the counties that
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Figure 7.4. Spatial pattern exhibited by association rule involving low white female colorectal cancer mortality rate and very low
percentage of white households that lack complete plumbing facilities.

120

Figure 7.5. Spatial pattern exhibited by association rule involving very high white male colorectal cancer mortality rate and very low
percentage of foreign born population.
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had very high cancer mortality rates also had a very low percentage of foreign born
population. The lift value for this rule is at 1.34 that indicates the predicates in the rule
are positively correlated and the leverage value indicates the predicates occur together
only 0.17% more than they would have had they both been completely independent.
The top 3 counties, based on white male colorectal caner mortality rate, are –
Dorchester county, Maryland with a cancer mortality rate of 44.6 per 100,000 and 1.97%
of its population being foreign born; Madison county, Mississippi with a cancer mortality
rate of 42.7 per 100,000 and 1.66% of its population foreign born; Jackson county, Ohio
with a white male colorectal cancer mortality rate of 41.3 per 100,000 and 1.07% of its
population foreign born. Figure 7.5 shows the counties that exhibit the pattern described
by this rule in red and those that had a very high rate of white male colorectal cancer
mortality in gray.

7.3 Lung Cancer
The association rule mining analysis involving white and black male and female lung
cancer mortality rates and socioeconomic variables generated 76 rules with a minimum
support value of 10%. The top association rules based on support value is described in
this section. The top rule with the highest support value among all the rate intervals
involved white male lung cancer mortality rate and whites who primary mode of
transportation to work is by means of public transport facilities. This rule is shown in
Table 7.3 (association rule 1). According to this rule (rule 1), counties that had a low rate
of White male lung cancer mortality also had a very low percentage of whites who use
public transportation to reach their workplace. This rule has a support value of 20.7%,
which indicates that 20.7% of the counties in the United States had a low rate of white

122

Table 7.3 Top association rule involving lung cancer mortality and its associated top 3 counties
based on the mortality rate.
Association Rule #1
Support, Confidence,
Correlation coefficient
Lift, Leverage
White male lung cancer mortality is low
20.7%, 87.6%, 1.07,
0.115*
Æ Whites using public transportation to
1.34%
work is very low
County
Douglas County, Wisconsin
Carson City, Nevada
Claiborne Parish, Louisiana
Association Rule #2

Cancer mortality
rate (per 100,000)
71.9
71.9
71.9

Support, Confidence,
Lift, Leverage
10.8%, 92.3%, 1.38,
2.97%

White male lung cancer mortality rate is
high Æ Whites those who walk to work is
very low
County
Cancer mortality
rate (per 100,000)
Tattnall County, Georgia
99.9
Franklin County, North Carolina
99.9
Lawrence County, Arkansas
99.8
Association Rule #3

Socioeconomic characteristic value
(%)
1.45%
0.63%
0.14%
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-0.320*

Socioeconomic characteristic value
(%)
1.7%
0.93%
2.84%

Support, Confidence,
Lift, Leverage
2.3%, 96.1%, 1.44,
0.71%

White male lung cancer mortality rate is
very high Æ Whites those who walk to
work is very low
County
Cancer mortality
rate (per 100,000)
Union County, Florida
207.7
Terrell County, Georgia
175.5
Lake County, Tennessee
170.3
*Significant at 0.01 level

Correlation coefficient

Correlation coefficient
-0.320*

Socioeconomic characteristic value
(%)
0.99%
3.3%
2.31%

male lung cancer mortality during the 4 year period corresponding to 1999 – 2002 and a
low percentage of their white population traveled to work using public transportation. At
a confidence level of 87.6% this rule indicates that 87.6% of the counties that had a low
rate of white male lung cancer mortality also had a low percentage of its White
population traveling to work using the public transportation system. The association rule
has a lift value of 1.07 that indicates the predicates expressed in the rule are not very
much dependent on each other, while the leverage value of 1.34% indicates that the
predicates occur only 1.34% times more than they would have had they both been
completely independent of one another. The Pearson correlation coefficient is 0.115
significant at the 0.01 level. This low correlation coefficient value indicates that the
undiscretized cancer mortality and socioeconomic values are not correlated. The top 3
counties, selected on the basis of their lung cancer mortality rate, that exhibit the pattern
are – Douglas county, Wisconsin with a White male lung cancer mortality rate of 71.9
(per 100,000) and 1.45% of its White population using public transportation to reach
work; Carson city, Nevada with a White male lung cancer mortality rate of 71.9 (per
100,000) and 0.63% of its White population using public transportation to reach work;
and Claiborne parish, Louisiana with a White male lung cancer mortality rate of 71.9 (per
100,000) and 0.14% of its White population using public transportation to reach work.
Figure 7.6 shows the spatial distribution of the pattern exhibited by the
association rule involving White male lung cancer mortality and Whites those who use
public transportation to reach work. The areas shaded in red represent the counties that
exhibit the pattern, while the counties shaded in grey are those that had low rates of
White male lung cancer mortality rate but do not satisfy the socioeconomic characteristic
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Figure 7.6. Spatial pattern exhibited by association rule involving low rate of white male lung cancer mortality and very low
percentage of whites using public transportation to work.
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Figure 7.7. Spatial pattern exhibited by association rule involving a high rate of white male lung cancer mortality and very low
percentage of whites those who walk to work.
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of the association rule. Among the areas that exhibit the pattern, the percentage of White
population who use public transportation to reach work ranges from 0.01% to 1.68%.
Areas that exhibit the pattern are mostly concentrated in the Northeast region of the
United States including Illinois, Michigan, Ohio, Central Florida, and along the West
coast in the states of California and Oregon.
The top association rule, based on the highest support, involving the highest lung
cancer mortality interval is shown as rule 2 in Table 7.3. This rule involves areas with
high rate of lung cancer mortality among white men and whites those who walk to work.
According to this rule, 10.8% of the counties in the United States had a high rate of white
male lung cancer mortality and a very low percentage of whites who walked to work. Of
the counties that had a high white male lung cancer mortality rate, 92.3% also had a very
low percentage of whites those who walked to work. The lift value of 1.38 indicates that
the predicates described in the association rule are positively correlated with one another.
The leverage value for the association rule is 2.97%, which indicates the number of times
the two predicates occur together more than they would have had they actually been
completely independent of each other. The Pearson correlation coefficient of the
association rule is -0.320. This indicates that white male lung cancer mortality rate and
whites those who walk to work are positively correlated. The top 3 counties, based on
the highest mortality rate, that exhibit the pattern described by association rule 2 are –
Tattnall county, Georgia with a white male lung cancer mortality rate of 99.9 (per
100,000) and having 1.7% of its white population walking to work; Franklin county,
North Carolina with a cancer mortality rate of 99.9 (per 100,000) and 0.93% of its white
population walking to work; and Lawrence county, Arkansas with a white male lung
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cancer mortality rate of 99.8 (per 100,000) and 2.84% of its white population walking to
work.
Figure 7.7 shows the spatial distribution of the pattern exhibited by the
association rule 2. The areas shown in gray are the areas that had high rate of white male
lung cancer mortality rate and the areas shown in red are the areas that had a high rate of
white male lung cancer mortality and very low percentage of whites those who walked to
work.
Association rule 3 indicates the pattern exhibited by counties that had very high
rate of white male lung cancer mortality. According to this rule, 2.3% of the counties in
the country reported a very high rate of white male lung cancer mortality and a very low
percentage of white population who walked to work. 96.1% of the counties that had a
very high white male lung cancer mortality rate also had a very low percentage of white
population who walk to work. This rule exhibits a lift value of 1.44, which indicates that
the predicates in the rule are positively correlated. The leverage for this rules is 0.71%,
which indicates that the predicates occur 0.71% more than they would have had they
been completely independent.
The top 3 counties, based on their very high rate of white male lung cancer
mortality rate – Union county, Florida with a white male lung cancer mortality rate 207.7
per 100,000 and with 0.99% of its white population walking to work; Terrell county,
Georgia with a white male lung cancer mortality rate of 175.5 per 100,000 and with 3.3%
of its white population walking to work; and Lake county, Tennessee with a white male
lung cancer mortality rate of 170.3 per 100,000 and with 2.31% of its white population
walking to work. Figure 7.8 shows the spatial pattern exhibited by this association rule
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Figure 7.8. Spatial pattern exhibited by association rule involving very high rate of white male lung cancer mortality and very low
percentage of whites who walk to work.
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pattern. The areas shaded in red are those that exhibit the spatial pattern described in the
association rule and the areas shaded in gray are those that had a very high white male
lung cancer mortality rate.

7.4 Prostate Cancer
The association rule mining analysis involving prostate cancer mortality rates and
socioeconomic characteristics produced 3 association rules when constrained using a
minimum support value of 10%. The association rule with the highest support value
associates White male prostate cancer mortality and White households that lack complete
plumbing facilities. The association rule is shown in Table 7.4 and is described below.
According to this rule, 11.7% (support) of the 3,141 counties in the United States had low
rate of White male prostate cancer mortality and a very low percentage of white
households that lacked complete plumbing facilities. Of the counties that had low cancer
mortality rate, 95.3% (confidence) of them also had a very low percentage of White
households that lacked complete plumbing facilities. The association rule has a lift value
of 1.33 that indicates that the predicates expressed in the rule are correlated with each
other. The leverage value of the rule is 2.94% that indicates the predicates expressed in
the rule occur 2.94% times more than they would actually have had they both been
completely independent of each other. The Pearson correlation coefficient involving the
undiscretized values of the predicates was calculated and is shown in Table 7.4. The
correlation coefficient of the two variables is 0.172, which indicates that the two are
positively correlated but the strength of their relationship is very weak. The top 3
counties, based on the prostate cancer mortality rate, had a White male prostate cancer
mortality rate of 19.8 per 100,000. The counties are that exhibit the pattern described by
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Table 7.4 Top association rule involving prostate cancer mortality and its associated top 3
counties based on the mortality rate.
Association Rule#1
Support, Confidence,
Correlation coefficient
Lift, Leverage
White male prostate cancer = low Æ
11.7%, 95.3%, 1.33,
0.172*
White households that lack complete
2.94%
plumbing facilities = very low
County
Grayson County, Texas
Harford County, Maryland
Lane County, Oregon
Medina County, Ohio
Association Rule#2

Cancer mortality
rate (per 100,000)
19.8
19.8
19.8
19.8

Socioeconomic characteristic value
(%)
0.47%
0.47%
0.41%
0.41%

Support, Confidence,
Lift, Leverage
0.7%, 95.7%, 1.41, 0.2%

White male prostate cancer mortality rate =
very high Æ Population born in West =
very low
County
Cancer mortality
rate (per 100,000)
Lincoln County, Mississippi
51.6
Colleton County, South Carolina
45.4
Fountain County, Indiana
45.1
*Significant at 0.01 level
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Correlation coefficient
0.008

Socioeconomic characteristic value
(%)
1.57%
0.98%
1.62%

the association rule are – Grayson county, Texas and Harford county, Maryland with
0.47% their White households lacking complete plumbing facilities; Lane county, Oregon
and Medina county, Ohio with 0.41% of their White households lacking complete
plumbing facilities.
Figure 7.9 shows the spatial distribution of the pattern exhibited by the top
association rule involving White male prostate cancer mortality rate and White
households that lacked complete plumbing facilities. The counties that follow that
pattern discussed in the association rule have a range of 0.1% to 0.8% of White
households that lacked complete plumbing facilities. In the map, counties shaded in red
are those that exhibit the pattern and those shaded in gray are those that had low rates of
White male prostate cancer mortality. Areas that exhibit the pattern are mostly
concentrated in the Northeast region of the country, North Illinois, Carolinas, Western
counties of Arizona, Central counties of California.
The top association rule among the highest rate interval of prostate cancer
mortality is the same as explained previously (rule 1).
The top association rule involving very high rate of prostate cancer mortality rate
correlates white male prostate cancer mortality and population born in the west but now
living elsewhere in the country. According to this rule counties that had a very high
white male prostate cancer mortality rate had a very low percentage of its population born
in the western states. The support value of the rule indicates that 0.7% of the counties in
the country had a very high rate of white male prostate cancer and a very low percentage
of their population born in the west but now living elsewhere in the country. Also, 95.7%
of the counties that had a very high rate of white male prostate cancer mortality also had
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Figure 7.9. Spatial pattern exhibited by association rule involving low rate of white male prostate cancer mortality and very low
percentage of white households that lacked complete plumbing facilities.
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Figure 7.10. Spatial pattern exhibited by association rule involving very high rate of white male prostate cancer mortality and very
low percentage of whites born in the west but now living in other regions of the country.
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a very low percentage of population born in the west. The lift value of 1.41 indicates that
the predicates in the rule are positively correlated. With a leverage value of 0.2%, this
indicates that the predicates in the rule occur 0.2% more than they would have had they
been completely independent.
The top 3 counties based on white male prostate cancer mortality rate are –
Lincoln county, Mississippi with a mortality rate of 51.6 per 100,000 and with 1.57% of
its population born in the west; Colleton county, South Carolina with a white male
prostate cancer mortality rate of 45.4 per 100,000 and 0.98% of its population born in the
west; and Fountain county, Indiana with a white male prostate cancer mortality rate of
45.1 per 100,000 and with 1.62% of population born in the west and now living else
where in the country. Figure 7.10 shows the spatial pattern exhibited by the association
rule. The areas shaded in red are those that exhibit the pattern while those shaded in the
gray are the counties that had a very high rate of white male lung cancer mortality.

7.5 Chapter Summary
This chapter analyzed the associations among breast-, colorectal-, lung-, and prostatecancer mortality rates and socioeconomic characteristics at the county level using
association rule mining. The cancer mortality rates were aggregated for the time period
from 1999 – 2002 and the socioeconomic data corresponded to the 2000 census year.
The cancer mortality rates and socioeconomic values were discretized to form 5-class
interval dataset using the natural breaks discretization method. The values of support for
an association rule were calculated based on the number of counties in the United States
(total of 3,141). The following points summarize the results obtained in this analysis:
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1) The top association rule on the basis of the highest support value involving breast, colorectal-, lung-, and prostate cancer sites all involved counties that had low
rate of cancer mortality and very low rate of socioeconomic characteristic. The
percent of white households that lacked complete plumbing facilities was
common in the association rules involving breast, colorectal, and prostate cancer
mortalities. The very low percent of white households that lacked complete
plumbing facilities indicate that most white households in these counties had
complete plumbing facilities. Lung cancer mortality association rule associated
with very low percentage of white working class population aged 16 and over and
whose primary mode of transportation to work is public transport facilities.
2) The Northeast region of the country, central parts of Florida, and south-central
counties of California had low rates of cancer mortality in all the four sites of
cancer and had a very low percentage of the socioeconomic characteristic
associated with them.
3) The low cancer mortality rate occurring in the association rules with the highest
support value indicates that this category (low rate) is the most common in the
country that is associated with a socioeconomic characteristic.
4) The association rules that involve the highest cancer mortality rate interval
indicate the anomalies that are of interest in general. The high rate of breast
cancer mortality associated with areas that had a very low percentage of whites
who walk to work. Counties with a very high rate of colorectal cancer mortality
associated with counties that reported a very low percent of foreign born
population. Counties that reported very high rate of lung cancer mortality had a
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very low percentage of its white population walk to work. And, counties that had
a very high rate of prostate cancer also had a very low percent population who
were born in the western parts of the country but are now living elsewhere.
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CHAPTER 8. ASSOCIATION RULE MINING AT THE
HEALTH SERVICE AREA LEVEL
This chapter compares the results conducted at the health service area (HSA) level in a
previous study (Vinnakota and Lam 2006). Although the HSA level study is not directly
comparable because both the cancer and socioeconomic variables were defined slightly
different from the county level study, this comparison nevertheless can be used to
evaluate hypothesis 3 – analyzing the cancer mortality patterns at different scales using
association rule mining technique would produce different sets of results. For the
analysis breast-, colorectal-, lung-, and prostate-cancer mortality rates were obtained at
the Health Service Area (HSA) level. The cancer mortality and socioeconomic dataset
were discretized to form a 5-class interval dataset using the quantile discretization
method. The 5 class intervals were labeled low, medium-low, medium, medium-high,
and high. The association rules are in the form as shown in Equation 8.1
X Æ Y (support%, confidence%, lift)

-- 8.1

where X is the set of antecedent predicates containing the cancer mortality rate, Y
is the set of consequent predicates containing the socioeconomic characteristic. Since the
intent here was to analyze the socioeconomic characteristics based on the cancer
mortality, only the association rules that contained cancer mortality in the antecedent part
of the rule were considered. The number of rules generated by the association rule
mining program was restricted using a minimum support value of 3% and a minimum
confidence value of 40%. This was needed to restrict the number of rules that had to be
analyzed. A total of 3002 association rules were generated using the specified minimum
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Table 8.1 Top association rule involving breast cancer mortality and top 3 Health Service Areas
based on the mortality rate associated with the association rule.
Association Rule
Support, Confidence,
Lift
Black female breast cancer mortality rate = high Æ Black female
2.861%, 74.19%, 3.59
householder with no husband present and with own children under
the age of 18 living in the same house = high
Health service area
Halifax, VA – Mecklenburg, VA
Lincoln, LA – Union, LA
Gregg (Longview), TX – Rusk, TX

Cancer mortality
rate (per 100,000)
39.206
38.517
36.581
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Socioeconomic characteristic value
(%)
4.1%
5.1%
2.8%

support and confidence values, of which only 426 involved cancer mortality rates in the
antecedent part of the rule. The following sections describe the top association rule,
based on the highest support value that is generated for each of the cancer site and
involving a socioeconomic variable in the consequent part. In case of two or more rules
with the same high support value, the top rule was resolved using the confidence value.

8.1 Breast Cancer
The association rule with the highest support value involving breast cancer mortality rate
among Caucasian and African-American women is shown in Table 8.1. According to
this rule, counties that had a high rate of breast cancer mortality among black women also
had a high percentage of black households with a female householder whose husband
was not living in the same house and had own children under the age of 18 living in the
same house. The support value of this rule is 2.86%, which indicates that 2.86% of the
804 health service areas in the United States had a high rate of breast cancer mortality
among black women. Even though the support value of this rule is less than the
minimum specified, the association rule is chosen primarily because this had the highest
support value among all the rules involving breast cancer mortality rate. The confidence
value measured by the rule is 74.19%, which indicates that 74.19% of the health service
areas that had a high rate of breast cancer mortality among black women also had a high
percentage of black households with a female householder whose husband was not living
in the same house and had own children under the age of 18 living in the same house.
The lift value at 3.59 indicates that the predicates expressed in the association rule are
positively correlated with one another. The top 3 health service areas based on their
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Figure 8.1. Association rule pattern showing high breast cancer mortality among black women and high density of households with a
black female householder with no husband present and with the presence of own children under the age of 18 years.
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highest breast cancer mortality rates and those that express the pattern described in the
association rule are - Halifax, VA – Mecklenburg, VA with a black female breast cancer
mortality rate of 39.206 (per 100,000) and the association rule socioeconomic variable
value of 4.1%; Lincoln, LA – Union, LA with a cancer mortality rate of 38.517 (per
100,000) and socioeconomic variable value of 5.1%; Gregg (Longview), TX – Rusk, TX
with a black female breast cancer mortality rate of 36.581 and its associated
socioeconomic characteristic value of 2.8%.
Figure 8.1 shows the spatial distribution of the pattern exhibited by the
association rule. The health service areas shown in red are the areas that had a high rate
of breast cancer mortality among black women and high density of households with a
black female householder with no husband present and with the presence of own children
under the age of 18 years. The areas indicated in beige color are those that had a high
rate of breast cancer mortality among black women. The gray shaded areas represent all
other categories of breast cancer mortality rate among black women. Most of the
counties that show the pattern expressed in the association rule lie along the adjoining
counties of North Carolina and Virginia, in Alabama, and along the Mississippi river in
Louisiana. The lone health service area in the Lone Star state of Texas is adjacent to
Louisiana.

8.2 Colorectal Cancer
The association with the highest support value involving colorectal cancer mortality rates
is shown in Table 8.2. The association rule pattern involves white male colorectal cancer
mortality rate and white households with a male householder with no wife and with no
own children under the age of 18 years living in the same house. According to this rule,
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Table 8.2 Top association rule involving colorectal cancer mortality and top 3 Health Service
Areas based on the mortality rate associated with the association rule.
Association Rule
Support, Confidence,
Lift
White male colorectal cancer mortality rate = high Æ White male
7.463%, 45.8%, 2.29
householder with no wife and with no own children under the age of 18
years living in the same house = high
Health service area
Jefferson (Steubenville), OH – Harrison, OH
White, IL – Hamilton, IL
Lackawanna (Scranton) PA – Wayne, PA

Cancer mortality rate
(per 100,000)
24.503
24.427
24.157
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Socioeconomic
characteristic value (%)
1.7%
1.4%
2.1%

Figure 8.2. Association rule pattern showing high colorectal cancer mortality among white men and high density of households with
white male householder and no wife present and no children under the age of 18 years.
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areas that had a high rate of white male colorectal cancer mortality also had a high
percentage of white households with a male householder with no wife and with no own
children under the age of 18 years living in the same house. The support value of this
rule stands at 7.463% that indicates 7.463% of the 804 health service areas had reported a
high rate of white male colorectal cancer mortality rate. Of these health service areas,
45.8% of the areas also exhibited the socioeconomic characteristic described in the rule.
The association rule has a lift value of 2.29 that indicates the cancer mortality and
socioeconomic predicates expressed in the rule are positively correlated with one another.
The top 3 health service areas based on highest colorectal cancer mortality rate and
satisfying the conditions expressed in the association rule are: Jefferson (Steubenville),
OH – Harrison, OH area with a white male colorectal cancer mortality rate of 24.503 (per
100,000) and 1.7% of its households being white male households with no wife and no
own children under the age of 18 years living in the same household; White, IL –
Hamilton, IL with a cancer mortality rate of 24.427 (per 100,000) and 1.4% of its
households being white male households with no wife and no own children under the age
of 18 years living in the same household; Lackawanna (Scranton) PA – Wayne, PA with
a white male colorectal cancer mortality rate of 24.157 (per 100,000) and 2.1% of its
households being white male households with no wife and no own children under the age
of 18 years living in the same household. Figure 8.2 shows the spatial pattern exhibited
by the health service areas that meet the criteria expressed in the association rule. Areas
shown in red are those that had high rates of white male colorectal cancer mortality and
had a high percentage of white male households with no wife and no own children under
the age of 18 years living in the same house. The areas shown in beige are those that had
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Table 8.3 Top association rule involving lung cancer mortality and top 3 Health Service Areas
based on the mortality rate associated with the association rule.
Association Rule
Support, Confidence,
Lift
White male lung cancer mortality = high Æ White population with
8.955%, 46.45%, 2.32
low educational attainment = high

Health service area
Madison, MO
Scott, TN
Pike, KY – Logan, WV

Cancer mortality
rate (per 100,000)
119.293
115.034
100.694
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Socioeconomic characteristic value
(%)
78.7%
83.9%
80.1%

a high rate of white male colorectal cancer mortality rate. All other areas are shaded in
grey. Most of the areas that exhibit the association rule pattern are located in the
Northeast region of the country and along the bordering areas of Kentucky and Ohio.

8.3 Lung Cancer
The association rule mining involving lung cancer mortality rates and socioeconomic
characteristics produced an association between white male lung cancer mortality and
low educational attainment among the white population that had the highest support value
of 8.955%. The association rule is shown in Table 8.3. According to this rule areas that
had a high rate of white male lung cancer mortality also had a high percentage of white
population with a low educational attainment. There were 155 health service areas that
had a high rate of white male lung cancer mortality, support value being 8.955% and of
these 155 areas, 72 of them (confidence value of 46.45%) had a high percentage of white
population with low educational attainment. The lift value of the association rule is 2.32
and this indicates that the predicates of the rule are positively correlated with one another.
The top three health service areas that exhibit the pattern associated with this rule are Madison, MO with a white male lung cancer mortality rate of 119.293 (per 100,000) and
had 78.7% of its white population with a low educational attainment; Scott, TN with a
cancer mortality rate of 115.034 (per 100,000) and with 83.9% of its white population
with a low education; Pike, KY – Logan, WV with a white male lung cancer mortality
rate of 100.694 (per 100,000) and with 80.1% of its white population with a low
educational attainment.
Figure 8.3 shows the spatial distribution of the pattern exhibited by the
association rule. The areas shown in red are the health service areas that had a high rate
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Figure 8.3. Association rule pattern showing high lung cancer mortality among white men and high density of whites with low
educational attainment.
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of white male lung cancer mortality and a high percentage of their population with a low
educational attainment. The areas shown in beige are those that had a high rate of white
male lung cancer mortality. The areas that exhibit the pattern described by this rule are
mostly concentrated in the Central Eastern regions of the country along the Appalachian,
with the areas having a high rate of white male lung cancer mortality in the South and
East of the country.

8.4 Prostate Cancer
The prostate cancer mortality rates used in the analysis corresponded to black and white
male prostate cancer rates. The association rule mining analysis produced a rule with the
highest support value that involved black male prostate cancer mortality and black female
households with no husband present and with no own children under the age of 18 years
living in the same house. The association rule is shown in Table 8.4. According to this
association rule pattern, the health service areas that had a medium-high rate of prostate
cancer mortality among black men also had a high percentage of black female households
with no husband and with no own children under the age of 18 years living in the same
house. The top association rule had a support value of 3.73%, which indicates that 3.73%
of all health service areas exhibit the medium-high rate of prostate cancer mortality
among black men. The confidence value of this rule is 61.22%, which indicates that
61.22% of areas that high rates of black male prostate cancer mortality also had a high
percentage of the socioeconomic characteristic mentioned in the association rule. The lift
value for this association rule is 3.06, which means that the predicates expressed in the
rule are positively correlated with one another. The top 3 areas based on their cancer
mortality rate and those that satisfy the conditions expressed in the association rule are -
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Table 8.4 Top association rule involving prostate cancer mortality and top 3 Health Service
Areas based on the mortality rate associated with the association rule.
Association Rule
Support, Confidence,
Lift
Black male prostate cancer mortality rate = medium high Æ Black
3.73%, 61.22%, 3.06
female householder with no husband present and with no own
children under the age of 18 years living in the same house = high
Health service area
Dallas, AL – Marengo, AL
Ouachita, AR – Dallas, AR
Upson, GA – Lamar, GA

Cancer mortality
rate (per 100,000)
41.445
41.364
41.017
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Socioeconomic characteristic value
(%)
7.4%
3.3%
4.1%

Figure 8.4. Association rule pattern showing medium-high prostate cancer mortality among black men and high density of households
with black female householder with no children under the age of 18 years living in the same household.
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Dallas, AL – Marengo, AL with a black male prostate cancer mortality rate of 41.445
(per 100,000) and 7.4% of its households being black female households with no husband
and own children under the age of 18 years living in the same house; Ouachita, AR –
Dallas, AR with a black male prostate cancer mortality rate of 41.364 (per 100,000) and
with 3.3% of this households conforming to the socioeconomic characteristic described in
the association rule; Upson, GA – Lamar, GA with a cancer mortality rate of 41.017 (per
100,000) and with 4.1% of its households being black female households with no
husband and no own children under the age of 18 years living in the same house.
Figure 8.4 shows the spatial pattern exhibited by the association rule. In the map,
the areas showed in red are those that exhibit the association rule pattern, while the areas
shaded in beige are those that had a medium-high rate of black male prostate cancer
mortality. All other black male prostate cancer mortality rate categories are shown in
gray. The majority of the areas that exhibit the pattern are along the border regions of
Louisiana, Texas, Arkansas and Oklahoma, Northern parts of Florida, central parts of
Georgia and Alabama.

8.5 Comparing County and Health Service Area Level Cancer Mortality
Patterns
The breast-, colorectal-, lung-, and prostate-cancer mortality rates of African-American
and Caucasian men and women were analyzed with respect to socioeconomic
characteristics at two levels – county and health service area. The following section
compares the association rules and spatial patterns obtained at the two scales.
The county level cancer mortality and socioeconomic data involved 3,141 areas
and these were discretized to 5-class intervals using the natural breaks discretization
method. The health service area cancer mortality and socioeconomic data involved 804
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health service areas and these were discretized to 5-class intervals using the quantile
discretization method. The cancer mortality data corresponding to the county level was
aggregated for 4 years (1999 – 2002) and the health service area cancer mortality data
was aggregated for 5 years (1988 – 1992). The socioeconomic data corresponded to the
2000 and 1990 census for the county level and health service area level, respectively.
Since health service area is a grouping of counties, the socioeconomic dataset for the
health service area was created by aggregating county level socioeconomic data
variables.
The association rule patterns obtained at both the county and health service area
scale included a household characteristic – lack of plumbing facilities at the county scale
and household family characteristic at the health service area level. The lung cancer
mortality association pattern at both the scales involved a socioeconomic characteristic
that is different compared to the breast-, colorectal-, and prostate-cancer mortality rates.
At the county scale the lung cancer mortality involved mode of transportation to work
and at the health service area level it involved educational attainment.
The county level association rules with the highest support involved low rates of
cancer mortality whereas the health service area level association rules with the highest
support involved high rates of cancer mortality. This pattern could partly be explained by
the different discretization methods involved at the two scales. The natural breaks
method discretized the cancer mortality and socioeconomic dataset by minimizing the
within class variance and maximizing the inter-class variance. This placed variable
number of data records in each class. Since the support value is dependent of the number
of records that contain the antecedent predicate, and the class interval labeled low at the
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county scale contained the maximum number of records, it was displayed as the
prominent rule. The quantile method, on the other hand, placed equal number of data
records in each class interval. There is no explanation except for the fact the high cancer
mortality rate and associated socioeconomic characteristic are the most frequently
occurring pattern at the health service area level. The same reason partly explains the
high support values obtained at the county scale compared to the ones obtained at the
health service area level.
The spatial pattern exhibited by the association rules at the county and health
service area also differ significantly. At the county level the areas that exhibit the
association rule are distributed across the country, while at the health service area level
the patterns take a distinctive regional grouping.

8.6 Chapter Summary
This chapter analyzed the spatial distribution of cancer mortality rates and their
associated socioeconomic characteristic at the health service area level. The health
service area level cancer mortality data was obtained for 5 year period from 1988 – 1992.
The socioeconomic data was obtained at a county scale corresponding to the 1990 US
Census and was aggregated to the health service area level. The cancer mortality and
socioeconomic dataset was discretized to 5-class intervals using the quantile
discretization method. The values of support are calculated based on the 804 health
service areas. The following points summarize the results obtained in this analysis:
1) The association rule with the highest support value among the breast-, colorectal-,
and prostate-cancer mortality rates involved a household family characteristic –
households indicating the presence of spouse and own children under the age of
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18 years living in the same house whereas high lung cancer mortality rates were
associated with low educational attainment of a population section.
2) Based on the highest support value of association rules the dominating patterns
for each cancer site are: high rate of black female breast cancer mortality and high
percentage of households with a black female householder and with no husband
and with own children under the age of 18 years living in the same household;
high rate of white male colorectal cancer mortality and high percentage of white
households with male householder and no wife and own children living in the
same house; high rate of white male lung cancer mortality and high percentage of
whites with low educational attainment; and medium high rate of black male
prostate cancer mortality and a high percentage of black female households with
no husband and no own children under the age of 18 years living in the same
house.
3) High rates of black female breast cancer mortality were concentrated in Alabama,
counties adjoining the Mississippi river in Louisiana and the adjoining counties of
North Carolina and Virginia. High rates of white male colorectal cancer mortality
were concentrated in the Northeast and along the border counties of Kentucky and
Ohio. High rates of white male lung cancer mortality occurred in the south and
southeastern region of the country, especially concentrated along the tobacco
producing areas of the Appalachian. Medium-high rates of black male prostate
cancer mortality were found in the counties along the Louisiana, Arkansas,
Oklahoma and Texas border, northern region of Florida, and in the central parts of
Georgia and Alabama.
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4) The association rules with the highest support obtained at the county scale involve
low cancer mortality rate and those at the health service area level involve high
rate of cancer mortality. The differences in the categories are partly explained by
the differences in the discretization method used. The county-level association
patterns are distributed across the country while the health service area level
patterns are concentrated in specific regions of the country.
5) Finally, the hypothesis - analyzing the cancer mortality patterns at different scales
using association rule mining technique would produce different sets of results may be true. While the results obtained in this study demonstrate that association
rules obtained at different scales produce different sets of results, the hypothesis
cannot be concluded conclusively as the two datasets are analyzed with data
gathered for different time-periods and were discretized using different
discretization techniques.

156

CHAPTER 9. SUMMARY AND CONCLUSIONS
Spatial patterns of breast-, colorectal-, lung-, and prostate cancer mortalities among
African-American and Caucasian men and women in the United States were analyzed at
two scale levels using association rule mining technique. The summary and conclusions
are derived from the empirical results, focusing on the hypotheses presented in Chapter 1.

9.1 Hypothesis One
The first hypothesis presented in Chapter 1 was “Distinct socioeconomic inequalities in
cancer mortality in the United States can be revealed by the association rule mining
technique”. The cancer mortality rates corresponding to the 4-year time period from
1999 – 2002 and socioeconomic data corresponding to the 2000 US census were obtained
at the county scale. The association rule mining technique was applied to the cancer
mortality and socioeconomic data to generate association rule patterns based on
socioeconomic characteristics for each cancer site. At the county scale, the association
rules with the highest support involved low rates of cancer mortality. The association
rules that involved very high cancer mortality rates are summarized here. In the case of
breast cancer, the association rule that involved very high mortality rate and had the
highest support value associated with counties that had a very low percent of whites who
walked to work. In case of colorectal cancer, the association rule that had involved very
high cancer mortality rate and also had the highest support associated with areas that
reported a very low percentage of foreign born population. In case of lung cancer the
association rule that had the highest support value and that involved very high cancer
mortality rate associated with areas that had a very low percent of whites who walk to
work. Finally, the association rule that involved very high rate of prostate cancer
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mortality associated with counties that had a very low percent of population born in the
west.
The association rule mining results as discussed above show that this technique
can detect distinct socioeconomic patterns in the spatial distribution of cancer mortality.
In conclusion, the first hypothesis stated in Chapter One is true.

9.2 Hypothesis Two
The second hypothesis was, “Different discretization techniques will lead to different
types of association patterns, with some discretization techniques generating more stable
results than others”. The cancer mortality and socioeconomic datasets were discretized
using equal interval, natural breaks, and quantile methods. For the purpose of this
analysis white male lung cancer mortality rate was used. The three chosen discretization
(classification in geography) methods are the most commonly used by epidemiologists
and public health investigators. The methods were evaluated based on their discretization
accuracy and the highest support value of the association rule involving cancer mortality
and socioeconomic variable produced by each discretization method.
Based on the white male lung cancer mortality rate alone, the equal interval
method had a discretization accuracy of 51.57%, the natural breaks method had an
accuracy of 70.42%, and the quantile method had an accuracy of 69.65%. When the
socioeconomic variables were added to the cancer mortality rate data the overall accuracy
decreased for all the discretization methods. The overall accuracy of the natural breaks
method was the highest (68.71%), followed by quantile (65.98%) and equal interval
(45.95%). The change in accuracy that occurred following the inclusion of
socioeconomic variables in the cancer mortality dataset was the least for natural breaks
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(1.71%), followed by quantile (3.67%) and equal interval (5.62%). For the association
rule that had the highest support value in the set of rules produced by each discretization
method the equal interval method had the highest value (43.6%) followed by the natural
breaks (20.7%) and quantile (10.9%) discretization methods.
The association rule with the highest support value produced by the equal interval
discretization method correlates white male lung cancer mortality rate and whites who
walk to work. The association rule with the highest support produced by the natural
breaks method correlates white male lung cancer mortality rate and whites who use
public transportation to work. The association rule with the highest support value
produced by the quantile method correlates white male lung cancer mortality rate and
white households without any mortgage payment on their current place of residence.
The lift values for each of the top three association rules are close to one, which
indicate that the predicates expressed in the association rule are positively, but weakly,
correlated. The top association rule produced by the equal interval method occurred in
the set of rules produced by the natural breaks method and vice-versa. The top
association rule produced by the quantile method did not occur in the rule sets produced
by the equal interval and natural breaks and vice-versa.
Based on the above results, different discretization techniques lead to different
sets of association rules. The natural breaks method is chosen to be the best as it
discretizes the dataset with the highest discretization accuracy and produces association
rules with the highest support value (in that order). In conclusion, the second hypothesis
presented in Chapter One is true.
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9.3 Hypothesis Three
For hypothesis three, “Analyzing the cancer mortality patterns at different scales using
association rule mining technique would produce different sets of results”, the association
rule mining technique was used to analyze breast-, colorectal-, lung-, and prostate cancer
mortality rates and socioeconomic characteristics in the United States at the county and
health service area levels. The county level dataset corresponded to a 4 year interval
(1999 – 2002) and was discretized using the natural breaks method. The health service
area level dataset corresponded to a 5-year interval (1988 - 1992) was discretized using
the quantile method. The two discretization methods divided the dataset into 5-class
intervals. The county level association rules characterized areas that had low rates of
cancer mortality whereas the health service area level association rules characterized
areas that had high rates of cancer mortality. This is partly explained by the different
discretization techniques used to discretize the cancer mortality and socioeconomic
dataset.
At the county scale, the association rule involving breast cancer correlated areas
that had very high rate of breast cancer mortality among white women and very low
percentage of whites who walk to work. At the health service area level, the top
association rule correlated areas that had high rate of black female breast cancer mortality
and high percentage of black female households with no husband and with own children
living in the same house. For the colorectal cancer mortality, the county level association
rule correlated areas that had very high rate of white male colorectal cancer mortality and
very low percentage of foreign born population. The health service area level association
rule correlated areas that had high rate of white male colorectal cancer mortality and high
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percentage of white male households with no wife and no own children under the age of
18 living in the same house. The association rule at the county scale correlated areas that
had very high rate of white male lung cancer mortality and very low percent whites who
walk to work. At the health service area level the top association correlated areas that
had high rates of white male lung cancer mortality and high percentage of white
population with low educational attainment. Among the association rules involving
prostate cancer mortality, the county level association rule correlated areas that had very
high rate of white male prostate cancer mortality and very low percentage of white
households that lacked complete plumbing facilities. The health service area level
association rule correlated areas that had medium-high rate of black male prostate cancer
mortality and high percentage of black female households with no husband and with no
own children under the age of 18 years living in the same house.
The results of association rule mining are affected by the scale at which the
analysis is performed. The choice of scale is most often dependent on the problem at
hand and by the availability of data. Often time data obtained at a high resolution, i.e.
census tract or block groups, is preferred as this would generate better correlations
between cancer mortality and socioeconomic variables. But mortality data obtained for
such small areas tend to be unstable because of the small numbers in death reported,
unless the time period for which the data is analyzed is increased proportionately. Also,
the results of association rule mining are to be interpreted at the scale at which the
analysis is performed. For example, the association rule obtained at the health service
area level that correlated areas of high rate of white male lung cancer mortality with high
percentage of the white population with low educational attainment does not mean that
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white men with less education die because of lung cancer. The association rule only
implies that health service areas that had high rates of white male lung cancer mortality
also had a high percentage of less educated white population.
In conclusion, the third hypothesis presented in Chapter One has not been
conclusively proven in this study largely because of the different data definitions and the
use of different discretization methods.

9.4 Notes on Extracting and Interpreting Association Rules
Association rules are patterns that are extracted from a data set using the association rule
mining technique by sifting through the data and finding frequent co-occurrences of the
data attributes. These types of patterns are especially useful for finding anomalies or
finding previously unknown patterns in the dataset. A previously unknown pattern may
be apparent to some and might not be interesting at all to others. Since there is no way of
saying exactly what kind of pattern a user might want to see, the technique uses all
different possible combinations in order to extract the association rules. In order to limit
the number of such patterns, and also because a user has to go through them manually to
extract patterns that he/she finds interesting, the following criteria can be followed, apart
from specifying a minimum value for the measures of interestingness described in
Chapter 4:
1) Involve only those data variables that are necessary for extracting patterns. For
example, when trying to find patterns involving white male lung cancer mortality,
population attributes involving African-Americans need not be included as they
might not at all be interesting. Another technique to reduce the number of
variables is to use data factoring techniques like factor analysis in order to
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combine related data attributes or to remove elements that might not contribute to
the data mining process.
2) Output only those rules that conform to a given pattern. As an example consider
the following two patterns involving cancer mortality rate and a socioeconomic
characteristic – (a) areas that have high rate white male lung cancer mortality also
have low per capita income, and (b) areas that the have low per capita income also
have high rate of white male lung cancer mortality. Association rule (a) describes
a characteristic of areas that have high rate of white male lung cancer mortality
while association rule (2) describes a characteristic of areas that have low per
capita income. Some software, like Magnum Opus, provides the user an
opportunity to restrict the variables that can appear on the consequent and
antecedent parts of a rule. One point to remember is that association rule patterns
do not exhibit commutative property, i.e. A Æ B ≠ B Æ A
The advantage of using association rule mining for finding patterns in the dataset are –
the technique is fast and easy to extract patterns in the dataset, an entire data record need
not be discarded if it contains missing values as the technique can ignore that one data
variable for just that record. The association rule pattern is a simple pattern that does not
require a global model to validate a pattern. The pitfall of such a method is that the
technique finds many patterns that are spurious and require manual intervention.

9.5 Future Research
This study analyzed the spatial patterns of cancer mortality and its associated
socioeconomic characteristics in the United States at the county level. The county scale
is too coarse to infer causal correlation between cancer mortality and socioeconomic
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characteristics. This dissertation used cancer mortality derived at county scale because of
the unavailability of such data at a much finer scale for the entire country. Future
research should be done at a finer scale (e.g. census tract) for a better analysis of
association between cancer mortality and socioeconomic variables.
The present study analyzed the associations between cancer mortality and
socioeconomic variables. A future study should also include environmental variables to
better understand their spatial distributions and patterns of occurrence of cancer
mortality.
The current study analyzed the spatial scale (county vs. health service area) and
temporal (1988-1992 and 1999-2002) changes in the associations between cancer
mortality and socioeconomic characteristics. The two datasets were discretized using
different discretization methods. A future study should analyze the differences by
discretizing the two datasets using the same discretization method.
Finally, the present study did not take into account the topological relations or
spatial dependencies between the counties while generating the association rules. Future
studies should include the topological relations as these would provide more insight into
the spatial distribution of the association rule mining patterns. Also, currently the data
mining and geographic information systems (GIS) are two separate software entities. A
lot of time consuming database manipulation and GIS import-export operations were
performed to map and analyze the association rules. Future studies should develop a data
mining software module that loads into a GIS to save time and effort performing data
manipulation, association analysis, and visualization.
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