In many epidemiological studies, the exposure variable of interest cannot be measured directly. The classical approaches to errors in variables in regression do not extend easily to the nonlinear models commonly used in epidemiological research. Furthermore, the traditional additive measurement error model cannot adequately represent many surrogate relationships. By considering the effect of using surrogate independent variables on the efficient score statistic, some of the difficulties inherent in the estimation problem may be avoided. For the null hypothesis of no association, a simple and flexible procedure can be used to calculate the optimal score test. The asymptotic relative efficiency of this test to the test based upon the true exposures is derived. The optimal test is also compared to the naive procedure of substituting the surrogate into the score test for the true exposure.
INTRODUCTION
For reasons of cost and convenience, epidemiological studies frequently employ inaccurate measures of exposure. Ordinarily, interest centres on the relationship between the unobserved exposure and a health related response, investigated by regression analysis or an equivalent procedure. For instance, investigators comparing tobacco use to health status are likely to be more interested in the effect of actual use than in the effect of reported use, but may have data only on the latter.
Much research has been done on estimating regression coefficients when exposures are subject to an additive measurement error. While most of this is in the context of the linear model, recent papers by Carroll et al. (1984) and Stefanski (1985) have considered binary regression and the generalized linear model.
More general error models have been considered by Armstrong (1985) and, in the context of Cox's failure time regression model, by Prentice (1982) . This work is of particular importance in epidemiology where the indirect observation of risk factors cannot be easily described by a simple additive model.
Suppose that y represents a scalar response, and that x = (w\u')' is the (p + q)xl vector of true covariates, where w denotes risk factors subject to errors of measurement. It may be presumed that y is related to x through a generalized linear model (McCullagh & Nelder, 1983) , so that E(y\x) = n(x'B) and var{y\x)= V(p), where fi(.) is a monotonic function and B = (B[, B' 2 ) ' is a {p + q)xl vector of real parameters. The conditional distribution of y given x is assumed to belong to the one-parameter exponential family.
Suppose that instead of w, an r x 1 vector z is observed with the conditional independence property that pr (y\x, z) = pr(y\x) . The vector z will be called a surrogate for w. For identifiability considerations, it is assumed that r 5= p.
The estimation of p is complicated because w must be removed from the likelihood either by integration, taking a structural errors-in-variables approach, or by adding to the parameter space, taking a functional errors-in-variables approach. In either case, computations may be intractable. The present paper is concerned primarily with testing for association between y and w, or, equivalently, testing the hypothesis that y3j = 0. In this case, the problem can be considerably simplified. For instance, the 'naive' test obtained from substituting the surrogate z for w into a test based on the likelihood for y given x will be valid but less powerful than the test using w. This has been known for some time in the context of contingency table analysis. Mote & Anderson (1965) computed asymptotic relative efficiencies for tests of association in two-way tables subject to misclassification. More recently, Lagakos (1988) has computed the efficiency loss for naive score tests in univariate linear, Cox, and logistic regression models.
In the sections which follow, the general form for the efficient score test for association in the presence of the nuisance parameter, f3 2 , is derived. Unlike the alternative Wald and likelihood ratio tests, the score test does not require maximum likelihood estimates, and thus is considerably easier to compute in the current context. The local power of this optimal procedure for testing )3, = 0 is compared to that of the naive test and the test that would be obtained if the elements of w were actually observed. The applicability of these results is illustrated using examples of surrogate models commonly encountered in epidemiology.
THE EFFICIENT SCORE STATISTIC
Suppose that the sample is taken at fixed values for u and z, {u,, z,} (i = 1,..., n), and that {y t , w,} are independently distributed according to the probability functions
This corresponds to the structural version of the errors-in-variables problem, where w, is treated as a random vector. It is assumed that the functions {f{w t \u h z,)} are known. Let /, = log {f (y,, w, | u ( , z,) Now suppose that the {H>,} cannot be observed, and the efficient score statistic is based upon the marginal probability functions where E iui Zl) (.) denotes expectation with respect to/(>v,\u h z,). Let /? = log{/(j>,k,z,)}.
Then taking derivatives under the integral sign, where £ (U(i2|iyi) (.) denotes expectation with respect to/(w,\u t , z h y,).
The efficient score statistic can then be written as
where /3* satisfies
For d + 0, evaluating (2) will be computationally intractable. However, if d = 0, )3 2 = y § 2 and T? is obtained by substituting £( U ,,z,)(w,) for w, in T^, so that, for testing the null hypothesis /3] = 0, A slightly simpler form of this substitution has been suggested by Armstrong (1985) as an approximate solution to the estimation problem, and by Prentice (1982) for the partial likelihood score test in the Cox model.
As noted previously, the naive test statistic obtained by substituting z, for w, in T w can be used to test )8, =0. This statistic will be denoted by T z . The remainder of the paper will explore the properties of x 2 test s for the null hypothesis, )8, = 0, based upon T w , T z and T*.
ASYMPTOTIC PROPERTIES OF TESTS BASED ON T W , T Z AND Tf
In this section, the statistics n~^T w , /I" , such that n*/3i n) -» T. The limiting covariances of these statistics depend upon /3 2 but can be consistently estimated using /3 2 . If the covariance estimates are denoted by C w , C z and C*, then To facilitate application of the multivariate central limit theorem, let
It is assumed that the sequence {u,, z,} is such that zj, y, u}}.
where C is a positive-definite matrix which may be partitioned as The dimensions of the component matrices of C are determined by the dimensions of the vector components of the {A,}. The decomposition of the first diagonal component of C derives from the usual formula for the variance of a random variable as the difference between the expected value of the square and the square of the expected value. When p\ = 0, the multivariate central limit theorem shows that n~\t' w , t' z , t*', t' u )' converges in distribution to N = (N\, N' 2 , N' 3 , N 4 )', where N is multivariate normal with mean zero and covariance C.
Also, when p x = 0, p* 2 will be consistent. Thus, by expanding the term /A(U',/3 2 ) around P 2 in T w , T z and T*, and, using (1) and (3), it can be shown that
It follows that n~*T w , n~^T z and n~Jr? are asymptotically normal with covariances (C, + C 2 -C 4 C7"'C;), (C 5 -C 6 Cy l C' 6 ) and {C x -C A Cj l C' A ) respectively. Now consider the behaviour of n ~* T w , n ~j T 2 and n~^T* under a sequence of alternatives fi\ n) such that n J /3i n)^T where ||T||>0. For such local alternatives, the constrained estimate, f} 2 , will still be consistent, so the representations (4)- (6) and substituting appropriately in (4)-(6), it can be shown that If n^fl\ n) is replaced by r, it follows that under the sequence of alternatives, /3 ( , n) , the statistics n~^T w , n~^T z and n~^T* are asymptotically normal with means (C 1 + C 2 -C 4 C7 1 C 4 )T, (CJ-QC^'OT and (C,-C 4 C7 ! C 4 )T respectively, and covariances equal to those obtained previously under the null hypothesis.
Thus W w , W z and Wf have noncentrality parameters
M 2 = T'(cj-c 6 c 7 -I c;)'(c 5 -c 6 C7 1 c;r l (Ci-c 6 cf I c 4 )T,
In terms of the distribution of N, the limiting distribution of the score statistics under the null hypothesis, and using standard formulae for the conditional covariances of normal random vectors (Anderson, 1984, p. 42) , expressions (7), (8) and (9) can be rewritten as
Af 3 = T'{cov(N 3 |N 4 )}r.
The asymptotic relative efficiency of T* to T w is ARE (T*, T W ) = MJM X . From (7) 
If r> p, then these ratios are upper bounds for the asymptotic relative efficiencies; (10) and (11) imply Mj/M, «sl, and (12) and (13) imply MJM^X. Also, if E^z ) (w) is a linear function of u and z, then cov (N 3 | N 4 , N 2 ) is zero and M 2 / M 3 = 1. In this case, the naive and optimal tests are equivalent.
A number of important special cases result in more interpretable forms for (14) . Suppose that p, q, r = 1 and that the linear component of the generalized linear model is of the form 77 = a + /3M>. Suppose also that {z,} is a sequence of independent and identically distributed random variables, then ARE(T Z , T W ) = COTT(W, zf, ARE (7;, 7?) = COIT {£(w| z), z} 2 .
In general, if p = 1, (14) take the form of partial multiple correlation coefficients based upon the limiting distribution of the score statistics.
EXAMPLES
The traditional errors-in-variables literature deals primarily with the effect of additive measurement errors on linear regression analyses. A measurement error may be thought of as an independent random fluctuation added on to the true exposure or covariate. For example, suppose radiation badges are used to measure exposure. The badges might receive the same dose as the individuals wearing them, but the readings will deviate from the actual dose according to the characteristics of the individual badge.
Many additive surrogate relationships are not adequately characterized by a measurement error model. Berkson (1950) describes an experiment in which doses are administered by setting the output level of a device whose actual output is known to fluctuate randomly around the prescribed setting. In this case, the surrogate cannot be expressed as the sum of the true dose and an independent error.
Analogues of Berkson's case can be found in epidemiology. For example, suppose that, in a study of occupational hazards, estimated exposures are assigned to workers on the basis of time spent in a contaminated area, and that the true exposure of a worker fluctuates randomly about a mean that is proportional to this time. Another example of current interest can be found in the recent study of toxic water contamination and health effects in Woburn, Massachusetts (Lagakos, Wessen & Zelen, 1986) , where exposures were assigned on the basis of engineering studies of water distribution to homes in the community.
In practice, the mean exposure may also involve a measured quantity. For example, the times assigned to workers in the occupational study may be subject to reporting error. A convenient way to capture the properties of both measurement and Berkson's case errors is to introduce an intervening variable, s, and to let 
This shows that the two types of errors reduce the local power of the naive score test in a symmetric fashion. So, although in Berkson's case errors do not bias linear regression coefficients, they can cause a reduction in power equivalent to that caused by measurement errors. Cochran (1968) has previously noted the reduction in power caused by such errors in the linear model. Equation (17) may be useful when designing a study where measurement errors and Berkson-type errors can be reduced according to two distinct cost functions. Then resources can be optimally allocated according to (17) .
In general, the additive structure defined by (16) will preclude consideration of the optimal score test, W*. For instance, when s, S and e are normally distributed, E{w\z) will be a linear function of z, and W z and Wf will be equally efficient. Lindley (1947) gives more general conditions under which E(w\z) will be linear.
For a nonlinear case suppose that where z and e are independently distributed unit normals and c is a known constant between zero and one. As c approaches one, the regression increasingly resembles Using the results of § 4, and assuming that the linear component is TJ = a + /3w, the asymptotic re'ative efficiencies of the naive and optimal score tests are ARE CT Z , T w ) = l-2c + 2-2c + 3c
.2- Figure 1 illustrates ARE (T It T w ) and ARE (T*, T W ) as functions of c. For c near one, the naive test is extremely inefficient. On the other hand, the optimal test increases in efficiency as c increases. This is a consequence of an increase in the correlation between E(w\z) and w. When the surrogate model is such that E (u%z) (w) is a linear function of u and z, the naive score test for association will be asymptotically locally optimal. Because of the asymptotic equivalence of the score test to the likelihood ratio test and tests based on maximum likelihood estimates under local alternatives (Rao, 1973, Ch. 6 ), the latter procedures will also be asymptotically optimal. An important example of a surrogate model where E (u>z) (w) is linear occurs when u, w and z are categorical, and z represents a misclassification of w. Prentice (1982) discusses this example in the context of the partial likelihood score test.
When E (Utl) (w) is nonlinear, substitution of E iKz) (w) for w in the usual procedures will result in optimal tests for association. Of course, this substitution will require knowledge of the conditional distribution of w given z and u. If this distribution is indexed by a finite dimensional parameter, 0, and if a consistent estimate 0 is available which satisfies (0-0) = o p (n^), then substitution of [E M (w)] e _e for w in the usual procedures gives a test with greater local power than the naive test based on z. This will be a reasonable assumption if the study used to estimate 0 is large relative to the study used to calculate the score test.
Although large calibration or validation studies are not always available, it is not uncommon to have some quantitative information on the surrogate relationship. Then the naive test will usually be dominated by a procedure which uses all the available information. The form of an optimal test will depend on the particular circumstances, and will generally be more complicated than the simplified procedure we propose here.
