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Анотація 
У данiй доповiдi розглядається питання застосування технологiї MapReduce до 
проектування мультибазових сховищ даних. Дане рiшення позицiонується як гiбрид використанн  
архiтектури Virtual Database та технології MapReduce та може бути використано для 
змiшаного (Iнтернет та Iнтранет) збереження даних. 
 
Abstract 
Application of MapReduce technology is considered in this article. This solution is positioned as 
hybrid use of Virtual Database and MapReduce technologyand can be used for mixed (Internet and 
Intranet) data storage. 
 
Вступ 
На сьогоднiшнiй час розподiленi обчислення, зокрема через мережу Iнтернет, є 
поширеним способом обробки та збереження даних. Зокрема, часто використовується 
платформа даних HortonWorks [1], яка використовує ПЗ Apache Hadoop та технологiю 
MapReduce [2]. Однак при використаннi цiєї технологiї контроль цілісності даних лежить 
на застосуваннях, що обробляють цi данi. Альтернативою є використання архiтектур 
паралельних баз даних, а також так званої "вiртуальної бази даних яка надає єдиний 
доступ до даних, розмiщениху рiзних базах. Вона зберiгає цiлiснiсть даних за рахунок 
використання баз даних. Було запропоновано декiлька рiшень з використання методологiї 
MapReduce [3],[4]. Однак поєднання цих технологiй не враховує переваг запропонованої 
автором концепцiї мультибазових сховищ даних [5-8], у якiй сховище 
напiвавтоматизовано проектується як з урахуванням джерел даних, та i з урахуванням 
запитiв. Дана робота висвiтлює зусилля автора по поєднанню всiх трьох технологiй. 
 
Для кращого розумiння поставленої задачi порiвняємо архiтектуру Virtual Database 
i платформу даних HortonWorks. 
Зокрема, можна видiлити наступне: 
- Перевагами HortonWorks є висока швидкодiя виконання запитiв за 
рахунок використання розподiлених обчислень та надiйнiсть за рахунок 
розподiленої надлишковостi даних. 
- Недолiками HortonWorks є покладання забезпечення цiлiсностi 
лежить на застосуваннi, тому в окремих випадках цiлiснiсть може не 
пiдтримуватися. 
- Ключовою вiдмiннiстю Virtual Database використовує бази даних 
як носiїв даних, що забезпечує цілісність даних, крiм того, за рахунок розподiлу 
даних мiж базами можлива паралельна обробка запитiв, що пiдвищує їх 
швидкодiю 
Оскiльки концепцiя мультибазових сховищ даних [1-3] вiдповiдає архiтектурi 
вiртуальних баз даних, до неї також може бути також застосований механiзм MapReduce. 
Застосування цього механiзму здiйснюється на двох рiвнях : 
1. Рiвень баз даних (за допомогою принципу, використаного в [N2]) 
для всiх носiїв даних, що полягає у наступнiй процедурi виконання запитiв: 
1.1. Модуль Mapper будує пари "ключ-значення" з результатiв запитiв, що їх 
надають носiї даних; 
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1.2. Модуль Reduce розподiлено пари "ключ-значення" i формує результат 
підзапиту; 
1.3. Модуль Collect формує результат запиту. 
2. Рiвень елементiв даних – використовувується БД HBase на базi Hadoop замiсть 
MongoDB, БД XML та файлового сховища даних ( в останньому випадку для файлу має 
бути описано його формат i механізм перетворення в пари "ключ-значення). При цьому 
взаємодiя з цим носiєм вiдповiдає роботi з MongoDB. 
Варто зауважити, що час виконання запитiв при застосуваннi технологiї MapReduce 
у випадках баз даних NoSQL i при застосуваннi її для сховища рiзний, це пов’язано з тим, 
що данi у першому випадку отримуються з рiзних джерел i у випадку NoSQL час 
отримання даних є одинаковим i залежить вiд продуктивностi обладнання, а в випадку 
сховища вiн залежить вiд рiзних баз даних і способів їх обробки. Однак це i дозволяє в 
рядi випадкiв зменшити час виконання запитiв. 
У загальному випадку неможливо точно сказати, яка база даних буде краще 
обробляти запити до певних даних. Тому проектування мультибазових сховищ даних 
вiдбувається за двофазним алгоритмом: 
1. Фаза проектування сховища, на якiй данi розмiщуються у носiях 
сховища на базi їх структурованостi. На цiй фазi данi розмiщуються за 
детермiнованим алгоритмом. 
2. Фаза оптимiзацiї сховища, на якiй носiї оптимiзуються для обробки 
визначених наборiв запитiв, зібраних за деякий час. На цiй фазi виконується 
генетичний алгоритм, який визначає оптимальнi засоби оптимiзацiї. 
Крiм переваги у швидкостi виконаннi запитiв, може використовуватися поєднання 
двох архiтектур - "внутрішньої" коли бази даних централiзовано розмiщуються за 
периметром мережi, i "зовнішньої" коли збереження даних вiдбувається у вузлах, 
пiдключених до мережi Iнтернет. Це дозволяє мати гнучкiсть як у формi обробки запитiв, 
так i у профiлюванню безпеки даних, коли данi з пiдвищеними вимогами до захисту 
iнформацiї зберiгаються у внутрiшнiй мережi, а їх вiдображення (чи вiтрини) через 
розподiлене зберiгання даних доступнi ззовнi периметру.  
Отже, отримано рiшення, що використовує всi три технологiї, і забезпечує наступне: 
1. Автоматизований розподiл даних у сховищi за допомогою системи 
керування мультибазовим сховищ даних 
2. Оптимiзацiя зберiгання у носiях сховища на базi статистики 
запитiв 
3. Обробка операцiй сховища за рахунок використання механiзму 
MapReduce 
4. Використання реляцiйних та багатовимiрних баз даних, що 
дозволяє забезпечувати цiлiснiсть даних 
5. Використання нереляцiйних баз даних, зокрема Apache Hive на 
базi Apache Hadoop, та баз даних XML (або обробки XML у Hadoop), що 
дозволяють пiдвищити швидкодiю за рахунок розподiленостi обчислень. 
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