On a family of nonoscillatory equations y″ = φ(x) y  by Gingold, H
JOURNAL OF MATHEMATICAL ANALYSIS AND APPLICATIONS 135, 309-325 (1988) 
On a Family of Nonoscillatory Equations y” = G(x) y ’ 
H. GINGOLD 
Department of Mathematics, West Virginia University, 
218 Eiesland Hall, Morgantown, West Virginia 26506 
Submitted by V. Lakshmikantham 
Received August 22, 1986 
1. INTRODUCTION 
Consider a second-order linear differential equation 
Y” =4(x) Y (1.1) 
on an interval [a, b], where b is allowed to be unbounded. There are 
interesting and important questions regarding the oscillation and non- 
oscillation of the equation above which attracted a considerable amount of 
attention. A record of the voluminous literature on this subject area can be 
found in Hille [lo, Chaps. 8, 91, Kreith [lS], and Swanson [24]. 
While the literature on oscilation or nonoscillation of solutions of (1.1) is 
very large for b(x) and y real-valued functions, the same is not true for 
problems where 4(x) and y are complex-valued. This article is concerned 
with both for a limited class of differential equations. 
Before we explain what the nature of our results are we will avoid 
ambiguity by adopting the following 
CONVENTION 1.1. We say that the equation (1.1) is nonoscillatory at b - 
if no nontrivial solution of (1.1) on [a, b) possesses an infinite number of 
zeros on [a, b) which have an accumulation point at b. A nontrivial solution 
of (1.1) is said to be oscillatory at b- if it possesses an infinite number of 
zeros on [a, b) with accumulation point at b-. 
(In an analogous manner one could define oscillation and nonoscillation 
of (1.1) and its solutions at a+.) 
The fact that a differential equation (1.1) is nonocillatory at b ~ means 
that there is a “small” left-hand side neighbourhood of b on which Eq. ( 1.1) 
is disconjugate. Namley, there is a small left-hand side neighbourhood of b 
on which no nontrivial solution of (1.1) possesses more than one zero. 
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However, a differential equation may be nonoscillatory at bP (which is a 
“local property”), but need not be disconjugate (which is a “global 
property”), on the entire interval [a, b). 
There are a few goals in our article. The first goal is to resolve an incon- 
clusive test of oscillation for large families of Eqs. (1.1). The inconclusive 
test given in Hille [ 10, Chap. 9 can be modified to read as follows: Let 
lim x24(x) = y. (1.2) r-h-- 
Then Eq. ( 1.1) is oscillatory for y > - $, nonoscillatory for y < - $ and no 
conclusion can be drawn if y = -4. It will be shown that for certain families 
of equations y = -$ implies nonoscillation even if $(x) is complex valued. 
An additional goal of our article is to provide a construction to two 
linearly independent solutions of (1.1) on an interval [fi, b) with a < ii < b 
such that the approximate location of zeros of nontrivial solutions of (1.1) 
could be found. The construction is given in the form of an asmptotic for- 
mula. The approximate location of zeros of nontrivial solutions of (1.1) 
could then be pursued in a manner similar to Gingold [4]. However, 
details on the actual location of zeros, will not be elaborated upon in this 
article. 
Our third goal is to construct a pair of an “ordered asymptotic chain of 
solutions” for the class of nonoscillatory equations discussed here. 
We define a pair of an ordered asymptotic chain of solutions of ( 1.1) at 
b- as follows. 
DEFINITION 1 .l. We say that two linearly independent solutions of ( 1.1 ), 
y,(x) and y2(x) form an ordered asymptotic chuin at b- if 
lim y2(x) = 0 
.4-yl(X) . 
(1.3) 
This is intimately related with the following problem dealt with by 
Kneser [ 131. His work implies that if a differential equation (1.1) is non- 
oscillatory on a< x < b = co by virtue of the condition $(x) 20 on 
d < x < b = co, then there exist two linearly independent solutions yi(x) 
and y2(x) such that 
(i) 1im y2(x) = 0 x-mvl(x) . (1.4) 
(ii) SUP IY*(X)l < a9 lim IY~(x)I = 00, (1.5) 
x x-00 
I 
00 dx 
I 
00 
(iii) and 
dx 
ly,oIz’co Iy,olz<m~ 
(1.6) 
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All properties of yr(x) and y2(x) such as (1.4), (1.5), and (1.6) can be 
obtained from the asmptotic formulas which will be produced. 
A major goal of this article is to create tools which will pursue the goals 
mentioned above for b(x) real values as weZ1 as for d(x) complex valued. 
Last but not least we intend to obtain in this work an additional confir- 
mation to the following conjecture which seems to hold for wide families of 
(1.1). Roughly speaking, the conjecture is that all real-valued solutions of 
( 1.1) with 4(x) real valued, are oscillatory at b - iff the mapping B(x) given 
by 
(1.7) 
is unbounded as x + b-. A substantial confirmation of this conjecture can 
be found in Gingold [4]. There, the location of zeros of solutions of (1.1) 
are provided with high accuracy, whether a solution is oscillatory or not. 
Moreover, if a real-valued solution is oscillatory at b- it follows from 
Gringold [4] that the amsymptotic location of its zeros are given by 
B-‘(n) as InI + co. 
Our analysis here deals with a rather restricted family of equations (1.1). 
Nevertheless, this enhances our chance to utilize one simple criterion of 
oscillation which is related to B(x) in (1.7). 
Our method is based on a “triangularization asymptotic technique” 
which was utilized by Gingold [6] in his attack on problems with multi- 
coalescing turning points. The asymptotic theorem which is presented 
provides “global asymptotic representations” of solutions of Eqs. (1.1) 
which are not amenable to the Frobenius method. 
There are two main steps to the asymptotic decomposition. The first step 
consists of two linear transformations. It takes the companion differential 
system of (1.1) into a new system which is amenable to a “method of 
triangularization.” This is carried out in Section 2. In the second step, in 
Section 3, a “triangularization technique” is applied. In Section 4 we prove 
a nonoscillation theorem and in Section 5 we show how to choose an 
ordered asymptotic chain. We conclude in Section 6 with an example. 
2. PRELIMINARIES AND LINEAR TRANSFORMATIONS 
In this section we introduce a few conventions and we utilize two linear 
transformations which will be needed in the process of asymptotic decom- 
position. 
Before we turn to the linear transformations, we need to adopt some 
conventions, assumptions, and notations. 
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Given a mapping d(x) or a matrix function Q(x) we may suppress 
the independent variable x in certain future notations without additional 
warnings. Thus qz5 and Q will stand for d(x) and Q(x). 
It is convenient for us to consider the companion system 
y’= 0 1 [ 1 4(x) 0 y (2.1) 
of (1.1). Our asymptotic analysis will be applied directly to the system 
(2.1): 
Capital letters like Y stand for two by two matrix functions. 
Throughout this work, we employ a variety of expressions which involve 
the logarithms and roots of complex-valued mappings. Therefore, we adopt 
the following convention. 
CONVENTION 2.1. Given a mapping f(x) such that f(x) and f-'(x) 
belong to C( [a, b)), the kth root off(x) will be defined by 
m :=exp k-’ lnf(x). (2.3) 
The mapping 
in f (x) = In If(x)1 + i arg f (x), i=J-l, (2.4) 
is determined as follows. We choose a point x0 E [a, 6) and we select a con- 
venient branch of In f (x0). Unless otherwise stated, this branch will be given 
by the principal value of the logarithm. We then define lnf(x) for all 
x E [a, b) by the analytic continuation of the branch chosen above. We then 
define argf(x) by 
argf(x):=Imlnf(x), x E [a, b). (2.5) 
Notice that even if In f (6) may not be defined, the values arg f (b - ) could 
exist. For example, .consider f (x) = xm on Cl, co), or on [ - l,O). 
When several functions L.(x) will be given j = 1, 2, . . . . n, such that A.(x) and 
fJ:‘(x) belong to C( [a, b)), we will then determine In fj(x) by one and the 
same branch of the logarithm starting with In fj(x,), x0 E (a, b), j = 1 . . . n. 
Next we need 
ASSUMPTION 2.2. The mapping d(x) has the following properties: 
(i) b(x) E C*( [a, b)); (ii) arg b(x) E C([a, b]); (iii) the mapping d(x) is not 
zero on [a, b), namely, 4(x) # 0, x E [a, b). 
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Next, we turn to the determination of certain roots and quantities. 
Notation 2.3. We define on [a, 6) the following mappings; 
4x) :=; c4(x)3 
l -CU 312, 
where 
* XE [a, 6). 
cl(x) := $m 
(2.6) 
(2.7) 
(2.8) 
Now we will perform two linear transformations. To this end, we formulate 
the following lemma. 
LEMMA 2.4. Let Assumption 2.2 hold. Then the linear transformation 
Y= w, Y, (2.9) 
with 
takes the differential system (2.1) into the system cl2 f r; = 4 [ 1 !z -q* Yl. 4 
Proof The proof follows by a straightforward calculation. 
Our next transformation is summarized in the lemma below. 
LEMMA 2.5. The linear transformation 
Y,=lJV 
with U given in (2.13) 1 U=m-’ -g, [ 1 2 1 
(2.10) 
(2.11) 
(2.12) 
(2.13) 
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and with 
A - d, 
g= -9 
Cl 
m=(l +ggp, 4 = q*, 
4’ cl=-, 
4 
(2.14) 
takes the linear differential system (2.11) into 
v’= AI r12 I 1 r21 12 v. (2.15) 
A,, 2, are given by 
A1=E,-(gj’-mm’)m-2, AZ= -A-(gg’-mm’)m-2, (2.16) 
and 
-2 I 
r12=m g, r21=6-m-2g’, 
6 =m-‘[-2d,R+(1-g2)c,l=~~, 
(2.17) 
ProofI First, one can verify that 
u-’ (2.18) 
This is Shut-? triangularization method. It can also be shown that 
Since 
U-‘U’= mp2(gg’-mm’) 
-mm*g’ 
mu22’ 1 me2(gg’-mm’) ’ 
(2.19) 
(2.20) 
we obtain our result. 
We turn to the actual triangularization. 
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3. TRIAGULARIZATION 
We proceed with a lemma which will serve us in the triangularization 
process. 
LEMMA 3.1. Let (I+ Q) be an invertible two by two matrix function on 
the set [a, b]. Denote the entries of Q=Q(x) by qvk, v, k= 1, 2. Let 
Q E C’( [a, b)), be a solution of the integral equation 
Q = GI+ GQ. (3.1) 
G is the linear integral operator 
where 
GQ := Jbx r12(t)CqZl(f) L,(x, t) + q22(t) L,(x, t)l 4 
L,(X> t) [ 
1 
= 6(x, t, x) 0 1 ’ 
LAX, t) = 
[ 
-6(x, 4 t) 44 1) 
-6(x, t, t) 6(x, t, x) e(x, t) 6(x, t, x) 1 ’ 
e(x, t) = exp 
(!’ 
x (h(v) - 4(v)) dv > , > 
WG t,, to) = c’: rzl(s) 4-c to) ds. 
Then (I+ Q) satisfies the differential system 
(I+Q,‘= r;: ;’ (Z+a,V+Qf~; ;]. [” 1 2 2 
Moreover, the linear transformation 
V=(Z+Q, T 
takes the differential system (2.15) into 
T’ = 
(3.2) 
(3.3) 
(3.4) 
(3.5) 
(3.6) 
(3.7) 
(3.8) 
(3.9) 
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Proof: By demanding that (2.15) be taken into (3.9) via (3.8) we find 
that (3.7) must be satisfied. Our next aim is to convert (3.7) into an 
integral equation. Put 
H=[; ;], HT=[; ;I, A=[r:, p,1. (3.10) 
By a straightforward calculation, one finds that 
Q’=AQ-QA+r,2HT+r12HTQ. 
Let T be a fundamental solution of (3.9) given by 
(3.11) 
I 
x 
exp Al(s) 4 0 
h 
T(x) = 
t,,(x) exp I : h(v) 4 
t,,(x) = 6(x, t,, x) exp jx h(v) 4. 
fl 
(3.12) 
(3.13) 
We choose t, = b if b is a “regular point” for (1.1) otherwise t i # 6. Then 
by the variation of constants method, we have 
Q(x) = T(x) CT-‘(x) + il, x r,,(t) T(x) T-‘(t) HT[Z+ Q(t)] T(t) T-‘(x) dt. 
(3.14) 
C is a two by two matrix independent of x. See, e.g., Wasow [25, p. 1691. 
In (3.14), choose 
c=o. (3.15) 
It remains to be shown that GQ given by (3.2) is also given by 
GQ=jx r,,(t) T(x) T-‘(t) H’Q(t) T(t) T-‘(x) dt. (3.16) 
A straightforward calculation reveals that 
ew s : A,trl) 4 0 
T(x) T-‘(t) = (3.17) 
W, 4 x) exp j,x k(v) 4 I I 
exp jx Md drl 
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and that 
exp - s * j.,(v) dn 0 
(T(x) T-‘(t))-‘= 
[ 
t 
-6(x, 2, t)exp-~‘&oI)drl exp - f s I 1 
. (3.18) 
~‘~,(v)dv 
Insertion of (3.17) and (3.18) in (3.14) leads to the desired result. 
We are ready to formulate a theorem of asymptotic decomposition. 
THEOREM 3.2. Let Assumption 2.2 hold. Assume that 
Sup/Re2~~l.(rl)d~~~lnt(<m. (3.19) 
The supremum is taken over all numbers x and t in the interval [a, b]; 8 is a 
fixed positive number. Put 
c(x, t)=O j‘ [Ial +mp2g’] dn . 
I 
(3.20) 
Assume that h(x, b) defined by 
h(x, b)= j:rnp2 
I I 
g’I[(1+8)+(2+8)8~(x,t)+0~c~(x,t)]dtl (3.21) 
is a continuous function of x for x in [a, b]. Then, the dtfferential system 
(2.1) possesses afundamental solution 
Y= W,U(Z+Q) T. (3.22) 
The matrix function (I+ Q) is continuous and invertible on [a, b] and 
Q(b-)=O. (3.23) 
Proof The result will follow if it can be shown that (3.1) possesses a
solution QE C([a, b]), such that (I+ Q))l is bounded on [a, b]. It is 
easily verified that 
Rem--2(gg’-gg’)=0. (3.24) 
Consequently, 
(3.25) 
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It follows from (3.6) that 
1% 2, hdl G 4x, t). 
Denote by II Qll and by 111 Ql[l the following norms. 
IIQII = i i IquA 
v=l k=l 
and 
(3.26) 
(3.27) 
III Will = Sup IIQII, 
.r 
(3.28) 
where the supremum is taken over a given interval I= [a, b] with 
a6d < b. A straightforward calculation aided by (3.3), (3.4), and (3.26) 
reveals that 
Ill GQ Ill 6 II ; b-k’l Chl llb(.~ f)ll + lk IMA tIllI dl 
)I ( W2dl [I421 I(1 + IK? t, x)l 
+ lq22l (1% t, f)l + l&x, t, [)I lK% 6 x)l 
+ 14x, t)l (1 + 14x, t, x))ll dt 
d /J : Im -2g’l (1 + &(x, t) + &(x, t) 
+ 02c2(x, t) + 6’+ e2 4x, t,) dt IIIQIII = W, 6) IIIQIII. (3.29) 
Therefore in a certain left-hand neighbourhood of b, GQ is a contraction. 
Notice that 
det(Z+ Q(x)) = det(l+ Q(b)) = 1. (3.30) 
Therefore, we are guaranteed the existence of a matrix function Q(x) on an 
interval [ii, b], with a < d -C b, which has the desired properties. Notice that 
(I+ Q(x)) can be continued as a continuously invertible matrix function on 
the interval [a, ii]. This is so because the coefficients of Eq. (3.17) are 
absolutely integrable on [a, a]. Thus the conclusion follows. 
Remarks. In the case that d(x) is meromorphic at x = b the conclusions 
of Theorem 3.2 hold with the sole assumption that 12(b - ) = - 1. (This is a 
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very special case of a differential equation (1.1) with a regular singularity at 
x = b). However, if d(x) ceases to be meromorphic our method of 
asymptotic decomposition still applies under the stated conditions. 
However, the Frobenius method as well as the generalized L-G 
approximation are inapplicable. Compare with Olver [21, p. 3021. Notice 
that neither does the “analytic theory” of differential equations apply. See, 
e.g., Wasow [25] and Sibuya [23]. 
It is noteworthy that except for this special case of (1.1) covered by 
Theorem 3.2, all the analytic theory (and much more) of second-order 
differential equations ( 1.1) follows from one formula. This formula was 
utilized in Gingold [4]. 
In case that 4(x) E -1/4x2 we obtain qjk(x) -0 in (3.22). Thus our 
formulas reproduce the solutions of Euler’s equation. 
As a bonus we can obtain from (3.22) the asymptotic behaviour of the 
derivatives of y,(x) and y2(x). 
4. NONOSCILLATION 
We proceed to show that under the assumed conditions our equation is 
nonoscillatory at b-. This is carried out in the next theorem. 
THEOREM 4.1. Let the conditions of Theorem 3.2 hold. Also assume that 
12(b-)= -1, It2(b-)I = CO. (4.1) 
Then (1.1) is nonoscillatory at bp. 
Proof. We extract from (3.22) two linearly independent solutions of 
( 1.1) which will be denoted by y, and y,. A straightforward computation 
reveals that 
y,=(mq)-‘{(l+~,,)e,+C-g+9,21t2l+C~+ij2,le,+(1+~22)t2,} 
(4.2) 
and 
(4.3) 
with 
911 = 411 --&x21? 412 = 912 -@?22 (4.4) 
421=8?11 +q21, q22 = Ml2 + 922 (4.5) 
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and 
e, = exp 
s 
.r 
1, ds, e, = exp 
i 
I ’ A, ds. (4.6) 
Recall that by (2.14) we have g = Jl + KM’- I-‘. Therefore g(b-) = + i. 
This shows that qjk(b - ) = 0 implies that qjk(b ~ ) = 0, for j, k = 1, 2. 
A rearrangement in the expressions (4.2) and (4.3) reveals that 
Yl = (%I-’ (1 -g) t,,(l +h,(x)) (4.7) 
and 
Y2 = (w) ~ ’ e2( 1 - g)( 1 + h2(x)), (4.8 1 
where 
h,(x) = (1 -g) 
912+422+l+g+~II+421e, 
(1 -8) t21 
and 
@12+q”22 
h2@)= (l-g) . 
(4.9) 
(4.10) 
Evidently h,(b-)=A,(&)=O. Each solution y(x) of (1.1) is given by 
Y(X) = KY,(x) + BY2bh (4.11) 
where CI and jI are certain (possibly complex valued) numbers. (We remark 
that yl(x) and y2(x) could be complex-valued.) First we show that neither 
y,(x) nor y*(x) could vanish in an open left-hand neighbourhood of b if it 
is small enough. This follows from the fact that neither l(mq)-‘( 1 -g)( nor 
e2 could vanish in a certain open left-hand neighbourhood of b. Thus all 
nontrivial solutions (4.11) with c$ = 0 are nonoscillatory. Next we consider 
the case c(fi #O. First observe that by virtue of (4.1) combined with (4.7) 
and (4.8) we have 
Put 
lim y2(x) = 0 
x’h-YI(X) . 
(4.12) 
(4.13) 
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Therefore y(x) cannot vanish in a certain small open left-hand side 
neighbourhood of 6. 
In the case that 4(x) is a meromorphic function at x = b we can dispense 
with the conditions formulated in Theorems 3.2 and 4.1. A very simple 
condition is then needed. This is pointed out in 
THEOREM 4.2. Let 4(x) be meromorphic at x= b. Assume that 
IZ(b ~ ) = - 1. Then, Eq. ( 1.1) is nonoscillatory at x = b _. 
Proof: The proof follows by verifying that then all conditions of 
Theorems 3.2 and 4.1 are satisfied. We omit the trivial details. 
Remark. As is well known, oscillation theory is intimately related to 
eigenvalue problems. Given a boundary value problem 
Y” = 4(x) Y +&f(x) (4.14) 
y(a) = 0, y(b) = 0. (4.15) 
Consider the associated eigenvalue problem 
Y” = t-d(x) + 21 Y (4.16) 
y(a) = 0, y(b) = 0. (4.17) 
Assume that it possesses an infinite sequence of eigenvalues S, j = 1, 2, . . . 
which correspond to the eigenfunctions yj(x), j = 1,2, . . . . The boundary 
value problem (4.14), (4.15) possesses a formal solution y(x) = 
J$= i a,l.l:‘yi(x) for alZf(x) = c,?=, aj y,(x) iffA, # 0. Thus it is very impor- 
tant to determine whether 1, = 0 is an eigenvalue. Our analysis shows that 
if b(x) satisfies the conditions of Theorem 4.1 then A1 # 0 if the point a is 
“close enough” to b. Such a result is not surprising of course if b is finite 
and 4(x) E C( [a, b]). See, e.g., Gingold [3]. However, our analysis applies 
when 4(x) is singular at b or when b is infinite. 
Remark. In case that t,,(b- ) exists, formulas (4.7) (4.8) need some 
minor modifications which are not discussed above. 
5. AN ORDERED ASYMPTOTIC CHAIN 
In this section we produce for (1.1) a pair of solutions which satisfy (1.3). 
Evidently yl(x) and y2(x) given by (4.7) and (4.8) possess the desired 
property (1.3). However, by our construction, yi(x) and y*(x) could be 
complex-valued even if 4(x) is a real-valued mapping on [a, b]. Therefore, 
for the sake of a more complete discussion, we point out how to construct, 
a real-valued pair of an ordered asymptotic chain in the event that d(x) is 
real-valued on [a, b]. Let x0 be a point in a left-hand side neighbourhood 
of b such that y,(x,) # 0 and a < x0 < 6. Such a point x0 always does exist. 
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Let ii and p be any pair of real numbers such that 
(&Yiy;(-%) - h&J z 0). (5.1) 
(For example, & = 0 and fl= 1 is such a pair.) Then, the solution y(x) given 
by (4.11) which satisfies the requirements 
KY,(x,) + M-Q) = fti (5.2) 
ccy;cd + h4-Q) = r (5.3) 
is real-valued if 4(x) is real-valued. Because of condition (5.1) we have (by 
Cramer’s rule) 
(5.4) 
where B’(x,) is the Wronskian. Consider the solutions z,(x), j = 1, 2, deter- 
mined by 
zl(x) = Re YAx), ~~(4 = Im h(x). (5.5) 
Either z,(x) or z*(x) is not identically zero. Denote by z(x) one nonzero 
function which is either zi(x) or z*(x). Evidently lim,,,- (z(x)/y(x))=O. 
Consequently y(x) and z(x) are a pair of real-valued linearly independent 
solutions which satisfy (1.3). 
It is interesting to note that for the sake of proving that (1.1) is non- 
oscillatory it was convenient to utilize two linearly independent solutions 
yi(x) and yZ(x) which were not necessarily real-valued even in the case that 
d(x) is real-valued. 
We stress that the nonoscillation criterion of this section is independent 
of the location of 6. Namely, b could be finite or not. 
6. Two EXAMPLES 
Consider the oscillation of the equation 
Y” = -$ Cl + W)l Y 
at x=0+ or at x= + co. q(x) is given by 
(6.1) 
(6.2) q(x) = f a,(ln x)-l’. 
I 
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The series in (6.2) are assumed to be absolutely convergent for Iln XI > p, 
where p is some positive number. The numbers a,, v = 1,2, . . . are allowed 
most times to be complex-valued. A straightforward calculation reveals 
that Theorem 4.1 is valid under the condition a, = a2 = 0 . Then non- 
oscillation at b = 0 at b = - cc or at b = 03 prevails. 
Consider the equation 
Y”= -& Cl +dx)l Y (6.3) 
at b= +m with 
q(x) = f i&x-““. (6.4) 
v=l 
n is a positive number. The series in (6.4) are absolutely convergent. Then 
it is easily verified that all conditions of Theorem 4.1 hold and therefore 
Eq. (6.3) is nonoscillatory at b = + cc or at b = - co. We point out again 
the “invariance” of our results. If v](x) = C,“= i uvxY”‘, where the series are 
absolutely convergent for 1x1 < p, p a positive number and the point under 
consideration is b = 0, then nonoscillation prevails. 
Remarks. Theorem 4.1 resolves an inconclusive test in oscillation 
theory for wide families of differential equations y” = d(x) y with 
lim x2&x)= --a. (6.5) x-r& 
If (6.5) is satisfied then the test in Hille [lo, p. 4611 is inconclusive. The 
above examples recover parts of Kneser’s nonoscillation criterion. Compare 
with Hille [ 10, p. 4611. The combination of the method presented here 
with methods in Gingold [4] could yield oscillation and nonoscillation 
criterion for families of equations for which Kneser’s criterion is incon- 
clusive. For 4(x) real-valued we have at our disposal Sturm’s comparison 
theorem. When combined with the asymptotic methods discussed here finer 
results could be obtained. 
A paper by Cassel [ 11, provides asymptotic decompositions for 
Eqs. (1.1) with d(x) oscillatory and conditionally integrable on an infinite 
interval for which the results produced here and in Gingold [4] do not 
directly apply. 
Treatment of problems intimately related to those of this article can be 
found in Hartman [8], for second-order differential systems, and in Kim 
[ 121 and Gingold [S] for nth-order differential equations y’“’ = c(x) y. 
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