Abstract--In this paper, some sufficient conditions for the local and global exponential stability of the discrete-time Hopfield neural networks with general activation functions are derived, which generalize those existing results. By means of M-matrix theory and some inequality analysis techniques, the exponential convergence rate of the neural networks to the equilibrium is estimated, and for the local exponential stability, the basin of attraction of the stable equilibrium is also characterized.
INTRODUCTION
The well-known Hopfield neural network and its variations (delayed Hopfield neural networks, discrete-time Hopfield neural networks) have attracted many researchers' attention [1] [2] [3] [4] [5] [6] [7] [8] [9] [10] [11] [12] since Hopfield's pioneering work [1] , and have been successfully applied to many fields, such as intelligent control, optimization solvers, and associative memories (or pattern recognition), etc. In those applications, the stability of the neural networks is crucial and needs to be prescribed before designing a powerful network model with a fast convergence ability. Especially in associative memories, each particular pattern is stored in the networks as an equilibrium, the stability of the associated equilibrium shows the networks have the ability to retrieve the related pattern. Usually, in associative memory neural networks, one expects the networks can store as many patterns as possible. In that sense, information about the basin of attraction of each stable equilibrium *Author to whom all correspondence should be addressed. Research supported by National Natural Science Foundation of P.R. China Typeset by A.A, CS-TEX helps retrieve exactly the needed memories. This fact leads to the study of the local stability of each equilibrium and its associated basin of attraction.
While in solving the optimization problems, one always likes the networks to have only a unique equilibrium which is globally stable. In the meantime, it is required for the neural networks that they are not only convergent but also with a fast convergence rate. As is well known, the exponentially stable neural networks enjoy such nice properties.
Recently, time delays due to finite-propagation velocities of neural signals were noticed and taken into consideration in modelling a neural network, for references, see [2] . Even though the delay does not change the equilibrium points, with the appearance of time delay, the dynamics of the corresponding neural network models will be quite complicated. One may expect under what conditions the delays are harmless, in other words, how to get the delay-independent stability results which are more applicable in designing a practical network. For continuous-time cases, we refer the reader to [3] [4] [5] .
Based on this motivation, the aim of this paper is to investigate the local and global exponential stability of a delayed discrete-time Hopfield type neural network with general activation functions. To be precise, we shall consider the following neural networks described by a system of difference equations with variable delays
j=l for i = 1, 2,..., n, where ui(k) is the activation of the ith neurons, Tij is the connection weight from unit j to unit i, Tij(k) is the corresponding transmission delay, Ii is the fixed external input, and gj : R -* R is the activation function. It will be shown that our results generalize those existing results in [6, 7] . The rest of the paper is organized as follows. In Section 2, we introduce our notations and some basic definitions. Sections 3 and 4 are devoted to the local stability and global exponential stability of system (1). We end this paper in Section 5 with two illustrative examples.
PRELIMINARIES
In this paper, we will use the following notations. For system (1), it is generally assumed that hi, T~j, and I~ are all constants and satisfy 0 < a~ < 1, ~-ij(k) are nonnegative integers with ~-= max{~-~j(h) i,j • g(1, n)} and limk~oo(km~d(k)) ----oo, the function gj : R --+ R is continuous.
The initial conditions associated with system (1) are assumed to be
with I1¢(0)11,-< oo.
It is easily seen that for a given set of initial data (2), system (1) has a unique solution.
DEFINITION 1. Let V be a subset err ~ and u* an equilibrium of system (1). If for any initial data from V, there exist A > 1 and M > 0 such that the solution u(k) = (ul(k),ue(k),... ,u~(k)) T of (I) and (2) satisfies

I~,(k) -~*1 -< M[I¢(oDII. a-k, k • N(0). (3)
Then, the equilibrium u* is said to be locally exponentiMiy stable and A is the exponential convergence rate, V the basin of attraction. Especially, when V = R n, the equilibrium or system (1) is said to be globally exponentially stable and )~ is the global exponential convergence rate.
LOCAL EXPONENTIAL STABILITY OF SYSTEM (1)
In this section, we will study the local exponential stability of system (1) . Assume that u* = (u~, u~, ..., u*,j~T is an equilibrium of system (1). Substituting ui(k) = u~ + xi(k) into system (1) and using the fact that u* is an equilibrium of system (1), we have
Moreover, its corresponding initial condition (2) can be rewritten as
Obviously, to prove that the equilibrium u* of system (1) is exponentially stable is equivalent to showing that the trivial solution x = 0 of (4) is also exponentially stable. THEOREM 1. Assume the following. Then, the equilibrium 0 of system (4) is exponentially stable with the exponential convergence rate ;~ and the basin of attraction Dd,h, which will be given below by (7) and (8), respectively.
PROOF. Since p(P(h)) < 1, and P(h) >_ O, we know that E -P(h)
is an M-matrix (see [13] ), where E denotes an identity matrix of size n. Therefore, there exists d = (dl,..., dn) -c > 0 such that 
where r~ = (5 + m)di,i E N(1, n) with m =-min{hi/d~;i E N(1, n)}. Now let x be the solution of (4) and (5) with ~(k) e Dd,h, k e N(--T, 0). Define z(k) by 
(1o)
Assume this is not true, then there must exist some kt • N(0) and I • N(1, n) such that
Notice that, from (4), we can derive 
~-~ Tijf j (xj (s -
T~y
Zi(]g "Jv l) ~ (ai,~)k-Flzi(O) JF ~--~(ai.~) k-s)(r-F1 ~ djldjlT~jlpj(djllzJ(s)ll~-)zJ( s -nj(s)),
s=O j=l 
+ S (al)')kz-~ AT+I ~-~d[ldjlTijtpj (djilzj(s)ll~.) (zj (s -~-ij(s))
s=O j=l n < ~ (azA) kz+l + A ~+1 ~-~dFldjlTljlpj (rhdj)1 -(atA) k'+l - 1 - at)~ j=l < ?=r~ (al~) kz+l --F 1 -(al)O kl+l 1 -al )~r+l~-~dlldjpl j (?~dj) - a -alA j=l . .,k,+l
1_ -a! "/V.+I ~-~d.[_ldjPlj (Sdj q-hi) < ~ tazAj k*+l + -taz,~)
--
which is a contradiction. Hence, we have proved that for any initial data p • Dd,h, zi(k) <_ r=n < 
(14)
We now claim that ~ is an invariant region of (4). Let x(k) be the solution of system (4) and (5) with ~(k) E ~, k E N(-7, 0). Then, it follows from (4) that n
Ix (z)l a l (O)l +
IT jlpj(Ir j(O)ll )lxj(--j(O))l
which shows that our claim is right, that is, ~ is positively invariant with respect to (4) . By virtue of (13), we can find a constant A with A > 1 such that
max { 1-ai ~'+l ~-~d-(ldjp~j(~dj)} <1.
(15)
The rest of the proof is similar to that of Theorem 1, and thus, the proof is complete. REMARK 1. Our local exponential stability results in Theorem 1 and Corollary 1 are independent of the delays. However, the exponential convergence rate does depend on the largest time-delay T.
REMARK 2. Most of those existing stability results [6] are based on the assumption that the nonlinear activation functions are bounded, differentiable (or global Lipschitz). While for some purposes, functions that are neither bounded nor monotonic nor global Lipshitz might be better candidates for neuron activation functions in designing and implementing an artificial neural network (see, for example, [2] ). Indeed, in many electronic circuits, amplifiers that have neither monotonically increasing nor continuously differentiable input-output functions are frequently adopted. Therefore, in that sense, it is of importance for considering some weaker condition like (C1).
GLOBAL EXPONENTIAL STABILITY OF SYSTEM (1)
In this section, we first give an existence and uniqueness result about the equilibrium of system (1) and then study the global exponential stability to that unique equilibrium. <_ qJl~-~l for any~,v e R ~, j e N(1,n) ; (C5) p(Q) < 1, where Q = (Qij)n×~ and Qij = IT{jlqj/ (1 -ai) .
Then, for each fixed input I e n n, system (1) has a unique equilibrium u* = (u~, u~,..., u*).
PaooF. Clearly, u* = (u~, u~,..., u*) T is the equilibrium of (1) 
~Ja(~J) + I~ , i e N(1, n). Fi(u) -1-ai
Then, it is easy to see that u* is the equilibrium of system (1) 
t-J
This implies that F is a contraction mapping with respect to the metric induced by the defined norm I1' II 1, by the well-known contraction mapping principle, there exists a unique fixed-point u* for F. Thus, the proof is complete. Recall that for a given matrix A, its any norm is greater than its spectral radius p(A), we have the following conclusion.
COROLLARY 2. Assume that (C4) holds, if either
(ii) p(QTQ) < 1. Then, system (1) has a unique equilibrium which is globally exponentially stable. REMARK 3. Some sufficient conditions for the globally exponential stability of system (1) with a bounded signal response function were obtained in [6] and some global stability results were given in [7] with differentiable activation functions, which can be regarded as special cases of Theorem 2.
ILLUSTRATIVE EXAMPLES EXAMPLE 1. Consider the following Hopfield neural networks with delays
where the signal transmission functions fl (x) = f2 (x) = x 3, then Pl (x) = P2 (x) = x 2, and p(s)= f24 \ 24}
Taking
By simple calculation, p(s) < 1 for all s = @1, s2) T satisfying 2(s21 + s22) < 1 + sis 2. h = (v/-3/3, x/6/6) T, we have p(h) < 1 and can choose dl = 2 and d2 = 7/6 such that (6) holds. Thus, the basin of attraction is Dd,h = {@1, x2): Ix11 < V~/3 and Ix21 < 7V/6/36}. Moreover, the globally exponentially convergent rate A can be estimated by the inequality: 23A 2 + 24A -48 < 0. It is easy to see that 1 < A < 1.0142. alal By simple calculation, if lal < (5 -v/~)/12, then p(A) = (51a I + v/~ + 2)/2 < 1. By Theorem 2, it is easy to see that system (23) has a globally asymptotically stable equilibrium (Tr, 7r/2). Moreover, the globally exponentially convergent rate )~ can be estimated by the inequality (51a [ + a2v/-J-+-2)A 2 + 2)~ -4 < 0. For example, if a = 0, then the equilibrium (Ir, Tr/2) of system (23) is globally asymptotically stable and the globally exponentially convergent rate 1 < ;k < 1.1175.
