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Abstract
We show that it is possible to learn semantic segmen-
tation from very limited amounts of manual annotations, by
enforcing geometric 3D constraints between multiple views.
More exactly, image locations corresponding to the same
physical 3D point should all have the same label. We show
that introducing such constraints during learning is very ef-
fective, even when no manual label is available for a 3D
point, and can be done simply by employing techniques from
’general’ semi-supervised learning to the context of seman-
tic segmentation. To demonstrate this idea, we use RGB-
D image sequences of rigid scenes, for a 4-class segmen-
tation problem derived from the ScanNet dataset. Start-
ing from RGB-D sequences with a few annotated frames,
we show that we can incorporate RGB-D sequences with-
out any manual annotations to improve the performance,
which makes our approach very convenient. Furthermore,
we demonstrate our approach for semantic segmentation of
objects on the LabelFusion dataset, where we show that one
manually labeled image in a scene is sufficient for high per-
formance on the whole scene.
1. Introduction
Semantic segmentation of images provides high-level
understanding of a scene, which is useful in many appli-
cations including robotics and augmented reality. Recent
approaches rely on deep learning and large amount of data
specifically annotated for the task at hand [20, 7, 13], but,
as for many other computer vision problems, getting such
annotations is a cumbersome process. A popular solution
is crowdsourcing that can spread the efforts for annotating
data significantly [7]. Nonetheless, it introduces additional
expenses and the resulting annotations produced by non-
experts may not be satisfying.
An alternative approach is to reduce the amount of re-
quired manual annotations for learning. One way of doing
this is through data augmentation which can be achieved by
performing appropriate image transformations [29]. A dif-
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(a) Training: We exploit some manual labels, as for Image I1, in
a standard supervised fashion, and geometric constraints, as be-
tween Images I2 and I3: The labels predicted for Image I2 should
be consistent with the labels predicted for Image I3.
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(b) Testing: Segmentation from a single color image. Be-
cause we can exploit many training sequences without any
labels, we can outperform supervised learning.
Figure 1: Our approach exploits some manual labels and
geometric consistency on image sequences to train a net-
work to perform semantic segmentation. At test time, the
network predicts a dense segmentation from a single color
image.
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ferent option is to use synthetic data [28, 1]. However, cre-
ating synthetic data requires the cumbersome task of build-
ing realistic 3D models. Such approaches hence introduce
additional difficulties as the domain gap between synthetic
and real data needs to be bridged.
In this paper, we show how semantic segmentation learn-
ing can be cast into a semi-supervised framework. A stan-
dard technique from ’general’ semi-supervised learning is
to add constraints on pairs of unlabeled training samples
that are close to each other, enforcing the fact that such two
samples should belong to the same category. In the case
of semantic segmentation learning, we can introduce simi-
lar semi-supervised constraints, enforcing the fact that im-
age locations that correspond to the same 3D point should
have the same label. As we show in Figure 1, together with
standard supervised terms from the labeled images, these
constraints result in a powerful learning process exploiting
the 3D geometry nature of the problem. In fact, starting
from RGB-D sequences with a few annotated frames, our
results show that we can keep incorporating RGB-D se-
quences without any manual labels to improve the overall
performance. This makes our approach very convenient
since such sequences only need to be captured, without the
effort of manually annotating them.
To demonstrate this idea, we make use of RGB-D im-
age sequences of rigid scenes, and a very small number of
manually annotated frames. We use such sequences be-
cause they provide the geometric information required to
introduce our semi-supervised constraints, while being eas-
ily acquired with suitable cameras, and automatically regis-
tered using robust geometric algorithms. Alternatively, au-
tomated dense SLAM systems could be used to acquire such
information for rigid scenes with a color camera [11, 36, 5],
or for deformables scenes with an RGB-D camera [24, 34].
In short, our goal is not to develop a new semantic seg-
mentation method or to improve performance on existing
benchmarks, but to show that when multiple views of the
same scene are available, enforcing geometric constraints
with semi-supervised learning is a powerful framework for
learning semantic segmentation when only a small fraction
of the available data is annotated.
We demonstrate our semi-supervised training pipeline on
different segmentation problems. We considered the Scan-
Net [7] and LabelFusion [22] datasets because they pro-
vide the input data suitable to our approach. First, we ap-
ply our method to a 4-class segmentation problem derived
from the ScanNet dataset. For the experiments, we compare
our method to a supervised approach. While supervised ap-
proach is trained using all of the available annotations, we
show that our approach can achieve comparable results even
after reducing the amount of manual annotations for train-
ing to a small fraction. Second, we apply our method to
segmenting objects in a cluttered scene where many par-
tial occlusions are present and annotations typically include
only parts of the objects. We show that with our method,
only one manually labeled image is sufficient for segment-
ing a complete scene.
2. Related Work
In this section, we briefly discuss related work on the
aspects of semantic segmentation, general semi-supervised
learning, and also recent methods for learning depth pre-
diction from single images, as they also exploit geometric
constraints similar to our approach.
2.1. Supervised Semantic Segmentation with Deep
Networks
Supervised semantic segmentation algorithms rely on
principles that for a given image, the algorithm learns to
output segmentation prediction that is similar to its ground
truth annotation. In contrast to classification tasks, where
a single label is required per image, semantic labels are on
pixel-wise level. Prior to deep learning, Conditional Ran-
dom Fields [27, 26] were a popular method for tackling this
task.
Introduction of deep learning has made a large impact
on the task of semantic segmentation. Fully Convolutional
Networks (FCN) [20] allowed segmentation prediction for
input of arbitrary size. In this setting, standard classifica-
tion task networks [31, 14] are utilized and fully connected
layers transformed into convolutions. FCNs use deconvo-
lutional layers that learn the interpolation for upsampling
process. Other works including SegNet [4], U-Net [29], and
DeepLab [6] rely on similar architectures. Such works have
been applied to a variety of segmentational tasks [29, 2, 23].
In our experiments, we use the U-Net architecture, be-
cause it is simple yet very powerful. However, any other
architecture could be used instead.
2.2. Semi-SupervisedLearningwithDeepNetworks
The main limitation of supervised methods is the avail-
ability of ground truth labels. In contrast, semi-supervised
learning is a general approach aiming at exploiting both la-
beled and unlabeled training data. Some approaches rely on
adversarial networks to measure the performance of unla-
beled data [9, 10, 18, 15]. More in line with our work are
the popular consistency-based models [19, 32, 3]. These
methods enforce the model output to be consistent under
small input perturbations. As explained in [3], consistency-
based models can be viewed as a student-teacher model:
To measure the consistency of a model f , or the student,
its predictions are compared to the predictions of a teacher
model g, a different trained model, while at the same time
applying small input perturbations.
The Π−model [19] is a recent method using a
consistency-based model where the student is its own
teacher, i.e. f = g. It relies on a cross-entropy loss term
applied to labeled data only and an additional term that pe-
nalizes differences in predictions for small perturbations of
input data. Our semi-supervised approach is closely related
to the Π−model but relies on geometric consistency instead
of the input perturbations.
2.3. Single-View Depth Estimation
Because of view warping, our approach is also related to
recent work on unsupervised single-view depth estimation.
Both Zhou et al. [36] and Godard et al. [11] proposed an
unsupervised approach for learning depth estimation from
video data. This is done by learning to predict a depth map
so that a view can be warped into another one. This research
direction became quickly popular, and has been extended
since by many authors [35, 21, 33, 12].
Our work is related to these methods as it also intro-
duces constraints between multiple views, by using warp-
ing. However, since we focus on semantics and not geom-
etry, an input from the user is still required to indicate the
different categories.
3. Method
We assume we are given a small set of registered images
and their corresponding depths captured in one or several
scenes and annotated by a user:
S = {ei = (Ii, Ai, Di, Ti, qi)}i ,
where Ii is a color image, Ai is its manual annotations, Di
is its depth map, Ti is the corresponding camera pose, and
qi is the index of the sequence. We are also given a set of
similar examples, but for which there is no available manual
annotations:
U = {ej = (Ij , Dj , Tj , qj)}j .
The samples in U can be from the same sequences as the
samples in S but we can also have samples in U from se-
quences that do not appear in S. In other words, we can
have scenes for which no manual labels are available and
only geometric consistency can be exploited.
We would like to train a network f() using these data to
segment views from novel scenes using only a color image
as input.
3.1. AutomaticWarping of theManual Annotations
As shown in Fig. 2, by warping the manual annotations
from S to the images in U from the same sequences, we
can obtain easily additional annotations for these images.
In other terms, we can generate annotations Ai for some of
the images in U , provided they are from the same sequence
as a sample in S and overlap its point of view.
Manual annotation Manual annotation after warping
Figure 2: By warping the manual annotations to the non-
labeled images, we can easily obtain additional annotations.
We consider these additional annotations like the manual
annotations and use them in the supervised loss term. Nev-
ertheless, the semi-supervised geometric consistency term
still has a significant benefit.
We consider these additional annotations like the man-
ual annotations, even if they are obtained automatically, and
we will use them in a supervised way. However, these an-
notations are only partial: Parts of images in U will remain
unlabeled if they are not seen in images in S , and some im-
ages in U will remain completely unlabeled if they do not
belong to a sequence present in S. These unlabeled parts
can then be exploited by our semi-supervised terms.
In practice, due to errors in depth maps, registration,
or manual annotation mistakes, the manual annotations Ai
may be in conflict with each other when warped to the same
image: For a pixel of an image in U , we may have several
possible classes. If it is the case, we keep the most frequent
class. If there are still several possible classes, we select one
randomly, however this case is extremely rare in practice.
3.2. Semi-Supervised Learning for Semantic Seg-
mentation
To train f , we propose to minimize the following loss
function for our semi-supervised approach over its parame-
ters Θ:
L = LS + λLG , (1)
where LS is a loss term for supervised learning, LG is a loss
term introducing our geometric consistency constraints, and
λ is a regularization factor. For LS , we use a standard term
for supervised semantic segmentation:
LS =
∑
e∈S∪U
lCE(f(I(e); Θ), A(e)) , (2)
with lCE the cross-entropy function comparing the network
prediction f(I; Θ) for image I and the manual annotation
A. I(e) and A(e) simply denote the image and annotation
for sample e. As explained in Section 3.1, for the samples
in U we use the annotations obtained automatically. There
are samples in U with no annotations and we simply ignore
them.
To exploit unlabeled images and geometric consistency,
we introduce the LG loss term, which penalizes the differ-
ences in predicted probabilities:
LG =
∑
e∈U
∑
e′∈N (e)
|f(I(e); Θ)−Warpe′→e(f(I(e′); Θ))| ,
(3)
where N (e) is a set of samples with a point of view that
overlaps with the point of view of e. In practice, we simply
use the frames from the same sequence as e. Warpe′→e(P
′)
warps labels P ′ for sample e′ to the view for sample e.
More details about the Warp function are given below. We
consider prediction f(I(e′); Θ) as a teacher prediction and,
similarly to the Π−model [19], it is treated as a constant
when calculating the update of the network parameters. We
use the `1 norm to compare the predicted probabilities.
3.3. Label Warping
To implement the warp function P = Warpe′→e(P
′), we
rely on the method used in [36] for intensity image warp-
ing. P ′ is a set of probability maps, one for each possible
label, for a source sample e′. The warp function provides
a probability map P for the labels of the target sample e,
obtained by warping P ′ using the depth map for e′ and the
rigid motion between e′ and e. Given the 2D location p in
homogeneous coordinates and the depth d of a pixel for the
target sample, we can compute the 2D location p′ of the
corresponding 2D point in the source sample e′:
p′ = KTe→e′dK−1p , (4)
whereK is the matrix of camera internal parameters, Te→e′
is the rigid motion from the target sample to the source sam-
ple. Since p usually lies between integer pixel locations,
we use the differentiable bilinear interpolation from [16] to
compute the final probabilities for P ′(p′) from the 4 neigh-
bouring pixels.
The advantage of this transformation is that it is differ-
entiable, and can thus be used in the loss function of Eq. (1)
to train the network.
In practice, not every pixel in the target sample has a
correspondent in the source sample, and we ignore them
in the loss function. This can happen because depth is not
necessarily available for every pixel when using depth cam-
eras, and because some pixels in the target sample may not
be visible in the source sample, because they are occluded
or, simply, because they are not in the field of view of the
source sample. We detect if a pixel is occluded by compar-
ing the original source depth at the mapped location to the
transformed target depth given by the third coordinate of p′.
If the difference between the depths is large, this means that
the pixel is occluded and does not correspond to the same
physical 3D point.
3.4. Network Initialization
To initialize the network f(.; Θ), we first train it only
based on the LS loss term. This avoids the problem of con-
verging to a bad local minimum introduced by the term LG.
As it is the case with other consistency-based models, min-
imizing LG may fall in a solution where a single class is
predicted for all the image locations. Even though tuning
hyper-parameter λ more carefully might resolve this prob-
lem, we noticed that using this pre-training step makes the
convergence to a correct model easier.
3.5. Network Architecture
We implement the network f as a U-Net architec-
ture [29], with 5 layers for both the encoding and decoding
parts. For the encoder, the number of features in the first
layer is 32 and doubles up for every additional layer, and the
decoder is symmetric to the encoder. We use convolutional
filters of size 3 and apply reflection padding. Max-pooling
layers use regions of size 2. All layers use ReLU activations
except for the output layer, which uses the Softmax activa-
tion to predict segmentation probabilities. Other architec-
tures could be used but U-Net proved to be both convenient
and powerful enough for our purpose.
4. Evaluation
We evaluate our approach we call S4-Net on two differ-
ent segmentation problems. We use the ScanNet dataset [7]
and evaluate our approach on a 4-class segmentation prob-
lem demonstrating the influence of the number of annotated
images on the final performance. Additionally, we evalu-
ate the performance of S4-Net on the task of segmenting
objects on the LabelFusion dataset [22].
Training Details: For all experiments, we set the λ fac-
tor in the loss function to 0.1. For different loss terms we
use different batch sizes. The batch size for LS is set to 4.
Since LG predicts larger number of segmentations for each
iteration, we set the corresponding batch size to 1. We use
the Adam optimizer [17] with initial learning rate of 10−4
and train the network until convergence. The input images
are resized to 320 × 242. As mentioned in Section 3.4, for
better convergence, we pre-train the network only using the
LS term.
4.1. Segmenting 4 Classes on ScanNet
For our first experiment, we evaluate our method
on structural classes, as defined in the NYU-Depth
dataset [30]. Objects are classified to reflect their physical
role in the scene: ground, permanent structures (structures
that do not move such as walls and ceilings), furniture and
props (easily movable objects).
Unfortunately, the NYU-Depth dataset is small and the
camera poses are not provided. We therefore turned to the
ScanNet dataset [7]. It is organized into different scenes
and for each scene, and BundleFusion [8] was used to reg-
ister the RGB-D images. Furthermore, the dataset provides
annotated 3D reconstructions of individual scenes and re-
spectively the annotation mappings for each of the individ-
ual frames. Since the ScanNet dataset provides annotation
mappings to NYU-Depth segmentation classes, we did not
have to create any manual annotations ourselves.
As this dataset was annotated by a crowd sourcing com-
munity, the same types of objects can be annotated with dif-
ferent classes across the different scenes, or might not be
annotated at all in some cases. Mapping to a 4-class seman-
tic segmentation problem helps to alleviate this issue, but
does not solve it completely.
In this experiment, we evaluate the behavior of S4-Net
as we vary the number of manual annotations that are used
for training. For each scene in the training set, we there-
fore discard uniformly desired number of annotations and
apply our approach. We compare S4-Net to the supervised
learning approach with and without annotation warping in
Figure 3. More precisely, we use the following sets:
• The training set consists of the first 26 scenes from
ScanNet.
• The test set consists of alternative scans of the scenes
seen in the training set.
• The ’generalization test set’ consists of scenes that
were not in the training set. The performances on this
set are the performances relevant for practical applica-
tions.
Additionally, during training, we use a validation set that
includes alternative scans of the training scenes that are not
in the test set nor in the generalization test set. It is used
for validation of network parameters for different iterations
during training. At the end of training, we keep the network
with the highest validation accuracy for further evaluation.
The performances are measured with the accuracy of the
network prediction compared to the provided ground truth
annotations:
Acc =
1
#images
∑
image
#CorrectPredictions
#V alidAnnotations
,
and the Intersection over Union (IOU) score.
Supervised learning with warped annotations signifi-
cantly outperforms supervised learning without these anno-
tations. Still, our S4-Net approach is able to improve the
performances even further.
Finally, we show the ability of S4-Net to learn from addi-
tional scenes without any annotations. The annotated set S
consists of all manual annotations from the first 26 scenes.
For the non-annotated set, we use scenes from the general-
ized test set i.e. scenes that appear neither in S nor in the
test set. As shown in Table (c) of Figure 3, this significantly
improves the performance. Figure 4 shows some qualitative
results to give a visual idea of this improvement. The super-
vised approach with annotation warping often makes many
small mistakes and enforcing geometric constraints during
training of S4-Net managed to fix these mistakes.
4.2. Object Segmentation
For this experiment, we consider the LabelFusion
dataset [22]. It contains RGB-D recordings of multi-object
scenes and corresponding accurate poses, obtained through
the ElasticFusion SLAM system [34]. LabelFusion pro-
vides accurate segmentations of the objects, which allows
evaluating the segmentation results.
Given a sequence, we chose a single image that captures
most of a scene, and used the annotation for this image
for training. For this problem, we observed that standard
cross-entropy for the supervised loss function performed
poorly because most of the scene points belong to the back-
ground class, and we replaced it by the class-weighted
cross-entropy [25]. This loss function down-weights the
errors in prediction for frequently appearing classes and
up-weights the errors for infrequently appearing classes.
Hence, we only down-weight the errors for the background
class to 0.1. This is the only change we make in respect to
original definitions in method section.
For the experiment, we hence select a cluttered scene
with different objects: an oil bottle, a tissue box, a blue
funnel, a drill, a cracker box, a tomato soup can, and a spam
can. Including the background class this defines an 8-class
segmentation problem. Many partial occlusions happen in
this scene, and as for the first experiment, simply warping
the annotations is not sufficient. We show that S4-Net has
the ability of improving on such regions.
Figure 5 shows some of the resulting segmentations. Su-
pervised learning with annotation warping performs well.
Even though the annotations can not be warped on every
surface when two objects are close to each other, supervised
learning is still able to learn segmentations for some of such
regions because of the symmetry in the textures. However,
perspective differences limit this generalization. The geo-
metric constraint exploited by S4-Net improves the results
on those regions by comparing such features warped un-
der different perspectives. Finally, we performed a quanti-
tative evaluation of the experiment. We calculate the IoU
scores for both the supervised approach and S4-Net. Super-
vised approach with annotation warping achieves score of
86.7. S4-Net is able to reach even better results by achiev-
ing score of 88.4 and therefore outperforming the super-
vised approach.
Accuracy Intersection over Union
annotation percentage (%) annotation percentage (%)
0.1 0.25 0.5 1 2 100 0.1 0.25 0.5 1 2 100
SL w/o annot. warping 64.2 68.3 73.6 81.3 88.3 98.6 37 40.2 43.4 51.4 60.4 92.9
SL w/ annot. warping 82.4 87.1 94.2 96.7 97.2 n/a 58 65.2 78.6 85.9 87.3 n/a
S4-Net 86.7 90.4 95.3 97 97.2 n/a 68.6 76.7 82.6 86.9 89 n/a
(a) Accuracy and Intersection-over-Union metrics on the training set.
Accuracy Intersection over Union
annotation percentage (%) annotation percentage (%)
0.1 0.25 0.5 1 2 100 0.1 0.25 0.5 1 2 100
SL w/o annot. warping 60 63.1 66.3 70.6 75.7 84.9 33.2 35.7 37.1 41.6 46.1 60.8
SL w/ annot. warping 76 78.6 83.5 84.4 84.8 n/a 48.3 51.1 57.9 59.8 59.5 n/a
S4-Net 78.9 82.8 84.5 84.7 82 n/a 52.3 56.9 60.4 59.9 62.7 n/a
(b) Accuracy and Intersection-over-Union metrics on the test set.
Accuracy Intersection over Union
annotation percentage (%) annotation percentage (%)
0.1 0.25 0.5 1 2 100 0.1 0.25 0.5 1 2 100
SL w/o annot. warping 56.1 56.5 60.8 61 63.2 66.2 27 27.1 29.1 30.4 30.9 33.4
SL w/ annot. warping 60.7 63.7 63.9 66.8 64.3 n/a 30.3 32.5 31.6 35 33.4 n/a
S4-Net 63 67.6 65.4 66.7 66 n/a 32.2 35.6 34.5 34.5 34.1 n/a
S4-Net w/ n-a sequences 65.3 73.1 69.7 72.4 73.2 n/a 37 49.5 43.3 46.4 49.8 n/a
(c) Accuracy and Intersection-over-Union metrics on the ’generalization test set’.
(d) Accuracy metric on different datasets for the different methods when varying the percentage of annotated images.
(e) Same for the Intersection-over-Union metric.
Figure 3: Datasets created from ScanNet, S4-Net average performances in respect to the percentage of annotations used
during training. ’SL’ stands for supervised learning, and ’S4-Net w/ n-a sequences’ for S4-Net trained with additional non-
annotated sequences. The performances on the ’generalisation test set’ are the ones relevant for real applications.
(a) Supervised approach (b) S4-Net (c) Ground Truth
Figure 4: Qualitative results on the generalization test set created from ScanNet. The supervised approach is able to predict
correctly large parts of the segmentations on new scenes but still makes many mistakes. S4-Net can exploit additional non-
labeled sequences of other scenes to correct most of these mistakes. The floor class is shown in green, the structure class in
blue, the furniture class in cyan, and the props class in yellow.
(a) Supervised with annotation warping (b) S4-Net (c) Ground Truth Annotation
Figure 5: Qualitative results on the segmentation problem from FusionLabel. Annotation warping on its own is not enough
to learn a whole scene from a single manual annotation. S4-NET improves performance on partially occluded objects up to
some extent. Mistakes made by the supervised approach, shown with black ellipses, are corrected by S4-Net because of the
influence of geometric constraint. However, S4-Net fails to deal with the regions shown with red ellipses that consistently
output the wrong class.
5. Conclusion
We presented S4-Net, a semi-supervised semantic seg-
mentation learning method with geometric constraints. We
showed that semi-supervised learning with geometric con-
straints is a powerful framework to efficiently learn seman-
tic segmentation when only a fraction of data is annotated.
The current drawback of our implementation is that it re-
quires depth data for the training images. As mentioned
in the introduction, an option is to rely on automated dense
SLAM systems to obtain such data from color images. Such
systems are also in very fast development [11, 36, 5], and a
very exciting possible extension of our work is to simulta-
neously learn to recover both geometry and semantic infor-
mation from simple video sequences.
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