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Current intra-domain routing protocols like OSPF and IS-IS use link-state rout-
ing algorithms with hop-by-hop forwarding that sacrifice traffic engineering per-
formance for ease of implementation and management. Though optimal traffic
engineering routing algorithms exist, they tend to be either not link-state algo-
rithms or to require source routing – characteristics that make them difficult to
implement. As the focus of this dissertation, we introduce HALO, the first opti-
mal link-state routing algorithm with hop-by-hop forwarding. Furthermore, we will
show that our solution can adapt to changing network topology and traffic patterns
automatically because the link weights that the protocol uses are purely based on
link rates – a useful property in dynamic network conditions. The optimality of
the algorithm is proved, its search trajectory is compared with previously proposed
optimal routing schemes and the affects of its co-existence with single path routing
is studied. Additionally, we present the results of numerical evaluations on several
test cases including the benchmark Abilene network that confirms the optimality
of the algorithm, evaluates its speed of convergence and adaptivity under changing
network conditions and provides evidence of the ability of the protocol to handle
asynchrony in the network. We also present results from an experimental testbed
that provides further evidence of the optimality, rate of convergence and adaptivity
of the HALO protocol.
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CHAPTER 1
INTRODUCTION
Finding optimal routes [1] in packet-switched networks has been of fundamental
research and practical interest since the early 1970s with the advent of ARPANET
[2], the predecessor of the Internet. But today, sub-optimal distributed link-state
routing protocols with hop-by-hop forwarding like OSPF and IS-IS are the domi-
nant intra-domain routing solutions on the Internet. As the network scaled, it was
clear that the simplicity of these schemes (the main idea is to centrally assign ap-
propriate weights to links and compute shortest paths using Dijkstra’s algorithm)
made them easier to implement and manage compared to the optimal solutions
that had been proposed. Therefore, these algorithms have become ubiquitous de-
spite their potentially very large performance loss. Some of the lost performance
was recouped through extensive capital expenditure. For instance, due to the poor
resource utilization resulting from these protocols, many links of the internet are
so over-provisioned to support peak traffic that they run at very low utilizations on
average. Unsurprisingly, the search for an optimal routing algorithm that has the
same ease of management and implementation as OSPF has continued unabated.
1.1 Motivation
Our work was motivated by the performance loss of OSPF and IS-IS and the
resulting inefficiencies. In fact, given the offered traffic, finding the optimal link
weights, if they even exist, for OSPF/IS-IS is a well-known NP-hard problem [3].
Furthermore, it is possible for even the best weight setting to lead to traffic that
deviates significantly from the optimal traffic distribution [3].
1
But before we proceed, we define a few basic terms followed by some more
background to motivate our study.
Link-state: Routers make routing decisions based on knowledge of the network
topology and the weights associated with the links.
Hop-by-hop: Each router, based on the destination address, controls only the
next hop that a packet takes.
Optimal: The routing algorithm minimizes some cost function (e.g. minimize
total delay) determined by the network operator. The problem of guiding
network traffic through routing to minimize a given global cost function is
called traffic engineering (TE).
Adaptive: the algorithm does not require the traffic demand matrix as an explicit
input in order to compute link weights. Specifically, the algorithm seamlessly
recognizes and adapts to changes in the network, both topology changes and
traffic variations, as inferred from the network states like link flow rates.
As can be expected, designing an optimal protocol while keeping the simplicity
of link-state hop-by-hop protocols comes with a few challenges. Firstly, relying
only on link-state information means that no router is aware of the individual
communicating pairs in the network or their requirements and yet have to act
independently such that the TE objective is optimized. This is a very real restric-
tion as in any large dynamic network like the Internet, it is not possible to obtain
information about individual communicating pairs. If the link-state requirement is
set aside, optimal distance-vector protocols that rely on locally transmitted node-
states exist [4]. However, the main reason that a distance-vector protocol is not
preferred for intra-domain routing is because it suffers from scalability issues as
2
well as decreased robustness like vulnerability to a single rogue router taking down
the network as in the “Internet Routing Black Hole” incident of 1997 [5].
Secondly, the hop-by-hop forwarding requirement prevents routers from con-
trolling anything except the next hop that a packet can take. As a result, routers
cannot take advantage of any additional information that they have about traf-
fic originating with them. If this requirement is set aside, a projected gradient
approach [6] can be used to yield optimal link-state algorithms which can be im-
plemented with source routing, where the path a packet takes through the network
is encoded in its entirety at the source. Even though such schemes can be imple-
mented with MPLS [7, 8], optimality comes at the cost of establishing multiple
end-to-end virtual circuits. Moreover, as the traffic changes, the end-to-end virtual
circuits that were established for a particular traffic pattern become less useful and
performance degrades.
Lastly, our solution has the advantage of being adaptive and if this requirement
is set aside, recently significant progress was made in this direction with PEFT, a
link-state protocol with hop-by-hop forwarding based on centralized weight calcu-
lations [9]. Since the link weights are calculated in a centralized manner with the
traffic matrix as an explicit input, PEFT is not adaptive. Also, PEFT does not
always guarantee optimality as claimed in the paper1.
1When the optimal routing solution does not use all available paths to the destination, as is
the case in many networks, for example, any network with at least a loop, a set of finite optimal
weights for PEFT [9] does not exist. For more details please see Appendix A.
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1.2 Contributions
In this dissertation, we present HALO (Hop-by-hop Adaptive Link-state Optimal),
which to the best of our knowledge, is the first optimal link-state hop-by-hop rout-
ing algorithm. The main contribution of our work is the design of the HALO
protocol and the proof of its optimality. We also study how the search trajectories
followed by the different protocols that have been proposed for optimal traffic en-
gineering are different and construct an example where each protocol calculates a
different optimal solution. Additionally, we explore how HALO can co-exist with
a single path routing protocol in a network and demonstrate how the protocol
strictly improves network performance in such a situation. We support our theo-
retical arguments through numerical evaluations on several test cases including the
benchmark Abilene network. The results verify the optimality and the adaptivity
of the protocol and provide insight into its rate of convergence. We also report the
results of experiments on a real network testbed running the HALO protocol that
further verify our predictions about the optimality and adaptivity of HALO.
The dissertation is organized as follows. In Chapter 2 we review several different
solutions that have been proposed for the traffic engineering problem and clearly
identify the missing piece that is provided by our work. Next we present the
Multicommodity Flow problem which provides the model for our analysis and
introduce notation in Chapter 3 before presenting and analyzing our solution in
Chapters 4 and 5, followed by further discussion in Chapter 6. Numerical and
experimental evaluations are used to verfiy the performance of the protocol in
Chapter 7 and Chapter 8 before we conclude the dissertation with a summary and
future research directions in Chapter 9.
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CHAPTER 2
BACKGROUND ON ROUTING IN INFORMATION NETWORKS
Over the years, due to its importance, the TE problem has attracted a lot of
research attention from different research communities. Below we provide a brief
overview of major related existing results to show where our work fits. While no
means exhaustive, since this review includes papers from different communities
such as control, optimization, networking, and theoretical computer science, we
hope that this chapter can help researchers interested in this topic find important
results from other communities.
Broadly, the existing work can be divided into studies of heuristic improvements
to OSPF, designing traffic demand agnostic/oblivious routing protocols and studies
of optimal routing algorithms. The work on OSPF [3, 10, 11] was motivated
by the need to improve its efficiency after it had become the dominant routing
protocol on the internet. However, though these techniques have been shown to
improve the performance of OSPF significantly by finding better weight settings
for the algorithm, the results are still far from optimal. Typically, these efforts
also assume that a good estimate of the traffic demand in the form of a traffic
matrix is available. While excellent work has been done in the direction of traffic
matrix estimation, even the best results have errors in the elements of the estimated
traffic matrix on the order of 20% [12] – difficulties which can lead to potentially
bad traffic engineering. As Figure 2.1 illustrates, we are proposing a shift in how
traffic engineering is performed by advocating a move to relying directly on the
link loads to track the optimal routing solution.
Oblivious routing has been proposed as a way around the need for estimating
the traffic matrix for good TE. The idea is to come up with a routing solution
5
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Figure 2.1: Flowcharts illustrating the difference between TE today and the pro-
posed technique.
that performs well irrespective of the traffic demand by comparing the ‘oblivious
performance ratio’ of the routing, i.e., the worst case performance of the routing
for a given network over all possible demands. Breakthrough work in this area
include papers by Applegate and Cohen [13] that developed a linear programming
method to determine the best oblivious routing solution for the special case of
minimizing maximum channel utilization and Kodialam et al [14] that focused
on maximizing throughput for the special case of two phase routing. But some
important drawbacks of these methods are that the oblivious routing solutions do
not adapt well to changes in the network topology and that by not taking advantage
of actual traffic information the routing still incurs significant performance losses.
On the other hand, there are optimal solution techniques that deliver on per-
formance without the need for an estimated traffic matrix by relying on knowledge
of the link flow rates. They can be broadly classified into protocols that are
distributed per node and protocols that are distributed per commodity or source-
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destination pair as these approaches are representative of the main ideas used to
tackle the optimal routing problem.
The class of decentralized algorithms that are node-based are distance-vector
protocols and include the ones proposed by Gallager in his classic paper [4], Stern
[15] and Agnew [16]. The idea behind these algorithms was that as long as a
node was aware of the “price” (“average distance”) to each destination at each
of its neighbors, it had enough information to make optimal forwarding decisions.
From an optimization standpoint, this is a natural and mathematically elegant
approach since the main ideas follow directly from the decomposition of the dual
of the TE optimization problem. Decompositions like this, which have been very
successful for problems of this type [17], can be used to yield updating rules for
both primal and dual variables (split ratios and node prices in [4]) that can be
shown to converge to optimal solutions. Similar node-based ideas have also been
applied to cross-layer optimization of networks [18, 19].
On the other hand, we have optimal link-state routing algorithms that are
decentralized by source-destination pairs (path-based). Examples of this variety
include the flow deviation technique advocated by Fratta et al [2], projection meth-
ods proposed by Bertsekas and Gafni [6] as well as proximal decomposition meth-
ods [20]. These solutions are based on iteratively calculating a shortest path at
the source for each commodity and transferring varying amounts of flow from the
non-shortest paths to the shortest path to obtain the optimal traffic distribution.
An important limitation of these algorithms is that, as noted earlier, they require
source routing, i.e., the route a packet will take through the network has to be
completely encoded at the source.
Another direction of inquiry centered on decentralization by source-destination
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Table 2.1: Comparison of Routing Algorithms
Algorithm Link-state Hop-by-hop Optimal Adaptive
OSPF X X × ×
Gallager’s [4] × X X X
Projected Gra-
dient [6]
X × X X
PEFT [9] X X × ×
HALO X X X X
pairs, and thus requiring source routing, focused on the development of approxi-
mation algorithms that had bounded computational requirements. Many excellent
papers were written in this area [21, 22, 23, 24], with the guarantees on the compu-
tational requirements improving steadily over the years. While in this dissertation
we do not provide theoretical analysis on the run-time of our algorithm, our al-
gorithm just adds simple operations on top of standard shortest path algorithms
and our numerical evaluations show that even for large networks our algorithm
converges fairly quickly to an optimal solution.
The preceding overview of how the literature has developed in this area, clearly
reveals the missing link in the search for an optimal link-state hop-by-hop routing
algorithm. In this dissertation, we provide this missing link by introducing HALO.
A comparison of several existing solutions and ours can be seen in Table 2.1.
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CHAPTER 3
MULTICOMMODITY FLOW AND OPTIMAL ROUTING
The optimization problem that is used for traffic engineering is the Multi-
Commodity Flow problem (MCF). For a given directed graph G = (V,E) with
node/router set V and edge/link set E with link capacities cu,v, ∀(u, v) ∈ E, and
demands D(s, t) defined as the rate required for communication from s to t, the
MCF problem can been summarized below.
min
f tu,v
Φ(f)
s.t.
∑
v:(s,v)∈E
f ts,v −
∑
u:(u,s)∈E
f tu,s = D(s, t), ∀s 6= t
fu,v =
∑
t∈V
f tu,v ≤ cu,v, ∀(u, v)
f tu,v ≥ 0
Here commodities are defined in terms of their final destination t. f tu,v is the
flow on link (u, v) corresponding to commodity t and fu,v is the total flow on link
(u, v). The cost function, Φ, is typically selected to be a convex function of the
link rate vector f = {fu,v}, ∀(u, v) ∈ E. For example, if we use the M/M/1 delay
formula for the cost function, then Φ(f) =
∑
u,v Φu,v(fu,v) =
∑
u,v fu,v/(cu,v− fu,v)
[1]. Throughout the dissertation, for numerical examples, we will use this cost
function unless specified otherwise. It is also assumed that Φ′u,v(fu,v) → ∞ when
fu,v → cu,v. This captures the common practice of not allowing links to operate
too close to capacity. In this dissertation, given a function γ(x(τ)), we will use γ′
to represent the derivative of γ with respect to x and γ˙ to represent the time (τ)
derivative of γ.
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Provided that the objective does not have a barrier to approaching capacity
built into it, we can modify it slightly as is commonly done in the literature as
well as in implementation. The trick, as illustrated in Figure 3.1, is to charge a
very high cost as a link approaches capacity which is something that we wish to
do anyway.
We also define the price of a link (u, v) as wu,v = Φ
′
u,v(fu,v), the price of a path
p as
∑
(u,v)∈pwu,v and the price at a node u to a destination t as,
qtu =
∑
v:(u,v)∈E
αtu,v[wu,v + q
t
v] (3.1)
where qtt = 0. The price at a node can be interpreted as the average price to the
destination from that node where the average is taken over all outgoing edges to the
destination weighted by the split ratios along those edges. If instead the average
is done over all possible paths, Equation (3.1) can be stated without recursion as,
qtu =
∑
p∈Pu,t
dp
∏
(i,j)∈p
αti,j (3.2)
where Pu,t is the set of all paths from u to t and dp =
∑
(u,v)∈pwu,v.
A fact about MCF is that its optimal solution generally results in multi-path
routing instead of single-path routing [25]. However, finding the right split ratios
for each router for each commodity is a difficult task. Our starting point is to merge
the link-state feature of protocols that were decentralized by source-destination
pairs with the hop-by-hop forwarding feature of the node-based decentralization
schemes. More concretely we,
• adjust each router’s split ratios and move traffic from one outgoing link to
another. This only controls the next hop on a packet’s path leading to hop-
by-hop routing. If instead we controlled path rates we would get source
routing.
10
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0 𝑓𝑢,𝑣 𝑐𝑢,𝑣 𝜌𝑐𝑢,𝑣 
Figure 3.1: Modifying Φ. Make the cost increase rapidly as capacity is ap-
proached, say from a point ρcu,v for ρ < 1.
• increase the split ratio to the link which is part of the shortest path even
though the average price via the next hop node may not be the lowest. If
instead we forwarded traffic via the next hop node with the lowest average
price we get Gallager’s approach, which is a distance vector solution.
• adapt split ratios dynamically and incrementally by decreasing along links
that belong to non-shortest paths while increasing along the link that is part
of the shortest path at every router. If instead split ratios are set to be
positive instantaneously only to the links leading to shortest paths, then we
get OSPF with weights, wu,v.
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CHAPTER 4
CASE STUDIES ON OPTIMAL ROUTING
“The only real valuable thing is
intuition.”
Albert Einstein
In order to develop an intuitive understanding of why our solution takes the
form that it does, it is helpful to consider a few concrete special cases first. These
four cases, each of which clearly highlights the reason for including a particular
factor in our solution, progressively lead us to the final algorithm, which we will
prove to always work for any general case in Chapter 5. The calculations in this
chapter also give hints to the main idea of the proof.
4.1 Finding the Right Split Dynamically
First let us consider a very simple example illustrated in Figure 4.1. It is worth
noting that the KKT optimality conditions [26] of the MCF problem require that
at the optimal solution the traffic rate is positive only along paths with the lowest
price. In this example, assuming initially wl > ws, a simple strategy to reach
optimality might be to dynamically shift traffic from the more expensive link to
the cheaper link at some rate δ > 0 till the prices of the two links become the
same. In terms of the change in split ratios at node A this would be equivalent to
decreasing αl and increasing αs at rate δ/r.
There are two ways to interpret and generalize the intuition gained from this
scenario. Both give the same solution for this very simple example but in general
12
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Figure 4.1: Finding the right split dynamically. Suppose that there is a single
demand of rate r trying to get to destination B. Initially, the split ratios at A are
αl along the more expensive link with price wl = Φ
′
l and αs along the cheaper link
with price ws = Φ
′
s.
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Figure 4.2: A first test. Suppose the link weights are as shown and wl > wm >
ws + wB. There is a single demand D(A,C).
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Figure 4.3: Multiple outgoing paths. Suppose the link weights are as shown
and wl > wm > ws + wB. There is a single demand D(A,C).
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Figure 4.4: Multiple inputs. Suppose the link weights are as shown and wl >
wm > ws + wB. There are k demands D(Ai, C), i = 1, . . . , k.
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Figure 4.5: Trajectories taken by Gallager’s algorithm (dashed line) and our algo-
rithm (solid line) to converge to the optimal solution. Cost values are shown for
some contour lines.
will lead to different dynamics (See Figure 4.5) and possibly different split ratios
(See Figure 6.1a). One interpretation, which forms the basis of the technique
proposed by [4], is that the router shifts traffic headed to neighbor nodes with
higher average price to the neighbor node with the lowest average price. A different
interpretation, which is the basis of our protocol, is that the router shifts traffic
from links along more expensive paths to the link along the path with the lowest
price. Mathematically, we reach the following update rule for the split ratios,
α˙tu,v = −
δ
rtu
(4.1)
where (u, v) ∈ E but is not on the shortest path from u to destination t and rtu is
the incoming rate at node u to destination t.
4.2 A First Test
However, as a potential counter-example to this interpretation, it is possible to
suggest some version of the scenario described in Figure 4.2. Here there is traffic
demand of rate r from router A to router C. The initial splits at router A are αm
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along an intermediate price link with price wm and αw along the more expensive
route with price wB + wl, assuming αl = 1 initially. The relationship between the
initial link prices are assumed to be wl > wm > ws + wB, i.e., link (A,B) is along
the shortest path from A to C, but B also has the most expensive way to reach
C. The concern is that router A shifting traffic from the intermediate price link
to the link with price wB might result in the cost increasing as router B currently
routes traffic only through the most expensive link (αl = 1). But because router
B decreases αl and increases αs (in conjunction with the changes at router A), the
total cost does in fact decrease. More precisely, the cost derative can be calculated
as follows,
Φ˙ =− r × δ
r
× wm + r × δ
r
× (wB + wl)
− rB × δ
rB
× wl + rB × δ
rB
× ws
=− δ(wm − wB − ws) ≤ 0
where rB is the incoming rate to C at B (superscript dropped for convenience since
C is the only destination) and the inequality follows from the relationship between
the prices.
This particular example can also be used to illustrate the difference between
our approach and Gallager’s technique which arises from the fact that the link
leading to the neighbor with the lowest average price (path A-C with price wm)
may not lead to the cheapest path (path A-B-C with price wB + ws). Figure 4.5
shows the trajectories taken by the two different algorithms to converge to the
optimal solution for this topology. In order to simulate the long link between
node B and node C, an intermediate dummy node D is introduced that splits the
bottom link between B and C into two equal capacity links. The capacities used
were (A,B) = 5, (B,C) = 10, (A,C) = (B,D) = (D,C) = 3. The rate r = 1 and
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initially αw = αm = 0.5 and αl = 1. Here we take only one split ratio at each node
because the value of that split ratio automatically defines the value of the other
at each node. Using Gallager’s algorithm, initially, as can be seen, following the
lowest average price path to the destination (A,C), there is an increase in the value
of αm. Also, as expected from theory, the trajectory of the algorithm (gradient
descent) is perpendicular to the objective function contour curves. On the other
hand, using HALO, both split ratios are decreased initially. HALO’s trajectory
is usually not perpendicular to the counter curves, however, it still goes along a
descent direction and drives the total cost down.
4.3 Multiple Outgoing Paths
The above case study might lead us to ask whether the simple rule developed thus
far (Equation (4.1)) is sufficient to guarantee decreasing network cost along any
trajectory. In order to see why it is not, consider the situation presented in Figure
4.3. Now there are k intermediate price links from router A to router C each of
which gets αm/k fraction of the demand. The relationship between the link prices
is the same as in the previous example. Now the concern is that shifting traffic in
an unrestricted fashion from the intermediate price links to router B with αl = 1,
might result in an increase in the cost and it is a valid concern as illustrated by
the following calculation.
Φ˙ =− k × r × δ
r
× wm + k × r × δ
r
× (wB + wl)
− rB × δ
rB
× wl + rB × δ
rB
× ws
=− kδwm + δ(kwB + ws) + (k − 1)δwl
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which may be positive for k > 1. But this problem can be surmounted by modifying
the update rule followed by the split ratios by adding a weighting factor of the split
ratio itself. Mathematically, we have
α˙tu,v = −
αtu,vδ
rtu
(4.2)
where (u, v) ∈ E but is not on the shortest path from u to destination t.
With this new rule, the cost derivative can be evaluated as,
Φ˙ =− k × r × δαm
rk
× wm + kr × δαm
rk
× (wB + wl)
− rB × δ
rB
× wl + rB × δ
rB
× ws
=− δ[αmwm + (1− αm)(wB + wl)] + δ(wB + wl)
− δwl + δws
=− δ[αmwm + (1− αm)(wB + wl)] + δ(wB + ws)
≤0
where the last inequality follows from the fact that the average price from router
A to C, which is αmwm + (1−αm)(wB +wl) has to be at least as large as the price
of the shortest path from A to C, which is wB + ws.
4.4 Multiple Inputs
Does Equation (4.2) ensure that total cost decreases along its trajectory? Another
case worth considering is illustrated in Figure 4.4. This time there are k sources
A1, . . . , Ak that have data to send to router C. Now the concern is that shifting
traffic in an unrestricted manner from all the sources to router B with αl = 1,
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could cause the total cost to increase as shown by the calculations below,
Φ˙ =− k × r × δαm
r
× wm + k × r × δαm
r
× (wB + wl)
− rB × δ
rB
× wl + rB × δ
rB
× ws
=− kδ[αmwm + (1− αm)(wB + wl)] + (k − 1)δwl
+ δ(kwB + ws)
which may be positive for k > 1. Once again it is possible to modify the update
rule for the split ratios from δαtu,v/r
t
u to δα
t
u,v/η
t
ur
t
u. In this case, η
t
u = k while
for a general network we will specify how to calculate ηtu in Chapter 5, Algorithm
1. With the new rule, the cost derivative will be the same as in Section 4.3, and
always no more than zero.
Formally, the above discussion leads us to further modify the update rule in
Equation (4.2) to
α˙tu,v = −
αtu,vδ
ηtur
t
u
(4.3)
where (u, v) ∈ E but is not on the shortest path from u to destination t. In the
following chapter we will show that for any network, this update rule for the split
ratios (4.3) makes the total cost of the network always decrease, resulting in the
split ratios converging to a set where every element of the set achieves the global
optimum to the MCF problem, and therefore achieves optimal TE.
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CHAPTER 5
THE HALO PROTOCOL – DESCRIPTION AND ANALYSIS
We first introduce some additional necessary notation. For a particular desti-
nation t at node s we define,
rts =
∑
u:(u,s)∈E
f tu,s +D(s, t)
the inflow rate to a node s destined to t which because of node flow balance
requirements is also the outflow at s to t. We will also use α without indexing to
represent the set of all the split ratios from all the routers in the network. We have
already noted that at a router u, αtu,v controls the fraction of traffic to destination
t that uses outgoing link (u, v) while satisfying αtu,v ≥ 0 and
∑
v:(u,v)∈E α
t
u,v = 1.
Next, we define ηtu, the branch cardinality, as the product of the number of
branches encountered in traversing the shortest path tree rooted at t from t to u.
Being a link-state routing algorithm, each node u has the link-state information to
run Dijkstra’s algorithm to compute the shortest path tree to destination t. Here
additional care is required because every node has to independently arrive at the
same shortest path tree to ensure that the algorithm proceeds as expected. So at
any stage of Dijkstra’s algorithm, if there is ambiguity as to which node should
be added next, tie-breaking based on node index is used. The calculation of ηtu
proceeds as shown in Algorithm 1. For an illustration of how ηtu is calculated,
please refer to the example following the proof of Theorem 1.
5.1 Description
We are now in a position to describe the adaptive link-state routing algorithm.
For any node u, it controls the evolution of the destination specific split ratio αtu,v.
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Algorithm 1 Algorithm to calculate ηtu {we, ∀e ∈ E}
1: Compute shortest path tree for destination t using Dijkstra’s algorithm with
tie-breaking based on node index
2: Traverse the tree from t to u
3: Initialize ηtu ← 1
4: At every junction do ηtu ← ηtub where b is the number of branches from that
junction
Suppose that (u, v¯) ∈ E and (u, v¯) is part of the shortest path to t from u. Then
HALO calculates the split ratios as follows.
if rtu > 0, α˙
t
u,v = −
αtu,vδ
ηtur
t
u
, v 6= v¯ (5.1)
α˙tu,v¯ = −
∑
v:(u,v)∈E, v 6=v¯
α˙tu,v (5.2)
else if rtu = 0, α
t
u,v = 0, v 6= v¯ (5.3)
αtu,v¯ = 1 (5.4)
We present the formal description of HALO in Algorithm 2.
Algorithm 2 Forwarding Algorithm at Router u {we,∀e ∈ E}
1: for all t do
2: Calculate ηtu
3: if rtu == 0 then
4: for all v 6= v¯ do
5: αtu,v = 0
6: end for
7: αtu,v¯ = 1
8: else
9: for all v 6= v¯ do
10: α˙tu,v = −α
t
u,vδ
ηtur
t
u
11: end for
12: α˙tu,v¯ = −
∑
v:(u,v)∈E,v 6=v¯ α˙
t
u,v
13: end if
14: end for
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5.2 A Hybrid Systems Perspective
The dynamics of HALO is best studied in the context of hybrid systems theory.
Hybrid systems are dynamical systems that have both continuous (the split ratios)
and discrete (the current shortest path tree) states. In the analysis that follows,
we will invoke a version of the LaSalle Invariance Principle for hybrid systems
from Lygeros et al [27]. But in order to be able to apply the theorem, we have to
establish that our system is non-blocking, deterministic, continuous and satisfies
Assumption II.2 from the paper, which requires that the sets Init and DomH are
closed and that ReachH = Init ⊂ DomH . Here Init is the set of intial states,
ReachH represents the set of states reachable by our hybrid system H and DomH
represents the domain of H.
We will first argue that our hybrid automaton satisfies Assumption II.2 and
then establish that it is deterministic, non-blocking and continuous. For our al-
gorithm, suppose that the set of initial states is any feasible assignment of split
ratios. Then ReachH ⊆ Init, since all reachable states have to be feasible. Also,
any initial feasible state is trivially reachable (by starting from that state) giving
us Init ⊆ ReachH and therefore, Init = ReachH .
In order to argue that the algorithm is deterministic we will rely on Lemma
III.2 [27] which requires a hybrid system to satisfy three conditions for it to be
deterministic. The first condition requires that if a discrete transition happens
from a state, then continuous evolution should not be possible from that state. In
our algorithm, discrete transitions happen when a router changes its shortest path
to a destination. At such a state, continuous evolution is indeed impossible since
continuous evolution would imply that we did not change the shortest path even
though the underlying state had produced a change in the shortest path to the
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destination. The second condition requires that when a discrete transition is about
to happen, there should be no confusion as to which transition should take place.
Because we have imposed tie-breaking between different shortest paths, this will
not happen. The last condition requires that when a discrete transition happens,
the ‘reset’ map should have only one element. Since our discrete transitions happen
with the split ratios changing continuously across the transition this is true as well.
Consequently, our system is a deterministic hybrid automaton.
In order to argue that the system is non-blocking we will rely on Lemma III.1
[27] which essentially states that if we reach a state from which continous evolution
is impossible, a discrete transition should be available. For our algorithm this is
true by construction.
Lastly, we will argue that our system is a continuous hybrid automaton since
it satisfies the definition of continuous hybrid automata from Lygeros et al [27]
which basically captures the intuitive idea that for any two states that are close
to each other, it should be possible to find two initial states that are close to each
other executing from which for approximately the same time should lead to those
two states. Since our system is locally Lipschitz continuous in between discrete
transitions and because by definition, states separated by discrete transitions can-
not be arbitrarily close to each other, it is easy to see why our system satisfies the
requirements to be classified as a continuous hybrid system.
5.3 Analysis
To establish that HALO leads to optimal TE, we will need the following two
lemmas. The first one which was derived by Gallager [4], relates the node prices
23
to the link weights for each destination t.
Lemma 1.
∑
u∈VD(u, t)q
t
u =
∑
(u,v)∈E f
t
u,vwu,v
Proof.
∑
u∈V
rtuq
t
u =
∑
u∈V/t
rtu
∑
v:(u,v)∈E
αtu,v[wu,v + q
t
v]
=
∑
(u,v)∈E
f tu,v[wu,v + q
t
v]
=
∑
(u,v)∈E
f tu,vwu,v +
∑
v∈V
qtv
∑
u:(u,v)∈E
f tu,v
=
∑
(u,v)∈E
f tu,vwu,v +
∑
u∈V
qtur
t
u −
∑
u∈V
D(u, t)qtu
The first equality is obtained using equation (3.1) and the second equation is
obtained by applying the relationship between the inflow rate to a node, split ratios
and link flow rates while the last equation is obtained by applying the definition of
the inflow rate. Cancelling terms on both sides and rearranging yields the desired
result.
The lemma analytically states the intuitive idea that the total price of sending
traffic to meet the demand in the network, as defined by the sum of the products
of the traffic demand rate and the node price for each demand node, is equal to
the sum over all links of the price of sending traffic through each link. The next
lemma describes how to calculate the rate of change of network cost [18].
Lemma 2.
∑
(u,v)∈E
f˙ tu,vwu,v =
∑
u∈V
∑
(u,v)∈E
rtuα˙
t
u,v[wu,v + q
t
v]
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Proof. The time derivative of the statement of Lemma 1 is,∑
u∈V
D˙(u, t)qtu +
∑
u∈V
D(u, t)q˙tu =
∑
(u,v)∈E
f˙ tu,vwu,v +
∑
(u,v)∈E
f tu,vw˙u,v (5.5)
Note that D˙(u, t) = 0, as we assume that the demands are varying at a slower
timescale than the dynamics of the algorithm. Next consider the expression,∑
u∈V
rtuq˙
t
u =
∑
u∈V/t
rtu
∑
v:(u,v)∈E
{
α˙tu,v[wu,v + q
t
v] + α
t
u,v[w˙u,v + q˙
t
v]
}
=
∑
u∈V
∑
(u,v)∈E
rtuα˙
t
u,v[wu,v + q
t
v] +
∑
(u,v)∈E
f tu,v[w˙u,v + q˙
t
v]
=
∑
u∈V
∑
(u,v)∈E
rtuα˙
t
u,v[wu,v + q
t
v] +
∑
(u,v)∈E
f tu,vw˙u,v +
∑
v∈V
q˙tv
∑
u:(u,v)∈E
f tu,v
=
∑
u∈V
∑
(u,v)∈E
rtuα˙
t
u,v[wu,v + q
t
v] +
∑
(u,v)∈E
f tu,vw˙u,v +
∑
u∈V
q˙tur
t
u −
∑
u∈V
D(u, t)q˙tu
Cancelling terms and rearranging we get,∑
u∈V
D(u, t)q˙tu =
∑
u∈V
∑
(u,v)∈E
rtuα˙
t
u,v[wu,v + q
t
v] +
∑
(u,v)∈E
f tu,vw˙u,v
which we can subsitute into Equation 5.5 to get the desired result.
The above lemma captures the fact that the change in network cost can either
be expressed in terms of the change in the link flow rates, i.e., how each link affects
the network cost or in terms of the change in the split ratios at each node, i.e.,
how each node affects the network cost. Now we are finally in a position to prove
the main result of the dissertation which is summarized in the following theorem.
Theorem 1. In a network, at every node u, for every destination t, let the evo-
lution of the split ratios be defined by equations (5.1) − (5.4). Then starting from
any initial conditions we have,
Convergence: α converges to the largest invariant set in {α|Φ˙(f) = 0}
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Optimality: any element of this set yields an optimal solution to the MCF problem.
Proof. We will prove the result in three steps. First, we will first show that Φ˙(f) ≤
0, which is the key step of the whole proof. Then, we will use this result to invoke
LaSalle’s Invariance Principle for hybrid systems [27] to argue that α converges
to the largest invariant set in {α|Φ˙(f) = 0}. Lastly, we will establish that any
element of this set is an optimal solution to the MCF problem.
In order to show that Φ˙(f) ≤ 0, note that,
Φ˙(f) =
∑
t∈V
∑
(u,v)∈E
f˙ tu,vwu,v =
∑
t∈V
Φ˙t(f)
where Φ˙t(f) =
∑
(u,v)∈E f˙
t
u,vwu,v is the rate of change of the network cost as the
flows to destination t change. Consequently, if we show that Φ˙t(f) ≤ 0 for each
destination t, then we have that Φ˙(f) ≤ 0. From Lemma 2 we know that,
Φ˙t(f) =
∑
(u,v)∈E
f˙ tu,vwu,v =
∑
u∈V
∑
(u,v)∈E
rtuα˙
t
u,v[wu,v + q
t
v]
The key idea behind the proof is to decompose the change in cost to a particular
destination t, by grouping the terms from the summation derived in Lemma 2,
using the branches of the shortest path tree rooted at that destination. More
precisely, we define a branch (B) as the set of routers on the path from a leaf
router on the shortest path tree to the destination router t. Given the definition,
it is easy to see that some intermediate routers will be shared among multiple
branches. The change in cost contributed by these routers is divided among the
different branches that pass through these routers in the following way. Each
router u has a corresponding ηtu value which appears in the denominator of the
expression for the change in cost. The idea is, when grouping terms, for a particular
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branch passing through an intermediate router, to only take a fraction, 1/piBu , of
the change in cost contributed by the intermediate router, to be summed with
that branch so that piBu η
t
u for that router u is the same as the branch cardinality
of the leaf router which defines the branch. Consequently, piBu η
t
u will be the same
for all routers u encountered in a traversal from the leaf router of the branch to
the destination. Armed with this information, we further break down the above
summation as follows.
∑
u∈V
∑
(u,v)∈E
rtuα˙
t
u,v[wu,v + q
t
v] =
∑
∀B
∑
u∈B
1
piBu
∑
(u,v)∈E
rtuα˙
t
u,v[wu,v + q
t
v]
For a given branch B, with n routers numbered 1, . . . , n from the leaf router to
the destination, as noted above, 1/piBu is the fraction of the change in cost due to
router u that it contributes to the branch summation. For ease of notation, in
what follows, we will use η to represent piBu η
t
u for every router u that belongs to the
branch B. Then, in order to establish that,
∑
u∈V
∑
(u,v)∈E r
t
uα˙
t
u,v[wu,v + q
t
v] ≤ 0 it
is sufficient to show that,
∑
u∈B
1
piBu
∑
(u,v)∈E
rtuα˙
t
u,v[wu,v + q
t
v] ≤ 0
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for all the branches B of the shortest path tree which is true since,∑
u∈B
1
piBu
∑
(u,v)∈E
rtuα˙
t
u,v[wu,v + q
t
v]
=− rt1
∑
(1,v)∈E
αt1,vδ
ηrt1
[w1,v + q
t
v] + r
t
1
∑
(1,v)∈E
αt1,vδ
ηrt1
[w1,2 + q
t
2]
− rt2
∑
(2,v)∈E
αt2,vδ
ηrt2
[w2,v + q
t
v] + r
t
2
∑
(2,v)∈E
αt2,vδ
ηrt2
[w2,3 + q
t
3]
− · · · − rtn−1
∑
(n−1,n)∈E
αtn−1,vδ
ηrtn−1
[wn−1,v + qtv]
+ rtn−1
∑
(n−1,v)∈E
αtn−1,vδ
ηrtn−1
wn−1,n
=− δ
η
qt1 +
δ
η
[w1,2 + q
t
2]−
δ
η
qt2 +
δ
η
[w2,3 + q
t
3]
− · · · − δ
η
qtn−1 +
δ
η
wn−1,n
=− δ
η
[qt1 − w1,2 − · · · − wn−1,n] ≤ 0
The last inequality follows from the fact that the average price from the leaf router
(node 1) to the destination (node n) which can be thought of as an average over
paths from Equation (3.2) has to be no less than the price of the shortest path.
Note that this relationship holds with equality only when the node price of the
leaf node is the same as the price of the shortest path which means that all the
traffic from every node in the branch to the destination is along shortest paths to
the destination.
However, in order to ensure the chain cancellation of node prices that led to
the above result, every node in B has to be executing the algorithm which is
something that HALO requires. Another concern is that it is possible some of the
routers u that belong to B might have rtu = 0, which seems to interfere with the
cancellation of the intermediate node prices. Fortunately, this is not a problem
since the algorithm will send all the incoming traffic along the selected shortest
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path at nodes which did not previously have traffic to the destination. In order to
see why the node price cancelation is not affected, suppose that a subset Br of B
has rtu = 0. Evaluating the branch summation we get,∑
u∈B/Br
−δ
η
(qtu − wu,u+1 − qtu+1)
where for qtu+1 ∈ Br, we take advantage of our additional knowledge about the
routing at nodes belonging to Br, specifically that they forward all incoming traffic
through the shortest path to write qtu+1 = wu+1,u+2 + q
t
u+2 giving us,
−δ
η
[qt1 − w1,2 − · · · − wn−1,n] ≤ 0
Having established that for any branch the change in cost is at most zero, we
can say that the change in cost for the shortest path tree which is composed of
multiple such branches is at most zero as well. The total change in cost is just the
sum of the changes in cost over all destinations which will also be negative. i.e.,
Φ˙ =
∑
t
Φ˙t(f) =
∑
(u,v)∈E
f˙ tu,vΦ
′(fu,v) ≤ 0 (5.6)
Thus, given the control laws we have established that Φ˙(f) ≤ 0. Now, having
earlier established that our system is an example of a non-blocking, determinis-
tic and continuous hybrid automaton, we can apply a generalization of LaSalle’s
Invariance Principle to hybrid automata [27], to show that the set of split ratios
converges to the largest invariant set within {α|Φ˙(f) = 0}.
In order to see why this leads to an optimal solution note that Φ˙(f) =∑
t∈V Φ˙
t(f). We have already shown that each element of this summation is at
most zero along the trajectory. Thus, the only way to have Φ˙(f) = 0 is if each
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Figure 5.1: Shortest Path Tree. Only the links in the shortest path tree for
terminal t is shown with the other links in the network not shown for ease of
exposition.
Φ˙t(f) = 0 which implies that the change in cost along each branch,∑
(u,v)∈E
such that u∈B
rtuα˙
t
u,v[wu,v + q
t
v] = 0
for every t. From the preceding analysis, the change in cost along a branch B is
zero only when all the traffic from the nodes that belong to the branch is being
routed to the destination through shortest paths with respect to the link prices.
Since this is a necessary and sufficient condition for optimality in MCF [1], the
proof is complete.
Next, as an illustrative example to help understand the first step of the above
proof, we consider a sample shortest path tree and perform the corresponding cost
change calculations explicitly. Consider the shortest path tree of Figure 5.1. The
number of branches that we divide the tree into is determined by the number of
leaf nodes. In this example, the shortest path tree rooted at t has 12 leaf routers
and consequently we will divide the summation into 12 branches. Following the
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algorithm for the calculation of η, we find, ηti = 1, η
t
h = 3, η
t
g = 9 and η
t
s = 18. As
noted in the proof, the change in the cost function due to the routers increasing
traffic along the links in the shortest path tree can be calculated using Lemma 2.
In order to evaluate it, we further divide the terms in the summation and group
them per branch. Recall from the proof that for the routers that are downstream
to a leaf router in a branch, only a fraction of the change in the cost contributed by
the downstream router is selected where the fraction is determined by the need to
have the same η for all routers in the summation for a branch. The contribution to
the change in the cost by the routers for the highlighted branch can be calculated
as follows,
∑
u∈B
1
piBu
∑
(u,v)∈E
rtuα˙
t
u,v[wu,v + q
t
v]
=− rts
∑
(s,v)∈E
αts,vδ
ηtsr
t
s
[ws,v + q
t
v] + r
t
s
∑
(s,v)∈E
αts,vδ
ηtsr
t
s
[ws,g + q
t
g]
− rtg
∑
(g,v)∈E
αtg,vδ
2ηtgr
t
g
[wg,v + q
t
v] + r
t
g
∑
(g,v)∈E
αtg,vδ
2ηtgr
t
g
[wg,h + q
t
h]
− rth
∑
(h,v)∈E
αth,vδ
6ηthr
t
h
[wh,v + q
t
v] + r
t
h
∑
(h,v)∈E
αth,vδ
6ηthr
t
h
[wh,i + q
t
i ]
− rti
∑
(i,v)∈E
αti,vδ
18ηtir
t
i
[wi,v + q
t
v] + r
t
i
∑
(i,v)∈E
αti,vδ
18ηthr
t
i
[wi,t]
=− δ
ηts
[qts − ws,g − wg,h − wh,i − wi,t] ≤ 0
31
CHAPTER 6
ADDITIONAL ASPECTS OF HALO
Having described HALO and proved its convergence and optimality, we now
discuss some other facets of it.
6.1 Different Algorithms Can End Up With Different Split
Ratios
As shown in Figure 4.5, the new algorithm follows a different trajectory from
Gallager’s algorithm in searching for an optimal solution. But in that case, both
algorithms converged to the same optimal solution. In general, because MCF
problem is strictly convex in link rates (fu,v) and only convex in flow rates (f
t
u,v),
there can be multiple optimal solutions in terms of the flow rates. We demonstrate
this with the following example. Figure 6.1a shows the network topology that
was studied. Each link has capacity of 5 and there are two demands D(1, 4) =
D(1, 5) = 2. The initial routes supplied to the different algorithms are (1-3-2-4)
and (1-2-4-5), i.e., α41,2 = 0 and α
5
1,2 = 1. As can be seen from Figure 6.1b, each
algorithm generates a different optimal solution, all of which satisfy α41,2 +α
5
1,2 = 1;
an optimality condition which follows from the fact that at optimum, f3,2 = 0 and
the resulting symmetry of the problem.
6.2 Discrete-time Implementation
Although we proved the optimality of HALO using continuous time arguments, any
implementation of the protocol will need to use discrete time steps. Typically, once
32
1 
2 
3 
4 5 
(a) Network used to study algorithm trajectories with initial routes
shown
0 0.1 0.2 0.3 0.4 0.50.5
0.6
0.7
0.8
0.9
1
α1,2
4
α
1,
2
5
 
 
HALO
Gallager
Gradient Projection
PEFT(0.23, 0.77)
(0.25, 0.75)
(0.47, 0.53)
(0.5, 0.5)
(b) Trajectories taken by different algorithms to find the optimal solu-
tion
Figure 6.1: Trajectory Comparison
a continuous time argument is available, it is enough to expect that with a small
enough step size, similar results should hold in discrete time as well. However,
HALO exhibits hybrid dynamics where this intuition is sometimes not accurate
[28]. Fortunately, our extensive numerical and experimental evaluations in Chapter
7 and Chapter 8 indicate that this is not the case and that the algorithm does in
fact converge to the optimal solution even in discrete time.
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6.3 Interaction with Single Path Routing
Before we delve into the analysis of how HALO interacts with a single-path routing
protocol, it is necessary to clearly state the assumptions that we use and to estab-
lish the set up of interest to us. Firstly, by a single-path protocol used to make
routing decisions, we mean that the router uses a set of link weights to calculate
the shortest path to the destination and makes forwarding decisions based on that
shortest path. Also, if the single-path protocol calculations are triggered as often
as that of HALO, it is easy to construct examples where the routes in the network
will oscillate and not settle down. This is because the single-path protocol moves
all the traffic from one path to another instead of just a fraction. So, secondly, it
is important to have a notion of time-scale separation between how often HALO
is triggered and the single-path protocol is triggered. In our set up, it is assumed
that the subset of routers running HALO will execute the algorithm in between
slower single-path protocol calculations.
Given this set up, the two protocols can work with either the same link weights
or protocol specific link weights. Since local optimization algorithms exist for cal-
culating single-path protocol link weights and because protocol specific calculations
can be triggered on the receipt of new protocol specific link weights, we assume the
use of protocol specific link weights that are broadcast by each router at different
time-scales. However, this assumption is more important from an implementation
perspective than for the argument that follows. Another useful assumption is that
each router is aware of the protocol that the other routers in the network are using.
With the time-scale separation and the assumption that every router is aware
of the protocol running at every other router, for a given destination, we can
see that the ‘single-path’ routers have a pruning affect on the network from the
34
perspective of the HALO routers, i.e., the outgoing links that are not used by them
are effectively not a part of the network topology. Assuming that every router is
aware of the protocol running at every other router, the nodes running HALO will
base their calculations on this reduced network and attain the optimal routing
solution for this network. Essentially, the routers implementing HALO increase
the search space for finding a better routing solution and thus improve network
performance.
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CHAPTER 7
NUMERICAL EVALUATION AND RESULTS
In this chapter, we consider numerical evaluations of the performance of HALO
from the point of view of optimality and rate of convergence to the optimal solution.
We also present evidence of the adaptivity of the algorithm as the traffic changes
as well as studies of the performance of HALO in asynchronous evironments and
its interaction with single path routing protocols. The evaluations are primarily
performed on three networks – the benchmark Abilene network (Figure 7.1), a
4 × 4 Mesh network and a two-level hierarchical 50 node network [3]. The 4 × 4
Mesh network is selected to study the affects of intermediate routing loops on the
optimality of the algorithm as this topology is particularly prone to such loops while
the hierarchical network is selected to mimic larger networks with high capacity
backbone links and lower capacity local links. An additional test is performed on
an even larger randomly generated 100 node network in order to confirm that the
algorithm converges quickly for large networks (Figure 7.4). Randomly generated
traffic demands are used for the mesh network and the hierarchical network while
for the Abilene network uniform traffic demand is used. In order to study the
algorithms’ performance, in all three cases, the demand is scaled up till at least
one link in the network is close to saturation at the optimal solution.
7.1 Convergence
As expected, the speed of convergence depends on the step-size. Here, the metric,
network load, is defined as the ratio of the total traffic on the network to its total
capacity. In general, smaller step-sizes guarantee convergence of the algorithm to
the optimal solution at the expense of speed of convergence. This is demonstrated
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Figure 7.1: Abilene Network
to be the case in Figure 7.3. But, as can be seen in Figure 7.3a and Figure 7.3c,
larger step-sizes quickly approach the optimal solution though they can be prone
to oscillations which prevent convergence to optimality. Often, it is sufficient
to come to some neighborhood of the optimal solution and in such cases, exact
convergence ceases to be an issue and small oscillations around the optimal solution
are acceptable. In such situations, a larger step-size may be used. It is encouraging
to note that in all our test cases, including for the large 100 node network (Figure
7.4) the algorithm was fairly quick, converging to a small neighborhood of the
optimal solution within a few hundred iterations.
Another factor that affects the rate of convergence of the algorithm is the load
on the network. The maximum network load for the Abilene network is 24.6%,
mesh network is 26.1% and the hierarchical network is 5.3%. These values indicate
the point at which further scaling up the demand for the given traffic pattern
would exceed the capacity of at least one link in the network, even with optimal
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routing. From Figure 7.2, we can see that the algorithm takes more iterations to
converge to the optimal solution for more heavily loaded networks which matches
intuition. As can be seen, HALO converges to the optimal solution quickly even
in such limiting cases.
7.2 Performance
In order to verify that the algorithm does in fact achieve the optimal solution, the
optimal solution was calculated for the test networks by solving the corresponding
MCF problem using cvx [29] under different network load conditions. The objective
value obtained by using HALO matched the optimal solution for each test case as
can be seen from Figures 7.5a, 7.5b and 7.5c. Also, as expected from theory the
intermediate routing loops produced while determining the optimal solution for
the mesh network did not affect the optimality of the algorithm.
The major advantage that HALO offers is the significant performance improve-
ment that an optimal solution offers over sub-optimal techniques like OSPF even
when it is aided by locally optimal weight settings. In Figure 7.6, we compare
the performance of HALO with OSPF boosted by better weight settings obtained
from the algorithms of the TOTEM toolbox [30] for demand matrices that placed
increasing loads on the test networks. The local search algorithm used by TOTEM
minimizes a piecewise-linear approximation of our convex cost function. The power
of optimality is demonstrated by the performance improvements on the order of
1000%.
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Figure 7.2: (a)Evolution of the optimality gap for the Abilene network as the
number of iterations increases with different network loads (step-size = 0.001) (b)
Evolution of the optimality gap for the 4 × 4 Mesh network as the number of
iterations increases with different network loads (step-size = 0.01) (c)Evolution of
the optimality gap for the Hierarchical 50 node network as the number of iterations
increases with different network loads (step-size = 0.4)
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Figure 7.3: (a) Evolution of the optimality gap for the Abilene network as the
number of iterations increases with varying step-sizes (network load = 24.6%) (b)
Evolution of the optimality gap for the 4 × 4 Mesh network as the number of
iterations increases with varying step-sizes (network load = 22.8%) (c) Evolution of
the optimality gap for the Hierarchical 50 node network as the number of iterations
increases with varying step-sizes (network load = 5.3%).
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Figure 7.4: Evolution of the optimality gap for a randomly generated 100 node
network with varying step-sizes
7.3 Adaptivity
Another attraction of HALO is that it dynamically adapts to changes in the traffic
on the network. In Figure 7.7a, we plot the evolution of the optimality gap as the
traffic matrix undergoes changes for the Abilene network under different network
load conditions. In this example after around 300 iterations the network load is
changed by changing 20% of the flows in the network. As can be seen, the algorithm
quickly adapts and the optimality gap increases very little before beginning to
converge to the new optimal solution. The traffic pattern is again changed by
varying 50% of the flows in the network after 800 iterations. This time the change
in the optimality gap is greater but the convergence to the new optimal value
is seen to be quicker. The traffic pattern in the network was changed two more
times and as can be observed from the figure in both cases the algorithm quickly
converges to the new optimal solution.
A closely related concept to the adaptivity of the algorithm is the evolution
of the split ratios at individual routers. Additionally, it serves as a visualization
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Figure 7.6: (a) Abilene Network Algorithm Comparison (b) Mesh Network Al-
gorithm Comparison (c)Hierarchical 50 Node Network Algorithm Comparison –
Relative performance of different algorithms for different network loads
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(b) Evolution of the split ratios to Chicago, Kansas City and Atlanta for
traffic destined to LA at the Indianapolis node on the Abilene Network
Figure 7.7: Adaptivity of the algorithm
of HALO in action. We pick the Indianapolis node for the Abilene network and
plot the evolution of the split ratios to Los Angeles in Figure 7.7b. The initial
sub-optimal allocation of split ratios is quickly corrected as HALO reduces traffic
sent to Chicago and increases traffic sent to Kansas City and Atlanta.
7.4 Asynchronous Implementation
In dynamic network environments, random delays can affect the time it takes for
link-state information to reach every node in the network as required by the al-
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gorithm. Note that without synchronized link-state updates, facets of HALO like
calculating the shortest path tree and η are affected. There are two ways to ap-
proach this problem. The first is to allow enough time between successive iterations
of the algorithm so that every node has access to the most up-to-date link-state
information. The second is to let the nodes execute HALO despite asynchronous
link-state updates. It is also possible for asynchronous behavior to arise despite
synchronized link-state updates due to some subset of the nodes executing the
algorithm faster than the other nodes. We separately tested the performance of
HALO, for asynchronous link-state updates and asynchronous executions, using
uniform traffic on the Abilene network. The results of our evaluation, studying
both type of asynchronous behavior, are presented in Figure 7.8.
In both cases, in order to simulate asynchronous behavior, the nodes in the
network were numbered and divided into two groups. For asynchronous link-
state updates, at every iteration, the even numbered nodes received link-states
without any delay while the odd numbered nodes received link-states from the
even numbered nodes after a fixed delay. Consequently, at each execution of the
algorithm, the two sets of nodes had different views of the network link-states. The
fixed delay was then varied to generate the results reported in Figure 7.8a. For
asynchronous execution of HALO, the odd numbered nodes were forced to execute
the algorithm slower than the even numbered nodes. The difference in the rate of
execution was varied in order to obtain the results reported in Figure 7.8b. Note
that different step-sizes had to be used to prevent oscillations in the two cases.
As can be seen, HALO still converged to within 1% of the optimal solution
which was used as a stopping criterion for our evaluation. Additionally, it is inter-
esting to note that there is a steady increase in the number of iterations required
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Figure 7.8: Results from asynchronous implementation of HALO.
by HALO as the delay in propagating the link-states or the difference in the rate
of executing HALO increases. While the results of this particular experiment are
promising, more research is required to establish whether the observations noted
above are a more general property of HALO.
7.5 Coexistence with Single Path Protocol
We also used numerical evaluations to confirm the predictions of Chapter 6 with
respect to HALO being implemented in conjunction with a single-path routing
protocol. The same setup as described in Chapter 6 is studied using a randomly
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Figure 7.9: Results of partially implementing HALO on the Abilene network. In-
creasing the number of nodes running HALO improves performance. The horizon-
tal axis represents more cities being added to the set implementing HALO.
generated traffic pattern on the Abilene network. The nodes were first ranked
according to their degree and then added in that order to the set implementing
the HALO protocol to obtain the results seen in Figure 7.9. The degree two nodes
on the East and the West Coasts were added to the set together since by that point
most of the performance gain had already been achieved. As can be seen, for each
set implementing HALO, the algorithm converges to the optimal solution for the
case where the remaining nodes are constrained to have only one out-going link
per destination. As expected, as the number of cities/nodes that run the algorithm
increase, the performance of the network improves. But it is also interesting how
adding the first few higher degree nodes to the set implementing HALO results in
the bulk of the performance improvement.
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CHAPTER 8
TESTBED EXPERIMENTAL RESULTS
The promising theoretical and numerical results led us to built a hardware
testbed to further confirm the theoretical and numerical predictions about HALO.
Our experimental setup was a simple network of four Dell PCs connected together
in the topology shown in Figure 8.1. Each computer was connected to a NetFPGA
1G platform which was programmed to act as a router. Two experiments were
performed using the testbed to evaluate HALO. The first was designed to check
whether the algorithm was indeed optimal, while the second was designed to see
how well the algorithm adapted to changes in the network traffic. Before we
describe the experimental results, we give a brief overview of how we implemented
the protocol on the testbed.
8.1 Implementing HALO on NetFPGA
The starting point of our implementation of HALO on NetFPGA was the Reference
Router that was designed to make the board behave as a single-path router running
OSPF using hop count as the distance metric. We used the same firmware as used
for the Reference Router but then the primary challenge that had to be overcome
was implementing multipath forwarding using dynamically changing split ratios
on the NetFPGA platform. In order to quickly achieve multipath functionality,
we decided to transfer packet forwarding decisions from the firmware to higher
level software which we could easily modify via SCONE (Software Component of
NetFPGA).
Multipath forwarding requires split ratios to each destination and so, first we
48
A 
B C 
D 
Figure 8.1: Topology of the hardware testbed. Port 1 of B leads to link (B,C)
and Port 2 of B leads to link (B,A).
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Figure 8.2: System diagram.
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Destination Mask Port 0 Port 1 Port 2 Port 3 
192.168.101.1 255.255.255.0 1 0 0 0 
192.168.102.1 255.255.255.0 0 0.75 0.25 0 
192.168.103.1 255.255.255.0 0 0.45 0.35 0.2 
Figure 8.3: Example of a split ratio table from our experimental implementation.
created a new table at each router to store the split ratios for each destination
(Figure 8.3). In general, the existing forwarding table at each router could have
been modified to have the requisite number of additional columns. We chose to
create a new table to minimize the exisiting code that we needed to modify. The
table was designed to have as many columns as the number of outgoing links at
each router and as many rows as the forwarding table already present on the router
that was used for OSPF. Then, packet forwarding decisions were made using the
fractions in the split ratio table in conjunction with a random number generator
to determine the next hop to each destination.
Having implemented multipath, the next major challenge was modifying the
link-state update packets to be broadcast frequently enough to ensure quick con-
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vergence of the algorithm as well as to modify their payload to transmit the link
rates. For our experiments, we set the link-states to broadcast every 250 millisec-
onds. To keep calculations simple, in our experiments, we used
∑
u,v∈E f
2
u,v as the
network cost function, which gave us 2fu,v as the price of each link. We also had to
modify Dijkstra’s algorithm to run with the new link weights instead of hop-count
as it was doing in the Reference Router implementation in SCONE.
Additionally, note that the HALO protocol requires the calculation of ηtu at
each router u for each destination t in order to be able to calculate the split ratios
that are entered into the split ratio table. The calculation of ηtu requires knowledge
of the shortest path tree that is output by Dijkstra’s algorithm. For single-path
routing only the next hop to a destination was required from running Dijkstra.
However, for HALO, we require the entire shortest path tree and so tree data
structures were used to store the shortest path trees for each destination at each
iteration at each router. The value of ηtu could then be easily calculated.
The last component required for the split ratio calculations performed by HALO
was rtu, the incoming rate to each destination t at each router u. This quantity
was calculated by implementing a per destination counter that was updated based
on the destination information determined from each packet’s header. Since, each
packet’s header needs to be examined to determine where to forward it to anyway,
updating this additional entity did not add much overhead.
8.2 Evaluating Optimality of HALO
For the first experiment, we send video traffic using VLC Media Player as a video
server from Computer B to Computer C. From the KKT conditions of the MCF
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Figure 8.4: Three times as much traffic flows to Port 1 as Port 2 as expected.
problem, for the given cost function, it is easy to see that the values of the split
ratios at optimality should be αCB,A = 0.25 and α
C
B,C = 0.75. The evolution of the
split ratios from our experiment as captured using SCONE, which comes with the
NetFPGA platform, is presented in Figure 8.4. As expected from theory, about
25% of the traffic is sent along the longer path through Port 2 while the rest is
sent along the shorter path via Port 1.
8.3 Evaluating Adaptivity of HALO
For the second experiment, we used the same setup as the first experiment except
that we introduced a new flow that clogged link (A,D) for about 15 seconds using
the JPerf tool. The evolution of the split ratios from B to C when the heavy flow
between A and D came online and then stopped is presented in Figure 8.5. Once
again, theoretical predictions were verified as initially αCB,C increases to 1 before
dropping back down to 0.75 once the large flow stops. The extra traffic that can
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Figure 8.5: Traffic initially increases on Port 1 and then decreases as the flow from
A to D starts and stops.
be seen while the flow from A to D is in progress is because some of the traffic
is routed via (A,B) → (B,C) → (C,D) as expected from the behavior of the
protocol. However, most of the traffic from B to C is clearly routed via Port 1.
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CHAPTER 9
CONCLUSION
We set out to develop a link-state, hop-by-hop routing algorithm that optimally
solves the traffic engineering problem for intra-domain routing on the internet. Ini-
tially, a review of the rich literature on this topic pointed us towards the challenges
in developing such a protocol. Fortunately, starting with simple examples we iden-
tified a new way of thinking about the problem i.e., at each node to shift traffic
to the shortest path from it to the destination. By adapting this idea to different
network conditions using examples of increasing complexity, we arrived at HALO,
a hop-by-hop dynamic update rule that could be computed from link-states. Fur-
thermore, the link weights for HALO can be computed directly from link rates
without the traffic matrix as an explicit input. As a result, the algorithm can
automatically adapt to traffic demand changes by adjusting router split ratios.
Using a creative breakdown of the complex expression for the change in the
network cost, we established that HALO continuously decreases the cost of the
network. Then using hybrid systems theory we were able to establish the optimality
of the protocol. In order to better understand HALO vis-a`-vis existing protocols,
we constructed and studied examples where different protocols followed different
trajectories to reach different optimal solutions. We also discussed how even a
subset of routers running HALO would improve performance in a network where
the other routers used single path routing. From an implementation perspective
this is an attractive quality as it allows for an incremental rollout.
Numerical and experimental evaluations were used to verify theoretical pre-
dictions about HALO regarding optimality and adaptivity. The evaluations were
especially useful in studying aspects such as the rate of convergence to optimality
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of the protocol as well as its robustness to asynchrony in the network.
In terms of future directions, there are still important areas to be explored.
For instance, the convergence rate of the algorithm needs to be analyzed. Another
interesting direction involves developing the theory behind the performance of
algorithm in the absence of synchronous link-state updates and executions. Lastly,
we feel that HALO and the ideas behind its design have applications to network
problems in other fields as well and that this is another promising area to explore.
As a concrete example, we leave the reader with a potential application to road
transportation networks.
The fundamental difference between a road network and a communication net-
work is that at a junction on a road network, there is no router to tell cars which
way to go. Suppose instead that we consider a system where some cars have ‘smart’
computers that tell them which way to turn at a junction based on road congestion
information fed into our algorithm. The interaction with drivers not implementing
this system is now an important consideration in deciding whether this is a good
idea. An implicit assumption that we make here is that demand is constant for
some period of time – a reasonable assumption during rush hour in big cities.
The preceding arguments for HALO seem to no longer work as
‘routers/junctions’ do not make forwarding decisions anymore. Instead, the de-
cisions are made by the ‘packets/cars’. But with one more assumption we can
show that our algorithm will improve the overall network delay. Suppose that the
cars which do not use the new system choose to follow the shortest path from
source to destination. Note that this is a reasonable assumption to make about
drivers in general and that this is equivalent to reducing the ‘capacity’ of each
road by some fixed quantity. Following our earlier arguments, we can once again
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show that the optimal routing solution can be found for this ‘reduced capacity’
network by some subset of the cars using the new algorithm. Of course, in addition
to overcoming other technical and infrastructural challenges, implementing such a
system would require some type of ‘smart meter’ that can measure real time traffic
density on the roads and communicate this information to the computers on the
cars that advice the driver. All the same, the example demonstrates intriguing
potential for the application of HALO to networks in general.
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APPENDIX A
OBSERVATIONS ON PEFT
A.1 Why PEFT is not optimal
In order to understand why PEFT is not optimal as claimed in [9], it is necessary to
follow the analysis of the algorithm carefully. Given the necessary capacities that
the different links need to have for the optimal routes calculated by the MCF prob-
lem, the key to calculating the per commodity split ratios at the nodes lies in using
these results (the link utilizations f ∗u,v) to solve the network entropy maximization
(NEM) problem which we now define.
max
xis,t
∑
s,t
D(s, t) ∑
i∈Ps,t
z(xis,t)

s.t.
∑
s,t,i
D(s, t)K
(u,v)
P is,t
xis,t ≤ c˜u,v ∀(u, v)
∑
i
xis,t = 1 ∀s, t
xis,t ≥ 0
where Ps,t represents the set of paths from s to t, K
(u,v)
P is,t
represents the number
of times that a link (u, v) is used by a path P is,t, x
i
s,t is the split ratio along path
P is,t ∈ Ps,t, z(x) = −x log x and c˜u,v = f ∗u,v. Note that because the domain of the
log function prohibits solutions that are not positive we can drop the constraints
that explicitly require the split ratios to be positive.
The NEM problem is a concave optimization problem with a non-empty fea-
sible set as we know the solution to the multi-commodity flow problem satisfies
it. But note that we cannot solve the NEM problem directly due to the infinite
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number of variables represented by all possible path rates. Instead, we consider
the formulation of its dual. The Lagrangian corresponding to the NEM problem
can be written as,
L(x,λ,µ) =
∑
s,t
D(s, t) ∑
P is,t∈Ps,t
z(xis,t)

−
∑
(u,v)∈E
λu,v
(∑
s,t,i
D(s, t)K
(u,v)
P is,t
xis,t − c˜u,v
)
−
∑
s,t
µs,t
(∑
i
xis,t − 1
)
The dual problem can then be formulated as
min
λ≥0
max
xis,t
L(x,λ,µ) (A.1)
At this stage, in the original paper and its follow up [31] we can see that the
dual variables λ are calculated via gradient descent in a distributed manner.
λu,v(q + 1) =
[
λu,v(q)− α(q)
(
c˜u,v −
∑
s,t,i
D(s, t)xis,t
)]+
= [λu,v(q)− α(q)(c˜u,v − fu,v(q))]+ ∀(u, v) ∈ E
Next we write the KKT conditions for the NEM problem and show that as long
as we know λ∗ we can calculate xi∗s,t. From the stationarity condtions we find,
z′(xi∗s,t)−
∑
(u,v)∈P is,t
K
(u,v)
P is,t
λ∗u,v −
µ∗s,t
D(s, t)
= 0 (A.2)
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Note that dual feasibility is maintained as λ∗ ≥ 0 from the gradient descent
procedure. Then paying attention to primal feasibility and complementary slack-
ness we can write,
xi∗s,t = e
−
(∑
(u,v)∈Pis,t
K
(u,v)
Pis,t
λ∗u,v+
µ∗s,t
D(s,t)
+1
)
(A.3)
which implies that
xi∗s,t
xj∗s,t
=
e
−
(∑
(u,v)∈Pis,t
K
(u,v)
Pis,t
λ∗u,v
)
e
−
(∑
(u,v)∈Pjs,t
K
(u,v)
P
j
s,t
λ∗u,v
) (A.4)
which leads us to conclude that we should split along the paths in Ps,t exponentially
according to their path length as defined by λ. Using the above observation it is
possible to compute that traffic splits from the expression
f ts −
∑
x:(x,s)∈E
f tx
(
ΓPX(h
t
x,s)∑
(x,j)∈E ΓPX(h
t
x,j
)
= D(s, t) (A.5)
where ΓPX(h
t
u,v) = Υ
t
ve
−htu,v , htu,v = d
t
v +λu,v − dtu, dtu is the shortest distance from
any node u to node t using link weights λ and
Υtu =
∑
i∈Pu,t
e−(p
i
u,t−dtu) (A.6)
The idea behind the algorithm is to use the λ as link weights, to determine
per commodity split ratios at the nodes based on this λ and to use the newly
calculated split ratios to determine new link flow rates which can then be used to
update λ. It is shown that this procedure converges to the optimal split ratios and
λ.
We are now in a position to understand the potential issues with the PEFT
algorithm. The more serious issue, which we will discuss in the next subsection,
is that the algorithm can fail to achieve optimal traffic for most network topolo-
gies. Fortunately, a quick fix exists which will let the algorithm come arbitrarily
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close to achieving the optimal traffic distribution. A less critical issue, given the
centralized calculation of necessary capacities, is that the algorithm cannot always
be implemented iteratively in a distributed manner. Unless the λ are not above a
certain threshold, a centralized calculation of the optimal λ becomes necessary as
we will show in the following section.
The subtle reason why PEFT can lead to sub-optimal solutions is that the NEM
objective function is not differentiable at the optimum when one of the optimal
paths has zero rate. Consider the examples in Figure A.1 and Figure A.2 to see
simple examples where PEFT fails to find the optimal solution. In both cases
PEFT fails to find the optimal traffic distribution as it tries to send traffic along
all possible paths for each source-destination pair.
In the case of the DAG, it is easy to see why the solution generated by PEFT
will not be optimal. We will explore the example with the cycle in some more
detail. Here PEFT will route some traffic from A to T through link C → B as
it tries to send non-zero rate through all paths. The error in both cases occurs
because in deriving the optimal path split in equation (A.3), there is an implicit
assumption that all paths will have non-zero rate along them. This results from
the fact that z′(xi∗s,t) in equation (A.2) is ∞ at xi∗s,t = 0.
As discussed earlier, there is an easy fix that allows us to circumvent this prob-
lem. Note that an -perturbation to the capacity constraint of the NEM problem
will take care of the above problem while providing a (1 + )-optimal solution in
terms of the link rates to the original optimization problem. This is easy to see
since the NEM objective tries to split traffic along all possible paths. Consequently,
an -perturbation to the capacity constraint allows sub-optimal paths to have an
O() non-zero rate along them which will disturb the optimal link rates by only
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A 
B 
C 
Figure A.1: Counter example to NEM in a DAG. Suppose the link capacities are
C. Demands D(A, B) = D(B, C) = D(A, C) = 1. The optimal solution is to send
1 unit of traffic on (A, B), (B, C) and (A, C). However, the NEM result will try
to send traffic along both (A, C) and (A, B) → (B, C).
an O() factor for  small.
A.2 Why PEFT requires centralized weight calculations
Another problem with the suggested implementation of PEFT lies in the dis-
tributed calculation of link weights followed by split ratio calculations which are
then used to further refine the link weights. The crux of this argument is based on
the assumption that the summation in equation (A.6) converges to a finite value
which is not always true as demonstrated by the example outlined in Figure A.3.
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A B C T 
Figure A.2: Counter example to NEM with cycles. Demands D(A, T) = D(C, B)
= 1. The optimal solution for this network regardless of the traffic engineering
objective is for the source-destination pair of (A, T) to use the path A → B → C
→ T and (C, B) to use C → B.
A B 
C 
D E 
𝑤𝐴𝐵 
𝑤𝐵𝐶  
𝑤𝐶𝐵 
𝑤𝐷𝐶  
𝑤𝐶𝐷 𝑤𝐷𝐸 
Figure A.3: Example to illustrate need for centralized weight calculations in PEFT.
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We can calculate ΥEA for this example as follows,
ΥEA =
∑
i∈PA,E
e−(p
i
A,E−d)
= ed
∞∑
m=0
∞∑
n=0
e−ω(m+n)
(
m+ n
n
)
= ed
∞∑
u=0
u∑
n=0
e−ωu
(
u
n
)
= ed
∞∑
u=0
(2e−ω)u
It is easy to see that the above expression diverges when ω < log 2 indicating that
the assumption on the basis of which the algorithm distributes calculations is not
always true.
However, as noted earlier, given that the already centralized calculation of the
optimal link flow rates is necessary for the algorithm, this is not a difficult issue to
circumvent. The optimal link weights can be calculated centrally by computing the
optimal solution to the dual of the compact NEM problem [31], and the split ratios
can then be computed in a distributed manner at the nodes using this information
in a single step. The issue of the convergence of the summation expression in
equation (A.6) does not arise at optimum as can be seen from the analysis of the
optimality conditions of the compact formulation of NEM.
Though our study of the PEFT algorithm shows how it has overcome the
issue of the large data transfer required to implement a centralized solution, the
protocol is still not adaptive. On the internet, an inability to adapt dynamically
to the continuously varying traffic demand is a serious drawback as an optimal
traffic distribution calculated for a particular traffic demand might not be close to
optimal for different traffic conditions. This consideration necessitates the adaptive
routing algorithm like the one developed in this dissertation.
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