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We provide a thorough theoretical analysis of qubit state measurement in a setup where a driven,
parametrically-coupled cavity system is directly coupled to the qubit, with one of the cavities having a weak
Kerr nonlinearity. Such a system could be readily realized using circuit QED architectures. We demonstrate that
this setup is capable in the standard linear-response regime of both producing a highly amplified output signal
while at the same time achieving near quantum-limited performance: the measurement backaction on the qubit
is near the minimal amount required by the uncertainty principle. This setup thus represents a promising route
for performing efficient large-gain qubit measurement that is completely on-chip, and that does not rely on the
use of circulators or complex non-reciprocal amplifiers.
I. INTRODUCTION
Among the many attractive aspects of circuit QED ap-
proaches to quantum information processing is the ability to
use driven microwave cavities for high-fidelity qubit measure-
ments [1–3]. The standard approach is to couple the qubit
dispersively to the cavity, such that the resonant frequency of
the cavity depends on the state of the qubit. By driving the
cavity, the state of the qubit becomes encoded in the phase of
the reflected drive tone. For an ideal realization, this initial
measurement is quantum limited: the backaction disturbance
to the qubit is as small as is permitted by quantum mechan-
ics [1, 4]. In practice though, the qubit signal in the cavity
output is too small to be sent directly to a room-temperature
amplifier. One thus often first uses a low temperature amplifi-
cation stage, based on a Josephson parametric amplifier (JPA)
[5–13]. This amplifier is yet another driven microwave cavity,
one that is made nonlinear by the addition of Josephson junc-
tions. While such setups can yield extremely fast measure-
ment rates, they unfortunately require the use of lossy mag-
netic circulators. This both adds to experimental complexity
and bulkiness, and makes one susceptible to insertion losses.
A promising alternate approach is to combine the measure-
ment and amplification cavities in the standard setup into a
single system. One thus has an intrinsically nonlinear cav-
ity which is directly coupled to a qubit, eliminating the need
for circulators. Such approaches have been studied in regimes
where the nonlinear cavity is driven past a bifurcation point
in its dynamics, yielding the Josephson bifurcation amplifier
[14–17], and a strong latching-style measurement of the qubit
state. To obtain a continuous measurement, one could drive
the nonlinear cavity close to (but not past) a point of bifurca-
tion, similar to the driving conditions used to realize a paramp.
Setups of this kind have been studied both theoretically [18–
22] and in experiment [18, 23, 24]. While the nonlinearity in
these systems allows for large gain, this comes at the expense
of an unavoidable large excess backaction on the qubit [19].
While this problem can be mitigated in more complex regimes
having a stronger qubit-cavity coupling [21], for a single non-
linear cavity weakly coupled to a qubit, this excess backaction
prevents quantum-limited performance.
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FIG. 1. (a) Schematic diagram of the PARI setup. The linear cav-
ity is used to provide tunable coupling between the qubit σˆz and the
nonlinear cavity; it can be adjusted to suppress excess backaction,
while still allowing the output homodyne current Iˆ to see the ampli-
fied quadrature Xˆe (cf. Eq. (30a)) and therefore the large gain G (cf.
Eq. (32)). (b) Possible experimental realisation of the PARI setup in
(a) in a superconducting circuit architecture. Both cavities are driven,
at frequencies ωdj for j = (1, 2), and λ12 is the intercavity coupling
strength. All components shown above can be cofabricated on-chip
as an integrated qubit-amplifier system.
In this paper, we consider theoretically a new approach to
making continuous qubit measurements. The goal is again
to combine the measurement cavity and paramp cavities in a
traditional setup into a single, circulator-free device. Unlike
the work described above, we now consider directly coupling
a qubit to a simple multi-mode structure with intrinsic non-
linearity. Our basic setup is shown in Fig. 1. Similar to a
standard dispersive-measurement setup, we have a driven lin-
ear cavity dispersively coupled to a qubit, as well as a second
driven nonlinear cavity. However, unlike the standard setup,
we do not take the output field of the linear cavity and use it
to drive (via a circulator) the nonlinear cavity. We instead di-
rectly couple these systems, such that the intracavity field of
the linear cavity directly modulates the inductance of the non-
linear cavity. We refer to this setup as a “parametric amplifier
with resonant input” (PARI). Note that the amplification prop-
erties of a very different kind of two-mode nonlinear cavity
were recently studied by Eichler et al. in Ref. 25; unlike our
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2work, they did not consider a direct coupling to a qubit.
It would appear that the PARI will suffer the same fate en-
countered when directly coupling a qubit to a single nonlinear
cavity: there is nothing to protect the qubit from the large fluc-
tuations associated with the nonlinear cavity, hence there will
be backaction on the qubit far in excess of the quantum limit.
Protecting the qubit from such fluctuations is precisely the
role of the circulator in a standard cavity-circulator-paramp
setup; the directional nature of the circulator prevents am-
plified noisy signals emanating from the amplifier input port
from reaching the qubit. Similar protection could be achieved
without a circulator, if one had a truly directional amplifier,
one that did not produce amplified noise at its input port [26].
In the PARI design, there is no explicitly directional ele-
ment preventing the qubit from seeing the nonlinear cavity and
its large, amplified noise. The only element mitigating this
coupling is the linear cavity. As we will see, this is already
enough to effectively protect the qubit from excess backaction.
There is an emergent directionality here as a result of having a
driven system, and having the freedom to control the relative
phase between the drive tones applied to each of the two cav-
ities. We stress that the linear cavity does not act as a simple
filter, suppressing noise at high/low frequencies. Rather, the
driven linear cavity acts to control the phase-sensitive cou-
pling of the qubit to the nonlinear cavity, in a manner that
would be impossible if the qubit was coupled directly to the
nonlinear cavity (as in, e.g., Ref. [19]).
Of course, simply protecting the qubit from backaction is
not enough. We also want the system to truly act as an ampli-
fier, producing a sufficiently large qubit signal as well as a suf-
ficiently short measurement time τmeas = 1/Γmeas (i.e. how
long one must run the measurement before being able to dis-
tinguish the qubit ground state from the excited state). Our
analysis shows that for experimentally feasible parameters,
the PARI system has enough flexibility to allow both these
goals to be achieved while at the same time having near-ideal
backaction properties. We stress that as it contains no cir-
culators, all components of our detector can be cofabricated
on-chip. Hence the PARI setup realizes an integrated qubit-
amplifier system with a large output signal, fast measurement
rate and near-quantum-limited backaction.
The remainder of this paper is organized as follows. In
Sec. II, we introduce the model for the PARI system, and
outline our basic analysis of the corresponding Heisenberg-
Langevin equations; of particular note is Sec. II E, where we
develop an extremely useful mapping of this two-mode sys-
tem to a single effective nonlinear cavity. In Sec III, we turn to
analyzing and optimizing the properties of the PARI detector,
viewed as a qubit state detector. We use linear-response theory
to calculate the detector gain and noise properties. Our anal-
ysis reveals that optimal performance is possible using real-
istically weak cavity-cavity couplings, if one designs the sys-
tem so that the damping rate of the nonlinear cavity is greater
than that of the linear cavity, and weak nonlinearities are used.
Using realistic experimental parameters, we predict that near
quantum-limited performance should be possible with photon
number gains∼ 20 dB (cf. Fig. 3), and with fast measurement
times ∼ 100 ns (cf. Fig. 4). The backaction is within a factor
of 2 of its quantum limited value:
1/ηmeas = Γϕ/Γmeas ' 1.75 (1)
where Γϕ is the rate of backaction-induced qubit dephas-
ing (directly proportional to the backaction noise driving
the qubit, cf. Eq. (35)), and Γmeas is the measurement rate
(inversely proportional to the detector imprecision noise,
cf. Eq. (51)). As discussed explicitly in section IV C, this per-
formance (achieved completely on-chip) is on par with or bet-
ter than modern circulator-based setups [27–30]. In contrast,
if one directly (and weakly) coupled a qubit to a single nonlin-
ear cavity, a gain of 20 dB would imply missing the quantum
limit by a large factor of ∼ 50.
II. BASIC TWO-CAVITY SYSTEM AND ANALYSIS
A. Hamiltonian and coupling
The two-cavity detector system we consider consists of a
single nonlinear cavity with a Kerr type nonlinearity, coher-
ently coupled to an ordinary linear cavity. Throughout this
paper, we label the nonlinear cavity with the index 1, and
the linear cavity with index 2. The two cavity Hamiltoni-
ans are given in terms of the cavity annihilation operators aˆj
(j = 1, 2) by
Hˆ1 = Hˆ
sys
1 + Hˆ
envt
1 = ωc1aˆ
†
1aˆ1 − Λaˆ†1aˆ†1aˆ1aˆ1 + Hˆenvt1
(2a)
Hˆ2 = Hˆ
sys
2 + Hˆ
envt
2 = ωc2aˆ
†
2aˆ2 + Hˆ
envt
2 (2b)
(~ = 1) where ωcj are the cavity resonance frequencies. For
the nonlinear cavity Hamiltonian [cf. Eq. (2a)], the Kerr type
nonlinearity has strength Λ  κ1, where κ1 is the nonlin-
ear cavity damping rate; this system could be realised as a
SQUID shunted with a capacitor in superconducting circuit
architecture [31]. We assume a regime where the phase fluc-
tuations of the SQUID are small enough for only the leading
order Kerr nonlinearity to be important; the conditions un-
der which higher order terms in an expansion of the SQUID
cosine potential can be dropped are discussed in Sec. IV B.
Both cavities are also driven externally, via coupling to exter-
nal microwave transmission lines. The Hˆenvtj terms describe
this driving, and the damping (at rate κj) of both cavities in
a standard input-output theory approach [4, 32]; we neglect
internal cavity losses.
The qubit to be measured is connected to the two-cavity
system via a dispersive coupling to the linear cavity [1]; this
coupling is described by the Hamiltonian,
Hˆσz = Aσˆzaˆ
†
2aˆ2 ≡ σˆzFˆ , (3)
where σˆz commutes with the qubit Hamiltonian. The cavity-
2 resonance frequency is modulated by the qubit state by an
amount A, the dispersive coupling strength. We have intro-
duced Fˆ , the effective backaction noise operator. Throughout
this paper we will consider values of A small enough that a
3linear response analysis of the detector is valid; when consid-
ering real experimental parameters, we will explicitly check
the validity of this assumption. As is standard with disper-
sive qubit measurements, we measure the qubit in the energy
eigenstate (σˆz) basis. Measurements along other axes can be
achieved by first performing a qubit rotation, as has been done
in countless circuit QED experiments.
Finally, we describe the crucial element of the setup: how
the two cavities are coupled to each other to allow the non-
linear cavity to learn about the qubit state. For the two-
cavity system within superconducting circuit architecture, the
qubit state-dependent current in cavity-2 generates a flux that
threads the SQUID loop in cavity-1, therefore modulating its
Josephson energy. This inductive coupling between the cavi-
ties takes the nonlinear form [see Appendix A],
Hˆ12 =
1
2
[
λ12(aˆ2 + aˆ
†
2)
]
(aˆ1 + aˆ
†
1)
2 (4)
where λ12 is the strength of the intercavity coupling. Note
that the cavity-2 “sum” quadrature effectively modulates the
‘spring constant’ of cavity-1.
We now make an important choice for the two cavity drive
frequencies, ωdj (j = 1, 2), taking the linear cavity to be
driven at twice the driving frequency of the nonlinear cavity:
ωd2 = 2ωd1 (5)
This choice of frequencies is unusual, in that the nonlinear
cavity is effectively being coupled to a higher frequency sig-
nal, the field of the linear cavity. In particular, as we will show
in Eq. (20), this choice (along with a rotating-wave approxi-
mation) leads to an emergence of effective parametric driv-
ing and photon hopping terms in the coupling Hamiltonian, as
opposed to the usual dispersive (aˆ†aˆ) terms (which are non-
resonant in this case).
The full system Hamiltonian is then given by Hˆ = Hˆ1 +
Hˆ2 + Hˆ12 + Hˆσz . We emphasise that the results of our
analysis hold for a generic Hamiltonian of the form of Hˆ ,
involving a dispersive coupling between two independent
modes. As mentioned earlier, our emphasis will be on weak
qubit-detector couplings, allowing the use of quantum linear-
response theory [4]. In what follows, we will thus start by
developing a description of the PARI in the absence of any
coupling to a qubit (i.e. A → 0), and will then use this de-
scription combined with linear-response theory to determine
its properties as a detector.
B. Heisenberg-Langevin equations
Treating the cavity driving and dissipation as in standard
input-output theory [4, 32], the Heisenberg-Langevin equa-
tions for the two cavity modes are (j = 1, 2)
d
dt
aˆj = −i[aˆj , Hˆsysj ]− i[aˆj , Hˆ12]−
κj
2
aˆj−√κj aˆinj (t), (6)
where the driving fields describe both coherent drive tones
(amplitudes a¯inj ) as well as noise:
aˆin1 (t) = a¯
in
1 e
−iωd1t + ξˆ1(t),
aˆin2 (t) = a¯
in
2 e
iδe−iωd2t + ξˆ2(t). (7)
Here, ωdj = ωcj + ∆j , with ∆j denoting the detuning from
cavity resonance. As we will see, the relative phase between
the cavity drive tones will play an important role in allowing
one to tune the system properties. We denote this phase differ-
ence δ, and without loss of generality take the a¯inj in Eqs. (7)
to be real and positive. The operators ξˆj(t) describe the classi-
cal and quantum vacuum noises that enter each cavity via the
drive port; the noise is taken to be delta-correlated vacuum
noise in the standard input-output theory approach [4, 32].
C. Classical Cavity Amplitudes
As a result of the strong coherent drives on both cavities,
the average cavity field amplitudes will be non-zero, 〈aˆj〉 6= 0.
Our first task will be to find these amplitudes by solving the
classical equations of motion for our system. Consistent with
our focus on weak qubit-detector couplings and use of linear
response, we will solve for these amplitudes in the absence of
any coupling to the qubit, and then use them to transform to a
displaced interaction picture (with respect to the cavity drive
frequencies):
aˆj(t) = e
−iωdjt
{
αj + e
iµj
[
eiβ dˆj(t)
]}
(j = 1, 2),
αj ≡ 〈aˆj〉 ≡ eiµj
√
n¯j . (8)
Here n¯j are the respective cavity photon numbers due to the
classical drives, µj are the average cavity mode phases, and β
is an overall phase that will be chosen later for convenience.
The values of the classical cavity mode amplitudes αj are
determined by solving the classical equations of motion for
both cavities (in the absence of any qubit coupling). The two
coupled nonlinear equations obtained can be reduced to a sin-
gle equation for the nonlinear cavity mode amplitude [see Ap-
pendix B],
α1[−i(∆1 + 2Λ˜|α1|2) + κ1/2]− iηα∗1 = −
√
κ1 a¯
in
1 . (9)
We see that the cavity-cavity coupling modifies the classical
amplitude equation for α1 from that of a standard Kerr cav-
ity in two ways. The first is a modification of the bare Kerr
constant Λ in Eq. (2a) to the complex valued Λ˜,
Λ˜ = Λ + λ212
(
iχ2
4
)
, (10)
where χ2 ≡ χ2[ω = 0] is the (complex) zero-frequency bare
linear cavity susceptibility; for non-zero frequency,
χ2[ω] = [−i(ω + ∆2) + κ2/2]−1 . (11)
4Also new, and more complicated, is the last term on the left
hand side in Eq. (9), which involves α∗1; this describes an ef-
fective parametric driving of cavity-1 due to the coupling to
cavity-2. The effective parametric drive strength η is given by
η = λ12
(√
κ2 a¯
in
2 χ2 e
iδ
)
. (12)
It can be shown [see Appendix B] that Eq. (9) can be written
as a quintic polynomial in the nonlinear cavity photon number
|α1|2 = n¯1 [33]:
n¯1 =
[
κ1(a¯
in
1 )
2
D2
]{
κ1/2 + iη + i(∆1 + 2Λ˜
∗n¯1)
}
×{
κ1/2− iη∗ − i(∆1 + 2Λ˜n¯1)
}
(13)
where
D =
∣∣∣κ1/2− i(∆1 + 2Λ˜n¯1)∣∣∣2 − |η|2 (14)
We see that in comparison to a single driven Kerr cavity
(where the average photon number is determined from a cu-
bic polynomial), the two-mode structure of the PARI system
yields more complex nonlinear physics at even the classical
level. In what follows, we will attempt to work in regimes
where the cavity-cavity coupling λ12 is weak enough that clas-
sical bifurcation physics described by Eq. (13) is not too dif-
ferent from that of a single driven Kerr cavity. At a point of
bifurcation, the driven nonlinear cavity becomes multistable
when the cavity photon number n¯1 as a function of drive de-
tuning acquires more than one stable solution. Just before this
turning-over point is reached, the slope of n¯1 versus ∆1 is
nearly vertical, and thus the cavity becomes very sensitive to
even small changes in detuning; it is near (but not past) this
point of bifurcation that we wish to operate.
D. Linearization procedure
Once the αj are found, the displacement and interac-
tion picture transformation in Eq. (8) allows obtaining the
transformed Heisenberg-Langevin equations of motion from
Eqs. (6):
d
dt
dˆj = −i[dˆj , Hˆdj ]− i[dˆj , Hˆd12]−
κj
2
dˆj −√κj ξˆj(t), (15)
where Hˆdj are the respective cavity Hamiltonians in the new
frame. We focus on the standard regime of strong driving and
weak intrinsic nonlinearity (Λ κ1), which allows us to drop
terms that are cubic and quartic in dˆ1, dˆ
†
1; formally, we are ne-
glecting terms that are suppressed by factors of 1/n¯1. The
nonlinear cavity Hamiltonian in the displaced interaction pic-
ture thus takes the form of a detuned degenerate parametric
amplifier:
Hˆd1 = −∆˜1dˆ†1dˆ1 −
g1
2
(e−i2β dˆ†1dˆ
†
1 + h.c.), (16)
where the effective detuning ∆˜1 and parametric interaction
strengths g1 are given by
∆˜1 = ∆1 + 4Λn¯1 (17a)
g1 = 2Λn¯1 (17b)
The linear cavity Hamiltonian following the displacement
transformation takes the form:
Hˆd2 = −∆2dˆ†2dˆ2 + A˜σˆz(eiβ dˆ2 + e−iβ dˆ†2 +
1√
n¯2
dˆ†2dˆ2) (18)
where
A˜ =
√
n¯2A (19)
is the dressed dispersive qubit-cavity coupling. The linear
term in Eq. (18) is a qubit state-dependent drive on the linear
cavity that encodes qubit state information in the linear cavity
quadratures. In contrast, the nonlinear term provides a qubit-
state dependent shift of the linear cavity drive detuning; this
term would be of no consequence without the linear driving
terms. Furthermore, we show later that for a strongly detuned
linear cavity and a weak dispersive coupling, this shift in lin-
ear cavity drive detuning is a relatively small effect. There-
fore, in calculating how the linear cavity quadratures learn
about the qubit state, the final nonlinear term can be ignored.
However, the backaction due to this nonlinear term can be
significant, since we anticipate the linear cavity quadratures
to experience some amplification by virtue of the coupling to
the nonlinear cavity. Large fluctuations in linear cavity pho-
ton number can contribute to a “quadratic” backaction force
noise; we characterize this important effect in detail and show
that it can be suppressed using appropriate parameter choices,
another key advantage of the PARI.
Finally, consider the form of the cavity-cavity coupling
Hamiltonian, Hˆd12 in the displaced interaction picture. As
already mentioned, we take the drive frequencies to satisfy
ωd2 = 2ωd1, allowing us to make a further rotating wave ap-
proximation on this coupling (see discussion after Eq. (5)).
Retaining only the leading (quadratic) terms in the displaced,
rotating frame as before, we obtain:
Hˆd12 =
[
λ˜
(1)
12 (e
iµ12 dˆ†1dˆ2 + h.c.)
+
λ˜
(2)
12
2
(eiµ12e−i2β(dˆ†1)
2 + h.c.)
]
, (20)
where the dressed intercavity couplings are defined as:
λ˜
(j)
12 =
√
n¯jλ12 (j = 1, 2) (21)
and
µ12 = µ2 − 2µ1, (22)
where µj = arg (αj) is the phase of the cavity-j classical
amplitude (cf. Eq. (8)). Note that this coupling is the only
term in our Hamiltonian with an explicit dependence on these
phases. Also note that this phase difference µ12 is sensitive to
5the relative phase δ between the two drives, and hence can be
controlled in an experiment.
The transformed cavity-cavity coupling Hamiltonian in
Eq. (20) has two types of terms. The first describes simple
photon hopping between the two cavities; this term will al-
low the nonlinear cavity to know about the qubit. The second
term is not a coupling, but effectively renormalizes the cavity-
1 Hamiltonian. It describes an effective parametric driving,
and thus modifies the strength of the parametric drive term
arising from the Kerr nonlinearity in cavity-1. We thus define
an effective parametric drive strength geff as:
− igeff = (g1 − λ˜(2)12 eiµ12)e−i2β ≡ |geff |ei(φg−2β) (23)
For simplicity, we now make a choice for the reference phase
β, defining β = φg/2 + pi/4, such that geff is purely real,
geff = |geff |[34].
E. Mapping to a single effective nonlinear cavity
1. Eliminating the linear cavity
Our driven two-cavity system has been reduced to a linear
system of equations, Eqs. (15). For further analysis, it is use-
ful to exactly eliminate cavity-2 from the problem, resulting in
a description only involving the nonlinear cavity (albeit with
modified properties and driving noises). This will be useful
for calculating the gain and output noise of our detector; it
also directly mirrors our intuition that the linear cavity acts as
a tunable coupler between the qubit and the nonlinear cavity.
The elimination procedure is described in Appendix C. Intro-
ducing canonical quadratures for the displaced cavity fields
via dˆj = (xˆj + ipˆj)/
√
2, the Fourier-transformed equations
for for the nonlinear cavity take the form:(
xˆ1[ω]
pˆ1[ω]
)
= M−1eff [ω]
(
xˆine [ω]
pˆine [ω]
)
(24)
where the operators xˆine , pˆ
in
e describe both the incident noise
on the system as well as the signal associated with the qubit
(see Eq. (C12) in Appendix C). The matrix Meff [ω] is the
dressed inverse susceptibility (i.e. inverse Green function) of
the nonlinear cavity. It has the form
Meff [ω] ≡M1[ω]− i
(
λ˜
(1)
12
)2
Σ[ω]. (25)
Here, M1 is the nonlinear cavity inverse susceptibility in the
absence of the photon-hopping term in Eq. (20); it simply cor-
responds to a detuned degenerate parametric amplifier with
parametric interaction strength geff [cf. Eq. (23)]. In contrast,
Σ[ω] is an effective self-energy matrix, describing the dynam-
ical modification of the nonlinear cavity’s properties due to the
photon-hopping coupling in Eq. (20). The full form of these
matrices is given in Eqs. (C4), (C8) in Appendix C.
In the analysis to follow, we will focus on the low-
frequency properties of the PARI system. Focusing on ω = 0
in our interaction picture, we find that the dressed cavity-1
susceptibility has the general form expected of a parametric
amplifier driven by a detuned pump:
Meff [0] =
[
geff − κeff [0]2 −∆˜eff [0]
∆˜eff [0] −geff − κeff [0]2
]
(26)
where the effective nonlinear cavity detuning ∆˜eff and damp-
ing rate κeff are given by
∆˜eff [0] ≡ ∆˜eff = ∆˜1 −
(
λ˜
(1)
12
)2
∆2|χ2|2
κeff [0] ≡ κeff = κ1 +
(
λ˜
(1)
12
)2
κ2|χ2|2 (27)
Note that the general structure of Meff remains even if λ12 =
0: a single driven Kerr cavity also has linearized dynamics
equivalent to a detuned, degenerate parametric amplifier [19].
We have thus mapped our system onto an effective single-
cavity system.
It is worth noting that the contributions to Meff from the
self-energy (i.e. photon hopping) are ∝ λ212, whereas the di-
rect parametric driving due to cavity-2 yields terms that are
first order in λ12 [cf. Eq. (23)]. As a result, it is this second
effect that describes the dominant perturbation of the nonlin-
ear cavity due to the cavity-cavity coupling.
2. Amplified and Squeezed Quadratures
We thus see that similar to a single driven Kerr cavity, the
PARI system can be mapped onto an effective detuned degen-
erate parametric amplifier model. To make the amplification
generated by such a system clearer, it is useful to introduce
two new canonical cavity quadratures [19]. We first introduce
the angle θe to parametrize the relative size of the effective
pump detuning to the parametric driving strength [Eqs. (27)
and (23) respectively],
sin θe = ∆˜eff/geff . (28)
We will see that having amplification necessarily requires
|∆˜eff | < geff , hence we can take −pi/2 ≤ θe ≤ pi/2 for all
regimes of interest. In terms of the displaced nonlinear cav-
ity operators dˆ1, dˆ
†
1, the rotated quadratures Xˆe, Pˆe are then
defined as
Xˆe =
1√
2
(
e−iθe/2dˆ1 + eiθe/2dˆ
†
1
)
Pˆe =
−i√
2
(
e−iθe/2dˆ1 − eiθe/2dˆ†1
)
(29)
By expressing (Meff)
−1 in this basis, the solutions of the
nonlinear cavity equations of motion (at ω = 0) take the form
Xˆe = −
[
(χe−)Xˆ ine − tan θe(χe− − χe+)Pˆ ine
]
(30a)
Pˆe = −(χe+)Pˆ ine (30b)
6where Xˆ ine , Pˆ
in
e are the corresponding quadratures of the ef-
fective input fields incident on cavity-1, and where the effec-
tive susceptibilities χe± are given simply by:
χe+[0] ≡ χe+ =
[
κeff/2 +
√
g2eff − ∆˜2eff
]−1
(31a)
χe−[0] ≡ χe− =
[
κeff/2−
√
g2eff − ∆˜2eff
]−1
(31b)
Amplification in a detuned DPA model emerges when one
tunes parameters so that the susceptibility χe− diverges. This
results both in extremely large fluctuations of the quadrature
Xˆe, and in amplification of signals driving this quadrature.
The standard parametric photon number gain G is derived
from the system scattering matrix (see e.g. [19]):
G[ω] = |1− κ1χe−[ω]|2 −→
χe−→∞
κ21χ
2
e− (32)
We thus see that Xˆe represents the amplified quadrature of
the cavity. In contrast, the orthogonal quadrature Pˆe is not
the squeezed quadrature of the cavity: signals incident in this
quadrature can also emerge in Xˆoute with amplification. As
discussed in Ref. 19, the finite effective detuning ∆˜eff leads to
the fact that standard amplified and squeezed quadratures are
not orthogonal.
For a single driven Kerr cavity, one can achieve a diverging
χe− by driving the system close to a point of bifurcation. In
the PARI system, we have seen that the basic classical equa-
tions determining the classical amplitudes are modified; we
thus first need to understand whether a similar bifurcation (and
diverging χe−) can still be attained, at cavity-cavity coupling
strengths λ12 sufficient to allow efficient qubit measurements.
F. Bifurcation for weak cavity-cavity couplings
To ensure the PARI also exhibits a simple bifurcation in its
classical dynamics (and hence amplification), we will focus
on regimes of weak cavity-cavity coupling λ12, such that this
only weakly perturbs the bifurcation that would occur in the
uncoupled nonlinear cavity. Using equation Eq. (9) for the
classical cavity-1 amplitude, and the modification of the para-
metric driving strength in Eq. (23), we see that this requires:
λ12
√
n¯2  2Λn¯1 (33a)
λ12  2
√
Λ/|χ2| (33b)
where n¯2 is the linear cavity photon number. The first con-
dition ensures that the coupling-induced parametric driving
term in Eq. (9) (∝ η) is much smaller than the main Kerr
term (∝ Λ). Note that this condition needs to be satisfied
self-consistently, as n¯1 follows from solutions to the classical
equations of motion, and thus depends weakly on λ12. The
second equation, and the requirement of a strongly detuned
linear cavity ∆2  κ2, ensures that the imaginary Kerr con-
stant induced by the cavity-cavity coupling (cf. Eq. (10)) is
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FIG. 2. Plot of the nonlinear cavity photon number n¯1, against non-
linear cavity drive detuning ∆1. We take a cavity-cavity coupling
λ12 weak enough (as per Eqs. (33)), to ensure a small perturbation of
bifurcation physics; parameter values are listed on the plot. The de-
tuning at which the bifurcation occurs when λ12 = 0 is indicated by
the dashed vertical line. The nonlinear cavity drive is adjusted so that
the parametric gain G, is large, thereby pushing the nonlinear cavity
close to, but not beyond the bifurcation,. The inset plot indicates G
versus ∆1; the large maximum value indicates the preservation of
amplification behaviour of the nonlinear cavity.
also much weaker than the main Kerr term Λ. These condi-
tions together define the weak coupling regime in terms of the
strength of the cavity-cavity coupling λ12, where we expect
simple bifurcation physics to be retained.
To demonstrate that these conditions are sufficient, we
solve Eq. (9) using an appropriately weak λ12, and using re-
alistic values for κ1, κ2; for reasons that will become clear in
section IV A, we require ∆2 ∼ κ1  κ2. Shown in Fig. 2
are resulting plots of the classical cavity-1 intensity n¯1 versus
the cavity-1 drive detuning ∆1. The steepness of the plot-
ted response curves indicates proximity to a bifurcation, and
the possibility of large parametric gain. This is confirmed in
the inset, where we plot the corresponding parametric photon
number gain G[ω = 0] for the modified nonlinear cavity.
The upshot of the analysis here is that as long as λ12 is
weak enough to satisfy Eqs. (33), one can still have simple
bifurcation in the classical dynamics, and hence large para-
metric gain. We do see modifications in the position of the bi-
furcation point and the cavity-1 drive strength needed to reach
this point; further details of these modifications are given in
Appendix B, including a perturbation theory approach to de-
termining how the bifurcation shifts.
While a weak λ12 ensures simple bifurcation physics, the
coupling also needs to be sufficiently strong that the qubit sig-
nal in the nonlinear cavity output is suitably large. In Ap-
pendix G, we calculate a corresponding minimum useful value
of λ12. Below this value, the coupling to the nonlinear cav-
ity is so weak that it would be more efficient to use the linear
cavity output field to read out the qubit state. We find
λmin12 ∼
√
κ1κ2
n¯1G (34)
7Conditions to ensure a simple bifurcation
Weak coupling regime
√
κ1κ2
n¯1G  λ12 
2Λn¯1√
n¯2
< 2
√
Λ
|χ2|
Strongly detuned cavity-2 ∆2  κ2
Parameter list
Cavity j: damping rate κj , drive strength a¯inj , drive detuning ∆j
Nonlinear cavity Kerr constant, Λ
Intercavity coupling, λ12
Relative drive phase, δ
Dispersive coupling, A
TABLE I. Conditions defining the parameter regimes that must be
adhered to for the nonlinear cavity to be modified only weakly by
its coupling to the linear cavity - the ‘weak coupling’ regime. The
lower table lists the large number of tunable parameters in the PARI
scheme that help optimize performance.
For sufficiently large parametric G, this minimum value is
very far from the upper limits established by Eqs. (33). Thus,
there is a large range of cavity-cavity coupling strengths where
one can retain the simple bifurcation physics of a single non-
linear cavity, while still having enough qubit information
transferred to the nonlinear cavity.
III. ANALYSIS AND OPTIMIZATION OF DETECTOR
NOISE AND RESPONSE
In the previous section, we demonstrated that the PARI sys-
tem exhibits a bifurcation similar to a single, driven Kerr cav-
ity, and that near such a point, it can be mapped on to a degen-
erate parametric amplifier (driven by a detuned pump). We
now reintroduce the coupling to the qubit, and analyze the
properties of the system as a continuous qubit detector. The
PARI system has a large number of parameters, which we
summarize in Table I. Thus, a key issue to address is how to
pick these parameters to ensure optimal system performance.
We will start our analysis by addressing what seems to be
the largest flaw in the design: the qubit is not sufficiently pro-
tected from the large noise associated with the driven nonlin-
ear cavity, and hence will experience backaction noise well in
excess of the quantum limit. We will show that this expecta-
tion is false: with appropriate parameter tuning, the qubit can
be made immune to the large fluctuations in the nonlinear cav-
ity. We will then turn to analyzing the output characteristics
of the detector: both the gain (i.e. the size of the qubit signal)
and the measurement rate (i.e. the size of this signal relative
to the amount of noise in the detector output).
A. Backaction noise
The basic dispersive coupling between the qubit and cavity-
2 was given in Eq. (3), where we introduced the backaction
force operator Fˆ = Aaˆ†2aˆ2. For a weak qubit-detector cou-
pling A, the low frequency fluctuations Fˆ will dephase an ini-
tial superposition in the qubit. This dephasing is described by
the rate (see, e.g., [1, 4])
Γϕ = 2SFF [0], (35)
where SFF [ω] is the noise spectral density of Fˆ , evaluated at
zero qubit coupling:
SFF [ω] ≡
∫ ∞
−∞
dt eiωt〈Fˆ (t)Fˆ (0)〉0. (36)
Working in the displaced interaction picture [cf. Eq. (8)],
the backaction force operator takes the form:
Fˆ = A
√
n¯2(e
iβ dˆ2 + h.c.) +Adˆ
†
2dˆ2 ≡ FˆL + FˆQ (37)
We have split the backaction force operator into parts that are
linear and quadratic in the dˆ2 operators. For a suitably strong
cavity-2 drive, n¯2  1, the dominant noise contribution will
come from FˆL; we thus first study this quantity.
1. Linearized backaction and backaction avoidance
Using the linearized Heisenberg-Langevin equations for
our system, we can decompose the Fourier-transformed
Heisenberg-picture operator FˆL[ω] as
FˆL[ω] = Fˆ
int
L [ω]+λ˜
(1)
12
(
fX [ω]Xˆe[ω] + fP [ω]Pˆe[ω]
)
; (38)
see Eq. (D1) in Appendix D for details. Here, Fˆ intL is the λ12-
independent contribution to FˆL. It describes vacuum noise
incident from the cavity-2 input port which has not entered
cavity-1, and hence has not been amplified by the nonlinear
cavity. The remaining terms describe noise contributions em-
anating from the nonlinear cavity. We have written them in
terms of the quadratures of the nonlinear cavity Xˆe and Pˆe, as
introduced in Sec. II E (cf. Eq. (30a) and (30b)). fX [ω], fP [ω]
are real coefficients which are independent of the cavity-1 sus-
ceptibility (cf. Eq. (D1)).
As discussed in Sec. II E, it is only the Xˆe quadrature which
experiences amplification due to the effective parametric in-
teraction; thus, this is the only term in Eq. (38) which de-
scribes a diverging, amplified noise contribution near the bi-
furcation. Eliminating this large noise contribution thus in-
volves tuning parameters such that the coefficient fX [ω] = 0
over frequencies of interest. We have in general:
fX [ω] = − A˜√
2
[
χ∗2[−ω]ei(µ12−ν[ω]) + χ2[ω]e−i(µ12−ν[ω])
]
(39)
Here, the phase µ12 is the relative phase between the classical
cavity amplitudes (cf. Eq. (22)); it determines the effective
phase of the linearized cavity-cavity coupling (cf. Eq. (20)).
The remaining phase angle ν[ω] is
ν[ω] = φg/2 + θe[ω]/2 + 3pi/4, (40)
8where φg is the phase of the effective parametric interaction
in Eq. (23), and θe[ω] characterises the rotation which defines
the amplified Xˆe quadrature at each frequency (cf. Eq. (28)).
For reasons that will become clear shortly, we focus on the
ω = 0 regime. Writing the bare cavity-2 susceptibility defined
in Eq. (11) as χ2[ω] = |χ2[ω]| exp(iφ2[ω]), fX [ω = 0] takes
the form
fX [0] = −
√
2A˜ |χ2[0]| cos(µ12 − φ2[0]− ν[0]). (41)
Therefore, at zero frequency, one can make fX [0] (and hence
the largest noise contribution to FˆL[ω]) vanish by an appropri-
ate choice of the phase µ12; this phase can in turn be varied
by tuning the relative phase δ between the two cavity drives.
One needs:
µ12 − φ2[0]− ν[0] = (2M + 1)pi
2
, M ∈ Z (42)
In this zero-frequency case, when this reduced backaction
condition is satisfied, the backaction noise in FˆL is
SFLFL [0] ' SintFLFL [0] + SNLFLFL [0], (43)
SintFLFL [0] = A˜
2κ2|χ2|2 (44)
SNLFLFL [0] = A˜
2
(
λ˜
(1)
12
)2
|χ2|2κ1χ2e+ + . . . , (45)
see Appendix D for an outline of the full calculation. SintFLFL [0]
describes the unamplified contribution of vacuum noise inci-
dent on cavity-2, while SNLFLFL [0] describes the contribution of
all noise processes involving the nonlinear cavity (including
correlations between the two terms in Eq. (38)). This latter
contribution is solely due to the non-amplified cavity quadra-
ture (it is just a function of non-diverging susceptibility χe+,
which scales as 1/κ1 near the bifurcation), and thus the back-
action noise and dephasing is independent of the amplified
vacuum noise fluctuations in the nonlinear cavity. We see that
careful tuning of the drive phases gives the system a kind of di-
rectionality: the nonlinear cavity will amplify the qubit signal,
but the qubit will not see amplified vacuum noise emanating
from the nonlinear cavity. This protection against backaction
is impossible in systems where a qubit is directly, dispersively
coupled to a nonlinear cavity, as there is no way to tune the
cavity quadrature seen by the qubit; this is why these systems
have a backaction far in excess of the quantum limit [19].
We stress that with appropriate parameter choices, enforc-
ing Eq. (42) at ω = 0 will be enough to guarantee a noise
suppression over a wide bandwidth. To see this, note that all
the frequency dependence in this equation is ultimately related
to the frequency dependence of χ2[ω], the bare cavity-2 sus-
ceptibility (cf. Eq. (11)). By choosing a cavity-2 drive tone
that is far detuned from resonance (i.e. ∆2  κ2), χ2[ω] will
effectively become frequency independent over the amplifica-
tion bandwidth. As such, ensuring Eq. 42 holds at zero fre-
quency ensures that it holds over this entire bandwidth. Fig. 6
in Appendix E indicates this frequency dependent behaviour
and confirms that the zero frequency approximation is valid.
2. Quadratic backaction
We now turn to the fluctuations of FˆQ, the second term in
Eq. (37) which is proportional to the photon number dˆ†2dˆ2.
While this term is smaller by a factor of n¯2 than the lead-
ing contribution, the fact that it is quadratic in field opera-
tors implies that it can still contribute significant noise near
bifurcation. Furthermore, calculating the autocorrelation of
dˆ†2dˆ2 involves a convolution of dˆ2, dˆ
†
2 correlators, which in-
corporates noise at all frequencies. The calculation of the var-
ious noise components of this term is outlined in section D; in
the relevant large gain limit, the dominant contributions to the
quadratic backaction can be approximately written as:
SFQFQ [0] ' A2
(
λ˜
(1)
12
)4 ∑
ω=0, ∆2
G[ω]2
κ21
· |χ2[ω]|4 · Ω[ω], (46)
where G[ω] (parametric photon number gain) and|χ2[ω]|
(cavity-2 susceptibility) parametrize the nonlinear and linear
cavity responses respectively, and Ω[ω] is an effective band-
width. Near ω = 0 and ω = ∆2, and over a frequency range
specified by the bandwidth Ω[ω], the nonlinear and linear cav-
ity responses respectively are strongest, indicating a large con-
tribution to the backaction noise. The G2 dependence here
would also occur in a single nonlinear cavity directly coupled
to a qubit. While there is no simple tuning possible in the
PARI that lets one completely suppress the amplified noise
contribution to FˆQ, one can strongly reduce the relative im-
portance of FˆQ compared to other terms by increasing the
cavity-2 photon number: SFQFQ depends on the bare disper-
sive coupling A and not the dressed A˜ (cf. Eq. (19)). In the
limit where n¯2 →∞ while the dressed dispersive coupling A˜
is kept fixed, the quadratic backaction formally goes to zero.
The PARI system also has additional tunability compared to
a single-cavity system which allows a further suppression of
this term; for a full discussion, see Appendix D.
B. Detector response and amplifier forward gain
Having characterized the backaction noise of the PARI de-
tector, we now examine how information on the qubit state
appears at the detector output. Referring back to Fig. 1, recall
that information about the qubit signal is obtained by measur-
ing the field leaving the nonlinear cavity; this signal will thus
benefit from amplification in this cavity. We consider a homo-
dyne measurement, where one measures the quadrature of this
output field containing the maximal amount of information on
the qubit state. Details on the basics of homodyne measure-
ment and their description can be found in, e.g., Refs. [4, 35]
We first want to understand the signal produced by the
qubit, i.e. the average homodyne current associated with the
two qubit σz eigenstates. Note from Eq. (18) that in our dis-
placed frame, the qubit both acts as an effective linear driving
force on cavity-2, as well as shifts its frequency. We focus
initially on the first effect, which is enhanced by the average
9cavity-2 photon number n¯2. Using the effective nonlinear cav-
ity picture developed in Sec. II E, this qubit-induced drive will
act as a driving force on both the Xˆe and Pˆe nonlinear cavity
quadratures; it thus yields new terms in the driving fields in
Eqs. (30a), (30b):
Xˆ ine → Xˆ ine −
(√
2
κeff
A˜ λ˜
(1)
12 |χ2|Im
[
ei(µ12+φ2−ν)
])
σˆz
Pˆ ine → Pˆ ine +
(√
2
κeff
A˜ λ˜
(1)
12 |χ2|Re
[
ei(µ12+φ2−ν)
])
σˆz
(47)
The measured homodyne current Iˆ1 is just proportional to
a quadrature of the output field leaving cavity-1, i.e. Iˆ1 ∝(
eiφh dˆ1,out + h.c.
)
. For simplicity, we assume in what fol-
lows an optimal choice of quadrature, by appropriate choice of
the homodyne angle φh. Using standard input-output theory,
we can easily calculate its stationary, average value. Consid-
ering the case where we are near bifurcation (and hence have
a large parametric photon number gain G, cf. Eq. (32)), we
find to leading order
〈Iˆ1〉 ≡ χIF [0]〈σˆz〉,
χIF [0] '
√
2 A˜ λ˜
(1)
12 |χ2|
√G ρe, (48)
where χIF [0] is the zero-frequency detector response coeffi-
cient or “forward gain” [4], and the angle-dependent prefactor
ρe is given by
ρe = sec θe sin(µ12 + φ2 − ν + θe). (49)
All quantities are at zero frequency. For details of the full
calculation, see Appendix E.
As expected, the response of the detector is enhanced by the
large parametric gain G  1 generated when the PARI system
is operated near bifurcation. Further, note that tuning the sys-
tem to satisfy the reduced backaction condition [cf. Eq. (42)]
does not make the forward gain vanish. The reduced back-
action condition ensures that the qubit is coupled to the non-
amplified quadrature Pˆe of the nonlinear cavity; it thus effi-
ciently drives the orthogonal amplified quadrature Xˆe, leading
to the large, amplified signal.
We have thus far ignored the second effect of the qubit on
the linear cavity, namely a dispersive shift of the linear cavity
drive detuning ∆2 [cf. Eq. (20)]. It turns out that for the
case of a strongly detuned linear cavity and weak dispersive
coupling so that A  ∆2 (parameters indicated in Table II),
∆2±A produces less than a 1 % change in ∆2. The resulting
effect on the gain is small, and so the effect of the nonlinear
term in the qubit-detector coupling can be neglected.
C. Measurement imprecision noise and measurement rate
We now turn to analyzing the intrinsic noise in the output
homodyne current, S¯II [ω], in the PARI setup; along with the
forward gain, this will determine the imprecision of our mea-
surement and the measurement rate (the rate at which infor-
mation on the qubit state is acquired). The calculation of this
intrinsic zero-frequency noise SII [0] (i.e. calculated in the ab-
sence of any qubit coupling) follows straightforwardly from
the linearized Heisenberg-Langevin equations for our system;
details are presented in Appendix E. In the large gain limit of
interest, we find to leading order
SII [0] ' 1
2
κeff sec
2 θe G, (50)
where κeff is the effective nonlinear cavity damping rate de-
fined in Eq. (27). Apart from this renormalized value of κ1
(which is due to the cavity-cavity interaction), this result has
the same general form and dependence on G as for a single
Kerr cavity driven near bifurcation [19].
We can now calculate the measurement time τmeas associ-
ated with our setup: how long will it take to resolve the qubit
signal above the noise in the detector output. For the weak
qubit-coupling, linear-response regime we consider, τmeas has
the standard definition [4]
1
τmeas
= Γmeas =
|χIF [0]|2
2SII [0]
≡ 1
2
S−1zz (51)
where SII [0] is the intrinsic zero-frequency noise in the mea-
sured homodyne current (i.e. in the absence of any coupling
to the qubit). In the last inequality, we have introduced the
imprecision noise spectral density Szz[0], which is just the
output noise referred back to the qubit.
In the large gain limit, making use of Eqs. (48) and (50), we
find
Γmeas '
[(
λ˜
(1)
12
)2
|χ2|2
]
× 2A˜
2
κeff
sin2(µ12+φ2−ν+θe) (52)
The nonlinear cavity amplifies both the signal and the noise
in the cavity output; as a result, the rate of information gain,
Γmeas, is independent of G. This is identical to the case where
one directly couples a qubit to a nonlinear cavity [19]. How-
ever, unlike this direct coupling case, there is additional tun-
ability in the PARI setup. In particular, the coupling prefactors
in Eq. (52) (i.e factor in square brackets) can be tuned to be
larger than unity, even if λ12 is so weak that it does not perturb
the bifurcation physics of the nonlinear cavity.
In addition to having a large measurement rate, we also
want the sheer magnitude of the output signal to be large
enough that the noise of any following amplification stages is
irrelevant. It is useful to quantify the size of the output noise
via an effective number of thermal quanta n¯II : if the cavity
were linear and in thermal equilibrium, how hot would it have
to be to produce the same amount of output noise? This leads
to the definition SII [0] = κ12 (1 + 2n¯II). As both the forward
gain |χIF [0]|2 and output noise SII [0] scale as G, we are in
good shape: n¯II ∝ G, and hence, in principle the magni-
tude of the output noise and signal can be made large enough
to make the noise added in following amplification stages in-
significant.
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IV. PARAMETER OPTIMIZATION FOR LARGE GAIN,
QUANTUM-LIMITED PERFORMANCE
The previous section suggested that the PARI design should
allow one to both produce a large-magnitude qubit signal, as
well as a small backaction disturbance of the qubit (one that
is immune to the amplified fluctuations of the nonlinear cav-
ity). In this section, we show this indeed possible with realis-
tic parameter choices, and also explain the rationale governing
these choices.
We start by recalling that the fundamental Heisenberg con-
straint on the noise of any linear detector implies that there
is a minimum possible value for the detector backaction: the
backaction dephasing cannot be any smaller than the measure-
ment rate [4]. We thus define the efficiency ratio ηmeas which
characterizes the size of the actual detector backaction com-
pared to this ideal minimum:
1
ηmeas
= Γϕ/Γmeas = 4SzzSFF ≥ 1 (53)
The quantum limit corresponds to achieving ηmeas = 1.
A. Procedure for selecting optimal parameters
In choosing parameters, the first step is to take the rela-
tive phase of the cavity drives to fulfill the reduced backaction
condition of Eq. (42), which eliminates the contribution of
amplified noise to the linear backaction operator FˆL. Once
this is done, the remaining contributions to the backaction
noise come from Eq. (43) (the remaining fluctuations in FˆL)
and Eq.(46) (fluctuations in the quadratic backaction operator
FˆQ); we begin by analysing the former.
The non-amplified fluctuations in FˆL arise from the intrin-
sic linear cavity backaction and the residual nonlinear cavity
backaction. For signal extraction from the nonlinear cavity,
the linear cavity backaction represents excess noise not di-
rectly tied to any information gain. Ideally, we require the
residual nonlinear cavity backaction to be larger than this in-
trinsic linear cavity noise, so that more information is being
extracted from the nonlinear cavity than is leaking out the
linear cavity drive port; from Eq. (45), this occurs when the
dressed coupling λ˜(1)12 satisfies the constraint:(
λ˜
(1)
12
)2
> κ1κ2 (54)
As n¯1 is itself dependent on λ12, this is a self-consistent equa-
tion for λ12. As we work near bifurcation, n¯1 will be large
and scaling roughly as κ1/(2
√
3 Λ) [19]. For given values of
κ1, κ2 and Λ, Eq. (54) constrains the minimum value of λ12.
This then seems to imply that we should couple the cavities
as strongly as possible, thus making λ˜(1)12 large. However, an
analysis of the quadratic backaction (cf. Eq. (46)) immedi-
ately reveals a problem: the dominant contributions to SFQFQ
depend quartically on the same dressed coupling, and there-
fore are enhanced more strongly than SNLFLFL when λ˜
(1)
12 is in-
creased.
Parameter Value (MHz)
Nonlinear cavity damping, κ1 100
Linear cavity damping, κ2, 30
Linear cavity detuning, ∆2 170
Intercavity coupling, λ12 1.10
Dispersive coupling, A 1
Kerr constant, Λ 0.005
Nonlinear cavity detuning, ∆1 (see caption)
Cavity drive strengths, a¯inj (see caption)
Relative drive phase, δ (see caption)
Quantum limited performance constraint
κ21√G <
(
λ˜
(1)
12
)2
< n¯2(∆2)
2
G3/2
0.10 < 1.14 < 4.93
Weak coupling constraints
λ˜
(2)
12 < 2Λn¯1 , 2
√
Λn¯2
|χ2|
0.45 < 0.80 , 0.74
TABLE II. Table indicating realistic parameter choices used in
Figs. 3, 4, which satisfy the constraints in Eqs. (56a), (56b) as in-
dicated by the lower tables. The cavity drive strengths a¯inj , relative
drive phase δ, and the nonlinear cavity detuning ∆1 form a param-
eter space where optimal operating points are found via a numerical
optimization routine.
Fortunately, the PARI system provides enough flexibility of
parameter choices to overcome this problem. We enforce self-
consistently that both large terms in the quadratic backaction
SFQFQ , near ω = 0, ∆2, are smaller than the contribution
to SFLFL from the nonlinear cavity. The form of each term
is characterised in Appendix D; we find that to suppress the
quadratic backaction, the following conditions must hold:
SNLFLFL > S
(1)
FQFQ
=⇒
(
λ˜
(1)
12
)2
<
n¯2(∆2)
2
G3/2
SNLFLFL > S
(2)
FQFQ
=⇒
(
λ˜
(1)
12
)2
< n¯2(∆2)
2
(
κ2
κ1
)3
(55)
where S(1,2)FQFQ are the contributions to quadratic backaction
near ω = 0, ∆2 respectively (cf. Eq. (46)). These con-
straints are intuitively clear; large n¯2 reduces the effect of the
dˆ†2dˆ2 operator in the qubit-cavity coupling relative to the lin-
earised backaction operator, and strong linear cavity detuning
ensures the two cavity resonances are well-separated in fre-
quency space. Both these conditions reduce the effect of the
quadratic backaction, thereby enabling a stronger dressed in-
tercavity coupling λ˜(1)12 . This of course is beneficial for having
the nonlinear cavity backaction be the dominant noise source,
as described in the discussion following Eq. (54).
The final challenge then is to satisfy the above constraints
with experimentally feasible parameter values, allowing close
to quantum-limited performance while still being within the
weak coupling regime and hence having large gain G. Focus-
ing on realistic parameter choices and requiring weak κ2 to
suppress the imaginary modification of the Kerr constant (cf.
11
Sec. II F), we enforce κ2 ' κ1/
√G. This choice makes both
conditions in Eq. (55) equivalent; combining the conditions
for quantum limited performance in Eqs. (54), (55), and for
the weak coupling regime in Eqs. (33a), (33b), we have:
κ21√G <
(
λ˜
(1)
12
)2
<
n¯2(∆2)
2
G3/2 (56a)
λ˜
(2)
12 < 2Λn¯1 , 2
√
Λn¯2
|χ2| (56b)
We reiterate that these conditions are to be satisfied self-
consistently. The lower and upper boundaries of inequal-
ity (56a) are where SNLFLFL is comparable to the S
int
FLFL
and
SFQFQ respectively; for ideal performance, we require λ˜
(1)
12
to be not too close to either boundary, so that SNLFLFL is the
dominant noise contribution. We will present an example pa-
rameter set that satisfies these constraints in the next section.
To summarize, near quantum-limited PARI performance re-
quires (i) tuning the relative drive phase δ to satisfy the re-
duced backaction condition of Eq. (42), and (ii) choosing a
cavity-cavity coupling λ12 large enough to ensure that the
residual nonlinear cavity backaction SFLFL overcomes the in-
trinsic linear cavity noise, but also not too large, so that the
quadratic backaction remains small in comparison, while en-
suring the nonlinear cavity is not too strongly modified. The
balance required forces λ˜(1,2)12 , λ˜
(2)
12 to satisfy Eqs. (56a), (56b)
respectively.
These constraints allow us to see the advantage of weak
nonlinearities in this setup. As mentioned earlier, large n¯2 val-
ues are beneficial for quantum-limited performance, as they
suppress the quadratic backaction operator. However, n¯2 ap-
pears in the dominant modification of the nonlinear cavity bi-
furcation (cf. Eq. (56b)), and cannot be increased indefinitely,
unless λ12 is simultaneously decreased so that λ˜
(2)
12 is held
fixed. This, however, raises another potential problem: weak-
ening λ12 suppresses the gain and the measurement rate, and
reduces SNLFLFL relative to S
int
FLFL
. The way out is to ensure
the dressed coupling λ˜(1)12 is held fixed while λ12 is decreased;
reducing the Kerr nonlinearity Λ to increase n¯1 achieves pre-
cisely this effect.
B. Optimal performance with realistic parameter values
We now implement the above guidelines for choosing pa-
rameters, focusing on experimentally accessible values that
yield near quantum-limited performance with parametric pho-
ton number gains G (defined in Eq. (32)) of O(100), or
O(20 dB); corresponding results for the gain, measurement
rate and noise are shown in Figs. 3 and 4.
As discussed, one ideally needs a large cavity-1 photon
number n¯1, which requires a relatively weak cavity-1 Kerr
constant. We thus take a value Λ = 5 × 10−5κ1. Note that
for standard lumped element resonators based on a shunted
SQUID, the strength of the Kerr nonlinearity is given by
Λ/κ1 =
pi
2
R
RK
, (57)
where R is the effective shunt resistance , and RK = h/e2 is
the quantum of resistance. For typical setups with R ∼ 50 Ω,
Kerr nonlinearities on the order of Λ ∼ 10−2κ1 are stan-
dard [31]. Our chosen value of Λ/κ thus requires this non-
linearity to be weakened, or ‘diluted’. The utility of such
weakened nonlinearities, and methods for achieving this, have
recently garnered attention [36]. One could for example
introduce an additional linear inductance L0 in series with
the SQUID (Josephson inductance LJ ). This effectively re-
duces Λ/κ by a factor of p3, where the participation ratio
p = LJ/(L0 + LJ) can be made small by choosing an ap-
propriately large L0 (see, e.g. Ref. [36]). Our chosen Λ/κ
thus requires p ' 0.1. One must also be careful that the
weakened nonlinearity (and consequent larger photon num-
bers) do not cause higher nonlinearities in the SQUID poten-
tial to become relevant. This condition results in the constraint
Qp & 5, where Q is the nonlinear cavity quality factor [37–
40]. Using the parameters in Table II and taking a cavity-
1 resonance frequency ωc1 = 6 GHz yields Q = 60 and
p ' 0.1. One thus satisfies the requirement on Qp, while at
the same time having a not too-large cavity-2 resonance fre-
quency ωc2 ∼ 2ωc1 ∼ 12 GHz. Finally, we note that weak
nonlinearities can also be achieved by replacing the single
SQUID with an array of SQUIDs, or by using transmission-
line resonators (see Ref. [36, 41]).
Moving on to the remaining parameters, recall that optimal
performance occurs when κ2 ∼ κ1/
√G; we take κ2 = 0.3 κ1.
We then implement the optimization conditions. The result-
ing parameter choices are all shown in Table II. We take val-
ues that are experimentally realistic; more experimentally-
challenging choices of parameters would lead to even more
optimal performance. The nonlinear cavity drive strength a¯in1
and detuning ∆1 are chosen to be close enough to the bifurca-
tion to achieve the required parametric gain. A first order per-
turbation approach narrows the region in phase space where
this bifurcation exists; a numerical optimization routine in
a¯in1 -∆1-δ space is then implemented to tune these parameters
to obtain closest-to-desired detector performance.
In Fig. 3, we plot both the parametric gain G (dashed blue),
as well as the inverse efficiency ratio, 1/ηmeas (solid red), both
as a function of the nonlinear cavity detuning ∆1. We find that
as predicted, one can both achieve a large effective parametric
gain of ∼ 20 dB (implying a large output signal), and have a
backaction noise which is approximately a factor of 1.75 more
than the minimal quantum limited value. The corresponding
efficiency is ηmeas ' 0.57. Had one directly coupled the qubit
to the nonlinear cavity, the backaction would exceed the quan-
tum limit by a large factor ∼ 100.
In Fig. 4 we plot the measurement rate Γmeas versus ∆1
for the same parameter set. We focus on the weak dispersive
coupling regime, and take A = 0.01 κ1. It is possible to ob-
tain measurement rates on the order of 10 MHz with a nearly
quantum-limited detector.
We note that the ability to reach the quantum limit on mea-
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FIG. 3. Plot of the zero frequency parametric gain G [cf. Eq. (32)]
(dashed blue, left-hand axis) and the inverse efficiency ratio 1/ηmeas
(cf. Eq. (53)) (solid red, right hand log axis), as a function of the non-
linear cavity detuning ∆1. For optimal ∆1 ' −0.83κ1, we obtain
1/ηmeas ' 1.75, with G ' 100. The drive parameters are all fixed
for this plot: (a¯in1 )2/κ1 = (62.2)2, (a¯in2 )2/κ1 = (45.5)2, δ = 0.40,
n¯1 ∼ 8000, n¯2 ∼ 1200. The dashed green curve with intermedi-
ate minimal backaction-imprecision product corresponds to the limit
where n¯2 → ∞ while A˜ and λ˜(2)12 are kept fixed; in this limit, the
quadratic backaction SFQFQ (cf. Eq. (46)) does not contribute. The
dot-dashed black curve is the inverse efficiency where we also take
κ2 → 0, thus suppressing the intrinsic linear cavity backaction SintFF
(cf. Eq. (45)). In this limit, one can exactly reach the quantum limit.
surement is restricted by the non-zero intrinsic linear cavity
backaction SintFLFL and the second order backaction SFQFQ . To
see this, we include in Fig. 3 the dashed green curve showing
the inverse efficiency ratio 1/ηmeas with SFQFQ taken to zero
(n¯2 → ∞, A˜ held finite). Also included is the dot-dashed
black curve showing this product with SintFLFL also excluded
(κ2 → 0), indicating precisely quantum-limited measurement
if both noise terms can be suppressed. The relative contribu-
tions of each term depends on which boundary of Eq. (56a)
the dressed coupling λ˜(1)12 is closer to.
As mentioned earlier, weak Kerr nonlinearities are advan-
tageous for optimal PARI performance. Using a stronger
value of Λ limits the cavity intensities n¯j , hence making the
quadratic backaction more important. However, the multi-
ple parameters in the PARI provide a way out; adjusting the
linear cavity detuning ∆2 allows us to suppress SFQFQ , al-
beit at the cost of a reduced measurement rate. In Fig. 8 in
Appendix F, we include an analogous plot to Fig. 3, with a
stronger nonlinearity, Λ = 10−4κ1; we obtain ηmeas ' 0.5
with Γmeas ∼ 1 MHz.
We conclude this section by mentioning the freedom of
parameter choices in the PARI scheme, even under the con-
straints of Eqs. (56a), (56b). The ability to tune the relative
drive phase δ means that there exist multiple parameter sets
allowing optimal PARI performance. This is explicitly shown
in Figs. 7 (a), (b) in Appendix F, where 1/ηmeas and G are
analyzed in ∆1-δ space; a manifold of optimal operating pa-
rameters can clearly be seen to exist.
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FIG. 4. Plot of the zero frequency measurement rate Γmeas (dashed
blue, left-hand axis) and the inverse efficiency ratio 1/ηmeas (solid
red, right hand log axis), as a function of the nonlinear cavity detun-
ing ∆1. For optimal ∆1 = −0.831, we have 1/ηmeas ' 1.75 and
Γmeas ' 10 MHz. The drive parameters are the same as for Fig. 3:
(a¯in1 )
2/κ1 = (62.2)
2, (a¯in2 )2/κ1 = (45.5)2, δ = 0.40, n¯1 ∼ 8000,
n¯2 ∼ 1200. We take κ1 = 100 MHz to compute the measurement
rate, with the dispersive coupling strength A = 1 MHz; the choice
for A is justified in the next section.
C. Comparison to conventional circulator-based setup
The parametric photon number gain G (cf. Eq. (32)) al-
lows a comparison of the amplification performance of the
PARI scheme to that of conventional qubit-detector-amplifier
setups. It is also useful to develop a meaningful way to com-
pare the noise performance of both schemes in a common
framework.
For the conventional setup, the linear cavity output signal
is quantum-limited, but the necessary following amplification
stage adds imprecision noise that causes deviations from ideal
performance. Fortunately, the qubit is protected from addi-
tional backaction due to the use of circulators, and so the back-
action noise after amplification, SFF , is unchanged from its
quantum-limited value. The amplifier boosts the output sig-
nal but also makes it noisier; this added noise then modifies
the output signal imprecision noise Szz to κ12 (1 + 2n¯add) (for
no noise added by the following amplifier, n¯add = 0 and Szz
is unchanged). If, following amplification, the backaction-
imprecision product deviates from its quantum-limited value
by a factor of x, then attributing this deviation solely to an in-
crease in the imprecision noise, we can write Szz = xκ12 ≡
κ1
2 (1 + 2n¯add), so that n¯add = (x − 1)/2. For the param-
eters used in Figs. 3, 4, we find x ' 1.75, and the PARI
noise performance is therefore equivalent to that of a stan-
dard qubit-cavity-amplifier setup where the paramp stage adds
n¯add ' 0.375 quanta of noise.
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FIG. 5. Plot of 〈∆I1〉 (cf. Eq. (59)) against the dispersive coupling
strength A. We see that for A ≤ 0.01 κ1, the system response is
approximately linear in A and the results of our analysis hold. We
choose a value ofA = 0.01 κ1 = 1 MHz for Fig. 4 to operate within
this linear regime while having a fast measurement rate.
D. Validity of linear response theory
Our analysis assumes operation of the PARI in the limit of
weak dispersive coupling, so that the detector can be treated
in the linear response regime. It is important to determine
whether the parameter choices used in Figs. 3, 4 in fact al-
low the detector response to remain linear in the dispersive
coupling strength A. A standard approach is to include the
exact qubit-cavity dispersive coupling at the level of the clas-
sical equations; this coupling leads to a qubit state dependent
shift of the linear cavity frequency by ±A, for σˆz = {↑, ↓} =
{1,−1} respectively. We can then compute a classical cavity
1 output homodyne current that knows about A:
〈Iˆ1σz 〉(A) =
κ1
2
(
eiφhα1σz (A) + h.c.
)
(58)
The difference between the currents for the two possible
states,
〈∆I1〉 = 〈Iˆ1↑〉 − 〈Iˆ1↓〉 (59)
measures how well the detector output discriminates between
these states; it is thus a measure of the detector response as
a function of A. We plot 〈∆I1〉 against A in Fig. 5 for the
same parameters as Figs. 3, 4. For this optimal parameter set,
choosing dispersive coupling strengths A . 1 MHz (for κ1 =
100 MHz) allows a linear detector response, and our analysis
can be safely applied.
V. CONCLUSIONS
In this paper, we have detailed the theory of a two-cavity
amplifier for qubit state measurement in the linear response
regime. The setup, where the linear cavity housing the qubit is
coupled directly to the nonlinear cavity used for measurement,
can be mapped to a single modified nonlinear cavity coupled
to the qubit via a tunable coupling. Adhering to a weak inter-
cavity coupling regime ensures retention of the nonlinear cav-
ity’s bifurcation, and hence a large amplifier gain. We find fur-
ther that the linear cavity’s response modifies the amplifier’s
properties. Crucially, the modified qubit-cavity coupling can
be tuned to shield the qubit from linear measurement backac-
tion, while the multiple parameter choices allow suppressing
the quadratic backaction, all while preserving the large gain.
Therefore, quantum-limited qubit state measurement that es-
capes a single nonlinear cavity detector within weak coupling
is possible with the PARI device.
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Appendix A: Derivation of intercavity coupling Hamiltonian
For the setup shown in Fig. 1 (b), the Josephson energy of
the nonlinear circuit’s SQUID can be written in terms of the
flux threading the SQUID loop,
Φˆext = ΦB +MIˆ2 (A1)
where ΦB is a static flux bias. The second term contains the
contribution to the flux due to the coupling with the linear cav-
ity, and is proportional to the current I2 flowing in the linear
resonator. M is the mutual inductance of the coupled cavity
system. The physical Hamiltonian of the nonlinear cavity in
Fig. 1 (b) is therefore:
Hˆsys1 =
Qˆ21
2C1
− EJ [Φˆext] cos
(
2pi
Φˆ1
Φ0
)
(A2)
where Φˆ, Qˆ are the canonical coordinates describing the non-
linear cavity with shunt capacitance C1, and Φ0 = h/2e is the
magnetic flux quantum. The first term includes the capacitive
energy of the circuit, while the second is the Josephson energy
term providing the nonlinearity and the intercavity coupling.
This expression can be simplified via Taylor expansion, keep-
ing terms up to and including Φˆ41, ignoring constant terms and
the term proportional only to Iˆ2 (these are accounted for in
the total drive on the linear cavity). As a result, we obtain
the quadratic- and quartic-in-Φˆ1 terms that form the nonlinear
cavity Hamiltonian with a Kerr type nonlinearity, as is stan-
dard, together with a term depending on both Φ1 and Iˆ2; we
focus on this intercavity coupling term:
Hˆ12 =
{
M
2
(
2pi
Φ0
)2
dEJ
dΦext
∣∣∣∣∣
ΦB
}
Iˆ2Φˆ
2
1 (A3)
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To generalize and simplify the analysis, we now introduce the
usual creation and annihilation operators for both cavities,
aˆj =
1√
2~Ljωcj
Φˆj + i
1√
2~Cjωcj
Qˆj
aˆ†j =
1√
2~Ljωcj
Φˆj − i 1√
2~Cjωcj
Qˆj (A4)
where ωcj = 1/
√
LjCj is the natural frequency of cavity j
(j = 1, 2). Using the fact that Iˆ2 = Φˆ2/L2, we can rewrite the
intercavity coupling term in Eq. (A3) in terms of creation and
annihilation operators to get the form written in Eq. (4). From
there, the intercavity coupling strength λ12 can be extracted in
terms of physical quantities,
λ12 = 2ωc1
√
~ωc2
2L2
[
M
EJ [ΦB ]
dEJ
dΦext
∣∣∣∣∣
ΦB
]
(A5)
To obtain a numerical estimate, we use the explicit form for
the Josephson energy EJ [Φ] = E0
∣∣∣cos(piΦΦ0 )∣∣∣, and rewrite
L2 in terms of the characteristic impedance Z2 =
√
L2/C2
and ωc2, hence simplifying the expression for λ12,
λ12 =
[
M · (ωc1ωc2) · 1
RK
]√
RK
Z2
√
4pi tan
(
piΦB
Φ0
)
(A6)
i where RK = h/e2 = 2Φ0/e is the quantum of resistance.
Taking ωc1 = (2pi)6 GHz, ωc2 = (2pi)12 GHz, choosing
Z2 ' Z0, where Z0 is the impedance of free space, and noting
that the angular factor will be O(1) for the static bias fluxes
used in such setups, we obtain,
λ12 ∼
(
M
pH
)
10−1 MHz (A7)
From the considered parameter choices (cf. Table II), we have
a value of λ12 ' 1.1 MHz, which would correspond to a mu-
tual inductance M ' 11 pH.
Appendix B: Classical equations of motion
We consider the full Heisenberg equations for the two cav-
ities, Eq. (6), and compute the classical equations of motion
assuming a steady state coherent solution of the form indi-
cated in Eq. (8), without the quantum operators. Imposing
the driving frequency condition [cf. Eq. (5)] followed by a
rotating wave approximation allows one to easily obtain the
following classical equations of motion for the nonlinear and
linear cavities respectively:
α1
[−i(∆1 + 2Λ|α1|2) + κ1/2] =−√κ1 a¯in1 − iλ12α2α∗1
α2 [−i∆2 + κ2/2] =−√κ2 a¯in2 eiδ − i
λ12
2
α21
(B1)
The second equation can be used to eliminate α2 to obtain a
complex nonlinear equation for α1,
α1
[−i(∆1 + 2Λ|α1|2) + κ1/2] =−√κ1 a¯in1
+iλ12(
√
κ2 a¯
in
2 e
iδ χ2)α
∗
1 −
λ212
2
(χ2)α
2
1α
∗
1 (B2)
The first line in the equation above is just the classical equa-
tion of motion for an individual nonlinear cavity, while the
second line represents the modifications due to the coupling
to the linear cavity. We can rewrite the modifications propor-
tional to λ212 as changing the Kerr constant,
α1
[
−i(∆1 + 2Λ˜|α1|2) + κ1/2
]
− iηα∗1 =−
√
κ1 a¯
in
1
(B3)
where the modified Kerr constant Λ˜ is as defined in Eq. (10),
and the emergent parametric driving strength η is as defined
in Eq. (12). Eq. (B2) mixes α1 and α∗1, so that the phase of
α1 plays an important role. However, we now note that it is
possible to write down the above equation and its complex
conjugate as a matrix system:[
κ1/2− iζ −iη
iη∗ κ1/2 + iζ∗
](
α1
α∗1
)
= −√κ1
(
a¯in1
a¯in1
)
(B4)
where ζ is given by
ζ = ∆1 + 2Λ˜|α1|2 (B5)
Inverting the 2-by-2 matrix above allows an expression for α1
that does not include explicit reference to its phase; squar-
ing this expression allows one to obtain Eq. (13). The equa-
tion can be solved numerically for the nonlinear cavity photon
number profiles indicated in Fig. 2.
The purely real equation is also more tractable for a per-
turbative expansion in the weak intercavity coupling strength.
We expand the detuning, drive strength, and nonlinear cavity
occupation around the unmodified nonlinear cavity bifurca-
tion (∆1,0, a¯in1,0) (where dn¯1/d∆1 →∞) [19],
∆1 = ∆1,0 +
λ12
κ1
·∆1,1
a¯in1 = a¯
in
1,0 +
λ12
κ1
· a¯in1,1
n¯1 = n¯1,0 +
λ12
κ1
· n¯1,1 (B6)
To retain the bifurcation, we impose that ∆1,1, a¯in1,1, n¯1,1
be chosen such that theO(λ12) modifications to both the clas-
sical nonlinear equation and the diverging derivative at bifur-
cation dn¯1/d∆1, vanish. This yields a modified set of detun-
ing and driving strengths describing the new position of the
bifurcation:
∆1 = ∆1,0 + λ12
√
κ2 a¯
in
2 |χ2|
[
cos(δ + φ2) +
√
3 sin(δ + φ2)
]
a¯in1 = a¯
in
1,0 + λ12
√
κ2 a¯
in
2 |χ2|
[
sin(δ + φ2)
(√
3/2Λ
)1/2]
(B7a)
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where φ2 is defined via χ2 = |χ2| exp(iφ2) as before. An
important observation - borne out by the numerics - is that the
critical detuning and driving strength values are affected by
the relative drive phase δ in particular, indicating that tuning δ
nontrivially modifies the bifurcation physics.
Appendix C: Effective nonlinear cavity
The set of four coupled Heisenberg equations of motion in
the displaced frame, Eqs. (15), form a four-dimensional sys-
tem. It is clearest to solve this system by expressing it in the
canonical quadrature basis; this transform is carried out using
the matrix Tc,
xˆ1
pˆ1
xˆ2
pˆ2
 = Tc

dˆ1
dˆ†1
dˆ2
dˆ†2
 = 1√2

1 1 0 0
−i i 0 0
0 0 1 1
0 0 −i i


dˆ1
dˆ†1
dˆ2
dˆ†2
 (C1)
Eq. (C1) is also used to transform the input noise operators
ξˆj to the canonical basis, with the replacements (dˆj , dˆ
†
j) →
(ξˆj , ξˆ
†
j ), (xˆj , pˆj) → (xˆinj , pˆinj ). Following this, the full four-
dimensional system in the canonical basis can be written in
Fourier space as,
(iω1 + Mc)

xˆ1[ω]
pˆ1[ω]
xˆ2[ω]
pˆ2[ω]
 =

√
κ1 xˆ
in
1 [ω]√
κ1 pˆ
in
1 [ω]√
κ2 xˆ
in
2 [ω]√
κ2 pˆ
in
2 [ω]
+√2

0
0
− cos
(
φg
2 +
3pi
4
)
sin
(
φg
2 +
3pi
4
)
Bˆ[ω] (C2)
Here Bˆ[ω] = A˜σˆz[ω] describes the qubit’s frequency-
dependent driving force on the linear cavity via the linearised
dispersive coupling, and the susceptibility matrix Mc is:
Mc =
[
M1 −λ12√n¯1 R(−µ12 − pi/2)
λ12
√
n¯1 R(µ12 + pi/2) M2
]
(C3)
where the nonlinear cavity response matrix M1 and linear
cavity response matrix M2 take the forms:
M1 =
[
geff − κ12 −∆˜1
∆˜1 −geff − κ12
]
, M2 =
[
−κ22 −∆2
∆2 −κ22
]
(C4)
The off-diagonal matrices - the cross-terms - describe the in-
tercavity coupling; in particular, these appear in the form of
an effective rotation defined by the matrix R(θ):
R(θ) =
[
cos θ sin θ
− sin θ cos θ
]
; R−1(θ) = R(−θ) (C5)
The rotation is characterised by the angle µ12 defined in
Eq. (22). It is convenient to use the block matrix structure
to expand Eq. (C2) into equations for both cavity modes sep-
arately:
(iω1 + M1)
(
xˆ1[ω]
pˆ1[ω]
)
− λ12
√
n¯1 R (−µ12 − pi/2)
(
xˆ2[ω]
pˆ2[ω]
)
=
√
κ1
(
xˆin1 [ω]
pˆin1 [ω]
)
(C6a)
(iω1 + M2)
(
xˆ2[ω]
pˆ2[ω]
)
+ λ12
√
n¯1 R (µ12 + pi/2)
(
xˆ1[ω]
pˆ1[ω]
)
=
√
κ2
(
xˆin2 [ω]
pˆin2 [ω]
)
(C6b)
Note that we ignore the coupling to the qubit for the moment
for clarity. A crucial part of our analysis involves solving
Eq. (C6b) for the linear cavity quadratures and substituting
the results into Eq. (C6a), to obtain a set of equations for the
cavity-1 quadratures only. We thus obtain Eq. (24), an effec-
tive two-dimensional system with the linear cavity eliminated:
(
xˆ1[ω]
pˆ1[ω]
)
= M−1eff [ω]
(
xˆine [ω]
pˆine [ω]
)
(C7)
The effective response matrix Meff [ω] can be written in terms
of the original nonlinear cavity response matrix M1 together
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with the self-energy matrix introduced in Eq. (25),
Meff [ω] ≡M1[ω]− i
(
λ˜
(1)
12
)2
Σ[ω]
Σ[ω] =
i
2
[
(χ2[ω] + χ
∗
2[−ω]) i(χ2[ω]− χ∗2[−ω])
−i(χ2[ω]− χ∗2[−ω]) (χ2[ω] + χ∗2[−ω])
]
(C8)
where the full linear cavity susceptibility takes the form
χ2[ω] = (−iω + κ2/2± i∆2)−1 (C9)
and M2[ω] = iω1 + M2. Meff [ω] is given explicitly by,
Meff [ω] =
[
geff − κeff2 [ω] −∆˜eff [ω]
∆˜eff [ω] −geff − κeff2 [ω]
]
(C10)
where the effective nonlinear cavity detuning, damping, and
parametric interaction strength are:
∆˜eff [ω] = ∆˜1 +
(
λ˜
(1)
12
)2 i
2
(χ2[ω]− χ∗2[−ω])
κeff [ω] = κ1 +
(
λ˜
(1)
12
)2
(χ2[ω] + χ
∗
2[−ω])
geff =
∣∣∣g1 − λ˜(2)12 eiµ12 ∣∣∣ (C11)
Finally, the drive vector on the nonlinear cavity is also modi-
fied, as describe in Eqs. (24); this can then be expressed as:
(
xˆine [ω]
pˆine [ω]
)
=
√
κ1
(
xˆin1 [ω]
pˆin1 [ω]
)
− λ˜(1)12 {R (µ12 + pi/2] M2[ω]}−1
√
κ2
(
xˆin2 [ω]
pˆin2 [ω]
)
(C12)
We now reintroduce the coupling to the qubit in Eqs. (C2); the
only change is to the modified drive on the effective system.
It can be obtained from Eq. (C12) using the replacement:
√
κ2
(
xˆin2
pˆin2
)
→ √κ2
(
xˆin2
pˆin2
)
+
√
2
− cos(φg2 + 3pi4 )
sin
(
φg
2 +
3pi
4
) Bˆ[ω]
(C13)
(where the frequency labels of the quadratures are sup-
pressed).
The matrix Meff [ω] (cf. Eq. (C10)) bears similarity to the
susceptibility matrix for a driven, damped nonlinear cavity
with no coupling to a linear cavity. The full system is solved
easily by first diagonalizing Meff [ω],
Meff [ω] = −Ve
[
(χe−[ω])−1 0
0 (χe+[ω])
−1
]
V−1e (C14)
where Ve, the matrix of eigenvectors of Meff [ω], is:
Ve =
[
cos(θe/2) sin(θe/2)
sin(θe/2) cos(θe/2)
]
(C15)
θe is defined in Eq. (28), and the frequency-dependent effec-
tive nonlinear cavity susceptibilities are simply χe±[ω]−1 =(−iω + χ−1e±), with χe± defined in Eq. (31a), (31b).
The analysis is most transparent in the rotated basis of am-
plified and squeezed quadratures, Xˆe, Pˆe respectively, as dis-
cussed earlier. Using the transformation:(
Xˆe
Pˆe
)
= R(θe/2)
(
xˆ1
pˆ1
)
;
(
Xˆ ine
Pˆ ine
)
= R(θe/2)
(
xˆine
pˆine
)
(C16)
where all quadratures are understood to be frequency depen-
dent, the effective two-dimensional system of Eq. (24) can be
written in this rotated basis as:(
Xˆe[ω]
Pˆe[ω]
)
= M−1eff [ω]
(
Xˆ ine [ω]
Pˆ ine [ω]
)
(C17)
where M−1eff [ω] is given in terms of χe±[ω] by:
M−1eff [ω] =
[
−χe−[ω] (χe−[ω]− χe+[ω]) tan θe
0 −χe+[ω]
]
(C18)
The effective cavity output quadratures are then simply
obtained by multiplying out Eqs. (C17), leading to the
frequency-dependent versions of Eqs. (30a), (30b) (acquired
by adding frequency labels to all quantities).
Appendix D: Backaction force noise calculations
a. Linearised backaction calculation
We begin by elaborating on the calculation of the linearised
backaction, and start again by express the linearised backac-
tion force operator FˆL (cf. Eq. (37)) in the rotated quadrature
basis described in Appendix C. This is achieved by eliminat-
ing the linear cavity modes from FˆL, thereby expressing it in
terms of the nonlinear cavity modes only. Upon transforming
to the Xˆe, Pˆe basis, FˆL takes the form given in Eq. (38). The
Fˆ intL [ω] operator is given in terms of the linear cavity input
noise operators ξˆ2[ω] only, and is in particular independent of
17
λ12:
Fˆ intL [ω] =
√
κ2 A˜
(
χ2[ω]e
i(φg/2−3pi/4)ξˆ2[ω]
+χ∗2[−ω]e−i(φg/2−3pi/4)ξˆ†2[ω]
)
(D1)
The λ12 dependent backaction terms involve fX [ω], defined
in Eq. (39), and fP [ω], which is defined as:
fP [ω] = i
A˜√
2
[
χ∗2[−ω]ei(µ12−ν[ω]) − χ2[ω]e−i(µ12−ν[ω])
]
(D2)
We now move on to characterising the noise spectral density
of the linearised backaction force. For calculations at non-
zero frequencies, we compute the symmetrized noise spectral
density, S¯FF [ω], where:
S¯FF [ω] =
1
2
(SFF [ω] + SFF [−ω]) (D3)
The unsymmetrized spectral density SFF [ω], given by
Eq. (36), can be computed using an application of the Wiener-
Khinchin theorem, and the form of FˆL[ω]. It is simple to relate
FˆL to the vacuum drives on both cavities, Xˆ inj , Pˆ
in
j in the ro-
tated basis using the solutions to Eqs. (C17). SFF [ω], and
hence S¯FF [ω], can then be calculated using the usual correla-
tion functions for these vacuum noise drives at zero tempera-
ture,
〈Xˆ inj [ω]Xˆ inj [ω′]〉 = piδ(ω + ω′)
〈Pˆ inj [ω]Pˆ inj [ω′]〉 = piδ(ω + ω′)
〈Xˆ inj [ω]Pˆ inj [ω′]〉 = ipiδ(ω + ω′) (D4)
b. Quadratic backaction calculation
The second backaction source is the quadratic backaction
operator FˆQ (cf. Eq. (37)). The effect of this quadratic
backaction can be computed from the relevant autocorrelation
function GFQFQ(t),
GFQFQ(t) = 〈〈FˆQ(t)FˆQ(0)〉〉 = A2〈〈dˆ†2(t)dˆ2(t)dˆ†2(0)dˆ2(0)〉〉
= A2〈dˆ†2(t)dˆ2(0)〉〈dˆ2(t)dˆ†2(0)〉+A2〈dˆ†2(t)dˆ†2(0)〉〈dˆ2(t)dˆ2(0)〉
(D5)
We retain only connected terms, as indicated by the double
angled brackets, and calculate the correlation function in the
weak dispersive coupling regime so that the qubit-cavity cou-
pling can be ignored; the remaining system Hamiltonian in
terms of the dˆj operators - given by the sum Hˆd1 + Hˆ
d
2 + Hˆ
d
12
- is quadratic [cf. Eqs. (16), (18), (20)]. We therefore use
Wick’s theorem in going from the first line to the second to
simplify the average. Fourier transforming the autocorrela-
tion function GFQFQ(t) allows computing the noise spectral
density of the quadratic backaction, SFQFQ [ω], following ap-
plication of the Wiener-Khinchin theorem [4],
SFQFQ [ω] = A
2
∫ ∞
−∞
dω′
2pi
{
Sd†2d2
[ω′]Sd2d†2 [−ω
′ − ω]
+Sd†2d
†
2
[ω′]Sd2d2 [−ω′ − ω]
}
(D6)
where the spectral density of two operators Xˆ, Yˆ is simply:
SXY [ω] = 〈Xˆ[ω]Yˆ [−ω]〉 (D7)
Fluctuations in the linear cavity mode dˆ2 arise from three
types of noise terms; in addition to noise incident directly
on the linear cavity (a contribution independent of λ12), dˆ2
is driven by noise incident on the nonlinear cavity that enters
the linear cavity by virtue of the cavity-cavity coupling, and
is hence ∝ λ12. Lastly, terms ∝ λ212 involve noise incident on
the linear cavity passing to the nonlinear cavity, being ampli-
fied, and then returning to drive dˆ2.
For some analytic insight into the quadratic backaction, we
focus on the zero frequency noise SFQFQ [0]. The integrals
over frequency space mean that SFQFQ [0] sees noise at all fre-
quencies (cf. Eq. (D6)), and as a result we expect large con-
tributions near two frequencies, as indicated in Eq. (46). Near
ω = 0, the nonlinear cavity response G[0] is the dominant con-
tribution, which also sets the bandwidth Ω[ω = 0] = κ1/
√G.
The linear cavity response here is set by the detuning ∆2 since
the linear cavity is strongly detuned. The contribution to the
quadratic backaction near ω = 0 is then:
S
(1)
FQFQ
' A2
(
λ˜
(1)
12
)4
· 1
∆42
· G
2
κ21
· κ1√G = A
2
(
λ˜
(1)
12
)4
· G
3/2
κ1∆42
(D8)
On the other hand, near ω = ∆2, the resonant linear cavity
susceptibility dominates the backaction as |χ2| ' 1/κ2, and
the bandwidth is therefore Ω[ω = ∆2] = κ2. The nonlinear
cavity response here is suppressed by a factor of the large lin-
ear cavity detuning, so that G[ω = ∆2] ' (κ1/∆2)2. The
quadratic backaction near ω = ∆2 is then
S
(2)
FQFQ
' A2
(
λ˜
(1)
12
)4
· 1
κ42
· κ
2
1
∆42
· κ2 = A2
(
λ˜
(1)
12
)4
· κ
2
1
κ32∆
4
2
(D9)
The above estimates for the main contributions to the
quadratic backaction integrals (cf. Eq. (D6)) are found to ap-
proximate the full integrals well. In the optimization proce-
dure detailed in Section (IV A), these terms are required to
be small relative to the intrinsic nonlinear cavity backaction,
leading to the constraints in Eq. (55).
Appendix E: Output homodyne current calculations
The full output homodyne current from the nonlinear cav-
ity is the result of interference of the classical homodyne refer-
ence beam and the cavity output field; it can be written as [42]:
Iˆ1[ω] =
√
κ1(cosφh xˆ
out
1 [ω] + sinφh pˆ
out
1 [ω]) (E1)
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FIG. 6. Plot of the amplifier forward gain scaled by the dispersive
qubit-cavity coupling, |χIF [ω]|/A (dashed blue, left-hand axis) and
the inverse efficiency ratio 1/ηmeas (solid red, right-hand axis), both
as a function of frequency ω, for the same parameter set as Fig. 3. As
frequency increases, 1/ηmeas first increases slowly as the reduced
backaction condition is no longer satisfied. However, the concur-
rent reduction in gain G[ω] leads eventually to a reduced value of
1/ηmeas, as expected. The vertical dashed line indicates the mea-
surement rate ∼ 0.1 κ1 for our parameter choices. We see that over
this frequency range, |χIF [ω]| decreases somewhat; this is due to
Γmeas becoming comparable to the amplification bandwidth, a fea-
ture that is controlled by the experimental value of κ1. Importantly,
1/ηmeas increases relative to the zero frequency value by only a small
amount, while the forward gain decreases by less than a factor of 2;
our interest in the zero frequency performance of the PARI is there-
fore justified.
In standard input-output theory, these cavity output quadra-
tures can be written in terms of the reflected input drives, and
the intracavity field leaking out of the cavity [4]. Using the so-
lutions to Eqs. (C17) in the rotated basis, the output homodyne
current can be written in terms of the amplified and squeezed
quadratures. In the particular case of the average homodyne
current, the vacuum noise drive vanishes, leaving:
〈Iˆ1[ω]〉 = κ1
[
cosφh〈Xˆe[ω]〉+ sinφh〈Pˆe[ω]〉
]
(E2)
where we take φh → φh + θe/2 to absorb angles associ-
ated with the transformation. The cavity drives can be related
to the qubit states using the frequency-dependent version of
Eq. (47):
Xˆ ine [ω]→ Xˆ ine [ω]−(
A˜ λ˜
(1)
12√
2
[
iχ2[ω]e
i(µ12−ν) − iχ∗2[−ω]ei(µ12−ν)
])
σˆz
Pˆ ine [ω]→ Pˆ ine [ω]+(
A˜ λ˜
(1)
12√
2
[
χ2[ω]e
i(µ12−ν) + χ∗2[−ω]ei(µ12−ν)
])
σˆz (E3)
where we suppress the frequency label on σˆz . Following this
substitution into Eq. (C17) and taking the ensemble average,
the averaged quadratures 〈Xˆe[ω]〉, 〈Pˆe[ω]〉 can be substituted
in Eq. (E2). The amplifier forward gain for arbitrary fre-
quency is given simply by the frequency-dependence version
of the linear response relation in Eq. (48),
χIF [ω] =
A˜ λ˜
(1)
12√
2
κ1 sec θe (S1χe−[ω] + S2χe+[ω]) (E4)
where the coefficients S1[ω], S2[ω] are given by
S1 = cosφh×
−
(
iχ2[ω]e
i(µ12−ν+θe) − iχ∗2[−ω]e−i(µ12−ν+θe)
)
S2 = − sinφh
(
χ2[ω]e
i(µ12−ν) + χ∗2[−ω]e−i(µ12−ν)
)
(E5)
Near bifurcation, where the S1 term dominates, the magnitude
of the gain reduces to the result in Eq. (48). Furthermore, in
the strongly detuned regime where φ2 → pi/2, and once the
reduced backaction condition (cf. Eq. (42)) is satisfied, the
angular term ρe in Eq. (48) takes the form:
ρe = sec θe sin
[
(2M + 1)
pi
2
+ pi + θe
]
cosφh
=⇒ sec θe cos θe cosφh = cosφh (E6)
Clearly, choosing φh = 0 sets ρe → 1, allowing us to drop
this angular factor.
The imprecision noise spectral density of the output signal
is defined in terms of the full output homodyne current for
zero qubit coupling, analogously to SFF [ω] (cf. Eq. (36)),
SII [ω] ≡
∫ ∞
−∞
dt eiωt〈Iˆ(t)Iˆ(0)〉0. (E7)
SII [ω] is straightforward to compute by expressing the full
output homodyne current in terms of Xˆe, Pˆe, and making
use of the usual correlation functions for the input drives [cf.
Eqs (D4)].
While the complete ω-dependent expressions are unwieldy,
we can observe the frequency dependence by computing the
inverse efficiency ratio 1/ηmeas as a function of frequency for
parameter choices indicated in Table II; this is plotted in solid
red in Fig. 6. We also include the forward gain |χIF | (dashed
blue).
Appendix F: Freedom of parameter choice
In this section we include supplementary graphs that
indicate the freedom of parameter choices afforded by the
PARI scheme.
Figs. 7 (a), (b) are 3-D plots, against ∆1 and the cavity
drive phase difference δ, of the inverse efficiency ratio
1/ηmeas and the parametric gain G respectively, for fixed
nonlinear cavity drive a¯in1 ; all other parameters are fixed at the
values indicated in Table II. The ‘valley’ (colored magenta)
in Fig. 7 (a) indicates a region where the deviation from the
quantum limit is at most a factor of 2 (ηmeas ≥ 0.5); clearly, a
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FIG. 7. 3D plot against nonlinear cavity detuning ∆1 and relative
phase difference δ between cavity drives, of (a) the inverse effi-
ciency ratio 1/ηmeas. The valley (magenta) indicates a region where
ηmeas ≥ 0.5; (b) the parametric gain G, for the same region as in (a).
Clearly, in regions where the PARI performance is nearly quantum-
limited [the valley in Fig. 7 (a)], G can be large, of O(20 dB).
nontrivial set of parameters exists where this is true. Fig. 7 (b)
indicates large gain over parameters corresponding to this
valley; therefore, there are multiple parameter sets that are
good choices for operation of the PARI detector.
Fig. 8 is a plot of the gain G and inverse efficiency ratio
1/ηmeas as a function of nonlinear cavity detuning ∆1 with
a Kerr constant Λ = 10−4κ1. This is twice as strong as
the nonlinearity used for Figs. 3, 4. We find at the optimal
detuning an inverse efficiency of ' 2.01, with G still being
large, G ∼ 80. Strengthening Λ reduces the allowed values
of n¯j , and hence we pay a cost in terms of the measurement
rate; Γmeas now is ∼ 1 MHz, a factor of 10 slower than
that in Fig. 4. Here, the drive parameters are given by:
(a¯in1 )
2/κ1 = (43.8)
2, (a¯in2 )
2/κ1 = (57.0)
2, n¯1 ∼ 3000,
n¯2 ∼ 700, and δ ' 0.06. Again, an optimization procedure
in a¯in1 -∆1-δ space has been performed.
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FIG. 8. Plot of the parametric gain G (dashed blue, left-hand axis)
and the inverse efficiency ratio 1/ηmeas (solid red, right-hand log
axis) as a function of nonlinear cavity detuning ∆1, for a stronger Λ
than in Figs. 3, 4. For optimal detuning, we find 1/ηmeas ' 2.01,
with G ' 80, and Γmeas ' 1 MHz.
Appendix G: Minimum useful value of λ12
From a description of the output homodyne currents, it is
possible to derive the minimum useful value of the intercav-
ity coupling in the PARI scheme. We consider two types of
qubit-cavity detector systems: the PARI detector, with out-
put homodyne current Iˆ1, and a linear readout cavity capable
of quantum limited qubit state measurement with unit gain,
having corresponding output current Iˆ2. The forms of both
currents are as follows:
Iˆ1 ' A˜ σˆz · √κ1 · |χ2| · λ˜(1)12 · χe−
Iˆ2 ' A˜ σˆz · √κ2 · |χ2| (G1)
If Iˆ1 and Iˆ2 are equal, then using the nonlinear cavity serves
no advantage over the single cavity system; this condition
therefore leads to the minimum useful intercavity coupling
strength, given in Eq. (34).
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