The problem of estimating the covariance matrix Σ of a p-variate distribution based on its n observations arises in many data analysis contexts. While for n > p, the classical sample covariance matrixΣ n is a good estimator for Σ, it fails in the highdimensional setting when n ≪ p. In this scenario one requires prior knowledge about the structure of the covariance matrix in order to construct reasonable estimators. Under the common assumption that Σ is sparse, a refined estimator is given by M ·Σ n , where M is a suitable symmetric mask matrix indicating the nonzero entries of Σ and · denotes the entrywise product of matrices. In the present work we assume that Σ has Toeplitz structure corresponding to stationary signals. This suggests to average the sample covarianceΣ n over the diagonals in order to obtain an estimatorΣ n of Toeplitz structure. Assuming in addition that Σ is sparse suggests to study estimators of the form M ·Σ n . For Gaussian random vectors and, more generally, random vectors satisfying the convex concentration property, our main result bounds the estimation error in terms of n and p and shows that accurate estimation is indeed possible when n ≪ p. The new bound significantly generalizes previous results by Cai, Ren and Zhou and provides an alternative proof. Our analysis exploits the connection between the spectral norm of a Toeplitz matrix and the supremum norm of the corresponding spectral density function.
Introduction

Masked covariance estimation
Estimating the covariance matrix of a random vector X in R p from n i.i.d. sample observations X 1 , . . . , X n plays a key role in various data analysis tasks. Recently, the case n ≪ p of small sample size has attracted increasing attention due to its appearance in applications including mobile communication problems, gene expression studies and more.
Let X be random vector in R p which we assume to have mean zero throughout this article. (The general case of non-zero mean can be handled as in [16, Remark 4] .) Its covariance matrix is defined as Σ = E XX T . The sample covariance matrix of a sequence of n i.i.d. observations X 1 , . . . , X n of X is defined bŷ
and it is an unbiased estimator of Σ. If X is Gaussian and n ≥ Cε −2 p then the estimation error in the spectral norm satisfies Σ n − Σ ≤ ε with probability at least 1 − 2 exp(−cn), see e.g. [23, Corollarly 5 .50], or [23, Corollary 5 .50] for a variant for heavy-tailed distributions. Since the rank ofΣ n is at most n, the given bound of n in terms of p cannot be improved for general Σ, i.e., a sample size of n ≥ p is necessary.
However, in modern applications it is desirable to find good estimators of the covariance matrix Σ when n ≪ p. Such estimators reflect prior knowledge about the structure of Σ. A common assumption is that Σ is sparse, i.e., a significant amount of entries of Σ is 0 or close to 0. Then the so-called masked covariance estimator is defined as M ·Σ n , where M is a symmetric mask matrix and · denotes the entrywise product of matrices. Each entry m ij of M indicates how important it is to estimate the interaction between the i-th and j-th variable. The masked approach was first introduced in [16] and it allows to describe several regularization techniques such as banding or tapering of the covariance matrix in the case of ordered variables [4, 6, 11] , and thresholding in the case of unordered variables [3, 7, 10] .
The accuracy of the masked estimator can be analyzed by splitting it into two terms via the triangle inequality
where · denotes the spectral norm of a matrix. The bias term M · Σ − Σ describes how well Σ fits the model described by M. The variance term M ·Σ n − M · Σ measures how accurately the part of the sample covariance matrix approximates the corresponding part of the true covariance matrix. The intuition behind the use of M is that M · Σ preserves the essential structure of Σ, but at the same time M ·Σ n does not deviate too much from its mean.
In [16] the authors considered a p-variate Gaussian distribution and studied the problem of estimating the variance term M ·Σ n −M ·Σ for an arbitrary fixed symmetric M ∈ R p×p . Theorem 1. Let X 1 , . . . , X n be drawn from a multivariate Gaussian distribution N(0, Σ).
where
In the particular case when the entries of M are either 0 or 1, estimate (3) leads to the following corollary. Corollary 1. Let X 1 , . . . , X n be drawn from a multivariate Gaussian distribution N(0, Σ). Assume that the entries of M ∈ R p×p are equal to 0 or 1 and that there are at most m nonzero entries in each column. Then
The proof of Theorem 1 is based on decoupling, conditioning, covering argument and Gaussian concentration inequality for Lipschitz functions. It also allows to achieve error bounds that hold in probability.
By means of a matrix moment inequality an error estimate that holds in expectation was generalized to arbitrary distributions with finite fourth moments in [9] . When restricted to the Gaussian case it provides an improvement of (3) in the logarithmic factor.
Banding and tapering estimators of Toeplitz covariance matrices
In this paper we are interested in obtaining bounds similar to (3) and (4) under the additional assumption that X is stationary, resulting in the covariance matrix Σ to be of Toeplitz structure,
Stationary signals appear in many applications including time series analysis and mobile communications. Our intuition is that the additional structure allows to further reduce the required number of samples. The easiest way to improve the sample covariance estimator for this setting is to average the entries ofΣ n in (1) Assuming that there is an ordering among the variables of X and that the variables, which are far apart, are only weakly correlated, we may construct more accurate estimators of Σ, so called banding and tapering estimators [6] , that we describe here with the mask A bound on the variance term in the error bound (2) for either the tapering or banding mask can be derived from results in [6] , see eq. (22) and Lemma 5 of loc. cit.
Theorem 2. Let X 1 , . . . , X n be drawn from a multivariate Gaussian distribution N(0, Σ). Let M ∈ R p×p be a tapering or banding mask with m ≤ p 2
. Then
Comparing (4) and (6), we see that there is an improvement by a factor of
in the error bound for Toeplitz matrices. However, the result (6) holds only for the special type of masks M, whereas (4) is valid for any symmetric M ∈ R p×p . Our goal is to extend the error estimate (6) to general Toeplitz masks and not necessarily Gaussian distributions.
Our contribution
Our result holds for distributions that satisfy the so-called convex concentration property, see Definition 1 below which includes mean-zero Gaussian random vectors. The class of such distribution is, however, much broader than the Gaussian class. For a Toeplitz mask M ∈ R p×p with M st = ω |s−t| ≥ 0, we define the weighted ℓ 1 -and ℓ 2 -norm of its first row
T is Toeplitz and X satisfies the convex concentration property with constant K. Let the Toeplitz mask M ∈ R p×p with first row ω. Then for every t > 0,
and
We note that error bound (8) in expectation also holds in the mean square error (MSE), as follows easily from the probability bound (7) together with integration. The logarithmic factor in (8) cannot be removed in general, see also Section 1.4 below.
By estimating the weighted ℓ 1 and ℓ 2 -norm of either the tapering or banding mask, we obtain the following result which generalizes and very slightly improves Theorem 2 above from [6] . Moreover, it provides an alternative proof.
T is Toeplitz and X satisfies the convex concentration property with constant K. Let M ∈ R p×p be a tapering or banding mask with m ≤ p 2
In the Gaussian case X ∼ N(0, Σ), we have K 2 = 2 Σ , so that
Corollary 2 implies that for an error tolerance ε ∈ (0, 1), the sample size
Therefore, even though the number of observations may be significantly smaller than the dimension of the underlying distribution, partial estimation of the covariance matrix is performed with small error. In some applications, Toeplitz covariance matrices may have a sparsity structure that is more complicated than the one induced by the banding estimator in the sense that zeros in ω interleave with nonzero entries. This includes spectrum sensing applications [25] where one needs to test the occupancy of spectral bands for wireless communication purposes. Man made signals, for instance in OFDM [8] , may have statistics with Toeplitz covariance matrices and non-trivial sparsity structure with some zeros close to the diagonal and some non-zeros far away from the diagonal.
Denoting by S ⊂ {0, . . . , p − 1} the support of the first row of a sparse Toeplitz matrix Σ, it is natural to work with a Toeplitz mask M having first row ω = 1 S being the indicator of S, i.e., ω j = 1 for j ∈ S and ω j = 0 for j / ∈ S. The following weighted version of the cardinality of S, introduced in similar form in [19] , determines the required number of samples,
Observe that for ω = 1 S , ν(S) = p ω 1, * = p ω 2 2, * . If S is contained in a band of length q, i.e., S ⊂ {0, . . . , q} then ν(S) ≤ p p−q #S and for q ≤ p/2 we have #S ≤ ν(S) ≤ 2#S. The following is an immediate consequence of Theorem 3.
T is Toeplitz and X satisfies the convex concentration property with constant K. Let M ∈ R p×p be sparse Toeplitz with M st = ω |s−t| ∈ {0, 1} where ω has support S ⊂ {0, . . . , p − 1} of weighted cardinality ν(S). Then for every t > 0,
In the case of a Gaussian distribution this result reduces to the previously known Theorem 2 for the banding estimator if S = {0, . . . , m}, but may handle general sparsity patterns (and more general distributions). For instance, if S ⊂ {0, . . . , p/2} of (small) cardinality s = #S, then as few as
samples ensure M ·Σ n − M · Σ ≤ ε Σ with high probability.
Remark 1. It would be interesting to investigate whether the error bound (8) in expectation can be generalized to heavier tailed distributions in the spirit of the main results in [9] which only assume finite fourth moments. It is however presently not clear whether it is possible to adapt the proof technique of [9] to our Toeplitz covariance structure.
Bounds over a class of smooth spectral densities
Let us shortly describe an application of our results studied in more detail in [6] . To a Toeplitz covariance matrix Σ of the form (5) we associate its spectral density function
The proof of our main result uses the fact that the spectral norm of Σ can be estimated by the
|f (x)|, see e.g. [12, Chapter 5.2].
As in [6] we introduce a class of Toeplitz covariance matrices related to a Lipschitz condition on the spectral densities. For β = γ + α with γ ∈ N 0 and α ∈ (0, 1], let 
−β so that
Under the assumption of Corollary 2 and assuming K 2 = c Σ (as in the Gaussian case) this leads together with (2) to (13) and making the mild assumption m ≤ pn/ log(p), we obtain
Of course, a related probability estimate and an MSE estimate can be derived from (7) . It is shown in [6, Theorem 5 ] that this bound is optimal over the class F β (L 0 , L). In particular, the logarithmic factor log(p) in (14) cannot be removed. This means that the logarithmic factor in our general bound (8) cannot be removed in general, either. In a similar way [6] , we can analyze the performance of the banding estimator over F β (L 0 , L). This leads to the estimate
Compared to the bound for the tapering estimator this is slightly worse.
The article [6] considers also a second class of Toeplitz covariance matrices, but for the sake of brevity, we will not go into detail here.
Positive semidefinite estimator
It is natural to ask that a covariance estimator is positive semidefinite and some applications will strictly require this. However, our masked estimator M ·Σ n does not necessarily fulfill this condition. In order to obtain a positive semidefinite Toeplitz estimator, we can apply a procedure described in [6, Chapter 5] , which is based on a circulant extension of our original masked estimator. For the sake of completeness we present the construction here and provide an approximation error of the true covariance matrix.
For an arbitrary (positive semidefinite) Toeplitz covariance matrix Σ ∈ R p×p given by (5) and corresponding spectral density function f Σ as in (11) we define a circulant matrix Σ circ ∈ R (2p−1)×(2p−1) with entries
The eigenvalue decomposition of Σ circ is given by
with the eigenvectors 
Let M ·Σ n be our masked estimator with spectral density function f M ·Σn , which may possibly take negative values. Define f * : [−π, π] → R as the non-negative part of f M ·Σn ,
Then Σ * circ ∈ R (2p−1)×(2p−1) is circulant and positive semidefinite. As a new estimator Σ * we take the restriction of Σ * circ to its first p rows and p columns. It is clear that Σ * is Toeplitz and positive semidefinite. But note that in the case of a sparse mask M, the estimator Σ * may in general fail to be sparse. Nevertheless, we have the following error bound.
Theorem 4. Let X 1 , . . . , X n be drawn from a distribution X ∈ R p such that E X = 0, Σ = E XX T is Toeplitz and X satisfies the convex concentration property with constant K. Let M ∈ R p×p be a Toeplitz mask with first row ω. Then the positive semidefinite estimator Σ * obtained from M ·Σ n by the procedure described above satisfies, for every t > 0,
where f and f M ·Σ denote spectral density functions of Σ and M · Σ respectively. Moreover,
The term f − f M ·Σ ∞ in (17) replaces the bias term in (2) and is in general an upper bound for it. If the mask M is chosen in such a way that M · Σ is precisely Σ then the term f − f M ·Σ ∞ in the estimate above disappears.
In the situation of Toeplitz covariance matrices Σ from the class F β (L 0 , L) from Section 1.4 we have for the tapering mask M tap with parameter m, see also (12) ,
Choosing m as in (13) and following the same steps leading to (14) , we conclude that the corresponding positive definite estimator Σ * satisfies
A corresponding tail estimate follows in the same way. This means that the original masked estimator M ·Σ n and the positive semidefinite estimator Σ * obey the same error estimates on F β (L 0 , L) (up to possibly constants).
Preliminaries 2.1 The convex concentration property
The Gaussian concentration inequality, see e.g. [14, 15] , states that if f : R p → R is a Lipschitz function with Lipschitz constant f Lip and X ∼ N(0, Σ), then
We are interested in distributions X ∈ R p that behave similar to (18) .
Definition 1 (Convex concentration property). Let X be a random vector in R p . We say that X has the convex concentration property (c.c.p.) with constant K if for every 1-Lipschitz convex function φ : R p → R, we have E |φ(X)| < ∞ and for every t > 0,
The mean E φ(X) in (18) 5. In generalization of the previous example, the c.c.p. also holds for certain random vectors X = (X 1 , . . . , X p ) on [−1, 1] p with dependent entries. In [20] this is proven for some classes of Markov chains and so-called Φ-mixing processes.
6. Let X ∈ R p be a random vector with covariance matrix being the identity and that satisfies the c.c.p. with constant K, for instance, a Rademacher vector, i.e., independent entries that take the value ±1 with equal probability (see Example 4) . Now for an arbitrary B ∈ R q×p we define Y = BX ∈ R q . Then Y has covariance matrix Σ Y = BB T and satisfies the c.c.p. Indeed, for a 1-Lipschitz and convex function f :
f (BX). Then φ is also 1-Lipschitz and convex. Since X has the c.c.p., we have
which implies that Y satisfies the c.c.p. with constant K Σ Y 1/2 . This example shows in particular that any positive semidefinite matrix Σ may appear as covariance matrix of a random vector satisfying the c.c.p. and not being Gaussian. 
The random vector is said to satisfy a logarithmic Sobolev inequality if for all smooth enough functions f on R p it holds The following generalization of the Hanson-Wright inequality for random vectors satisfying the c.c.p. due to Adamczak [2] is crucial for the proof of Theorem 3.
Theorem 5. Let X ∈ R p be random with E X = 0. If X satisfies the c.c.p. with constant K, then for any A ∈ R p×p and t > 0,
Sub-gamma random variables
The proof of our main result uses the concept of sub-gamma random variables, see also [5, Chapter 2.4] . A real-valued mean-zero random variable X is called sub-gamma with variance factor ν and scale parameter c if, for all 0 < λ < 1/c,
The tail of a sub-gamma variable satisfies [5, Chapter 2.4]
Sub-gamma variables can be characterized via their moments [5, Theorem 2.3].
Theorem 6. If, for any integer q ≥ 1, a random variable X satisfies
then X is sub-gamma with variance factor ν = 4(A + B 2 ) and scale parameter c = 2B.
Conversely, if X is sub-gamma then (21) holds for some A and B.
Proof of main results
Proof of Theorem 3. As in [6] our results rely on the connection between the spectral norm of the Toeplitz matrix and the L ∞ norm of the corresponding spectral density function. The spectral density function corresponding to a Toeplitz covariance matrix Σ defined in (5) is given by
where the second inequality follows from the fact that f is a trigonometric polynomial of order less than p together with Theorem 7.28 in [26, Chapter X]. Our masked estimator based on n observations X 1 , . . . , X n of X ∈ R p is defined as
where X ij is the jth entry of the observation X i . Then the corresponding spectral density function is given by
Let Z k i be the mean-zero random variable defined by
Then (22) and (23) together with the notation above provide the following bound
By the generalized Hanson-Wright inequality of Theorem 5, for each i = 1, . . . , n and k = 1, . . . , 4p,
which by integration implies that for every integer q ≥ 1,
According to Theorem 6 it follows that Z k i is a sub-gamma random variable with variance factor ν = 16K 4 C M · V
and scale parameter c = 2CK
Hence, by (19) and independence, for all 0 < λ < 1/c,
and similarly for the Z variable with variance factor νn and scale parameter c. By (20) this implies that for every t > 0,
Taking into account that the spectral norm of a matrix is bounded from above by its Frobenius norm we obtain
for all t > 0,
= 2 ω 2, * .
By the Gershgorin disc theorem [13, Chapter 6] , M · V x k is bounded by
Applying the union bound to (24) results in
for some C 2 only depending on C. Due to (22) the error of approximating M · Σ by M ·Σ n is bounded by
Integration yields
This concludes the proof.
