The effects of temporal aggregation on asymmetry properties and the kurtosis of returns based on the NYSE composite index are studied. There is less asymmetry in responses to shocks for weekly and monthly frequencies than for the daily frequency. Kurtosis is not smaller for the lower frequencies.
Introduction
This study focuses on temporal aggregation of the daily returns of the composite index of the New York stock exchange (NYSE) to weekly and monthly frequencies. More than 37 years of daily returns are used for the empirical study. The study is based on the nonlinear asymmetric moving average (asMA) model (Wecker, 1981; Brännäs and De Gooijer, 1994) with an asymmetric quadratic GARCH speciÞcation (Brännäs and De Gooijer, 2003) for the conditional variance. The density is speciÞed as Pearson type IV (Pearson, 1894 (Pearson, , 1895 Premaratne and Bera, 2000; Brännäs and Nordman, 2003b) .
For the conditional mean speciÞcation, the temporal aggregation results of Brewer (1973) have previously been employed by Brännäs and Ohlsson (1999) for the asMA model when extended by an autoregressive component. Drost and Nijman (1993) gave temporal aggregation results for weak GARCH models in combination with ARMA models. They also indicated that the density will approach the Gaussian as the aggregation horizon becomes longer. Empirical results appear to support this tendency in distributional convergence (Brännäs and Ohlsson, 1999) . It will be an empirical issue to see whether this remains true in the current setup. Meddahi and Renault (2003) recently generalized the results of Drost and Nijman (2003) by, e.g., dropping the symmetry assumption inherent in the weak GARCH model and using a wider class of volatility models. This class contains our conditional variance model as a special case. The current model speciÞcation is then richer than, e.g., the GARCH(1,1) of Jacobsen and Dannenburg (2003) .
The temporal aggregation in this study is performed by averaging from the daily index series and then forming the returns for different frequencies.
Model Class and Temporal Aggregation
The present modelling exercise builds on Brännäs and De Gooijer (2003) and Brännäs and Nordman (2003ab) , who used the normal and the log-generalized gamma as well as the Pearson type IV densities, respectively. Their models have as conditional mean the asMA speciÞcation
, and Y t = (y 1 , . . . , y t ) is the information set (Wecker, 1981; Brännäs and De Gooijer, 1994) . The zero mean prediction error is u t = y t −E(y t |Y t−1 ) and u t = ε t h t , where h t > 0 is a conditional standard deviation. The random variable ε t is treated as having zero mean and unit variance, and being conditionally independent of h t . The conditional variance of Brännäs and De Gooijer (2003) is an asQGARCH speciÞcation
The e t and h 2 t conditional moments both catch shocks u t asymmetrically around zero. One may view the conditional mean as containing not a full risk measure h 2 t , as in the CAPM-M model, but an unrestricted reduced form of such a measure.
The density speciÞcations target ε t , but knowing more about the implied marginal or conditional density of the y t variable is obviously also of interest. Brännäs and De Gooijer (1994) demonstrated that the marginal density for the ARasMA(1, 1) model (no conditional heteroskedasticity) under a Gaussian assumption on the {u t } sequence can be skewed. Brännäs and De Gooijer (2003) obtained and used some partial moment results for an asMA-asQGARCH model under a Gaussian assumption on ε t .
We use standardization of the Pearson IV density to zero mean and unit variance, i.e. we use ε = (η − µ)/σ where µ is the mean and σ the standard deviation of the Pearson IV distributed variable η. The density for u = εh = (η − µ)σ −1 h is obtained from the density of η as f(u) = f η (u)∂η/∂u. Additional details are given in the Appendix. The Pearson IV density contains, e.g., widely used densities such as t and noncentral t as special cases and the Gaussian density as a limiting case. Brewer (1973) , Brännäs and Ohlsson (1999) and others used q * i = [(k − 1 + q i )/k] to relate the order q i of the daily level to the order q * i of the aggregate level for MA or asMA models. The [x] denotes the integer value of x and k is the time span, e.g., k = 5 for weekly data. For small q i we expect the order of a MA or asMA model to remain unaltered by temporal aggregation. The presence of conditional variance has no bearing on this result. Drost and Nijman (1993) in a slightly different context found that temporal aggregation of a ßow variable yields a weak GARCH model also at the aggregate level. They also gave expressions relating the parameters of two aggregation levels. Empirically they found the persistence parameter to become smaller. Jacobsen and Dannenburg (2003) reported similar results in a multi-country study. Meddahi and Renault (2003) extended the weak GARCH framework of Drost and Nijman (1993) by their square-root stochastic autoregressive (SR-SARV) model. This is closed under temporal aggregation. It can be demonstrated that the asQGARCH belongs to the SR-SARV class so that asQGARCH will remain the speciÞcation also at lower frequencies. Meddahi and Renault (2003) among other things also showed that skewness at a low frequency may be due to genuine skewness or to leverage effects at a higher frequency. The presence of a leverage effect at a lower frequency is due to leverage at a higher frequency.
Results
The estimation results are based on the New York Stock Exchange composite index for the period December 31, 1965 -May 2, 2003 (T = 9741 observations, source: Datastream). Daily returns are formed as y t = 100[ln(I t ) − ln(I t−1 )], where I t is the index. For lower frequencies I t corresponds to the average over the appropriate period. The daily series has mean 0.023, variance 0.801, skewness -1.51, and kurtosis 37.75. Nonparametrically (kernel) estimated densities for the daily, weekly and monthly frequencies are displayed in Figure 1 . There appears to be less peaked shape for lower frequencies and average returns and standard deviations are larger for the lower frequencies. Figure 2 exhibits the autocorrelation functions for the series and the squared series. At lag one autocorrelations increase as frequency decreases, while for larger lags there are small and no systematic differences.
We present results according to the following plan. Using daily data we search for the best (in terms of the AIC and SBIC information criteria) conditional mean function using conditional ML under normality. Both information criteria vary little across speciÞcations and we choose the most parsimonious representation among those with identical criterion values (two decimals). Next, we add the asQGARCH(1,1,1) to the conditional mean function and employ the Pearson IV density f(u) to estimate the best Þtting daily model along with the a, r, δ parameters by conditional ML. This model is employed for the other frequencies as well. Finally, we estimate restricted speciÞcations, focusing on the asymmetry in the conditional mean and variance functions. Table 1 summarizes the estimation results for models estimated this way.
For the daily model the two asMA(1) estimates are rather close, but the loglikelihood values suggest that equality must be rejected by a likelihood ratio test. In .002) (0.074) (0.070) (0.029) (0.688) (0.640) Figure 3 demonstrates that u t−1 cannot give rise to negative h 2 t . Note also that neither of the daily models (nor any other model) have excess serial correlation in standardized (i.e.ε t =û t /ĥ t ) nor squared standardized residuals.
For models estimated at weekly and monthly frequencies the sizes of parameters are larger than those of the daily model, with the exception of the effect (the persistence) of h 2 t−1 which becomes smaller with lower frequency. In neither case can a MA(1) speciÞcation of the conditional mean be rejected against the more general asMA(1) speciÞcation. For weekly data the effect of u + t−1 is not signiÞcant in the asQGARCH, and at the monthly frequency neither of the effects of u + t−1 nor u 2 t−1 are signiÞcant. The response to shocks in u t−1 is asymmetric at all frequencies, and the asymmetry appears to be stronger at lower frequencies, cf. Figure 3 .
Hence, the nonlinearity in the conditional mean function disappears as the sampling frequency becomes lower. For the asQGARCH, persistence becomes weaker with lower sampling frequency, while the asymmetric response to shocks through u t−1 appears to become stronger.
For the localization parameter of Pearson IV, the null hypothesis of a = 0 can not be rejected for any of the models. The r parameter has estimates around 6 for daily and monthly frequencies, but around 11 for the weekly frequency. This suggests that the unstandardized f η (η) density is most leptokurtic for the weekly data.
1 For the f (u) density the shape is, however, inßuenced by the other parameters of the model. The estimates of δ are throughout positive (negative skewness) and signiÞcantly so for daily and weekly frequencies.
In summary, the Pearson IV parameters suggests that a non-central t-density may be a good approximation for daily and weekly data, while a t-density appears sufficient for monthly data. 
Conclusions
The results support the Þnding of Brännäs and Ohlsson (1999) that nonlinearity or asymmetry in the conditional mean asMA speciÞcation disappears as the sampling frequency becomes lower.
The persistence of shocks in the conditional variance becomes smaller, while the short-term response to shocks becomes larger but remains asymmetric. Except for the asymmetry in response, similar results were also found by Jacobsen and Dannenburg (2003) in their multi-country study. The persistent and strengthened asymmetry in the response to shocks as frequencies become lower is explained by the results of Meddahi and Renault (2003) . The estimated Pearson IV densities become more symmetric with lower sampling frequency.
