A multiple description scalar quantization (MDSQ) based coding system can be regarded as a source coder (quantizer) followed by a channel coder, i.e. the combination of index and codeword assignment. The redundancy, or the correlation between the descriptions, is controlled by the number of diagonals covered by the index assignment. In this paper, we analyse dependencies between the variables involved in the MDSQ coding chain and design an estimation strategy making use of part of the global model of dependencies at each time. Inference of the hidden states of the connected models is done by applying belief propagation principles on the resulting Bayesian network. By analyzing the MDC system, we try to evidence the most appropriate form of redundancy one should introduce in the context of VLC compressed streams in order to fight against desynchronizations when impaired by channel noise.
INTRODUCTION
Multiple description coding has been introduced as a generalization of source coding subject to a fidelity criterion for communication systems that use diversity to overcome channel impairments. Several correlated coded representations of the signal are created and transmitted on different channels. The design goals are therefore to achieve the best average rate-distortion performance when all the channels work, subject to constraints on the average distortion when only a subset of channels is received correctly. Extensive work has been dedicated to finding optimal achievable ratedistortion regions [4] and to the design of practical compression systems approaching these theoretical bounds [6] , [7] , [l] . The design of MDSQ in [6] assumes fixed length codes and fixed codebook sizes. Significant improvements are achieved in [7] by using variable length codes (VLCs) instead of fixed length codes and by designing the quantizer under the constraint of a given entropy instead of a codebook size. However, VLCs are very sensitive to errors: their decoding can easily get "de-synchronized", with dramatic effects on the SNR of the reconstructed signal.
A coding system based on MDSQ can be seen as a source 0-7803-7304-9/02/$17.00 C2002 IEEE 601 coder (quantizer) followed by a channel coder (the combination of index assignment and codeword assignment). The amount of redundancy is controlled by the number of diagonals d covered by the index assignment (IA). The parameter d drives the trade-off between the central and side distortions obtained when respectively all or a subset of the descriptions are received correctly. The authors in [8] consider delay-constrained slow-fading channels and show that an MDSQ based system can outperform a system that uses channel coding for a given delay. The author in [5] considers the additional usage of a channel code in each channel and applies the turbo principle to the channel decoding, taking into account the index probability distributions on each channel. We consider here multiple description uniform quantization (MDUSQ) followed by VLCs and analyze dependencies between the different variables involved in the chain. Each element (quantized source of symbols, index assignment, VLCs) can be represented by a stochastic automaton. An accurate model of the dependencies introduced by these processes would require to consider the product of the different stochastic models, leading to a state space of unrealistic dimension. Instead of using the big product model, inference can be done making use of part of the global model at each time. Given that there is a pointwise translation of symbols into indexes and then into bits, the resulting Bayesian network follows a tree structure and is directly amenable to fast estimation algorithms. Optimal soft decoding of each description can thus be performed by using first the source coder model, assuming the sequences of indexes are white. The resulting soft information from the two descriptions are merged and used as input to a two sweep estimation that takes into account the inter-symbol correlation. The performance of the MDSQ soft decoding system is analyzed, for different &/No and for different source correlation factors.
MULTIPLE DESCRIPTION CODING
Let us consider the two-channel MDSQ-based communication system shown in Fig. l 
MODELING DESCRIPTION DEPENDENCIES
Let the stationary probability density function of the source be denoted by p s . Its probability matrix is denoted by B, = [Po(n)], where the components Po(n), probability that the quantized source symbol falls within the interval n, are de- In other words, the segmentation of the two bitstreams U and V into codewords is random. It is shown Fig. 2 . Bayesian network for MS+MDUSQ+VLC. in the following that the estimation can be performed as follows : the first step consists in estimating separately the bitstreams U and V using the intra-codeword redundancy and assuming that the symbols s k are independent (hence that indexes Ik are independent and similarly for Jk; the soft information obtained on the bit clock source coder models must then be translated into soft information on the symbol clock model; the resulting soft information is then merged via the index assignment; then the symbol stream can in turn be estimated using the inter-symbol correlation.
The model of dependencies beween symbols derives directly from the assumption that S is a Markov chain. To build a model of correlations within the codewords one can model the VLC encoder as a stochastic automaton, where the state variables X, denote nodes on the codeword tree.
However, in the case of VLCs, knowing the bit index n is not sufficient to determine the rank k of the symbol being constructed. This information is needed to translate soft information on bits into soft information on symbols. Therefore this information must be available jointly with the state variable X,. For this we augment the state variable X, with a counter K , of the number of achieved symbols at time n. This amounts to defining a Markov chain distribution on pairs (X,,, K,). The transition probability from (X,, K,) to (X,+l, K,+l) is thus determined by P(DK"+~IDK,) for the X component, and for the K part, one has K,+1 = K , + 1 each time X,+1 reaches a new leafnode, otherwise K,+l = K,. Similarly, the Markov chain on symbols S = S1 ... SK is augmented with two bit counters Nk and Mk, corresponding to the sequences of bits generated by the VLC encoding of the two sequences of index I and J. See [3] for more details. Fig. 2 shows the dependancies between the variables involved in the model.
ESTIMATION
In order to proceed with the estimation of the sequence of symbols, one has first to get P ( Y k , Z k l S k , Nk, Mk) to be used as input to a two-sweep estimation algorithm on the source model. Given the tree structure of dependencies, the observations on each channel are independent conditionnally to the two sequences of indexes. Therefore, this soft information can be obtained by merging soft information on processes (I, N) and ( J , M) as P(Fk,ZkISk,Nk,Mk) = P(YklIk,Nk) It has been shown in [3] that 
EXPERIMENTATION RESULTS
Experiments have been performed on a first-order GaussMarkov source, with zero-mean, unit-variance and correlation factor p = 0.5. The rate of the MDUSQ is 3 bpss/desc. and the diagonal width of the index assignment is d = 2. Hence the source is quantized with a 34 levels uniform quantizer (about 5 bits), on the interval [-3,3]. This is equivalent to a redundancy rate of 5/6 in channel coding terminology. We consider sequences of length K = 50 symbols. The VLC source coder is based on two Huffman codes, designed for the stationnary distributions of each description. All simulations have been performed assuming an AWGN channel with a BPSK modulation. The results are averaged over 500 realizations. to soft decoding without redundancy adding, and to sourcechannel turbo decoding [3] with a recursive systematic convolutionnal code of rate 112 punctured to 516 (4 iterations).
Relative performances of the different approaches depends on the amount of correlation present within the source. For a correlation factor p = 0.1 (Fig. 3) 
CONCLUSION
We have presented a soft decoding procedure of multiple descriptions for robust transmission of Gauss-Markov sources over error prone environments. The method proposed is exact, i.e., leads to the true values of P ( S k lY, 2) . Experiments have shown that MDSQ brings a significant gain for low correlated sources transmitted on channels with high error rates, compared to the usage of classical error correction codes. Notice that in the context of joint source-channel coding, the sources to be considered have already undertaken pre-treatments (via e.g. transforms) and that the resulting sources to be encoded are charaterized by low correlation factors. Current work is dedicated to MDUSQ soft decoding of arithmetic encoded sources for inclusion into a state-of-the-art image codec. 
