The six-vertex model with domain-wall boundary conditions is one representative of a class of two-dimensional lattice statistical mechanics models that exhibit a phase separation known as the arctic curve phenomenon. In the thermodynamic limit, the degrees of freedom are completely frozen in a region near the boundary, while they are critically fluctuating in a central region. The arctic curve is the phase boundary that separates those two regions. Critical fluctuations inside the arctic curve have been studied extensively, both in physics and in mathematics, in free models (i.e., models that map to free fermions, or equivalently to determinantal point processes). Here we study those critical fluctuations in the interacting (i.e., not free, not determinantal) six-vertex model, and provide evidence for the following two claims:
Introduction
The six-vertex model with domain-wall boundary conditions [1] [2] [3] [4] [5] [6] [7] [8] [9] [10] [11] [12] [13] is an example of a two-dimensional statistical mechanics problem that exhibits a limit shape phenomenon [14] [15] [16] [17] [18] [19] [20] : the emergence, in the thermodynamic limit, of two or more spatially separated phases. For introductions to this vast topic, see for instance the Lecture Notes by Kenyon on limit shape phenomena in dimer models [21] or on the six-vertex model by Reshetikhin [22] . The phrase arctic circle, or more generally arctic curve, was coined in Ref. [23] to name the boundary that separates these regions. The determination of this curve is, in general, a difficult and very rich problem that has attracted a wide attention [24] [25] [26] [27] [28] [29] [30] [31] . For the six-vertex model, an exact formula for the arctic curve was derived by Colomo and Pronko in Ref. [24] .
For concreteness, let us introduce some notations. Throughout the paper, we deal with the isotropic six-vertex model, defined by the non-vanishing Boltzmann weights shown in Fig. 1 . The six vertices of the six-vertex model. The top row shows the arrow configurations, while the bottom row shows the corresponding height field configurations. For simplicity, we work with the isotropic six-vertex model, which has the same Boltzmann weight 1 for the four first vertices, and another weight c for the last two vertices. This isotropic model is obviously symmetric under exchange of the x and y directions.
Throughout the paper, the model then depends on a single real positive parameter c. To make connections with other references, it is also convenient to use the anisotropy parameter ∆ defined as
and it is well known that the model can be mapped on free fermions iff ∆ = 0. In what follows, we focus exclusively on the critical regime
For information about the case |∆| ≥ 1, we refer the reader to Ref. [22] . Let us now quickly review the standard scenario that allows us to understand the phase separation phenomenon in this model.
One considers a square lattice of N × N vertices, with domain-wall boundary conditions, see Fig. 2 . We find that it is convenient to call the lattice spacing a 0 . We are interested in taking the limit a 0 → 0, keeping the length of the system L = N a 0 fixed. Of course, this is nothing but the thermodynamic limit N = L/a 0 → ∞, but it is more convenient to think of the lattice as being rescaled such that its global shape remains unchanged. In the limit a 0 , the lattice points densely fill the square [0, L] 2 , and we write their position as x = (x, y) ∈ [0, L] 2 .
Figure 2:
Left: example of a valid configuration of the six-vertex model with domain wall boundary conditions. Right: cartoon of the arctic circle phenomenon. The critical region is a disc only at the free fermion point ∆ = 0; in general it has a more complicated shape [24] .
For a lattice mesh a 0 ∼ 1/N sufficiently small, one can adopt a coarse-grained description, where lattice configurations of the six-vertex model are replaced by a continuous field m = (m x , m y ), where m x and m y represent the locally averaged magnetization around a given point, along the horizontal and vertical axis respectively. The magnetization m x (resp. m y ) is defined as +1 for a up arrow (resp. right arrow), and as −1 for a down arrow (resp. left arrow). The ice rule, or Kirchhoff's law, that is satisfied by the six-vertex model at the microscopic level, translates to the following conservation law on those components,
The constraint is conveniently solved by introducing a height field x → h(x), defined for x in [0, L] 2 , such that
Notice that this defines the height field only up to a global additive constant, which will later be fixed by the boundary conditions. Once this global additive constant is fixed, there is a one-toone correspondance between the height configurations and arrow configurations. The factor 1/π is included in order to match the conventions of Ref. [32] . The conservation law (3) can be checked by direct inspection of the height configurations in the second line of Figure 1 . Note that the two terms ∂ x m y and ∂ y m x vanish individually for the first four vertices, whereas for the last two only their sum vanishes.
Here we are defining the continuous height field h(x) directly out of the coarse-grained magnetization m(x), but a discrete height field can also be defined on the lattice, see Fig. 1 . The discrete height field lives on the faces of the model, and is defined such that h jumps by ±π across each lattice edge, depending on its orientation. The continuous height field is then recovered by locally averaging the discrete one around a given vertex. Notice that, because of the underlying lattice model, neither of the two components of the gradient of h(x) can exceed π/a 0 in absolute value. So, in this coarse-grained picture, the six-vertex model is described by a continuous height field subject to a constraint,
The arctic curve phenomenon can then be understood as follows. In terms of the height field, the domain-wall boundary conditions read
Notice that the gradient of h is maximal along the boundary. The average height field is then obtained by minimizing the free energy functional
where h satisfies the above boundary conditions and the constraint. More details on the free energy F (m x , m y ) (which is also called surface tension in some references [21] ) will be given in the following sections; for now, let us simply stress that it has been studied in earlier references in the interacting six-vertex model, see e.g. Refs. [22, 33] , but is not known analytically outside ∆ = 0. It turns out that the solution to this minimization problem is a height configuration x → h(x) that has maximal slope in a finite region around the square's boundary. That region is the one where the degrees of freedom are frozen. The other region, which we call Ω, is the one where the slope is not maximal, implying that the height field can fluctuate around its mean value. The curve that separates the two regions is the arctic curve, which was calculated by Colomo and Pronko for the six-vertex model [24] , see also Ref. [28] and the other references cited above. Now let us turn to the objective of this paper. We want to describe the fluctuations of the height field inside the domain Ω. These fluctuations have been studied in detail in the free fermion case in Refs. [34] [35] [36] [37] [38] , with the conclusion that the fluctuations are always given by a Gaussian Free Field (GFF) [39] in a certain metric (we will discuss the metric shortly). This problem was revisited recently by some of us and our collaborators [40] , also for free fermions, motivated by connections with out-of-equilibrium problems in one-dimensional quantum systems [41, 42] . The GFF also describes models of interacting dimers on a periodic lattice [43] [44] [45] [46] [47] , thus without the arctic curve phenomenon, but with a uniform coupling constant that depends on the interaction. To our knowledge, not much is known about fluctuations in the critical region inside the arctic curve in interacting models, and it is the purpose of this paper to partially fill this gap. The study is mainly numerical, but presents also some analytical parts.
There are two basic claims that we want to check numerically. Both are a consequence of the following argument (which some of us used also in closely related works [32, 42] ): assuming that one knows the mean height configuration h 0 , that is the one that minimizes the total free energy, one can expand to second order around that minimum 1 , and that naturally gives a Gaussian action that should capture the fluctuations in the critical region. To elaborate, a small fluctuation around the mean value
in the critical region Ω will come with an excess of total free energy given by
where the '. . . ' stand for higher order terms that are all irrelevant in the renormalization group sense. We therefore expect that these terms can be dropped in the thermodynamic limit. Hess F is the hessian of the free energy F (m x , m y ), which we define as follows for convenience (see also Eqs. (4) and (7)):
This leads to the first claim that we intend to check numerically:
(i) the fluctuations of the height field inside the arctic curve in the interacting six-vertex model are Gaussian, and they are captured by the above action, where Hess F is the Hessian of the free energy evaluated at h = h 0 .
This claim should be very natural for most readers. It is well-known to be true in the free fermion case; here we simply want to check that it carries over to the interacting case.
Since Hess F is a position-dependent 2 × 2 (positive) matrix, we may regard g = (Hess F) −1 as an emergent metric that equips the domain Ω. Then we define the coupling constant
and we rewrite the quadratic action in (8) as
This leads us to our second claim, which is perhaps less expected than the first one:
(ii) contrary to the free fermion case, where the constant K is quantized (K is always identically one in that case), in the interacting six-vertex model, the coupling constant K becomes positiondependent. This has the direct consequence that the fluctuations are no longer captured by a conformally invariant Gaussian Free Field (GFF) in the domain Ω equipped with the conformal class of the metric [g]. Instead, they are captured by an GFF that depends both on [g] and on the function
[This inhomogeneous GFF was recently studied by Y. Brun and one of us in the context of inhomogeneous quantum systems in one spatial dimension [32] .] To appreciate the difference between the familiar free fermion case, and the interacting case, it is convenient to pick a system of isothermal coordinates (x 1 , x 2 ) for the metric g. While in the free fermion case the two-point function (or covariance function) that defines the GFF is simply the Green's function of the Laplacian ∆ =
, in the interacting case it becomes the Green's function of a generalized Laplacian parametrized by the function K(x) [32] ,
The rest of the paper is dedicated to developing a strategy for checking our claims (i) and (ii) above. It is organized as follows. In section 2, we present a method that allows us to efficiently calculate the free energy F (m x , m y ). The method is based on a numerical solution of the Bethe equations in the presence of a complex twist. In the free-fermion case ∆ = 0 an analytical expression for F (m x , m y ) can even be derived, see Eq. (44) . In section 3 we provide numerical evidence of our claim (i), namely that the fluctuations of the height field inside the arctic curve are Gaussian, and are given by the action (8)- (11) . Section 4 contains checks of our claim (ii): contrary to the free fermion case (∆ = 0), in the interacting case the coupling constant K varies with position. We demonstrate this variation both analytically, by computing K and its first two derivatives at selected points, and by numerically evaluating K throughout the critical region. We find that for ∆ ≤ −1/2 the function K becomes singular at m x , m y = 0. We conclude in section 5. A technical point is relegated to Appendix A.
2 Evaluation of F (m x , m y ) from Bethe equations with imaginary extensive twist
In this section we derive the free energy F (m x , m y ) numerically from the Bethe ansatz in the interacting case ∆ = 0, and analytically when ∆ = 0. 
Imaginary twist and the monodromy matrix
so that both belong to [−1, 1]. The free energy F (m x , m y ) is defined as
Let us explain how F (m x , m y ) can be determined with Bethe ansatz techniques. Denote the monodromy matrix T Nx by
where A, B, C, D are the 2 Nx × 2 Nx matrices propagating upwards, with imposed fixed boundary conditions on the left and right boundaries. Specifically, one has right arrows at edges 0 and N x for A, left arrows at edges 0 and N x for D, a right arrow at edge 0 and a left arrow at edge N x for B, a left arrow at edge 0 and a right arrow at edge N x for C. The usual transfer matrix with periodic boundary conditions is defined as the trace of the monodromy matrix. The transfer matrix conserves the total magnetization m x , so one can work in a fixed magnetization sector, and then take the trace over the N y -th power of the transfer matrix in that sector.
However, the magnetization m y cannot be imposed that way, since it is not associated to a conserved charge of the row-to-row transfer matrix. We need to resort to the following trick. Since each A contributes positively to m y and D negatively, we introduce an additional parameter ϕ and define the transfer matrix t Nx as
Denote Z NxNy (m x , ϕ) the partition function of this model with imposed magnetization m x = m x . We have
where X 1 = A, X −1 = D, and where tr mx is the trace on the states with magnetization m x . Denote its free energy f (m x , ϕ), where
In terms of this transfer matrix, the mean value m y is given by
which is exactly
Thus, in the thermodynamic limit, to impose a magnetization m y one has to fix ϕ to the value where the corresponding derivative ∂ ϕ f gives m y . In this sense, ϕ and m y are conjugate variables.
Moreover it implies that, in Eq. (17), the terms with magnetization m y = ∂ ϕ f dominate in the sum. Then
which gives, in the thermodynamic limit,
Thus the free energy F (m x , m y ) is the Legendre transform of f (m x , ϕ) in terms of the conjugate variables m y and ϕ. Next, we observe that f (m x , ϕ) is the logarithm of the maximal eigenvalue of the transfer matrix t Nx divided by N x in the sector of magnetization m x . It is well-known when ϕ = 0 that the eigenvalues of the transfer matrix (16) can be obtained with the Bethe ansatz. The parameter ϕ simply multiplies the monodromy matrix elements A and D, so that similar Bethe ansatz equations can be found at ϕ = 0. Defining γ by c = 2 cos
(see Fig. 1 for the definition of the parameter c) or equivalently by
the eigenvalues of (16) read (for even sizes N x ), up to a global multiplicative factor,
where the M numbers λ 1 , ..., λ L are the roots of the Bethe equations
Notice that in the usual treatment of the twisted XXZ spin chain [48] , the twist factor that is introduced in the Bethe equations reads instead e iφ . There are two important differences in our case: the twist is imaginary and it scales extensively with N x :φ = −2iN x ϕ. The Bethe ansatz techniques however remain applicable in spite of these changes.
The number of roots M in (25)- (26) is linked to the magnetization m x through
The Bethe ansatz enables us to compute the function F (m x , m y ) with high precision, by numerically solving the Bethe equations (26) .
To conclude this section, we note that, since we restrict to the isotropic six-vertex model in this paper (see Fig. 1 ), the free energy F (., .) must be symmetric, F (m x , m y ) = F (m y , m x ). However, in the way we calculate F (., .), the two components of the magnetization are treated very differently, thus it is a highly non-trivial check of the validity of our numerical evaluation of F (., .) that the result should be symmetric.
At the particular point that maps to free fermions (∆ = 0), a proof that F (m x , m y ), as defined in (22), is indeed symmetric, is given in Section 2.3 below.
Numerical results for the free energy
It is well-known that, in the absence of an imaginary twist ϕ, the Bethe ansatz equations (26) lead to real roots λ i and for the sector of magnetization m x = 0 the root density can be computed analytically, see e.g. Ref. [49] . However, as soon as the imaginary twist ϕ is non-zero, the Bethe roots acquire an imaginary part and are situated on a curve in the complex plane in the thermodynamic limit. When ϕ → ±∞, they gather around ±iγ/2. The shape of this curve is not known, nor is the root density. The plot 3 shows the Bethe root configuration for the ground state for γ = π/5 (i.e. c = 2 cos , with the calculation scheme developed above with N x = 156. The error comes from the fact that we are not in the thermodynamic limit. As pointed out in the previous subsection, checking this symmetry provides a rather stringent test of the correctness of the numerical method. 
The example of the free fermion point (∆ = 0)
In this subsection we apply our transfer matrix method for the evaluation of F (m x , m y ) to the free fermion case, where an analytical calculation is possible. We express the final result for the free energy F (m x , m y ), as calculated from Eq. (22) , in a way that is clearly symmetric in m x and m y .
The free energy f (m x , ϕ)
To compute the free energy F (m x , m y ) we need the free energy f (m x , ϕ), imposing m x but not m y , and with the parameter ϕ. The free fermion case corresponds to γ = π/2, or equivalently c = √ 2 or ∆ = 0. In this case the Bethe equations are
whose solutions are
where k is an integer (if N x is even) or a half-integer (if N x is odd) between −N x /2 and N x /2. Imposing a magnetization m x corresponds to considering only M of these roots, with M given by (27) . The maximal eigenvalue with this constraint is obtained by taking k between −M/2 and M/2. The log of the modulus of this eigenvalue, determined by (25) , becomes in the thermodynamic limit
which simplifies to
Differentiating with respect to ϕ, we get
∂ ϕ log tan(πx + iϕ)dx
Using the fact that the imaginary part of log(a + ib) is arctan b/a when a > 0, and using standard trigonometric identities, one gets after some algebra
Using now
we get the following relation between the parameter ϕ and the magnetizations
The free energy F (m x , m y ) is then, in terms of f (m x , ϕ),
where the function ϕ(m x , m y ) is given by (35) .
Symmetry of the free energy F (m x , m y ) in the isotropic six-vertex model
Let us now rewrite F (m x , m y ) in a form that is manifestly symmetric under exchange of m x and m y . First we observe that because of the relation (34) we have
so that in the following variables:
the cross derivative of F reads
which is clearly symmetric in m x , m y . A first integration gives
and a second one
. After a change of variable x = (1 − u)/4 and some manipulations, one gets
We now make use of the following relations, readily obtained by computing their derivatives argth tan
to get
where α(m x ) and β(m y ) are given by Eq. (38) , which shows that F (m x , m y ) is indeed symmetric.
Gaussianity of fluctuations inside the arctic curve
Armed with the numerically efficient procedure for calculating the free energy F (m x , m y ) presented in section 2, we now report a number of numerical checks of our first claim, namely that the fluctuations inside the arctic curve are Gaussian, and are captured by the action (8) or equivalently (11) . The main tool in this section is a numerically exact transfer matrix evaluation of the connected correlations h(x)h(x ) on a 20 × 20 lattice.
Check of Wick's theorem on a 20 × 20 lattice
We study the correlations of the height field h on a finite N × N lattice with domain-wall boundary conditions. We define the mean value of h on the lattice,
see also Figs. 6 and 7. Our goal is to provide evidence that the action (8) is correct, and we start by checking that the fluctuations of the height field h(x) around its mean value h N (x) become Gaussian in the thermodynamic limit. To do so, we check that the four-point function of δh(
Numerically, we evaluate the following ratio,
with φ j = δh(x j ), which should be zero if Wick's theorem is satisfied. We work on an N × N lattice, with the maximal value N = 20. The correlation functions are calculated with a transfer matrix method which is numerically exact, see below for a brief description of the method. There are N In Fig. 5 , the height of a narrow rectangle above the abscissa x is proportional to the number of measured four-point functions whose δW is between x and x + dx. They are normalized so that the integral is one. Thus, if Wick's theorem is perfectly satisfied, this plot should be a Dirac delta at 0. We see on the left that as N increases, the curve becomes narrower and closer to 0, indicating a convergence toward this distribution as N → ∞. The convergence is much faster for ∆ > 0 than for ∆ < 0. As a control, to have an idea of the order of magnitude of δW for a generic quantity φ, we also plotted the same histograms for φ j = (δh(x j )) 2 . The δW 's are much larger, as it should be since the square of a gaussian random variable is not gaussian and should not satisfy Wick's theorem.
From these numerical results we conclude that the theory describing the fluctuations inside the arctic curve is Gaussian.
Brief description of the transfer matrix evaluation of correlation functions
We briefly explain our transfer matrix calculation. At each step, the transfer matrix builds one of the N 2 vertices, say from bottom to top and left to right, and records the weight of the configurations built up to that point, by labelling them only with the N last vertices that were built. The boundary conditions are implemented at the first and last step, and at the beginning and end of each row. This process yields the partition function, and to have the mean values h(x 0 , y 0 ) or the correlations h(x, y)h(x 0 , y 0 ) one simply has to multiply the weights by the corresponding heights when the vertices (x, y) and (x 0 , y 0 ) are built. This method allows for an exact evaluation of the N 4 twopoint functions on a lattice of size up to 20 × 20, without any statistical error. A Monte Carlo approach would permit larger sizes, but with statistical errors to deal with. In Fig. 7 is plotted the mean value of the height function h x,y and the correlations with point (−5, −5) as an example. In Fig. 6 is plotted a contour plot of the height function, together with its Colomo-Pronko arctic curve. 
Check of the action (8) on a 20 × 20 lattice
Next, we want to check that the two-point function of the height field is the one predicted by the action (8) in the thermodynamic limit. On the lattice, we define the connected correlation matrix, which is an N 2 × N 2 matrix, as
and its corresponding continuous function in the thermodynamic limit
see Fig. 7 . Then we make the following observation. If the fluctuations of h are described by the action (8), then h(x) and G(x, x ) should satisfy the differential equation
Denote H the differential operator H(h) = −∇(Hess F (h(x))∇). In finite size, the matrix G N should satisfy a similar but discretized version of this differential equation. Denoting H N the discretized version of H in size N (it acts on vectors with N 2 variables, so it is also an N 2 × N 2 matrix), we have
As N → ∞, H N should be close to −∇ N (Hess F (h N (x))∇ N ) where ∇ N stands now for discrete derivatives with respect to the two components of x = (x, y). This is what we intend to check numerically. Notice that Eq. (50) and Eq. (51) relate the two finite-size observables h N (.) and G N (., .) to the thermodynamic free energy F (., .) studied in the previous section, so it really is a non-trivial check of the validity of the action (8). To show that relation (50) holds, we rely on the following strategy. First, we evaluate the matrix G N by a numerically exact transfer matrix method, and we invert it. Second, we analyze the matrix G −1 N , and provide evidence that, at large N , it can be decomposed as a sum of discrete differential operators, the leading one being precisely a discretized version of −∇(Hess F (h(x))∇), as expected from Eq. (50).
Expansion of H N as a sum of discrete differential operators
Once the matrix G N and thus G −1 N = H N is known numerically, our goal is to expand it as a sum of discrete differential operators, starting from the lowest-order ones,
Here I N 2 is the identity, and
y are discrete differential operators that are all represented as N 2 × N 2 matrices. The corresponding matrices H 1 , H x , H y , H xx , H xy , H yy are all diagonal N 2 × N 2 matrices, with N 2 diagonal coefficients associated with the lattice sites. In principle, there exist different ways to discretize the operators ∂ x and ∂ y by using different finite-difference formulae, so the matrices H 1 , H x , ... cannot be read off directly from the coefficients of the matrix H N . To circumvent that problem, we define 1 as the vector of size N 2 whose components are all 1, x as the vector of size N 2 with components x i,j = i for each i, j = 1, . . . , N , and similarly y i,j = j, (x 2 ) i,j = i 2 , (y 2 ) i,j = j 2 and (xy) i,j = ij. In the limit N → ∞ these vectors become the corresponding functions, and regardless of the precise choice of the discretizations for the operators ∂ x and ∂ y , we should have ∂ x · 1 → 0 as N → ∞, ∂ x · x → 1, etc. Thus the coefficients of H (now seen as vectors of size N 2 ) can estimated in finite-size by applying the matrix G −1 N on these vectors 1, x, . . .:
where δ 1,N , δ x,N and δ y,N are N 2 × N 2 matrices that are discretized versions of the operators 1, ∂ x and ∂ y without error term of order 2. We used δ x,N f (x) ≈ (f (x + ) − f (x − ))/(2 ).
Results
In order to be compatible with the action (8), this procedure must lead to
In Fig. 8 we present a direct comparison between the coefficients of the diagonal matrices H xx and H xy obtained from G Figs. 8 and 9 show the general shape of the coefficients H xx and H xy , and illustrate that those computed with the Bethe ansatz are in good agreement with those extracted with the transfer matrix. There are strong parity effects that make the measured curve (in yellow in Fig. 8 ) oscillate around the theoretical curve (in blue). This is why, in Fig. 9 , we show the same data, but where each point is averaged with its four neighbours according to the following scheme: The coefficient H yy is equal to H xx because of the symmetry of the isotropic six-vertex model. The coefficient H 1 is measured to be of order 10 −3 , which is in good agreement with the fact that it should be zero in our description. The coefficients H x and H y are small both in the Bethe ansatz and the transfer matrix study (of order 10 −2 ), but we do not have an agreement as satisfactory as for H xx and H xy . The fact that they are of order ten times smaller than the dominant coefficients H xx , H yy , H xy certainly plays a role, being possibly scrambled by the oscillations or the averaging.
We study finite-size effects in Fig. 10 . We show evidence for the convergence of the coefficients as N increases, by looking at the values on the diagonal of the lattice. In particular the ratio of the measured coefficient over the Bethe ansatz one clearly approaches 1 quite fast for c = 1/2 (top right). The value of H xx at the center of the lattice also fits well with the Bethe ansatz calculation. As c increases (or as ∆ decreases) the finite-size effects become stronger and a parity effect becomes visible (bottom right), but the ratio is still close to 1. This has to do with the fact that the first irrelevant operator becomes less and less irrelevant as ∆ decreases, up to becoming marginal when ∆ = −1. In Fig. 8 the oscillations happen as well to increase when ∆ decreases, and similar figures would be unreadable. To conclude this section, we have provided direct numerical evidence, from finite-size lattice calculations, that correlation functions of the height field are indeed captured by the action (8), or equivalently (11), in the the thermodynamic limit.
Position dependent GFF coupling constant in the interacting case
In this section we establish our second claim, namely that the coupling constant of the Gaussian Free Field (GFF) is position dependent in the interacting case, K = K(x). Since we have already established above that the magnetization profile (m x , m y ) varies with position, it is sufficient to establish that K(m x , m y ) is a non-constant function in the interacting case.
Numerical evaluation of the coupling constant K(m x , m y )
In this section we present a numerical calculation of K(m x , m y ) obtained with the numerical Bethe ansatz method developed in Sec. 2. Fig. 11 shows the function K(m x , m y ) for four different values of ∆. (58) and (60)) that we shall derive below. These numerical results very clearly demonstrate the non-constant nature of K(m x , m y ). Morevover, they suggest that for ∆ > −1/2 the function is smooth (at least twice differentiable), and that for ∆ ≤ −1/2 the point (0, 0) becomes a singular point, a phenomenon that we explore in more detail in subsection 4.2.4.
The small numerical oscillations observed in Fig. 11 come from the finite-size estimation of the Hessian of F . They decrease as the lattice spacing decreases.
Analytic results for K at some special points
Despite the fact that for ∆ = 0, an analytical calculation of K(m x , m y ) presently seems beyond reach, the value of K and its first two derivatives at special points can be determined analytically. It turns out that this is sufficient to uncover a number of interesting features, and also provides a useful benchmark for the numerical evaluations. We thus analytically study a few features of the function K(m x , m y ) in this subsection.
Value of K(0, 0)
To evaluate analytically F (m x , m y ) one has to know first the free energy f (m x , ϕ) with given magnetization m x and parameter ϕ. For this we need to know the Bethe root configuration and the Bethe root density in the thermodynamic limit. But as explained in Sec. 2.2, no analytical expressions are known as soon as ϕ > 0. However, to determine K(0, 0) one only needs to know the behaviour of f (m x , ϕ) for small values of m x and ϕ.
The following fact is known: if N x /2 − n roots λ i are solutions of the following Bethe equations:
with a twistφ (without N x ), then the free energy per unit area (or vertex) g Nx at size N x behaves as
where g ∞ denotes the corresponding free energy in the thermodynamic limit. Note that this N −2 x finite-size effect actually reads 2π(−c/12 + h +h) [50, 51] where c = 1 is the central charge and h,h the conformal weights of the underlying conformal field theory. The twistφ appears in the effective central charge that reads 1 − 6(φ/π)
Here we have m x = 2n/N x and ϕ = iφ/N x that are close to zero for large N x . At small but finite magnetization and twist in the thermodynamic limit, we get (with an interchange of limits)
Using ∂ ϕ f = m y we get the expansion:
from which K(0, 0) is readily obtained
Remark that this formula is the same as the one for the Luttinger parameter K in the XXZ spin chain at half-filling, see e.g. [52] . In this case in the middle of the lattice the system acts as if the particular boundary conditions imposed did not make any difference. Actually by symmetry, in the middle one has m x = m y = 0, thus ϕ = 0 and the transfer matrix (16) is nothing but the usual XXZ transfer matrix. Apart from leading to K(0, 0), this computation indicates that if the interchange of limits is possible, to obtain derivatives of this same quantity one would need to know the finite-size corrections of g Nx to higher order. We have no argument to state that this interchange is possible at all orders, but it works at the order considered in Section 4.2.4 below. We note that anyway the problem of finding all the corrections in g Nx is a notorious unsolved and difficult problem for the interacting case.
Value of
The limits where one of the magnetizations goes to ±1 is of interest since it is observed close to the arctic curve. In our method the two magnetizations are treated very differently. Sending m x → 1 corresponds to taking very few Bethe roots. In (26) it implies that when N x → ∞ the interaction term between the roots becomes negligible compared to the ϕ term and the source term. Sending m y → 1 corresponds to taking ϕ → ∞. The Bethe roots then condensate around the point iγ/2, becoming closer when N x → ∞. Then the interaction term in (26) becomes also negligible since the differences λ i − λ j are small. In both cases the roots are at leading order approximated by the Bethe equations sinh
which is reminiscent of the free fermion case, except for the γ/2 instead of π/4 in the source term. This case becomes exactly solvable and similar calculations to the previous section can be carried out. One finally gets
From these two special points, (58) and (60), we already see that K has to vary inside the arctic curve and that the fluctuations can no longer be described by a homogenous Gaussian Free Field.
The limit m x → 1 corresponds to taking only few Bethe roots. However one should be careful about the order of the limits: one has to first take the limit N x → ∞ and then m x → 1. Writing the Bethe equations (26) in logarithmic form for k roots
with
one can determine the Bethe roots λ i perturbatively when the Bethe numbers I i /N x and ϕ are assumed to be small. At leading order
This approximation corresponds to the case described in section 4.2.2. Then at next-to-leading order
which gives
This approximation is already excellent in numerical simulations, but two obstacles hinder analytical calculations then: the double limit N x → ∞ and m x → 1, and the fact that in the log of (25) there is no exponentially dominant term for small ϕ. However the following argued conjecture can be made. The next-to-leading order perturbation of the Bethe roots actually corresponds to rescaling the m x direction by a m x -dependent factor 1 + (1 − m x ) tan γ/2 2 tan γ . Since K has the same dimensions as the inverse of the free energy F , and since the rescaling in the m x direction is itself linear in m x , one can expect the behaviour
Thus we should have
Since for m x → 1, the ϕ that corresponds to a finite m y = 1, −1 goes to zero, we conjecture that the same formula applies for all −1 < m y < 1
This computation also suggests that solving perturbatively the Bethe equations at higher-order in m x , ϕ could permit to compute higher-order derivatives.
In Fig. 12 we compare the analytical formula (67) (and also formula (70) below) to the numerics. Once again, we need to treat the double limit N x → ∞ and m x → 1 carefully: the plots have been obtained by fixing first m x = 1 − 1/50 for the first one and m x = 1/50 for the second one, and then taking large N x . The agreement is seen to be excellent. x ), and a field theory prediction for the coefficient is given in [53] . With an interchange of limits, at small but finite magnetization and twist we get
with λ − denoting a coefficient given in [53] . When ∆ < −1/2 the leading-order correction is of order O(N −δ x ) with 2 < δ < 4 that depends on γ, and the function is not smooth anymore. We restrict ourselves to the case ∆ > −1/2, where the function f is smooth at order 4 in m x , ϕ.
One can then perturbatively compute the Legendre transform of this function at order 4 in m x and m y , in order to get K(m x , m y ) at order 2 in the neighbourhood of (0, 0). The (complicated) coefficient λ − turns out to not enter the final result and after some computations we get
see also Fig. 12 for a direct comparison with the numerics.
Finally, we come back to the singular point at the origin observed in Fig. 11 (bottom) for ∆ ≈ −0.8. We suggest that the singular point at zero is present for all ∆ ≤ −1/2 (albeit in a degenerate form for ∆ = −1/2). Namely, the second derivative of K at zero diverges for all ∆ ≤ −1/2. For ∆ < −1/2, the slope of the singular point at the origin (observed in Fig. 11 ) seems to go to 0 as ∆ → −1/2, and somehow hides the transition. Notice that this change of regime is in agreement with the fact that the function (70) diverges at γ = π/3. For γ < π/3 another term takes over the O(m 4 x , ϕ 4 ) term in (69) and the previous derivation is not valid anymore. To give further evidence for this property, in Fig. 13 we show a more precise plot of K(m x , 0) − K(0, 0) for values of ∆ around −1/2. On the first plot the blue and orange curve appear to be singular at zero: the right and left derivatives seem to remain finite at zero, but are smaller as ∆ → −1/2. This latter fact makes it difficult to identify the singular point without ambiguity. For this reason we plotted as well the quantity
, that reveals a change of regime around ∆ = −1/2. For ∆ > −1/2 the curves are similar to parabolas whereas for ∆ < −1/2 all the curves superimpose and show a singular point. This also gives evidence for the fact that the slope behaves as |1/2 + ∆| for ∆ close to −1/2. 
K = 1 in the non-interacting case (∆ = 0)
Finally, we come back to the free-fermion case ∆ = 0, and explain why K = 1 is a constant in that case, contrary to the generic interacting case. The fact that K = 1 is required in order to be able to fermionize the bosonic degrees of freedom is well-known; for a short explanation of this see for instance Ref. [42] , or references therein. Here, instead of general arguments based on bosonization/fermionization, we derive the fact that K = 1 directly from the exact free energy calculated in Sec. 2.3.
Recall that the coupling constant K(m x , m y ) is defined out of second derivatives of the free energy F (m x , m y ) via
where the Hessian was defined in Eq. (9) in the introduction with a non-standard normalization. We can thus build on the work of Sec. 2.3. Since F was shown to be symmetric in its arguments we have:
where we note the flipped arguments in the second expression. In terms of the variables α and β introduced in Sec. 2.3, the derivatives are
Indeed, the first expression was already given in (39) , and the second can be checked by noticing that the cross derivative matches between the two expressions, ∂ mx ∂ my ϕ = ∂ my ∂ my ϕ. Injecting the two expressions into Eq. (71), with the normalization of Eq. (9), one gets
Thus, at the free-fermion point, the coupling constant of the GFF is constant (it does not depend on position, contrary to the interacting case), and we thus recover the fact that the fluctuations inside the arctic circle are governed by a standard (i.e. homogeneous) GFF.
Conclusion
The main goal of this paper was to provide numerical evidence for the two claims stated in the introduction: (i) the fluctuations of the height field inside the arctic curve in the interacting sixvertex model are Gaussian and described by the Hessian of the free energy F (m x , m y ), and (ii) the coupling constant K of this Gaussian Free Field varies with position.
To do this, we compared a numerical Bethe ansatz calculation of the Hessian of F to the discretized differential operator that describes the fluctuations obtained from a transfer matrix study in a finite-size lattice. We also provided evidence that Wick's theorem is satisfied in the thermodynamic limit. These two claims imply that the correlation functions of the height-field inside the arctic curve are expressed in terms of the Green's function of a generalized Laplacian, ∆ = ∇ · 1 K ∇.
To determine numerically the free energy F (m x , m y ) and then the function K(m x , m y ) with high precision we used the Bethe ansatz in the XXZ spin chain with an imaginary extensive twist. Tuning the twist imposes the magnetization m y , the other one m x being imposed by the sector on which the trace is taken. It leads to remarkably symmetric functions F and K in spite of the asymmetric treatment of m x and m y , and we gave a numerical calculation of the function K(m x , m y ). This method also permitted us to find analytical expressions for K at some special points. Determining the general expression of K(m x , m y ) seems very hard (for example the second derivative at zero is related to the higher-order finite-size corrections of the XXZ chain, which is a difficult problem). This Bethe ansatz analysis with extensive imaginary twist may be applied to other integrable models (higher spin, higher rank) and to some more general boundary conditions or more general shapes of the domain.
Finally, it would be very interesting to relate the arctic curve phenomenon in the interacting sixvertex model to quantum quench problems, as suggested first by Abanov [54] . For spin chains that map to free fermions, there is a clear relation, via a Wick rotation, between arctic circle problems and dynamical models of quantum particles in 1d evolving from a domain-wall state |↑↑↑↑↑↑↓↓↓↓↓↓ , see Ref. [40] for a detailed discussion. It is tempting to try to extend these results to the interacting case, relying on Wick rotation, especially in view of the tremendous progress that has been accomplished on quenches from inhomogeneous initial states in the past two years [55] [56] [57] [58] [59] [60] [61] . In particular, the recent Ref. [62] provided an exact solution of the quench from a domain-wall state in the interacting XXZ chain, and it seems likely that this is related to the arctic circle problem in the six-vertex model. On the other hand, Stéphan [63] has showed that at least in the context of quantum return probabilities, that are related to partition functions of the six-vertex model with domain-wall boundary conditions, the interplay between interactions and the Wick rotation could be very subtle and spoil the nice relation between these problems that exist in the non-interacting case. We leave these exciting and timely questions for future work.
A What exactly is the minimum around which we are expanding?
Here we discuss a technical point which we overlooked in the introduction, when we arrived at the action (8) -or equivalently (11)-. We use the same notations as in the introduction: a 0 is the lattice spacing, and h is the height field on a square of size L × L.
The basic principle that ultimately leads to the action (8) is locality. Indeed, the six-vertex model is defined in terms of local degrees of freedom and local Boltzmann weights, so the total free energy of a configuration (m x , m y ) must take the form of an integral over space, 
where the integrand depends on the components of the magnetization configuration m x (x, y), m y (x, y) and their derivatives. Here we explicitly indicate the dependence on all derivatives, while in the introduction we acted as if F (m x , m y ) did not depend on the derivatives. This is because the derivatives ∂ There is, however, a subtlety. It is not clear that taking the thermodynamic limit L → ∞ first, and then expanding the free energy functional to second order around its minimum, should lead to the same gaussian action as doing things the other way around -i.e. expanding first around the minimum in finite size L, and then taking the limit L → ∞-. What we really want to do, to arrive at the action (8) , is the latter thing: expand first, then take the limit L → ∞.
Let us discuss this in the language of the height field (4). The total free energy (75) is
Let h 0 be the height configuration that minimizes that functional. This height configuration satisfies the Euler-Lagrange equation 
In other words, the true finite-size minimum h 0 differs from the minimumh 0 that would be obtained by working with the functional F (m x , m y ) only, that would satisfy Eq. (78) exactly:
The difference between h 0 andh 0 is of order O(a 0 /L).
Expanding the total free energy around the two minima h 0 andh 0 does not lead to the same result; that is why it is important to be careful about this point. Expanding around the true finite-size minimum h 0 leads to This action is different from the one considered in this paper, see Eqs. (8)- (11) . Thus, it is important to be cautious when one defines the minimum h 0 .
