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5Stabilite´ de la se´lection de variables pour la re´gression et la
classification de donne´es corre´le´es en grande dimension
Les donne´es a` haut-de´bit, par leur grande dimension et leur he´te´roge´ne´ite´, ont
motive´ le de´veloppement de me´thodes statistiques pour la se´lection de variables. En
effet, le signal est souvent observe´ simultane´ment a` plusieurs facteurs de confusion.
Les approches de se´lection habituelles, construites sous l’hypothe`se d’inde´pendance
des variables, sont alors remises en question car elles peuvent conduire a` des
de´cisions errone´es.
L’objectif de cette the`se est de contribuer a` l’ame´lioration des me´thodes de
se´lection de variables pour la re´gression et la classification supervise´e, par une
meilleure prise en compte de la de´pendance entre les statistiques de se´lection. L’en-
semble des me´thodes propose´es s’appuie sur la description de la de´pendance entre
covariables par un petit nombre de variables latentes. Ce mode`le a` facteurs suppose
que les covariables sont inde´pendantes conditionnellement a` un vecteur de facteurs
latents.
Une partie de ce travail de the`se porte sur l’analyse de donne´es de potentiels
e´voque´s (ERP). Les ERP sont utilise´s pour de´crire par e´lectro-ence´phalographie
l’e´volution temporelle de l’activite´ ce´re´brale. Sur les courts intervalles de
temps durant lesquels les variations d’ERPs peuvent eˆtre lie´es a` des conditions
expe´rimentales, le signal psychologique est faible, au regard de la forte variabilite´
inter-individuelle des courbes ERP. En effet, ces donne´es sont caracte´rise´es par une
structure de de´pendance temporelle forte et complexe. L’analyse statistique de ces
donne´es revient a` tester pour chaque instant un lien entre l’activite´ ce´re´brale et
des conditions expe´rimentales. Une me´thode de de´corre´lation des statistiques de
test est propose´e, base´e sur la mode´lisation jointe du signal et de la de´pendance a`
partir d’une connaissance pre´alable d’instants ou` le signal est nul.
Ensuite, l’apport du mode`le a` facteurs dans le cadre ge´ne´ral de l’Analyse Dis-
criminante Line´aire est e´tudie´. On de´montre que la re`gle line´aire de classification
optimale conditionnelle aux facteurs latents est plus performante que la re`gle non-
conditionnelle. Un algorithme de type Expectation-Maximization pour l’estimation
des parame`tres du mode`le est propose´. La me´thode de de´corre´lation des donne´es
ainsi de´finie est compatible avec un objectif de pre´diction.
Enfin, on aborde de manie`re plus formelle les proble´matiques de de´tection et
d’identification de signal en situation de de´pendance. On s’inte´resse plus parti-
culie`rement au Higher Criticism (HC), de´fini sous l’hypothe`se d’un signal rare de
faible amplitude et sous l’inde´pendance. Il est montre´ dans la litte´rature que cette
me´thode atteint des bornes the´oriques de de´tection. Les proprie´te´s du HC en si-
tuation de de´pendance sont e´tudie´es et les bornes de de´tectabilite´ et d’estimabilite´
sont e´tendues a` des situations arbitrairement complexes de de´pendance. Dans le
cadre de l’identification de signal, une adaptation de la me´thode Higher Criticism
Thresholding par de´corre´lation par les innovations est propose´e.
Mots cle´s : grande dimension, de´pendance, se´lection de variables, mode`le a`
facteurs latents, re´gression, classification supervise´e, tests multiples
6Stability of variable selection in regression and classification
issues for correlated data in high dimension
The analysis of high throughput data has renewed the statistical methodology
for feature selection. Such data are both characterized by their high dimension
and their heterogeneity, as the true signal and several confusing factors are often
observed at the same time. In such a framework, the usual statistical approaches
are questioned and can lead to misleading decisions as they are initially designed
under independence assumption among variables.
The goal of this thesis is to contribute to the improvement of variable selection
methods in regression and supervised classification issues, by accounting for the
dependence between selection statistics. All the methods proposed in this thesis are
based on a factor model of covariates, which assumes that variables are conditionally
independent given a vector of latent variables.
A part of this thesis focuses on the analysis of event-related potentials data
(ERP). ERPs are now widely collected in psychological research to determine the
time courses of mental events. In the significant analysis of the relationships bet-
ween event-related potentials and experimental covariates, the psychological signal
is often both rare, since it only occurs on short intervals and weak, regarding the
huge between-subject variability of ERP curves. Indeed, this data is characterized
by a temporal dependence pattern both strong and complex. Moreover, studying
the effect of experimental condition on brain activity for each instant is a multiple
testing issue. We propose to decorrelate the test statistics by a joint modeling of the
signal and time-dependence among test statistics from a prior knowledge of time
points during which the signal is null.
Second, an extension of decorrelation methods is proposed in order to handle a
variable selection issue in the linear supervised classification models framework. The
contribution of factor model assumption in the general framework of Linear Dis-
criminant Analysis is studied. It is shown that the optimal linear classification rule
conditionally to these factors is more efficient than the non-conditional rule. Next,
an Expectation-Maximization algorithm for the estimation of the model parame-
ters is proposed. This method of data decorrelation is compatible with a prediction
purpose.
At last, the issues of detection and identification of a signal when features are
dependent are addressed more analytically. We focus on the Higher Criticism (HC)
procedure, defined under the assumptions of a sparse signal of low amplitude and
independence among tests. It is shown in the literature that this method reaches
theoretical bounds of detection. Properties of HC under dependence are studied
and the bounds of detectability and estimability are extended to arbitrarily complex
situations of dependence. Finally, in the context of signal identification, an extension
of Higher Criticism Thresholding based on innovations is proposed.
Keywords : high dimension, dependence, variable selection, factor model,
regression, supervised classification, multiple testing
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Re´sume´ : le recours de plus en plus fre´quent a` des technologies pro-
duisant des donne´es a` haut-de´bit - comme la spectroscopie proche
infra-rouge, l’imagerie par re´sonance magne´tique fonctionnelle ou
l’e´lectro-ence´phalographie - a ge´ne´re´ de nouvelles questions de re-
cherche en statistique spe´cifiques de ces donne´es dites de grande di-
mension, caracte´rise´es par leur nombre de variables tre`s supe´rieur
a` celui des individus. En particulier, un grand nombre de me´thodes
de pre´diction, fonde´es sur des mode`les de re´gression ou de clas-
sification supervise´e, se sont de´veloppe´es en s’appuyant sur une
hypothe`se dite de parcimonie des mode`les. En effet, ces me´thodes
supposent que peu de pre´dicteurs mesure´s sont pertinents. De`s
lors, une part importante de la proble´matique d’ajustement d’un
mode`le de pre´diction en grande dimension repose sur une e´tape
de se´lection de ces variables. Un tre`s grand nombre de me´thodes
de se´lection ont ainsi e´te´ de´finies avec pour objectif essentiel de
garantir une bonne performance de pre´diction, le plus souvent
sans se soucier de la pertinence des pre´dicteurs se´lectionne´s ou
encore de la reproductibilite´ de la se´lection. Cependant, la tre`s
haute re´solution des donne´es a` haut-de´bit se traduit souvent par
une grande de´pendance entre les variables, de´pendance affectant
a` la fois les performances de pre´diction mais aussi la stabilite´ des
me´thodes de se´lection de variables. L’objectif de cette introduc-
tion est de pre´senter diffe´rentes approches de prise en compte de la
de´pendance dans les proce´dures de se´lection de variables, et ainsi
de montrer qu’il est possible de tirer avantage de la corre´lation
pour ame´liorer l’estimation du support d’un signal.
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1 Contexte
1.1 Se´lection de variables
La proble´matique de´finissant le cadre ge´ne´ral de cette the`se est la prise en
compte de la de´pendance dans les proce´dures de se´lection de variables pour la
pre´diction en grande dimension, en re´gression et en classification supervise´e. Dans
la plupart des situations aborde´es ci-apre`s, les donne´es peuvent eˆtre de´crites comme
une se´rie de n couples inde´pendants (X,Y ) compose´s d’un profil de pre´dicteurs X =
(X1, . . . , Xm) de dimension m  n et d’une variable re´ponse Y , soit quantitative
soit cate´gorielle.
L’identification d’un sous-ensemble pertinent de pre´dicteurs est un des objectifs
majeurs d’une analyse de re´gression ou de classification supervise´e, et ce meˆme
en situation de “petite dimension” (n ≥ m). Dans ce contexte plus tradition-
nel, on recense plusieurs me´thodes de se´lection consistant a` comparer les mode`les
construits sur des sous-ensembles de pre´dicteurs selon un crite`re de qualite´ d’ajus-
tement pe´nalise´ par le nombre de pre´dicteurs. Ainsi, dans le contexte du mode`le
line´aire ge´ne´ralise´, la minimisation des crite`res AIC (introduit par Akaike (1973))
ou BIC (propose´ par Schwarz (1978)), versions pe´nalise´s de la de´viance du mode`le
par la norme `0 du vecteur β des parame`tres de re´gression, pre´figurent les me´thodes
d’estimation par re´gularisation devenues si populaires pour les donne´es de grande
dimension, pour lesquelles la pe´nalisation est plus volontiers de´finie par les normes
`1 (Tibshirani (1996)) ou `2 (Hoerl and Kennard (1970)) de β.
En effet, l’optimisation de crite`res pe´nalise´s par :
||β||0 = # {j ∈ [1;m], βj 6= 0} ,
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ou` #A de´signe le cardinal d’un ensemble A, ne´cessite l’ajustement de tous les sous-
mode`les possibles (2m mode`les), ce qui pose des proble`mes nume´riques, pour des
valeurs meˆmes mode´re´es de m. Certes, la se´lection pas a` pas constitue une alterna-
tive raisonnable d’un point de vue calculatoire, mais le parcours par cet algorithme
se´quentiel d’une part tre`s faible du graphe des sous-mode`les, au mieux m(m+ 1)/2
sous-mode`les, ge´ne`re une instabilite´ de la proce´dure, d’autant plus grande que m
est lui-meˆme grand (voir Breiman (1996) et Fan and Li (2001)).
1.2 Grande dimension
Les progre`s technologiques en terme de recueil et de stockage de donne´es, notam-
ment en biologie mole´culaire pour l’e´tude du ge´nome (voir par exemple Shalon et al.
(1996) pour les puces a` ADN et Baron et al. (2006) pour l’e´tude e´pige´ne´tique de la
me´thylation de l’ADN), ou en neurosciences, pour l’analyse de l’activite´ ce´re´brale
par e´lectro-ence´phalographie (Handy (2004)) ou imagerie par re´sonance magne´tique
(Poldrack et al. (2011)), ont conduit a` des e´volutions importantes de la me´thodologie
statistique pour l’adapter a` des situations caracte´rise´es par un nombre important
de variables. Dans les cas aborde´s dans cette the`se, le nombre de variables est de
l’ordre de plusieurs milliers. Les me´thodes classiques, notamment celles dont l’ob-
jectif est l’identification de variables d’inte´reˆt par se´lection ou tests multiples, ont
des proprie´te´s analytiques e´prouve´es en situation asymptotique, lorsque le nombre
n d’individus tends vers l’infini et que le nombre de variables est fixe. Cependant,
ces me´thodes se montrent peu performantes en grande dimension. Par exemple, la
proprie´te´ de consistance d’estimation du support par le crite`re BIC (Shao (1997),
Yang (2005)) se perd lorsque le nombre de variables n’est pas fixe´ (voir par exemple
Broman and Speed (2002), Casella et al. (2009), Kim et al. (2012)). A l’instar
de la proble´matique aborde´e plus haut pour e´voquer la se´lection pas a` pas, un
des proble`mes est l’explosion combinatoire des associations possibles de variables
se´lectionne´es, qui ne´cessite aussi le controˆle par des me´thodes adapte´es du nombre
de se´lections errone´es, ou faux positifs. Une autre raison plus spe´cifique du para-
digme n  m est lie´e a` l’instabilite´ voire l’impossibilite´ nume´rique de l’ajuste-
ment de mode`les dont le nombre de parame`tres de´passe celui des individus par des
me´thodes impliquant le plus souvent l’inversion de la matrice de variance-covariance
des pre´dicteurs (par exemple la me´thode des moindres carre´s en re´gression). Ainsi,
au-dela` de la recherche de solutions statistiques performantes, un des de´fis de l’ana-
lyse de donne´es de grande dimension est e´galement la simplicite´ algorithmique des
me´thodes, garantissant la possibilite´ effective de leur mise en œuvre.
La se´lection de pre´dicteurs pertinents s’apparente a` la proble´matique souvent as-
socie´e aux tests multiples, dont le but est une identification aussi comple`te que pos-
sible du support du signal, tout en controˆlant le nombre de pre´dicteurs se´lectionne´s
par erreur. Les premie`res re´flexions autour de ces questions de controˆle du taux d’er-
reur de type I pour un grand nombre de tests ont conduit a` revoir l’objectif d’un
controˆle de la probabilite´ d’un faux positif, le Family-Wise Error Rate (FWER),
pour s’orienter vers un objectif moins conservateur de controˆle de la proportion
de faux positifs dans l’ensemble se´lectionne´, le False Discovery Rate (FDR). La
me´thode de re´fe´rence pour le controˆle du FDR, la proce´dure de Benjamini-Hochberg
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(Benjamini and Hochberg (1995)), s’est ainsi impose´e comme une me´thode stan-
dard en analyse de donne´es ge´nomiques (voir par exemple l’ouvrage de van der
Laan and Dudoit (2007)), pre´fe´re´e a` la me´thode de Bonferroni (Bonferroni (1936))
plus traditionnellement utilise´e lorsque le nombre de tests est plus mode´re´s. Ben-
jamini and Hochberg (1995) de´montre que leur me´thode de de´termination du seuil
de se´lection sur les statistiques de tests controˆle effectivement le FDR sous une
hypothe`se d’inde´pendance ou de faible de´pendance. La de´pendance e´tant de`s lors
perc¸ue comme un obstacle potentiel au controˆle du FDR, de nombreux auteurs se
sont attache´s a` e´tendre la me´thode de Benjamini-Hochberg de telle sorte qu’elle
garantisse le controˆle du FDR sous certaines hypothe`ses de de´pendance (voir par
exemple Benjamini and Yekutieli (2001)). En pratique, ces approches de protec-
tion contre les effets de la de´pendance sur le controˆle du FDR ont le plus sou-
vent conduit a` des me´thodes tre`s conservatives. Plus re´cemment, s’appuyant sur la
de´monstration que le classement des statistiques de test en situation de de´pendance
n’est pas consistant, au sens statistique ou` il n’est pas conforme a` l’amplitude du
signal teste´, quelques auteurs ont privile´gie´ une autre approche, ne visant pas a` une
modification de la proce´dure de Benjamini-Hochberg, mais a` une de´corre´lation des
statistiques de test (voir Zuber and Strimmer (2009) et Hall and Jin (2010) pour
une proce´dure de tests ajuste´s sur la corre´lation, Kustra et al. (2006), Leek and
Storey (2007), Carvalho et al. (2008), Friguet et al. (2009), Sun et al. (2012) et plus
re´cemment Allen et al. (2014) et Houseman et al. (2015) pour une mode´lisation
par des facteurs latents de la de´pendance). Les diffe´rentes me´thodes se diffe´rencient
essentiellement par le mode`le de variance utilise´ et surtout par la technique d’esti-
mation jointe du signal et de la variance.
A l’instar des proce´dures de tests multiples, Donoho and Jin (2004) de´finissent
une proce´dure de se´lection de variables pour la de´tection d’un signal, le Higher Cri-
ticism Thresholding (HCT). Les auteurs s’appuient sur l’ide´e propose´e par Tukey
(1976) que la de´tection statistique d’un signal, c’est a` dire le test global de son
existence, peut reposer sur le vecteur des statistiques de test des composantes indi-
viduelles de ce signal. En situation d’inde´pendance entre les statistiques de se´lection
et dans le cadre ge´ne´ral d’un signal a` la fois rare et faible (paradigme “Rare-and-
Weak”), Donoho and Jin (2008) de´montrent l’optimalite´ de cette proce´dure de
se´lection, au sens ou` elle atteint les bornes optimales de de´tection de Ingster (1997).
Hall and Jin (2008) et Hall and Jin (2010) montrent que ces re´sultats the´oriques
sont fortement affecte´s par une de´pendance entre les statistiques de se´lection et
proposent une extension a` des cas particuliers de de´pendance, dont la structure
auto-re´gressive d’ordre 1. Par ailleurs, Ahdesma¨ki and Strimmer (2010) et Klaus
and Strimmer (2013) e´tudient les proprie´te´s de la me´thode HCT pour l’identification
du signal, a` savoir l’estimation de son support et de´montrent son e´quivalence avec
une proce´dure de tests multiples controˆlant le False Non-Discovery Rate (FNDR).
La diversite´ des approches de prise en compte de la de´pendance traduit de
profondes divergences dans la communaute´ statistique, partage´e entre une de´marche
na¨ıve consistant a` ignorer la corre´lation et un point de vue oppose´ justifiant une
mode´lisation jointe de la variance et de l’espe´rance pour ame´liorer l’identification
du signal. Ainsi, en particulier dans un contexte d’analyse discriminante line´aire, les
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tenants d’une approche dite naive Bayes montrent la supe´riorite´ de ce point de vue
en terme de performance de classification (voir notamment Tibshirani et al. (2003),
Bickel and Levina (2004), Efron (2008)). Ces me´thodes reposent sur une hypothe`se
errone´e d’inde´pendance entre les variables dont une alternative consiste a` estimer la
matrice de covariance par des me´thodes de shrinkage, sans hypothe`se particulie`re
de structure de la de´pendance. Le principe de ces me´thodes est de s’affranchir
de la proprie´te´ de non biais de l’estimateur empirique pour diminuer la variance
d’estimation. Ainsi, l’estimateur ridge (Hoerl and Kennard (1970)) du vecteur β
des coefficients de re´gression line´aire, qui re´sulte de la minimisation de la de´viance
du mode`le pe´nalise´e par ||β||2, prend une forme similaire a` celle de l’estimateur
des moindres carre´s, ou` la matrice de covariance empirique S est remplace´e par
l’expression suivante :
Σˆγ = S + γIm,
ou` Im de´signe la matrice identite´ d’ordre m et γ ≥ 0. Le parame`tre γ de
re´gularisation introduit ci-dessus permet bien un compromis entre deux points de
vue extreˆmes de la de´pendance, a` savoir l’inde´pendance pour de grandes valeurs
de γ et la structure de covariance la plus complexe estime´e par S pour γ = 0. On
retrouve cette ide´e dans de nombreuses me´thodes de re´gression ou de classification
supervise´e, dont dans les Correlation Adjusted T-scores (CAT-scores, Zuber and
Strimmer (2009)) utilise´s dans l’e´tape de se´lection de variables de la me´thode
Shrinkage Discriminant Analysis (SDA, Ahdesma¨ki and Strimmer (2010)). Ici, les
auteurs proposent une expression analytique pour un estimateur du parame`tre
de shrinkage γ. Cette ide´e se retrouve aussi dans la me´thode shrunken centroids
regularized discriminant analysis (SCRDA, Guo et al. (2007)), dans laquelle la
matrice de covariance empirique est remplace´e par
Σˆα = αS + (1− α)Im,
ou` 0 ≤ α ≤ 1.
L’estimation par shrinkage, du type de la me´thode ridge, apporte une solution
essentiellement nume´rique a` la proble´matique de la grande dimension, qui se montre
souvent performante en terme de pre´cision de la re`gle de de´cision qui s’en de´duit.
L’estimation ridge de mode`les de re´gression ou de classification supervise´e s’impose
notamment comme la re´fe´rence pour les questions relatives a` la se´lection ge´nomique,
dont l’objectif est l’estimation de la valeur ge´ne´tique d’un animal ou d’une plante a`
partir de donne´es de ge´notypage a` l’e´chelle de son ge´nome. Toutefois, la recherche
de zones d’inte´reˆt du ge´nome appele´s Quantitative Trait Loci (QTL) ou de manie`re
e´quivalente la recherche de la signature mole´culaire associe´e a` un stress d’inte´reˆt
de l’organisme ne´cessite des approches plus exigeantes dont l’objectif est certes de
garantir une bonne pre´diction mais aussi d’identifier les leviers de cette pre´diction,
en d’autres termes les pre´dicteurs pertinents. La prise en compte simultane´e de
ces deux objectifs par la me´thode dite LASSO, pour Least Absolute Shrinkage and
Selection Operator (Tibshirani (1996)), qui consiste a` minimiser un crite`re d’ajuste-
ment, la de´viance par exemple, pe´nalise´ par ||β||1 explique sa grande popularite´ dans
de nombreux domaines associe´s a` des technologies a` haut de´bit. Dans le contexte de
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la classification supervise´e, des me´thodes d’analyse line´aire discriminante pe´nalise´e
ont e´te´ de´veloppe´es (voir Tibshirani et al. (2002) pour une version ridge des plus
proches voisins ou Witten and Tibshirani (2011) et Clemmensen et al. (2011) pour
une approche lasso).
Pourtant, une de´pendance forte entre pre´dicteurs affecte notoirement les pro-
prie´te´s de la me´thode LASSO, notamment dans sa capacite´ a` de´terminer le support
d’un signal (Van de Geer (2010), Fan and Lv (2010)). La pe´nalisation par combinai-
son convexe de ||β||1 et ||β||2 dans la me´thode elastic net (Zou and Hastie (2005))
vise justement a` apporter plus de stabilite´ a` la me´thode. D’autres extensions plus
re´centes, base´es sur du re´-e´chantillonnage, ont directement vise´ a` ame´liorer la re-
productibilite´ de la se´lection par LASSO, en cherchant a` re´duire le sous-ensemble
des variables se´lectionne´es a` celles les plus souvent retenues (voir notamment Bach
(2008) pour la me´thode bolasso et Meinshausen and Bu¨hlmann (2010) pour la
me´thode stability selection).
1.3 Illustrations de situations de de´pendance
On pre´sente ici quelques situations dans lesquelles on cherche a` identifier un
signal biologique. Ce signal est assimilable a` un lien entre une variable re´ponse quan-
titative ou cate´gorielle et des variables explicatives nombreuses, mesure´es par une
technologie a` haut de´bit, et pre´sentant une structure de de´pendance forte. Dans un
premier temps, on s’inte´resse a` des donne´es mesure´es par e´lectroence´phalographie
(EEG) de l’activite´ du cerveau en psychologie expe´rimentale. Ces donne´es de
potentiels e´voque´s, ou encore ERP (Event-Related Potentials, Handy (2004)),
de´crivent avec une tre`s forte re´solution, jusqu’a` une mesure toute les demi-
millisecondes (Groppe et al. (2011a) et Groppe et al. (2011b)), l’activite´ ce´re´brale
en des e´lectrodes localise´es tre`s pre´cise´ment sur le craˆne, pour un nombre limite´
de sujets, entre 10 et 20 en ge´ne´ral. L’analyse de ces donne´es vise ge´ne´ralement
a` identifier les intervalles de temps pour lesquels l’association avec une re´ponse
expe´rimentale, par exemple un score e´valuant un comportement ou l’appartenance
a` une cate´gorie particulie`re de population, est significative. Une expe´rience ayant
fait l’objet d’une collaboration avec National Cheng-Kung University, Tainan
(Taiwan) et le proble`me cognitif associe´ sont de´taille´s dans le Chapitre 2.
La Figure 1.1 re´ve`le une structure de de´pendance temporelle forte entre les
mesures de l’activite´ ce´re´brale : l’histogramme montre qu’une grande proportion
des corre´lations entre les ERPs mesure´s sur l’e´lectrode CZ (milieu de la re´gion
centrale de la teˆte) sont e´leve´es et positives. En gris, la distribution des corre´lations
d’une matrice de meˆme dimension sous l’hypothe`se d’inde´pendance est trace´e pour
comparaison. On remarque une forte asyme´trie a` droite de la distribution. D’apre`s
l’image de la matrice des corre´lations, il semble que l’auto-corre´lation ge´ne`re un
grand nombre de corre´lations proches de 1 sur les bandes proches de la diagonale.
On remarque aussi des blocs de corre´lations e´leve´es et positives, correspondant
a` une synchronisation de l’activite´ ce´re´brale sur des intervalles de temps, et une
auto-corre´lation croissante au cours du temps. La structure est donc plus complexe
que celle produite par un processus auto-re´gressif d’ordre 1 souvent utilise´ pour
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mode´liser de telles donne´es (voir Yeung et al. (2004), Guthrie and Buchwald (1991)
et Bugli and Lambert (2006)). Lors de l’expe´rience, l’activite´ ce´re´brale est mesure´e
sur plusieurs e´lectrodes place´es sur le craˆne du sujet. Sur les autres e´lectrodes, on
remarque des structures similaires.
La prise en compte de la de´pendance dans les e´tudes d’association ou de
se´lection suscite e´galement de nombreux de´veloppements en matie`re d’analyse de
donne´es ge´nomiques, en particulier pour l’analyse du transcriptome a` partir de
microarrays (Shalon et al. (1996)). On se re´fe`re notamment a` Lee and Batzoglou
(2003) et Teschendorff et al. (2011) pour une application de l’analyse en compo-
santes inde´pendantes, Scha¨fer and Strimmer (2005), Opgen-Rhein and Strimmer
(2007), Zuber and Strimmer (2009) et Ahdesma¨ki and Strimmer (2010) pour
une de´finition de statistiques de tests de´corre´le´es (CAT-scores) par un estimateur
de type James-Stein de la matrice de covariance et Kustra et al. (2006), Leek
and Storey (2007),Carvalho et al. (2008), Friguet et al. (2009), Sun et al. (2012)
et plus re´cemment Allen et al. (2014) pour une mode´lisation par des facteurs
latents de la de´pendance. Cette meˆme approche est aussi utilise´e tre`s re´cemment
pour l’analyse de donne´es de me´thylation de l’ADN par Houseman et al. (2015).
On propose d’explorer dans ce paragraphe la distribution des corre´lations d’une
se´rie de donne´es publiques, utilise´es a` des fins d’illustration dans des packages R
ou Matlab, pour des me´thodes de classification supervise´e. Ces donne´es ont e´te´
choisies pour la varie´te´ des situations qu’elles repre´sentent, notamment par leurs
dimensions re´sume´es dans la Table 1.1, ainsi que le nombre de classes de la variable
re´ponse. Ces donne´es sont associe´es a` des proble´matiques d’e´tudes du cancer du
colon (Alon et al. (1999)), du sein (West et al. (2001)), de la leuce´mie (Golub
et al. (1999)), du lymphome (Chung and Keles (2010)), du cancer de la prostate
(Singh et al. (2002)) et de cancers chez l’enfant auquel on se re´fe`re dans la suite
par SRBCT (Khan et al. (2001)).
La Figure 1.2 pre´sente en noir les histogrammes des corre´lations entre va-
riables (ge`nes) pour chacune des situations introduites ci-dessus et en bleu la distri-
bution des corre´lations pour des donne´es de meˆmes dimensions sous l’hypothe`se
d’inde´pendance. On remarque une diversite´ de profils de de´pendance, certaines
s’e´loignant de manie`re remarquable de l’inde´pendance, comme pour le cancer du
colon, Figure 1.2(a), le cancer du sein, Figure 1.2(b) et dans une moindre mesure sur
la leuce´mie, Figure 1.2(c) pour lesquelles la distribution des corre´lations re´ve`le une
sur-repre´sentation de corre´lations fortes et positives. La distribution des corre´lations
pour les donne´es de lymphome, Figure 1.2(d) et SRBCT, Figure 1.2(e) semble en
revanche syme´trique avec une proportion notable de corre´lations mode´re´es. Enfin,
il est inte´ressant de remarquer que les corre´lations entre ge`nes pour le cancer de
la prostate, Figure 1.2(f), s’ajustent bien a` la distribution des corre´lations sous
l’inde´pendance. Ces exemples illustrent que, pour une meˆme technologie et des
proble´matiques similaires, des profils de de´pendance tre`s diffe´rents peuvent eˆtre
observe´s, qu’il convient de prendre en compte lors de l’analyse statistique. De nom-
breux auteurs ont re´cemment e´mis l’hypothe`se que ces de´pendances re´sultent d’ef-
fets latents de processus biologiques non maitrise´s par les dispositifs expe´rimentaux,
susceptibles de masquer partiellement le signal biologique d’inte´reˆt. Ces propos sont
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Figure 1.1 – Haut : histogramme des corre´lations re´siduelles entre les mesures de
l’activite´ ce´re´brale pour les donne´es d’ERPs mesure´es a` l’e´lectrode CZ (en noir)
compare´ a` la distribution des corre´lations d’une matrice de meˆmes dimensions sous
hypothe`se d’inde´pendance. Bas : image de la matrice des corre´lations
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Table 1.1 – Dimensions de donne´es publiques associe´es a` des e´tudes sur le cancer.
Colon Sein Leuce´mie Lymphome Prostate SRBCT
Nbre de var. 2000 7129 7129 4026 6033 2308
Nbre d’obs. 62 44 38 62 102 63
Nbre de classes 2 2 2 3 2 4
en particulier tenus par Kustra et al. (2006), Leek and Storey (2007), Pournara and
Wernisch (2007), Carvalho et al. (2008), Friguet et al. (2009) et plus re´cemment
par Sun et al. (2012) et Houseman et al. (2015).
Dans la suite du manuscrit, les exemples ci-dessus sont utilise´s a` des fins d’illus-
tration de l’impact de la de´pendance sur les proce´dures de se´lection de variables.
En particulier, le Chapitre 2 introduit la notion d’instabilite´ des proce´dures de tests
multiples, principale conse´quence d’une forte de´pendance entre les statistiques de
se´lection. Le controˆle du taux de faux positifs n’e´tant en revanche pas remis en cause
par les formes de de´pendance temporelle e´tudie´es dans ce Chapitre, la probabilite´
pour qu’une proce´dure de type Benjamini-Hochberg de´tecte un signal peut eˆtre
tre`s faible en situation de de´pendance et, conditionnellement a` la de´tection d’un
signal, son identification, a` savoir l’estimation de son support, est moins pre´cise
qu’en situation d’inde´pendance. De meˆme, dans un proble`me de se´lection de va-
riables en classification supervise´e aborde´ dans le Chapitre 3, on illustrera que la
de´pendance affecte a` la fois le nombre de variables se´lectionne´es et le rang des
variables se´lectionne´es par des me´thodes d’estimation re´gularise´e notamment la
me´thode Lasso (Tibshirani (1996)). Aussi, on observera sur des donne´es re´elles que
l’ensemble des variables se´lectionne´es par ces me´thodes n’est pas reproductible. En-
fin, le Chapitre 4 est de´die´ a` l’e´tude de la me´thode HCT pour l’identification d’un
signal, dans le paradigme “Rare-and-Weak” propose´ par Donoho and Jin (2004).
On montre que la me´thode HCT est tre`s conservative lorsque les variables sont tre`s
corre´le´es. Finalement, dans les proble`mes de tests multiples comme dans ceux de
se´lection de variables, l’impact de la de´pendance se traduit par une non-consistance
du classement des variables par leur pouvoir pre´dictif ou discriminant.
2 Prise en compte de la de´pendance
L’impact ne´gatif de la de´pendance sur la pre´cision des proce´dures de tests mul-
tiples, en particulier due a` l’instabilite´ du rang des statistiques de se´lection, a sus-
cite´ le de´veloppement de nombreuses approches innovantes. La de´pendance entre
les statistiques de tests ou de se´lection e´tant directement he´rite´e de celle entre les
variables explicatives, ces approches visent essentiellement a` estimer la structure de
de´pendance entre les variables pour construire des strate´gies de de´corre´lation. Cette
the`se vise a` une contribution a` l’optimisation de ces me´thodes de de´corre´lation, dans
le but de re´tablir les proprie´te´s the´oriques et pratiques des me´thodes e´labore´es sous
l’hypothe`se d’inde´pendance. On peut distinguer deux types d’approches pour la
de´corre´lation. Le premier se rapproche des me´thodes d’analyse de se´ries chronolo-
giques, au sens ou` l’on cherche a` construire la transformation line´aire des donne´es
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(a) Cancer du colon

















(b) Cancer du sein

































































(f) Cancer de la prostate
Figure 1.2 – Histogramme des corre´lations entre variables (en noir) compare´e a` la
distribution sous inde´pendance (en bleu) pour des donne´es d’expression de ge`nes.
2. PRISE EN COMPTE DE LA DE´PENDANCE 21
conduisant a` des innovations inde´pendantes (Ahdesma¨ki and Strimmer (2010), Zu-
ber and Strimmer (2009), Hall and Jin (2010)). Le second type s’appuie sur l’hy-
pothe`se d’effets latents affectant de manie`re line´aire la de´pendance entre les statis-
tiques de se´lection (Friguet et al. (2009), Leek and Storey (2007), Leek and Storey
(2008), Sun et al. (2012)).
2.1 De´corre´lation par les innovations
Si l’on conside`re un vecteur de covariables X de matrice de covariance Σ, le
principe ge´ne´ral des me´thodes de de´corre´lation par les innovations s’appuie sur
l’existence d’une matrice L (m×m) telle que :
Σ−1 = LL′,
ou` L′ de´signe la transpose´e de L. Cette matrice L permet de de´finir des covariables
de´corre´le´es X∗, appele´es innovations, telles que :
X∗ = L′X.
Ainsi, V(X∗) = L′ΣL = L′(L′)−1L−1L = Im.
Correlation-adjusted t-scores (CAT scores) On s’attarde dans ce para-
graphe sur la pre´sentation des CAT-scores, initialement propose´s par Zuber and
Strimmer (2009) dans un contexte de comparaisons multiples puis repris dans la
me´thode Shrinkage Discriminant Analysis (SDA, voir Ahdesma¨ki and Strimmer
(2010)) en analyse line´aire discriminante.
On conside`re ici une variable re´ponse Y , cate´gorielle a` K groupes et un m−profil
x de variables explicatives distribue´, conditionnellement au groupe Y = y, selon une
loi normale d’espe´rance :
E(x | Y = y) = µy
et de meˆme variance :
V(x | Y = y) = Σ
pour tout y ∈ {1, . . . ,K}. On de´finit, pour chaque groupe y ∈ {1, . . . ,K}, des
t-scores τy correspondant au m-vecteur des statistiques de test associe´es a` la com-











ou` D = diag(Σ), n est le nombre total d’observations inde´pendantes de (x, Y )
et ny est le nombre d’observations dans le groupe y. Zuber and Strimmer (2009)
de´finissent les correlation-adjusted t-scores ou CAT-scores par :
τadjy = R
−1/2τy,
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ou` R de´signe la matrice de corre´lation de x telle que :
Σ = D1/2RD1/2.
Pour chaque variable explicative, une statistique du test d’association avec Y est
calcule´e a` partir d’une estimation par shrinkage des CAT-scores. Il est inte´ressant
de noter qu’apre`s de´corre´lation du profil des variables explicatives, la se´lection de
variables pour la classification supervise´e s’apparente a` un proble`me de tests mul-
tiples. Dans le cas pre´sent, pour chaque variable, Ahdesma¨ki and Strimmer (2010)
recommande d’estimer le taux de faux positifs (FDR) local et de se´lectionner les
variables explicatives par seuillage de ce FDR local, a` un niveau suffisamment e´leve´
pour garantir la se´lection d’une part importante du support du signal.
Pour permettre le calcul des CAT-scores en grande dimension, Ahdesma¨ki and
Strimmer (2010) proposent une me´thode d’estimation par shrinkage, de type James-
Stein. Ainsi, l’estimateur de la matrice de correlation prend la forme suivante :
Rˆγ = γIm + (1− γ)Rˆ,
ou` Rˆ est la matrice des corre´lations empiriques et 0 ≤ γ ≤ 1 est le parame`tre de
re´gularisation. Scha¨fer and Strimmer (2005) propose une expression analytique de
la valeur optimale de γ, au sens de la performance de la me´thode de classification
supervise´e. Cette approche par shrinkage permet le calcul explicite de Rˆαγ , pour





= Im + UMU ′,
ou` M est une matrice syme´trique de´finie positive et U est une base orthonormale.
La puissance α de la matrice Z peut-eˆtre calcule´e par la formule suivante :
Zα = Im − U(Ir − (Ir +M)α)U ′
ou` r est le rang de M . Cette formule ne fait appel qu’au calcul de puissance de
la matrice Ir + M . Apre`s se´lection des variables explicatives selon la proce´dure
de´crite ci-dessus, l’e´tape de classification s’appuie sur une approche d’analyse dis-
criminante line´aire pour laquelle tous les parame`tres sont estime´s par shrinkage
(Hausseur and Strimmer (2009)). Cette me´thode est imple´mente´e dans le package
R sda (Ahdesma¨ki et al. (2014)).
innovated HCT Comme mentionne´ ci-dessus, la de´corre´lation du profil des va-
riables explicatives permet de conside´rer la question de la se´lection de variables
comme un proble`me de tests multiples, pour lequel la se´lection d’une variable re-
pose sur un seuillage des statistiques de tests ou des p-values associe´es. Alors que
Ahdesma¨ki and Strimmer (2010) propose de de´finir le seuil en s’appuyant sur l’esti-
mation des risques d’erreur de se´lection, la me´thode Higher Criticism Thresholding
(HCT, voir Donoho and Jin (2015) pour une revue re´cente) repose sur la maxi-
misation d’une fonction objectif. Si (p1, . . . , pm) de´signe le vecteur des probabilite´s
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critiques issues de tests d’hypothe`ses et (p(1), . . . , p(m)) leur statistique d’ordre, HCT
de´finit le seuil optimal comme l’indice des p-values pour lequel l’e´cart entre la fonc-
tion de re´partition empirique et celle de la loi uniforme, en d’autres termes la loi
d’une p-value sous l’hypothe`se nulle, est maximal :
j∗ = argmax
j:1/m≤p(j)≤1/2
√m j/m− p(j)√p(j)(1− p(j))
 .
L’ensemble des variables se´lectionne´es est {j, pj ≤ p(j∗)}. Les variantes et les pro-
prie´te´s de HCT sont pre´sente´es en de´tails dans le Chapitre 4.
En situation de de´pendance, Hall and Jin (2010) s’appuie sur la factorisation
de Cholesky de la matrice de covariance pour de´finir la me´thode innovated HCT
(iHCT), une variante de HCT. Hall and Jin (2010) suppose que le vecteur T des
statistiques de test est gaussien tel que :
T = µ+ Z ou` Z ∼ N (0,Σ) et Σ 6= Im, (1.1)
ou` le signal µ est un vecteur parcimonieux posse´dant k coordonne´es non nulles
parmi m, de meˆme amplitude Am. Les statistiques de tests sont de´corre´le´es par
la factorisation de Cholesky inverse de Σ telle que UmΣU
′
m = Im et Hall and Jin
(2010) conside`re le proble`me suivant, e´quivalent a` (1.1) :
UmT = Umµ+ UmZ ou` UmZ ∼ N (0, Im). (1.2)
Les re´sultats e´tablis par Hall and Jin (2010) reposent sur une hypothe`se sur la
matrice de covariance particulie`rement adapte´e a` des structures de de´pendance
temporelle de type auto-re´gressif et garantissant que le signal transforme´ Umµ a
un support similaire a` celui de µ. Afin de satisfaire cette hypothe`se, les auteurs
proposent un lissage de la matrice de de´corre´lation Um et de´finissent une matrice
U˜m dont le terme ge´ne´ral u˜k,j est de´fini par :
u˜k,j =
{
ukj si k − bm + 1 ≤ j ≤ k
0 sinon,
ou` ukj est le terme ge´ne´ral (k, j) de la matrice Um et bm est une feneˆtre recommande´e
entre 1 et log(m). Enfin, les statistiques de tests T sont de´corre´le´es par la matrice




ou` Um est la matrice U˜m dont les colonnes ont e´te´ normalise´es a` 1. Si bm = 1,
innovated HCT revient a` appliquer HCT aux statistiques de test de´corre´le´es :
VmX = Vmµ+ VmZ,
dont de nouvelles probabilite´s critiques (p1, . . . , pm) sont de´duites. Hall and Jin
(2010) recommande bm = log(m) et dans ce cas, le seuil optimal iHC
∗
m(bm) de






√m j/m− p(j)√p(j)(1− p(j))
 .
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Hall and Jin (2010) de´montre des proprie´te´s d’optimalite´ de innovated HCT en
terme de de´tection et d’estimation du signal sous certaines conditions sur Σ.
Enfin, on verra dans le Chapitre 4 que le mode`le a` facteurs pre´sente´ dans la
section suivante permet e´galement une expression analytique de la racine carre´e de
la matrice de covariance, afin de de´velopper une proce´dure similaire au innovated
HCT (Hall and Jin (2010)) ou aux CAT-scores (Zuber and Strimmer (2009)).
2.2 Mode´lisation de la structure de de´pendance
Dans certains domaines d’application, en particulier celui de l’analyse de
donne´es ge´nomiques, il est pertinent de conside´rer que la de´pendance est structure´e
par l’effet de variables latentes. Le mode`le correspondant a` ce type de point de vue
sur la de´pendance, appele´ mode`le a` facteurs, conduit a` la re´duction du rang de la
matrice de variance-covariance entre les variables explicatives. Les composantes de
la de´pendance, si possible en nombre mode´re´, sont assimilables a` autant de sources
de variabilite´ ge´ne´rant une he´te´roge´ne´ite´ de la distribution jointe des variables
explicatives. En effet, l’effet de ces facteurs peut se confondre avec le vrai signal
et expliquer la non-consistance du classement des p-values par des me´thodes de
tests qui ignorent la de´pendance. Par exemple, en analyse de donne´es ge´nomiques,
l’expression des ge`nes peut eˆtre associe´e a` une condition expe´rimentale mais aussi
active´e par l’activite´ biologique de l’individu (la bibliographie est riche sur le
sujet, voir Kustra et al. (2006), Leek and Storey (2008), Carvalho et al. (2008),
Friguet et al. (2009), Teschendorff et al. (2011), Sun and Cai (2009), Pournara and
Wernisch (2007), Blum et al. (2010)). Enfin, des articles re´cents illustrent l’apport
du mode`le a` facteurs en e´pige´ne´tique, sur des donne´es de me´thylation de l’ADN
(Houseman et al. (2015)).
2.2.1 Mode`le a` facteurs
Le mode`le a` facteurs suppose l’existence de variables latentes, non observe´es,
qui peuvent avoir un effet line´aire sur la variable re´ponse. Ce mode`le suppose que la
de´pendance peut eˆtre de´crite dans un espace line´aire de dimension mode´re´e. Ainsi,
si on conside`re que le profil X des variables explicatives suit une loi normale telle
que :
X ∼ Nm(0,Σ), (1.3)
le mode`le a` facteurs suppose l’existence d’un vecteur de q  m variables latentes
Z = (Z1, Z2, . . . , Zq), que l’on suppose distribue´ selon une loi normale d’espe´rance
nulle et de variance Iq, de´crivant la de´pendance entre les variables explicatives.
Conditionnellement aux facteurs latents Z, les variables explicatives sont en effet
inde´pendantes et suivent une loi normale telle que :
X|Z = z ∼ Nm(Bz,Ψ), (1.4)
ou` B est une matrice (m× q) de loadings repre´sentant la de´pendance commune aux
m variables. En effet,
Cov(X,Z) = B.
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Ψ est une matrice diagonale repre´sentant la variance spe´cifique aux variables expli-
catives.
De manie`re e´quivalent, le mode`le (1.4) conduit a` la de´composition suivante de
la matrice de variance-covariance Σ :
Σ = Ψ +BB′.
D’un point de vue nume´rique, cette de´composition est inte´ressante car elle permet
notamment l’inversion de Σ en ne faisant appel qu’a` l’inversion de matrices dia-
gonales ou de petite dimension (q × q) par la formule de Woodbury (Press et al.
(2007)) :
Σ−1 = Ψ−1 −Ψ−1B(Iq +B′Ψ−1B)−1B′Ψ−1.
Plusieurs me´thodes de tests ou de se´lection de variables s’appuient sur l’identi-
fication du noyau de de´pendance BZ pour de´corre´ler les variables explicatives : on
de´note entre autres SVA pour surrogate variable analysis (Leek and Storey (2007)),
FAMT pour factor analysis for multiple testing (Friguet et al. (2009)), LEAPP pour
latent effect adjustment after primary projection (Sun et al. (2012)). La principale
diffe´rence entre ces me´thodes re´side sur la technique de se´paration du signal et
du bruit, structure´ par l’effet des facteurs latents sur la variable re´ponse dans la
proce´dure d’estimation des parame`tres du mode`le (1.4). Toutes les me´thodes sup-
posent que le signal est parcimonieux et l’estimation de la structure de de´pendance
repose sur l’identification des variables hors du support du signal, assimilables a` du
bruit pur.
Plusieurs techniques existent pour identifier ces variables, a` partir desquelles on
peut identifier la structure de de´pendance du bruit. Dans la proce´dure FAMT (fac-
tor analysis for multiple testing), propose´e par Friguet et al. (2009), les variables
explicatives sans effet sur la variable re´ponse sont identifie´es par seuillage sur les
statistiques de test. Causeur et al. (2012) propose une adaptation de FAMT pour
l’analyse de potentiels e´voque´s cognitifs. La me´thode FAMT est imple´mente´e dans
le package R FAMT (Causeur et al. (2011)). La me´thode SVA (surrogate variable
analysis , Leek and Storey (2007), Leek and Storey (2008)) estime les coefficients
associe´s a` la covariable sans ajustement sur la de´pendance puis isole ite´rativement
les facteurs latents en ponde´rant par un poids faible les variables pour lesquelles l’ef-
fet est non nul. Cette me´thode est imple´mente´e dans le package R sva (Leek et al.
(2014)). Enfin, dans la proce´dure d’estimation LEAPP (latent effect adjustment
after primary projection), Sun et al. (2012) introduisent une matrice de rotation
transformant les donne´es de telle manie`re a` concentrer l’ensemble du signal sur une
seule variable. Les facteurs latents sont alors estime´s a` partir des autres variables
transforme´es par un mode`le de re´gression a` effets mixtes. Enfin, la structure en
facteurs est inte´gre´e dans l’estimation de l’effet de la variable transforme´e concen-
trant le signal. Cette me´thode est imple´mente´e dans le package R leapp (Sun et al.
(2014)).
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2.2.2 Estimation des parame`tres
La litte´rature sur l’estimation des parame`tres du mode`le a` facteurs, en parti-
culier pour ses applications traditionnelles en psychologie, est vaste (Mardia et al.
(1979)). L’estimation par maximum de vraisemblance introduite par Jo¨reskog
(1967) est adapte´e a` l’hypothe`se de normalite´ des variables explicatives introduite
plus haut. Cependant, la maximisation directe de la vraisemblance n’est pas
possible en grande dimension. Friguet et al. (2009) proposent un algorithme EM
(Rubin and Thayer (1982)) s’appuyant sur un paralle`le entre facteurs latents et
donne´es manquantes. Lorsque B et Ψ sont connus, les facteurs latents sont estime´s
par les scores de Thomson (Thomson (1951)) et par la formule d’inversion de
Woodbury :
E(Z|X = x) = B′Σ−1x
= (Iq +B′Ψ−1B)−1B′Ψ−1x.
2.2.3 Nombre de facteurs
Le choix du nombre de facteurs q a` retenir dans le mode`le a` facteurs est un
point crucial de l’analyse. Extraire un trop grand nombre de facteurs peut rendre
l’estimation des variances re´siduelles spe´cifiques Ψ artificiellement faibles et mener
a` des de´cisions errone´es lors de l’e´tape de se´lection de variables.
Par analogie avec l’analyse en composantes principales, les me´thodes les plus
classiques pour estimer le nombre de facteurs reposent sur l’examen de la se´quence
ordonne´e dans l’ordre de´croissant des valeurs propres de la matrice de variance-
covariance. Certaines proce´dures simples comme la me´thode de Kaiser, retiennent
le nombre de valeurs propres supe´rieures a` 1 ou a` la moyenne des valeurs propres
(Kaiser (1960)). Pour l’essentiel toutefois, les me´thodes de de´termination du nombre
de facteurs cherchent a` identifier une rupture dans la de´croissance de la se´quence des
valeurs propres, aussi appele´e coude. Certains auteurs ont propose´ des proce´dures de
de´termination automatique de ce coude. Zoski and Jurs (1993) proposent ainsi une
me´thode base´e sur des re´gressions sur des se´quences emboˆıte´es de valeurs propres
successives, le nombre de facteurs e´tant alors de´termine´ par le nombre de valeurs
propres dans la se´quence pour laquelle la diffe´rence de pente entre deux re´gressions
successives est maximale. De nombreuses autres me´thodes privile´gient une approche
par tests de comparaison de mode`les emboˆıte´s (voir entre autres Anderson (1963),
Bartlett (1950), Bartlett (1951), Lawley (1956)). Ces me´thodes sont toutefois peu
utilise´es en grande dimension, principalement car elles surestiment le nombre de
facteurs. Dans une revue de´taille´e de nombreuses me´thodes, Ford et al. (1986)
sugge`rent que l’analyse paralle`le (Buja and Eyuboglu (1992)) de´crite a` pre´sent est
la me´thode la plus performante. Buja and Eyuboglu (1992) proposent de retenir le
nombre de valeurs propres de la matrice de covariance empirique supe´rieures a` la
moyenne (ou a` un quantile) des valeurs propres de matrices de meˆmes dimensions
obtenues par re´-e´chantillonnage sous l’hypothe`se d’absence de structure en facteurs.
Il s’agit de la me´thode utilise´e dans SVA par Leek and Storey (2007) et dans LEAPP
par Sun et al. (2012).
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Enfin, dans le contexte des tests multiples en grande dimension, Friguet et al.
(2009) proposent une me´thode pour estimer le nombre de facteurs en grande dimen-
sion, par minimisation du crite`re d’inflation de la variance du nombre de faux posi-
tifs. En situation d’inde´pendance, ce nombre de faux positifs suit une loi Binomiale
dont on peut donner explicitement l’expression de la variance. Friguet et al. (2009)
donnent une expression analytique νk pour l’inflation de la variance du nombre de
faux positifs, lorsque la covariance entre les statistiques de tests est de´crit par un
mode`le a` k facteurs. Ils montrent ainsi que cette inflation de variance est une fonc-
tion croissante du niveau de de´pendance entre les statistiques de tests. Les auteurs
de´terminent alors le nombre de facteurs par minimisation de la variance du nombre
de faux positifs, estime´e quand les tests sont calcule´s a` partir des re´sidus du mode`le
a` k facteurs : εˆ − BˆkZˆk pour chaque mode`le a` k facteurs (Bk,Ψk). Dans la suite,
on utilisera cette me´thode pour de´terminer le nombre de facteurs.
2.2.4 De´corre´lation par ajustement des effets des facteurs la-
tents
Apre`s estimation des parame`tres du mode`le a` facteurs et des variables latentes,
l’ide´e principale des me´thodes de se´lection est de travailler sur des donne´es
de´corre´le´es. On de´finit les donne´es ajuste´es sur l’effet de ces facteurs latents par :
X˜ = X −BZ.
En pratique, on approche les facteurs latents Z par Z˜ = E(Z|X). Pour faire le lien
avec les me´thodes de de´corre´lation base´es sur les innovations, on peut remarquer
que :
X −BZ˜ = ΨΣ−1X.
Ainsi, les me´thodes statistiques initialement de´veloppe´es sous l’hypothe`se
d’inde´pendance ou de faible de´pendance peuvent eˆtre applique´es aux donne´es
obtenues apre`s ajustement de l’effet des facteurs latents. Friguet et al. (2009)
montrent les bonnes proprie´te´s de la me´thode de Benjamini-Hochberg applique´e
aux statistiques de tests calcule´es sur les donne´es de´corre´le´es. De la meˆme manie`re,
dans une optique de classification supervise´e, Leek et al. (2014) proposent de
combiner a` l’e´tape de de´corre´lation une analyse diagonale discriminante dans
laquelle les parame`tres sont estime´es par shrinkage (Tibshirani et al. (2002)).
3 Synthe`se : fardeau ou aubaine ?
Il est inte´ressant de remarquer que peu d’articles proposent des re´sultats
the´oriques sur les performances de proce´dures de se´lection de variables dans
un cadre ge´ne´ral de de´pendance : la plupart des re´sultats supposent en effet
l’inde´pendance entre variables explicatives (le bien connu X1, . . . , Xn i.i.d.), une
faible de´pendance ou une corre´lation tre`s structure´e, comme par exemple une
structure auto-re´gressive (Hall and Jin (2008), Hall and Jin (2010)). Certaines
me´thodes ignorant la corre´lation entre statistique de tests ou de se´lection s’ave`rent
d’ailleurs robustes a` la de´pendance (Ahdesma¨ki and Strimmer (2010), Efron (2008),
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Hand (2006), Efron (1975)), ce qui peut laisser penser que cette de´pendance peut
eˆtre ne´glige´e en pratique.
Pourtant, sur la base a` la fois d’un argumentaire the´orique et d’observations
pratiques, il semble dangereux de ge´ne´raliser a` des situations arbitrairement
complexes de de´pendance les proprie´te´s des proce´dures e´tablies sous l’hypothe`se
d’inde´pendance. Dans les contextes de donne´es d’ERP ou ge´nomiques e´voque´es
dans ce manuscrit, l’impact de la de´pendance sur les proprie´te´s des proce´dures
standards est en effet clairement ne´gatif : perte de stabilite´ des proce´dures de tests
ou de se´lection, diminution des niveaux de performance. En d’autres termes, si
l’on s’inte´resse a` la perturbation engendre´e par la de´pendance sur les proprie´te´s
de me´thodes construites ide´alement sous l’hypothe`se d’inde´pendance, il peut eˆtre
tentant de conclure que la de´pendance est un fardeau.
En revanche, l’inte´gration d’un mode`le de la de´pendance dans la construction
des me´thodes permet d’atteindre non seulement l’objectif de restaurer les proprie´te´s
de stabilite´ sous l’hypothe`se d’inde´pendance mais aussi de re´duire le bruit, de mieux
identifier le signal et donc d’augmenter la puissance des proce´dures de tests et de
se´lection. C’est aussi le constat fait par Hall and Jin (2010) dans un paragraphe
intitule´ correlation, curse or blessing ? ou` les auteurs de´montrent selon deux raison-
nements que face a` un proble`me de tests multiples, la situation est plus favorable
lorsque les statistiques de test sont corre´le´es. S’inspirant du paradigme du signal
Rare and Weak de Donoho and Jin (2008), Hall and Jin (2010) conside`rent qu’un
vecteur de statistiques de test est un vecteur gaussien que l’on peut e´crire comme
le mode`le suivant :
X = µ+ Z
ou` Z ∼ Nm(0,Σ). Le signal est un vecteur µ parcimonieux dont k coordonne´es
sont non nulles parmi m et de meˆme amplitude Am, les indices des coordonne´es
non nulles sont note´s `1, . . . , `K ∈ {1, . . . ,m}, l’ensemble de ces indices formant le
support du signal. Σ est une matrice de corre´lation et l’on cherche a` comparer la
situation ou` Σ = Im a` celle ou` Σ 6= Im, du point de vue de l’estimation du support du
signal. Comme les moyennes µ sont les meˆmes dans les deux proble`mes, une manie`re
de les comparer est de mesurer la quantite´ d’incertitude du bruit Z par l’entropie





Dans le cas d’une loi normale multivarie´e, h(Z) est proportionnelle au de´terminant
de la matrice de corre´lation Σ (Cover and Thomas (2006)).
h(Z) ∝ |Σ|.
Enfin, le de´terminant d’une matrice de corre´lation est maximum lorsqu’elle est e´gale
a` l’identite´. En effet, si λ1, . . . , λm sont les valeurs propres de Σ et |Σ| de´signe le
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|Σ| ≤ 1 = |Im|.
Ainsi, le cas de statistiques de test inde´pendantes contient plus d’incertitude que le
cas corre´le´ et peut donc eˆtre conside´re´, selon ce point de vue, comme plus difficile.
Une autre fac¸on de montrer que le cas ou` Σ 6= Im est une situation favorable
est de reprendre l’approche sugge´re´e par Hall and Jin (2010) de de´corre´lation par
la factorisation de Cholesky inverse (on rappelle que UmΣU
′
m = Im) :
UmX = Umµ+ UmZ
avec UmZ ∼ N (0, Im). La structure de covariance e´tant la meˆme, on peut comparer
l’amplitude du signal sur son support (`1, . . . , `K). Hall and Jin (2010) montrent
que le signal dans le cas de´corre´le´ est plus fort. En effet, si l’on s’inte´resse aux









car la matrice Um issue de la factorisation de Cholesky inverse est triangulaire
infe´rieure. On peut maintenant remarquer que les termes diagonaux de Um sont
supe´rieurs a` 1 car Σ est une matrice de corre´lation. Ainsi,
Um(lk, lk) ≥ 1.
Enfin, les auteurs introduisent des hypothe`ses de de´croissance “rapide” des termes
extra-diagonaux des matrices Σ et Um. Sous cette condition, et comme le signal est
rare, les termes Um(lj , lk) sont proches de 0 :
Um(lj , lk) ≈ 0.
Finalement, les auteurs en concluent que :
(Umµ)lk & Am.
Autrement dit, le cas corre´le´ est une situation plus favorable, ce qui apporte une
autre justification aux approches de de´corre´lation.
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On retrouve des conclusions similaires dans Verzelen (2012), ou` l’auteur e´tudie
les limites de de´tectabilite´ et d’estimabilite´ d’un signal dans un proble`me ge´ne´ral
de re´gression, en fonction de sa parcimonie et de son amplitude. Il e´tablit des
bornes minimax du risque et en de´duit une caracte´risation des situations de grande
dimension dans lesquelles le signal n’est ni de´tectable, ni estimable. Ainsi, la “ultra
haute dimension” est de´finie de manie`re formelle en fonction d’un parame`tre de
parcimonie k (le nombre de coordonne´es non nulles du vecteur des coefficients de





Verzelen (2012) e´tablit aussi des bornes minimax en situation de de´pendance et en
conclut que la de´pendance favorise la de´tectabilite´ du signal. En effet, il de´montre
que l’amplitude minimale du signal ne´cessaire pour se´parer l’hypothe`se alternative
de l’hypothe`se nulle est supe´rieure lorsque les variables sont inde´pendantes.
Ce manuscrit apporte de nouvelles illustrations des re´sultats pre´ce´dents. Ainsi,
on donne dans le Chapitre 3 l’expression des taux d’erreurs minimaux de classi-
fication par la re`gle de Bayes lorsque le profil des variables explicatives pre´sente
une de´pendance structure´e par l’effet line´aire de facteurs latents. Dans ces meˆmes
conditions, on donne e´galement dans le Chapitre 4 les bornes de de´tectabilite´ d’un
signal, tel que de´fini par Donoho and Jin (2004) et on montre que le plus petit
signal de´tectable est plus faible en situation de forte de´pendance.
4 Organisation de la the`se
Le Chapitre 2 pre´sente une proce´dure d’identification du support d’un signal
pour des donne´es de potentiels e´voque´s cognitifs (ERPs) issues d’une expe´rience
visant a` de´tecter les diffe´rences d’activite´ ce´re´brales entre diffe´rentes conditions
expe´rimentale. Les donne´es d’ERP sont caracte´rise´es par une structure en blocs
d’intervalles de temps de leur de´pendance, combine´e avec une composante auto-
re´gressive d’ordre 1. La me´thode propose´e exploite cette structure de covariance
remarquable pour estimer conjointement le signal et les corre´lations re´siduelles du
mode`le, en prenant pour hypothe`ses une connaissance a priori d’intervalles de temps
pour lesquels le signal est nul et l’existence d’une structure a` facteurs pour la matrice
de covariance re´siduelle. Les re´sultats de ce chapitre ont fait l’objet d’un article en
seconde re´vision (Sheu et al. (2015)).
Le Chapitre 3 est de´die´ a` l’e´tude de l’impact de la de´pendance sur la stabilite´ de
la se´lection de variable pour la classification supervise´e. La me´thode propose´e s’ap-
puie sur l’introduction de facteurs latents de de´pendance dans un mode`le line´aire
ge´ne´ralise´. La me´thode d’ajustement alterne une e´tape d’estimation de la structure
de covariance et des moyennes par groupe avec une e´tape d’estimation des pro-
babilite´s individuelles d’appartenance aux groupes, intervenant dans l’ajustement
des donne´es par les effets latents. Les re´sultats de ce chapitre ont fait l’objet d’un
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article (Perthame et al. (2015)) et d’un package R intitule´ FADA disponible sur le
CRAN (Perthame et al. (2014)).
Le Chapitre 4 pre´sente une adaptation de la me´thode Higher Criticism Thre-
sholding a` une situation de de´pendance entre statistique de tests. Donoho and Jin
(2004) montrent que cette me´thode, de´veloppe´e initialement pour la de´tection d’un
signal puis pour l’estimation du support du signal dans un contexte ge´ne´ral de
comparaisons multiples, est optimale sous une hypothe`se d’inde´pendance. Cepen-
dant, certains auteurs sugge`rent que ces proprie´te´s sont conside´rablement remises
en cause lorsque la de´pendance entre les tests est importante. Dans ce chapitre, on
e´tudiera l’apport d’une approche HCT base´e sur une de´corre´lation pre´alable pour la
de´tection d’un signal cognitif dans le cadre de mesures d’ERPs. La mode´lisation par
un mode`le a` facteurs de la de´pendance offre en effet un cadre the´orique favorable,
dans lequel le calcul des innovations est rendu possible par le calcul explicite d’une
racine de l’inverse de la matrice de covariance. Dans ce contexte, on donne aussi
l’expression de nouvelles bornes de de´tectabilite´ et d’estimabilite´ du support du
signal prenant en compte la structure de de´pendance. Les re´sultats de ce chapitre
font l’objet de la re´daction d’un article.
Enfin, le Chapitre 5 rappelle les principaux points e´voque´s et conclut ce manus-
crit par des perspectives.
Ce travail de recherche a e´te´ diffuse´ sous forme d’articles et de communications




TESTS MULTIPLES POUR DES DONNE´ES DE
POTENTIELS E´VOQUE´S COGNITIFS
Re´sume´ : les potentiels e´voque´s sont des mesures temporelles
de l’activite´ e´lectrique ce´re´brale et permettent des associations
entre des occurrences moteurs ou cognitives et des me´canismes
ce´re´braux. Le signal sous-jacent aux ERPs est souvent rare
et faible au regard de la grande variabilite´ inter-individuelle.
Ainsi, l’identification d’associations significatives entre les mesures
d’ERP et des variables comportementales (ou expe´rimentales)
d’inte´reˆt repre´sente un ve´ritable proble`me statistique. Une ap-
proche de prise en compte de la de´pendance par un mode`le a`
facteurs est justifie´e par la structure de de´pendance observe´e sur
les donne´es ERP, caracte´rise´e par des blocs de corre´lations et de
fortes auto-corre´lations. Une proce´dure adaptative d’ajustement
sur l’effet de facteurs latents est propose´e. Cette proce´dure est
fonde´e sur une estimation jointe du signal et du bruit sous-jacent
aux donne´es, a` partir d’une connaissance pre´alable d’intervalles de
temps durant lesquels du bruit seul est observe´. Une e´tude par si-
mulations est re´alise´e a` partir d’un signal connu impose´ inte´gre´ a` la
structure de de´pendance extraite des donne´es re´elles. La proce´dure
propose´e atteint de bonnes performances relativement aux autres
me´thodes compare´es et apparait plus puissante pour de´tecter des
intervalles de temps pertinents.
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Le contenu de ce chapitre correspond a` un article intitule´ “Accounting for the
dependence in large-scale multiple testing of event-related potential data” actuel-
lement en seconde re´vision dans la revue Annals of Applied Statistics (Sheu et al.
(2015)).
1 Introduction
Les e´tudes cliniques et la recherche me´dicale font de plus en plus appel aux
donne´es a` haut-de´bit telles que les potentiels e´voque´s-cognitifs (ERPs, Handy
(2004)) et l’imagerie par re´sonance magne´tique fonctionnelle (fMRI, Poldrack
et al. (2011)). En effet, les ERPs permettent d’e´tudier tre`s pre´cise´ment l’e´volution
temporelle d’un processus ce´re´bral et l’imagerie par fMRI permet de localiser des
zones du cerveau active´es par des conditions expe´rimentales. Ces donne´es e´tant
recueillies massivement, les chercheurs font face a` des proble`mes de correction des
tests multiples : la recherche d’effets significatifs parmi des milliers de comparaisons
demande un e´quilibre entre le controˆle d’un faible taux de faux positifs tout en
maintenant une puissance de de´tection suffisante. Le but de ce chapitre est
d’atteindre cet objectif sur des donne´es d’ERPs pre´sentant une forte et complexe
structure de de´pendance temporelle.
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Un e´tat de l’art sur l’analyse univarie´e de donne´es ERPs est re´alise´ dans Groppe
et al. (2011a) et Groppe et al. (2011b). Les auteurs se concentrent sur une com-
paraison entre des me´thodes controˆlant le taux de faux positifs (FDR) (Benjamini
and Hochberg (1995)) et des me´thodes fonde´es sur du re´-e´chantillonnage (Blair and
Karniski (1993)). Cependant, ces articles ne font pas mention de la de´pendance
entre les tests, he´rite´e de la forte de´pendance temporelle des donne´es ERPs. En
effet, une forte corre´lation entre les variables affecte la pre´cision de l’estimation
du FDR et la stabilite´ des re´sultats (c’est-a`-dire, la variance de la proportion de
de´couvertes) (voir Efron (2007)). Ainsi, ne´gliger la de´pendance entre tests re´duit la
capacite´ de de´tection des proce´dures (Leek and Storey (2008)).
La remarquable structure de de´pendance temporelle des ERPs entraine une
forte re´gularite´ temporelle des statistiques de test. On observe alors des intervalles
de temps, en dehors du support du signal, pour lesquels les probabilite´s critiques
sont tre`s faibles. Diffe´rentes approches spe´cifiques aux ERPs existent pour re´soudre
ce proble`me de de´pendance entre statistiques de test. Le test de Guthrie-Buchwald
(Guthrie and Buchwald (1991)), propose´ avant l’essor des me´thodes controˆlant le
FDR, conside`re qu’un intervalle de temps est significatif lorsque les probabilite´s
critiques sont infe´rieures a` un certain seuil (0.05 par exemple) et s’il est suffisamment
long. La dure´e de l’intervalle de temps est alors compare´e a` la distribution des
dure´es de processus auto-re´gressifs simule´s sous l’hypothe`se nulle. Cependant, cette
proce´dure n’est pas construite pour controˆler le taux de faux positifs. Dans le meˆme
contexte, Sun and Cai (2009) propose une me´thode utilisant un mode`le a` chaine de
Markov cache´e pour prendre en compte la corre´lation. Ce mode`le suppose l’existence
de classes latentes, structurant les donne´es. Enfin, les me´thodes fonde´es sur un
mode`le a` facteurs latents (SVA Leek and Storey (2007), LEAPP Sun et al. (2012),
FAMT Friguet et al. (2009)) pre´sente´es dans le Chapitre 1, Section 2.2 permettent
aussi de prendre en compte cette de´pendance multivarie´e.
En particulier, une adaptation de la proce´dure FAMT (Friguet et al. (2009),
Causeur et al. (2011)) au contexte des ERPs est propose´e par Causeur et al.
(2012). Sur des simulations d’ERPs, cette me´thode donne de meilleurs re´sultats
de de´tection du signal que des proce´dures standards telles que la correction de
Benjamini-Hochberg (Benjamini and Hochberg (1995)). Excepte´ le test de Guthrie-
Buchwald, toutes ces me´thodes ne proposent pas de tirer profit de la composante
temporelle de la de´pendance pour se´parer le signal du bruit. Le but de ce chapitre
est d’illustrer comment la de´pendance induit une re´gularite´ dans l’estimation du
signal, qui me`ne a` une mauvaise identification du support du signal, entrainant
ainsi une confusion entre l’effet des covariables et les facteurs latents. Ensuite, un
algorithme alternant estimation des parame`tres du mode`le a` facteurs et effet des co-
variables sachant la structure de covariance et une connaissance a priori d’intervalles
de temps sous l’hypothe`se nulle est propose´.
La Section 2 de ce chapitre de´crit l’expe´rience d’oubli direct mise en place par
les psychologues puis le mode`le utilise´ pour l’analyse de donne´es ERPs est pre´sente´.
Durant cette expe´rience, les ERPs correspondent a` l’activite´ ce´re´brale mesure´e au
cours du temps. La variable comportementale d’inte´reˆt est une mesure de la me´moire
de reconnaissance. On s’inte´resse ici a` la structure de de´pendance des statistiques de
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tests qui permettent d’e´tudier l’association entre les ERPs et ce score de reconnais-
sance. La Section 3 illustre l’impact de la de´pendance sur des proce´dures classiques
de comparaisons multiples. La proce´dure adaptative d’ajustement sur les facteurs
latents propose´e est ensuite de´taille´e dans la Section 4. Cette proce´dure capture de
manie`re ite´rative la corre´lation re´siduelle des donne´es par un mode`le a` facteurs et
corrige l’estimation du signal de la re´gularite´ induite par la corre´lation de l’activite´
ce´re´brale. La Section 5 pre´sente les re´sultats de simulations visant a` comparer la
me´thode propose´e a` des proce´dures standards de correction des probabilite´s cri-
tiques et a` d’autres proce´dures reposant sur un mode`le a` facteurs. Enfin, la Section
6 pre´sente les re´sultats de l’analyse des donne´es re´elles d’ERPs recueillies lors de
l’expe´rience d’oubli direct. On remarquera que les proce´dures standards controˆlant
le FDR ne de´tectent aucun intervalle de temps durant lequel l’activite´ ce´re´brale
est significativement lie´e au score de performance. Inversement, la me´thode pro-
pose´e de´clare significative une vague de corre´lations autour de 400 ms, ce qui peut
eˆtre explique´ par la composante FN400, de´ja` mentionne´e dans la litte´rature sur la
me´moire de reconnaissance (voir Rugg and Curran (2007)).
2 Mode`le pour l’analyse de donne´es ERPs
2.1 Expe´rience d’oubli direct
Le de´veloppement de la me´thode propose´e a e´te´ motive´ par une e´tude de donne´es
ERPs dont le but est d’explorer les processus e´lectro-physiologiques associe´s au
phe´nome`ne d’oubli direct. L’e´tude fait appel a` un paradigme expe´rimental simi-
laire a` celui de´crit par Lee et al. (2013) pour e´tudier la capacite´ d’oubli ou de
me´morisation intentionnels d’objets pre´sente´s a` des sujets. L’expe´rience est com-
pose´e de deux phases. Dans la phase d’apprentissage, on demande a` 20 partici-
pants de me´moriser (signale´ par un “+”) ou d’oublier (signale´ par un “X”) un
mot brie`vement projete´ sur un e´cran. Les ERPs sont mesure´s pendant 1000 milli-
secondes (ms) pour chacun des 90 mots, 45 mots a` oublier (TBF, to-be-forgotten)
et 45 a` retenir (TBR, to-be-remembered). Ensuite, on teste la capacite´ des sujets
a` reconnaˆıtre si un mot leur a de´ja` e´te´ pre´sente´ (ancien ou nouveau mot). Durant
la phase de test, 90 nouveaux mots sont ajoute´s aux 90 anciens. Pour mesurer la
capacite´ de reconnaissance, on calcule la proportion de bonnes re´ponses (le sujet
reconnaˆıt qu’un ancien mot lui a de´ja` e´te´ pre´sente´) moins la proportion de fausses
alertes (le sujet croit a` tort qu’un nouveau lui a de´ja` e´te´ pre´sente´). Les donne´es
ERPs mesure´es une fois par milli-seconde sur neuf e´lectrodes (3 sur la re´gion fron-
tale, 3 sur la re´gion centrale et 3 sur la re´gion poste´rieure) sont pre´-traite´es. Pour
chaque participant et chaque condition, les signaux sont moyenne´s sur l’ensemble
des mots. La Figure 2.1 pre´sente les vingt courbes (une par sujet) de la condition
TBR de l’e´lectrode CZ (milieu de la re´gion centrale).
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Figure 2.1 – Courbes d’ERPs de la condition TBR pour l’e´lectrode CZ (milieu de
la re´gion centrale) lors de l’expe´rience d’oubli direct. Un point correspond a` 1 ms.
2.2 Mode`le et statistique de tests
2.2.1 Mode`le ge´ne´rale
On suppose que l’activite´ ce´re´brale diffe`re si on a demande´ au sujet d’oublier ou
de me´moriser les mots et que cette diffe´rence se traduit par des intervalles de temps
diffe´rents durant lesquels l’activite´ ce´re´brale est significativement corre´le´e au score
de performance. Pour chaque e´lectrode place´e sur la teˆte du sujet, cette recherche
d’intervalles peut se traduire par un proble`me de comparaisons multiples analysant
la relation entre le score de reconnaissance x et les ERPs sous les deux instructions.
Ainsi, pour la mesure Yjkt de l’individu j, j variant de 1 a` n, a` l’instant t pour la
condition k (k = 1 pour TBR et k = 2 pour TBF), on a le mode`le :
Yjkt = α0,t + βjt + γkt + αktxjk + εjkt, (2.1)
ou` l’effet individuel d’un sujet est βt = (β1t, . . . , βnt) avec la contrainte d’unicite´∑
j βjt = 0, l’effet de la condition expe´rimentale est γt = (γ1t, γ2t) avec la contrainte
d’unicite´ γ1t+γ2t = 0 et αkt est l’effet du score de reconnaissance au temps t pour la
condition k avec la contrainte α1t+α2t = 0 pour tout t variant de 1 a` T . Le bruit εjkt
est suppose´ gaussien et l’on suppose dans un premier temps que Cov(εjkt, εjkt′) = 0.
On verra par la suite qu’on peut relaˆcher cette hypothe`se.
2.2.2 Allure de la statistique de test
A chaque instant t pour la condition k, le proble`me revient a` tester l’hypothe`se
nulle Hkt0 , sous laquelle le score de reconnaissance n’a pas de lien avec la mesure
ERPs a` l’instant t, contre l’alternative Hkt1 :
Hkt0 : αkt = 0
Hkt1 : αkt 6= 0,
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Figure 2.2 – Statistique de tests de significativite´ de αt pour l’e´lectrode CZ pour
les conditions TBR (trait plein) et TBF (pointille´s). Les lignes horizontales corres-
pondent aux quantiles a` 2.5 et 97.5 % de la distribution sous l’hypothe`se nulle.
pour k = 1, 2 et t = 1, . . . , T . La t-statistique associe´e a` ce test pour l’e´lectrode CZ
est pre´sente´e sur la Figure 2.2. On remarque peu d’intervalles de temps significatifs,
surtout pour la condition TBF. De plus, la re´gularite´ des courbes est incompatible
avec celle d’une collection de statistiques de tests inde´pendantes suivant une loi
de Student. Or, il est connu qu’une forte de´pendance entre les tests modifie la
distribution des statistiques de tests sous l’hypothe`se nulle (Friguet and Causeur
(2011)).
Cette forte de´pendance temporelle est aussi confirme´e par la Figure 1.1 in-
terpre´te´e dans le Chapitre 1 page 18, pre´sentant l’histogramme des corre´lations
re´siduelles ainsi qu’une image de la matrice de corre´lation pour l’e´lectrode CZ.
2.2.3 Mode`le pour l’analyse de l’expe´rience d’oubli direct
Pour analyser les donne´es ERPs, il est ne´cessaire de prendre en compte la
de´pendance dans le mode`le (2.1). Si Yit de´signe la mesure de l’activite´ ce´re´brale
pour le sujet i = 1, . . . , n a` l’instant t = 1, . . . , T ou` T est le nombre de mesures.
Une expe´rience de 1 000 ms avec une mesure d’ERP toutes les 10 ms me`ne par
exemple a` T = 100 mesures. On pose un mode`le line´aire multivarie´ pour expli-
quer le lien entre les mesures d’ERPs et les covariables xi = (xi1, . . . , xip) ajuste´
e´ventuellement sur l’effet de covariables d’ajustement ui = (ui1, . . . , uir) :




tui + εit, (2.2)
ou` α0,t est la constante du mode`le, pour chaque instant t, αt et at, des vecteurs de
tailles p et r, sont les coefficients de re´gression associe´s a` l’effet sur les mesures ERPs
des covariables x et u respectivement et εit est un bruit gaussien centre´ d’e´cart-
type σt. L’inde´pendance temporelle entre les termes d’erreur εit est ge´ne´ralement
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suppose´e. Pour chaque sujet i, le vecteur εi = (εi1, . . . , εiT ) suit une loi normale
multivarie´e centre´e de variance :
Dσ = diag(σ
2
1, . . . , σ
2
T ),
ou` diag(.) est l’ope´rateur transformant un vecteur en une matrice dont les termes
diagonaux sont les termes du vecteur. Afin de prendre en compte la de´pendance des
donne´es d’ERPs, on relaˆche l’hypothe`se d’inde´pendance des re´sidus dans le mode`le





ou` R est la matrice T × T des corre´lations re´siduelles.
Deux types de covariables sont introduites dans le mode`le (2.2) : x, dont les
effets sur les mesures ERPs nous inte´ressent, et u, des covariables auxiliaires. Dans
l’expe´rience d’oubli direct, u contient l’effet du sujet et l’effet principal de la condi-
tion (TBR et TBF). La seule variable d’inte´reˆt x est le score de reconnaissance.
Le cas p = 1 recouvre un grand nombre de situations dans lesquelles x peut
eˆtre nume´rique (comme le score de reconnaissance) ou une variable cate´gorielle
a` deux modalite´s. Ces conditions expe´rimentales sont les plus courantes dans les
expe´riences utilisant les ERPs (Handy (2004)) (on peut avoir p > 1 lorsque la co-
variable d’inte´reˆt est une variable de groupes avec un nombre de groupes K > 2).
Dans la suite, le terme signal de´signe la matrice α(T × p) dont les lignes sont les
p-vecteurs αt.
Sur les donne´es ERPs, le signal est souvent a` la fois rare et faible. Un signal rare
signifie que pour la plupart des instants t, l’hypothe`se nulle H0t : αt = 0 est vraie
(c’est-a`-dire qu’il n’y a pas de signal sur la plupart de la dure´e de l’expe´rience). Un
signal faible signifie qu’il est difficile de de´tecter les instants pour lesquels H0t est
fausse, e´tant donne´ le faible nombre d’observations et la grande variabilite´ re´siduelle.
Dans le cadre du mode`le line´aire, la se´lection d’instants significatifs est fonde´e sur
une se´rie de tests d’hypothe`se sur les termes de la matrice α(T × p), dont la t-e`me
ligne note´e αt repre´sente les effets du vecteur de covariables x sur l’activite´ ce´re´brale
au temps t. On note αˆ(T × p) la matrice du signal observe´, dont les lignes αˆt sont
calcule´es par la me´thode des moindres carre´s applique´e au mode`le (2.2) :
αˆt = (x
′Pux)−1x′PuYt,
ou` Pu = In − U(U ′U)−1U ′ avec U est la matrice n × (r + 1) dont la ligne i est
(1, ui), Yt = (Y1t, . . . , Ynt) et x est la matrice n× p dont la ligne i est xi. Le vecteur
T = (Tt)t=1,...,T des statistiques de test associe´es aux hypothe`ses de test H0t est






ou` σˆ2t est l’estimateur standard de la variance re´siduelle du mode`le (2.2).
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Sous l’hypothe`se nulle, chaque composante Tt de T suit une loi de Fisher a` p
et d = n − p − r − 1 degre´s de liberte´. Ici, p = 1, ce qui explique l’utilisation des
statistiques de Student : celles-ci sont en fait la racine carre´e signe´e des statistiques
de test Tt. Dans la suite, on de´signe par pt la probabilite´ critique associe´e a` la
statistique Tt.
Sous les hypothe`ses du mode`le line´aire, on peut confirmer que les statistiques de
test he´ritent directement de la structure de de´pendance des donne´es par la matrice
de corre´lation R : sous l’hypothe`se nulle globale H0 =
⋂
tH0t, les composantes de
Tt suivent une loi de Fisher dont la structure de corre´lation est :









p+ d− 2 ∼d→+∞ r
2
tt′
ou` rtt′ est le terme (t, t
′) de la matrice R. La section suivante illustre l’impact
de la de´pendance sur des proce´dures classiques de tests multiples puis la me´thode
permettant de prendre en compte la de´pendance au sein du test des coefficients du
mode`le (2.2) est pre´sente´e.
3 De´pendance temporelle entre statis-
tiques de test
Ce paragraphe a pour but de rappeler quelques outils de la the´orie des compa-
raisons multiples ne´cessaires dans la suite de ce chapitre.
3.1 Proce´dures standards de correction des proba-
bilite´s critiques
La plupart des me´thodes de correction des probabilite´s critiques consistent a`
rejeter l’hypothe`se nulle H0,t si pt ≤ p∗ ou` p∗ est un seuil choisi de telle fac¸on
que le nombre Vs de rejets a` tort est controˆle´. Les me´thodes les plus connues sont
construites pour un nombre mode´re´ de tests, comme pour la comparaison post-hoc
en analyse de la variance. Leur but est de controˆler le FWER (family wise error
rate) de´fini comme la probabilite´ d’obtenir au moins un faux positif :
FWERs = P(Vs ≥ 1).
Les me´thodes controˆlant le FWER garantissent que FWERs ≤ α ou` α est fixe´
a` l’avance. Cependant les me´thodes controˆlant le FWER telles que la correction
de Bonferroni (voir Bonferroni (1936)) sont souvent trop conservatives quand le
nombre de tests est grand. Depuis les 20 dernie`res anne´es, les questions souleve´es
par les comparaisons multiples ont ge´ne´re´ le de´veloppement d’un grand nombre
de proce´dures de tests et de me´thodes de seuillage pour les donne´es en grande
dimension (voir van der Laan and Dudoit (2007), Efron (2007) pour une revue des
me´thodes les plus utilise´es, Groppe et al. (2011a), Groppe et al. (2011b), Lage-
Castellanos et al. (2010) pour les donne´es d’ERPs en psychologie. Parmi elles, on
compte une nouvelle famille de me´thodes visant a` controˆler, non plus le FWER
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mais le FDR (False Discovery Rate), de´fini comme l’espe´rance de la proportion de
rejets a` tort de l’hypothe`se nulle parmi les rejets :
FDRs = E(FDPs),
ou` la proportion de rejets a` tort FDP (False Discovery Proportion) vaut :
FDPs =
{
0, si Rs = 0
Vs
Rs
, si Rs > 0,
ou` Rs est le nombre de rejets. Une de ces me´thodes est la correction tre`s connue de
Benjamini-Hochberg (BH) (voirBenjamini and Hochberg (1995)), pour laquelle les





ou` rang(pt) est l’indice associe´ au rang de pt. On s’inte´resse ici aux me´thodes
controˆlant le FDR par la me´thode de BH pour des tests corre´le´s. La me´thode
la plus connue est la me´thode de Benjamini-Yekutieli (BY) (voir Benjamini and
Yekutieli (2001)), qui modifie la proce´dure de BH afin de controˆler le FDR sous
des hypothe`ses spe´cifiques de de´pendance positive entre les tests. Les probabilite´s









Dans le contexte des ERPs, la me´thode de Guthrie-Buchwald (GB) (voir Guthrie
and Buchwald (1991)) est la premie`re a` prendre en compte la de´pendance temporelle
en supposant que les statistiques de test suivent un processus auto-re´gressif d’ordre
1. Le test de Guthrie-Buchwald, propose´ avant l’essor des me´thodes controˆlant
le FDR, conside`re qu’un intervalle de temps est significatif si les probabilite´s cri-
tiques sont infe´rieures a` un certain seuil (0.05 par exemple) et s’il est suffisamment
long. La dure´e d’un intervalle est compare´e a` la distribution des dure´es de proces-
sus auto-re´gressifs simule´s sous l’hypothe`se nulle. Cependant, cette proce´dure n’est
pas construite pour controˆler le taux de faux positifs. Le but de la me´thode est
d’empeˆcher la de´tection d’intervalles de temps trop courts plutoˆt que de controˆler
l’erreur de type I.
Dans la section suivante, on e´tudie les proprie´te´s des corrections de Benjamini-
Hochberg, Benjamini-Yekutieli et de la me´thode de Guthrie Buchwald en situation
de forte de´pendance sur des simulations.
3.2 Impact de la de´pendance sur les proce´dures de
tests multiples
Afin d’illustrer l’impact de la de´pendance temporelle sur la capacite´ des
proce´dures a` identifier un signal connu, on re´alise une e´tude par simulations. On
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ge´ne`re n×T donne´es d’ERPs selon le mode`le (2.2), avec n = 20 sujets et une dure´e
d’expe´rience de T = 1 000 ms, comme dans l’expe´rience d’oubli direct pre´sente´e
dans la Section 2.1. Pour chaque jeu de donne´es simule´, la seule covariable x est
le score de reconnaissance centre´, comme celui observe´ dans la condition TBR de
l’expe´rience. On pose α0,t = 0, αt = 0 pour tout t = 1, . . . , T et les e´cart-types
re´siduels σt, t = 1, . . . , T correspondent aux estimations calcule´es sur les courbes
d’ERPs observe´es a` l’e´lectrode CZ.
On conside`re deux matrices de corre´lations re´siduelles : une structure
d’inde´pendance ou` la matrice de corre´lation est l’identite´ IT et la structure de
de´pendance observe´e des donne´es ERPs pre´sente´e en Figure 1.1. Le vrai signal
t 7→ αt correspond a` un pic de support [450 ms; 550 ms] et dont l’amplitude varie
en commenc¸ant par 0 puis de 1.5 a` 12.5 avec un pas de 0.1. La Figure 2.3 montre
la puissance associe´e aux tests de Student H0t : αt = 0 pour un risque fixe´ a` 5%.
On simule 1 000 jeux de donne´es pour chaque combinaison de force de signal et de
structure de corre´lation. Dans ces simulations, on compare les proce´dures de GB
avec un seuil graphique de 0.05 et deux proce´dures controˆlant le FDR : BH et BY
avec un controˆle du FDR a` 5%.
A chaque e´tape de la simulation, les performances des proce´dures sont mesure´es
par le FDR, la PPV (Positive Predictive Value ou pre´cision, qui est la proportion
de rejets de l’hypothe`se nulle corrects parmi les rejets) et la probabilite´ de non rejet
(PNR, de´finie comme la proportion de jeux de donne´es pour lesquels il n’y a aucun
rejet a` tort de l’hypothe`se nulle). Les Figures 2.4, 2.5 et 2.6 re´sument les re´sultats
pour le FDR, la PPV et la PNR.
L’application de ce traitement du signal e´tant biome´dicale, on peut interpre´ter
les proce´dures de tests multiples en terme de sensibilite´ et re´solution, qui permettent
de comparer la pre´cision d’appareils de mesure. La sensibilite´ est de´finie ici comme
la plus petite amplitude de signal pour laquelle la me´thode commence a` de´tecter
de faibles impulsions (fausses ou justes). Dans la situation pre´sente de comparai-
sons multiples, on propose de de´finir la sensibilite´ d’une proce´dure comme le pic
minimum pour lequel 1− PNR de´passe 0.1 :
Sensibilite´ = min{max
t
αt, 1− PNR ≥ 0.10}. (2.4)
De meˆme, la re´solution d’une proce´dure de tests multiples est l’amplitude minimale
pour laquelle le support du signal est de´tecte´. On propose de de´finir la re´solution
d’une me´thode comme l’amplitude minimum pour laquelle la pre´cision de´passe 0.9,
c’est-a`-dire que 90% du support est de´couvert :
Re´solution = min{max
t
αt,PPV ≥ 0.90}. (2.5)
La sensibilite´ et la re´solution des trois proce´dures compare´es dans cette e´tude par
simulations sont rapporte´es dans la Table 2.1.
On remarque sans surprise que les proce´dures de BH et BY controˆlent le FDR.
En effet, les deux me´thodes controˆlent le FDR a` un niveau infe´rieur de celui fixe´ (fixe´
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Figure 2.3 – Puissances the´oriques associe´es a` chaque test de l’hypothe`se H0,t :
αt = 0 dans l’e´tude par simulations. La forme du signal est la meˆme sur l’intervalle
[450 ms, 550 ms] mais l’amplitude du pic varie de 0 a` 12.5 : seules les courbes de
puissance associe´es aux amplitudes 2.5, 5.0, 7.5, 10.0 et 12.5 sont repre´sente´es ici.
Table 2.1 – Sensibilite´ et re´solution (rappel des de´finitions : (2.4) et (2.5)) pour 3
proce´dures de tests multiples (BH, BY and GB) calcule´es a` partir de simulations
de donne´es d’ERP sous l’inde´pendance et sous de´pendance. Pour les me´thodes BH
et BY, le FDR est controˆle´ au niveau 5%. Le seuil graphique de la me´thode de GB
est fixe´ a` 0.05.
Inde´pendance De´pendance
Me´thode Sensibilite´ Re´solution Sensibilite´ Re´solution
BH 2.6 6.3 3.6 9.1
BY 4.3 7.5 4.9 10.4
GB 3.7 5.9 0.0 7.9
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Figure 2.4 – Comparaison du taux de faux positifs (FDR) pour 3 proce´dures de
tests multiples (trait plein pour BH, pointille´s courts pour BY et pointille´s longs
GB) a` partir de simulations d’ERPs sous l’inde´pendance (noir) et en situation de
de´pendance (gris). 1 000 jeux de donne´es sont simule´s pour chaque amplitude de
pic maxt αt.
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Figure 2.5 – Comparaison de la pre´cision (PPV) pour 3 proce´dures de tests mul-
tiples (trait plein pour BH, pointille´s courts pour BY et pointille´s longs GB) a` par-
tir de simulations d’ERPs sous l’inde´pendance (noir) et en situation de de´pendance
(gris). 1 000 jeux de donne´es sont simule´s pour chaque amplitude de pic maxt αt.
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Figure 2.6 – Comparaison de la probabilite´ de non rejet (PNR) pour 3 proce´dures
de tests multiples (trait plein pour BH, pointille´s courts pour BY et pointille´s longs
GB) a` partir de simulations d’ERPs sous l’inde´pendance (noir) et en situation de
de´pendance (gris). 1 000 jeux de donne´es sont simule´s pour chaque amplitude de
pic maxt αt.
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a` 0.05) pour le cas de de´pendance, surtout BY. Ceci induit une remarquable perte
de pre´cision par rapport a` BH. Ces re´sultats sont cohe´rents avec ceux rapporte´s par
des e´tudes pre´ce´dentes sur les me´thodes de comparaisons multiples (voir Friguet
et al. (2009)). La Table 2.1 confirme que la de´pendance a tendance a` re´duire la
sensibilite´ des proce´dures de BH et BY.
En revanche, la me´thode de GB ne permet pas d’assurer le niveau de FDR fixe´
en cas de de´pendance, surtout lorsque le signal est faible ou mode´re´, alors que la
me´thode semble sur-controˆler le FDR en cas d’inde´pendance. On peut aussi de´duire
de la Table 2.1 que la sensibilite´ de la me´thode de GB augmente en pre´sence de
de´pendance. En effet, en situation de de´pendance, meˆme quand le signal est nul
durant toute l’expe´rience, la probabilite´ que GB de´tecte des instants significatifs
de´passe 0.10. Ces observations sont aussi cohe´rentes avec celles rapporte´es par Cau-
seur et al. (2012) pour lesquelles les donne´es sont ge´ne´re´es selon un mode`le pour les
ERPs (voir Yeung et al. (2004)) meˆle´ a` un processus auto-re´gressif d’ordre 1.
Finalement, les trois proce´dures sont moins pre´cises en pre´sence de de´pendance
qu’en situation d’inde´pendance. La Table 2.1 nous permet de dire que la de´pendance
affecte la re´solution des proce´dures de BH, BY et GB. Cependant, la me´thode de
GB pre´sente une meilleure capacite´ a` de´tecter le pic, en terme de pre´cision, en
cas de de´pendance, et, si l’amplitude du signal n’est pas trop faible, aussi en cas
d’inde´pendance.
De plus, la de´pendance semble affecter la stabilite´ de la de´tection du signal des
me´thodes de BH et BY. En effet, la probabilite´ de non rejet diminue beaucoup plus
lentement avec l’amplitude du signal lorsque les tests sont fortement corre´le´s. On
rappelle que le FDR et le PNR sont lie´s par la formule
FDR = pFDR(1− PNR)
ou`
pFDR = E(FDR|R > 0)
est appele´ positive FDR (voir Storey and Tibshirani (2003)). Bien que la de´pendance
ne semble pas affecter le controˆle global du niveau du FDR, elle a tendance a`
augmenter la PNR et le pFDR. En d’autres termes, lorsque les tests sont fortement
de´pendants, les chances de de´clarer significatif au moins un instant est plus faible
que dans le cas d’inde´pendance. De plus, quand certains instants sont de´clare´s
significatifs, la proportion de faux positifs est plus grande.
3.3 Mode`le a` facteurs
On propose un mode`le a` facteurs latents pour les re´sidus du mode`le (2.2) afin
de prendre en compte la structure de de´pendance temporelle complexe des donne´es
ERPs. Ensuite, on propose d’estimer le signal et la de´pendance pour obtenir des
statistiques de tests plus pre´cises et affranchies le plus possible de la de´pendance.
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On suppose donc l’existence de q facteurs latents f = (f1, . . . , fq) distribue´s
selon une loi normale centre´e de variance Iq tels que, conditionnellement a` zi, xi et
fi, la mesure d’ERPs Yit pour le sujet i au temps t s’e´crit :






tzi + eit, (2.6)
ou` bt est le q-vecteur des coefficients des facteurs pour Yt et eit est un terme d’erreur
spe´cifique, distribue´ selon une loi normale centre´e et de variance ψ2t . De plus, on
suppose que les termes d’erreur sont inde´pendants deux a` deux, ce qui permet
d’e´crire la de´composition suivante pour la matrice de covariance re´siduelle Σ :
Σ = Ψ +BB′,
ou` B est une matrice T ×q dont les lignes sont les bt et Ψ est une matrice diagonale
dont les e´le´ments diagonaux sont les ψ2t .
Afin d’illustrer la capacite´ du mode`le (2.6) a` capter la structure de de´pendance
complexe observe´e sur la Figure 1.1, on estime la matrice de ses corre´lations
re´siduelles par un mode`le a` 1, 5 et 10 facteurs pour l’e´lectrode CZ avec l’algorithme
EM propose´ par Friguet et al. (2009). Les re´sultats sont compare´s sur la Figure
2.7. On constate que la structure de de´pendance est globalement bien approche´e
avec un faible nombre de facteurs par rapport a` la dimension de la matrice.
4 Estimation jointe du signal et de la
structure de de´pendance
4.1 Algorithme
La me´thode propose´e emploie un proce´de´ ite´ratif pour actualiser l’une apre`s
l’autre l’estimation du signal et des parame`tres du mode`le a` facteurs. A chaque
e´tape, sachant la connaissance d’intervalles de temps T0 ou` le signal est nul, l’es-
timation du bruit en dehors de T0 est mise a` jour en utilisant sa corre´lation avec
l’intervalle T0.
On pose
∆ = αˆ− α,
la matrice T × p d’erreurs d’estimation dont la t-e`me ligne est
δt = (x
′Pzx)−1x′Pzεt,
ou` εt = (ε1t, . . . , εnt) est le vecteur des re´sidus du mode`le (2.2). En notant Vec(.)
l’ope´rateur transformant une matrice en un vecteur en concate´nant ses lignes, le
pT -vecteur Vec(∆) est distribue´ selon une loi normale centre´e et de covariance
Vδ = Σ⊗ (x′Pzx)−1 ou` ⊗ est le produit de Kronecker.
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Figure 2.7 – Image plots of the fitted correlation matrix of the residuals of model
(2.6) at channel CZ using factor models with 1, 5 and 10 factors : top and bottom-left
panels, respectively. The bottom-right panel reproduces the right panel of Figure
1.1.
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4.1.1 Correction de l’estimation du signal
Les pre´ce´dentes expe´riences sur l’e´tude des ERPs permettent aux psychologues
d’acque´rir des notions sur l’instant auquel le signal doit commencer et combien
de temps il devrait durer pour une condition expe´rimentale donne´e. Lorsque cette
connaissance a priori n’est pas acquise, on peut utiliser les re´sultats d’une e´tape
de tests multiples pre´liminaire pour de´terminer des instants ou` le signal a peu
de chances d’eˆtre pre´sent, c’est-a`-dire des instants pour lesquels αt = 0 pour t
appartenant a` un ensemble T0. Ainsi, l’erreur d’estimation δt pour t ∈ T0 n’est pas
meˆle´e au vrai signal αt et donc ∆0 = αˆ0 ou` ∆0 (resp. αˆ0) est la sous-matrice de ∆







ou` ∆−0 est la sous-matrice de ∆ dont les lignes sont δt, t /∈ T0 et on note V˜δ un








ou` Σ0,0 (resp. Σ−0,−0) est une sous-matrice de Σ restreinte aux lignes et colonnes
correspondant aux temps t appartenant a` T0 (resp. t /∈ T0) et Σ−0,0 est une sous-
matrice de Σ restreinte aux lignes telles que t /∈ T0 et aux colonnes telles que t ∈ T0.



















ou` Ip est la matrice identite´ p× p et Σˆ−0,0 et Σˆ0,0 sont des estimateurs de Σ−0,0 et
Σ0,0 respectivement. La forme matricielle de l’Expression (2.8) est :
∆ˆ−0 = Σˆ−0,0Σˆ−10,0∆0. (2.9)
L’Expression (2.9) fait appel a` l’inversion de la matrice Σˆ0,0 ce qui peut poser des
proble`mes nume´riques du fait de la dimension du proble`me. On peut utiliser ici le
mode`le a` facteurs (2.6) pour estimer la matrice comple`te Σ par Σˆ = Ψˆ + BˆBˆ′ ou`
Ψˆ est la matrice diagonale des variances spe´cifiques estime´es ψˆ2t et Bˆ est la matrice
T × q des loadings B estime´s (q  T ). La partition de ∆ donne les partitions de Ψ












On en de´duit des estimateurs de Σ0,0 et Σ−0,0 :
Σˆ−0,0 = Bˆ−0Bˆ′0, Σˆ0,0 = Ψˆ0 + Bˆ0Bˆ
′
0.
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Il est inte´ressant de noter que calculer Σˆ−10,0 dans l’Expression (2.9) ne fait appel qu’a`
l’inversion d’une matrice q× q selon la formule de Woodbury (Press et al. (2007)) :
Σˆ−10,0 = Ψˆ
−1
0 − Ψˆ−10 Bˆ0(Iq + Bˆ′0Ψˆ−10 Bˆ0)−1Bˆ′0Ψˆ−10 .
Un estimateur ∆ˆ(1) de ∆ est obtenu en remplac¸ant ∆0 dans l’Expression (2.7)
par ∆ˆ0 obtenu par l’Expression (2.9). Un nouvel estimateur de α est obtenu en
corrigeant l’estimateur pre´ce´dent αˆ de l’erreur d’estimation pre´dite :
αˆ(1) = αˆ− ∆ˆ(1).
Ce nouvel estimateur est utilise´ pour actualiser le calcul des re´sidus εˆ :
εˆ(1) = Pz(Y − xαˆ(1)′).
Un nouvelle de´composition en facteurs de la matrice de covariance des re´sidus est
calcule´e, menant a` une nouvelle estimation de ∆ puis une nouvelle estimation αˆ(k)
du signal, ou` l’exposant k indique l’indice d’ite´ration de l’algorithme. Ces e´tapes
sont alterne´es jusqu’a` ce que le crite`re de convergence de l’estimation de α soit
atteint.
4.1.2 De´corre´lation de la statistique de test par ajustement
sur les facteurs
L’algorithme EM propose´ par Rubin and Thayer (1982) et de´taille´ dans Friguet
et al. (2009) est adapte´ au pre´sent contexte. Une fois qu’un mode`le a` facteurs
est estime´ sur des covariables de´pendantes et destine´es a` une proce´dure de tests
multiples, les nouvelles statistique de test T˜ (suppose´es inde´pendantes) associe´es
aux tests d’hypothe`se H0t, t = 1, . . . , T sont appele´es statistiques de tests ajuste´es
sur les facteurs.
Finalement, la proce´dure d’ajustement adaptatif sur les facteurs propose´e al-
terne l’e´tape d’estimation du signal corrige´ de l’erreur de pre´diction (par mode`le a`
facteurs de la structure de de´pendance) et de calcul des statistiques de test ajuste´es
sur les facteurs, utilise´es pour actualiser l’ensemble T0. A l’e´tape k de l’algorithme,
on a T k0 et les estimateurs (Ψˆk, Bˆk, Fˆk) des parame`tres du mode`le a` facteurs. L’e´tape
(k + 1) se de´compose en deux parties :
• Estimation de l’erreur d’estimation ∆ˆ(k+1) et actualisation de l’estimation
du signal par αˆ(k+1) = αˆ − ∆ˆ(k+1). Les re´sidus sont ensuite actualise´s :
εˆ(k+1) = Pz(Y − xαˆ(k+1)′) ;
• Calcul des parame`tres du mode`le a` facteurs (Ψˆk+1, Bˆk+1, Fˆk+1) a` partir des
nouveaux re´sidus εˆ(k+1). Les statistiques de tests facteurs-ajuste´es sont cal-
cule´es selon l’Expression (2.3) puis T0 est actualise´. La mise a` jour de T k0 est
faite pour favoriser la se´lection d’instants pour lesquels le signal a de grandes
chances d’eˆtre nul. On pre´fe`re retenir un grand nombre de faux positifs plutoˆt
qu’avoir une re`gle de se´lection plus pre´cise, qui recouvrerait mieux le vrai
ensemble T0 mais qui augmenterait le risque de retenir le support du signal.
On sugge`re la re`gle suivante : T k+10 =
{







est la probabilite´ critique associe´e a` la statistique de test a` l’e´tape k pour le
temps t.
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Les ite´rations cessent a` l’e´tape k si T k+10 = T k0 .
En pratique, l’estimation finale de T0 est peu sensible au choix du seuil sur les
probabilite´s critiques (0.2 propose´ ici) sous re´serve que le choix du seuil ne soit pas
extreˆme : une trop petite valeur risque d’effacer le signal et de sur-controˆler le FDR
alors qu’une valeur proche de 1 aura tendance a` produire les meˆmes re´sultats que
la me´thode choisie pour initialiser l’algorithme, a` savoir la me´thode des moindres
carre´s ici.
4.1.3 Illustration sur un exemple
Afin d’illustrer comment la re´gularite´ de la courbe du signal estime´ induite par la
forte de´pendance dans la matrice Vδ peut ge´ne´rer une confusion entre le vrai signal
α et l’erreur d’estimation ∆, on reprend un jeu de donne´es simule´ selon le plan de
simulations de´crit en Section 3.2 avec une amplitude de signal maxt αt = 5 dont
le support est l’intervalle [450 ms ;550 ms]. Le trait plein du graphique supe´rieur
de la Figure 2.8 repre´sente les valeurs de la statistique de test calcule´e a` partir de
l’estimation par la me´thode des moindres carre´s du signal. Les probabilite´s critiques
brutes sont corrige´es par la me´thode de BH. On constate que la proce´dure ne de´tecte
pas le support du signal et de´clare significatifs des intervalles de temps en dehors
du support de α. Cet exemple montre que le rang des probabilite´s critiques est
affecte´ lorsque les proce´dures de comparaisons multiples sont applique´es sans prise
en compte de la de´pendance.
La partie infe´rieure de la Figure 2.8 montre que ni SVA (voir Leek and Storey
(2007)) ni LEAPP (voir Sun et al. (2012)) ne parviennent a` se´parer le signal du
bruit, ce qui entraine la de´claration a` tort d’instants de temps significatifs.
Afin d’illustrer l’impact de la connaissance a priori de T0 sur la proce´dure d’es-
timation propose´e dans ce chapitre, on suppose d’abord que le signal est nul sur
l’ensemble T0 = [1, 100] ∪ [901, 1000]. La courbe en pointille´s courts sur la partie
supe´rieure de la Figure 2.8 indique les valeurs de la statistique de test obtenues par
la me´thode AFA a` partir d’un a priori correct. L’intervalle de´clare´ significatif apre`s
correction de BH des probabilite´s critiques associe´es a` la statistique de test ajuste´e
sur les facteurs avec un controˆle du FDR fixe´ a` 0.05 indique que le support du
signal est correctement de´tecte´. La courbe en pointille´s longs repre´sente les valeurs
de la statistique de test obtenues par la me´thode AFA a` partir d’un a priori faux
T0 = [450, 550], c’est-a`-dire, exactement le support du signal. Initialise´ avec un tel
a priori, la me´thode e´choue en de´clarant significatifs des intervalles ou` le vrai signal
est absent.
5 Etude par simulations
5.1 Me´thodes
L’estimation jointe du signal et de la matrice de covariance re´siduelle afin de
de´corre´ler les statistiques de test peut eˆtre combine´e a` n’importe quelle me´thode
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AFA−BH with proper prior knowledge
AFA−BH with improper prior knowledge
t−tests
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Figure 2.8 – t-statistics for a single simulation run. Top panel : the OLS estimation
of the signal (solid curve) and t-statistics after Adaptive Factor Adjustment, based
on T0 = [1, 100] ∪ [901, 1000] (dotted) and T0 = [450, 550] (dashed). Bottom panel :
t-statistics after SVA (solid) and LEAPP (dashed) adjustment. The gray dots above
the x-axis indicate significant time points identified by the BH method controlling
the FDR at 0.05 level.
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de seuillage associe´e au controˆle de l’erreur de type I, du FDR ou du FWER. La
proce´dure de BH est une me´thode standard de correction des probabilite´s critiques
en tests multiples lorsque les tests sont inde´pendants. Ainsi, la me´thode de BH est
la proce´dure choisie pour corriger les probabilite´s critiques produites par la me´thode
AFA. Cette combinaison de l’estimation adaptative des mode`le a` facteurs et de la
proce´dure de BH est appele´e dans la suite proce´dure de tests multiples AFA.
Les performances de la proce´dure AFA sont compare´es a` celles de me´thodes
existantes en tests multiples, soit parce qu’elles sont beaucoup utilise´es, soit parce
qu’elles sont construites pour prendre en compte la de´pendance. La proce´dure de BY
garantit le controˆle du FDR sous des conditions spe´cifiques sur la de´pendance bien
qu’elle ne corrige pas l’impact de la corre´lation en ajustant les probabilite´s brutes.
Les me´thodes SVA et LEAPP repre´sentent les approches de´veloppe´es re´cemment
base´es sur un mode`le de re´gression a` facteur similaire a` (2.6) pour de´corre´ler les
statistiques de test. La me´thode de Causeur et al. (2012) n’est pas inclue dans les
comparaisons car elle est de´passe´e par AFA.
Pour re´sumer, on compare les performances des six me´thodes de tests multiples
pour les donne´es ERPs suivantes (le niveau de controˆle du FDR fixe´ a` 0.05 pour
toutes les me´thodes) :
1. BH : proce´dure de Benjamini-Hochberg (Benjamini and Hochberg (1995))
applique´e aux probabilite´s critiques brutes
2. BY : proce´dure de Benjamini-Yekutieli (Benjamini and Yekutieli (2001))
applique´e aux probabilite´s critiques brutes
3. GB : proce´dure de Guthrie-Buchwald (Guthrie and Buchwald (1991)) ap-
plique´e aux probabilite´s critiques brutes avec un seuil graphique fixe´ a` 0.05
4. LEAPP : proce´dure d’ajustement sur des facteurs latents (latent effect ad-
justment after primary projection, Sun et al. (2014)) couple´e a` un controˆle
du FDR par la me´thode de BH
5. SVA : proce´dure d’ajustement sur des facteurs latents (surrogate variable
analysis, Leek and Storey (2008)) couple´e a` un controˆle du FDR par la
me´thode de BH. On utilise les options par de´faut du package R sva (Leek
et al. (2014)) pour estimer le mode`le et le nombre de facteurs.
6. AFA : me´thode propose´e d’ajustement adaptatif sur les facteurs avec un
controˆle du FDR. L’a priori T0 est fixe´ a` l’ensemble des temps pour lesquels
les probabilite´s critiques du test de Student usuel sont supe´rieures ou e´gales
a` 0.2. Le nombre de facteurs est estime´ pour chaque jeu de donne´es simule´ en
minimisant le crite`re d’inflation de la variance (Friguet et al. (2009)) comme
imple´mente´ dans le package R ERP (Causeur and Sheu (2014)).
Le plan de simulations est le meˆme que dans la Section 3.2. Les Figures 2.9,
2.10 et 2.11 pre´sentent les re´sultats en terme de FDR, pre´cision (espe´rance de la
proportion de rejets corrects parmi le nombre de rejets) et PNR (probabilite´ de
n’avoir aucun rejet a` tort). La Table 2.2 pre´sente la sensibilite´ et la re´solution
des 6 me´thodes. La proce´dure AFA de´passe les autres me´thodes selon les crite`res
mesure´s dans cette comparaison. La Figure 2.9 montre que la me´thode AFA he´rite
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Figure 2.9 – Comparaison du taux de faux positifs (FDR) pour 6 proce´dures de
tests multiples, calcule´ a` partir de 1000 jeux de donne´es ERPs simule´s pour chaque
amplitude de pic.
des bonnes proprie´te´s de la proce´dure de BH en terme de controˆle du FDR, ce qui
n’est pas le cas pour les me´thodes de GB, LEAPP ou SVA, surtout dans les cas ou`
le signal est faible ou mode´re´. De plus, ce controˆle du FDR n’est pas affecte´ par
l’instabilite´ cause´e par la de´pendance comme explique´ dans la Section 3.2. La Figure
2.11 montre que la probabilite´ de non rejet de AFA est parmi les plus faibles lorsque
le signal est e´leve´ ou mode´re´, ce qui assure que le positive FDR (l’espe´rance de la
proportion de faux positifs sachant qu’on observe au moins un rejet) est proche du
FDR. Sur la Figure 2.10, la courbe de pre´cision confirme que AFA est performant
pour de´tecter des signaux d’amplitude mode´re´e a` e´leve´e.
5.2 Re´sultats
La Table 2.2 montre que les trois me´thodes fonde´es sur de la de´corre´lation,
SVA, LEAPP et AFA, sont assez sensibles, surtout LEAPP. Ceci est cohe´rent avec
la Figure 2.9 ou` on remarque que LEAPP ne controˆle pas le FDR pour un signal
faible ou mode´re´. En termes de re´solution, AFA a le niveau le plus faible, suivi par
la me´thode de GB. Ceci confirme que la mode´lisation de la de´pendance temporelle
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Figure 2.10 – Comparaison de la pre´cision (PPV) pour 6 proce´dures de tests
multiples, calcule´ a` partir de 1000 jeux de donne´es ERPs simule´s pour chaque
amplitude de pic.
5. ETUDE PAR SIMULATIONS 57
































Figure 2.11 – Comparaison de la probabilite´ de non rejet (PNR) pour 6 proce´dures
de tests multiples, calcule´ a` partir de 1000 jeux de donne´es ERPs simule´s pour
chaque amplitude de pic.
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Table 2.2 – Sensibilite´ et re´solution de 6 proce´dures de tests multiples calcule´es
sur des simulations
Me´thodes
BH BY GB SVA LEAPP AFA
Sensibilite´ 3.6 4.9 0.0 1.5 0.0 1.9














































































































































































































Figure 2.12 – Racine de l’erreur quadratique moyenne (RMSE) de l’estimation de
α, calcule´e a` partir de 1,000 jeux de donne´es pour chaque amplitude de signal. La
RMSE est compare´e pour 4 me´thodes : moindres carre´s, SVA, LEAPP et AFA.
re´siduelle est utile pour se´parer le signal du bruit. On de´duit de la Figure 2.12 la
meˆme conclusion. Les boˆıtes a` moustaches de cette figure pre´sentent la racine de
l’erreur quadratique moyenne (RMSE) de l’estimation de α pour la me´thode des
moindres carre´s, SVA, LEAPP et AFA. La me´thode des moindres carre´s, qui ignore
la de´pendance, est celle qui pre´sente les moins bonnes performances d’estimation en
moyenne. Les trois me´thodes fonde´es sur la de´corre´lation posse`dent un RMSE plus
faible que les moindres carre´s et AFA est celle dont le RMSE est le plus faible, quelle
que soit l’amplitude du signal. On constate de nouveau que la me´thode LEAPP
extrait plus difficilement les signaux d’amplitude e´leve´e car les boˆıtes a` moustaches
affichent des performances de moins en moins bonnes lorsque le signal augmente.
6 Re´sultats sur les ERPs
Les psychologues associe´s au projet proposent une interpre´tation des re´sultats
de la me´thode AFA applique´e aux donne´es d’ERPs issues de l’expe´rience d’oubli
direct. D’apre`s la litte´rature, il semble que la capacite´ a` reconnaˆıtre des mots qu’on
nous a demande´ d’oublier repose plus sur le sentiment de familiarite´ que la capacite´
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a` reconnaˆıtre des mots qu’on nous a demande´ de me´moriser (Gardiner et al. (1994)).
Des e´tudes empiriques sur la me´moire de reconnaissance faisant appel aux ERPs
ont indique´ que la phase pre´coce de reconnaissance faisant appel a` la familiarite´ est
associe´e a` des modulations de la composante ERP FN400, une positivite´ augmente´e
pour les mots anciens par rapport aux nouveaux est observe´e approximativement
400 a` 600 ms apre`s le de´but du stimulus. Le fait que la composante FN400 augmente
progressivement avec la reconnaissance sugge`re aussi que cette composante est un
indice de familiarite´ (voir Rugg and Curran (2007)). Bien que l’expe´rience d’oubli
direct de´crite en Section 2.1 soit exploratoire, des e´tudes pre´ce´dentes indiquent
qu’on peut s’attendre a` des intervalles de temps significatifs entre 400 et 600 ms.
Qualitativement, on peut s’attendre a` des intervalles de temps significatifs en retard
pour la condition TBF pour les e´lectrodes poste´rieures. La confirmation de ces
attentes est importante pour la compre´hension du me´canisme neurophysiologique
concernant le controˆle intentionnel de la me´morisation ou de l’oubli.
Une application directe de la me´thode de BH aux donne´es ERPs issues de
l’expe´rience d’oubli direct n’identifie aucun intervalle de temps significatif sur au-
cune des 9 e´lectrodes. Afin d’appliquer la me´thode AFA, la connaissance a` priori T0
pour les e´lectrodes frontales et centrales est fixe´e a` [1, 200]∪[901, 1000 ms et a` [1, 200]
ms pour les e´lectrodes poste´rieures. Le crite`re d’inflation de la variance sugge`re 2
facteurs pour toutes les e´lectrodes. Les graphiques de la Figure 2.13 pre´sentent les
courbes de corre´lation de l’e´lectrode CZ pour les deux instructions obtenues par la
me´thode des moindres carre´s et par la me´thode AFA. La me´thode AFA de´tecte,
dans les deux conditions, l’intervalle de temps [400,700] ms significatif avec des
corre´lations positives et un large pic, pre´ce´de´ par un pic ne´gatif pour la condition
TBF.
La Figure 2.14 donne une repre´sentation spatiale des e´lectrodes et les courbes de
corre´lation associe´es obtenues par la me´thode AFA. Des pics de corre´lation positive
significatifs apparaissent principalement sur l’intervalle [400,700] ms pour les deux
conditions pour les neuf e´lectrodes. De plus, la me´thode AFA confirme que des
intervalles de corre´lations ne´gatives apparaissent sur la plupart des e´lectrodes pour
la condition TBF uniquement. Cette inflexion des courbes de corre´lation autour de
400 ms, plus visible dans la condition TBF, implique une relation entre l’instruction
et la modulation de la composante FN400.
7 Conclusion
L’analyse a` grande e´chelle des tests univarie´s des donne´es de potentiels e´voque´s
cognitifs ce´re´braux (Groppe et al. (2011a)) est reconnue comme un proble`me de
recherche difficile car le signal sous-jacent aux ERPs est souvent rare, intervenant
seulement durant de brefs instants durant l’expe´rience, et faible par rapport a` la
variabilite´ inter-individuelle (voir Donoho and Jin (2008) et Jin (2009) pour la
terminologie sur le mode`le rare and weak features). Lorsque l’on teste simultane´ment
plusieurs hypothe`ses sur un grand nombre de mesures au cours du temps (Woolrich
et al. (2009)), la ne´cessite´ de controˆler le taux de faux positifs est confronte´e a` celle
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Figure 2.13 – Corre´lations entre les ERPs et le score de reconnaissance pour les
deux conditions (trait plein pour la condition TBR, pointille´ pour la condition
TBF) estime´es par la me´thode des moindres carre´s (graphique du haut) et par
AFA (graphique du bas). Les intervalles de temps significatifs sont indique´s par des
points gris sous l’axe des abscisses.
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Figure 2.14 – Corre´lations (trait plein pour TBR, pointille´ pour TBF) estime´es par
la me´thode AFA et intervalles de temps de´clare´s significatifs, pour les 9 e´lectrodes.
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de maintenir une puissance de de´tections raisonnable et les me´thodes favorisant l’un
ou l’autre sont sujettes a` controverses (Vul et al. (2009)).
La forte de´pendance temporelle caracte´ristique des ERPs ajoute une difficulte´
supple´mentaire au traitement de ces donne´es car les re´sultats des proce´dures de
tests multiples habituellement observe´es sous l’inde´pendance deviennent instables
et e´chouent a` localiser et a` estimer l’amplitude du signal, meˆme apre`s correction
de la de´pendance. La me´thode d’ajustement sur les facteurs propose´e traite la
proble´matique de l’analyse de tests univarie´s dans le contexte d’un mode`le line´aire
multivarie´ par une mode´lisation de la de´pendance via des facteurs latents et une es-
timation jointe du signal et du bruit sous-jacent, sachant une connaissance a priori
d’intervalles de temps pour lesquels le signal est absent. Une proce´dure ite´rative est
propose´e pour estimer les parame`tres du mode`le. Enfin, la me´thode est imple´mente´e
dans un package R intitule´ ERP et disponible sur le CRAN (voir Causeur and Sheu
(2014)).
Les tests par permutation (voir Blair and Karniski (1993), Westfall and Young
(1993)) sont couramment utilise´s pour l’analyse de donne´es ERPs, ils ne sont pas
e´voque´s dans ce chapitre car une e´tude re´cente (voir Lage-Castellanos et al. (2010))
montre que la me´thode de Benjamini-Hochberg (voir Benjamini and Hochberg
(1995)) et la me´thode du FDR local (voir Efron (2007)) donnent le meˆme com-
promis entre l’erreur de type I et de type II (compare´ aux tests par permutation)
dans des situations pour lesquelles aucune information a priori sur les instants
et les e´lectrodes ou` des diffe´rences d’ERPs ont lieu n’est disponible. D’apre`s leur
conclusion, les re´sultats observe´s dans l’e´tude comparative de la Section 5 sont en-
courageants : la me´thode propose´e surpasse les autres me´thodes tout en controˆlant
le FDR et en maintenant une bonne puissance de de´tections. De plus, l’analyse
exploratoire des donne´es issues de l’expe´rience d’oubli direct illustre le fait que la
me´thode AFA est adapte´e a` la de´tection de pics ERPs faibles, meˆle´s a` un bruit
complexe et fortement de´pendant.
Cette proce´dure d’estimation est vraisemblablement applicable a` d’autres
proble`mes de tests multiples ou` la de´pendance est forte : par exemple pour
l’analyse de longueurs d’onde issues de mesures en spectroscopie infra-rouge
(NIRS) ou distribue´es dans l’espace lors de l’analyse de mesures par imagerie a`
re´sonance magne´tique (fMRI).
CHAPITRE 3
STABILITE´ DE LA SE´LECTION DE VARIABLES EN
CLASSIFICATION SUPERVISE´E POUR DES DONNE´ES
DE´PENDANTES DE GRANDE DIMENSION
Re´sume´ : la prise en compte de la de´pendance dans les proce´dures
de se´lection de variables n’est pas une approche syste´matique
dans le contexte de la classification supervise´e en grande dimen-
sion. En effet, certains articles re´cents montrent la supe´riorite´ des
approches de type naive Bayes fonde´es sur une hypothe`se peu
re´aliste d’inde´pendance entre les pre´dicteurs alors que d’autres
auteurs recommandent de mode´liser la structure de de´pendance
afin de de´corre´ler les statistiques de se´lection. Dans le contexte de
l’analyse line´aire discriminante (LDA), ce chapitre illustre dans
un premier temps l’impact de la de´pendance sur la stabilite´ des
re´sultats en terme de se´lection. Le second objectif est de pro-
poser une me´thode ame´liorant cette stabilite´ en supposant une
de´composition en facteurs pour la structure de covariance. Les va-
riables latentes introduites par le mode`le a` facteurs permettent de
de´finir une nouvelle re`gle de Bayes conditionnelle. Une proce´dure
d’estimation jointe de l’espe´rance et de la variance du mode`le
est ensuite propose´e et compare´e a` des approches re´centes d’ana-
lyse diagonale discriminante re´gularise´e, supposant l’inde´pendance
entre pre´dicteurs, et a` des proce´dures de LDA re´gularise´e. La
comparaison est faite en terme de performance de classification
et de stabilite´ de l’e´tape de se´lection. La me´thode propose´e est
imple´mente´e dans un package R intitule´ FADA et disponible sur le
CRAN.
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Le chapitre pre´ce´dent pre´sente une fac¸on de tirer profit de la particularite´ des
donne´es ERPs (a` savoir la de´pendance temporelle e´leve´e liant les mesures entre elles)
afin de de´corre´ler efficacement les statistiques d’association entre ERP et condition
expe´rimentale. Une proce´dure de tests multiples atteignant de bonnes performances
de se´lection d’intervalles de temps pertinents est ainsi propose´e.
Dans le pre´sent chapitre, on revient a` un cadre plus ge´ne´ral de de´pendance, qu’on
autorise a` eˆtre faible ou forte, voire absente. Ce chapitre est motive´ par des applica-
tions en ge´nomique notamment, ou` beaucoup d’applications consistent a` classer des
patients en groupes (stades d’un cancer, sain/malade, tumeur maligne/be´nigne) et
a` mesurer, par exemple, les profils d’expression de certains ge`nes a` mettre en rela-
tion avec ces diffe´rents groupes. On se place donc dans un contexte de classification
supervise´e en grande dimension, dont le but est d’e´tablir un mode`le parcimonieux
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de pre´diction de la classe d’un individu. Le but n’est donc plus seulement d’identi-
fier le support du signal. Comme le Chapitre 2, ce Chapitre 3 repose sur le principe
commun de tirer profit de la structure de de´pendance pour ame´liorer l’estimation
du signal (ici, les moyennes par classes) et permettre une de´corre´lation des donne´es
par ajustement sur les facteurs latents performante.
Ce chapitre est associe´ a` un article intitule´ “Stability of feature selection in
classification issues for high-dimensional correlated data”, publie´ dans la revue Sta-
tistics and Computing (Perthame et al. (2015)).
1 Introduction
Les proce´dures de classification supervise´e sont utilise´es pour pre´dire la classe
d’un individu a` partir de son profil biologique. Dans ce contexte, l’impact de la
de´pendance entre pre´dicteurs sur ces proce´dures pose encore un proble`me statis-
tique. De re´centes e´tudes sur l’effet de la de´pendance sur les performances des
proce´dures de classification dans des situations ou` le nombre de variables exce`de le
nombre d’individus ont mene´es a` des conclusions contradictoires.
En effet, la supe´riorite´ de certaines me´thodes fonde´es sur une hypothe`se peu
re´aliste d’inde´pendance entre les covariables est constate´e (Dudoit et al. (2002),
Levina (2002), Bickel and Levina (2004)) alors que de plus en plus de me´thodes
prennent en compte la structure de de´pendance (voir entre autres Guo et al. (2007),
Dabney and Storey (2007), Xu et al. (2009) et Zuber and Strimmer (2009)). Plus
re´cemment, Ahdesma¨ki and Strimmer (2010) approfondit ce sujet en revisitant l’ap-
proche naive Bayes propose´e par Efron (2008), aussi connue sous le nom d’analyse
diagonale discriminante (DDA), en de´finissant des statistiques de tests de´corre´le´es.
Les variables sont dans ce cas suppose´es inde´pendantes et estimer le support du
signal (c’est-a`-dire le sous-ensemble de pre´dicteurs discriminants) revient a` e´tudier
l’ordre de statistiques de test, ce qui correspond a` une situation de comparaisons
multiples. Cependant, Ahdesma¨ki and Strimmer (2010) pre´cise que les proce´dures
de tests multiples permettent le controˆle du nombre de faux positifs alors que les
proce´dures de se´lection cherchent a` controˆler le nombre de variables pre´dictives non
se´lectionne´es a` tort dont l’optique est la pre´diction. Comme cite´s dans l’introduction
de ce manuscrit, plusieurs auteurs reportent l’impact ne´gatif de la forte de´pendance
entre covariables sur la consistance des statistiques d’ordre des probabilite´s critiques
associe´es aux tests d’hypothe`ses (voir notamment Leek and Storey (2007), Leek and
Storey (2008), Friguet et al. (2009), Sun et al. (2012)). Ces auteurs proposent de
ge´rer les corre´lations par une mode´lisation jointe des relations entre les covariables
et des variances re´siduelles par un mode`le supposant l’existence de facteurs latents
captant line´airement la de´pendance entre les variables. Le but de ce chapitre est de
proposer une me´thode de mode´lisation de la de´pendance adapte´e au contexte de la
classification supervise´e.
Le premier objectif de ce chapitre est d’illustrer l’instabilite´ de la se´lection de
variables dans un contexte d’analyse line´aire discriminante (LDA) lorsque le nombre
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de variables de´passe le nombre d’observations. Dans ce contexte de grande dimen-
sion, les proce´dures re´gularise´es fonde´es sur la pe´nalisation `1 ou `2 des fonctions
de perte usuelles sont connues pour atteindre un e´quilibre entre le compromis biais-
variance dans l’estimation des scores discriminants (voir Tibshirani et al. (2002) et
Tibshirani et al. (2003) pour une DDA re´gularise´e, Hastie et al. (1995) pour une
LDA pe´nalise´e et Friedman et al. (2010) pour une pe´nalisation elastic net de la
de´viance d’un mode`le). La stabilite´ et les performances de classification, ainsi que
l’impact de la de´pendance sur la re´pe´tabilite´ des re´sultats d’une de ces proce´dures
classiques sont e´tudie´s.
Les principales me´thodes de se´lection de variables en classification supervise´e
sont rappele´es dans la Section 2 de ce chapitre. Une e´tude par simulations illus-
trant l’impact de la de´pendance sur le sous-ensemble des variables se´lectionne´es par
le Lasso est pre´sente´e dans la Section 3. Le mode`le a` facteurs et la me´thode de
de´corre´lation des donne´es par ajustement sur l’effet de variables latentes captant la
de´pendance sont de´crits en Section 4. La Section 5 e´tudie l’apport de la me´thode
propose´e sur des donne´es re´elles et la Section 6 illustre les proprie´te´s de la me´thode
sur des simulations. Enfin, la me´thode propose´e est imple´mente´e dans un package R
intitule´ FADA dont le fonctionnement est explique´ dans la Section 7. Enfin, la Section
8 conclut ce chapitre.
2 Se´lection de variables pour la classifi-
cation en grande dimension
Ce chapitre s’inscrit dans un contexte de classification supervise´e, ou` la variable
de groupe note´e Y prend ses valeurs dans [0;K − 1]. On note py la probabilite´
de l’e´ve´nement Y = y pour tout y ∈ [0;K − 1]. Un individu est caracte´rise´ par
son groupe, connu pour un e´chantillon d’apprentissage. Le label d’un individu test
est inconnu mais l’on suppose qu’il appartient a` [0,K − 1]. Chaque observation
est caracte´rise´e par un m-vecteur de covariables X que l’on suppose normalement
distribue´. On observe les profils de n individus et on note ny le nombre d’individus
dans la classe y. Le proble`me statistique est de construire un mode`le permettant
de pre´dire le label d’un individu a` partir de ses covariables. Pour cela, on distingue
deux me´thodes standards bien connues : la LDA et le mode`le line´aire ge´ne´ralise´
(GLM). Le but de cette section est de rappeler les fondements de l’analyse line´aire
discriminante et de la re´gression logistique en ge´ne´ral puis en grande dimension.
Quelques me´thodes de´veloppe´es dans ce contexte, compare´es lors d’une e´tude par
simulations ou sur donne´es re´elles dans la suite du chapitre, sont pre´sente´es.
2.1 Analyse line´aire discriminante
Plusieurs approches permettent de de´finir l’analyse line´aire discriminante. La
re`gle de Bayes repose sur l’hypothe`se de normalite´ des covariables, l’analyse discri-
minante de Fisher est fonde´e sur la maximisation de la variance inter-classes contre
la minimisation de la variance intra classes. Enfin, on peut de´finir l’analyse line´aire
2. SE´LECTION DE VARIABLES ET CLASSIFICATION EN GRANDE DIMENSION 67
discriminante comme une re´gression sur des variables indicatrices dites dummy va-
riables.
Re`gle de classification de Bayes Pour e´tablir la re`gle de Bayes, on suppose
que les covariables suivent une loi normale :
X|Y = y ∼ Nm(µy,Σ). (3.1)
Chaque groupe est caracte´rise´ par une moyenne diffe´rente d’un groupe a` l’autre
et les structures de covariances sont suppose´es e´gales entre les groupes. Sous ces
conditions et en appliquant le the´ore`me de Bayes, la probabilite´ d’appartenir au
groupe y sachant un profil x s’e´crit :
P(y|x) = pyfX(x|Y = y)
fX(x)
.
ou` fX(·) (resp. fX(·|Y = y)) est la fonction de densite´ des covariables X (resp.
conditionnelle a` Y ). En supprimant les termes constants entre les groupes, calculer
la log-probabilite´ log(P(y|x)) est en fait e´quivalent a` calculer le score d(y|x) :
log(P(y|x)) ∝ d(y|x) = log py − 0.5µ′yΣ−1µy + x′Σ−1µy. (3.2)
Ce score est appele´ re`gle de classification de Bayes ou classifieur de Bayes. On
remarque que ce score est line´aire en x. Enfin, la classe attribue´e a` un individu de
profil X = x est calcule´e en maximisant ce score :
yˆ = argmaxyd(y|x).
En pratique, les scores sont calcule´s en appliquant la re`gle de Bayes aux estimations
de la matrice de covariance Σˆ, des moyennes µˆy et des probabilite´s de base pˆy. On
peut montrer que cette re`gle de classification est la meilleure parmi toutes les re`gles
de classification line´aires, c’est-a`-dire qu’elle minimise l’erreur the´orique de mauvais
classement d’un individu. Cette re`gle de classification, certes simple, a de bonnes
proprie´te´s en pratique.
Afin d’e´tudier l’optimalite´ de la re`gle de Bayes, on s’inte´resse au cas simple ou`
le nombre de classes K est e´gal a` 2. Sous cette condition, on conside`re les re`gles de
classement line´aires de la forme :
log
P(Y = 1|x)
P(Y = 0|x) = β0 + β
′x,
ou` β0 ∈ R et β est un vecteur de taille m. Ainsi, la pre´diction pour un individu de
profil x est :
Yˆ = 1 si β0 + β
′x > 0,
= 0 sinon.
En toute ge´ne´ralite´, l’erreur the´orique de mauvais classement d’un tel classifieur
s’e´crit :
pi(β0, β) = P(Yˆ 6= Y )
= p1P(β0 + β′x < 0|Y = 1) + p0P(β0 + β′x > 0|Y = 0).
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Compte tenu de l’hypothe`se de normalite´ des covariables, cette erreur s’e´crit, en
fonction de β et β0 :













ou` Φ est la fonction de re´partition d’une loi normale centre´e re´duite. En optimisant
cette fonction en β et β0, on obtient les coefficients β
∗ et β∗0 minimisant l’erreur
the´orique de mauvais classement. Ils s’expriment en fonction de µ0, µ1 et Σ :




− 0.5 (µ′1Σ−1µ1 − µ′0Σ−1µ0) . (3.4)
Si l’on conside`re le log ratio des probabilite´s introduit Expression (3.2), on retrouve
bien l’expression des coefficients de la re`gle de Bayes. Dans ce cas, l’erreur the´orique



























(µ1 − µ0)′Σ−1(µ1 − µ0) est la distance de Mahalanobis entre les groupes
0 et 1 pour la me´trique Σ. Cette expression permet d’introduire la fonction d’erreur
pi suivante :

























(µ1 − µ0)′Σ−1(µ1 − µ0). C’est l’erreur de classement the´orique d’une
re`gle de classification de Bayes construite a` partir des parame`tres µ0, µ1 et Σ. La
Figure 3.1 montre les valeurs que prend cette fonction pi pour plusieurs distances
de Mahalanobis entre deux groupes et pour plusieurs probabilite´s de base dans les
populations. On voit naturellement que plus la distance entre les groupes augmente,
plus l’erreur de classement du classifieur de Bayes associe´e a` cette situation est
faible, plus il est facile de classer les individus sans erreur. On peut donc se dire
qu’on souhaite se ramener a` une situation ou` les parametres (µ0, µ1,Σ) sont tels
que cette erreur est la plus faible possible. Cette fonction sera utile par la suite pour
comparer le classifieur de Bayes et le classifieur de Bayes conditionnel, de´fini plus
loin dans ce chapitre.
L’analyse discriminante quadratique (QDA) e´tend la LDA au cas ou` les matrices
de covariances diffe`rent d’un groupe a` l’autre. La QDA ne sera pas de´taille´e dans
ce manuscrit car elle est rarement mise en avant en grande dimension. En effet, le
nombre d’individus e´tant souvent faible, de l’ordre de quelques dizaines, il devient
alors difficile d’estimer la matrice de covariance dans chaque groupe.
Analyse discriminante de Fisher Sans hypothe`se sur la loi des variables X,
l’analyse discriminante de Fisher (Fisher (1936)) peut eˆtre vue comme la recherche
d’une projection des observations X afin d’atteindre une bonne se´paration des
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Figure 3.1 – Erreur de classement the´orique en fonction de la distance de Ma-
halanobis entre les groupes pour diffe´rentes valeurs de p0 et p1. Cette fonction
est naturellement de´croissante en ∆ : l’erreur de the´orique de mauvais classement
s’amenuise au fur et a` mesure que la distance se´parant deux groupes augmente.
70 CHAPITRE 3. SE´LECTION DE VARIABLES EN CLASSIFICATION







(µy − µ)(µy − µ)′.
Fisher propose d’e´tudier la maximisation du ratio de la variance inter-groupes
Σb sur la variance intra-groupes Σ. On cherche alors des vecteurs discriminants






Σb e´tant de rang K − 1, les vecteurs propres de la matrice Σ−1Σb sont solution de
cette maximisation (Hardle and Simar (2007)). En pratique, ces vecteurs discrimi-
nants sont utiles pour visualiser la se´paration des groupes en trac¸ant les nuages de
point (Xβ1, Xβ2) etc.
Optimal scoring Une troisie`me formulation de la LDA peut-eˆtre faite par ana-
logie avec la re´gression (Hastie et al. (1994)). La variable cate´gorielle de groupe
Y est transforme´e en variables quantitatives par des scores. On note Y (d) la ma-
trice (n × K) de variables design contenant les indicatrices d’appartenance a` un
groupe : Y
(d)
iy = 1 si l’individu appartient a` la classe y et 0 sinon. Le proble`me de









(d)′Y (d)θy = 1, θ
′
yY
(d)′Y (d)θy′ = 0, y
′ < y.
ou` (θ1, . . . , θK−1) sont des K-vecteurs de scores et (β1, . . . , βK−1) sont les meˆmes
vecteurs discriminants que dans l’analyse de Fisher (Clemmensen et al. (2011)).
Finalement, la LDA est simple a` imple´menter et donne en ge´ne´ral de bons
re´sultats en terme d’erreur de classement. Cependant, elle fait appel a` l’inverse
de la matrice de covariance, difficile a` estimer en grande dimension, et n’est pas
parcimonieuse. De nombreuses extensions ont donc e´te´ propose´es pour adapter la
LDA au cadre de la grande dimension, dont il sera question dans la Section 2.2 de
ce chapitre.
2.2 Analyse line´aire discriminante en grande dimen-
sion
Hypothe`se d’inde´pendance Face au proble`me d’inversion de la matrice de va-
riance covariance des covariables lors de la mise en œuvre d’une LDA, certains
auteurs ont simplifie´ le proble`me en supposant l’inde´pendance entre les covariables,
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ce qui revient a` ne´gliger les corre´lations entre les variables. Cette hypothe`se aboutit
a` l’analyse diagonale discriminante ou classifieur na¨ıf de Bayes (Bickel and Levina
(2004), Efron (2008)). Cette me´thode consiste a` remplacer la matrice de covariance
dans le score calcule´ Expression (3.2) par sa diagonale. Pour classer un individu de
profil x, il faut calculer les scores associe´s a` chaque classe y :
dDDA(y|x) = log py − 0.5µ′yD−1µy + x′D−1µy,
ou`D = diag(Σ), et choisir la classe qui maximise ce score. Malgre´ sa simplicite´, cette
me´thode atteint e´tonnement de bonnes performances de classification en pratique
mais elle construit un mode`le a` partir de toutes les variables, ce qui le rend difficile
a` interpre´ter.
Ainsi, certains auteurs proposent des versions pe´nalise´es de l’analyse diagonale
discriminante (DDA) afin de re´duire la dimension des donne´es aux variables les plus
pre´dictives. Par exemple, les Nearest Shrunken Centroids (Tibshirani et al. (2002))
(NSC) annulent la diffe´rence de moyenne standardise´e pour certaines covariables,
lorsque cette diffe´rence est infe´rieure a` un certain seuil. La classification se fait
par DDA sur le sous ensemble de variables se´lectionne´es. Le seuil est estime´ par
validation croise´e et par minimisation de l’erreur de classement.
Relaˆchement de l’hypothe`se d’inde´pendance Certains auteurs proposent de
prendre en compte les corre´lations dans des LDA pe´nalise´es (voir Hastie et al.
(2009)). La LDA est alors revue selon chaque approche : re`gle de Bayes, optimal
scoring ou analyse de Fisher, pour tenter de prendre en compte toute la matrice de
covariance dans l’analyse, et pas uniquement sa diagonale.
La me´thode Shrunken Centroids Regularized Discriminant Analysis (SCRDA)
propose´e par Guo et al. (2007) est pre´sente´e comme une ame´lioration des NSC car
elle quitte le contexte de l’analyse diagonale discriminante pour s’inscrire dans le
contexte ge´ne´ral de l’analyse line´aire discriminante. En effet, comme pour les NSC,
les moyennes par groupe sont ramene´es a` la moyenne globale pour les pre´dicteurs
peu informatifs selon un certain seuil. De plus, la matrice de covariance empirique
est biaise´e en la remplac¸ant par une version shrinke´e Σ˜ = αΣ̂ + (1 − α)Im dans
le calcul des scores individuels et des diffe´rences de moyennes standardise´es. La
matrice Σ˜ permet de contourner le proble`me d’inversion de la matrice de covariance
empirique Σ̂ car les valeurs propres de Σ˜ sont toutes positives. Cette technique
rend aussi l’estimation de la matrice de covariance plus stable car elle est moins
sensible a` un petit changement dans les donne´es (Guo et al. (2007)). La me´thode
SCRDA comprend deux parame`tres de re´gularisation : le seuil sur les moyennes par
groupe et le parame`tre α de biais sur la matrice de covariance. Ces parame`tres sont
estime´s par une double validation croise´e. En pratique, lorsque plusieurs couples
de parame`tres correspondent a` la meˆme erreur de pre´diction, Guo et al. (2007)
sugge`rent de choisir le mode`le le plus parcimonieux par la re`gle du “Min-Min”.
Cette me´thode est imple´mente´e dans le package R rda (Guo et al. (2012)).
D’autres auteurs proposent d’e´tendre la pe´nalisation `1 de la me´thode Lasso a`
l’analyse discriminante. Entre autres, la LDA parcimonieuse (SparseLDA) a e´te´ pro-
pose´e par Clemmensen et al. (2011). Cette me´thode replace la LDA dans un contexte
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de re´gression : SparseLDA est une pe´nalisation LASSO de la LDA conside´re´e sous
l’approche par optimal scoring. Cette me´thode est imple´mente´e dans le package
R SparseLDA (Clemmensen and Kuhn (2012)). Simultane´ment, Witten and Tib-
shirani (2011) ont propose´ la LDA pe´nalise´e (PenalizedLDA). PenalizedLDA est
une pe´nalisation LASSO sur les vecteurs discriminants βy de la LDA vue sous
l’approche de Fisher. Ces vecteurs parcimonieux sont estime´s par un algorithme
minimisation-maximisation (Lange (2004), Hunter and Lange (2004)) et le pa-
rame`tre de re´gularisation est estime´ par validation croise´e. Cette me´thode est
imple´mente´e dans le package R penalizedLDA (Witten (2011)).
2.3 Re´gression logistique
Un des pendants de la re´gression line´aire pour mode´liser une variable qualitative
est la re´gression logistique. Celle-ci ne ne´cessite pas la normalite´ des variables mais
suppose une relation line´aire directe entre les covariables et le logit des probabilite´s
individuelles a posteriori. Si la classe K est choisie comme classe de re´fe´rence, alors







Sans perte de ge´ne´ralite´ et afin d’alle´ger les notations, on conside`re dans ce




1− P(Y = 1|x) = β0 + x
′β.




P(Yi = 1|x)Yi(1− P(Yi = 1|x))1−Yi .




((1− Yi)(β0 + x′β)− log(1 + eβ0+x′β)
Dans le cas de la re´gression logistique multinomiale, on obtient K − 1 e´quations
de de´viance a` minimiser. L’estimation des parame`tres de re´gression se fait soit par
maximum de vraisemblance via l’algorithme de Newton-Raphson, car il n’existe pas
de solution analytique pour ces estimateurs, soit par moindres carre´s ponde´re´s si l’on
suppose que la vraisemblance appartient a` la famille exponentielle (Hilbe (2009)).
Dans les deux cas, ce proble`me d’optimisation ne´cessite le calcul de l’inverse de la
matrice de covariance empirique.
En the´orie, sous l’hypothe`se de normalite´ des covariables, lorsque le nombre
d’observations tend vers l’infini et K = 2, la LDA et la re´gression logistique tendent
vers le meˆme estimateur, qui est l’estimateur du maximum de vraisemblance des co-
efficients β et β0. En pratique, la LDA donne de bons re´sultats en terme d’erreur de
classement et est recommande´e pour sa simplicite´ d’imple´mentation. La re´gression
logistique est connue pour eˆtre plus robuste a` un e´cart a` la loi normale.
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2.4 Re´gression logistique pe´nalise´e
La re´gression logistique he´rite des me´thodes de se´lection de variables de la
re´gression line´aire. Les re´gressions Ridge (Hoerl and Kennard (1970)), Lasso (Tib-
shirani (1996)) (aussi connu sous le nom de basis pursuit en traitement du signal)
et Elastic-net (Zou and Hastie (2005)), fonde´es sur des pe´nalisations du crite`re des
moindres carre´s ou de la vraisemblance du mode`le, sont des me´thodes de re´fe´rence
dans ce domaine.
La re´gression Ridge propose une modification des moindres carre´s de fac¸on a` ce
que la matrice de covariance soit inversible en remplac¸ant la matrice de covariance
empirique X ′X par (X ′X+λI). Cette formulation est e´quivalente a` une pe´nalisation
`2 de la de´viance du mode`le :
(βˆ0, βˆ) = argmin
β0,β
(D(β0, β) + λ‖β‖22) .
Cette me´thode est formule´e pour parer au proble`me des covariables corre´le´es. En
pratique, cette me´thode dite de shrinkage des coefficients aboutit a` des mode`les peu
parcimonieux.
La me´thode Lasso a e´te´ introduite pour proposer des solutions parcimo-
nieuses aux proble`mes de re´gression en grande dimension. Cette me´thode est une
pe´nalisation par la norme `1 de la de´viance :
(βˆ0, βˆ) = argmin
β0,β
(D(β0, β) + λ‖β‖1) .
L’inconve´nient du Lasso est qu’il peut se´lectionner au maximum min(n,m) va-
riables. En effet, Efron et al. (2004) montre que si #SˆλCV de´signe le cardinal de
l’ensemble des variables se´lectionne´es par le Lasso lorsque le parame`tre λ est choisi
par validation croise´e, alors #SˆλCV ≤ min(n,m). Ceci est une contrainte forte en
grande dimension ou` le nombre d’individus peut-eˆtre tre`s faible (quelques dizaines)
au regard du nombre de variables (quelques milliers) : on risque alors d’obtenir un
mode`le tre`s parcimonieux et de manquer des variables pre´dictives.
La me´thode Elastic-net (Zou and Hastie (2005)) est un compromis entre les
deux me´thodes ci-dessus en introduisant les deux pe´nalite´s de la de´viance :
(βˆ0, βˆ) = argmin
β0,β
(D(β0, β) + λ‖β‖1 + γ‖β‖22) .
La re´gression Elastic-net est pre´sente´e comme plus robuste a` la de´pendance. Elle
posse`de aussi l’avantage de pouvoir se´lectionner plus que min(n,m) variables
contrairement au Lasso.
L’ide´e principale de ces me´thodes de re´gularisation est de jouer sur le compromis
biais-variance afin de re´duire l’erreur quadratique moyenne (EQM) du mode`le. Ces
re´gressions sont dites biaise´es mais la variance des estimateurs est plus faible que
celle de l’estimateur des moindres carre´s. Le parame`tre de re´gularisation controˆle
la complexite´ du mode`le : quand le parame`tre de re´gularisation λ→∞ (et γ →∞
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pour Elastic-net) l’estimation de β est de plus en plus parcimonieuse et tend vers
le vecteur nul. Inversement, si λ → 0 (et γ → 0 pour Elastic-net) alors la solution
tend vers l’estimateur des moindres carre´s. En pratique, les hyper-parame`tres λ et
α sont estime´s par validation croise´e de fac¸on a` minimiser la de´viance du mode`le
ou l’erreur de mauvais classement. Dans le cadre du mode`le line´aire ge´ne´ralise´, les
parame`tres de re´gression sont estime´s par un algorithme de type cyclic coordinate
descent. Ces me´thodes sont entre autres imple´mente´es dans le package R glmnet
(Friedman et al. (2010)).
Le Lasso est connu dans la litte´rature pour eˆtre instable en cas de de´pendance.
Dans la suite de ce chapitre, on illustre que le Lasso est tre`s instable en cas
de de´pendance : cela se traduit par une faible reproductibilite´ des re´sultats. Les
me´thodes Bolasso (Bach (2008)) et stability selection (Meinshausen and Bu¨hlmann
(2010)) ont donc e´te´ propose´es pour ame´liorer la stabilite´ du Lasso. Elles sont
toutes les deux fonde´es sur du re´-e´chantillonnage des individus. L’ensemble des va-
riables se´lectionne´es est celui des variables ayant e´te´ se´lectionne´es un grand nombre
de fois dans la proce´dure. Ces me´thodes sont accompagne´es de bonnes proprie´te´s
the´oriques. Par exemple, Bach (2008) montre que, sous certaines hypothe`ses sur la
fonction ge´ne´ratrice des cumulants, sous l’hypothe`se de parcimonie du mode`le et
sous re´serve d’invisibilite´ de la matrice de covariance des covariables, la probabilite´
que la me´thode Bolasso se´lectionne les variables pre´dictives tend vers 1. Ce re´sultat
peut expliquer qu’en pratique, ces me´thodes sont tre`s conservatives et aboutissent
a` des mode`les extreˆmement parcimonieux.
2.5 Autres approches
Bien d’autres me´thodes ont e´te´ propose´es pour prendre en compte la de´pendance
dans les proble`mes de re´gression. La re´gression sur composantes principales et la
re´gression PLS (Partial Least Squares) par exemple cherchent des variables in-
terme´diaires, combinaisons line´aires des variables initiales et orthogonales les unes
aux autres sur lesquelles effectuer la re´gression.
Enfin, d’autres me´thodes issues du domaine du machine learning telles que
le boosting (Freund and Schapire (1996),Freund and Schapire (1997)), ou` l’on
ge´ne`re et agre`ge un grand nombre de mode`les selon des ponde´rations diffe´rentes
des donne´es ou les foreˆts ale´atoires (Breiman (2001)) sont connues pour leur effica-
cite´. Le fonctionnement de ces me´thodes n’est pas de´taille´ ici car elles ne font pas
partie des comparaisons re´alise´es dans ce chapitre.
2.6 Cadre the´orique
Dans ce chapitre, on choisit de se placer dans un contexte d’analyse line´aire
discriminante selon l’approche de la re`gle de Bayes. On suppose donc que les co-
variables suivent une loi normale conditionnellement au groupe des individus. On
reprend donc les hypothe`ses du mode`le (3.1) introduit en Section 2.1 :
X|Y = y ∼ Nm(µy,Σ),
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ou` Σ 6= Im repre´sente une situation de forte de´pendance. Le reste de ce chapitre est
consacre´ a` l’illustration de l’impact de la de´pendance sur le lasso puis la me´thode
propose´e pour prendre en compte la de´pendance dans ce contexte d’analyse line´aire
discriminante est de´taille´e. Enfin, les proprie´te´s de cette me´thode sont illustre´es sur
des donne´es de me´thylation de l’ADN et sur une e´tude par simulations.
3 Impact de la de´pendance
On propose dans cette section d’e´tudier sur des simulations la stabilite´ d’une
proce´dure standard de se´lection de variables : la proce´dure lasso (Tibshirani (1996)),
en comparant le cas d’inde´pendance a` un cas de de´pendance. On conside`re deux
classes, de n0 = n1 = 30 observations chacune. Les profils individuels sont de di-
mension 500. La moyenne µ0 du groupe 0 est nulle. Toutes les composantes de µ1,
la moyenne du groupe 1, sont nulles, excepte´es les 100 dernie`res valant δ = 0.74.
Cette valeur δ est la plus petite diffe´rence de´tectable par un test de Student compa-
rant 2 groupes de 30 observations, de niveau 5%, de puissance 80% et d’e´cart-type
1. La matrice de corre´lations Σ est ge´ne´re´e selon un mode`le a` 5 facteurs afin de
repre´senter un niveau de de´pendance e´leve´ (trace(BB′)/trace(Σ) = 0.75). L’histo-
gramme pre´sente´ en Figure 3.2(a) montre en effet de fortes corre´lations entre les
covariables. A partir de ces parame`tres, on peut calculer les coefficients de re´gression
β = Σ−1(µ1 − µ0), pre´sente´s en Figure 3.2(b). On peut de´finir un ordre entre les
covariables a` partir de |β| : la variable ayant le plus grand coefficient en valeur
absolue aura le rang 1 etc. En effet, on peut s’attendre a` ce que les variables ayant
un coefficient e´leve´ en valeur absolue soit plus souvent se´lectionne´e qu’une variable
avec un faible signal.
Pour le cas d’inde´pendance, la matrice de corre´lation Σ est l’identite´. Afin de
conserver des situations comparables, les coefficients β sont les meˆmes que dans le
cas de de´pendance. Ainsi, µ0 est toujours le vecteur nul et µ1 = β.
La me´thode Lasso est applique´e aux 1000 jeux de donne´es simule´s selon
chaque scenario. La Figure 3.3 pre´sente les histogrammes du nombre de variables
se´lectionne´es. De plus, on calcule, a` partir de |β|, la pre´cision moyenne d’un sous-
ensemble se´lectionne´ en calculant le rang moyen des variables de ce sous-ensemble.
Les histogrammes de la Figure 3.4 pre´sentent la distribution de cette pre´cision
moyenne.
Le premier impact remarquable de la de´pendance est sur le nombre de variables
se´lectionne´es : celui-ci est plus grand lorsque les variables sont corre´le´es. De plus,
le signal e´tant assez e´leve´ dans ces simulations, on remarque qu’aucune variable
non pre´dictive n’a e´te´ se´lectionne´e a` tort lorsque les variables sont inde´pendantes
(le taux de fausses de´couvertes est nul dans 100% des simulations). En revanche,
lorsque les variables sont corre´le´es, le taux de fausses de´couvertes est non nul dans
12.1% des simulations. La de´pendance alte`re aussi la pre´cision de la se´lection :
lorsque les variables sont inde´pendantes, le Lasso se´lectionne les variables les plus
pre´dictives, parmi les 20 plus pre´dictives. En situation de de´pendance, le Lasso a
tendance a` se´lectionner des variables de rang 40 a` 80, c’est-a`-dire des variables ayant
un coefficient plus faible. Ceci est cohe´rent avec le nombre de variables se´lectionne´es :




















































































































(b) Coefficients du mode`le
Figure 3.2 – Plan de simulation. La figure du haut montre une distribution des
corre´lations caracte´ristique d’une situation de de´pendance : la distribution est tre`s
e´tale´e et pre´sente une importante proportion de corre´lations e´leve´es, positives ou
ne´gatives. La figure du bas montre que les 400 premie`res variables ont un pou-
voir discriminant nul. Pour les 100 dernie`res variables, la structure de de´pendance
entraˆıne un pouvoir discriminant diffe´rent d’une variable a` l’autre, meˆme si les
diffe´rences de moyennes entre les deux groupes sont e´gales.
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le Lasso rattrape en quelques sortes le manque de pouvoir pre´dictif des variables
se´lectionne´es par des sous-ensembles se´lectionne´s plus grands.
4 Mode`le a` facteurs pour la se´lection de
variables
La strate´gie propose´e dans la suite de ce chapitre consiste a` appliquer les
me´thodes classiques de se´lection de variables aux donne´es ajuste´es sur l’effet des
facteurs latents. On suppose donc un mode`le a` facteurs pour la matrice de cova-
riance Σ. De´ja` de´taille´ dans l’introduction de ce manuscrit, on rappelle que sous
l’hypothe`se d’un mode`le a` facteurs pour les covariables, le mode`le (3.1) devient :
X = µy +BZ + ε; avec y = 1 si Y = 1 et y = 0 sinon (3.5)
et que ce mode`le est e´quivalent a` la de´composition suivante pour la matrice de
covariance Σ :
Σ = Ψ +BB′.
4.1 De´finition et inte´reˆt du classifieur de Bayes
conditionnel
Sous ce mode`le, on remarque que la distribution jointe des covariables et des















On de´finit alors le classifieur de Bayes conditionnel, optimal sachant les covariables
et les facteurs, a` partir de l’inverse par bloc de la matrice de covariance de l’Equation
(3.6) :









+ (x−Bz)′Ψ−1(µ1 − µ0).(3.6)
On remarque que la de´pendance en x et z dans l’Equation (3.6) se fait par les
variables ajuste´es sur l’effet des facteurs x−Bz. Ceci confirme que, si la structure
en facteurs est connue, le meilleur classifieur line´aire est la re`gle de Bayes usuelle
applique´e aux profils facteurs-ajuste´s.
La probabilite´ de mauvais classement pour cette re`gle de classification est mi-
nimale et est note´e pi∗z = pi(µ0, µ1,Ψ) ou` la fonction pi est de´finie en (3.5). Si on






ou` ∆2Ψ = (µ1−µ0)′Ψ−1(µ1−µ0) de´signe la distance de Mahalanobis entre les deux
groupes pour la matrice de covariance Ψ et ρmax est la plus grande valeur singulie`re
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Figure 3.3 – Distribution du nombre de variables se´lectionne´es par le lasso dans le
cas de´pendant et inde´pendant. On remarque que le lasso a tendance a` se´lectionner
plus de variables dans le cas de´pendant et que le nombre de variables se´lectionne´es
est plus variable.
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Figure 3.4 – Rang moyen des sous-ensembles se´lectionne´s par le lasso dans le
cas de´pendant et inde´pendant. On remarque que le lasso se´lectionne des variables
dont le pouvoir discriminant est faible, avec un rang compris entre 40 et 80 et
ne se´lectionne jamais les variables les plus pre´dictives en situation de de´pendance.
Lorsque les variables sont inde´pendantes, le lasso se´lectionne bien les variables les
plus pre´dictives, dont le rang est infe´rieur a` 20.
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de B∗. Comme la fonction pi de´croit lorsque la distance entre les groupes augmente,
on peut de´duire que pi∗z ≤ pi∗. De plus, le terme de gauche dans cette ine´galite´
montre que le gain attendu par l’approche conditionnelle augmente avec ρ2max, qui
est aussi la plus grande valeur propre de la matrice B′Ψ−1B. Ainsi, le gain attendu
est plus important en situation de forte de´pendance, c’est-a`-dire lorsque les loadings
prennent les valeurs e´leve´es par rapport a` la variance spe´cifique.
L’optimalite´ de la re`gle de classification de Bayes standard, e´tablie sans hy-
pothe`se sur la matrice de covariance Σ, n’est pas remise en cause. Cependant,
sous l’hypothe`se d’une structure en facteurs pour Σ, le re´sultat ci-dessus e´tablit
la supe´riorite´ the´orique d’une approche fonde´e sur des covariables ajuste´es sur les
facteurs x − Bz. La section suivante pre´sente un algorithme d’estimation des pa-
rame`tres du mode`le (3.5).
4.2 Algorithme d’estimation du mode`le a` facteurs
L’algorithme propose´ alterne l’estimation de µ0, µ1, B et Ψ et le calcul des
facteurs latents Z.
Initialisation L’algorithme est initialise´ par les moyennes empiriques par groupe
µˆ0 = x¯0 et µˆ1 = x¯1. A partir de ces estimations, les donne´es sont centre´es par groupe.
Ces profils centre´s x − µˆy sont utilise´s pour estimer B et Ψ avec l’algorithme EM
de´taille´ dans Friguet et al. (2009). Les estimateurs associe´s sont note´s Bˆ et Ψˆ.
Etape 1 : extraction des facteurs Sous le mode`le a` facteurs, la me´thode de
Thompson permet de calculer les facteurs latents. On propose de l’adapter au cas
de la classification supervise´e. En effet, on de´duit de la loi jointe multivarie´e des
covariables et des facteurs latents que l’espe´rance conditionnelle des facteurs sachant
le profil x s’e´crit :
Ex(Z) = (Iq +B′Ψ−1B)−1B′Ψ−1 (x− [µ0Px(Y = 0) + µ1Px(Y = 1)]) (3.7)
ou`
Px(Y = 1) = 1− Px(Y = 0) = 1
1 + exp(−β0 + β∗′x) .
Remarques
1. Les estimateurs des coefficients de re´gression (βˆ0, βˆ) peuvent eˆtre calcule´s
explicitement en estimant les parame`tres des l’Expressions (3.3) et (3.4). En
effet, d’apre`s la formule de Woodbury, l’inverse de Σ fait appel a` l’inversion
d’une matrice de petite dimension (q × q) :
Σ−1 = Ψ−1 −Ψ−1B(Iq +B′Ψ−1B)−1B′Ψ−1
2. A partir des estimations (βˆ0, βˆ), on peut de´duire les probabilite´s individuelles
Px(Y = 1). Cependant, ces valeurs sont affecte´es en pratiques par le sur-
ajustement ce qui pe´nalise les performances de classification de la me´thode.
5. ILLUSTRATION SUR DES DONNE´ES RE´ELLES 81
Afin de re´duire l’impact du sur-ajustement, on propose donc d’estimer ces
probabilite´s par des me´thodes parcimonieuses telle que la re´gression logis-
tique re´gularise´e par une pe´nalisation `1.
On peut ensuite calculer des facteurs latents par un estimateur plug-in de l’Expres-
sion (3.7) en remplac¸ant les parame`tres par leurs estimations µˆ0, µˆ1, Bˆ et Ψˆ :
Zˆ = (Iq + Bˆ′Ψˆ−1Bˆ)−1Bˆ′Ψˆ−1
(
x− [µˆ0Pˆx(Y = 0) + µˆ1Pˆx(Y = 1)]
)
Etape 2 : estimation des parame`tres L’actualisation des estimations des
moyennes par groupe se fait par ajustement du mode`le (3.5) et estimation par
la me´thode des moindres carre´s, ou` les facteurs Z sont remplace´s par leur estima-
tion Zˆ. On peut ainsi actualiser les profils centre´s (x − µˆy) pour mettre a` jour les
estimateurs des parame`tres de covariance Bˆ et Ψˆ.
Ite´ration et crite`re d’arreˆt Les e´tapes 1 et sont 2 sont re´ite´re´es, alternant
mise a` jour des facteurs latents et actualisation du mode`le a` facteurs. L’algo-
rithme s’arreˆte lorsque deux estimations successives des moyennes sont suffisam-
ment proches.
Les donne´es ajuste´es sur les facteurs (ou de´corre´le´es) sont de´finies par x− BˆZˆ.
La strate´gie propose´e consiste a` de´finir la “version facteur-ajuste´e” d’une me´thode
de classification par le fait d’appliquer cette me´thode sur les donne´es de´corre´le´es.
Dans la suite, on illustre sur des donne´es re´elles et sur des simulations que cette
nouvelle me´thode de de´corre´lation des donne´es ame´liore la se´lection de variables
en terme d’erreur de classification et de reproductibilite´ de l’ensemble des variables
se´lectionne´es.
5 Illustration sur des donne´es re´elles
Lorsque l’on analyse des donne´es re´elles, il est impossible de savoir quelles va-
riables ont e´te´ se´lectionne´es a` tort ou non. Ne´anmoins, on tente dans cette section
d’illustrer l’instabilite´ du Lasso sur des donne´es re´elles en e´tudiant la re´pe´tabilite´
des variables se´lectionne´es et l’erreur de classification calcule´e par validation croise´e.
Ensuite, l’apport de la me´thode propose´e sera e´tudie´ sur des donne´es de me´thylation
de l’ADN.
5.1 Stabilite´ de la se´lection de variables
5.1.1 Donne´es
Les donne´es de´taille´es par Hedenfalk et al. (2001), issues de puces a` ADN
sont souvent utilise´es dans la litte´rature pour e´tudier des proce´dures statistiques
en grande dimension. Il s’agit de donne´es de cancer du sein te´le´chargeables a`
l’adresse http://research.nhgri.nih.gov/microarray/NEJM_Supplement/. Les
individus ont e´te´ initialement re´partis en trois groupes : BRCA1(7 observations),
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Table 3.1 – Se´lection sur les donne´es comple`tes
Donne´es Variables Erreur de pre´diction
Brutes 11 0.400
De´corre´le´es 8 0.267
BRCA2 (8 observations) et Sporadic (6 observations) et les expressions de 3226
ge`nes sont mesure´es. Un individu e´tant classe´ dans 2 groupes a` la fois, celui-ci a e´te´
supprime´. 196 ge`nes pre´sentant des valeurs extreˆmes (au dessus de 10 ou infe´rieur a`
0.1) ont e´te´ supprime´s et les donne´es sont passe´es au log2. Finalement, le proble`me
revient a` se´lectionner parmi 3030 ge`nes les variables discriminant au mieux les
groupes BRCA1 et BRCA2 a` partir de 15 observations.
5.1.2 Me´thodes
Le but de cette e´tude est de comparer les re´sultats obtenus par le Lasso sur les
donne´es brutes a` ceux obtenus par le Lasso applique´ aux donne´es ajuste´es sur l’effet
des facteurs. Bien que le Lasso soit connu pour eˆtre peu robuste a` la corre´lation
(Bach (2008)), cet exemple permet d’illustrer l’apport de la de´corre´lation en terme
de stabilite´ des re´sultats. D’abord, le Lasso est applique´ sur le jeu de donne´es com-
plet et l’erreur de classification est estime´e par validation croise´e. Afin d’e´tudier
la reproductibilite´ des re´sultats, la meˆme proce´dure est applique´e sur 15 jeux de
donne´es incomplets (14 observations), ou` une observation a e´te´ successivement sup-
prime´e. Ceci permet d’e´tudier la stabilite´ des re´sultats a` la suppression d’une obser-
vation. On compare ainsi l’ensemble des variables se´lectionne´es sur le jeu de donne´es
complet a` chaque ensemble se´lectionne´ sur les donne´es incomple`tes.
Ensuite, la meˆme proce´dure est applique´e sur les donne´es ajuste´es sur l’effet des
facteurs selon la me´thode pre´sente´e en Section 4. Le nombre de facteurs est estime´
a` 1 sur les donne´es comple`tes et incomple`tes. Sur chaque jeu de donne´es incomplet,
un nouveau mode`le a` facteurs est estime´. Enfin, la taille de l’e´chantillon e´tant tre`s
faible, le parame`tre de re´gularisation est estime´ par Leave-One-Out.
5.1.3 Re´sultats sur donne´es comple`tes
Les re´sultats de la proce´dure de se´lection applique´e aux donne´es comple`tes
(brutes et ajuste´es sur les facteurs) sont reporte´s Table 3.1. En appliquant le
Lasso aux donne´es de´corre´le´es, on observe un plus petit sous-ensemble de variables
se´lectionne´es et une erreur de classification plus faible. Dans la suite, on notera
Iraw (respectivement IFA) ce sous-ensemble de variables se´lectionne´es par le Lasso
applique´ aux donne´es brutes (resp. ajuste´es sur l’effet des facteurs).
5.1.4 Re´sultats sur donne´es incomple`tes
La proce´dure Lasso est donc applique´e sur 15 jeux de donne´es incomplets, en
supprimant un a` un chaque observation des donne´es initiales. La Table 3.2(a) (resp.
3.2(b)) pre´sente le nombre de variables se´lectionne´es, le nombre et la proportion de
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Table 3.2 – Se´lection sur les donne´es incomple`tes
(a) Donne´es brutes
Obs. supprime´e 1 2 3 4 . . . 12 13 14 15 Moy. Ec.type
Variables 1 10 7 8 . . . 6 12 6 6 6.4 (3.6)
Inclus (N) 1 9 3 6 . . . 6 6 3 5 4.2 (2.5)
Inclus (%) 9.1 81.8 27.3 54.5 . . . 54.5 54.5 27.3 45.5 38.2 (22.3)
Erreur 0.571 0.214 0.286 0.214 . . . 0.214 0.357 0.214 0.357 0.300 (0.138)
(b) Donne´es de´corre´le´es
Obs. supprime´e 1 2 3 4 . . . 12 13 14 15 Moy. Ec.type
Variables 9 7 9 10 . . . 9 7 12 8 7.9 (2.5)
Inclus (N) 5 7 6 8 . . . 7 6 8 7 5.7 (2)
Inclus (%) 62.5 87.5 75.0 100.0 . . . 87.5 75.0 100.0 87.5 70.8 (24.9)
Erreur 0.357 0.214 0.286 0.071 . . . 0.357 0.357 0.214 0.214 0.229 (0.115)
Note : “Variables” repre´sente le nombre de variables se´lectionne´es / “Inclus (N)” repre´sente le nombre
de variables se´lectionne´es appartiennant a` Iraw ou IFA, c’est le nombre de variables dites “stables” /
“Inclus (%)” est la proportion de variables stables / “Erreur” repre´sente l’erreur de pre´diction calcule´e
par validation croise´e
variables appartenant a` Iraw (resp. IFA) et l’erreur de pre´diction pour chaque sous-
jeu de donne´es. La table pre´sente les re´sultats apre`s suppression des 4 premie`res et
4 dernie`res observations ainsi que les moyenne (Moy.) et e´cart-type (Ec.type). Pour
e´viter de charger le tableau, les re´sultats pour toutes les observations ne sont pas
pre´sente´s.
La Table 3.2(a) pre´sente des situations tre`s varie´es, en fonction de l’observation
qui est supprime´e. Certaines observations ont une influence forte sur la stabilite´ des
re´sultats. Par exemple, le Lasso semble tre`s sensible au retrait de l’observation 1,
car une seule variable est se´lectionne´e au lieu de 11 sur le jeu de donne´es complet.
Parmi les 6 variables se´lectionne´es apre`s le retrait de l’observation 14, seulement
3 appartiennent a` Iraw. Ce phe´nome`ne est moins marque´ lorsque le Lasso est ap-
plique´ aux donne´es facteurs-ajuste´es (Table 3.2(b)). On remarque qu’en moyenne,
la proportion de variables appartenant a` IFA est plus e´leve´e (38.2% contre 70.8%)
et l’erreur de pre´diction moyenne est plus faible (0.300 contre 0.229).
5.1.5 Conclusion
Cet exemple permet d’illustrer que la stabilite´ des re´sultats d’une proce´dure clas-
sique de se´lection de variables est vraisemblablement affecte´e par la de´pendance.
Un faible changement dans les donne´es, comme la suppression d’un individu, in-
troduit une grande variabilite´ dans les performances de classification et me`ne a` des
ensembles de variables se´lectionne´es tre`s diffe´rents. L’ajustement sur des facteurs
latents aide a` atte´nuer les effets duˆ a` l’he´te´roge´ne´ite´ des donne´es et ame´liore la
stabilite´ de la se´lection mais aussi l’erreur de pre´diction.
5.2 Etude de donne´es de me´thylation de l’ADN
Les donne´es sur la me´thylation de l’ADN inte´ressent les biologistes car elles
permettent de mettre en e´vidence de nouveaux processus biologiques. Ces donne´es
sont caracte´rise´es par une tre`s forte he´te´roge´ne´ite´ et il est inte´ressant d’e´tudier
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l’apport de l’ajustement sur les facteurs sur ce type de donne´es (Houseman et al.
(2015)).
5.2.1 Donne´es
Cancer de l’estomac Les donne´es sont issues d’une e´tude sur le cancer de l’es-
tomac. Les donne´es ont e´te´ initialement publie´es par Zouridis et al. (2012) et
contiennent 27 578 mesures de me´thylation de l’ADN et 297 observations. 2 573
variables sont supprime´es pour cause de donne´es manquantes ce qui laisse 25 005
variables. La variable re´ponse est binaire et on compte 203 cas (cancer gastrique)
et 94 e´chantillons de tissus de l’estomac non malades.
Carcinome Les donne´es sont issues d’une e´tude sur le carcinome cellulaire squa-
meux de la teˆte et du cou (Langevin et al. (2012) et Houseman et al. (2015)) et
contiennent initialement 27 578 mesures de me´thylation de l’ADN dans le sang de
92 individus atteints de carcinome et 92 te´moins. La variable re´ponse est binaire :
cas/controˆle. Apre`s suppression des donne´es manquantes, le jeu de donne´es contient
26 482 colonnes.
5.2.2 Me´thodes
D’apre`s l’e´tude par simulations de la section suivante, SDA semble eˆtre la
me´thode issue de la litte´rature la plus performante en terme d’erreur de pre´diction
et de pre´cision de se´lection. Dans un premier temps, la me´thode SDA est applique´e
au jeu de donne´es complet. Les re´sultats sont compare´s a` ceux obtenus par SDA
apre`s de´corre´lation par l’algorithme propose´. L’erreur de pre´diction est estime´e par
validation croise´e avec 10 folds et 20 re´pe´titions. Ainsi, le mode`le est estime´ sur 200
sous-e´chantillons.
5.2.3 Re´sultats
Cancer de l’estomac Le crite`re d’inflation de la variance (Friguet et al. (2009))
sugge`re d’extraire 10 facteurs. La Table 3.3(a) contient l’erreur de pre´diction et le
nombre de variables se´lectionne´es par les deux proce´dures compare´es.
Carcinome Le crite`re d’inflation de la variance (Friguet et al. (2009)) sugge`re
d’extraire 8 facteurs. La Table 3.3(b) pre´sente les re´sultats obtenus par les deux
me´thodes. On remarque que l’ajustement sur les facteurs latents me`ne a` une erreur
de classification e´quivalente a` celle atteinte par SDA mais pour un plus petit nombre
de variables se´lectionne´es.
6 Simulations
Afin d’e´tudier l’apport de l’ajustement sur les facteurs en se´lection de variables
et en classification, on re´alise une e´tude par simulations. Plusieurs me´thodes de
classification tire´es de la litte´rature sont applique´es sur des donne´es simule´es selon
plusieurs scenario de de´pendance sont conside´re´s : inde´pendance, de´pendance en
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Table 3.3 – Nombre de variables se´lectionne´es et taux d’erreurs pour le jeu de
donne´es sur le cancer de l’estomac et le carcinome.
(a) Cancer de l’estomac
Me´thode Nombre de Erreur de
variables pre´diction
SDA 2638 0.0301
Factor-adjusted SDA 305 0.0217
(b) Carcinome
Me´thode Nombre de Erreur de
variables pre´diction
SDA 2915 0.2719
Factor-adjusted SDA 619 0.2626
blocs, structure en facteurs et matrice de Toeplitz, a` la manie`re de Meinshausen
and Bu¨hlmann (2006)). Les performances des me´thodes originales sont compare´es
a` celles des me´thodes applique´es sur les donne´es de´corre´le´es.
6.1 Plan de simulations
Les jeux de donne´es sont simule´s selon une loi normale multivarie´e. Chaque jeu
de donne´es contient m = 1 000 variables et n = 30 observations. On conside`re
une variable re´ponse binaire Y telle que les jeux de donne´es soient se´pare´s en deux
groupes de taille n0 = n1 = n/2. Les m-profils individuels X sont distribue´s selon
une loi normale de moyenne µ0 = 0m dans le premier groupe (Y = 0), ou` 0m ∈ Rm
est le vecteur nul. La moyenne dans le second groupe (Y = 1) est µ1. Un sous-
ensemble I de 50 variables pre´dictives est tire´ au hasard. Concernant ces variables,
le vecteur µ1 posse`de des composantes non nulles : µ1j = δ si j ∈ I et µ1j = 0
sinon. La valeur de δ est 0.55 ou 0.47, ce qui correspond a` un signal fort ou mode´re´
(d’apre`s la de´finition de la force d’un signal introduite par Donoho and Jin (2008)).
1 000 jeux de donne´es sont simule´s selon chaque structure de covariance Σ de´crit
ci-dessous :
(A) Les m variables sont inde´pendantes et distribue´es selon une loi normale de
variance 1. La matrice de covariance est alors la matrice identite´ Im. Cette
structure de de´pendance est utilise´e comme un cas “controˆle” et permet de
ve´rifier que la me´thode propose´e ne de´tecte pas a` tort de la corre´lation ;
(B) Σ est une matrice compose´e de deux blocs. La corre´lation entre les 100
premie`res variables est e´gale a` 0.7 et la corre´lation entre les 900 dernie`res
est 0.3. Cette matrice de covariance est utilise´e pour e´tudier l’impact de la
de´pendance sur les proce´dures de tests multiples dans le contexte de l’analyse
d’expression de ge`nes par Zuber and Strimmer (2009).
(C) Σ se de´compose en une partie de variance spe´cifique et de variance commune,
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comme dans le mode`le a` facteurs : Σ = Ψ+BB′. Ψ est une matrice diagonale
de variance spe´cifique et B est une matrice m×q ge´ne´re´e de fac¸on a` ce que la
proportion de de´pendance partage´e par les covariables trace(BB′)/trace(Σ)
soit e´leve´e (78%). Dans ces simulations, le nombre de facteurs est q = 5. Ce
cas est favorable car la matrice de covariance est ge´ne´re´e selon un mode`le a`
facteurs. On impose donc un signal plus faible δ = 0.47.
(D) Σ est une matrice de Toeplitz. Cette structure de de´pendance temporelle
correspond a` la matrice de covariance d’un processus auto-re´gressif tel que
la covariance entre une variable i et une variable j soit σρ|i−j|. Dans ces
simulations, σ = 1 et ρ = 0.99.
6.2 Me´thodes
4 proce´dures de classification sont applique´es a` chaque jeu de donne´es simule´.
Ces me´thodes sont pre´sente´es plus en de´tails dans l’introduction de ce manuscrit
Chapitre 1.
(LASSO) re´gression logistique re´gularise´e par une pe´nalisation `1 imple´mente´e
dans le package R glmnet (Friedman et al. (2010))
(SLDA) Sparse Linear Discriminant Analysis, qui est une LDA re´gularise´e par
une pe´nalisation `1 (Clemmensen et al. (2011)) imple´mente´e dans le package
R sparseLDA. Le nombre de variables a` inclure dans le mode`le est arbitrai-
rement fixe´ a` 10 dans ces simulations.
(SDA) Shrinkage Discriminant Analysis, qui est une LDA shrinke´e par des esti-
mations de type James-Stein des parame`tres, imple´mente´e dans le package
R sda (Ahdesma¨ki and Strimmer (2010)). On peut toutefois noter que SDA
consiste finalement en un ajustement sur la corre´lation des scores utilise´s
pour la se´lection de variables dans la DDA.
(DDA) Shrinkage Diagonal Discriminant Analysis, qui suppose l’inde´pendance
entre les donne´es, imple´mente´e dans le package R sda. L’estimation du
mode`le de DDA se fait par une pe´nalisation de type ridge.
Plusieurs seuils sont imple´mente´s dans le package R sda pour re´aliser la DDA
et SDA tels que le controˆle du FNDR (False Non Discovery Rate) ou le Higher
Criticism (Donoho and Jin (2008)). Ces deux me´thodes donnent des re´sultats com-
parables et les re´sultats pre´sente´s ici ne concernent que la se´lection par controˆle du
FNDR.
Chaque proce´dure est applique´e sur les donne´es brutes et sur les donne´es ajuste´es
sur les facteurs, en utilisant la me´thode pre´sente´e Section 4.2 : pour chaque jeu de
donne´es, les parame`tres de covariance Ψ et B et les facteurs latents Z sont estime´s
sur les jeux de donne´es d’apprentissage. Les donne´es facteurs-ajuste´es (e´tape de
de´corre´lation) sont calcule´es suivant la formule x − Bz. Les estimations Ψˆ et Bˆ
sont utilise´es pour estimer les facteurs latents des donne´es test, de´corre´le´es ensuite
de la meˆme manie`re. Les me´thodes de classification sont ensuite applique´es sur les
donne´es d’apprentissage de´corre´le´es et teste´es sur les jeux de donne´es test de´corre´le´s.
Les erreurs de pre´diction sont calcule´es sur un jeu de donne´es inde´pendant
compose´ de 10 000 observations e´quilibre´es dans chaque groupe et ge´ne´re´ selon
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chaque scenario de de´pendance. Les performances des me´thodes sont mesure´es par
l’erreur de pre´diction sur les donne´es test, le nombre de variables se´lectionne´es et
la proportion de variables pre´dictives se´lectionne´es (et note´ ensuite “pre´cision”) .
6.3 Re´sultats
Validation croise´e La Table 3.4 reporte les erreurs de pre´diction dans une situa-
tion sans signal (µ0 = µ1 = 0m, structure de covariance en 2 blocs). Les re´sultats
ne sont pas “trop” optimistes dans le sens ou` les erreurs de pre´diction sont tre`s
proches de 0. Ceci assure que tous les parame`tres sont bien e´tudie´s inde´pendamment
des donne´es tests et que les e´tapes de se´lection de variables et de classification
sont renouvele´es pour chaque jeu de donne´es. Comme le mentionne Hornung et al.
(2014), cette ve´rification n’est pas triviale et peut affecter la mesure de l’erreur de
pre´diction.
Table 3.4 – Ve´rification des taux d’erreur par validation croise´e (erreurs de
pre´diction) dans une situation sans signal. On constate que l’erreur de classement
est proche de 50%, qui est la valeur attendue lorsqu’aucune diffe´rence n’est intro-
duite entre les groupes.





Cas de l’inde´pendance Le scenario (A) permet de confirmer que la me´thode
propose´e ne de´tecte pas de la de´pendance a` tort. En effet, aucun facteur n’a e´te´
extrait sur les 1000 jeux de donne´es simule´s selon une structure d’inde´pendance :
les me´thodes facteurs-ajuste´es donnent donc exactement les meˆmes re´sultats que
leur version originale (voir Table 3.5).
Table 3.5 – Aucun facteur n’est extrait pour les jeux de donne´es ge´ne´re´s sous
l’inde´pendance (A). La version facteurs-ajuste´e des me´thodes est e´quivalente a` la
version brute.
Erreur de pre´diction Variables Pre´cision (%) mean (sd)
LASSO 0.3858 12.82 40.32 (20.96)
SLDA 0.3873 10.00 39.50 (15.33)
SDA 0.3868 35.09 35.52 (21.77)
DDA 0.3489 32.90 38.44 (23.68)
Structures avec de´pendance On s’inte´resse maintenant aux re´sultats obtenus
sur les structures (B), (C) et (D). D’apre`s la Table 3.6 et la Figure 6.3, on remarque
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que les quatre me´thodes de se´lection compare´es (LASSO, SparseLDA, DDA et SDA)
sont ame´liore´es par l’ajustement sur les facteurs. En effet, les erreurs de classement
sont plus faibles et les pre´cisions de se´lection sont globalement meilleures.
Plus pre´cise´ment, concernant la structure en blocs (B), les taux d’erreur sont
plus faibles pour toutes les me´thodes et les variables pre´dictives sont plus souvent
se´lectionne´es, excepte´ pour la me´thode SDA ou` les pre´cisions sont similaires.
Le scenario (C) me`ne sans surprise aux re´sultats les plus marque´s car les donne´es
sont simule´es d’apre`s un mode`le a` facteurs.
La me´thode DDA est celle qui donne les taux d’erreur les plus e´leve´s, lorsqu’elle
est applique´e aux donne´es brutes. L’e´tape de se´lection est tre`s instable pour la
structure (C). En effet, aucune variable n’est se´lectionne´e dans 15% des cas ce
qui explique la moyenne de 4.18 dans la Table 3.6. Concernant les deux autres
scenario, le nombre de variables se´lectionne´es est e´leve´ sans pour autant que les
variables pre´dictives le soient. Enfin, la DDA, qui suppose l’inde´pendance entre les
covariables, est plus adapte´e aux donne´es de´corre´le´es et donne ainsi de meilleurs
re´sultats en terme de se´lection et de classification.
L’ajustement sur les facteurs be´ne´ficie le plus aux me´thodes LASSO et Sparse
LDA. On peut remarquer que ces deux me´thodes donnent des re´sultats similaires,
ce qu’on peut attribuer au fait qu’elles sont toutes fonde´es sur une pe´nalisation `1
et que Clemmensen et al. (2011) utilise une approche par re´gression sur variables
indicatrices de la LDA pour estimer les parame`tres de re´gression. Par ailleurs, la
me´thode SDA est celle qui est le moins ame´liore´e par la de´corre´lation. En effet,
SDA est une me´thode comparable a` FADA car elle est aussi fonde´e sur une e´tape
de de´corre´lation. Ne´anmoins, les performances de SDA sont le´ge`rement ame´liore´es
par FADA. On peut l’expliquer par la flexibilite´ du mode`le a` facteurs pour capter
les structures complexes de covariance (notamment la de´pendance temporelle, voir
Sheu et al. (2015)), peut-eˆtre plus performante que l’approche par shrinkage par un
estimateur de type James-Stein.
7 Package FADA
Cette me´thode est imple´mente´e dans un package R disponible sur le CRAN, in-
titule´ FADA (Factor Adjusted Discriminant Analysis, voir Perthame et al. (2014)).
Ce package est compose´ de trois fonctions principales et fonctionne en deux e´tapes.
La premie`re e´tape est la de´corre´lation d’un jeu de donne´es d’apprentissage via
la fonction decorrelate.train selon l’algorithme de´crit ci-dessus. La fonction
decorrelate.test permet de de´corre´ler un jeu de donne´es test a` partir des estima-
tions obtenues lors de l’appel de la fonction decorrelate.train sur des donne´es
d’apprentissage. Ensuite, la seconde e´tape est une e´tape de classification via la fonc-
tion FADA. Cette fonction propose plusieurs me´thodes de classification supervise´e :
SDA, SparseLDA et Lasso. La fonction he´rite de toutes les options disponibles
dans les packages imple´mentant ces me´thodes. Le calcul de l’erreur de classification
peut se faire sur des donne´es test ou par validation-croise´e si aucun jeu de donne´es
test n’est fourni. L’ensemble des variables se´lectionne´es ainsi que les coefficients de
re´gression sont renvoye´s.






























































(c) Temporal dependence (D)
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Table 3.6 – Simulation results for several designs of dependence
Method Prediction error Features Precision (%) mean (sd)
Block structure (B)
LASSO 0.3780 12.64 40.05 (23.85)
Factor-adjusted LASSO 0.3118 15.44 49.16 (21.30)
SLDA 0.3872 10.00 39.80 (15.50)
Factor-adjusted SLDA 0.3426 10.00 50.80 (16.00)
SDA 0.3244 41.63 42.12 (17.77)
Factor-adjusted SDA 0.2863 44.19 42.46 (18.08)
DDA 0.4393 165.10 28.31 (24.46)
Factor-adjusted DDA 0.2820 48.44 42.13 (19.14)
Factor structure (C)
LASSO 0.2660 14.025 62.67 (14.94)
Factor-adjusted LASSO 0.1038 8.477 90.43 (12.35)
SLDA 0.3000 10.00 68.80 (17.25)
Factor-adjusted SLDA 0.0926 10.00 87.50 (11.67)
SDA 0.1258 70.00 50.29 (14.84)
Factor-adjusted SDA 0.0452 53.17 65.17 (19.00)
DDA 0.4772 4.18 69.75 (18.30)
Factor-adjusted DDA 0.0474 55.26 65.04 (20.61)
Temporal dependence (D)
LASSO 0.3020 13.10 62.36 (20.63)
Factor-adjusted LASSO 0.1510 8.03 93.02 (9.69)
SLDA 0.3314 10.00 62.50 (17.08)
Facto-adjusted SLDA 0.1222 10.00 90.90 (10.83)
SDA 0.2695 57.20 75.07 (23.94)
Factor-adjusted SDA 0.0893 68.22 67.93 (25.66)
DDA 0.4813 149.42 15.58 (15.27)
Factor-adjusted DDA 0.3146 97.65 48.76 (29.91)
Table 3.7 – Violin plots of error rates
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8 Conclusion
Dans ce chapitre, l’impact de l’he´te´roge´ne´ite´ des donne´es sur le rang et la sta-
bilite´ des variables se´lectionne´es est illustre´ sur un exemple de mode`le de classifi-
cation supervise´e. La plupart des me´thodes classiques en classification supervise´e
supposent l’inde´pendance ou des corre´lations faibles entre les variables. Cependant,
l’he´te´roge´ne´ite´ des donne´es remet en cause cette hypothe`se. La me´thode de´crite
dans ce chapitre propose un cadre ge´ne´rale de mode´lisation de la de´pendance. Un
mode`le a` facteurs est utilise´ pour capter la de´pendance sur un petit nombre de
variables latentes et la re`gle de Bayes conditionnelle a` la structure de de´pendance
est de´finie. Ensuite, un algorithme prenant en compte la structure de covariance
pour estimer simultane´ment la matrice de covariance, le signal et les probabilite´s
individuelles est propose´ afin de de´corre´ler les donne´es. Enfin, on montre que l’op-
timalite´ de la re`gle de classification de Bayes conditionnelle revient a` appliquer la
re`gle de Bayes usuelle aux donne´es ajuste´es sur l’effet des facteurs latents.
On remarque que l’ajustement sur les facteurs ame´liore la stabilite´ de certaines
proce´dures usuelles de classification. Un apport de cette e´tape de de´corre´lation est
que les performances de classification sont nettement ame´liore´es dans les situations
ou` la structure de de´pendance est e´leve´e et peut eˆtre mode´lise´e par un mode`le a`
facteurs.
L’e´tude par simulations donne de bons re´sultats sur des structures associe´es a` des
donne´es ge´nomiques, selon plusieurs auteurs, ce qui est un des domaines d’inte´reˆt
de ce manuscrit. Ne´anmoins, cette approche convient aussi a` d’autres domaines
scientifiques. En effet, l’illustration sur la matrice de Toeplitz laisse penser que
cette me´thode est inte´ressante aussi dans ces cas de de´pendance temporelle.
Enfin, dans ce manuscrit, on se place dans un contexte de LDA. On conside`re
donc que la structure de covariance est la meˆme pour tous les groupes. On peut
cependant extraire des facteurs latents lie´s a` la variable de groupe en conside´rant
un mode`le a` facteurs par groupe. Cependant, dans un contexte de grande dimen-
sion, le nombre d’observations est faible au regard du nombre de variables. Estimer
plusieurs mode`les inde´pendamment pour chaque sous-e´chantillon risque de re´duire




IDENTIFICATION D’UN SIGNAL PAR HIGHER
CRITICISM THRESHOLDING DE´CORRE´LE´ POUR DES
DONNE´ES ERP
Re´sume´ : les potentiels e´voque´s (ERP) sont des mesures permettant
de relier l’activite´ e´lectrique ce´re´brale a` des e´ve´nements moteurs,
sensoriels ou cognitifs au cours du temps. Un des principaux objec-
tifs des e´tudes ERP est de se´lectionner des instants (souvent rares)
durant lesquels des variations (faibles) d’ERP sont significative-
ment associe´es a` une condition expe´rimentale d’inte´reˆt. Le Higher
Criticism Thresholding (HCT) est une proce´dure de se´lection per-
formante sous les conditions du mode`le Rare-and-Weak qui parait
donc adapte´e a` l’analyse de donne´es ERP. Cependant, les ERPs
pre´sentent une forme de de´pendance temporelle complexe qui en-
freint les hypothe`ses sous lesquelles le signal peut eˆtre identifie´
efficacement par la proce´dure HCT. Ce chapitre illustre d’abord
l’impact de la de´pendance sur l’identification d’un signal par la
me´thode HCT. Un mode`le a` facteurs pour la structure de cova-
riance est introduit dans la proce´dure HCT afin de de´corre´ler
les statistiques de test et de restaurer sa stabilite´. Les limites
de de´tectabilite´ du signal pour une structure de de´pendance ad-
mettant une de´composition en facteurs sont de´duites, permettant
d’e´tendre le diagramme de phase souvent associe´ a` la me´thode
HCT. A partir de simulations et d’une e´tude de donne´es re´elles,
la me´thode propose´e semble estimer de manie`re plus pre´cise le
support du signal lorsqu’elle est compare´e au HCT standard et a`
d’autres approches fonde´es sur une estimation par shrinkage de la
matrice de covariance.
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A la diffe´rence du Chapitre 2, le Chapitre 4 aborde une proce´dure de tests
multiples dont le but initial n’est pas de controˆler le taux de faux positifs mais
de de´tecter un signal de fac¸on optimale. En effet, dans le cadre de la de´tection
d’un signal, c’est-a`-dire le test global de sa nullite´, le Higher Criticism est construit
pour atteindre les limites d’optimalite´ de de´tection, pour certaines conditions sur
la parcimonie et l’amplitude du signal. Cette me´thode est aussi connue pour eˆtre
efficace en terme d’estimation du support du signal. Ce chapitre e´tudie donc l’apport
de la de´corre´lation des statistiques de test sur les proprie´te´s du Higher Criticism en
situation de de´pendance pour la de´tection et pour l’identification d’un signal.
1 Introduction
Les potentiels e´voque´s (ERP) sont des diffe´rences de potentiels mesure´es a`
diffe´rents emplacements du craˆne d’un sujet. Les ERP permettent de relier l’activite´
e´lectrique ce´re´brale, mesure´e par e´lectroence´phalographie (EEG), a` une condition
expe´rimentale physique ou mentale. Comme l’imagerie par re´sonance magne´tique
fonctionnelle (fMRI), les ERPs sont des outils de mesures non invasifs enregistrant
directement l’activite´ neurologique corticale. En revanche, contrairement a` la fMRI,
les ERPs posse`dent une meilleure re´solution temporelle pour e´tudier l’e´volution
temporelle des processus mentaux et sont moins couteux. En recherche fondamen-
tale, les ERPs offrent une me´thode psychophysiologique pour e´tudier les processus
attentionnels, le langage et les fonctions de la me´moire, ce qui permet d’obtenir
des informations non disponibles a` partir d’e´tudes comportementales seules. En
recherche clinique, les ERPs font partie des nombreux biomarqueurs non invasifs
propose´s pour e´valuer des de´sordres neurologiques ou psychiatriques tels que la
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maladie d’Alzheimer, la de´ficience cognitive le´ge`re amne´sique, les troubles de l’at-
tention ou encore l’hyperactivite´.
Durant d’une expe´rience, les ERPs sont habituellement mesure´s en millisecondes
(ms) durant une a` quelques secondes, a` partir du de´but d’un e´ve´nement exte´rieur
(stimulus). Les courbes d’ERP sont connues pour eˆtre bruite´es et tre`s variables, a`
la fois au sein d’un sujet et entre les sujets, ce qui explique que les courbes sont
habituellement moyenne´es pour une meˆme condition expe´rimentale et pour le meˆme
sujet. Afin d’identifier des intervalles de temps durant lesquels les ERPs sont relie´s a`
un stimulus (re´ponse), les chercheurs doivent e´tudier simultane´ment la significativite´
de milliers de tests d’hypothe`se. Un e´quilibre doit alors eˆtre e´tabli entre le maintien
d’un taux de faux positifs suffisamment faible et l’assurance d’une puissance de
de´tection du signal correcte. Le but de ce chapitre est donc d’atteindre cet objectif
pour des donne´es ERP pre´sentant une structure de de´pendance temporelle forte.
La recherche d’instants durant lesquels les ERP sont significativement associe´s a`
une variable re´ponse peut eˆtre vue comme un proble`me d’identification d’un signal
sous le mode`le Rare and Weak introduit par Donoho and Jin (2004). L’analyse a`
grande e´chelle de courbes ERP est en effet fonde´e sur une collection de statistiques
de test T = (T1, . . . , TT ) associe´es aux tests de non association de la mesure a` l’ins-
tant t et de la variable cible, d’hypothe`se nulle H0,t. Le mode`le Rare and Weak est
certes simple mais il fournit un cadre the´orique utile pour e´tudier les proprie´te´s des
proce´dures de de´tection d’un signal. Dans le contexte des tests multiples, Donoho
and Jin (2004) proposent la proce´dure Higher Criticism Thresholding (HCT) en
s’inspirant de l’ide´e de Tukey (1976) d’un crite`re de significativite´ globale d’un en-
semble de tests. La proce´dure HCT est connue pour eˆtre optimale pour de´tecter un
signal sous l’inde´pendance. En effet, les limites de de´tection peuvent eˆtre exprime´es
et Donoho and Jin (2004) montrent que la proce´dure HCT atteint les limites op-
timales the´oriques de de´cision. Pour le proble`me plus difficile d’identification de
variables sous l’alternative dans une optique de classification ou de pre´diction, Do-
noho and Jin (2008) montrent la supe´riorite´ de la proce´dure HCT par rapport aux
proce´dures de tests multiples visant a` controˆler le taux de faux positifs (FDR).
Comme mentionne´ dans le Chapitre 2 et dans Causeur et al. (2012), la structure
de de´pendance forte observe´e entre les courbes ERP induit une re´gularite´ temporelle
des statistiques de test : des p-valeurs faibles sont observe´es en dehors du support
du signal ce qui peut mener a` des de´cisions errone´es. Cette instabilite´ du rang des
probabilite´s critiques due a` la de´pendance est aussi rapporte´e dans le contexte de
l’analyse de donne´es ge´nomique (voir par exemple Ahdesma¨ki and Strimmer (2010),
Friguet et al. (2009) et dans le Chapitre 3). La proce´dure HCT est connue pour eˆtre
performante lorsque les tests sont faiblement corre´le´s (voir Hall and Jin (2008)) mais
ses performances peuvent eˆtre ame´liore´es en prenant en compte la de´pendance (voir
Ahdesma¨ki and Strimmer (2010) et Hall and Jin (2010)). Par exemple, Hall and
Jin (2010) montrent que les limites the´oriques de de´tection du signal e´tablies sous
le mode`le Rare and Weak sont affecte´es par une forte de´pendance entre les tests et
les auteurs introduisent en conse´quence la proce´dure innovated HCT (iHCT). Hall
and Jin (2010) de´montrent alors qu’en situation de de´pendance, les proprie´te´s de
de´tection de la proce´dure HCT sont re´tablies graˆce a` la proce´dure iHCT.
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Par ailleurs, dans un contexte de se´lection de variables en analyse line´aire dis-
criminante, Ahdesma¨ki and Strimmer (2010) appliquent la proce´dure HCT aux
CAT-scores, des statistiques de tests ajuste´es sur la corre´lation par une estimation
shrinke´e de la matrice de covariance (voir Zuber and Strimmer (2009)). Les auteurs
montrent que les performances de la proce´dure HCT sont ame´liore´es par cette
de´corre´lation par une racine de l’inverse de la matrice de covariance obtenue par
une estimation de type James-Stein de la matrice de covariance. Dans ce contexte de
classification, dans le Chapitre 3, la notion de de´corre´lation a` la manie`re de Friguet
et al. (2009) est adapte´e au proble`me de la se´lection de variables pour la classi-
fication supervise´e. L’approche propose´e repose sur une hypothe`se assez ge´ne´rale
de structure en facteurs de la matrice de covariance et un algorithme d’estimation
simultane´e du signal et de la matrice de covariance est de´duit, afin de de´corre´ler
efficacement les donne´es avant l’e´tape de classification.
Comme illustre´ dans le Chapitre 2 et dans Causeur et al. (2012), la structure
de de´pendance observe´e sur les statistiques de tests calcule´es sur les donne´es ERP
peut eˆtre approche´e par une de´composition de la matrice de covariance par un
petit nombre de facteurs. La proce´dure propose´e dans ce chapitre a pour but de
se´lectionner efficacement les instants pour lesquels l’activite´ ce´re´brale est associe´e
a` la variable de traitement. Cette approche posse`de aussi de bonnes proprie´te´s
alge´briques permettant l’expression explicite d’une racine de la matrice de cova-
riance inverse. Ce chapitre est motive´ par l’analyse de donne´es ERP collecte´es du-
rant une taˆche dite de oddball dont le de´roulement de l’expe´rience est de´crit dans
la Section 2. Cette section introduit aussi quelques me´thodes de de´tection d’un si-
gnal dans le cadre du mode`le line´aire multivarie´. Une rapide revue de la proce´dure
HCT en situation d’inde´pendance et de de´pendance est pre´sente´e dans la Section 3.
Le mode`le a` facteurs est rappele´ en Section 4 puis une extension des limites de
de´tection sous de´pendance et la me´thode Factor-innovated HCT (F-iHCT) sont
propose´es. Les proprie´te´s de cette proce´dure sont e´tudie´es sur des simulations et
sur les donne´es re´colte´es lors de l’expe´rience de oddball dans la Section 5. Enfin, la
Section 6 conclut ce chapitre par une discussion.
2 De´tection d’un signal lors d’expe´riences
ERP
On conside`re dans ce chapitre le proble`me statistique d’un test de comparaison
des moyennes de I groupes de courbes ERP ou` le nombre de courbes dans le groupe
i est note´ ni. Les n = n1 + . . . + nI courbes ERP sont observe´es aux instants
{t1, . . . , tT } pour J sujets. Ce proble`me de de´tection d’un signal est motive´ par une
expe´rience auditive de oddball.
2.1 Expe´rience auditive de oddball
La taˆche dite de oddball est une des taˆches expe´rimentales les plus couramment
utilise´es dans les e´tudes ERPs (voir Picton (1992)). Le principe de cette expe´rience
est de pre´senter deux classes de stimuli, l’un se produisant fre´quemment (standard),
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l’autre plus rarement (cible). Il est demande´ au sujet de faire la distinction entre
les deux stimuli et de re´pondre en fonction du stimulus de´signe´ comme cible.
L’exemple traite´ dans ce chapitre concerne des donne´es re´colte´es lors d’une
expe´rience d’ERP auditive re´alise´e a` Kaohshung Medical University a` Taiwan. Les
taˆches consistent en deux tonalite´s pures de 500 Hz et 1000 Hz. La premie`re tona-
lite´ est pre´sente´e 120 fois parmi les 150 re´pe´titions alors que la seconde (la cible)
n’est pre´sente´e que 30 fois. L’ordre de pre´sentation des tonalite´s est ale´atoire et on
demande au sujet de compter silencieusement le nombre de cibles. Pour chacune
des 4 e´lectrodes (FZ, C3, C4 et O1) et pour chacun des J = 15 sujets, une courbe
ERP est obtenue pour les deux conditions de tonalite´. Chaque courbe commence a`
-100 millisecondes (ms) et se termine a` 399.5 ms, avec une mesure toutes les demi-
millisecondes. Le stimulus commence a` 0 ms. Dans la suite de ce chapitre, seuls les
re´sultats sur l’e´lectrode FZ sont pre´sente´s.
Parmi une litte´rature vaste sur le sujet, Williams et al. (2005) observent un signal
au niveau de la zone parieto-centrale du craˆne autour de 300 ms (appele´ composante
P300), plus marque´ apre`s l’occurence de l’e´ve´nement cible. La proble´matique est de
se´lectionner des temps, possiblement autour de 300 ms, pour lesquels les mesures
ERP permettent de de´tecter quelle tonalite´ a e´te´ pre´sente´e au sujet. Le but final
est de ve´rifier si la composante P300 peut eˆtre conside´re´e comme un marqueur
e´lectrophysiologique pour e´tudier des troubles psychiatriques ou neurologiques.
On s’attend a` ce que l’activation ce´re´brale soit diffe´rente au cours du temps, en
fonction de la fre´quence de tonalite´ e´coute´e par les participants : 500 ou 1000 Hz.
Les donne´es sont constitue´es de T = 799 instants mesure´s pour J = 15 sujets et
pour I = 2 conditions. En guise d’exemple, la Figure 4.1 montre les courbes ERP
pour les sujets 1 (ligne bleue) et 2 (ligne orange) pour la condition 500 Hz (trait
plein) et 1000 Hz (trait pointille´). Cette figure illustre la grande variabilite´ observe´e
entre les sujets.
2.2 Mode`le line´aire multivarie´
Analyse de variance On de´signe par Yijt la mesure ERP au temps t, pour tout
t ∈ {t1, . . . , tT }, pour la condition i, i ∈ [1; I] et pour le sujet j, j ∈ [1;ni]. On
observe au total n = n1 + . . . + nI courbes d’ERP. On conside`re dans un premier
temps le mode`le d’analyse de variance suivant :
Yijt = x
′
0ijµt + ait + εijt, (4.1)
ou` x0ij est un r-vecteur de covariables d’ajustement pour le sujet j ne de´pendant
pas de la condition i, ait est l’effet de la condition i au temps t sur la mesure Yijt.
Pour l’expe´rience auditive de oddball, x0ij = (1, δj) ou` δj est une variable binaire
prenant la valeur 1 pour le sujet j. Le vecteur εij = (εijt1 , . . . , εijtT ) est un terme
d’erreur distribue´ selon une loi normale centre´e, d’e´cart-type σ = (σt1 , . . . , σtT )
′
et de matrice de corre´lation R. La Figure 4.2 indique que les e´cart-types intra-
condition s = (st1 , . . . , stT )
′ varient fortement au cours de l’expe´rience, ou` s2t est
l’erreur quadratique moyenne corrige´e des degre´s de liberte´ au temps t. De plus, la
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Subjects 1 and 2
Subject 1 − 500Hz
Subject 1 − 1000Hz
Subject 2 − 500Hz
Subject 2 − 1000Hz
Figure 4.1 – Repre´sentation des courbes ERP pour les sujets 1 (bleu) et 2 (orange)
observe´es lors de l’expe´rience auditive pour la condition Hz500 (trait plein) et
Hz1000 (trait pointille´)
Figure 4.3 pre´sente une image des corre´lations intra-condition entre mesures ERP
et montre que la structure de de´pendance est caracte´rise´e par des auto-corre´lations
e´leve´es et une structure en blocs.
Le mode`le (4.1) peut s’exprimer de manie`re e´quivalente sous forme matricielle :
Yt = X0µt +Xat + εt, (4.2)
ou` Yt = (Y11t, . . . , Y1,n1,t, Y21t, . . . , Y2,n2,t, . . . , YI1t, . . . , YI,nI ,t)
′, X0 est une matrice
n×r dont les lignes sont les vecteurs x′0ij , at = (a2t, . . . , aIt)′ est le (I−1)-vecteur des
effets associe´s a` la condition expe´rimentale, X est une matrice de design n× (I−1)
dont la i-e`me colonne Xi est nulle excepte´ pour les composantes comprises entre
n1 + . . .+ ni + 1 et n1 + . . .+ ni+1 prenant la valeur 1. Enfin, le terme d’erreur εt
est tel que εt = (ε11t, . . . , ε1,n1,t, ε21t, . . . , ε2,n2,t, . . . , εI1t, . . . , εI,nI ,t)
′.
Sous les hypothe`ses e´nonce´es ci-dessus, notamment celle de normalite´, et pour
une structure de variance et de corre´lation (σ,R), l’estimateur des moindres carre´s




xx Sxyt , (4.3)
ou` Sxx est la matrice (I − 1)× (I − 1) de variance empirique de´duite de la matrice
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Figure 4.2 – Ecart-types intra-condition estime´s sur les donne´es d’ERP auditives
Figure 4.3 – Image de la matrice des corre´lations intra-condition des donne´es
d’ERP auditives
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ou` P0 = In −X0(X ′0X0)−1X ′0. De la meˆme manie`re, Sxyt est le (I − 1)-vecteur de





De plus, la variance re´siduelle σ2t est estime´e par la moyenne quadratique des erreurs
re´siduelles corrige´e des degre´s de liberte´ des re´sidus :
s2t =
Y ′t (P0 − P )Yt
n− (r + I − 1) , (4.4)







De´tection d’un signal La de´tection statistique d’un signal revient a` tester l’hy-
pothe`se nulle suivante :
H0 : pout tout t, at = 0.
L’erreur de type I de ce test peut s’e´crire comme la probabilite´ de de´clarer a` tort
qu’il existe au moins un instant t pour lequel at 6= 0. Le controˆle de l’erreur de type I
du test global sur toute la dure´e de l’expe´rience revient de manie`re e´quivalente a`
controˆler le Family-Wise Error Rate (FWER), c’est-a`-dire la probabilite´ de rejet a`
tort de l’hypothe`se nulle au moins une fois lors du test simultane´ de la collection
d’hypothe`ses suivante :
H0t : at = 0.
Pour tester chacune de ces hypothe`ses, il est classique de construire la statistique







Les probabilite´s critiques associe´es a` ces statistiques de test sont note´es :
pt = 1−GI−1,n−(r+I−1)(Ft),
ou` GI−1,n−(r+I−1)(.) est la fonction de re´partition d’une loi de Fisher a` (I − 1) et
(n−(r+I−1)) degre´s de liberte´. Plusieurs proce´dures de tests multiples permettent
de de´terminer un seuil de rejet p∗ sur la collection des p-valeurs associe´es aux tests
de l’hypothe`se H0t, t = {t1, . . . , tT }. Lorsque les tests sont inde´pendants, une des
me´thodes les plus re´pandues est la correction de Bonferroni, ou` le choix du seuil








≥ f∗]) ≤ α,
ou` f∗ = G−1I−1,n−(r+I−1)(1− p∗). Cependant, les proce´dures de tests multiples assu-
rant un controˆle du FWER sont connues pour eˆtre conservatives et la correction de
Bonferroni n’est pas adapte´e aux tests corre´le´s.
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Analyse de variance multivarie´e Une approche alternative est de construire
une statistique de test unique pour le test de l’hypothe`se H0 en concate´nant les
courbes observe´es en un vecteur Y = (Y ′t1 , Y
′
t2 , . . . , YtT )
′. Le mode`le (4.1) peut alors
s’e´crire sous la forme d’un mode`le d’analyse de variance multivarie´e :
Y = [IT ⊗X0]µ+ [IT ⊗X]a+ ε,
= X˜0µ+ X˜a+ ε, (4.5)
ou` ⊗ est le produit de Kronecker et les parame`tres du mode`le sont tels que µ =
(µ′t1 , . . . , µ
′
tT
)′ et a = (a′t1 , . . . , a
′
tT
)′. Les re´sidus de ce mode`le line´aire ne sont pas
homosce´dastiques. En effet,
Var(ε) = [DσRDσ]⊗ In = Vε,
ou` Dσ est une matrice diagonale T ×T dont les termes diagonaux sont σt1 , . . . , σtT .
Ainsi la variance de l’estimateur des moindres carre´s ge´ne´ralise´s aˆgls = (aˆt1 , . . . , aˆtT )




[DσRDσ]⊗ S−1xx . (4.6)
Dans le contexte des ERP, de re´cents articles (voir Bugli and Lambert (2006);
Smith and Kutas (2015a,b)) proposent des tests de Fisher en analyse de variance
fonde´s sur cette pre´sentation des donne´es. De plus, Bugli and Lambert (2006);
Smith and Kutas (2015a,b) expliquent que ce contexte permet aussi d’introduire un
mode`le non-parame´trique de lissage pour µ et a a` partir de B-splines ou d’ondelettes.
Cette approche modifie la matrice de design du mode`le et re´duit ainsi le nombre
de coefficients de re´gression. En effet, si ϕ de´signe la matrice T × S associe´e a` une
base de fonctions, par exemple des B-splines (tels que ϕis = φs(ti), s = 1, . . . , S ;
i = 1, . . . , T ), alors X˜0 = ϕ ⊗ X0 et X˜ = ϕ ⊗ X dans l’Expression (4.5) et les
parame`tres µ et a sont des vecteurs de coefficients de re´gression sur la base de
fonctions de dimension Sr et S(I − 1) respectivement.
Dans ce contexte, a` (σ,R) connus, le meilleur estimateur line´aire sans biais des
coefficients de re´gression est donne´ par la me´thode des moindres carre´s ge´ne´ralise´s.






dont la distribution sous l’hypothe`se nulle est une loi du χ2 a` (I − 1)T degre´s de
liberte´. Cependant, la statistique de test Fgls n’est pas calculable en pratique car
elle de´pend des parame`tres inconnus de variance. Pour ge´rer ce proble`me, les tests
d’analyse de variance propose´s dans Bugli and Lambert (2006); Smith and Kutas
(2015a,b) sont fonde´s sur des hypothe`ses classiques d’homosce´dasticite´ Vε = σ
2InT
ou sur une structure auto-re´gressive d’ordre 1 pour la matrice de corre´lations R :
Rρ =

1 ρ ρ2 . . . ρT−1




ρT−1 ρT−2 ρT−3 . . . 1
 ,
ou` ρ est le parame`tre d’auto-corre´lation d’ordre 1.
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Hypothe`se d’homosce´dasticite´ On de´signe par Yˆ le vecteur des valeurs de Y
ajuste´es sur le mode`le (4.5) estime´ par la me´thode des moindres carre´s ge´ne´ralise´s.
La statistique associe´e au test de l’hypothe`se nulle H0 : a = 0 sous l’hypothe`se





ou` les variances re´siduelles sont estime´es par :
σˆ2 =
(Y − Yˆ )′(Y − Yˆ )
T (n− (r + I − 1)) . (4.9)
Hypothe`se d’he´te´rosce´dasticite´ On remarque que si l’hypothe`se d’ho-
mosce´dasticite´ est relaˆche´e, alors Vε = Dσ2 ⊗ In et la statistique de test s’e´crit :
Fs = naˆ
′
gls(D1/s2 ⊗ Sxx)aˆgls, (4.10)
ou` s2 = (s2t1 , . . . , s
2
tT
) est de´duit de l’expression (4.4). Finalement, on remarque que
Fs est proportionnel a` la somme des statistiques de test individuelles Ft :




Dans ce cas, l’he´te´rosce´dasticite´ peut eˆtre prise en compte simplement en
conside´rant que la distribution de Fs est la meˆme que celle d’une somme de
T variables de loi de Fisher FI−1,n−(r+I−1) inde´pendantes. Dans la suite, cette
distribution sous l’hypothe`se nulle est note´e F¯I−1,n−(r+I−1).
Hypothe`se de covariance auto-re´gressive Sous l’hypothe`se d’une structure
de covariance auto-re´gressive ou` la matrice de corre´lations R = Rρ, on introduit la


















Si ε∗ = (Lρ,σ⊗ In)ε de´signe le (n−1)T−vecteur des innovations, alors on en de´duit
que Var(ε∗) = (1− ρ2)I(n−1)T . Ainsi, a` partir d’une estimation initiale non nulle ρˆ0
de ρ permettant d’estimer la matrice Lρ,σ, une nouvelle estimation de ρ peut eˆtre








(n− (r + I − 1))(T − 1) .
A partir de cette estimation de ρ, on peut calculer un nouvel estimateur plug-in
de Lρ,σ et de´duire de nouveaux re´sidus de´corre´le´s ε
∗. Ceci de´finit un algorithme
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ite´ratif convergeant vers un estimateur ρˆ de ρ appele´ estimateur Feasible GLS. De
la meˆme manie`re, une version feasible Fs,ρˆ de la statistique de tests Fgls est obtenue





ρˆ D1/s ⊗ Sxx)aˆgls. (4.12)
La distribution exacte de Fs,ρˆ sous l’hypothe`se nulle ne s’e´crit pas de manie`re ana-
lytique. Les tests F d’analyse de variance sont ge´ne´ralement fonde´s sur une approxi-
mation asymptotique de la distribution sous l’hypothe`se nulle par une loi de Fisher
a` (I − 1)T et (n− (r + I − 1))T degre´s de liberte´.
On conside`re ici les statistiques test Fs (voir Expression (4.10)). On peut re-
marquer que :
Cor(Fti , Ftj ) ≈n→+∞ ρ2|i−j|.
La distribution sous l’hypothe`se nulle de Fs dans le cas d’une structure de covariance
auto-re´gressive peut eˆtre approche´e par la distribution d’une somme de variables
autocorre´le´es de loi marginale FI−1,n−(r+I−1) et de parame`tre d’auto-corre´lation ρ2.
Dans la suite, cette distribution sous l’hypothe`se nulle est note´e F¯I−1,n−(r+I−1)(ρ).
2.3 Impact d’une erreur de spe´cification du mode`le
sur la de´tection d’un signal
Afin de comparer les diffe´rentes strate´gies de de´tection d’un signal de´crites dans
la section pre´ce´dente, des jeux de donne´s sont simule´s, dont les dimensions et la
distribution tentent de reproduire celles des donne´es re´elles d’ERP auditives. Les
donne´es observe´es consistent en 30 courbes ERP observe´es dans deux conditions
(15 dans chacune) sur l’intervalle de temps [0 ;400ms], mesure´es toutes les demi-
millisecondes. On s’inte´resse ici au test de la significativite´ de la diffe´rence de courbes
entre les deux conditions. Dans ces simulations, la courbe ERP moyenne dans la
condition 1 est connue et constante, de valeur nulle. Le signal de´crit une onde dans
la condition 2, pre´sente´e Figure 4.4. Dans la suite, on constatera dans le cadre du
mode`le Rare and Weak de Donoho and Jin (2004), que cette situation tombe dans
la re´gion estimable du diagramme de phase d’un signal, en terme de parcimonie et
de force du signal, en situation d’inde´pendance.
1000 jeux de donne´es sont ge´ne´re´s sous H0 et sous H1, chacun constitue´s de
n = 30 lignes et T = 799 colonnes, d’e´cart-type s. La structure de corre´lation est
auto-re´gressive d’ordre 1 de parame`tre ρ = 0.99. On remarque que l’auto-corre´lation
estime´e sur les donne´es de oddball est 0.997. Sur chaque jeu de donne´es, les tests
suivants sont re´alise´s :
1. Calcul de la statistique de test Fols (voir Expression (4.8)) sous l’hypothe`se
d’homosce´dasticite´ et d’inde´pendance, dont la distribution sous l’hypothe`se
nulle est FT,(n−2)T ;
2. Calcul de la meˆme statistique de test qu’au point pre´ce´dent en incluant un
lissage par B-splines des coefficients de re´gression. Ce test est imple´mente´
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Figure 4.4 – Diffe´rence the´orique entre les deux conditions dans l’e´tude par simu-
lations
dans les fonctions bam et anova.gam du package R mgcv. Les parame`tres de
lissage sont fixe´s par de´faut (minimisation d’un crite`re par validation croise´e
ge´ne´ralise´e). On remarque que la distribution sous l’hypothe`se nulle de la
statistique de test est une loi de Fisher, dont les degre´s de liberte´s prennent
en compte le lissage en les ajustant sur la moyenne de la trace de la matrice
de lissage ;
3. Calcul de la statistique de test Fs,ρˆ (voir Expression (4.12)) dont la distri-
bution sous l’hypothe`se nulle est approche´e par FT,(n−2)T ;
4. Calcul de la meˆme statistique de test qu’au point pre´ce´dent en incluant un lis-
sage par B-splines des coefficients de re´gression. Ce test est aussi imple´mente´
dans la fonction bam en spe´cifiant des arguments permettant d’introduire de
l’auto-corre´lation d’ordre 1 ;
5. Calcul de la statistique de test Fs (voir Expression (4.10)) dont la distribu-
tion sous l’hypothe`se nulle est F¯I−1,n−(r+I−1)(ρˆ). Le calcul des probabilite´s
critiques est fonde´ sur une estimation par Monte-Carlo de la distribution
sous l’hypothe`se nulle.
La Figure 4.5 pre´sente la fonction de re´partition empirique sous l’hypothe`se
nulle des probabilite´s critiques pour les cinq tests re´alise´s. Ce graphique confirme
que l’impact principal d’une mauvaise spe´cification du mode`le est sur le controˆle de
l’erreur de type I, qui n’est pas controˆle´e par le test Fols. Ce phe´nome`ne est d’au-
tant plus visible lorsque les coefficients de re´gression sont lisse´s. Ceci est cohe´rent
avec les observations d’autres auteurs, comme Bugli and Lambert (2006), obser-
vant que les bandes de confiance calcule´es sous une hypothe`se d’inde´pendance et
d’homosce´dasticite´ sont trop e´troites. On remarque aussi que l’approximation de la
distribution sous l’hypothe`se nulle pour le test Fs,ρˆ est errone´e et me`ne a` un test tre`s
conservatif, avec et sans lissage des coefficients de re´gression. Le test global corres-
pondant a` une somme de statistiques de tests individuelles, couple´ a` une correction
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de la distribution sous l’hypothe`se nulle, controˆle l’erreur de type I au niveau choisi.
En revanche, cette statistique Fs e´choue a` de´tecter le signal, comme le montre la
Figure 4.6, pre´sentant la distribution empirique sous l’hypothe`se alternative des
cinq tests re´alise´s.
Enfin, cette e´tude par simulations montre que si la distribution sous l’hypothe`se
nulle des statistiques de test en cas de de´pendance est accessible, une strate´gie
de de´tection d’un signal fonde´e sur les statistiques individuelles Ft peut permettre
d’atteindre un controˆle correct de l’erreur de type I. La me´thode du Higher Cri-
ticism Thresholding pre´sente´e ci-apre`s utilise le vecteur de ces statistiques de test
individuelles. De plus, la structure de de´pendance des donne´es ERP est suppose´e
de´crite par un processus auto-re´gressif d’ordre 1. Cette hypothe`se est peu re´aliste
(voir la Figure 4.3 pre´sentant une image de la matrice de corre´lation calcule´e sur
les donne´es de oddball).
Dans la suite, par cohe´rence avec le contexte introduit par Donoho and Jin
(2004) pour introduire HCT, on s’inte´resse au cas I = 2. Ainsi, on conside`re plutoˆt
les statistique de test T, T = (Tt1 , . . . , TtT )′ de´duites en calculant la racine carre´e
signe´e des tests F = (Ft1 , . . . ,FtT )′.
3 Higher Criticism Thresholding pour la
de´tection d’un signal
3.1 Diffe´rentes versions de la me´thode Higher Cri-
ticism
Le Higher Criticism (HC) est une me´thode pour la de´tection de signaux. Cette
proce´dure fournit une unique probabilite´ critique associe´e au test de significativite´
d’un signal, calcule´e a` partir des tests individuels de chaque coordonne´e de ce signal.
Le Higher Criticism a e´te´ initialement propose´ par Tukey (1976) dans ses notes de
cours a` l’universite´ de Princeton et a e´te´ re´introduit par Donoho and Jin (2004).
Cette me´thode est connue pour eˆtre optimale sous les hypothe`ses du mode`le Rare
and Weak (RW), de´fini par Donoho and Jin (2004) comme un mode`le de me´lange
gaussien parcimonieux pour les statistiques de test. Dans ce chapitre, on pre´fe´rera
les notations du mode`le RW de Hall and Jin (2010), e´quivalentes a` celles de Donoho
and Jin (2004) :
T = µ+ ε, ε ∼ N (0, R) (4.13)
ou` R est la matrice identite´ et µ est un vecteur parcimonieux dont la proportion de
coordonne´es non nulles est εT tel que 0 ≤ εT ≤ 1. Ces coordonne´es sont d’amplitude
AT ≥ 0. On remarque que la normalite´ est suppose´e dans la plupart des e´tudes sur
les ERP, ou` les tests d’association entre les ERP et la variable re´ponse sont des tests
de Student (voir Causeur et al. (2012); Guthrie and Buchwald (1991)). Le mode`le
RW suppose une situation difficile dans laquelle le signal est rare :
εT = T
−β, avec β ∈ (1
2
, 1),
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Figure 4.5 – Fonction de re´partition empirique sous l’hypothe`se nulle des proba-
bilite´s critiques associe´es aux statistiques de test de Fisher sous l’hypothe`se d’une
structure de corre´lation auto-re´gressive
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Figure 4.6 – Fonction de re´partition empirique sous l’alternative des probabilite´s
critiques associe´es aux statistiques de test de Fisher sous l’hypothe`se d’une structure
de corre´lation auto-re´gressive




2r log(T ), 0 < r < 1.
En situation d’inde´pendance, si les parame`tres de parcimonie et de force du si-
gnal (β, r) sont connus, des limites explicites sur ces parame`tres se´parent l’espace
(β, r) en une re´gion inde´tectable, de´tectable (voir Ingster (1999)) et estimable (voir
Donoho and Jin (2004)). Ces limites sont re´sume´es dans un diagramme de phase
(voir Figure 4.7) : si r > ρ∗D(β) alors le signal est de´tectable, ce qui signifie que la
somme des erreurs de type I et type II pour le test du rapport de vraisemblance
de Neymann-Pearson tend vers 0 quand le nombre de tests tend vers l’infini. Si
r > ρ∗E(β) alors le signal n’est pas seulement de´tectable mais le support des co-
ordonne´es non nulles est identifiable. Si (β, r) sortent de ces limites, le signal est
inde´tectable et, pour tout test, la somme des erreurs de type I et type II tend vers
1 lorsque le nombre de tests tend vers l’infini. Les limites de de´tectabilite´ ρ∗D(β) et
d’estimabilite´ ρ∗E(β) ont la forme suivante :
ρ∗D(β) =
{
β − 12 si 12 < β ≤ 34
(1−√1− β)2 si 34 < β < 1
,
ρ∗E(β) = β.
Dans l’exemple introduit dans l’e´tude par simulations de la section pre´ce´dente,
la courbe de diffe´rence entre les deux conditions a la forme d’une onde. Ainsi,
comme le montre la Figure 4.8, la courbe des coefficients r correspondante n’est
pas constante sur l’intervalle ou` le signal est non nul, ce qui est suppose´ par le
mode`le RW. Cependant, on remarque que 3% (β = 0.52) du signal posse`de un coef-
ficient r supe´rieur a` 0.7. Le mode`le RW correspondant a` ces valeurs de parame`tres
(β = 0.52, r = 0.7) appartient a` la re´gion estimable du diagramme de phase de la
Figure 4.7.
La de´tection d’un signal par la me´thode HC repose sur le principe que la pre´sence
d’un signal ge´ne`re une diffe´rence entre la fonction de re´partition empirique des p-
valeurs et la fonction de re´partition the´orique uniforme U [0; 1] sous l’hypothe`se
nulle. En effet, pour les coordonne´es d’amplitude non nulle, on s’attend a` ce que
la statistique d’ordre des p-valeurs associe´e p(t) soit telle que p(t)  t/T . Cette
diffe´rence est mesure´e par une fonction Higher Criticism note´e HC(p(t), t). Les
variantes de cette me´thode sont fonde´es sur diffe´rentes de´finitions de la fonction
objectif HC : Donoho and Jin (2008) et Klaus and Strimmer (2013) standardisent
la diffe´rence t/T − p(t) par l’e´cart-type des p-valeurs ordonne´es sous l’hypothe`se
nulle, Var(p(t)) =
t





t/T (1− t/T ) .
D’autre part, Donoho and Jin (2004) et Hall and Jin (2010) sugge`rent de standar-
diser la diffe´rence t/T − p(t) par p(t)(1− p(t)) et de´finissent la fonction objectif HC
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Figure 4.7 – Diagramme de phase des re´gions d’inde´tectabilite´, de de´tectabilite´ et
d’estimabilite´ du signal sous inde´pendance
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Figure 4.8 – Courbe des coefficients r dans l’e´tude par simulations de la Section 2.3.








Par des arguments issus de la the´orie des processus empiriques, Donoho and Jin
(2004) montrent que :
HC∗√
2 log log T
→ 1, en probabilite´,
ou` HC∗ est le maximum de HC(p(t), t). On peut en de´duire que l’erreur de type I
d’une re`gle de de´tection d’un signal de la forme HC∗ ≥ (1 + a)√2 log log T , pour
a > 0, tend vers 0 quand T tend vers l’infini. De plus, Donoho and Jin (2004)
montrent que les tests de cette forme sont optimaux dans le sens ou`, pour toute
situation RW (β, r) dans la re´gion de´tectable, l’erreur de type II de ces tests base´s sur
HC∗ tend aussi vers 0 quand T tend vers l’infini. Cette proprie´te´ est connue comme
l’adaptativite´ optimale du Higher Criticism. Afin d’obtenir une strate´gie de test
controˆlant l’erreur de type I, Cai et al. (2011) sugge`rent d’estimer par Monte-Carlo
la valeur de a a` partir de la distribution sous l’hypothe`se nulle de HC∗. On applique
cette me´thode au dispositif de simulations pre´sente´ dans la section pre´ce´dente. Les
Figures 4.9 et 4.10 pre´sentent la fonction de re´partition empirique sous l’hypothe`se
nulle (resp. sous l’alternative) des p-valeurs associe´es aux statistiques HC et Fs, qui
prend en compte la de´pendance. Les graphiques montrent que les deux me´thodes
atteignent des performances similaires.
En pratique, la fonction HC est souvent maximise´e sur un sous-ensembles I de
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Figure 4.9 – Fonction de re´partition empirique sous l’hypothe`se nulle des proba-
bilite´s critiques associe´es aux statistiques HC et Fs sous l’hypothe`se d’une structure
de corre´lation auto-re´gressive
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Figure 4.10 – Fonction de re´partition empirique sous l’alternative des probabilite´s
critiques associe´es aux statistiques HC et Fs sous l’hypothe`se d’une structure de
corre´lation auto-re´gressive
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Ainsi, les variantes de la me´thode HC diffe`rent aussi sur la de´finition du sous-
ensemble I : pour Donoho and Jin (2004) et Donoho and Jin (2008), I = {t, 1/T ≤
t/T ≤ α0} ou` α0 ∈ [0, 1] est une proportion fixe´e des plus petites p-valeurs. En
revanche, Hall and Jin (2010) proposent de ne pas prendre en compte les p-valeurs
extreˆmement faibles en posant I = {t, 1/T ≤ p(t) ≤ α0}. Enfin, Klaus and Strimmer
(2013) proposent une maximization globale sur I = {1, . . . , T}. Dans les pre´sentes
simulations sur la statistique HC, on pose α0 = 0.1 comme recommande´ par Donoho
and Jin (2004).







t/T (1− t/T ) , (4.14)
qui semble eˆtre le plus utilise´ dans la litte´rature.
Dans un contexte de se´lection de variables pour la classification supervise´e, Do-
noho and Jin (2008) soulignent le lien entre la maximisation de la fonction HC et la
minimisation de l’erreur de classement d’une re`gle de classification construite a` par-
tir des variables se´lectionne´es de la fac¸on suivante : si le maximum HC∗ de la fonc-
tion HC est atteint a` l’indice t∗, alors le sous-ensemble des variables se´lectionne´es
est l’ensemble {t, pt ≤ p(t∗)}. Donoho and Jin (2008) illustrent que le Higher Cri-
ticism Thresholding (HCT) ainsi de´fini surpasse les me´thodes de seuillage fonde´es
sur le controˆle du taux de faux positifs (FDR). Cependant, Klaus and Strimmer
(2013) montrent l’e´quivalence entre la me´thode HCT et la de´finition d’un seuil sur
le FDR local associe´ a` chaque probabilite´ critique.
3.2 HCT en situation de de´pendance
La proprie´te´ d’optimalite´ du HCT est connue pour eˆtre robuste dans les cas
de faible de´pendance. Cependant, certains auteurs sugge`rent que cette proce´dure
peut eˆtre ame´liore´e en prenant en compte la de´pendance de manie`re explicite. Les
variantes de HCT prenant en compte la de´pendance sont principalement fonde´es
sur une e´tape de de´corre´lation des statistiques de test. Initialement propose´s par
Zuber and Strimmer (2009) dans un contexte de comparaisons multiples mais aussi
applique´s a` la se´lection de variables en classification supervise´e dans Ahdesma¨ki
and Strimmer (2010), les Correlation-Adjusted T-scores sont tels que :
τadj = R−1/2τ,
ou` τ est le vecteur des statistiques de test standard. La matrice de corre´lation R
est estime´e par un estimateur de type James-Stein Rγ = γIm + (1 − γ)R, propose´
par Scha¨fer and Strimmer (2005) dont le parame`tre γ est estime´ analytiquement.
La racine de l’inverse de la matrice Rγ est nume´riquement calculable en grande
dimension en observant que la matrice Z = 1γRγ se de´compose en Z = Im +UMU
′
ou` M est une matrice syme´trique de´finie positive et U est une base orthonormale.
Ainsi,
Zα = Im − U(Ir − (Ir +M)α)U ′ (4.15)
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ou` r est le rang de la matrice de corre´lation empirique. Cet estimateur est efficace en
pratique, en particulier pour des applications en ge´nomique, mais semble e´chouer a`
capter la structure de de´pendance de donne´es ERP. En effet, le graphique en bas de
la Figure 4.11 pre´sente une image de la matrice de corre´lation re´siduelle initialement
observe´e sur les donne´es ERP et pre´sente´e Figure 4.3 et estime´e par la me´thode
shrinkage. On remarque que les blocs de corre´lation sont sous-estime´s.
De meˆme, Hall and Jin (2010) proposent la me´thode innovated HCT (iHCT)
fonde´e sur la de´corre´lation des composantes du vecteur T . Pour cela, les auteurs
introduisent une matrice Um telle que UmRU
′
m = Im et appliquent la me´thode
HCT standard a` ces statistiques de test de´corre´le´es, a` la fac¸on de Zuber and Strim-
mer (2009). Hall and Jin (2010) recommandent l’usage de la factorization de Cho-
lesky inverse de la matrice R, instable en grande dimension. Dans un contexte de
de´pendance auto-re´gressive, le support du signal est le´ge`rement de´cale´ par cette
transformation line´aire et les auteurs proposent de re´tablir le support par lissage
de la matrice Um.
4 Factor innovated Higher Criticism Thre-
sholding
La me´thode propose´e est conceptuellement similaire aux me´thodes iHCT et
CAT-scores mais la prise en compte de la de´pendance est fonde´e sur une hypothe`se
de de´composition en facteurs de la structure de de´pendance.
4.1 De´corre´lation par des facteurs latents
Pre´sente´ en de´tails dans le Chapitre 1, on rappelle que le mode`le a` facteurs
suppose l’inde´pendance conditionnelle des variables sachant un vecteur de facteurs
latents. En effet, conditionnellement aux facteurs, l’Expression (4.1) s’e´crit :
Yijt = x
′
0ijµt + ait + b
′
tzij + eijt, (4.16)
ou` zij = (zij1, . . . , zijq) est un vecteur gaussien de moyenne 0q et de variance Iq et les
termes d’erreur eij = (eij,t1 , . . . , eij,tT )
′ sont inde´pendants tels que eij ∼ NT (0T ,ΨΣ)
avec ΨΣ une matrice diagonale de variances spe´cifiques. q est le nombre de facteurs,
q  T . Les algorithmes propose´s dans de nombreux articles (voir Friguet et al.
(2009); Causeur et al. (2012); Sun et al. (2012); Storey et al. (2007); Perthame
et al. (2015) et les Chapitres 2 et 3 de ce manuscrit) sont conc¸us pour l’estimation
des facteurs latents afin d’ajuster les donne´es sur leur effet. Dans ce chapitre, on
s’inte´resse plus particulie`rement a` une autre implication induite par une structure
en facteurs de faible rang pour la matrice de covariance Σ. En effet, le mode`le a`
facteurs suppose de manie`re e´quivalente que la matrice de covariance admet une
de´composition de la forme :
Σ = ΨΣ +BΣB
′
Σ,
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Figure 4.11 – Estimation de la matrice de corre´lation par l’algorithme AFA (Sheu
et al. (2015)) sous l’hypothe`se d’un mode`le a` 6 facteurs (haut) et par la me´thode
shrinkage propose´e par Scha¨fer and Strimmer (2005) (bas)
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ou` BΣ est une matrice T×q de loadings de´crivant la de´pendance commune partage´e
par les covariables et ΨΣ = diag(ΨΣ,1, . . . ,ΨΣ,T ) est la matrice diagonale des va-
riances spe´cifiques. La matrice de corre´lation re´siduelle R admet une de´composition
similaire :
R = Ψ +BB′,
ou` ΨΣ = Dσ2Ψ, Ψ = diag(Ψ1, . . . ,ΨT) et BΣ = DσB.
Les parame`tres (Ψ, B) sont estime´s par l’algorithme AFA propose´ dans le Cha-
pitre 2. On rappelle que cet algorithme fournit une estimation adaptative de la
structure de de´pendance d’un mode`le a` facteurs en se fondant sur une estimation
jointe du signal et de la matrice de covariance. De plus, cette me´thode est construite
pour tirer avantage de la connaissance a priori d’intervalles de temps durant les-
quels le signal est nul, afin de de´bruiter le signal estime´ par la me´thode des moindres
carre´s. Le nombre de facteurs q est estime´ par minimisation du crite`re d’inflation
de la variance propose´ par Friguet et al. (2009).
Le graphique en faut de la Figure 4.11 montre que la mode´lisation par une struc-
ture en facteurs est suffisamment flexible pour reproduire la structure de de´pendance
observe´e sur les donne´es de oddball. Cette figure montre une image de l’estimation
de la matrice de corre´lation par un mode`le a` 6 facteurs.
4.2 Limites de de´tection
Le calcul de bornes de de´tection exactes pour une structure de de´pendance
quelconque est impossible car la de´pendance temporelle peut eˆtre non homoge`ne et
ge´ne´rer des conditions de de´tectabilite´ et d’estimabilite´ du signal diffe´rentes d’une
variable a` l’autre. A ce propos, Hall and Jin (2010) ne donnent pas d’expression
directe d’un diagramme de phase en cas de de´pendance mais ils explicitent des
bornes infe´rieures et supe´rieures pour les limites de de´tection sous certains scenario
de de´pendance. On propose dans cette section d’e´tendre le diagramme de phase
pre´sente´ dans la Section 3 au cas ou` la de´pendance posse`de une structure en facteurs.
Si les statistiques de test sont des transformations line´aires des covariables, ce
qui est ge´ne´ralement le cas pour un test de Student par exemple, la structure de
corre´lation des statistiques de test est directement he´rite´e de celle des corre´lations
re´siduelles des covariables. Si Z de´signe la meˆme transformation line´aire applique´e
a` la matrice Z (n× q) donc les lignes sont les composantes des facteurs latents zi,j ,
alors le mode`le (4.13) devient :
T = µ+BZ ′ + E , E ∼ N (0,Ψ).
Et de manie`re e´quivalente :
Ψ−1/2(T −BZ ′) = Ψ−1/2µ+ E∗ , E∗ ∼ N (0, IT ). (4.17)
L’Equation (4.17) offre un cadre RW similaire a` celui du mode`le (4.13), dans lequel
les statistiques de test de´corre´le´es Ψ−1/2(T −BZ ′) sont inde´pendantes de variance
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1, conditionnellement aux facteurs Z. Des bornes infe´rieure et supe´rieure pour la
limite de de´tection d’un signal d’amplitude Ψ−1/2µ et une proportion εT de coor-
donne´es non nulles sont de´duites. La re´partition des variances spe´cifiques Ψt varie
entre les variables. Ainsi, l’amplitude du signal transforme´ Ψ−1/2µ prend des va-








2r log(T ) , ou`
Ψmin = mint(Ψt), Ψmax = maxt(Ψt), r = r/Ψmin et r = r/Ψmax. Les conditions
de de´tectabilite´ sur (r, β) e´tablies sous l’inde´pendance peuvent eˆtre applique´es a`
deux valeurs diffe´rentes r et r du parame`tre de force du signal r, ce qui permet de









alors le signal ne peut pas eˆtre de´tecte´. Entre ces deux bornes, la de´tection du
signal est incertaine et de´pend de la correspondance entre le profil des variances
spe´cifiques et le support du signal.
Le meˆme raisonnement sur l’estimabilite´ donne des re´sultats de forme similaire
pour les limites d’estimabilite´. Enfin, on propose de de´finir un mode`le Factor Rare
and Weak dans lequel la parcimonie du signal est caracte´rise´e par :
εT = T
−β avec β ∈ (1/2, 1),
et la force du signal par :
AT =
√
2rlog(T ) avec 0 < r < Ψmax.
Sous l’inde´pendance, la force du signal est fixe´e a`
√
2rlog(T ) avec 0 < r < 1 afin de
rendre le proble`me de de´tection difficile. En effet,
√
2log(T ) est l’espe´rance du maxi-
mum de T variables ale´atoires normales centre´es re´duites inde´pendantes. On note
que les signaux d’amplitude
√
2rlog(T ) avec Ψmax < r ≤ 1 sont conside´re´s comme
faibles sous l’inde´pendance mais pas en situation de de´pendance. Cette observation
est cohe´rente avec celle faite par Hall and Jin (2010). Les auteurs expliquent que
les designs corre´le´s sont en fait des situations de de´tection d’un signal favorables
pour les me´thodes prenant en compte la de´pendance. Ceci est aussi illustre´ par la
Figure 4.12, pre´sentant les diagrammes de phase de de´tectabilite´ et d’estimabilite´
calcule´s sur les variances spe´cifiques estime´es sur les donne´es de oddball. En effet,
ces graphiques confirment que les re´gions de de´tection et d’estimabilite´ sont plus
larges en cas de de´pendance.
Les bornes des Expressions (4.18) et (4.19) sont cohe´rentes avec celles e´tablies
par Hall and Jin (2010). En effet, les The´ore`mes 3.1 et 4.2 de cet article donnent
les meˆmes expressions pour les limites de de´tection, ou` γ
0
et γ0 sont tels que :
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Figure 4.12 – Limites de de´tection (haut) et d’identification (bas) pour les donne´es
de oddball. Les lignes grises repre´sentent les limites sous l’inde´pendance et les lignes
noires repre´sentent les bornes supe´rieure et infe´rieure de de´tectabilite´ (haut) et
d’estimabilite´ (bas) pour un signal en situation de de´pendance.
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ou` (R11, . . . , Rkk, . . . , RTT ) de´signe la diagonale de la matrice R. Sous un mode`le a`




≤ diag(R−1) ≤ 1
min(Ψ)
= γ0,
ce qui donne les Expressions (4.18) et (4.19).
4.3 Factor innovated HCT
De manie`re similaire a` Zuber and Strimmer (2009) et Hall and Jin (2010), on
propose un HCT de´corre´le´ (F-iHCT) en appliquant la proce´dure HCT standard aux
statistiques de test de´corre´le´es. Sous l’hypothe`se d’un mode`le a` facteurs RW (de´fini
ci-dessus), on de´finit la racine L de la matrice de corre´lation R telle que R = LL′ :
L = (Im − U [(Iq + [Iq +D2]1/2)−1 + Iq]−1U ′)Ψ−1/2,
ou` U et D sont de´duits de la de´composition en valeurs singulie`res des loadings
standardise´s Ψ−1/2B = UDV . On remarque que cette formule ne fait appel qu’a`
l’inversion et au calcul de racine de matrices diagonales. On de´finit finalement les
statistiques de test de´corre´le´es :
T ∗ = L′T
et les probabilite´s critiques associe´es p∗t . La proce´dure HCT est ensuite applique´e a`
la collection des p-valeurs p∗ = (p∗1, . . . , p∗T ).
5 Etude par simulations et analyse de
donne´es re´elles
Les performances de la me´thode propose´e sont maintenant compare´es a` celles
du HCT standard et a` d’autres me´thodes de de´corre´lation par les innovations ou
par ajustement sur l’effet de facteurs latents. La comparaison est faite au travers
d’une e´tude par simulations et d’une application aux donne´es issues de l’expe´rience
de oddball.
5.1 Etude par simulations
Plan de simulations Les performances de F-iHCT sont e´tudie´es sur des simu-
lations. 1000 jeux de donne´es de dimensions 30 × 799 sont ge´ne´re´s selon une loi
normale multivarie´e. La structure de corre´lation et les variances sont estime´es sur
les donne´es d’ERP auditives pre´sente´es dans la Section 2 (voir Figure 4.3 et Fi-
gure 4.2). Ce plan de simulation imite les dimensions et la structure de covariance
des donne´es observe´es durant l’expe´rience de oddball, excepte´ que le vrai signal est
connu. Chaque jeu de donne´es est divise´ en deux groupes e´quilibre´s. La loi normale
est d’espe´rance nulle pour les 15 premiers sujets (groupe 1). L’espe´rance pour les
15 derniers sujets (groupe 2) est repre´sente´e Figure 4.13. La courbe de diffe´rence
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Figure 4.13 – Etude par simulations - Amplitude du signal au cours du temps
de moyennes entre les deux groupes a donc la forme d’une onde dont l’amplitude
varie et les indices des variables sous l’alternative appartiennent a` [150ms, 200ms].
1 000 jeux de donne´es d’apprentissage sont ge´ne´re´s pour chaque force de signal
de´crites ci-apre`s. Respectivement, huit jeux de donne´es test de dimension 1000×799
e´quilibre´s en 2 groupes sont ge´ne´re´s selon le meˆme plan de simulation dans un but
de pre´diction de la classe (groupe 1 ou 2). Les parame`tres du mode`le RW pour
ce plan de simulation sont tels que εT = 12% et l’amplitude maximum des 8 si-
gnaux ge´ne´re´s s’e´crit AT =
√
2r log(T ) avec r prenant 8 valeurs uniforme´ment
re´parties dans [0.004, 0.688]. Selon le contexte du mode`le RW, cette combinaison de
r et β caracte´rise un signal peu parcimonieux, de force faible (limite the´orique de
de´tectabilite´ d’une partie du signal) a` forte (limite de de´tectabilite´ de la totalite´ du
signal).
Me´thodes On compare, dans cette e´tude par simulations, quatre me´thodes
de´crites dans ce paragraphe. A la manie`re de Donoho and Jin (2008) et Donoho and
Jin (2009), l’e´tape de se´lection de variables par diffe´rentes versions de la me´thode
HCT est suivie d’une e´tape de classification supervise´e par Analyse Diagonale
Discriminante (DDA) re´alise´e sur le sous-ensemble des variables se´lectionne´es. On
compare les me´thodes suivantes :
1. Se´lection de variables par HCT standard sur les probabilite´s critiques brutes,
classification par la re`gle de classification na¨ıve de Bayes (voir Bickel and
Levina (2004)) et de´signe´ par standard HCT ;
2. Se´lection de variables par HCT applique´ aux CAT-scores (Zuber and Strim-
mer (2009); Ahdesma¨ki and Strimmer (2010)), classification par Shrinkage
Discriminant Analysis (SDA, voir Ahdesma¨ki and Strimmer (2010)) diago-
nale et de´signe´ par CAT-scores ;
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3. Se´lection de variables par Factor-innovated HCT, classification par re`gle de
classification de Bayes conditionnelle (propose´e dans le Chapitre 3) et de´signe´
par F-iHCT ;
4. Se´lection de variables par HCT standard applique´ aux probabilite´s critiques
ajuste´es sur l’effet des facteurs latents retourne´es par la proce´dure AFA
(propose´e dans le Chapitre 2), classification par re`gle de classification de
Bayes conditionnelle et de´signe´ par AFA.
Les performances des proce´dures sont compare´es en terme de proportion de
signal de´couvert (pre´cision), proportion de faux positifs (FDR), nombre de variables
se´lectionne´es et erreur de pre´diction. Pour chaque jeu de donne´es, les e´tapes de
se´lection de variables et l’estimation de la re`gle de classification sont re´alise´es sur
les donne´es d’apprentissage (en incluant l’optimisation des me´ta-parame`tres) et
l’erreur de classification est calcule´e sur les donne´es test.
Re´sultats Lorsque le parame`tre α0 est correctement spe´cifie´ par rapport a` la
proportion d’hypothe`se nulle (α0 = 0.1), on note sur la Figure 4.14 que la se´lection
de variables par CAT-scores semble eˆtre la me´thode la plus efficace pour identi-
fier un signal faible. En effet, cette me´thode atteint a` la fois le FDR le plus faible
et une pre´cision la plus e´leve´e pour les signaux de faible amplitude. Meˆme si la
me´thodes des CAT-scores n’atteint pas les meilleures performances pour les si-
gnaux forts, le FDR, la pre´cision et le nombre de variables se´lectionne´es restent
tre`s stables. La me´thode HCT standard semble robuste a` la de´pendance car elle
atteint de bonnes performances en terme de FDR mais sa pre´cision est faible par
rapport aux me´thodes base´es sur de la de´corre´lation. De plus, le nombre de va-
riables se´lectionne´es est faible ce qui sugge`re que la me´thode HCT est conservative
en situation de de´pendance. Enfin, la classification par le classifieur na¨ıf de Bayes
atteint les taux d’erreur de pre´diction les plus e´leve´s pour les signaux faibles a`
mode´re´s. Les proce´dures de se´lection et de classification fonde´es sur un mode`le a`
facteurs (AFA et F-iHCT) fournissent les meilleurs re´sultats a` la fois en terme de
faux positifs, recouvrement du signal et erreur de classement. Le FDR est faible
pour les signaux mode´re´s a` forts et une puissance de de´tection correcte est atteinte.
On remarque sur la Figure 4.15 que toutes les me´thodes sont affecte´es par une
mauvaise spe´cification de la valeur du parame`tre α0 (α0 = 0.5). La me´thode des
CAT-scores se´lectionne trop de variables et atteint donc une bonne pre´cision au
prix d’un FDR e´leve´. Les me´thodes F-iHCT et AFA sont performantes en terme
de classification malgre´ le nombre de faux positifs. L’erreur de classement et la
pre´cision de la me´thode HCT standard sont aussi alte´re´s par la valeur de α0.
5.2 Application aux potentiels e´voque´s
Les 4 me´thodes compare´es dans l’e´tude par simulations sont applique´es aux
donne´es de oddball pre´sente´es dans la Section 2. On rappelle que l’objectif de cette
expe´rience est de pre´dire la classe d’un nouvel individu a` partir de ses courbes ERP.
Pour chaque me´thode, le nombre de variables se´lectionne´es et l’erreur de pre´diction
sont calcule´s. Le nombre d’observations e´tant faible (30 observations), l’erreur de
classement est estime´e par validation-croise´e (CV) par la technique leave-one-out.
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Figure 4.14 – Re´sultats de l’e´tude par simulations en fonction de la force du signal
et pour α0 = 0.1 : taux de faux positifs (haut/gauche), pre´cision (haut/droit),
nombre d’instants se´lectionne´s (bas/gauche), erreur de pre´diction (bas/droit)
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Figure 4.15 – Re´sultats de l’e´tude par simulations en fonction de la force du signal
et pour α0 = 0.5 : taux de faux positifs (haut/gauche), pre´cision (haut/droit),
nombre d’instants se´lectionne´s (bas/gauche), erreur de pre´diction (bas/droit)
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Table 4.1 – Etude de donne´es re´elles - Nombre d’instants se´lectionne´s pour
l’expe´rience d’ERP auditive
α0 0.05 0.10 0.15 0.20 0.25 0.30 0.35 0.40 0.45 0.50
Nb. de variables 40 80 120 160 200 240 280 320 360 400
La Table 4.1 pre´sente le nombre de variables se´lectionne´es par les 4 me´thodes
compare´es, pour diffe´rentes valeurs du parame`tre α0. Quelle que soit la valeur de
α0, les 4 me´thodes se´lectionnent le meˆme nombre de variables. La diffe´rence entre
les proce´dures re´side dans les indices des temps se´lectionne´s : on remarque sur la
Figure 4.17 que les me´thodes n’identifient pas les meˆmes intervalles de temps.
La Figure 4.16 pre´sente les taux d’erreur de pre´diction calcule´s par validation
croise´e, pour diffe´rentes valeurs de α0. Pour les valeurs de α0 supe´rieures a` 0.15,
la me´thode HCT standard est stable et plutoˆt performante. En ce qui concerne
les mode`les plus parcimonieux, la proce´dure HCT standard atteint des taux d’er-
reur plus e´leve´s et est ame´liore´ par les me´thodes de de´corre´lation fonde´es sur une
hypothe`se de structure en facteurs de la de´pendance (AFA et F-iHCT). Les per-
formances de la me´thode CAT-scores varient peu en fonction de α0. Les courbes
des proce´dures F-iHCT et AFA sont irre´gulie`res pour les valeurs de α0 infe´rieures a`
0.125 mais se stabilisent lorsque α0 augmente. Pour les valeurs de α0 supe´rieures a`
0.275, les proce´dures AFA et F-iHCT classent parfaitement les donne´es et semblent
donc eˆtre les plus efficaces. Ne´anmoins, on peut remarquer que pour un taux d’er-
reur e´gal, les deux me´thodes ne se´lectionnent pas les meˆmes intervalles de temps,
comme le montre le graphique en bas de la Figure 4.17.
La Figure 4.17 pre´sente la courbe de diffe´rence de moyennes entre les deux
groupes et les instants se´lectionne´s par les 4 me´thodes compare´es pour α0 = 0.125
(haut) et α0 = 0.275 (bas). Le choix de ces valeurs de α0 repose sur le fait qu’elles
fournissent des mode`les de niveau de parcimonie diffe´rent pour des erreurs de clas-
sement comparables. Comme attendu, les temps apre`s 300ms sont se´lectionne´s par
toutes les me´thodes, ce qui est cohe´rent avec la litte´rature. De plus, des instants
autour de 100ms apparaissent aussi significatifs.
Enfin, cette application aux donne´es re´elles de potentiels e´voque´s souligne l’im-
portance du choix de α0 dans la proce´dure HCT. En effet, on remarque que ce
parame`tre a un impact important sur la parcimonie et les erreurs de classification
des mode`les, pour toutes les me´thodes compare´es. La proce´dure AFA, fonde´e sur
la de´corre´lation par ajustement des covariables sur l’effet de facteurs latents semble
eˆtre la me´thode la mieux adapte´e a` cet exemple, meˆme si la me´thode F-iHCT atteint
aussi d’inte´ressants taux de classification.
6 Discussion et conclusion
Ce chapitre aborde le proble`me de la de´tection et de l’identification d’un signal
dans le cadre de donne´es de potentiels e´voque´s (ERP). Ce travail est motive´ par
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Figure 4.16 – Etude de donne´es re´elles - Erreur de pre´diction calcule´e par vali-
dation croise´e pour les me´thodes HCT standard, HCT applique´ aux CAT-scores,
factor innovated HCT et HCT applique´ aux probabilite´s critiques renvoye´es par la
proce´dure AFA pour l’expe´rience d’ERP et pour diffe´rentes valeurs de α0
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Figure 4.17 – Etude de donne´es re´elles - Estimation du signal (ligne grise) et
instants de´clare´s significatifs (points bleus) par HCT standard, HCT applique´ aux
CAT-scores, factor innovated HCT et HCT applique´ aux probabilite´s critiques ren-
voye´es par la proce´dure AFA pour α0 = 0.125 (haut) et α0 = 0.275 (bas)
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une e´tude sur des courbes ERP mesure´es dans le cadre d’une expe´rience de odd-
ball durant laquelle deux classes de stimuli sont pre´sente´es au sujet, l’une survenant
fre´quemment (standard) et l’autre survenant rarement (cible). Le but est d’identifier
des intervalles de temps sur les courbes ERP susceptibles d’eˆtre des marqueurs de
la diffe´rence entre l’occurrence rare et l’occurence fre´quente et de proposer une re`gle
de pre´diction de la fre´quence entendue. Lorsque les statistiques de se´lection sont
inde´pendantes, la me´thode du Higher Criticism est connue pour eˆtre une proce´dure
optimale de de´tection d’un signal, sous les hypothe`ses d’un mode`le Rare-and-Weak
(RW), initialement introduit par Donoho and Jin (2004). De plus, la proce´dure
Higher Criticism Thresholding (HCT) est performante pour estimer le support du
signal. Le mode`le RW est the´oriquement adapte´ a` un proble`me de de´tection d’un
signal ERP. Cependant, les statistiques de se´lection de´duites d’un proble`me d’iden-
tification d’un signal ERP sont caracte´rise´es par une structure de de´pendance forte
et complexe.
Lors de l’analyse de donne´es ERP, la de´tection d’un signal est habituellement
traite´e par un test global de Fisher de la nullite´ du signal sur toute la dure´e de
l’expe´rience. Sous les hypothe`ses d’inde´pendance et d’he´te´rosce´dasticite´, on montre
que la statistique de Fisher calcule´e par la me´thode des moindres carre´s ge´ne´ralise´s
(GLS) s’exprime comme une somme de tests de Fisher individuels pour chaque
variable. Ceci permet d’obtenir une expression explicite de la distribution de la
statistique sous l’hypothe`se nulle. De meˆme, si la de´pendance est structure´e par de
l’auto-corre´lation d’ordre 1, on montre que la test de Fisher fonde´ sur les GLS peut
aussi eˆtre imple´mente´, a` condition que la distribution sous l’hypothe`se nulle de la
statistique de test prenne en compte l’auto-corre´lation entre les statistiques de test
individuelles. Dans une e´tude par simulations, ou` la de´pendance entre les variables
est structure´e par une auto-corre´lation e´leve´e, on illustre que ce test controˆle l’erreur
de type I, ce qui n’est pas le cas pour les autres statistiques de Fisher telles que
celles obtenues par des approches de type analyse de la variance fonctionnelle. De
plus, la me´thode de de´tection par Higher Criticism semble robuste a` cette forte
auto-corre´lation.
La variante de la proce´dure HCT propose´e dans ce chapitre tire parti de l’hy-
pothe`se d’un mode`le a` facteurs pour les covariables pour de´corre´ler les statistiques
de test. En effet, ce cadre the´orique fournit des outils alge´briques permettant de
calculer une racine de l’inverse de la matrice de corre´lation, implique´e dans le calcul
des innovations. De plus, a` la manie`re de Ingster (1997) et Donoho and Jin (2004),
un diagramme de phase sous une structure de de´pendance ge´ne´rale est de´duit et la
proce´dure Factor innovated HCT, un HCT de´corre´le´ fonde´ sur les innovations, est
propose´e.
Les performances de cette me´thode sont e´value´es par une e´tude sur simulations
plus intensive, dans laquelle la structure de de´pendance reproduit les corre´lations
observe´es sur les donne´es de oddball. Cette e´tude montre que les me´thodes fonde´es
sur une de´corre´lation de la proce´dure HCT sous l’hypothe`se d’un mode`le a` facteurs
pour les covariables atteignent de bonnes performances en terme de se´lection et de
classification. En effet, les proce´dures F-iHCT et AFA, fonde´e sur un ajustement des
donne´es sur l’effet de facteurs latents, obtiennent des re´sultats similaires. Enfin, les
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me´thodes compare´es (standard HCT, CAT-scores, F-iHCT et AFA) sont applique´es
aux donne´es de oddball et se´lectionnent des instants autour de 300ms, comme at-
tendu par les psychologues. Les erreurs de classement par validation croise´e les
plus faibles sont atteintes par les deux me´thodes fonde´es sur une hypothe`se de
de´composition en facteurs de la de´pendance. L’application sur des simulations et
sur des donne´es re´elles re´ve`lent la sensibilite´ de la proce´dure HCT au choix de la
valeur du parame`tre α0, de´terminant la parcimonie du mode`le.
Il serait inte´ressant d’exploiter ces premiers re´sultats dans le cadre de l’identi-
fication de signal pour e´tablir une strate´gie de de´tection d’un signal optimale pour
les donne´es ERP. En effet, si la distribution sous l’hypothe`se nulle des statistiques
de test F-iHC peut eˆtre estime´e, ce nouveau test pourrait eˆtre compare´ a` la classe
des tests de Fisher.
CHAPITRE 5
CONCLUSION
L’objectif de ce travail de the`se est de contribuer a` l’ame´lioration des me´thodes
d’analyse de donne´es a` haut de´bit, en particulier celles de´die´es a` la se´lection de
variables pour la re´gression et la classification supervise´e, par une meilleure prise
en compte de la de´pendance entre les statistiques de se´lection. Pour l’essentiel, les
approches de´veloppe´es dans cette the`se ont e´te´ motive´es par le souci d’apporter
des re´ponses a` des proble´matiques de de´tection et d’identification d’un signal dans
des donne´es d’activite´ ce´re´brale mesure´e par e´lectroence´phalogramme (EEG), en
re´action a` un stimulus cognitif ; on parle de potentiels e´voque´s cognitifs ou Event-
Related Potentials (ERP). Pour tenir compte de la grande dimension des donne´es
et de l’objectif de maitriser la complexite´ calculatoire des algorithmes d’estimation,
les me´thodes propose´es s’appuient le plus souvent sur l’hypothe`se d’un mode`le a`
facteurs de la covariance, ce qui offre une bonne flexibilite´ pour s’adapter a` la di-
versite´ des structures de de´pendance rencontre´es et permet une re´duction de la
dimensionnalite´ des proble`mes. A travers les diffe´rentes situations aborde´es, ce tra-
vail tend a` montrer qu’ignorer la de´pendance peut conduire a` des analyses errone´es
et qu’au contraire, sa prise en compte est un atout pour mieux de´tecter ou identifier
un signal.
Le Chapitre 1 pre´sente le contexte de la the`se et une revue de me´thodes inte´grant
la question de la de´pendance dans la se´lection de variables. La grande diversite´ des
structures de de´pendance de donne´es a` haut de´bit est illustre´e par des exemples is-
sus d’applications en neuroscience et en ge´nomique. Essentiellement, les approches
inte´grant la de´pendance entre les statistiques de se´lection visent a` une de´corre´lation
de ces statistiques afin de re´tablir les proprie´te´s de me´thodes conc¸ues, et le plus sou-
vent e´value´es de manie`re analytique, sous une hypothe`se d’inde´pendance. Le Cha-
pitre 1 de´crit diffe´rentes me´thodes, fonde´es sur deux techniques de de´corre´lation :
par la transformation line´aire des donne´es pour estimer des innovations ou par
l’ajustement de l’effet de variables latentes expliquant la de´pendance. Enfin, un lien
est e´tabli entre les bonnes performances de ces me´thodes, meˆme en situation de
de´pendance forte, et de nombreux re´sultats plus the´oriques faisant e´tat, de manie`re
paradoxale, de la re´duction des bornes de de´tectabilite´ et d’estimabilite´ en situation
de de´pendance.
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Le Chapitre 2 pre´sente une me´thode de tests multiples adapte´e a` la
proble´matique d’identification d’un signal dans des donne´es d’ERP. Dans cette
situation, les statistiques de tests d’association avec une condition expe´rimentale
pre´sentent une forme de de´pendance temporelle structure´e a` la fois par des
blocs d’intervalles de temps tre`s corre´le´s et une forte composante auto-re´gressive
(auto-corre´lation estime´e a` 0.99). Par ailleurs, le signal recherche´ est parfois tre`s
faible au regard de la grande variabilite´ des courbes d’ERP entre les sujets. Pour
s’affranchir de la forte re´gularite´ de la courbe des statistiques de tests induite par
leur forte de´pendance, on propose de s’appuyer sur un mode`le a` facteurs latents de
la structure de covariance pour inte´grer a` la me´thode d’estimation du signal une
e´tape de reconstruction par re´gression du bruit re´siduel a` partir de son observation
suppose´e sur des intervalles de temps de signal nul. Cette me´thode permet de tirer
profit de la connaissance a priori de ces intervalles, lie´e a` une expertise des donne´es
d’ERP, ou de de´finir une me´thode adaptative partant d’une estimation libe´rale de
ces intervalles de temps et affinant ces estimations par une meilleure se´paration
du bruit et du signal. Une e´tude par simulation montre que cette me´thode donne
de bons re´sultats en matie`re d’identification du support du signal : le FDR est
controˆle´ au niveau fixe´, contrairement a` d’autres me´thodes de prise en compte
de la de´pendance par un mode`le a` facteurs latents (SVA, LEAPP) et le taux de
de´tection du signal est plus important. Enfin, une interpre´tation des re´sultats
obtenus sur donne´es re´elles est propose´e. La me´thode est imple´mente´e dans le
package R intitule´ ERP (Causeur and Sheu (2014)).
Le Chapitre 3 propose une adaptation des me´thodes de de´corre´lation pre´sente´es
dans le Chapitre 1 a` l’objectif de la se´lection de variables pour des mode`les line´aires
de classification supervise´e. L’impact de la de´pendance sur les proce´dures de
se´lection de variables ignorant la de´pendance, telle la me´thode LASSO, se traduit
essentiellement par un de´faut de pre´cision de la se´lection, a` savoir une se´lection en
partie non-conforme au re´el pouvoir pre´dictif des variables explicatives. Par ailleurs,
l’e´tude des proprie´te´s de ces me´thodes de se´lection dans une situation d’analyse de
donne´es d’expression de ge`nes met en e´vidence un fort de´faut de reproductibilite´
de la se´lection. Dans le cadre ge´ne´ral de variables explicatives distribue´es selon une
loi normale multivarie´e homosce´dastique, sous-jacent a` l’Analyse Discriminante
Line´aire, on propose d’introduire des facteurs latents conditionnellement auxquels
les variables explicatives sont inde´pendantes. On de´montre que la re`gle line´aire de
classification optimale conditionnellement a` ces facteurs est plus performante que
la re`gle non-conditionnelle, et qu’elle est e´quivalente a` la re`gle de Bayes applique´e
aux variables explicatives ajuste´es de l’effet des facteurs.
Un algorithme de type Expectation-Maximisation (EM) pour l’estimation des
parame`tres du mode`le est propose´, dans lequel l’appartenance aux classes de´finies
par les valeurs de la variable a` expliquer sont e´galement conside´re´es comme man-
quantes. Dans ce contexte, l’e´tape E consiste en une estimation jointe des facteurs la-
tents et des probabilite´s individuelles d’appartenance aux classes. La me´thode d’es-
timation ainsi de´finie est compatible avec une proble´matique de pre´diction dans la-
quelle les classes de´finies par les valeurs de la variable re´ponse sont inconnues. L’ana-
lyse comparative des proprie´te´s de la me´thode FADA, pour Factor-Adjusted Discri-
minant Analysis, montre une ame´lioration ge´ne´rale des performances de pre´diction,
131
lorsque le mode`le est construit a` partir d’une proce´dure de se´lection de variables
inte´grant un mode`le a` facteurs de la de´pendance. De plus, l’analyse de donne´es sur
le cancer du sein sugge`re que la me´thode propose´e permet d’obtenir un ensemble
plus reproductible de variables se´lectionne´es. La me´thode est imple´mente´e dans le
package R intitule´ FADA (Factor-Adjusted Discriminant Analysis (Perthame
et al. (2014)).
Les proble´matiques de de´tection et d’identification de signal en situation de
donne´es de´pendantes sont aborde´es de manie`re plus formelle dans le Chapitre 4. En
effet, le cadre ge´ne´ral de ce Chapitre est celui propose´ par Donoho and Jin (2004)
et repris par Hall and Jin (2010) d’un mode`le de me´lange Gaussien pour le vecteur
des statistiques de tests, dont les composantes ont des moyennes diffe´rentes si l’hy-
pothe`se nulle est vraie ou non. Donoho and Jin (2004) de´finit le paradigme d’un
signal “Rare-and-Weak” comme la combinaison de valeurs faibles pour la propor-
tion d’hypothe`ses non-nulles (parcimonie) et pour l’amplitude du signal. Sous l’hy-
pothe`se d’inde´pendance entre les statistiques de tests, il donne les bornes the´oriques
de parcimonie et d’amplitude pour la de´tectabilite´ et l’estimabilite´ du signal et pro-
pose une me´thode, nomme´e Higher Criticism Thresholding (HCT), dont il de´montre
qu’elle atteint ces bornes the´oriques. Le Chapitre 4 pre´sente une e´tude des proprie´te´s
de HCT en situation de de´pendance. Les bornes de de´tectabilite´ et d’estimabilite´
sont e´tendues a` des situations arbitrairement complexes de de´pendance. La me´thode
propose´e est applique´e a` des donne´es d’ERP auditives et sur des simulations.
Ce travail de the`se conduit finalement a` deux e´le´ments de conclusion principaux.
Le premier de ces e´le´ments peut prendre la forme d’une incitation a` la prudence
lors de l’analyse de donne´es fortement de´pendantes par des me´thodes qui ignorent
cette de´pendance. Par exemple, l’e´tude des proprie´te´s des me´thodes de se´lection
d’intervalles de temps dans des donne´es d’ERP donne quelques illustrations spec-
taculaires de la de´formation d’un signal par un bruit fortement auto-corre´le´. Le
deuxie`me e´le´ment est a` la fois plus constructif et plus sujet a` discussion. En effet,
en re´ponse a` la non-consistance des me´thodes ignorant la de´pendance, le propos
de cette the`se est de proposer des me´thodes de de´corre´lation des statistiques de
se´lection, base´es sur un mode`le d’analyse en facteur de la de´pendance. Bien que
pre´sentant une grande flexibilite´, ce mode`le est particulie`rement adapte´ a` des pro-
fils de loi normale multivarie´e. Il est par exemple peu approprie´ pour des donne´es
qualitatives telles que celles de ge´notypage rencontre´es en statistique ge´nomique
dans les e´tudes d’association a` l’e´chelle du ge´nome. Dans ce cas par exemple, il
peut eˆtre plus inte´ressant de mode´liser la de´pendance par l’existence d’e´tats cache´s.
Par ailleurs, enrichir une me´thode statistique par un mode`le de la de´pendance
introduit un risque de sur-ajustement, pouvant se traduire par d’apparentes bonnes
performances sur les donne´es d’apprentissage, contredites par l’application a` de
nouvelles donne´es. Ce travail a veille´ a` limiter ce risque par l’usage de me´thodes de
validation respectant scrupuleusement la se´paration entre donne´es d’apprentissage
et donne´es de validation. Toutefois, il n’explore pas la possibilite´ de limitation de
la complexite´ des mode`les par des me´thodes conduisant a` des estimations parcimo-
nieuses des structures de de´pendance. Ainsi, l’inverse de la matrice de covariance
d’un mode`le a` facteurs intervient indirectement dans chacun des chapitres de cette
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the`se. Or une forte de´pendance se traduit aussi par un grand nombre de valeurs
tre`s faibles dans la matrice de covariance inverse.
La me´thode de de´corre´lation par les innovations introduite dans le Chapitre
1 et reprise dans le Chapitre 4 fait appel a` la racine de cette matrice. Il serait
inte´ressant d’e´tudier l’apport d’une mode´lisation parcimonieuse de cette matrice
d’innovation. En effet, notamment en situation de forte de´pendance temporelle, on
peut supposer que l’auto-corre´lation partielle entre deux temps conditionnellement
a` tous les autres s’annule pour des de´lais courts entre ces temps, ce qui se traduit
par une matrice de covariance inverse de forme bande-diagonale. C’est l’hypothe`se
faite par Hall and Jin (2010) pour de´finir la me´thode innovated HCT. Sous une
approche par un mode`le a` k facteurs pour une matrice de variance Σ, il est possible
de donner l’expression d’une de´composition de Σ−1 sous la forme de la somme d’une
matrice diagonale positive et du produit d’une matrice de rang k par sa transpose´e.
On peut alors de´finir une me´thode visant directement a` estimer Σ−1 de manie`re
parcimonieuse par une pe´nalisation `1 ou `2 de la vraisemblance. L’inte´reˆt d’une
telle approche est conforte´ par une re´cente publication (Van Wieringen and Peeters
(2014)), dans laquelle les auteurs proposent une estimation Ridge de l’inverse de la
matrice de covariance et de´montre la supe´riorite´ de leur me´thode par rapport a` des
approches de type Lasso (Friedman et al. (2008)).
Par ailleurs, la question de l’introduction de mode`les non parame´triques pour
de´crire l’e´volution des parame`tres des mode`les d’ERP au cours du temps de manie`re
re´gulie`re s’est pose´e tout au long de ce travail de the`se. Par exemple, Hazarika
et al. (1997) et Subasi et al. (2005) proposent des me´thodes fonde´es sur une
de´composition des courbes sur une base d’ondelettes et Bugli and Lambert (2006)
proposent un mode`le d’analyse de variance fonctionnelle estime´ par la me´thode
des splines pe´nalise´s, initialement propose´s par Eilers and Marx (1996). Toutefois,
comme le rapportent de nombreux auteurs (voir Wood (2012); Wiesenfarth et al.
(2012)), l’estimation des variances et des covariances re´siduelles dans les mode`les
additifs ge´ne´ralise´s est proble´matique, conduisant souvent a` une sous-estimation
syste´matique. Les tests d’analyse de variance qui en de´coulent ne controˆlent pas le
risque de 1e`re espe`ce au niveau souhaite´. Par ailleurs, cette mauvaise estimation
perturbe les me´thodes de de´corre´lation, ce qui ge´ne`re une mauvaise se´paration du
signal et du bruit.
En statistique ge´nomique, les donne´es prote´omiques prennent e´galement la
forme de spectres. On remarque a` partir de donne´es publiques associe´es a` une
telle expe´rience (voir Petricoin et al. (2002)) que ces spectres pre´sentent une
structure de de´pendance similaire a` celle des ERPs, avec une diagonale de forte
auto-corre´lations et des blocs de corre´lations. Ces donne´es sont e´galement analyse´es
par des mode`les mixtes d’analyse de variance fonctionnelle permettant de prendre
en compte la grande variabilite´ inter-individus des spectres de peptides et font
appel a` des de´compositions sur base d’ondelettes (voir notamment Giacofci et al.
(2013)). Dans l’une ou l’autre de ces approches (splines ou ondelettes), il pourrait
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