Introduction
The work 1 is presented as a series of definitions (D. or Def.), propositions (P.) and Remarks. All propositions (except P. 76) are explicitly proved in a sometimes elaborate step by step procedure. Such a degree of explicitness seems to be lacking in the literature on the subject 2 which I have come across so far. This motivated me to undertake this study. It is only assumed that the readers are familiar with geometric (multivector) algebra, as presented in chapter 1 of [3] , the introductory sections of [6] , [7] or in numerous other publications on geoemtric (Clifford) algebra.
The presentation closely follows the arrangement in chapter 2 of [3] . It is infact the major purpose of this work to help non-experts work thoroughly through such a text. There is therefore no great claim to originality, apart from the hope that it will assist and motivate non-experts and new-comers to delve into the material and become confident of comprehensively understanding and mastering it. The multivector derivative is to some extent just a generalization of the vector derivative. I encourage non-experts and newcomers therefore to study [6] , because it contains a similar study restricted to the vector derivative of multivector functions 3 . In the next section we will start with introducing the multivector differential of multivector functions, i.e. functions with arguments and ranges in the universal geometric algebra G(I) with unit pseudoscalar I . This will be followed by sections defining the multivector derivative and the adjoint of multivector functions. Both the multivector differential and the adjoint can be understood as two linear approximations associated pointwise to each continuously differential multivector function.
Conventional scalar differential calculus does not distinguish the three concepts of multivector derivative, differential and adjoint, because in the scalar case this distinction becomes trivial.
Standard definitions of continuity and scalar differentiability apply to multivector-valued functions, because the scalar product determines a unique "distance" |A − B| between two elements A, B ∈ G(I) .
Multivector Differential
Definition 1 (differential, A -derivative). For a multivector function F = F (X) defined on the geometric algebra G(I) :
F : X ∈ G(I) → F (X) ∈ G(I), I = I n , (2.1) and for a multivector A and the projection P (A) = (A · I) ·Ĩ the Aderivative (or differential) is defined by:
A * ∂ X F (X) ≡ ∂ τ F (X + τ P (A))| τ =0 = lim τ →0
F (X + τ P (A)) − F (X) τ .
(2.2) * signifies the scalar product defined in [3] , chap. 1, p. 13, (1.44). By its definition the A -derivative is a linear function of A denoted in various ways as:
Remark 2. Note the important convention, that inner ( · ), outer ( ∧ ) and scalar ( * ) products have priority over geometric products. If X is restricted to a certain subspace of G , then the projection P in definition 1 becomes the projection into that subspace. This is e.g. the case at the beginning of section 7.
Proposition 3. F (A) = F (P (A)). (2.4)
Proof 3
F (A)
Def.1 = ∂ τ F (X + τ P (A))| τ =0
= ∂ τ F (X + τ P (P (A)))| τ =0
Def.1
= F (P (A)). (2.5)

Proposition 4 (grade invariance).
A * ∂ F r = A * ∂F r = F (A) r . F (X + τ P (A) + τ P (B)) − F (X) τ = lim τ →0
F (X + τ P (A) + τ P (B)) − F (X + τ P (B)) τ + F (X + τ P (B)) − F (X) τ
Xτ ≡ X + τ P (B), Def. 1
limτ→0 Xτ = X, Def. 1
= F (A) + F (B). (2.9)
An alternative rigorous proof of P. 5 is the following: I first define a function ε F (X, A, τ ) , which is according to Def. 1 continuous at τ = 0
(2.10)
We hence have
and F (X + τ P (A + B))
We can now calculate F (X, A + B) according to Def. 1
(2.14)
Proof 6 15) in case of λ = 0 we simply have
Proposition 7 (sum rule). For two multivector functions F, G on G(I) :
Proposition 8 (product rule). For two multivector functions F, G on
Proposition 9 (constant function). For B independent of X :
Proof 9 Def. 1 gives for F ≡ B :
Proposition 10 (identity).
Proposition 11. For B independent of X :
Def. of scalar prod.
Proposition 12 (Taylor expansion).
Proof 12
In general:
Taylor expansion of G :
Proposition 13 (chain rule).
The composite function F (X) = G(f (X)) has the differential
Proof 13 The Taylor expansion (P.12) of f gives:
Remark 14. Proof 13 employs the Taylor expansion (P. 12). Yet there are continuously differentiable functions without a Taylor expansion. But the chain rule P. 13 will still apply as long as a function f has the linear approximation f (X + τ P (A)) ≈ f (X) + τ f (A) for sufficiently small values of τ .
4
I therefore want to give another proof for the chain rule based on the linearization of multivector functions with the help of the differential. One such linearization is already given in (2.10) and (2.11). In the same way I define
Hence we have the linearization of f :
and hence
According to Def. 1 both functions ε f and ε G are continuous at τ = 0.
Considering that f (X) ∈ G
⇒ ε f ∈ G (the same is valid for a function f on a linear subspace of G ), we can now rewrite F (X) = G(f (X)) as
Subtracting G(f (X)) , deviding by τ and taking the lim τ →0 we get according to Def. 1 the differential of the composite function
This concludes the alternative proof for the differential of composite functions (chain rule).
Definition 15 (second differential).
The over-dot notation indicates, that∂ acts only on F .
Proposition 16 (integrability). Let F (X + τ P (A) + σP (B)) be a twice continously differentiable function in the vicinity of X, i.e. for all values of 0 ≤ τ ≤ τ 1 and 0 ≤ σ ≤ σ 1 . Then
Remark 17. To motivate the slightly more elaborate proof of P. 16 which follows, I present this "handwaving" argument:
The last expression is symmetric under 5 the exchange (P (A), τ ) ↔ (P (B), σ) . Hence 
We now use the in τ and σ twice continuously differentiable function
Following the notation of (2.45) we can therefore write
Using the fundamental theorem of calculus twice the function M (τ 1 , σ 1 ) can be reexpressed on the one hand by
and on the other hand by
It follows from (2.52) and (2.53) that
(2.54)
The assumption of the double continous differentiability of f means that
This can in turn has the consequence that
We therefore have
Because of (2.57) we then get
Likewise we have
Because of (2.56) we then get
Equations (2.54), (2.59) and (2.61) show that
Finally (2.62) results with (2.50) and (2.51) in the proof of P. 16:
Multivector Derivative
Definition 18. The brackets . . . r indicate the selection of the r -grade part of the multivector expression enclosed by them.
with derivative operator ∂ X , is assumed (i) to have the algebraic properties of a multivector in G(I) , with I the unit pseudoscalar.
(ii) that as in definition 1: A * ∂ X with A ∈ G(I) equals the differential
[Compare [3] , p. 13, (1.46) and (1.47a).]
Remark 20. Property (ii) in Def. 19 expresses that the derivative operator acts like a map from the space (usually G or a linear subspace of G ) of multivectors A to the space of (differentials of) multivector functions F :
In order to avoid easily occuring confusions, I want to point out that Remark 2 clearly implies that
Proposition 21 (algebraic properties of ∂ X ).
with P the multivector projection into G( a 1 ∧ a 2 ∧ . . .∧ a n ) . a J is a simple blade basis 7 of G(I) :
with j k = k or 0 and elimination of elements with j k = 0 . Hence j 1 < j 2 < . . . < j n . J stands for the combined index
For all j k = 0 we define
The a J are the corresponding reciprocal blades:
The vectors with upper index are reciprocal vectors with
For further details of the notation employed here compare [3] , pages 30 and 31. The scalar differential operator a J * ∂ X after the last equality of (3.6) is not to be applied to a J , but rather to any multivector function to which the multivector derivative operator ∂ X on the left hand side is intended to be applied.
Proof 21 See the definition of the algebraic properties of ∂ X in definition 19(i). For the last equality in (3.6) take into account that a J * ∂ X is algebraically scalar and [3] , chapter 1-1, (1.11).
Proposition 22 (constant scalar factor). Another algebraic property of the multivector derivative ∂ X is that we have for constant scalar factors λ :
(3.12)
Proof 22
Proposition 23.
∂ X r is thus the derivative with respect to a variable X r ∈ G r (I).
Proof 23
∂ X r is the r -blade part of ∂ X , which has the algebraic properties of a multivector (Def. 19, P. 21). The sum J a J a J * ∂ X is therefore naturally performed in two steps:
1. Sum up over all index sets J = (j 1 , j 2 , . . . , j n ) with r non-zero members.
2.
Sum up over all r = 0 . . . n :
Proposition 24.
∂r.
(3.17)
Proof 24
(3.18)
Proposition 25.
Proof 25
Proposition 26 (derivative from differential).
∂ means the derivative with respect to the differential argument A of F .
Proof 26
Adjoint of a Multivector Function
Definition 27 (adjoint). The adjoint of a multivector function F is
or explicitly
Proof 28
Proposition 29 (common definition of adjoint).
Proof 29
Proposition 30.
Proof 30
Proposition 31.
Proof 31
(4.12)
Proposition 32 (linearity of adjoint).
Proof 32 15) where I mean the distributivity of geometric multiplication with respect to addition as in [3] p. 3, (1.4), (1.5).
Differentiating Sums and Products, Changing Variables
Proposition 33 (sum rule).
where I again mean the distributivity of geometric multiplication with respect to addition as in [3] p. 3, (1.4), (1.5).
Proposition 34 (product rule).
i.e.
Proof 37
Remark 38. Remark 14 also applies to proof 37. I conclude from proof 37 that formulas (2.26a+b) in [3] , p. 56 are slightly incorrect. There the grade selector . . . r is applied to the argument of f , but in order to be correct it should be applied to f itself, i.e. appear around f as in P. 37.
Proposition 39 (using the full derivative ∂ X ).
Sum rule: 
Chain rule:
Proof 39 One just needs to take the sum over all grades r : n r=0 on both left and right hand sides of P. 33, P. 34, Def. 35 and P. 37, as well as take into account P. 23 and that Multivector derivative
Chain rule
The second expression of equation (2.27d) in [3] seems to be sligthly wrong compared to (6.4). In the special case of a scalar function X = x(τ ) = x(τ ) , only the scalar part α = A of A contributes to the adjoint: 5) and the chain rule for such a scalar function has the form:
Proof 41
For the multivector derivative (6.1): Because τ is scalar, ∂ τ r X = 0 for r = 0,
⇒ for the differential (6.2) :
For the adjoint (6.3) compare P. 28. For the chain rule (6.4) compare P. 37 and (6.3) with A = ∂ X . We further have from (6.3) for scalar x(τ ) = f (τ ) :
and from (6.4)
Remark 42. In scalar differential calculus differentials (6.2) and adjoints (6.5) are identical for λ = α . The distinction with the derivative (6.1) is trivial (i.e. only the scalar factor λ ). The single concept of derivative in elementary differential calculus is therefore now generalized to three distinct, related concepts of multivector derivative, differential and adjoint.
Basic Multivector Derivatives
In the following I assume (i) X = F (X) to be the identity function on some linear subspace of
(ii) / A ≡ P subpace (A) to be the projection into the above mentioned d− dimensional subspace of G(I),
(iii) that singularities at X = 0 are to be excluded.
Remark 44. To help avoid confusion I refer to Remarks 2 and 20 in order to clarify that the computation of (7.1) implies the following brackets:
Proof 43 =∂ XẊ * A (7.7)
Proposition 46.
Proof 46
where J d is the index subset for the multivector base of the assumed linear d− dimensional subspace of G(I) of X.
Proposition 47.
Proof 47
Def. 19, P. 21 Proposition 48.
Proof 48
Proof 49
Proposition 50.
Proof 50
Proposition 51.
Def. 19(ii), P. 49, P. 43
Proposition 52.
(7.20)
Proof 52
Xr defined on the whole of G(I) and ∂ = ∂ X A * ∂X =∂Ẋ * A = P (A). = ∂s XA r m , (7.35) where to obtain the second equality we first set in P. 54 r = s and A = a J s :
Second, by applying the s -grade selector s on both sides of (7.36) we get the necessary relationship a J s * ∂sXs =∂sẊ * a J s alg.scalar .
(7.37)
This completes the proof of (7.33). Writing the vector factors a J s , a J s and A r in the last expression of (7.34) explicitely, we obtain from (7. where all vectors a j1 , a j2 , . . . , a js are taken from the aforementioned orthonormal basis of G(I) and j s ≤ n . Selecting the m -grade part (i.e. the m = r + s − 2k -grade part) from a product of r + s vectors means, that because of the orthogonality (all s vectors a j1 , a j2 , . . . , a js , and all r vectors a 1 , a 2 , . . . , a r are orthogonal unit vectors, and stem from a complete basis of orthogonal unit vectors of G 1 (I) ) precisely k vectors of the two sets a j1 , a j2 , . . . , a js , and a 1 , a 2 , . . . , a r must be in common. Otherwise the m -grade condition for each specific m is not fulfilled and the m -part is zero. For all non-zero m -grade parts we can drop the m -bracket, use the reciprocal frame relationship of P. 21, and end up with A r = a 1 a 2 . . . a r . The last part of our proof of P. 57 will be to show that the same result as in eq. (7.40) holds true for Ar∂s m X . As before I again first assume A r to be a simple r -blade A r = a 1 a 2 . . . a r of orthonormal vectors a 1 , a 2 , . . . , a r . We then have where I use in the last step the same argument as for the derivation of (7.39), an important part of which was the reciprocal frame relationship of P. 21. Equation (7.41) can again be extended by linearity from simple rblades A r to general grade-homogeneous multivectors Ar . This together with (7.40) completes the full proof of P. 57: ArXs r+s−2k
XsAr r+s−2k (−1) (r+s−2k)(r+s−2k−1)/2+r(r−1)/2+s(s−1)/2 .
(7.46)
The two different summations in line one of (7.46) correspond to counting up as in [3] , p. 10, (1.36):
|r − s|,|r − s| + 2, |r − s| + 4, . . .
. . . , |r − s| + 2K = |r − s| + r + s − |r − s| = r + s, (7.47) and counting down as in [3] , p. 58, after (2.38c):
The exponent of (−1) in (7.46) can further be simplified to Proof 59 We will first proof that for an arbitrary but fixed grade r ∂sArX = ∂sArXs = ∂ArXs. = Ar∂s r + s X = Ar ∧ ∂sX, (7.60) ∂sX ∧ Ar = Ar∂s |r − s| X = Ar · ∂s X (7.63) ∂sX · Ar is termwise equivalent to (assuming 0 < s ≤ r )
Proof 62 For simple A r :
The expansion of XsA r is done according to [3] , p. 10, (1.36). The correspondence of the first and last term are shown by P. 60 and P. 61 respectively. In general each term in the right hand side expansion (7.65) has the form ∂s XsA r r+s−2k A −1 r P. 57, (7.40) The resulting binomial coefficient identity is known as theorem of addition: [14] , p. 105, (2.4).
Factorization
Factorization relates functions of multivector variables with corresponding functions of (several) lower grade content multivector variables. In the simplest case the latter functions will just be functions of several vector variables.
Proposition 63. For two multivector variables A, B :
Proof 63 For f (A) = A ∧ B and F = G(f (A)) :
Proposition 64.
Proof 64
[3], p. 13 (1.44), P. 4, Def. 19(ii), P. 34
The second term on the right hand side of (8.7) becomes
Proposition 65. For a multivector function G defined on G r (I) , i.e.
G(X) = G( X r ), (8.9) and for A = A s in P. 62, P. 63 we have B = B r−s and
Proof 65
and
Using (8.11) and (8.12) we finally get
Proposition 66. For a multivector function G defined on G r (I) , i.e.
and for A = A s in P. 62, P. 63 we have B = B r−s and
Proof 66 The following three identities arise from proof 65:
We can therefore show that
We finally get for 
P. 64, P. 67
Def. 19(ii), P. 26 
where the last equality holds if L(X) = L( X r ) on G r (I).
Proposition 70 (vector derivative factor). For a linear function L :
Proof 71 For α, β independent of a 1 :
Proof 72
= . . .
We finally consider that
The factor (−1) in the argument of L caused by the interchange a 1 ∧ a 2 = − a 2 ∧ a 1 and the relabeling (1 ↔ 2) , can be factored out, because of the linearity of L. Applying the same consideration to any pair of indizes i, j ∈ {1, 2, . . . , r} of
as to the pair 1, 2 in (8.35) and (8.36), we see that the vector derivatives on the left hand side are completely antisymmetric with respect to pairwise interchanges. Hence
(8.37)
Simplicial Derivatives and Variables
Definition 73 (simplicial variable, simplicial derivative). A simplicial variable a (r) is a simple blade of the form
The simplicial derivative ∂ (r) is defined as
Proposition 74 (equivalence). For linear functions L the r -vector derivative (right hand side) is equivalent to the simplicial derivative (left hand side):
Proof 74 P. 72 and Def. 73.
Proposition 75.
Proof 75
Proposition 76.
Remark 77. Though I lack the general proof so far, the expamles of one, two and three dimensions are quite instructive.
(9.8)
( a 1 · a 2 ))} [6] , P. 67 Proof 80 1 , a 2 , . . . , a k , . . . , a r ) P. 67, P. 68, X ≡ a k = U = F r ( a 1 , a 2 , . . . , a k , . . . , a r ), (9.18) for all k = 1, . . . , r.
Definition 81 (skew-symmetrizer). The last equality is due to P. 80, and the linearity and skew-symmetry of α r .
Conclusion
In order to make the treatment in the future more self-contained, it may be useful to compile a set of important geometric algebra relationships, which are necessary for multivector differential calculus, and often referred to in this paper. It may be of interest to notice that there is a MAPLE package software implementation of the multivector derivative and multivector differential [13] .
After discussing vector differential calculus [6] and multivector differential calculus in some detail, I would like to proceed and produce a similar discussion on directed integration of multivector functions in the future.
