In this paper, we perform a new study of the importance of using clamping of the velocity of particles in the Particle Swarm Optimization algorithm. The velocity clamping is used to prevent the particles from rapid acceleration. We present results of testing different settings of maximal velocity on the extensive CEC´13 benchmark set and discuss the results, alongside the overall importance of the velocity clamping method.
INTRODUCTION
The Particle Swarm Optimization algorithm (PSO) (Kennedy and Eberhart 1995, Kennedy 1997 ) is one of the most prominent members of Swarm intelligence based category of evolutionary optimization algorithms (Volna and Kotyrba 2014) . The PSO is very popular and widely applied. Many researchers focus on analyzing the inner principles of the algorithm in order to improve the understating of the inner dynamics and propose performance improvements (Shi and Eberhart 1998a , Van Den Bergh, and Engelbrecht 2006 , Nickabadi et al. 2012 . Like any other method, the PSO suffers from several drawbacks, and the continuous research focuses on addressing these problems.
Velocity clamping is a popular approach for dealing with one of the main drawbacks of PSO -the rapid particle acceleration. In this method, a maximal velocity value (vmax) is set. The popular choice for the setting of maximal velocity (Shi and Eberhart 1998b ) is 20% of the search space range. However, it is not always favorable to use this value or to use velocity clamping at all.
In this study, we choose to investigate the impact of different settings of maximal velocity on the performance of PSO algorithm on the complex CEC`13 benchmark set that represents a large variety of fitness landscapes. Based on the result we choose to re-evaluate the significance of velocity clamping in PSO.
We provide evidence that the popular setting of the vmax = 20% of range might not be the best choice for many problems and that the velocity clamping might be omitted in some cases. The paper is structured as follows: In the second section, a brief description of original PSO algorithm is given. In the next section, the experiment setup is detailed. Following is an extensive presentation of collected data, and the results are discussed in the following section.
PARTICLE SWARM OPTIMIZATION
The PSO algorithm is inspired by the natural swarm behavior of animals (such as birds and fish). It was firstly introduced by .
Each particle in the population represents a possible solution of the optimization problem, defined by the cost function (CF). In each iteration of the algorithm, a new location (combination of CF parameters) of the particle is calculated based on the previous location and velocity vector (velocity vector contains particle velocity for each dimension). The velocity calculation formula is given in (1).
) ( The new position of each particle is then given by (2), where xi t+1 is the new particle position:
EXPERIMENT SETUP
In the experiment, 11 different settings of maximal velocity were used. The maximal velocity is typically set as a fractional multiplication of the search space range. This pattern was followed in this study with vmax set to values <0.1·Range ; Range> by step 0.1. In addition, the variant with no velocity clamping was tested (noted N/A). Therefore, 11 different settings of PSO were tested.
The performance of PSO algorithm with different settings of maximal allowed velocity was tested on the IEEE CEC 2013 benchmark set (Liang et al. 2013 ) for dimension setting (dim) = 10 and 30. According to the benchmark rules, 51 separate runs were performed for each algorithm, and the maximum number of cost function evaluations (CFE) was set to 10000 · dim. The population size was set to 40. According to literature Eberhart 1998, Shi and Eberhart 1999) , the values of control parameters were set to popular values as follows: c1, c2 = 1.49618; w = 0.7298.
The results were tested for statistical significance using the Friedman rank test (α=0.05), followed by the Nemenyi post-hoc test.
RESULTS
In this section, the results overview is presented.
Firstly, the results for dim = 10 are presented. The Figures 1 -8 depict selected examples of mean gBest history for various benchmark functions. Table 1 contains the median result values for all tested settings.
The ranking according to the Friedman rank test is given in Fig. 9 . The critical distance from the lowest rank is displayed.
Further, the results for dim = 30 are presented in a similar way. The median result values are given in Table  2 . Selected examples of mean gBest history are displayed in Figures 10 -13 . Finally, the Friedman ranking is presented in Fig. 14. f7 -7.49E+02 -7.64E+02 -7.62E+02 -7.61E+02 -7.64E+02 -7.66E+02 -7.55E+02 -7.59E+02 -7.58E+02 -7.57E+02 -7.57E+02 f8 -6.80E+02 -6.80E+02 -6.80E+02 -6.80E+02 -6.80E+02 -6.80E+02 -6.80E+02 -6.80E+02 -6.80E+02 -6.80E+02 -6.80E+02 
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RESULTS DISCUSSION
According to the statistical data presented in Fig. 9 , the settings of vmax = 0.3 and 0.6 are best performing for dim = 10. The value of 0.1 does not perform well and so does the algorithm when velocity clamping is not used at all. Other settings do not perform significantly worse (according to statistical test).
As is displayed in Figures 1 -8 , the overall shape of the convergence history does not differ significantly regardless the velocity clamping value. A similar trend can be observed in Figures 10 -13 for the dim = 30. This might also mean that the vmax setting does not directly affect the diversity of the swarm but a future study will be needed to support such conclusion.
According to statistics (Fig. 14) in higher dimensions (dim = 30), the value 0.1 is the only significantly outperformed setting by all other. However, the PSO without velocity clamping is no longer underperforming.
For researchers interested in comparing other approaches with our study the median result values are presented in Tables 1 and 2 .
CONCLUSION
In this study, we tested the performance of standard PSO algorithm with different setting of maximal velocity and without velocity clamping on an extensive benchmark suite containing 28 different functions.
The observations can be summarized as follows:  A very low value of vmax (0.1) is not advisable.
 In lower dimension, the velocity clamping must not be omitted. However, in higher dimensions (dim = 30), the performance of PSO with velocity clamping (vmax > 0.1) and PSO without the velocity clamping is comparable.
 Fine tuning of vmax value does not seem to be necessary as the performance does not differ with statistical significance for values over 0.1.
 The popular (according to literature) setting vmax = 0.2 does not seem to be favorable across this extensive benchmark suite  The overall convergence behavior seems not affected by the maximal velocity value.
 It seems that the most favorable values for the maximum velocity are in the region from 0.3 to 0.6. However, more data is needed to support this claim.
Given the initial results and findings presented in this study, we will continue to study the mechanics of velocity clamping for a better understanding of this issue. Future study will focus on the relation between vmax setting and dimensionality of the problem. In addition, the relation between favorable vmax setting and fitness landscape parameters (such as ruggedness, etc.) will be closely investigated. In addition, the relation of vmax and other adjustable parameters of PSO will be taken into consideration.
