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SELBERG ZETA FUNCTIONS ON ODD-DIMENSIONAL HYPERBOLIC
MANIFOLDS OF FINITE VOLUME
JONATHAN PFAFF
Abstract. We study Selberg zeta functions Z(s, σ) associated to locally homogeneous
vector bundles over the unit-sphere bundle of a complete odd-dimensional hyperbolic
manifold of finite volume. We assume a certain condition on the fundamental group of
the manifold. A priori, the Selberg zeta functions are defined only for s in some right half-
space of C. We will prove that for any locally homogeneous bundle the functions Z(s, σ)
have a meromorphic continuation to C and we will give a complete description of their
singularities in terms of spectral data of the underlying manifold. Our work generalizes
results of Bunke and Olbrich to the non-compact situation. As an application of our results
one can compare the normalized Reidemeister torsions on hyperbolic 3 manifolds with
cusps which were introduced by Menal-Ferrer and Porti to the corresponding regularized
analytic torsions.
1. Introduction
Let X be a complete hyperbolic manifold of finite volume and of odd dimension d. Then
it is possible to encode geometric data of X associated to its geodesic flow into dynamical
zeta functions, called Selberg zeta functions. These functions are associated to locally
homogeneous vector bundles over the unit sphere bundle SX of X . They are defined as
an infinite product which converges only in some right half-space of the complex plane.
The purpose of this paper is to prove a meromorphic continuation of the zeta functions
associated to any locally homogeneous vector bundle to C and to relate their singularities
to spectral data of X . In the non-compact case, such a result had previously been known
only for a finite number of special bundles.
We shall now define the Selberg zeta functions more precisely. For further details we
refer the reader to section 3. The tangent bundle TSX of SX is a locally homogeneous
vector bundle and we fix an invariant metric. Let Φ be the geodesic flow of X acting on
SX . Let dΦ denote the differential of Φ with respect to SX . Then Φ has the Anosov
property. This means that there is a dΦ-invariant splitting
TSX = T sSX ⊕ T uSX ⊕ T 0SX,(1.1)
where dΦ is exponentially shrinking on T sSX and exponentially expanding on T uSX as
t→∞ with respect to the metric and where T 0SX is the one-dimensional subspace tangent
to the flow.
Denote by C(X) the set of non-trivial closed geodesics on X parametrized by arc-length
and for c ∈ C(X) let ℓ(c) be its length. The set C(X) corresponds bijectively to the closed
orbits of Φ. A closed geodesic c ∈ C(X) is called prime if it is the shortest among the
1
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closed geodesics having the same image as c. The set of prime geodesics will be denoted
by PC(X). For c ∈ C(X) let Pc := dΦ|(ℓ(c),c˙(0)) be its monodromy map, also called the
Poincare´ map of c. Then Pc respects the splitting (1.1) and its restriction to the fibre of
T sSX over c˙(0) will be denoted by P sc .
Now we recall thatX can be realized asX = Γ\X˜ , where X˜ = G/K with G = Spin(d, 1),
K = Spin(d) and where Γ is a discrete, torsion-free subgroup of G. The space X˜ can be
identified with the d-dimensional hyperbolic space. Let P0 := MAN be the standard
parabolic subgroup of G and let σ be a finite dimensional unitary representation of M .
Then σ naturally defines a locally homogeneous vector bundle V (σ) over SX and the
geodesic flow lifts to a flow on V (σ). Thus for every closed geodesic c its lift to V (σ)
defines an endomorphism µσ(c) on the fibre of V (σ) over c˙(0). Let d = 2n + 1, then the
Selberg zeta function Z(s, σ) is defined as
Z(s, σ) :=
∏
c∈PC(X)
∞∏
k=0
det
(
Id−µσ(c)⊗ SkP sc e−(s+n)ℓ(c)
)
.(1.2)
Here Sk denotes the k-th symmetric power of an endomorphism. The infinite product in
(1.2) converges absolutely only for Re(s) > 2n. In this paper we prove that Z(s, σ) has a
meromorphic continuation to C and describe its singularities.
From now on we assume that Γ satisifies the following condition: For every Γ-cuspidal
parabolic subgroup P =MPAPNP of G one has
Γ ∩ P = Γ ∩NP .(1.3)
The central elements of our main result can be summarized as follows.
Theorem 1.1. Let X be a complete odd dimensional hyperbolic manifold of finite volume
and assume that its fundamental group Γ satisfies (1.3). Let σ be a finite dimensional
unitary representation of M . Then the Selberg zeta function Z(s, σ) has a meromorphic
continuation to C. All its possible singularities (zeroes and poles) and their corresponding
orders can be described in terms of the following data:
• by the discrete spectrum of a graded differential operator A(σ) of Laplace type and
of a twisted Dirac operator D(σ) which act on a locally homogeneous vector bundle
E(σ) over X.
• by the poles of the scattering matrix C(νσ : σ : s) associated to σ and a certain
representation νσ of K.
Additionally, the Selberg zeta function has singularities which are independent of X and
whose order depends only on p, the number of cusps of X.
Theorem 1.1 provides a relation between the geometry of the possibly non-compact
hyperbolic manifold X and the spectrum of certain differential operators. More precisely,
the singularities in the first two items correspond to spectral parameters of X since poles
of the scattering matrix C(νσ : σ : s) are related to poles of the resolvent of A(σ).
The additional singularities of Z(s, σ) on the negative real line arise from the contribu-
tion of weighted orbital integrals to the geometric side of the trace formula. For a more
3precise version of Theorem 1.1 we refer the reader to Theorem 9.2 at the end of this article .
Our main result implies the existence of the analytic continuation of the Ruelle zeta
functions associated to representations of M and G. These functions are dynamical zeta
functions, defined as follows. Let σ be a finite dimensional unitary representation of M .
Then put
R(s, σ) :=
∏
c∈PC(X)
det
(
Id−µσ(c)e−sℓ(c)
)
.(1.4)
Similarly, if τ is a finite dimensional representation of G, the restriction of τ to Γ defines a
locally homogeneous vector bundle V (τ) over SX and the geodesic flow lifts to a flow on
V (τ). Thus every closed geodesic c induces an endomorphism µτ (c) on the fibre of V (τ)
over c˙(0). Now we define the Ruelle zeta function on X associated to τ by
R(s, τ) :=
∏
c∈PC(X)
det
(
Id−µτ (c)e−sℓ(c)
)
.(1.5)
The infinite products in (1.4) and (1.5) converge absolutely and locally uniformly only for
s ∈ C with Re(s) sufficiently large. However one can express each Ruelle zeta function
as a weighted product of Selberg zeta functions. Thus Theorem 1.1 implies the following
corollary.
Corollary 1.2. For every finite dimensional unitary representation σ of M and for every
finite dimensional irreducible representation τ of G the Ruelle zeta functions R(s, σ) and
R(s, τ) admit a meromorphic continuation to C.
We shall now describe an application of our methods and our main results to the 3-
dimensional case. In this case there is a natural isomorphism G ∼= SL2(C). For m ∈ 12N
let τ(m) be the 2m-th symmetric power of the standard representation of SL2(C). Then
in [MP2] we introduced the analytic torsion TX(τ(m)) of X with coefficients in the locally
homogeneous vector bundle defined by the restriction of τ(m) to Γ. This definition extends
the definition of the analytic torsion on closed manifolds with coefficients in a local system
to a specific non-compact situation. Now, recalling the Cheeger-Mu¨ller theorems, [Che],
[Mu¨1], [Mu¨3], it is natural to ask whether the analytic torsion TX(τ(m)) on the non-
compact manifold X has a combinatorial analogue.
In a subsequent paper, we will give a partial answer to this question by combining
the methods and results of this paper with the recent work [MePo] of Menal-Ferrer and
Porti on Reidemeister torsion and Ruelle zeta functions. To state our result, let X be the
Borel-Serre compactification of X . Then X is a compact smooth manifold with boundary
which is homotopy-equivalent to X and X is diffeomorphic to the interior of X . Let
Eτ(m) denote the flat vector-bundle over X associated to the restriction of τ(m) to Γ,
the fundamental group of X . Then Menal-Ferrer and Porti introduced a canoncial family
{θi} of bases of the singular homology groups of X with coefficients in Eτ(m) [MePo,
Proposition 2.10]. Moreover, they showed that for each m ∈ N, m ≥ 3, the quotient of
the corresponding Reidemeister torsions |τX(τ(m);{θi})|
|τX (τ(2);{θi})|
is independent of the choice of the
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family {θi} [MePo, Proposition 2.2]. It is also independent of a given spin structure. We
shall denote this quotient simply by |τX(τ(m)|
|τX(τ(2))|
here. We remark that our parametrization of
the representations τ(m) is different from that used in [MePo] but consistent with [MP1],
[MP2]. We will prove the following theorem.
Theorem 1.3. Let X be a complete hyperbolic 3-manifold of finite volume and assume
that its fundamental group Γ satisfies (1.3). Then for each m ∈ N, there exists an explicit
constant c(m), which is independent of X, such that for m ≥ 3 one has
TX(τ(m))
TX(τ(2))
=
(
c(m)
c(2)
)p |τX(τ(m))|
|τX(τ(2))| ,
where p denotes the number of cusps of X. For m ∈ 1
2
N, a similar formula holds.
If one applies the results of [MP2] and the explicit form of the constants c(m), it follows
that the quotients of torsions on both side of the equation are by no means identically one
and are even exponentially growing as m→∞.
The proof of Theorem 1.3 will be given in another publication. It is based on relating
the analytic torsion TX(τ(m)) to the behaviour of the Ruelle zeta function R(s, τ(m)) at
0. To prove this relation, we will express the Ruelle zeta function R(s, τ(m)) by twisted
Selberg zeta functions and then we will apply the methods and results of this paper. In
particular, we will deduce a functional equation and a determinant formula for the Selberg
zeta functions.
One can apply Theorem 1.3 to study for fixed m ∈ N the growth of the torsion in the
cohomology H∗(Γi,Mτ(m)) for special sequences of arithmetic groups Γi, i ∈ N. HereMτ(m)
denotes a lattice in the representation space Vτ(m) of τ(m) which is stable under the Γi.
This gives a modified extension of some results of Bergeron and Venkatesh [BV] to the case
of non-compact hyperbolic 3-manifolds of finite volume.
Let us now recall some of the previous results related to Theorem 1.1. If X is compact,
it was shown in [Fr] that Z(s, σ) has a meromorphic continuation to C. In a next step,
combining the trace formula with spectral-theoretic methods, for compact X Bunke and
Olbrich described the singularities of Z(s, σ) as in the first item of Theorem 1.1 [BO]. If
X is only of finite volume and satisfies assumption (1.3), the meromorphic continuation of
the Selberg zeta function and a description of its singularities has previously been obtained
only for a finite number of special representations of M . Namely Gangolli and Wallach
[GaWa] solved this problem for the trivial representation of M and Gon and Park [GP]
generalized their methods to treat the fundamental representations σk, k = 1, . . . , n of M
on Λk(C2n). However, it is not clear whether the methods of Gangolli, Wallach, Gon and
Park can be applied to general σ ∈ Mˆ since they use a special type of a Paley-Wiener
theorem for differential forms which prescribes the K-types of a test function in a very
specific way. This theorem exists only for the fundamental representation σk, k = 1, . . . , n.
However, for an application as our proof of Theorem 1.3, it is necessary to understand the
Selberg zeta function for every representation σ of M .
5To prove our main result, we will generalize the approach of Bunke and Olbrich [BO]
from the compact case to our situation. In the approach of Bunke and Olbrich to the
Selberg zeta functions, the generalized Laplace operators appear quite naturally. To carry
over their methods to the non-compact situation we use the invariant trace formula as it is
stated and proved by Hoffmann [Ho2]. We would like to emphasize that the invariant trace
formula can be applied only because the Fourier transform of the invariant part associated
to the weighted orbital integral has been computed explicitly by Hoffmann [Ho1]. Our
approach to the Selberg zeta function is different from that used by Gon and Park, since
the trace formula they use is not invariant and so they have to prescribe the K-types of
their test functions.
We shall now describe our proof more precisely. Let us first recall the setting of the trace
formula. The right regular representation πΓ of G on L
2(Γ\G) splits as πΓ = πΓ,d ⊕ πΓ,c.
Here the representation πΓ,d is completely reducible. On the other hand, the representation
πΓ,c is isomorphic to a direct integral over all tempered principle series representations of
G. For a K-finite Schwarz function φ on G, the operator πΓ,d(φ) is trace class and the
invariant trace formula as it is stated in [Ho2] expresses Tr (πΓ,d(φ)) as a sum of invariant
distributions on G applied to φ.
In order to prove the meromorphic continuation of the Selberg zeta function Z(s, σ),
we first study the symmetrized Selberg zeta function S(s, σ), which is given by Z(s, σ)
if σ = w0σ and by Z(s, σ)Z(s, w0σ), if σ 6= w0σ. Here w0 is a fixed representative of
the restricted Weyl group. As in the compact case [BO], there is a K-finite function hσt ,
belonging to all Harish-Chandra Schwarz spaces, such that the logarithmic derivative of
S(s, σ) is equal to a certain integral transform of H(hσt ). Here H is a distribution on
G which occurs in the invariant Selberg trace formula. It is built from the semisimple
conjugacy classes of Γ. Geometrically, the function hσt arises from the graded fibre trace
of the kernel of e−tA˜(σ), where A˜(σ) is a Laplace-type operator which acts on a graded
vector bundle E˜(σ) over X˜ . Now we apply the invariant trace formula to hσt . We study
the integral transform of all involved summands carefully and in this way we obtain an
expression for the logarithmic derivative of S(s, σ).
If σ is not invariant under the Weyl group, we introduce the antisymmetric Selberg zeta
function Sa(s, σ) := Z(s, σ)/Z(s, w0σ). The bundle E˜(σ) turns out to be a spinor bundle
and there is a canonical twisted Dirac operator D˜(σ) on E˜(σ) such that D˜(σ)2 = A˜(σ).
Now the fibre trace of the kernel of Tr(D˜(σ)e−tD˜(σ)
2
) is represented by a K-finite Harish-
Chandra Schwarz function kσt and the logarithmic derivative of Sa(s, σ) equals an integral
transform ofH(kσt ), where the distribution H is as above. Using the invariant trace formula
again we can study the logarithmic derivative of Sa(s, σ). Putting everything together, we
can complete the proof of Theorem 1.1.
This paper is organized as follows. In section 2 we fix some notation and recall some basic
facts concerning the group G. In section 3 we describe the Selberg zeta functions in terms
which are needed for our approach via the trace formula. In section 4 we review Hoffman’s
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factorization of the C-matrix associated to the Eisenstein series which is an important tool
to state the invariant trace formula. The latter formula is treated in section 5. In the
same section we study the Fourier transform of a certain distribution I occuring in the
trace formula. In section 6 we introduce certain Laplace operators which act on graded
locally homogeneous vector bundles over X and compute the Fourier transform of the
corresponding heat kernels. The meromorphic continuation of the symmetric Selberg zeta
function and a description of its singularities is treated in section 7. Section 8 is devoted
to the study of certain twisted Dirac operators on locally homogeneous bundles over X .
In the final section 9 we study the antisymmetric Selberg zeta function and complete the
proof of Theorem 1.1.
Acknowledgement. This paper contains parts of the author’s PhD thesis. He would
like to thank his supervisor Prof. Werner Mu¨ller for his constant support and for helpful
suggestions.
2. Preliminaries
In this section we establish some notation and recall some basic facts about representa-
tions of the involved Lie groups.
2.1. For d ∈ N, d = 2n+1 we let G := Spin(d, 1). The group G is defined as the universal
covering group of SO0(d, 1), where SO0(d, 1) is the identity component of SO(d, 1). Let
K := Spin(d). Then K is a maximal compact subgroup of G. Put X˜ := G/K. Let
G = NAK be the standard Iwasawa decomposition of G and let M be the centralizer of
A in K. Then we have M = Spin(d − 1). The Lie algebras of G,K,A,M and N will be
denoted by g, k, a,m and n, respectively. Define the standard Cartan involution θ : g → g
by θ(Y ) := −Y t, Y ∈ g. Let g := k ⊕ p be the Cartan decomposition of g with respect
to θ. Let B be the Killing form of g. Then B is positive on p. We define a symmetric
bilinear form 〈·, ·〉 on g by 〈Y1, Y2〉 := 12(d−1)B(Y1, Y2), Y1, Y2 ∈ g. Let x0 = eK ∈ X˜ . Then
we have a canonical isomorphism Tx0X˜
∼= p and thus the restriction of 〈·, ·〉 to p defines an
inner product on Tx0X˜ and therefore an invariant metric on X˜ . This metric has constant
curvature −1 and X˜ , equipped with this metric, is isometric to the hyperbolic space Hd.
2.2. Let a be the Lie-Algebra of A. Then dim(a) = 1. Fix a Cartan-subalgebra b of m.
Then b is also a Cartan subalgebra of k and h := a ⊕ b is a Cartan-subalgebra of g. We
can identify gC ∼= so(d + 1,C). Let e1 ∈ a∗ be the positive restricted root defining n and
let H1 ∈ a such that e1(H1) = 1. We fix e2, . . . , en+1 ∈ ib∗ such that the positive roots
∆+(gC, hC) are chosen as in [GW, page 102] for the root system D. We let ∆
+(gC, aC) be
the set of roots of ∆+(gC, hC) which do not vanish on aC. The positive roots ∆
+(mC, bC) are
chosen such that they are restrictions of elements from ∆+(gC, hC). For α ∈ ∆+(gC, hC)
there exists a unique H ′α ∈ hC such that B(H,H ′α) = α(H) for all H ∈ hC. One has
α(H
′
α) 6= 0. We let Hα := 2α(H′α)H
′
α. For j = 1, . . . , n + 1 we let ρj := n + 1 − j. Then
7the half-sum of positive roots ρG and ρM of ∆
+(gC, hC) resp. ∆
+(mC, bC) are given by
ρG =
∑n+1
j=1 ρjej resp ρM =
∑n+1
j=2 ρjej .
2.3. Let Z
[
1
2
]j
be the set of all (k1, . . . , kj) ∈ Qj such that all ki are integers or all ki are
half integers. Then the finite dimensional representations ν ∈ Kˆ of K are parametrized by
their highest weights Λν ∈ ib∗, Λ(ν) = k2(ν)e2 + · · ·+ kn+1(ν)en+1, (k2(ν), . . . , kn+1(ν)) ∈
Z
[
1
2
]n
, k2(ν) ≥ k3(ν) ≥ . . . ≥ kn+1(ν) ≥ 0. The finite dimensional irreducible representa-
tions σ ∈ Mˆ of M are parametrized by their highest weights Λ(σ) ∈ ib∗,
(2.1) Λ(σ) = k2(σ)e2 + · · ·+ kn+1(σ)en+1; k2(σ) ≥ k3(σ) ≥ · · · ≥ kn(σ) ≥ |kn+1(σ)| ,
where (k2(σ), . . . , kn+1(σ)) ∈ Z
[
1
2
]n
. Let M ′ be the normalizer of A in K and let W (A) =
M ′/M be the restricted Weyl-group. It has order two. Let w0 ∈ W (A) be the non-trivial
element. Then for σ ∈ Mˆ there is an associated representation w0σ, see [MP2, section 2.4].
If the highest weight of σ is as in (2.1), then the highest weight Λ(w0σ) of w0σ is given
by Λ(w0σ) = k2(σ)e2 + · · ·+ kn(σ)en − kn+1(σ)en+1. For ν ∈ Kˆ and σ ∈ Mˆ we denote by
[ν : σ] the multiplicity of σ in the restriction of ν to M .
2.4. Let κ be the spin-representation of K over the spinor space ∆2n. Then κ is the
representation with highest weight Λ(κ) = 1
2
e2 + · · · + 12en+1. By [GW, Theorem 8.1.4]
there is an M-invariant splitting ∆2n = ∆2n+ ⊕ ∆2n− such that the restriction of κ to M
acts on ∆2n+ as κ
+ and on ∆2n− as κ
−, where κ± are the representation of M with highest
weights 1
2
e2+ · · ·+ 12en± 12en+1. Let R(K) and R(M) be the representation rings of K and
M . Let ι : M −→ K be the inclusion and let ι∗ : R(K) −→ R(M) be the induced map. If
R(M)W (A) is the subring of W (A)-invariant elements of R(M), then clearly ι∗ maps R(K)
into R(M)W (A). Moreover, the following proposition holds.
Proposition 2.1. The map ι is an isomorphism from R(K) onto R(M)W (A). Let σ ∈ Mˆ
be of highest weight Λ(σ) as in (2.1) and assume that kn+1(σ) > 0. Let ν(σ) ∈ Kˆ be
the representation of highest weight Λ (ν(σ)) :=
∑n+1
j=2 (kj(σ)− 1/2) ej. Then one has
σ − w0σ = (κ+ − κ−) ⊗ ι∗ν(σ). Moreover, ν(σ) ⊗ κ splits as ν(σ) ⊗ κ = ν+(σ) ⊕ ν−(σ)
such that σ + w0σ = ι
∗ν+(σ)− ι∗ν−(σ).
Proof. This is proved by Bunke and Olbrich, [BO] , Proposition 1.1. 
2.5. We parametrize the principal series as follows. Given σ ∈ Mˆ with (σ, Vσ) ∈ σ, let
Hσ denote the space of Vσ-valued L2-functions on K which satisfy Φ(mk) = σ(m)Φ(k) for
allmost all k ∈ K, all m ∈ M . Then for λ ∈ C and Φ ∈ Hσ we define πσ,λ(g)Φ(k) :=
e(iλ+n)H(kg)Φ(κ(kg)). Recall that the representations πσ,λ are unitary iff λ ∈ R. Moreover,
by [Kn, Theorem 7.2, Theorem 7.12], πσ,λ and πσ′,λ′, λ, λ
′ ∈ C are equivalent iff either
σ = σ′, λ = λ′ or σ′ = w0σ, λ
′ = −λ. Let ν ∈ Kˆ. The restriction of πσ,λ to K coincides
with the induced representation IndKM(σ) and thus by Frobenius reciprocity [Kn, p.208] the
multiplicity of ν in πσ,λ equals [ν : σ]. By [GW, Theorem 8.1.4] one has [ν : σ] ≤ 1. Let
c(σ) :=
∑n+1
j=2 (kj(σ) + ρj)
2 −∑n+1j=1 ρ2j . Then, if Ω is the Casimir element with respect to
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the normalized Killing form one has πσ,λ(Ω) = −λ2 + c(σ), see [MP1, Corollary 2.4]. By
Θσ,λ we will denote the global character of πσ,λ.
2.6. We let Γ be a discrete, torsion free subgroup of G with vol(Γ\G) <∞ and we assume
that Γ satisfies (1.3) We let
X := Γ\G/K.
We equip X with the Riemannian metric induced from X˜ . Let P be a fixed set of rep-
resentatives of Γ-inequivalent cuspidal parabolic subgroups of G. Then P is finite. Let
p := #P. Then p equals the number of cusps of X . Let P0 := MAN . Without loss of
generality we will assume that P0 ∈ P. For every P ∈ P, there exists a kP ∈ K such that
P = NPAPMP with NP = kPNk
−1
P , AP = kPAk
−1
P , MP = kPMk
−1
P . We let kP0 = 1. If
P ∈ P, P ′ ∈ P we will say that σP ∈ MˆP and σP ′ ∈ MˆP ′ are associated if for allmP ′ ∈ MP ′
one has σP ′(mP ′) = σP (kPk
−1
P ′ mP ′kP ′k
−1
P ). For σP ∈ MˆP we will denote by σ the set of all
σP ′ ∈ MˆP ′ associated to σP , where P ′ runs through P. For g ∈ G, we define nP (g) ∈ NP ,
HP (g) ∈ R and κP (g) ∈ K by g = nP (g) exp (HP (g)H1)κP (g). We let H(g) := HP0(g).
3. Selberg zeta functions
This section is devoted to a preliminary description and investigation of the functions
Z(s, σ). We proceed analogously to [BO, section (3.1)].
Let Φ be the geodesic flow on SX . Since K acts transitively on the unit-sphere of p, there
is a canonical isomorphism SX ∼= Γ\G/M and in this way one obtains an isomorphism
TSX ∼= Γ\G×Ad (n⊕ n⊕ a).(3.1)
We fix anM-invariant inner product on n⊕n⊕a and equip TSX with the induced metric.
With respect to (3.1), Φ is given on Γ\G/M as Φ(t,ΓgM) = Γg exp−tH1M , where Φ is
well-defined since M and A commute. Thus, with respect to (3.1), dΦ, regarded as a flow
on TSX , is given by
dΦ(t, [Γg, Y ]) = [Γg exp−tH1,Ad(exp tH1)Y ] , Y ∈ n⊕ a⊕ n, g ∈ G.
The spaces n, n and a are invariant under Ad(A) and Ad(exp tH1) acts on these spaces by
e−t · Id respectively et · Id respectively Id. Thus the decomposition on the right hand side
of (3.1) gives the Anosov-decomposition in (1.1).
Let σ be a unitary finite dimensional representation of M on Vσ and let V (σ) := Γ\(G×σ
Vσ). Then V (σ) is a vector bundle over SX and Φ lifts to a flow Φσ on V (σ) which is
defined by Φσ(t, [Γg, v]) := [Γg exp(−tH1), v].
Next we describe the closed geodesics of X in terms of the conjugacy classes of Γ which we
will denote by C(Γ). There is a canonical one-to one correspondence between C(Γ) and the
set of free homotopy classes of closed paths in X . For γ ∈ Γ we will denote its conjugacy
class by [γ]. Moreover, by f([γ]) we will denote the free homotopy class of closed paths
associated to [γ]. Now for [γ] ∈ C(Γ) we let ℓ(γ) be the infimum over all lengths of the
piecewise smooth curves belonging to f([γ]). We let C(Γ)s be the set of conjugacy classes
[γ] such that γ is semisimple. Moreover we let C(Γ)par be the set of conjugacy classes [γ]
9such that γ is Γ-conjugate to an element of Γ ∩ NP , P ∈ P. Then by [War, Lemma 5.3]
and our assumption (1.3) we have C(Γ) = C(Γ)s ∪ C(Γ)par and C(Γ)s ∩ C(Γ)par = [1]. For
[γ] ∈ C(Γ)par it is easy to see that ℓ(γ) = 0.
On the other hand let γ ∈ Γ be semimisple, γ 6= 1. Then by the same argument as in
the proof of [Wal, Lemma 6.6] for the cocompact case, it follows that there exists g ∈ G,
tγ ∈ (0,∞) and mγ ∈ M such that gγg−1 = mγ exp tγH1, where tγ is unique and mγ
is unique up to conjugation in M . Thus the geodesic c˜γ(t) := g
−1 exp (tH1)K in X˜ is
stabilized by γ and projects to a closed geodesic cγ ∈ f([γ]) of length tγ . Applying [BON,
Proposition 4.2] we conclude that the elements in X˜ which minimize d(x, γx) are exactly
the elements c˜γ(t), t ∈ R. It follows that ℓ(γ) = tγ. Proceeding as in the proof of [Ga,
Lemma 4.1], one can show that for every semisimple element γ ∈ Γ its centralizer Z(γ) in
Γ is infinite cyclic and generated by a semisimple element γ0. Thus we may define nΓ ∈ N
by γ = γ
nΓ(γ)
0 . We call γ resp. [γ] prime if nΓ(γ) = 1. Then it is easy to see that this is
equivalent to saying that cγ is a prime geodesic.
Putting everything together, it follows that the Selberg zeta function from equation (1.2)
can be written as
Z(s, σ) =
∏
[γ]∈C(Γ)s−[1]
[γ] prime
∞∏
k=0
det
(
Id−σ(mγ)⊗ Sk Ad(mγ exp(ℓ(γ)H1))|n¯e−(s+n)ℓ(γ)
)
.(3.2)
In order to establish the convergence of the infinite product in (3.2), we remark that
det(Id−Ad(mγaγ)|n¯)−1 ≤
(
1− e−l(γ))−n .(3.3)
Moreover, using the volume growth volBR(x) ≤ ce2nR on X˜ , the argument of [MePo,
Lemma 4.3, Proposition 4.4] carries over to higher dimensions and one obtains an estimate
#{[γ] ∈ C(Γ)s : ℓ(γ) ≤ R} ≤ Ce2nR(3.4)
for all R and some constant C > 0. Now arguing as in [BO, equation (3.6)] one computes
logZ(s, σ) = −
∑
[γ]∈C(Γ)s−[1]
Tr (σ(mγ)) e
−(s+n)ℓ(γ)
nΓ(γ)det(Id−Ad(mγaγ)|n¯)(3.5)
and applying (3.3) and (3.4) it follows that the infinte product in (1.2) resp. (3.2) converges
absolutly and locally uniformly on the set Re(s) > 2n.
The formula [BO, equation (3.4)] for the logarithmic derivative of R(s, σ) remains valid
also in our case. A similar formula can also be obtained for the logarithmic derivative of
R(s, τ). Thus it follows from (3.4) that the infinit products in (1.4) converges absolutely
for Re(s) > 2n and that the infinite product in (1.5) converges absolutely for s ∈ C with
Re(s) sufficiently large. Also, arguing as in cocompact case, [BO, Proposition 3.4], [Wo,
section 6], we can express the functions R(s, σ) and R(s, τ) as weighted products of Selberg
zeta functions.
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4. Some properties of the C-matrix
In this section we describe some of the main properties of the C-matrix associated to
the Eisenstein series which are needed for our application of the invariant trace formula.
For P ∈ P, ν ∈ Kˆ, σP ∈ MˆP , with [ν : σP ] 6= 0 we let EP (ν, σP ) be the set of all continuous
functions Φ on G which are left-invariant under NPAP such that for all x ∈ G the function
m 7→ ΦP (mx) belongs to L2(M,σP ), the σP -isotypical component of the right regular
representation of MP , and such that for all x ∈ G the function k 7→ ΦP (xk) belongs to the
ν-isotypical component of the right regular representation ofK. We define an inner product
on EP (ν, σP ) as follows. Every element of EP (ν, σP ) can be identified canonically with a
function on K. For Φ,Ψ ∈ EP (ν, σP ) we now set 〈Φ,Ψ〉 := vol(Γ∩NP\NP )
∫
K
Φ(k)Ψ¯(k)dk.
Now we define a Hilbert space EP (σP ) by
EP (σP ) :=
⊕
ν∈Kˆ
[ν:σP ] 6=0
EP (ν, σP ).
For λ ∈ C let πΓ,σP ,λ be the representation of G on EP (σP ) defined by
πΓ,σP ,λ(g)Φ(nPaPk) := e
(λ+n)HP (kg)Φ(kg), nP ∈ NP , aP ∈ AP , k ∈ K, Φ ∈ EP (σP , ν).
For σ ∈ Mˆ and ν ∈ Kˆ with [ν : σ] 6= 0 put
E(ν : σ) :=
⊕
σP∈σ
E(ν : σP ); E(σ) :=
⊕
σP∈σ
EP (σP ); piΓ,σ,λ :=
⊕
σP∈σ
πΓ,σP ,λ.
Then piΓ,σ,λ is a representation of G on E(σ). The pair (E(σ),piΓ,σ,λ) can be related to
the the principal series as follows. For σ ∈ Mˆ let HomM(Vσ, L2(M)) denote the set of
intertwining operators between σ and the right regular representation. The dimension of
this space equals the degree of σ. For ν ∈ Kˆ with [ν : σ] 6= 0 let (Hσ)ν denote the ν-
isotypical component of Hσ, where the latter space is as in section 2.5. Then we define
IP,σ(ν) : HomM(Vσ, L
2(M))⊗ (Hσ)ν → EP (σP ) by
IP,σ(u⊗ Φ)(g) := u ◦ Φ(mk−1p κP (g))(m−1) for almost all m ∈M.(4.1)
Then IP,σ(ν) is an isometry. We let IP,σ be the direct sum of the IP,σ(ν) and define
L(σ) :=
⊕
P∈P
HomM(Vσ, L
2(M)); Iσ : L(σ)⊗Hσ −→ E(σ), Iσ =
⊕
P∈P
IP,σ
The map Iσ is an isomorphism and an intertwining operator between the representations
1⊗ πσ,λ and piΓ,σ,iλ , where 1 stands for the trivial representation of G on L(σ).
Out of the constant terms associated to the Eisenstein series, one can construct operators
C(ν : σ : λ) : E(ν : σ)→ E(ν : w0σ); C(σ : λ) :=
⊕
ν∈Kˆ
[ν:σ] 6=0
C(ν : σ : λ) : E(σ)→ E(w0σ),
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see [MP2, section 3]. For every σ the function λ 7→ C(σ : λ) is meromophic in λ ∈ C and
has no poles on iR. Moreover it satisfies the functional equation
C(w0σ : λ)C(σ : −λ) = Id; C(σ : λ)∗ = C(w0σ : λ¯).(4.2)
The representations piΓ,σ,λ and piΓ,w0σ,−λ are equivalent and C(σ : λ) is an intertwining
operator between piΓ,σ,λ and piΓ,w0σ,−λ.
Let σ ∈ Mˆ . According to [Ho2], the map Iσ can be used to relate the intertwining operators
C(σ : s) to the Knapp-Stein intertwining operators of the principal series representations
associated to P0. One obtains a result similar to the adelic case, where the C-matrix
factorizes into a product of the Knapp-Stein intertwining operator and the intertwining
operators at the finite places. We first briefly recall the definition of the Knapp-Stein
operators. Let Θ denote the lift of θ to G, let N¯ := Θ(N) and let P¯0 := N¯AK be the
parabolic subgroup opposite to P0. Let σ ∈ Mˆ . For Φ ∈ Hσ we define a function Φλ on G
by Φλ(nak) := e
(iλ+n)H(a)Φ(k). Let (Hσ)K denote the K-finite vectors in Hσ. Let m0 ∈ K
be a representative for w0. Then for Im(λ) < 0 and Φ ∈ (Hσ)K the integral
JP¯0|P0(σ, λ)(Φ)(k) :=
∫
N¯
Φλ(n¯k)dn¯ =
∫
N
Φλ(m0nm
−1
0 k)dn(4.3)
is convergent and JP¯0|P0(σ, λ) extends to an intertwining operator JP¯0|P0(σ, λ) : Hσ −→ Hσ
between πσ,λ and πσ,λ,P¯0 , where πσ,λ,P¯0 denotes the principal series representation associated
to σ, λ and P¯0. Moreover, by [KS], as an operator-valued function JP¯0|P0(σ, λ) has a
meromorphic continuation to C. If σ 6= w0σ, JP¯0|P0(σ, λ) has no poles on iR and is invertible
there. If σ = w0σ, JP¯0|P0(σ, λ) is regular and invertible on iR − {0}. Next one defines an
operator A(w0) : Hσ → Hw0σ by A(w0)Φ(k) := Φ(m0k). Then A(w0) intertwines πσ,λ,P¯0
and πw0σ,−λ. Thus the operator
JP0(σ, λ) : Hσ →Hw0σ, JP0(σ, λ) := A(w0)JP¯0|P0(σ, λ)(4.4)
is, wherever it is defined, an intertwining operator between πσ,λ and πw0σ,−λ. If ν ∈ Kˆ with
[ν : σ] 6= 0 we denote by JP0(ν, σ, λ) the restriction of JP0(σ, λ) to a map from (Hσ)ν to
(Hw0σ)ν . Now the C-matrix is related to the Knapp-Stein operator as follows.
Proposition 4.1. There exist a meromorphic Hom(L(σ),L(w0σ))-valued function T(σ, λ)
which is regular on iR− {0} such that in the sense of meromorphic functions one has
C(ν : σ : λ)(Iσ(u⊗ Φ)) = Iw0σ (T(σ, λ)(u)⊗ JP0(ν, σ,−iλ)(Φ))
for all u ∈ L(σ) and all Φ ∈ (Hσ)ν.
Proof. The proposition is proved in [Ho2, Theorem 7.1] for the more general setting of a
rank-one lattice and a Hecke operator. 
Proposition 4.1 gives the following corollary.
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Corollary 4.2. Let α be a K-finite Schwarz-function. Then in the sense of meromorphic
functions one has
Tr
(
piΓ,σ,λ(α)C(σ : λ)
−1 d
dλ
C(σ : λ)
)
= Tr
(
T(σ, λ)−1
d
dλ
T(σ, λ)
)
Θσ,−iλ(α)
− idim(σ)pTr
(
πσ,−iλ(α)JP¯0|P0(σ,−iλ)−1
d
dz
JP¯0|P0(σ,−iλ)
)
.
Proof. We remark that since α is K-finite all traces are taken in finite-dimensional vector
spaces. One has dim (L(σ)) = p dim(σ) and by (4.4) one has
JP0(σ,−iλ)−1
d
dλ
JP0(σ,−iλ) = JP¯0|P0(σ,−iλ)−1
d
dλ
JP¯0|P0(σ,−iλ).(4.5)
Thus the corollary follows from Proposition 4.1 and the intertwining property of Iσ, Iw0σ.

We shall now determine the logarithmic derivative of the function T(σ, λ). Let ν ∈ Kˆ
be a K-type of πσ,λ. Then by section 2.5, ν occurs with mutliplicity 1 in πσ,λ. Hence it
follows from Schur’s Lemma that
JP¯0|P0(σ, λ)|(Hσ)ν = cν(σ : λ) · Id,(4.6)
where cν(σ : λ) ∈ C. The function λ 7→ cν(σ : λ) can be computed explicitly. If k2(ν)e2 +
· · ·+ kn+1(ν)en+1 and k2(σ)e2 + · · ·+ kn+1(σ)en+1 are the highest weight of ν resp. σ, by
Theorem 8.2 in [EKM] one has, taking the different parametrization into account:
cν(σ : λ) = α(n)
∏n+1
j=2 Γ(iλ− kj(σ)− ρj)
∏n+1
j=2 Γ(iλ + kj(σ) + ρj)∏n+1
j=2 Γ(iλ− kj(ν)− ρj)
∏n+1
j=2 Γ(iλ+ kj(ν) + ρj + 1)
,(4.7)
where α(n) is a constant depending only on n. Since dim (L(σ)) = p dim(σ), it follows
with Proposition 4.1, (4.5) and (4.6) that for every ν ∈ Kˆ with [ν : σ] 6= 0 one has
Tr
(
T(σ, iλ)−1
d
dz
T(σ, iλ)
)
=
1
dim(ν)
Tr
(
C(ν : σ : iλ)−1
d
dz
C(ν : σ : iλ)
)
+ ip dim(σ)c(ν : σ : λ)−1
d
dλ
c(ν : σ : λ).(4.8)
Now for σ ∈ Mˆ with highest weight k2(σ)e2 + · · · + kn+1(σ)en+1 we let νσ ∈ Kˆ be the
representation of K with highest weight k2(σ)e2 + · · · + |kn+1(σ)| en+1. Then by [GW,
Theorem 8.1.4] we have [νσ : σ] = 1 and thus using (4.7) and (4.8) we get
Tr
(
T(σ, iλ)−1
d
dz
T(σ, iλ)
)
=
1
dim(ν)
Tr
(
C(νσ : σ : iλ)
−1 d
dz
C(νσ : σ : iλ)
)
+
n+1∑
j=2
p dim(σ)
iλ + |kj(σ)|+ ρj .(4.9)
Finally we recall the factorization of the determinant of the C-matrix into an infinite
product involving its zeroes and poles. Let σ ∈ Mˆ and ν ∈ Kˆ with [ν : σ] 6= 0. The
13
restrictions of the representations πσ,λ and πw0σ,−λ to K are independent of the parameter
λ and are unitarily equivalent via the map A(w0) : Hσ → Hw0σ. If we tensor A(w0)−1
with an isometry I ′(σ) : L(w0σ)→ L(σ) and use the isomorphisms Iσ and Iw0σ, we obtain
an isometry I(σ) : E(w0σ) → E(σ) which maps E(w0σ, ν) to E(σ, ν) for every ν ∈ Kˆ.
Moreover by (4.4) and Proposition 4.1 for all u ∈ L(σ) and all Φ ∈ (Hσ)ν we have
I(σ) ◦C(ν : σ : λ) ◦ Iσ = Iσ ◦
(
(I ′(σ) ◦T(σ, λ))⊗ JP¯0|P0(ν, σ,−iλ)
)
.
Thus using (4.6) it follows that the multiplicity of each pole of det (I(σ) ◦C(ν : σ : λ)) is
divisible by dim(ν). Let {β} and {η} denote the set of poles of det (I(σ) ◦C(ν : σ : λ))
on (0, n] respectively {λ ∈ C : Re(λ) < 0}, counted with multiplicity divided by dim(ν).
Then the set {β} is finite and by [Mu¨2, Theorem 6.9] one has
1
dim(ν)
Tr
(
C(ν : σ : λ)−1
d
ds
C(ν : σ : λ)
)
= log q(σ) +
∑
{β}
(
1
λ+ β
− 1
λ− β
)
+
∑
η
(
1
λ+ η
− 1
λ− η
)
,(4.10)
where q(σ) ∈ R+ and where the sum converges absolutely.
Remark 4.3. Let ν ∈ Kˆ and σ ∈ Mˆ with [ν : σ] 6= 0. Then it follows from (4.2) that α is a
pole of det (I(σ) ◦C(ν : σ : s)) if and only if α is a pole of det (I(w0σ) ◦C(ν : σ : s)) and
that the corresponding orders are equal.
5. The invariant trace formula
Let πΓ be the right-regular representation of G on L
2(Γ\G). Then there exists an
orthogonal decomposition
L2(Γ\G) = L2d(Γ\G)⊕ L2c(Γ\G)(5.1)
of L2(Γ\G) into closed πΓ-invariant subspaces. The restriction of πΓ to L2d(Γ\G) decom-
poses into the orthogonal direct sum of irreducible unitary representations of G and the
multiplicity of each irreducible unitary representation of G in this decomposition is finite.
On the other hand, by the theory of Eisenstein series, the restriction of πΓ to L
2
c(Γ\G)
is isomorphic to the direct integral over all unitary principle-series representations of G.
These results are proved in [War, sections 1-3].
Now let α be a K-finite Schwarz function. Define an operator πΓ(α) on L
2(Γ\G) by
πΓ(α)f(x) :=
∫
G
α(g)f(xg)dg.
Then relative to the decompostition (5.1) one has a splitting
πΓ(α) = πΓ,d(α)⊕ πΓ,c(α).
It easily follows from [Do, Theorem 9.1] that the operator πΓ,d(α) is of trace class. In
this section we recall the Selberg trace formula for Tr (πΓ,d(α)). First we introduce the
distributions involved. Let I(α) := vol(X)α(1). By [HC, Theorem 3], the Plancherel
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theorem can be applied to α. Four groups of real rank one which do not possess a compact
Cartan subgroup it is stated in [Kn, Theorem 13.2]. Thus if Pσ(z) is the Plancherel
polynomial with respect to σ as in [MP2, equation (2.21)], one obtains
I(α) = vol(X)
∑
σ∈Mˆ
∫
R
Pσ(iλ)Θσ,λ(α)dλ,(5.2)
where the sum is finite since α is K-finite. Next we define the semisimple contribution by
H(α) :=
∫
Γ\G
∑
γ∈Γs−1
α(x−1γx)dx.
Here Γs are the semisimple elements of Γ. By [War, Lemma 8.1] the integral converges
absolutely. Its Fourier transform can be computed as follows. Let C(Γ)s be the set of
semisimple conjugacy classes of Γ. For [γ] ∈ C(Γ)s − [1] let mγ ∈ M and ℓ(γ) ∈ R+ be as
in section 3. Let aγ := exp ℓ(γ)H1. Moreover let γ0 be as in section 3. Then one puts
L(γ, σ) :=
Tr(σ)(mγ)
det (Id−Ad(mγaγ)|n¯)e
−nℓ(γ).(5.3)
Then proceeding as in [Wal, Chapter 6] and using [Ga, equation 4.6] one obtains
H(α) =
∑
σ∈Mˆ
∑
[γ]∈C(Γ)s−[1]
l(γ0)
2π
L(γ, σ)
∫ ∞
−∞
Θσ,λ(α)e
−iℓ(γ)λdλ,(5.4)
where the sum is finite since α is K-finite.
Next let P ∈ P and for every η ∈ Γ∩NP−{1} let Xη := log η. Let ‖·‖ be the norm induced
on nP by the restriction of − 14nB(·, θ·) to nP . Then for Re(s) > 0 the Epstein zeta function
ζP is defined by ζP (s) :=
∑
η∈Γ∩NP−{1}
‖Xη‖−2n(1+s). By [Ter, Chapter 1.4, Theorem 1],
this series converges absolutely for Re(s) > 0 and ζT has a meromorphic continuation to
C with a simple pole at s = 0. Let RP (Γ), CP (Γ) be the residue resp. the constant term
of ζP at s = 0. Then by [Ter, Chapter 1.4, Theorem 1] one has RP (Γ) =
vol(S2n−1)
2n vol(Γ∩NP \NP )
.
Now for C(Γ) :=
∑
P∈P CP (Γ) vol(Γ ∩NP\NP )/ vol(S2n−1) let
T (α) := C(Γ)
∫
K
∫
N
α(knk−1)dn; T ′P (α) :=
∫
K
∫
NP
α(knPk
−1)log ‖lognP‖dnPdk.
Then T and TP ′ are tempered distributions. The distributions T is invariant. Applying
the Fourier inversion formula and the Peter-Weyl-Theorem to equation 10.21 in [Kn], one
obtains the Fourier transform of T as:
T (α) =
∑
σ∈Mˆ
dim(σ)
2π
C(Γ)
∫
R
Θσ,λ(α)dλ,(5.5)
see [Wal, Lemma 6.3]. The distributions T ′P are not invariant. However, using the Knapp-
Stein intertwining operators, they can be made invariant as follows. Let ǫ > 0 be such that
0 is the only possible pole of the operators JP¯0|P0(σ, z), JP¯0|P0(σ, z)
−1, T (σ, z), T (σ, z)−1 on
{z ∈ C : |z| < 2ǫ} for all σ ∈ Mˆ which satisfy [ν : σ] 6= 0, ν a K-type of α. Let Hǫ be the
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half-circle from −ǫ to ǫ in the lower half-plane, oriented counter-clockwise. Let Dǫ be the
path which is the union of (−∞,−ǫ], Hǫ and [ǫ,∞). Let
Jσ(α) := −ip dim σ
4π
∫
Dǫ
Tr
(
JP¯0|P0(σ, z)
−1 d
dz
JP¯0|P0(σ, z)πσ,z(α)
)
dz.
The change of contour is only neccessary if JP¯0|P0(σ, s) has a pole at 0, i.e. if σ = w0σ.
Now we define a distribution I by
I(α) :=
∑
P∈P
T ′P (α) +
∑
σ∈Mˆ
Jσ(α).
Then by [Ho1], I is an invariant distribution, see [MP2]. Let
S(α) := 1
4π
∑
σ∈Mˆ
∫
Dǫ
Tr
(
T (σ, iz)−1
d
ds
T (σ, iz)
)
Θσ,z(α)dz,(5.6)
where T (σ, iz) is as in Proposition 4.1. Then the sum is finite since α is K-finite. By
Corollary 4.2 we then have∑
σ∈Mˆ
1
4π
∫
R
Tr
(
piΓ,σ,iλ(α)C(σ : iλ)
−1 d
dz
C(σ : iλ)
)
dλ = S(α)− J(α).(5.7)
Finally, the residual contribution is define by
R(α) :=
∑
σ∈Mˆ
σ=w0σ
−1
4
Tr (C(σ : 0)piΓ,σ,0(α)) .(5.8)
This sum is finite since α is K-finite. Using normalized intertwining operators, the Fourier
transform of R can be computed as follows. We use the notations of section 4. For
σ ∈ Mˆ , σ = w0σ let JP¯0|P0(σ, λ) be as in (4.3). Then JP¯0|P0(σ, λ) might have a pole
at λ = 0. However, if the meromorphic function rP¯0|P0(σ : λ) is defined as in [Ho2,
page 113-114], the map RP0(σ : λ) := A(w0)rP¯0|P0(σ : λ)
−1JP¯0|P0(σ : λ) is defined and
invertible for λ ∈ R, and it satisfies RP0(σ : 0)−1 = RP0(σ : 0). By [KS, Proposition
49, Proposition 53] the representation πσ,0 is irreducible. Moreover, RP0(σ : 0) satisfies
RP0(σ : 0) ◦ πσ,0 = πσ,0 ◦ RP0(σ : 0). Thus by [Kn, Corollary 8.13], RP0(σ : 0) is a scalar
operator. Thus one has (RP0(σ : 0))
2 = ± Id. Let S(σ : s) := rP¯0|P0(σ : s)T(σ : s), where
T(σ : s) is as in Proposition 4.1. Then S(σ : s) is a meromorphic Hom(L(σ),L(σ))-valued
function and since C(σ : 0) is defined and invertible, it follows from Proposition 4.1 that
S(σ : s) is defined at s = 0 and that I−1σ C(σ : 0)Iσ = S(σ : 0) ⊗ RP0(σ : 0), where Iσ is
as in section 4. Using the functional equation (4.2) one obtains S(σ : 0)∗ = S(σ : 0) and
S(σ : 0)−1 = S(σ : 0). Hence S(σ : 0) is diagonalizable with eigenvalues ±1. Using the
intertwining property of Iσ, it follows that there exist natural numbers c1(σ), c2(σ) with
c1(σ) + c2(σ) = p dim(σ) such that one has
−1
4
Tr (C(σ : 0)piΓ,σ,0(α)) =
c1(σ)− c2(σ)
4
Θσ,0(α)(5.9)
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for every K-finite Schwarz function α. We can now state the invariant trace formula.
Theorem 5.1. Let α be a K-finite Schwarz function. Then one has
Tr (πΓ,d(α)) = I(α) +H(α) + T (α) + I(α) +R(α) + S(α).
Proof. This theorem is a special case of the invariant trace formula stated in [Ho2, Theorem
6.4]. It follows if one combines [War, Theorem 8.4], the Theorem on page 299 in [OW], the
explicit form of RP (Γ) and (5.7). Here one has to take into account that our normalizations
are different from those of [OW]. 
The Fourier transform of the distribution I was computed in [Ho1]. We shall now
state his result. Let S(bC) be the symmetric algebra of bC. Define Π ∈ S(bC) by Π :=∏
α∈∆+(mC,bC)
Hα. For σ ∈ Mˆ with highest weight k2(σ)e2 + · · ·+ kn+1(σ)en+1 and λ ∈ R
define λσ ∈ (h)∗C by λσ := iλe1+
∑n+1
j=2 (kj(σ)+ρj)ej. We will denote by 〈·, ·〉 the symmetric
bilinear form on h∗C induced by the Killing form. Then for α ∈ ∆+(gC, hC) we denote by
sα : h
∗
C → h∗C the reflection sα(x) = x − 2 〈x,α〉〈α,α〉α. Now the Fourier transform of I is
computed as follows.
Theorem 5.2. For every K-finite α ∈ C2(G) one has
I(α) = p
4π
∑
σ∈Mˆ
∫
R
Ω(σˇ,−λ)Θσ,λ(α)dλ,
where the function Ω(σ, λ) is given by
Ω(σ, λ) := −2 dim(σ)γ − 1
2
∑
α∈∆+(gC,aC)
Π(sαλσ)
Π(ρM)
(ψ(1 + λσ(Hα)) + ψ(1− λσ(Hα)) .
Here ψ denotes the digamma function and γ denotes the Euler-Mascheroni constant. More-
over σˇ denotes the contragredient representation of σ.
Proof. This follows from [Ho1, Theorem 5], [Ho1, Theorem 6], [Ho1, Corollary on page
96]. 
In order to show that the residues of the logarithmic derivative of the symmetrized
Selberg zeta function are integral, we shall now take a closer look at the functions Ω(σ, λ).
For σ of highest weight k2(σ)e2 + · · ·+ kn+1(σ)en+1 and j = 2, . . . , n+ 1 we let
Pj(σ, λ) =
Π(se1+ejλσ)
Π(ρM )
.
Then it was shown in [MP2, equation 6.23 ] that
Pj(σ, λ) = dim(σ)
n+1∏
p=2
p 6=j
−λ2 − (kp(σ) + ρp)2
(kj(σ) + ρj)2 − (kp(σ)− ρp)2 .(5.10)
Thus Pj(σ, λ) is an even polynomial in λ of degree 2n−2. Now the following lemma holds.
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Lemma 5.3. Let j = 2, . . . , n+1 and assume that all kj(σ) are integers with kn+1(σ) ≥ 0.
Let l ∈ N with kn+1(σ) ≤ l ≤ kj(σ) + ρj. Then Pj(σ, il) is integral.
Proof. Suppose first that l = kn+1(σ). If j < n + 1, one has Pj(σ, il) = 0 and if j = n+ 1,
one has Pj(σ, il) = dim(σ) by (5.10).
Now suppose that l > kn+1(σ). Then there exists a minimal ν ∈ {2, . . . , n} such that
l − ρν ≥ kν+1(σ). We have ν ≥ j. If ν > 2 we have l − ρν−1 < kν(σ). Moreover, if ν > 2
with l−ρν−1 = kν(σ)−1 then l = kν(σ)+ρν and so in this case we have Pj(σ, il) = dim(σ)
for ν = j and Pj(σ, il) = 0 for ν > j by (5.10).
Thus it remains to consider the case that either ν = 2 or that for ν > 2 one has kν(σ)−1 ≥
l − ρν−1 + 1 = l − ρν . In this case we define Λ′ ∈ b∗C by
Λ′ : =
∑
2≤i<j
ki(σ)ei +
∑
j<i≤ν
(ki(σ)− 1) ei−1 + (l − ρν)eν +
∑
ν<i≤n+1
ki(σ)ei.
Then Λ′ is the highest weight Λ(σ′) of a representation σ′ of M . By [MP2, equation 6.19],
the restriction of se1+ejλσ|λ=il to b∗C coincides with Λ(σ′ + ρM) up to a permutation of the
e2, . . . , en. Let ξ ∈ b∗C, ξ = ξ2e2+ · · ·+ ξn+1en+1. Then by [MP2, equation 6.18], if τ is any
permutation of {2, . . . , n+1}, for ξτ := ξ2eτ(2)+ · · ·+ ξn+1eτ(n+1), one has Π(ξτ ) = ±Π(ξ).
Applying the Weyl dimension formula [GW, Theorem 7.19] one obtains
dim(σ′) =
Π(Λ(σ′) + ρM)
Π(ρM)
= ±Pj(σ, il).
This proves the lemma. 
We can now state our main result about the function Ω(σ, λ).
Proposition 5.4. Let σ ∈ Mˆ with highest weight k2(σ)e2+ · · ·+kn+1(σ)en+1. Assume that
all kj(σ) are integers. Let m0 := |kn+1(σ)|. Then there exists an even polynomial Q(σ, λ)
of degree ≤ 2n− 4 and for every j = 2, . . . , n+ 1, every l with m0 ≤ l < |kj(σ)|+ ρj there
exist integers cj,l(σ) such that
Ω(σ, λ) =− dim(σ)
(
2γ + ψ(1 + iλ) + ψ(1− iλ) +
∑
1≤l<m0
2l
λ2 + l2
)
−
n+1∑
j=2
∑
m0≤l<
|kj(σ)|+ρj
cj,l(σ)
2l
λ2 + l2
−
n+1∑
j=2
dim(σ)
|kj(σ)|+ ρj
(|kj(σ)|+ ρj)2 + λ2 −Q(σ, λ).
For every σ ∈ Mˆ one has Ω(σ, λ) = Ω(w0σ, λ) = Ω(σˇ, λ) and Q(σ, λ) = Q(w0σ, λ).
Proof. For j = 2, . . . , n+ 1 and l ∈ N with m0 ≤ l < |kj(σ)|+ ρj we let cj,l(σ) := Pj(σ, il).
Then cj,l(σ) is integral by Lemma 5.3. Thus if |kn+1(σ)| > 0, the proposition follows from
[MP2, Proposition 6.4]. If kn+1(σ) = 0, the proof is exactly the same. 
We remark that if all kj(σ) are half-integral, a statement analogous to Proposition 5.4
holds. For the proof one proceeds in the same way as above.
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6. Bochner Laplace operators
Let (ν, Vν) ∈ Kˆ and let E˜ν := G ×ν Vν be the associated homogeneous vector bundle
over X˜ equipped with the metric induced from Vν . Then if one lets
C∞(G, ν) := {f : G→ Vν : f ∈ C∞, f(gk) = ν(k−1)f(g), ∀g ∈ G, ∀k ∈ K},(6.1)
the smooth sections of E˜ν are canonically isomorphic to C
∞(G, ν). A corresponding isome-
try also holds for the L2-sections of E˜ν and the space L
2(G, ν), which is defined analogously
to (6.1). Let A˜ν be the differential operator which is induced by −Ω on C∞(G, ν). Then
by the same argument as in [MP2, section 4] A˜ν with domain C
∞
c (G, ν), the compactly
supported elements of C∞(G, ν), is bounded from below and essentially selfadjoint. Its
selfadjoint closure will be denoted by A˜ν too. Let e
−tA˜ν be the heat-semigroup of A˜ν on
L2(G, ν). Then there exists a function
Hνt : G −→ End(Vν); Hνt (k−1gk′) = ν(k)−1 ◦Hνt (g) ◦ ν(k′), ∀k, k′ ∈ K, ∀g ∈ G(6.2)
such that
(e−tA˜νφ)(g) =
∫
G
Hνt (g
−1g′)φ(g′)dg′, φ ∈ L2(G, ν), g ∈ G,(6.3)
see [MP2, section 4]. By the arguments of [BM, Proposition 2.4], Hνt belongs to all Harish-
Chandra Schwarz spaces (Cq(G) ⊗ End(Vν)), q > 0. We put hνt (g) := trHνt (g), where tr
denotes the trace in End Vν .
Now we pass to the quotient X = Γ\X˜ . Let Eν := Γ\E˜ν be the locally homogeneous
bundle over X . Let C∞c (Γ\G, ν) resp. L2(Γ\G, ν) denote the Γ-left invariant elements of
C∞c (G, ν) resp. L
2(G, ν) . Then Aν with domain C
∞
c (Γ\G, ν) is essentially selfadjoint and
bounded from below, see [MP2, section 4]. Its selfadjoint closure will be denoted by Aν
too. The decomposition (5.1) induces a decomposition of L2(Γ\G, ν) ∼= (L2(Γ\G, ν)⊗ Vν)K
as L2(Γ\G, ν) = L2d(Γ\G, ν) ⊕ L2c(Γ\G, ν). This decomposition is invariant under Aν in
the sense of unbounded operators. Let Adν denote the restriction of Aν to L
2
d(Γ\G, ν) in
the sense of unbounded operators. Since πΓ,d decomposes discretely into a direct sum of
irreducible unitary representations of G, there exists a subset J ⊂ N, a sequence λj , j ∈ J
of real numbers and an orthonormal base φj, j ∈ J of L2d(Γ\G, ν) such that Aνφj = λjφj
for every j ∈ J . The set J may be finite. For λ ∈ [0,∞) let N(λ) := #{j ∈ J : λj ≤ λ}.
By [Do, Theorem 9.1], there exists a constant C such that
N(λ) ≤ C(1 + λ) d2 .(6.4)
for every λ. Hence the operator e−tA
d
ν is of trace class and one has
Tr πΓ,d(h
ν
t ) = Tr(e
−tAdν ) =
∑
j
e−tλj .(6.5)
Using the methods of [BM], it was shown in [MP2, section 4] that
Θσ,λ(h
ν
t ) = e
t(c(σ)−λ2) [ν : σ] .(6.6)
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for every σ ∈ Mˆ . Here c(σ) is as in section 2.5.
7. The symmetric Selberg zeta function
For s ∈ C, Re(s) > 2n we define the symmetric Selberg zeta function S(s, σ) by
S(s, σ) := Z(s, σ) if σ = w0σ and by by S(s, σ) := Z(s, σ) + Z(s, w0σ) if σ 6= w0. In
this section we want to study the function S(s, σ).
By Proposition 2.1 there exist unique integers mν(σ) ∈ {−1, 0, 1} which are zero except
for finitely many ν ∈ Kˆ such that∑
ν∈Kˆ
mν(σ)ι
∗ν = σ, if σ = w0σ;
∑
ν∈Kˆ
mν(σ)ι
∗ν = σ + w0σ, if σ 6= w0σ.(7.1)
In the notations of section 6, we define vector bundles E˜(σ) and E(σ) over X˜ resp. X by
E˜(σ) :=
⊕
ν∈Kˆ
mν(σ)6=0
E˜ν ; E(σ) :=
⊕
ν∈Kˆ
mν(σ)6=0
Eν .(7.2)
Then E˜(σ) and E(σ) admit gradings E˜(σ) = E˜+(σ)⊕ E˜−(σ) and E(σ) = E+(σ)⊕E−(σ)
defined by the sign of mν(σ). For ν ∈ Kˆ let Aν and Adν be as in section 6 and define
A(σ) :=
⊕
ν∈Kˆ
mν(σ)6=0
Aν + c(σ); A(σ)d :=
⊕
ν∈Kˆ
mν(σ)6=0
Adν + c(σ),
where c(σ) is as in section 2.5. Let A˜(σ) be the lift of A(σ) to E˜(σ). Let
hσt (g) := e
−tc(σ)
∑
ν∈Kˆ
mν(σ)h
ν
t (g),(7.3)
where hνt is as in the previous section. Then by (7.1) and (6.6), for a principal series
representation πσ′,λ, σ
′ ∈ Mˆ , λ ∈ R we have
Θσ′,λ(h
σ
t ) = e
−tλ2 for σ′ ∈ {σ, w0σ}; Θσ′,λ(hσt ) = 0, otherwise.(7.4)
Next we state a generalized resolvent formula which is due to Bunke and Olbrich.
Proposition 7.1. Let s1, . . . , sN be complex numbers with s
2
i 6= s2i′ for i 6= i′. Then for
every z ∈ C− {−s21, . . . ,−s2N} one has
N∑
i=1
1
s2i + z
N∏
i′=1
i′ 6=i
1
s2i′ − s2i
=
N∏
i=1
1
s2i + z
.
Proof. This is proved by Bunke and Olbrich, [BO, Lemma 3.5]. 
Since the operators Aν are bounded from below, there exists a λ0(σ) ∈ R such that
A(σ) ≥ λ0(σ). Let λ0 < λ1 < . . . be the sequence of eigenvalues of A(σ). This sequence
might be either a finite or an infinte. For each λk let E(λk) be the eigenspace of A(σ) with
eigenvalue λk and define its graded dimension by ms(λk, σ) := dimgr E(λk). Now fix N ∈ N
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with N > d/2 and choose distinct s1, . . . , sN ∈ C, such that Re(si) > 2n and such that
Re(s2i ) > max{0,−λ0(σ)} for all i. Then by Proposition 7.1 we have
∑
k
ms(λk, σ)
N∏
i=1
1
λk + s
2
i
=
∫ ∞
0
N∑
i=1
Trs e
−t(A(σ)d+s2i )
N∏
i′=1
i′ 6=i
1
s2i′ − s2i
dt,(7.5)
where the super-trace is taken with respect to the grading defined above. The sum on the
left hand side of (7.5) converges absolutely by (6.4). We compute the right hand side of
(7.5) using the (6.5) and the invariant trace formula stated in Theorem 5.1. From now on
we assume that in the weight Λ(σ) of σ as in (2.1) all ki(σ) are integers. If all ki(σ) are
half-integral, one can proceed in the same way by making the appropriate modifications
in the treatment of the distribution I. To save notation we let ǫ(σ) = 1, if σ = w0σ and
ǫ(σ) = 2, if σ 6= w0σ.
We begin with the identity contribution. The polynomial Pσ(λ) is even and of degree d−1
and by [MP2, section 2.8] it satisfies Pσ(λ) = Pw0σ(λ). Thus by (5.2) and (7.4) one has∫ ∞
0
N∑
i=1
I(hσt )e
−ts2i
N∏
i′=1
i′ 6=i
1
s2i′ − s2i
dt = ǫ(σ)πvol(X)
N∑
i=1
Pσ(si)
1
si
N∏
i′=1
i′ 6=i
1
s2i′ − s2i
.(7.6)
Next we come to the hyperbolic contribution. For γ ∈ C(Γ)s we let Lsym(γ, σ) := L(γ, σ),
if σ = w0σ and Lsym(γ, σ) := L(γ, σ) + L(γ, w0σ), if σ 6= w0σ. Here L(γ, σ) is as in (5.3).
Then using (5.4) and (7.4) we obtain∫ ∞
0
N∑
i=1
H(hσt )e
−ts2i
N∏
i′=1
i′ 6=i
1
s2i′ − s2i
dt =
N∑
i=1
∑
[γ]∈C(Γ)s−[1]
ℓ(γ0)Lsym(γ, σ)e
−sil(γ)
1
2si
N∏
i′=1
i′ 6=i
1
s2i′ − s2i
.
Since Re(si) > 2n for every i, the sum on the right hand side converges absolutely by
equation (3.4) and equation (3.3). By [GW, section 3.2.5] if n is even we have σˇ = σ and
if n is odd we have σˇ = w0σ for every σ ∈ Mˆ . Thus, applying (3.5) we obtain∫ ∞
0
N∑
i=1
H(hσt )e
−ts2i
N∏
i′=1
i′ 6=i
1
s2i′ − s2i
dt =
N∑
i=1
d
ds
∣∣∣∣
s=si
logS(s, σ)
1
2si
N∏
i′=1
i′ 6=i
1
s2i′ − s2i
.(7.7)
For the distribution T it follows from (5.5) and (7.4) that∫ ∞
0
N∑
i=1
T (hσt )e
−ts2i
N∏
i′=1
i′ 6=i
1
s2i′ − s2i
dt =
ǫ(σ) dim(σ)
2
C(Γ)
N∑
i=1
1
si
N∏
i′=1
i′ 6=i
1
s2i′ − s2i
.(7.8)
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Using Theorem 5.2, Proposition 5.4, and equation (7.4) we compute:∫ ∞
0
N∑
i=1
I(hσt )e−ts
2
i
N∏
i′=1
i′ 6=i
1
s2i′ − s2i
dt = −pǫ(σ)
2
n+1∑
j=2
∑
m0≤l
<|kj(σ)|+ρj
cj,l(σ)
N∑
i=1
1
l + si
1
si
N∏
i′=1
i′ 6=i
1
s2i′ − s2i
− pǫ(σ) dim(σ)
2
N∑
i=1
(
γ + ψ(1 + si) +
∑
1≤l<m0
1
l + si
)
1
si
N∏
i′=1
i′ 6=i
1
s2i′ − s2i
− 1
4
n+1∑
j=2
|kj(σ)|+ρj>0
N∑
i=1
pǫ(σ) dim(σ)
|kj(σ)|+ ρj + si
1
si
N∏
i′=1
i′ 6=i
1
s2i′ − s2i
− 1
4
N∑
i=1
Q(σ, isi)
pǫ(σ)
si
N∏
i′=1
i′ 6=i
1
s2i′ − s2i
.
Next we treat the contribution of the distribution S defined in (5.6). For σ ∈ Mˆ let νσ ∈ Kˆ
be as in section 4 and let {β(σ)} and {η(σ)} denote the poles of det (I(σ) ◦C(νσ : σ : s))
on (0, n] and on {s ∈ C : Re(s) < 0}, counted with multiplicity divided by dim(νσ) as in
section 4. Then by (4.2), (4.9), (4.10) and (7.4) one has∫ ∞
0
N∑
i=1
S(hσt )e−ts
2
i
N∏
i′=1
i′ 6=i
1
s2i′ − s2i
dt =
ǫ(σ)
4
∑
{η(σ)}
N∑
i=1
(
1
η(σ)− si +
1
η¯(σ)− si
)
1
si
N∏
i′=1
i 6=i′
1
s2i′ − s2i
+
ǫ(σ)
2
∑
{β(σ)}
N∑
i=1
1
si + β(σ)
1
si
N∏
i′=1
i′ 6=i
1
s2i′ − s2i
+
ǫ(σ)
4
N∑
i=1
log q(σ)
1
si
N∏
i′=1
i′ 6=i
1
s2i′ − s2i
+
ǫ(σ)p dim(σ)
4
n+1∑
j=2
N∑
i=1
1
|kj(σ)|+ ρj + si
1
si
N∏
i′=1
i′ 6=i
1
s2i′ − s2i
.
Finally, the residual contribution is nonzero only if σ = w0σ and using (5.9) and (7.4) it
follows that in this case we have∫ ∞
0
N∑
i=1
R(hσt )e
−ts2i
N∏
i′=1
i′ 6=i
1
s2i′ − s2i
dt =
c1(σ)− c2(σ)
4
N∑
i=1
1
s2i
·
N∏
i′=1
1
s2i′ − s2i
.
Now for σ 6= w0σ put K(σ, s) = 0 and for σ = w0σ put K(σ, s) = − c1(σ)s . Moreover let
cΓ(σ) := ǫ(σ) (dim(σ)C(Γ)− dim(σ)γp). Then the computations of this section can be
summarized in the following proposition.
Proposition 7.2. For s ∈ C with Re(s) > 2n define
Ξ(s, σ) := exp
(
2πvol(X)ǫ(σ)
∫ s
0
Pσ(r)dr − ǫ(σ)p
2
∫ s
0
Q(σ, ir)dr + scΓ(σ)
)
· (Γ(1 + s))−pǫ(σ) dim(σ) · S(s, σ).
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Then there exist polynomials C(λk; s) and C(σ; s) in s which are of degree at most 2(N−2)
such that the logarithmic derivative of Ξ satisfies
Ξ′(s, σ)
Ξ(s, σ)
=2s
∑
k
ms(λk, σ)
(
1
s2 + λk
+ C(λk; s)
)
+
∑
1≤l<m0
pǫ(σ) dim(σ)
1
l + s
+
n+1∑
j=2
∑
m0≤l<
|kj(σ)|+ρj
pǫ(σ)cj,l(σ) · 1
l + s
+
∑
η(σ)
ǫ(σ)
2
(
1
s− η(σ) +
1
s− η¯(σ)
)
−
∑
β(σ)
ǫ(σ)
s+ β(σ)
− ǫ(σ) log q(σ)
2
+K(σ, s) + sC(σ; s),
where all involved sums converge absolutely.
Proof. We let s1 =: s and fix s2, . . . , sN . If we multiply (7.5) by 2s
∏N
i′=2 (s
2
i′ − s2) and use
that for σ = w0σ we have kn+1(σ) = 0 and c1(σ) + c2(σ) = p dim(σ), the Lemma follows
from Propositon 7.1 and from the above computations. 
8. Twisted Dirac Operators
In this section we introduce certain twisted Dirac operators on X˜ and compute the
Fourier transform of the corresponding heat-kernel. We keep the notations of section 2.4.
Let Cl(p) be the Clifford-algebra of p with respect to the scalar product on p defined in
section 2.2. Let Cl(X˜) := G×Ad Cl(p) be the Clifford bundle over X˜ . Let S˜ = G×κ ∆2n
be the spinor bundle of X˜ . We denote by c : Cl(p) ⊗ ∆2n −→ ∆2n, X ⊗ v 7→ c(X)v the
Clifford multiplication. Since M centralizes a, there is an ǫ ∈ {±1} such that ǫ c(H1) acts
on the spaces ∆2n± with eigenvalues ∓i, where H1 is in section 2.2.
Now let σ ∈ Mˆ and assume that σ 6= w0σ, kn+1(σ) > 0. Let ν(σ) ∈ Kˆ be as in Proposition
2.1. Let E˜(σ) be the vector bundle over X˜ as in section 7. Then by Proposition 2.1 one
has E˜(σ) = E˜ν(σ)⊗ S˜. We denote by D˜(σ) the twisted Dirac-Operator on E˜(σ), multiplied
by ǫ. Then we have the following proposition.
Proposition 8.1. Let A˜(σ) be as in section 7. Then one has A˜(σ) = D˜(σ)2.
Proof. We regard D˜(σ) as an operator on C∞(G, ν(σ)⊗ κ), where the latter space is as in
(6.1). In [AS], it was assumed that rk(G) = rk(K). However, one can proceed exactly as
in [AS, page 53-54] to obtain D˜(σ)2 = −Ω+(ν(σ)(ΩK)− κ(ΩK)) Id, which is analogous to
[AS, equation (A 9)]. The highest weight Λ(ν(σ)) of ν(σ) is as in Proposition 2.1 and the
highest weight of κ is given by Λ(κ) = 1
2
e2 + . . . +
1
2
en+1. Thus applying [MP1, equation
2.18] one computes ν(σ) (ΩK)− κ(ΩK) = c(σ) and the Lemma is proved. 
Then D˜(σ) and D˜(σ)2 with domain C∞c (G, ν(σ)⊗ κ) ⊂ L2(G, ν(σ)⊗ κ) are essentially
selfadjoint, see [LM, Theorem II.5.7] and [MP2, section 4]. Their selfajoint closures will be
denoted by the same symbols. Let X1, . . . , X2n+1 be an orthonormal base of p. Then by
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(6.3) D˜(σ)e−tD˜(σ)
2
acts on L2(G, ν(σ)⊗ κ) as a convolution operator with smooth kernel
Kσt (g) := ǫe
−tc(σ)
2n+1∑
i=1
Id⊗ c(Xi) ◦ d
dt
∣∣∣∣
t=0
H
ν(σ)⊗κ
t (exp−tXig),
where H
ν(σ)⊗κ
t is as in (6.2). Since H
ν(σ)⊗κ
t belongs to all Harish-Chandra Schwarz spaces(Cq(G)⊗ End (Vν(σ) ⊗∆2n))K , q > 0 and since these spaces are stable under the differ-
ential action of U(gC), it follows that K
ν(σ)
t ∈
(Cq(G)⊗ End (Vν(σ) ⊗∆2n))K . Define a
K-finite Schwarz function kσt := TrK
σ
t , where Tr is the trace in End
(
Vν(σ) ⊗∆2n
)
. Then
the Fourier transform of kσt was computed by Moscovici and Stanton [MS]. It is given as
follows.
Proposition 8.2. Let σ ∈ Mˆ , kn+1(σ) > 0. Then for λ ∈ R one has
Θσ,λ(k
σ
t ) = (−1)nλe−tλ
2
; Θw0σ,λ(k
σ
t ) = (−1)n+1λe−tλ
2
.
Moreover, if σ′ ∈ Mˆ , σ′ /∈ {σ, w0σ}, for every λ ∈ R one has Θσ′,λ(kσt ) = 0.
Proof. Let π be an admissible unitary representation of G onHπ. Define an operator D˜σ(π)
on the K-invariant subspace
(Hπ ⊗ Vν(σ) ⊗∆2n)K by D˜σ(π) := ǫ∑2n+1i=1 π(Xi)⊗Id⊗ c(Xi).
Then combining the arguments of [BM], [MP2, section 4] and Proposition 8.1 one easily
obtains Tr (π(kσt )) = e
t(π(Ω)−c(σ)) Tr D˜σ(π). Now by [MS, Proposition 3.6], where an i has
to be added by the arguments of Chapter 3 in [MS], it follows that for every σ′ ∈ Mˆ
one has Tr D˜σ(πσ′,λ) = λ
(
dim
(
Vσ′ ⊗ Vν(σ) ⊗∆2n+
)M − dim (V ′σ ⊗ Vν(σ) ⊗∆2n− )M). Let σˇ
be the contragredient representation of σ. By [GW, section 3.2.5] if n is even one has
σˇ = σ and if n is odd one has σˇ = w0σ. Hence by Proposition 2.1, for σ
′ ∈ Mˆ and λ ∈ R
one has dim
(
Vσ′ ⊗ Vν(σ) ⊗∆2n+
)M − dim (Vσ′ ⊗ Vν(σ) ⊗∆2n− )M = (−1)n [σ − w0σ : σ′]. If
we apply the formula for πσ,λ(Ω) from section 2.5 , the Proposition follows. 
9. The antisymmetric Selberg zeta function
Let σ ∈ Mˆ with kn+1(σ) > 0. Let E(σ) = Γ\E˜(σ) be the locally homogeneous vector
bundle over X as in section 7. Let D˜(σ) be as in the previous section. Then D˜(σ) pushes
down to an operator D(σ) on the smooth sections of E(σ). By Proposition 8.1 one has
D(σ)2 = A(σ), where A(σ) is the operator from section 7. The operator D(σ) has a
well defined restriction to L2d(Γ\G, ν(σ) ⊗ κ) in the sense of unbounded operators. This
restriction will be denoted by D(σ)d. The space L
2
d(Γ\G, ν(σ)⊗ κ) is an orthogonal direct
sum of finite dimensional eigenspaces of D(σ)2d. On these spaces D(σ)d acts as a symmetric
operator, and thus L2d(Γ\G, ν(σ) ⊗ κ) is also the orthogonal direct sum of eigenspaces of
D(σ)d. By (6.4) the operator D(σ)d e
−tD(σ)2
d is of trace class. One has
Tr
(
D(σ)d e
−tD(σ)2
d
)
= Tr (πΓ,d(k
σ
t )) ,(9.1)
where kσt is as in the previous section. Let {µk} be a fixed sequence of the eigenvalues of
D(σ)d with µk = µk′ iff k = k
′. This sequence might be finite or infinite. Let E(µk) be the
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eigenspace of D(σ) corresponding to the eigenvalue µk and let d(µk, σ) := dim(E(µk)). Let
N ∈ N, N > n+1. We choose distinct points s1, . . . , sN such that Re(sj) > 2n, Re(s2j) > 0
for all j. By Proposition 7.1 we have
2i
∑
k
d(µk, σ)µk
N∏
j=1
1
µ2k + s
2
j
= 2i
∫ ∞
0
N∑
j=1
e−ts
2
j Tr
(
D(σ)d e
−tD(σ)2
d
) N∏
j′=1
j′ 6=j
1
s2j′ − s2j
dt.(9.2)
The sum on the left hand side converges absoluetly by (6.4).
We compute the right hand side of (9.2) using (9.1) and the invariant trace formula stated
in Theorem 5.1. By [MP2, equation (2.22)] we have Pσ(λ) = Pw0σ(λ). By Proposition
5.4 we have Ω(σ, λ) = Ω(w0σ, λ). Thus, applying (5.2), (5.5) (5.9), Theorem 5.2 and
Proposition 8.2, it follows that I(kσt ), T (k
σ
t ), I(kσt ) and R(kσt ) vanish.
If L(γ, σ), L(γ, w0σ) are as in (5.3), it follows from (5.4) and Proposition 8.2 that
2i
∫ ∞
0
N∑
j=1
e−ts
2
jH(kσt )
N∏
j′=1
j′ 6=j
1
s2j′ − s2j
dt
= (−1)n
N∑
j=1
∑
[γ]∈C(Γ)s−[1]
l(γ0)(L(γ, σ)− L(γ, w0σ))e−l(γ)sj
N∏
j′=1
j′ 6=j
1
s2j′ − s2j
.
For Re(s) > 2n we define the anti-symmetric Selberg-zeta function by Sa(s, σ) :=
Z(s,σ)
Z(s,w0σ)
.
As above, by [GW, section 3.2.5] if n is even we have Tr(σ) = Tr(σ) and if n is odd we
have Tr(σ) = Tr(w0σ) for every σ ∈ Mˆ . Thus using (3.5) we obtain
2i
∫ ∞
0
N∑
j=1
e−ts
2
jH(kσt )
N∏
j′=1
j′ 6=j
1
s2j′ − s2j
dt =
N∑
j=1
d
ds
∣∣∣∣
s=sj
log Sa(s, σ)
N∏
j′=1
j′ 6=j
1
s2j′ − s2j
.
Now we treat the distribution S. Let η(σ), η(w0σ) be the poles of det (I(σ) ◦C(νσ : σ : s))
resp. of det (I(w0σ) ◦C(νσ : w0σ : s)) with negative real part and with multiplicity by
dim(νσ) as in section 4. Then by (4.9), (4.10), Remark 4.3 and Proposition 8.2 one has
2i
∫ ∞
0
N∑
j=1
e−ts
2
jS(kσt )
N∏
j′=1
j′ 6=j
1
s2j′ − s2j
dt =(−1)n+1
∑
η(σ)
N∑
j=1
1
sj − η(σ)
N∏
j′=1
j′ 6=j
1
s2j′ − s2j
+ (−1)n
∑
η(w0σ)
N∑
j=1
1
sj − η(w0σ)
N∏
j′=1
j′ 6=j
1
s2j′ − s2j
.
Let σ ∈ Mˆ with kn+1(σ) < 0. Then we define the twisted Dirac operator D(σ) as D(σ) :=
−D(w0σ), where D(w0σ) is as in section 8. We can now prove our main result about the
antisymmetric Selberg zeta function.
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Proposition 9.1. The antisymmetric Selberg zeta function Sa(s, σ) satisfies
S ′a(s, σ)
Sa(s, σ)
=
∑
k
(
d(µk, σ)
s− iµk −
d(µk, σ)
s+ iµk
+ C(µk; s)
)
+ (−1)n
∑
η(σ)
(
1
s− η(σ) + C
′(η(σ); s
)
+ (−1)n+1
∑
η(w0σ)
(
1
s− η(w0σ) + C
′(η(w0σ); s)
)
,
where C(µk; s), C(η(σ); s) and C(η(w0σ); s) are polynomials in s of degree at most 2(N−2).
Proof. Clearly we can assume that kn+1(σ) > 0. We let s1 =: s, Re(s) > 2n, Re(s
2) > 0
and fix distinct s2, . . . , sN with Re(sj) > 2n, Re(s
2
j) > 0. Then we multiply both sides
of (9.2) by
∏N
j′=2
(
s2j′ − s2
)
and apply Proposition 7.1 to the left hand side and equation
(9.1) and Theorem 5.1 to the right hand side. The proposition follows immediately from
the previous computations. 
Now we can complete our proof of the meromorphic continuation of the Selberg zeta
function Z(s, σ) for every σ ∈ Mˆ and describe its singularities. We say that a meromorphic
function f : C → C has a singularity of order k ∈ Z at s0 ∈ C if lims→s0(s − s0)−kf(s)
exists and is not zero.
Theorem 9.2. Let σ ∈ Mˆ . Then the Selberg zeta function Z(s, σ) has a meromorphic
continuation to C. Its singularities associated to spectral parameters are as follows:
(1) If σ = w0σ at the points ±i
√
λk of order ms(λk, σ), where λk is a non-zero eigen-
value of A(σ) andms(λk, σ) is the graded dimension of the corresponding eigenspace.
Here for Re(λk) < 0 we take the square root with positive imaginary part.
(2) If σ 6= w0σ at the points ±iµk of order 12 (ms(µ2k, σ) + d(±µk, σ)− d(∓µk, σ)). Here
µk is a non-zero eigenvalue of D(σ) of multiplicity d(µk, σ) and ms(µ
2
k, σ) is the
graded dimension of the eigenspace of A(σ) corresponding to the eigenvalue µ2k.
(3) At the point s = 0 of order 2ms(0, σ) − c1(σ) if σ = w0σ and of order ms(0, σ) if
σ 6= w0σ. Here c1(σ) is as in (5.9).
(4) At the points −β(σ) where β(σ) are the poles of det (I(σ) ◦C(νσ : σ : s)) on (0, n].
The order at β(σ) is −m(β(σ)), where m(β(σ)) is the corresponding multiplicity
divided by dim(νσ) as in section 4.
(5) If n is even at the points η(σ) of orderm(η(σ)) and if n is odd at the points η(w0σ) of
order m(η(w0σ)). Here η(σ) resp. η(w0σ) are the poles of det (I(σ) ◦C(νσ : σ : s))
resp. det (I(σ) ◦C(νσ : σ : s)) with negative real part and m(η(σ)), m(η(w0σ) are
the corresponding multiplicities divided by dim(νσ) as in section 4.
Moreover, the Selberg zeta function Z(s, σ) has singularities which depend on Γ only via p,
the number of cusps of Γ. If all kj(σ) are integers, they are located at the negative integers
and if all kj(σ) are half integers, they are located at the negative half integers.
Explicitly, if all kj(σ) are integers, they are given as follows.
(1) At the points −l, l ∈ N, l ≥ m0 of order −p dim(σ).
(2) At the points −l, l ∈ N, m0 ≤ l < |kj(σ)|+ ρj, j = 2, . . . , n+ 1 of order pcj,l(σ).
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Here m0 and the cj,l(σ) are as in Proposition 5.4. If all kj(σ) are half integers, they can
be described in the same way if N is replaced by 1
2
N− N.
The above enumeration exhausts all possible singularities of non-zero order of Z(s, σ) if at
overlapping singularities the orders are added up.
Proof. Assume that all kj(σ) are integers. If σ = w0σ, the Theorem follows from Remark
4.3 and Proposition 7.2. It remains to consider the case that σ 6= w0σ. By Proposi-
tion 8.1, the eigenvalues λk of A(σ) are given by the µ
2
k, where µk are the eigenvalues of
D(σ). Moreover one has Z ′(s, σ)/Z(s, σ) = 1
2
(S ′(s, σ)/S(s, σ) + S ′a(s, σ)/Sa(s, σ)). Thus,
combining Proposition 7.2 and Proposition 9.1, it follows that the logarithmic deriva-
tive of Z(s, σ) has a meromorphic continuation to C and that its poles with the cor-
resonding residues are as in the enumeration. It remains to show that its residues are
integral. For every k let E(±µk) be the eigenspaces of D(σ) corresponding to the eigen-
value ±µk and let E(µ2k) be the eigenspace of A(σ) corresponding to the eigenvalue µ2k.
Then one has E(µ2k) = E(µk) ⊕ E(−µk). Recall that ms(µ2k, σ) = dimgr E(µ2k). Thus
ms(µ
2
k, σ) + d(µk, σ)− d(−µk, σ) is even. If all kj(σ) are half-integral, one proceeds in the
same way by making the appropriate modifications in Proposition 5.4 resp. Proposition
7.2. 
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