Abstract. W e consider a semilinear heat equation in an unbounded domain with partially known initial data. The insensitizing problem consists in nding a control function such that some functional of the state is locally insensitive to the perturbations of these initial data. For bounded domains Bodart and Fabre proved the existence of insensitizing controls of the norm of the observation of the solution in an open subset of the domain. In this paper we p r o ve similar results when is unbounded. We consider the problem in bounded domains of the form r = \Br, w h e r e Br denotes the ball centered in zero of radius r. W e show that for r large enough the control proposed by Bodart and Fabre for the problem in r, provides an insensitizing control for our problem in .
Statement of the problem
Let R n n 1 b e a n o p e n u n bounded set of class C 2 where f is a globally Lipschitz C 2 function de ned on R,wi th f(0) = 0 and with bounded second derivative.
The state equation (1.1) has incomplete data in the following sense:
-and y 0 are given respectively in L 2 (Q) a n d L 2 ( ) -z 0 2 L 2 ( ) is unknown and kz 0 k L 2 ( ) = 1 -0 2 Ri s unknown and small enough -h = h(x t) i s a c o n trol term to be determined in L 2 (! (0 T )) and ! is the characteristic function of the set ! where the control is supported.
the control h, "-insensitizes (z) i f @ (z(x t h 0 )) @ 0 j 0 =0 ": (1.2) This de nition means that the functional is locally \"-insensitive" to the perturbation 0 z 0 . There are of course many possible choices of but insensitivity condition (1.2) is not of use unless it may be reformulated as a more explicit control problem. This is why it seems reasonable for to be the square of the L 2 norm of the state in some observation subset . When (z) = 1 2 Z T 0 Z z 2 (x t)dxdt (1.3) it can be proved (see 2] or Appendix A) that the condition of "-insensitivity (1.2 ) is equivalent to an approximate control problem. This equivalence is given in the following proposition. Note that the original notion of insensitizing control proposed by Lions 8] (which corresponds to " = 0 in (1.2))
can be reformulated into a exact control problem, while the one given by Bodart and Fabre leads to an approximate control problem. ;q t ; q + f 0 (y)q = y in Q q = 0on q(: T) = 0in (1.5) where is the characteristic function of the observation subset .
Then the condition (1.2) of "-insensitivity is equivalent to kq(: 0)k L 2 ( ) ":
(1.6) Remark 1.2. Observe that equation (1.5) is solved backward in time. So in (1.6) we are asking for a control h such that the corresponding solution of (1.5) enters the ball in L 2 ( ) of radius " centered in zero after a time interval of length T. This is precisely an approximate control problem. However, the control h acts indirectly in the equation of q through the variable y. This makes this approximate controllability problem technically more di cult. For classical approximate controllability in bounded domains we refer to 6]. The case of unbounded domains has been studied in 5].
When is a bounded set, Bodart and In this paper we prove the following results for unbounded sets . Theorem 1.4. Let R n be a n o p en and unbounded set with boundary of class C 2 uniformly. Assume that ! \ 6 = , the function f is of class C 2 , globally Lipschitz and with bounded s e cond derivative, f(0) = 0. Suppose that the data 2 L 2 (Q) and y 0 2 L 2 ( ) have compact support, then for every " > 0, t h e r e exists a control h 2 L 2 (! (0 T )), "-insensitizing the functional (1.3).
In this theorem we assume, in particular, the data and y 0 to have compact support. This condition can be eliminated in space dimensions 1 n 6 . Theorem 1.5. Suppose that 1 n 6. Assume that , ! and f satisfy the assumptions of Theorem 1.4. Then for every " > 0, 2 L 2 (Q) and y 0 2 L 2 ( ) there exists a control h 2 L 2 (! (0 T )), "-insensitizing the functional (1.3).
Furthermore, if n 7 the same holds for data 2 
To p r o ve Theorem 1.4 we use an approximation technique introduced in 5]: For data and y 0 with compact support we consider the problem in bounded sets of the form r = B r \ , where B r denotes the ball centered at 0 and radius r. W e s h o w that the controls h r proposed in 2] are uniformly bounded in L 2 (! (0 T )). This fact with some a priori estimates allow t o prove that for r large enough the control in the restricted domain provides an "-insensitizing control for the functional (1.3) in the whole domain . Observe that the conditions on f are more restrictive than those of Theorem 1.3 (one more bounded derivative is required). Since is not bounded, we need to ask f(0) = 0 in order to ensure that the solutions belong to L 2 (Q).
As we will see the restrictions over the derivatives appear in a natural way when we estimate the norm kq(: 0) ; q r (: 0)k L 2 ( r) (1.9) where y q y r and q r are the solutions of ;q r t ; q r + f 0 (y r )q r = y r in Q r q r = 0 on r q r (: T) = 0i n r (1.13) respectively, a n d Q r = r (0 T ), r = @ r (0 T ):
The paper is organized in the following way: In section 2 we study the existence and properties of the minima of some functional arising in the insensitizing control of linear system. In particular, section 2.2 is devoted to prove a uniform bound of these minima. In section 3 we p r o ve the convergence of the solutions of system (1.12)-(1.13) in the restricted domain Q r to the solution in the global domain when the data and y 0 have compact support. In section 4 we p r o ve Theorem 1.4. The proof of Theorem 1.5 is given by density arguments in section 5. For the sake of clarity of the exposition some of the most technical proofs are included in section 6 at the end of the paper. In the Appendix we give a n s k etch of the proof of Proposition 1.1.
We are going to consider the following hypotheses throughout the paper excluding section 5 in which H5] is omitted: Observe that the regularity of the domain is not essential for the results of this paper since we are asking homogeneous Dirichlet boundary conditions. Everything can be done in a connected, open and unbounded domain . Nevertheless, we prefer to work in an unbounded domain of class C 2 uniformly in order to use the regularity that the elliptic theory provides us and to avoid further technical developments. This is used, in particular, during the proof of Theorem 1.5. , Theorem 9.1, page 341) the existence of constants C > 0 (depending on b and T) a n d C t 1 t 2 > 0 (depending of b t 1 and t 2 ) such that, for every k 2 L 2 (Q) and w 0 2 L 2 ( ), the solution w of 8 < : ; r t ; r + a r (x t) r = ' r in Q r r = 0 on r r (: T) = 0i n r :
For each bounded subdomain r = \B r , that is for each r > 0 xed, Bodart and Fabre proved that J r ( a r b r d ) reaches its minimum at a unique point ' 0 r 2 L 2 ( r ). Moreover, let (' r ^ r ) denote the solutions to (2.2)-(2.3) corresponding to data' 0 r . I f r is the solution of (1. The proof of Proposition 2.1 needs the following two results. The rst one is a unique continuation property, a consequence of a result due to Saut and Scheurer. For the proof see 11], Theorem 1.1. The second one is a consequence of a classical compactness result (see 12], Theorem 5). However since is unbounded, its proof is technical and computations are long. To make the paper easier to read we g i v e a detailed proof of Proposition 2.3 in section 6 at the end of the paper. 
. That is, given " > 0, if we can nd controls h r verifying the hypotheses of Proposition 3.1 and such that kq r (0)k L 2 ( r) "=2 then for r large enough q = q(h r ) v eri es kq(0)k L 2 ( ) ". T h a t i s , h r will be an "-insensitizing control for the problem in the unbounded domain and in that case the main result for data with compact support (Theorem 1.4) would be proved. 2
In order to prove Proposition 3.1 we need some a priori estimates stated in the following lemmas. 
Moreover, since supp y 0 B , supp B (0 T ), ! B we have that iii) kyk L 1 (;r) (3.5) Let us assume that Lemma 3.3 and Lemma 3.4 hold in order to prove Proposition 3.1. The proof of these lemmas will be given at the end of this section.
Proof of Proposition 3.1. Let = y ; y r with y solution of (1.10) and y r solution of (1.12) both corresponding to the control h r , = q ; q r with q solution of (1.11) and q r solution of (1.13). Then and are solutions of the following system: ;v t ; v = 0 i n Q r v = q on r v(: T) = 0i n r : In order to estimate the norm of (0) in L 2 ( r ) w e are going to estimate the norms of v(0) and (0) in L 2 ( r ). Nevertheless, as we shall see, in order to estimate the norm of (0) it is necessary to estimate the norm of v in L 2 (Q r ). That is the rst thing we are going to do. We conclude, by S c hwartz's and Gronwall's inequalities, that (3.9) with the constant C independent o f r. In view of (3.7), (3.8) and (3.9) we obtain that (3.10) We proceed now to estimate kq k L 2 (Qr) . In this aim we observe that since y belongs to L From (3.11), (3.12), (3.13) and (3.10) we obtain
In view of Lemma 3.3, we obtain, for every r > , that
Since the sequence h r is uniformly bounded, we conclude the proof by noticing that the right h a n d s i d e c o n verges to zero as r goes to 1. 2
We proceed now t o p r o ve Lemma 3.3. In this aim we use the following estimate for the solutions of the cascade system in R n that is going to be proved in section 6 at the end of the paper: X t ; X + F(X) = jgj in R n (0 T ) X(: 0) = jy 0 j in R n :
(3.14)
Then, there exists a constant C > 0 independent of r, such that for every r > jXj L 1 (;r) C (r ; ) n ; ky 0 k L 1 (R n ) + kgk L 1 (R n (0 T)) where ; r denotes @B r (0 T ). That implies that y(x t) Y (x t) q(x t) Z(x t) 8t 2 (0 T ) a.e. x 2 :
In the same way w e can prove that Y (x t) y(x t) Z (x t) q(x t) 8t 2 (0 T ) a.e x 2 whereỸ is the solution of (3.15) corresponding to data ;j j ;jy 0 j and control ;jhj ! , a n d Z solves (3.16) when substituting Y byỸ .
We conclude the proof of i) by applying the results of Lemma 3.5 and Remark 3.6 to Y andỸ . In order to obtain ii) we observe t h a t w e can apply the results of Lemma 3.5 and Remark 3.6 to Z since if we put t 0 = T ; t then Z(t 0 ) satis es (3.14) with y 0 = 0 , g = Y ! and F(Z) = ;LZ. O n t h e other hand, kY k L 1 (R n (0 T)) T 1=2 j j 1=2 kY k L 2 (R n (0 T)) :
Then, applying (2.1) to (3.15) we conclude ii). We obtain iii) from i) by noticing that (H5) allows to nd a constant independent o f r such that the L 1 norms of the data and the control are upper bounded by that constant times their respective L 2 norms. 2 > s > 3=2 a n d C(B 1 ) is independent o f t. Let now w be the solution of (3.3), w(x t) = w(rx r 2 t) and g(x t) = g(rx r 2 t) . T h e n w satis es Observe that in fact this result provides, for each r > 0 xed, an "-insensitizing control for the semilinear problem (1.4)(1.5) (in the restricted domain r ). We are going to prove that precisely these controls r are uniformly bounded in L 2 (! (0 T )).
Observe that Proposition 2.1 allows to prove this bound by just proving the following. On the other hand, it can also be proved that~ r ,~ r for every r > 0 where~ ~ satisfy We observe that~ 0 and then, if we put^ = ;~ , w e get that 2 L 2 ( (0 T )) is such t h a t f o r e v ery r > 0 a n d f o r e v ery t 2 (0 T ), j r (x t)j ^ (x t) a.e. in r : 
converge strongly to y 0 , r espectively to , in these spaces.
Proof. Let q be the solution of (1.11) with h = h n and n to be chosen later.
We are going to see that n can be chosen such that kq(: 0) ; q n (: 0)k L 2 ( ) "=2: Let y be the solution of (1.10) with h = h n . Then n = y;y n and n = q;q n satisfy: 8 < : n t ; n + f(y) ; f(y n ) = ; n in Q n = 0on n (: 0) = y 0 ; y 0 n in : In order to estimate kq n k 2 H ;1 ( ) we consider rst the case 1 N 6. We remember that n 2 L 
In view of (5.7) and (5.8) we obtain, for 1 N 6, that
We are assuming that the controls h n are uniformly bounded in n. Since y 0 are xed we obtain for 1 N 6
and for N 7
In view of the convergence in (5.1) and in (5.2) it is clear that we can choosê n such that kq(: 0) ; qn(: 0)k L 2 ( ) "=2:
We conclude the proof of Theorem 1.5 by giving a uniform bound for the controls h n . The next proposition is a result in that direction. Proposition 5.2. Let n , y 0 n be a s i n P r oposition 5.1 and h n be the control proposed i n t h e p r evious section such that the solution q n of (1.11) satis es kq n (: 0)k L 2 ( ) "=2: Then there exists a constant H > 0 independent of n, such that for every n kh n k L 2 (Q) H:
The proof of this proposition needs an analysis similar to that which w e have done in the previous section. Observe that for each n, the control h n in the whole domain is equal to a control in some restricted domain r for some r large enough that depends on the data y 0 n , n . That is, h n = h r(n) We proceed as in the proof of Proposition 4.1. That is, we can nd 2 L 2 ( (0 T )) such that for every n > 0 and for every r > 0 j n r (x t)j j r (x t)j (x t) i n r (0 T ): Let X be solution of (3.14) . Since X(0) = jy 0 j 0 a n d jgj 0, by t h e maximum principle X is positive. Moreover jF(Y )j < M Y with M the Lipschitz constant o f F, and then X is subsolution of the problem u t ; u ; Mu= jgj in R n (0 T ) u(x 0) = jy 0 (x)j in R n Substituting this bound in (6.3) with = n=2 a n d = jjxj ; j 2 , w e obtain kvk L 1 (;r) 2 e n ;n=2 1 (r ; ) n
Since u(x t) = e Mt v e MT v we h a ve that kuk L 1 (;r) C e MT (r ; ) n ; ky 0 k L 1 (R n ) + kgk L 1 ((0 T) R n ) : 8r > :
Since X is a non negative subsolution of (6.1) kXk L 1 (;r) C e MT (r ; ) n ; ky 0 k L 1 (R n ) + kgk L 1 ((0 T) R n ) : 8r > : where @ r is the Dirac measure on the set @ r . 
In consequence there exist 0 2 L 2 ( ), g 2 L 2 (Q) and subsequences (with the same index r) s u c h that f 0 r * 0 weakly in L 2 ( ) as r ! 1 (6.8) e g r * g weakly in L 2 (Q) a s r ! 1 : (6.9) We shall see that the result stated in Proposition 2.3 holds precisely for the sequences corresponding to that index r.
We divide now the proof in 5 steps. The rst three correspond to convergence results, the fourth step is devoted to prove that veri es equation (2.13) and the fth that belongs to L 2 loc (0 T H 2 loc ( )). In view of (6.10) we can extract a subsequence (from that we h a ve c hosen in (6. and 0 j K = (0)j K :
In order to get compactness in L 2 we need some estimates on the gradients. Let S r (t) be the semigroup generated by the operator ; i n L 2 ( r ) with Dirichlet boundary conditions. Since S r ( ) is an analytic semigroup we for every 0 < t T (6.16) with C independent o f r.
In view of (6.16), for every t 2 (" T) there exists r i = r i (t) r i subsequence of (6.14)] and (t K) such t h a t f r i (t) ! (t K) strongly in L 2 (K). In view of (6.14) (t K) = (t)j K for t 2 (" T) and therefore f r i (t) ! (t)j K strongly in L 2 (K). The subsequence r i depends (in principle) on t. H o wever, since the limit has been identi ed in a unique way a s (t)j K we deduce that the whole sequence converges, i.e. for every compact K and 0 < t < T , e r (t) ! (t) i n L 2 (K). In order to estimate the norm of the solution in L 2 (" T H 2 (K)) we n e e d to introduce some auxiliary sets and functions. Given any > 0 w e c hoose R and K R R an open set of class C 2 (we observe that R = \ B R has not necessarily this regularity) such that dist(@K @K R ) > 3 > 0. Let K be a compact set of class C 2 such that K K K R and dist(@K @ K R ) > : We construct 2 C 1 ( ) such that = 1 i n K and = 0 in nK R @K R : For every r > R we de ne U r = r : (6.19) Then U r satis es 8 < :
U r t ; U r + c r (x t)U r = r ; 2div( r r ) + g r in K R (0 T ) U r = 0on @K R (0 T ) U r () = 0 r in K R : Let S(t) be the semigroup generated by the operator ; i n L 2 (K R ) with Dirichlet boundary conditions. By the variation of constants formula we observe that for every 0 t < T , U r (t) = S(t)U r (0) + In view of (6.6), (6.7),(6.10) and (6.19) we obtain kU r (t)k H 3=2 (K R ) C t We give a n s k etch of the proof of Proposition 1.1.
The state z solution of (1.1) is di erentiable with respect to 0 and it's derivative z 0 satis es: obtaining the condition (1.6).
