The existing palm-print verification schemes have demonstrated good verification performance when identity claims have to be verified based on palm-print images of adequate quality (e.g., acquired in controlled illumination conditions, free from distortions caused by the pressure applied to the surface of the scanner, etc.). However, most of these schemes struggle with their verification performance when features have to be extracted from palm-print images of a poorer quality. In this paper we present a novel palm-print feature-extraction approach which deals with the presented problem by employing the 2D phase congruency model for line-feature-extraction. The proposed approach first computes a set of phase congruency features from a palm-print image and subsequently performs linear discriminant analysis on the computed features to represent them in a more compact manner. The approach was tested on two contrasting databases, namely, on the FE-LUKS and on the PolyU database. Encouraging results were achieved on both databases.
Introduction
The widespread deployment of information technology during the last decades with its e-banking, e-government or health monitoring applications has triggered the need for new authentication (or verification) schemes that could replace the traditionally employed and easily compromisable token-(e.g., identification cards) and knowledge-based (e.g., passwords or personal identification numbers) means of identification [1, 2, 3] . The current trend in meeting this need is to design biometric security systems which exploit the physical and/or behavioral attributes of an individual to establish identity. As this attributes are unique to each individual and cannot be forgotten, stolen or lost, they hold a great potential in replacing the conventional token-and knowledge-based security schemes.
Many biometric systems have already been presented in the literature; among them, systems which employ biometric traits, such as fingerprints, face, voice, iris, retina, hand-geometry, signature or palm-prints, are the most common [4] . Each of the listed biometric characteristics has its own strengths and weaknesses and is consequently more or less suited for a particular application domain. Face-and voice-based recognition systems, for example, are considered to be unintrusive, but they do, however, still have problems achieving high recognition accuracy, especially when biometric samples (i.e., face images or speaker recordings) are captured in uncontrolled environments. Iris and retinal recognition, on the other hand, exhibit high recognition accuracy, but require intrusive acquisition systems [5] . Opposed to these recognition systems, palm-print based recognition is considered both user-friendly as well as fairly accurate and thus provides an attractive alternative to other biometric systems.
The existing palm-print recognition systems can, according to [6] , (based on the employed feature-extraction technique) be classified into one of three groups: texture-(e.g., [7, 8] ), line-(e.g., [9, 10, 11, 12] ) and appearancebased systems (e.g., [13, 14, 15, 16] ). Though all feature types are relevant for palm-print-based biometric recognition, this paper focuses on line-based features.
Most of the palm-print recognition systems that make use of line features to verify the identity of a user employ gradient-based methods to extract characteristic lines from a palm-print image (e.g., [13, 14] ). While these methods work fine on images of an appropriate quality (e.g., acquired in controlled illumination conditions, free of distortions caused by the pressure applied to the surface of the scanner, etc.), they have problems when features have to be extracted from palm-print images of a poorer quality. In these situations a more robust approach is preferable.
To this end, we have developed a novel palm-print verification approach which uses line features extracted with the phase congruency model and is, therefore, relatively insensitive to image distortions caused by the acquisition procedure (note that images acquired with a desktop scanner almost always contain regions distorted by pressure; similarly, unideal illumination during the image acquisition stage also causes distortions on the palm-print image when a camera is used for image capturing -see Fig. 1 ).
The rest of the paper is organized as follows: Section 2 gives a short description of the basic characteristics of a palm-print recognition system. In Section 3 the novel phase congruency based feature-extraction technique is introduced. Section 4 presents the matching procedure and classification rule used for verifying identity claims based on the proposed approach. The two palm-print databases employed in our experiments and their associated experimental protocols are described in Section 5. The experiments are presented in Section 6, while the paper concludes with some final remarks and directions for future work in Section 7. 2 On palm-print verification systems Palm-print verification systems, like most biometric systems, are comprised of the following five modules [17, 18] :
(i) the data acquisition or sensor module, which captures the biometric data, i.e., the image of the hands palmar surface, of the person currently presented to the system; (ii) the pre-processing module that extracts the region of interest (ROI), i.e., the palm-print region, from the acquired image data and normalizes the extracted ROI in respect to size, rotation and illumination; (iii) the feature-extraction module, which computes a set of representative and discriminative features from the extracted and normalized palm-print ROI; (iv) the matching and decision making module that first compares the computed feature set with a template, i.e., the mathematical representation of the feature sets extracted during the enrollment session, and outputs a similarity (or matching) score which is then used to decide whether the person presented to the system is who he/she claims to be; and (v) the system's database module, which is used by the palm-print verification system for storing the templates of the enrolled users [2] . The block diagram of the described palm-print verification system is shown in Fig 2. Here Fig. 2a depicts the enrollment stage during which multiple palm-print samples of a user are acquired, transformed into a feature space, represented in the form of a client template, associated with the user's identity and ultimately stored in the system's database. Fig. 2b , on the other hand, shows the verification stage during which the identity claim of the person presented to the palm-print verification system is either verified or rejected.
Feature extraction using phase congruency
Let us for the moment assume that the palm-print images have already been properly pre-processed, i.e., extracted from the acquired images and appropriately normalized, and are, thus, suitable for feature-extraction.
Such an assumption is reasonable due to the fact that the pre-processing procedure of the palm-print verification system depends heavily on the intrinsic characteristics of the image acquisition procedure (e.g., the presence of guiding pegs, the visibility of fingers, etc.). Thus, the palm-print pre-processing is linked to the characteristics of the database used for evaluating one's recognition techniques and will, in our case, be described in Sections 5.1 and 5.2 where the two databases employed in our experiments are presented. In this section, however, we will present the novel line-feature-extraction technique which first extracts a set of phase congruency features from the input palm-print image and then applies LDA on this feature set to represent the phase congruency features in a discriminative and compact manner.
Phase congruency features
There have been a number of palm-print recognition systems presented in the literature that make use of linebased features, e.g., [9, 10, 19] . Typically, these systems use line detectors, such as the Sobel operator, which scan the palmprint image for points of high intensity gradients to extract the line-features. However, varying illumination conditions during the image acquisition stage (when images are captured with a camera-based sensor) or distortions of the palm-print region caused by the pressure applied to the surface of the scanner (when images are recorded using an optical scanner) often result in the detection of spurious lines. To avoid the presented difficulties, we propose to employ the phase congruency model for line-feature-extraction.
Rather than searching for points of high intensity gradients, the model seeks those points in the palm-print ROI where the 2D log-Gabor filter responses (of the palm-print ROI) over several scales and orientations are maximal in phase [20, 21] . Thus, a point in an image is of significance only if the phase responses of the log-Gabor filters over a range of scales and orientations display some kind of order. As pointed out by Kovesi in [20] , phase congruency acts as a line (or edge) descriptor of an image and is, unlike gradient-based edge-detectors, such as those developed by Sobel [22] , Marr and Hildreth [23] or Canny [24] , not susceptible to image variations caused by illumination, blurring, magnification and alike. Its robustness to image variations stems from the multi-scale and multi-orientational approach to phase congruency calculation as well as from the fact that phase rather than magnitude information is considered for line (or edge) detection 1 . Clearly, the phase congruency model exhibits desirable characteristics, which should prove useful when deriving (robust) line-features from palm-print ROIs.
Let G = {G(f h , θ g ) : h = 1, 2, ..., p; g = 1, 2, ..., r} denote the set of 2D log-Gabor filters with p scales and r orientations and let G(f h , θ g ) = G hg be defined as:
where f and θ denote the polar coordinates of the log-Gabor filter in the frequency domain, f h denotes the filter's center frequency (in our experiments it was set to f h = 0.33 · (2.1) 1−h ), k defines the bandwidth of the filter in the radial direction (the ratio k/f h is commonly set to a constant value, for example 0.55, as in our case),
· π/r represents the orientation of the filter and σ θ controls the angular bandwidth of the 2D log-Gabor filter (we used a value of σ θ = 1.2 · (π/r)).
Furthermore, let I(x), where x stands for the pixel location in the spatial domain, denote the grey-scale distribution of the palm-print image. The magnitude A hg (x) and phase φ hg (x) responses of the image I(x) at a specific scale h and orientation g of the log-Gabor filter can then be computed as:
where * denotes the convolution operator, G s hg stands for the log-Gabor filter in the spatial domain at the scale h and the orientation g and Re[X] and Im[X] represent the real and imaginary parts of the convolution output.
Finally, the two-dimensional phase congruency features can according to [20] be computed using the following expression:
where T g represents the estimated noise energy at orientation g, W g (x) denotes a weighing function that weighs for the frequency spread, ε is a small constant which prevents divisions by zero, the symbols ⌊ ⌋ denote the following operation:
and ∆Φ hg (x) is a phase deviation measure defined as:
In equation (6) φ hg (x) denotes the phase angle at the location x of the log-Gabor filter phase response at scale h and orientation g, while φ g (x) represents the mean phase angle at the orientation g.
Once a palm-print image is transformed using the described phase congruency model, the final feature vector x is constructed by dividing the phase congruency image into a number of non-overlapping blocks of size 2 × 2 pixels and then computing the mean value and standard deviation of the pixels in each of the m blocks, i.e.,
It has to be noted that the final feature vector x could also be constructed by a simple concatenation of the elements/pixels comprising the phase congruency image. The described approach, which calculates the 2 × 2 block means and standard deviations, was employed only to ensure equal footing with the second line-feature technique tested in Section 6.2, as it also uses the presented methodology for constructing the palm-print feature vector.
However, as we can see from Fig. 3 , the line features extracted with the phase congruency model vary in their appearance when log-Gabor filters with different numbers of scales and orientations are used. The effects of these parameters on the verification performance of the proposed feature-extraction technique will be assessed in Section 6.1. 
Linear discriminant analysis
Let us consider a set of n d-dimensional (where d = 2m) training phase congruency feature vectors x i arranged in a d × n column data matrix X, i.e., X = [x 1 , x 2 , ..., x n ], and let us assume that each of these feature vectors stems from one of the N classes, i.e., subjects, labeled as ω 1 , ω 2 , ..., ω N . Based on the training data comprising the matrix X, LDA tries to achieve maximum class-separation by maximizing Fisher's discriminant criterion, which is defined as the ratio of the between-class to the within-class scatter matrix [13] , i.e.,
Here, the between-class and within-class scatter matrices Σ B and Σ W are defined as:
and the symbols µ, µ i and n i denote the grand mean of all training feature vectors, the i-th class conditional mean and the number of feature vectors in the i-th class, respectively.
The result of the maximization procedure is the LDA transformation matrix W which can be shown to consist of the d ′ < N − 1 leading eigenvectors of the following eigenproblem:
By using the calculated transformation matrix W = [w 1 , w 2 , ..., w m ] an arbitrary phase congruency feature vector x centered around the grand mean µ can be projected into the LDA subspace with the help of the following expression:
thus reducing the vectors dimensionality from d to d ′ .
In the field of palm-print recognition, however, the number of available training samples (i.e., training phase congruency feature vectors) per class is usually significantly smaller than the number of elements contained in each sample. This fact renders the matrix Σ W singular (its' rank is at most n − N ) and the computation of the transformation matrix W using equation (11) impossible. To overcome this problem, we first projected the matrices Σ B and Σ W into the principal component subspace to ensure that the matrix Σ W is nonsingular and thus invertible. LDA was then performed in the new subspace. A detailed description of the employed approach can be found in [13] .
The matching procedure and classification rule
In a palm-print recognition system operating in verification mode the feature vector y extracted from the given input palm-print image by the procedure described in the previous section is compared (or matched) with the template y i associated with the claimed identity [25] . Here, the template y i is constructed by averaging all feature vectors of the i-th client available during the enrollment stage. The following similarity measure is used to produce the matching score:
where the operator · denotes the dot product.
If the value of the cosine similarity measure defined by (13) is higher than a pre-defined decision threshold, then the claim of identity is classified as being genuine (or authentic), otherwise the claim is classified as being false (or unauthentic).
Databases and experimental setups
The effectiveness of the proposed phase-congruency-based feature extraction technique was assessed on two palm-print databases, namely, the FE-LUKS and the PolyU database. The databases exhibit some fundamental differences among which the image acquisition procedure is probably the most important -the FE-LUKS database was collected using a desktop scanner, while the PolyU database employed a CCD camera to record images of the palmar surface of the hand. A more detailed description of both databases will be given in the remainder of this section.
The FE-LUKS database
The FE-LUKS database [17] Images from the FE-LUKS database contain the whole palmar surface of the hand. Hence, for the palm-print verification experiments the images have to be subjected to a pre-processing procedure which extracts and normalizes the region of interest (ROI), i.e., the palm-print region, from the original hand-images. Such a segmentation step is common to most biometric systems. In face recognition systems, for example, it includes the extraction of the facial region from an image [25] , in speaker recognition systems it involves the detection of speech and non-speech segments [26] from a speaker recording and so forth. In our experiments a pre-processing procedure comprising of the following steps was employed [17, 27] : (i) binarization -in the first step a binary mask (Fig. 5b) of the hand region was extracted from the grey-scale hand image (Fig. 5a ) using an image thresholding procedure,
(ii) contour extraction -in the second step the contour (Fig. 5c ) of the hand was extracted from the binary hand-region mask, (iii) ROI localization -in the third step first the positions of the local minima and maxima of the hand contour were determined and then the ROI was located as shown in Fig. 5d , (iv) normalizationin the last step the final palm-print ROI (Fig. 5e ) was obtained by rotating the cropped palm-print region to a pre-defined orientation and resizing it to the fixed size of 64 × 64 pixels; prior to feature extraction the photometric normalization procedure which featured a conversion of the pixel intensity distribution to N (0,1) was also applied to the geometrically normalized palm-print ROI.
The PolyU database
The second database used in our experiments is the PolyU database. The database was acquired at the Hong Kong Polytechnic University (China) using a CCD camera [28, 29] . In its current version the database contains 7752 (8-bit) grey-scale images corresponding to 386 subjects. Unlike the FE-LUKS database, where the number of images per subject is fixed, each subject in the PolyU database is accounted for with approximately 20 images.
The exact number of images per subject, however, varies from case to case. The hand-images were captured in two separate sessions; the average interval between the first and the second session being two months. From the sample 
Figure 6. Sample images from the PolyU database
The PolyU database was captured with a specially developed palm-print acquisition system [28] which consequently defines the appearance of the recorded hand-images (e.g., there are no finger tips, no thumb, etc.). Based on the image characteristics Zhang et al. [13] proposed a pre-processing procedure to be used with the PolyU database. The procedure which was also employed in our experiments consisted of: (i) a contour extraction algorithm that followed the same steps as described in Section 5.1, i.e., binarization and contour extraction (Fig. 7 a-c), (ii) a routine that computed a coordinate system based on the gaps between the upper two and the lower two fingers (Fig. 7d) and (iii) a normalization procedure that, based on the determined coordinate system, cropped the palm-print ROI to a size of 128 × 128 and subsequently normalized the cropped region in the same way as it was done with the hand-images from the FE-LUKS database (Fig. 7e) , i.e., geometrically and photometrically. 
The experimental setup
For the verification experiments presented in the next session a closed-set experimental protocol was chosen.
For these kinds of experiments the available data has to be partitioned into two non-overlapping groups. The first group represents the client data, while the second group represents the impostor data 3 . In our case both databases were randomly divided in such a way that the client group contained the hand-images of roughly 60% of the subjects in the database, while the remaining 40% were assigned to the impostor group. The impostor group was then further partitioned into a group of evaluation impostors and a group of test impostors (in a ratio of 3:5, respectively). In the next step the images of the subjects assigned to the client group were also divided into three sets: the training set (three images per subject), the evaluation set (three images per subject) and the test set (the remaining images of the given subject not included in the training or evaluation sets). Images from the client training set were used to construct client-templates (i.e., mean feature vectors), images from the impostor as well as the client evaluation set (or group) were used to compute the decision threshold and to optimize the system parameters (i.e., number of scales and orientations of the 2D log-Gabor filters), while the remaining test sets were employed exclusively for the final performance evaluation. In the experiments with the evaluation and test image sets each of the client images was compared to the corresponding class, i.e., client template, in the database, whereas all impostor images, i.e., 10 for the FE-LUKS and 20 (on average) for the PolyU database, were compared to each of the classes, i.e., client templates, in the database. The described experimental setup is summarized in Table 1 (here the symbol ‡ denotes that the experiments were performed in the evaluation stage, the symbol † stands for the test stage and * signals that the underlying number denotes the average value -note that there are only approximately 20 images per subject in the PolyU database).
Once all the experiments, i.e., all client and impostor experiments, were performed the verification accuracy of the proposed feature-extraction technique was assessed using three error rates: the false acceptance rate (FAR), system) a decision threshold has to be selected which ensures some pre-defined values of the FAR and FRR. In this paper three such thresholds (or operating points) were selected, namely, the threshold that ensured FAR=FRR in the evaluation experiments, the threshold that ensured FAR=0.1FRR in the evaluation experiments and finally the threshold that ensured FAR=10FRR in the evaluation experiments. It should, however, be noted that even though the decision thresholds were set using the palm-print data assigned to the evaluation set, the computed thresholds ensured only approximate values of the FAR and FRR at the three operating points in the evaluation experiments, i.e., F AR ≈ F RR, F AR ≈ 0.1F RR and F AR ≈ 10F RR. Such results are common in the field of biometrics, as the performance evaluation procedure of biometric verification systems is linked to a specific database of limited size and, thus, the available number of client samples usually determines the quantization step for the false rejection rate (which is normally quite large). Or, in other words, a small change in the value of the decision threshold induces a rather large change in the relation of the FAR and FRR. Therefore, the threshold that best approximates the given operating point is selected and used for the final performance assessment on the test set.
The experiments
In this section, the verification experiments on the two palm-print databases and their results are presented to demonstrate the feasibility of the proposed phase-congruency based feature-extraction technique.
Parameter tuning
Our first series of verification experiments was performed on the sets of evaluation images of the FE-LUKS and PolyU databases. The experiments aimed at assessing the performance of the proposed feature-extraction technique with respect to the number of scales and orientations of the 2D log-Gabor filters employed for computation of the phase congruency features. The experiments were carried out with five different combinations of the values of p and r (see Section 3.1 for details). In all cases the number of features was set to its maximal value, i.e., d ′ = 119
for the FE-LUKS and d ′ = 229 for the PolyU database. In the matching stage the cosine similarity measure was used for matching score calculation. The Receiver Operating Characteristic (ROC) curves, which plot the values of FAR and FRR at various decision thresholds, generated during the experiments are presented in Fig. 8 . The actual values of the error rates at the three characteristic operating points of the ROC curves are presented in Table 2 . Here the best performing combination of the numbers of filter scales and orientations at a given operating point is presented in bold (for each database).
(a) (b)
Figure 8. ROC curves of the verification experiments on the evaluation image sets: (a) for the FE-LUKS palm-print database, (b) for the PolyU palm-print database
As we can see from the results, none of the tested combinations achieved the best results at all operating points.
On the FE-LUKS database the combination of 3 scales and 8 orientations performed the best at the equal error operating point, i.e., at FAR=FRR, while 3 filter scales combined with 4 and 6 orientations resulted in the lowest TER at the remaining two operating points, i.e., at FAR=10FRR and FAR=0.1FRR, respectively. However, considering the fact that the equal error operating point is the most commonly used error rate when assessing the performance of different biometric systems (or algorithms), 3 filter scales and 8 filter orientations are chosen for the final comparative assessment on the FE-LUKS database presented in the next section. For the PolyU database the best results were observed when 2D log-Gabor filters at 5 scales and 8 orientations were used in the feature-extraction stage. In this setting the lowest TER was achieved at two operating points, i.e, FAR=FRR and FAR=10FRR. Furthermore, we can notice that all error rates were higher than the corresponding ones obtained on the FE-LUKS database. The reason for such behavior can most likely be found in the size of the database. As the PolyU database contains palm-prints of twice as many subjects as the FE-LUKS database, it is harder for the feature-extraction technique to appropriately discriminate between different subjects.
Performance assessment
The goal of the second series of our verification experiments was to assess the accuracy of the proposed approach on an independent set of test images. To that end, our phase congruency based feature extraction technique was implemented with 3 filter scales and 8 filter orientations for the FE-LUKS database and 2D log-Gabor filters at 5 scales and 8 orientations for the PolyU database. However, as the final error rates estimated in the performance assessment depend heavily on the choice of the images used for training and testing, all experiments presented in this section were repeated 5 times. Each time the subjects of both databases were split randomly into the client and impostor groups and their images were then distributed amongst the training, evaluation and test image sets -of course in accordance with the protocol described in Section 5.3. Thus, more than 300000 verification attempts were performed on the FE-LUKS database and more than 2 million on the PolyU database. In each repetition the thresholds pre-set on the evaluation data were used in the experiments. Such an approach ensured real life settings where the decision threshold for a specific operating point is determined in advance and the final performance assessment aims at: (i) evaluating the error rates on unseen data which has not been used for tuning the system's parameters, and (ii) examining the calibration of the system, i.e., examining how much the final error rates deviate from the operating point at which the employed decision threshold was set.
In addition to the proposed approach, four popular palm-print feature-extraction techniques were also implemented, trained and compared to our approach, namely, the Eigenpalm approach [14] , the Fisherpalm approach [13] , the line-feature [10] based approach (denoted as LFBA in Table 3 ) in combination with LDA 4 and the palmprint orientation code (POC) technique [11] . The cosine similarity measure was used as the scoring function for all methods except for the POC technique were the Hamming distance was found to be more appropriate.
The results of the experiments in terms of the average FAR, FRR and TER (over five repetitions of the verification experiments) for the three operating points are presented in Table 3 While the proposed phase congruency approach resulted in the best verification performance on the FE-LUKS database at two different operating points, the Fisherpalm approach significantly out-performed the proposed technique on the PolyU database at all operating points. The reason for such behavior could be found in the block-wise smoothing (via mean and standard deviation calculation) of the phase-congruency image, which might have removed too much detail and consequently resulted in a loss of discriminative information. In any case, it represents an interesting issue which will be analyzed in detail in our future work. Based on the presented results we can conclude that the proposed technique is suitable for verifying identity claims based on palm-print images with distortions, while it still achieves relatively low error rates when high quality palm-print images are used for verification.
Conclusion
We have presented a novel approach to palm-print verification that uses phase congruency and linear discriminant analysis for the extraction of discriminative palm-print features. The feasibility of the proposed approach was demonstrated in a series of verification experiments performed on two databases with contrasting characteristics, namely, the FE-LUKS and the PolyU databases. The experimental results suggest that the proposed approach outperforms popular feature-extraction schemes such as the Eigenpalm, the Fisherpalm or the Palm-print Orientation
Code techniques when identity claims have to be verified based on palm-print images with distortions, i.e., acquired with a scanner (FE-LUKS), while still achieving reasonable verification performance when high-quality palm-print images, i.e., captured with a CCD camera (PolyU), are employed for verification. Based on these encouraging results, our future work will be focused on a more detailed analysis of the behavior of the phase congruency model in comparison with other established techniques, such as the Fisherpalm approach, as well as on exploring the possibilities of integrating phase congruency features into multi-modal, i.e., intra-modal, palm-print recognition systems and investigating other options for robust line (or edge) feature extraction (for example the one presented in [30] ), which could improve upon the presented phase-congruency model.
