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Abstract
Every day in the world 64’125 GWh of electricity are produced
and consumed: to satisfy this huge demand, many different power
sources are employed, and in the last years the renewable energies
share has kept on increasing. However, coal is still the main energy
source and, thanks to the huge growth of China energy production,
the amount of electrical energy produced this way is increasing: every
day 12.1 million tons of coal are burned to fulfill 40% of the global
electrical energy demand. In Italy, even if only 16.7% of the total
power generation is obtained with coal combustion, coal is still the
third power source, after natural gas and hydroelectric, and we have
to import it in the amount of 17.5 million tons every year.
Coal has an extremely variable composition, and heat power, pol-
lutants generation and, consequently, cost, strongly depends on that
composition; for these reasons whoever deals in coal is always on the
look for instruments that allow to perform faster and more accurate
analysis of coal composition.
Devices able to perform on-line quantitative analysis of coal chem-
ical composition are already commercially available; however, they are
extremely expensive and must undergo strict regulations, due to the
fact they employ either x-rays, gamma rays or neutrons. On the other
hand, laser induced breakdown spectroscopy, or LIBS, has proven it-
self as a cost effective solution and has found many applications in
other fields.
In my Ph.D. thesis I have developed a working prototype for on-
line quantitative analysis of coal based on LIBS, following every step
of its realization. The main task has been the design and realization of
an innovative collection optic that allows to perform measures on raw
coal, at a distance of 1 meter from a conveyor belt; the innovative part
consists in the fact that it doesn’t resort to the use of moving parts,
decreasing its cost and increasing its reliability. My tasks also included
the development of the software for data collection and analysis, the
test of the instrument and its calibration . I have been deeply involved
also into the choice of the components and the design of an instrument
for the test in a real power plant.
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Chapter 1
Introduction
The goal of my work was the development of a working prototype for a
system able to perform on-line quantitative analysis of raw coal using laser
induced breakdown spectroscopy; the reason why such an instrument is of
great interest to coal dealers and power plants, and why LIBS is a suitable
method to perform such analysis will be addressed in the next chapters, so
I will give a complete description of the goals of my thesis after that, in
section 2.6.
In this section I will provide a context for the research, describing why
coal and its analysis are so important, even for “developed economies”, and
how coal analysis can be carried out.
1.1 Coal in energy production
Since the beginning of the industrial revolution, coal has always been the
main source of primary energy, to be used for heating purposes and for
power generation as well.[1–5] Coal is cheap, widespread all over the globe
and coal-fired power plants don’t require advanced technology. For all these
reasons, among available fuels, coal does represent the first choice for power
generation in emergent economies: for example 75.5% of Chinese electrical
energy is produced by burning coal.
Because of their good efficiency, (up to 50% electrical efficiency, 94%
overall efficiency with thermal cogeneration) along with their really high
capacity factor (about 7900 hours per year, up to a maximum of 8700 hours
per year) coal fired power plants are considered a good choice, even in the
1
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Figure 1.1 – Energy production by source for Italy, China, EU-28 and World.
[5]
most advanced economies: for example 45.6% of German electric energy is
produced by coal power plants. In Italy, due to the lack of coal mines and
for environmental concerns, the main electrical energy source is natural gas,
mainly coming from Russia and northern Africa; however, with an 16.7%
share, coal is the third choice and it has to be imported in the amount of
17.5 million tons every year.[5, 6]
The main drawback in using coal as an energy source is represented
by the production of dangerous pollutants as a results of its combustion,
like e.g. sulfur dioxide, nitrogen oxides, PM10 and PM2.5.[7–9] In addition,
coal combustion produces a high amount of CO2. While CO2 production
is unavoidable, the other pollutants emission can be controlled by proper
abatement processes. These pollutants emissions are particularly relevant
in old power plants (lacking in abatement systems) or when burning low
quality coal.
Every day in the European union 1.2 million tons of coal are burned
in order to provide electricity, with the production of 6.5 thousand tons of
nitrogen oxides, 30 thousand tons of sulfur dioxide and 61.6 thousand tons
of PM10.[4, 9, 10] In order to prevent health hazards and environmental
pollution, all these undesired byproducts have to be captured and properly
treated, which means an additional cost to the energy production.
2
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Figure 1.2 – Coal inside the sealed storage dome at Enel SpA’s
Torrevaldaliga Nord thermoelectric coal-fired power station.
This image was originally posted to Flickr by EnelSharing at
http://flickr.com/photos/36090952@N06/16733812328. It is licensed
under the terms of the cc-by-2.0.
Another problem that coal fired power plants have to deal with is rep-
resented by the production of ashes: it has been estimated that 827 million
tons of ashes were produced worldwide in 2012 as byproducts of coal com-
bustion for power generation.[10, 11] In the past, flying ashes coming from
coal combustion were usually dispersed in the atmosphere along with the
flue gases with great hazard for human health. It should be noticed, in fact,
that while most of the ashes can be assimilated to inert material, sometimes
they can contain toxic elements, like arsenic and heavy metals, or even ra-
dioactive elements.[8, 12] The concentration of these elements is usually low,
around 20ppm, nevertheless capture and disposal of ashes is now mandatory
and strictly regulated.[10]
Worldwide, most of the ashes are disposed of in landfills or ash ponds,
but in the last years an increasing fraction, roughly 40% of their amount,
is recycled: most of them are used in the concrete industry, as well for soil
stabilization and rehabilitation of opencast mine sites, in the production of
bricks, expanded clay, clinker and other geopolymers.[10, 11, 13]
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Fly ash production is also problematic due to a phenomenon called slag-
ging: the problem arises when burning coal with high concentration of low
melting elements, such as sodium and potassium.[14, 15] In this case ash
particles may fuse and stick onto the high temperature surfaces of the boiler
and the furnace. The formation of fused ash deposits can corrode metal sur-
faces, decrease heat transfer efficiency and even trigger a positive feedback
loop, in which the decrease of heat transfer will increase the furnace tem-
perature and the subsequent ash deposition rate.
Last, but not least, coal is a very heterogeneous material and every
load has a different elemental composition, leading to a different calorific
value: in order to keep the combustion process efficient, the fuel flow rate
and the combustion parameters have to be tuned accordingly to the coal
composition.
For all these reasons, it is important to have an accurate knowledge of
the coal elemental composition, in order to schedule maintenance and keep
combustion operational parameters, like temperature and airflow, inside
the optimal values. Extensive dissertations on the existing methods for coal
analysis have already been performed[16, 17], and it is beyond the topic of
this thesis, so I will give only a brief sum up.
1.2 Standard analysis
All aspects of the coal analysis are strictly regulated: there are about 160
different standards, between ISO and ASTM, ranging from sample prepa-
ration and handling to single element analysis.
Due to coal high inhomogeneity, even its sampling must adhere to stan-
dards, which specify even the size and shape of the shovel used to collect
the samples[18, 19]. Usually, for every lot of about 1000 tons, 35 samples
of 2 − 5 kg are taken; they are then crushed, mixed together and divided
into subsamples. The number of samples and subsamples may vary, and
depending on the variability of the coal and the desired precision of the
results.[20]
The analysis of coal is usually divided in four parts: proximate analysis,
calorific value analysis, ultimate analysis and ash analysis. The proximate
analysis provides an evaluation of the moisture, volatile and ash content
of the coal; it is the first and simplest test performed on coal, and it is
usually used to estimate the economic value of a load. The calorific value
analysis provides the calorific values of the coal, meaning the amount of
4
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heat the coal can produce when burned. The ultimate analysis provides
the concentrations of carbon, hydrogen, nitrogen, sulfur and oxygen and
its results are used together with the calorific value to perform combustion
calculations, in order to determinate parameters like the coal feed rate or the
sulfur emission. Ash analysis provides, as the name states, the concentration
of all the elements that are present in the ashes, both majors and traces.
Proximate analysis is usually performed using thermogravimetric meth-
ods [21, 22]: about 1 g of sample is weighed and placed inside an oven, then
it is heated up to 110℃ while fluxing nitrogen and weighed periodically
until the weight is constant. The humidity fraction is calculated as the ra-
tio between the mass loss and the original mass. The temperature is then
increased up to 950℃ and held constant for 7 minutes, then the sample is
weighed again: the mass loss will give the volatile content. The temperature
is then lowered down to 750℃ and pure oxygen is fluxed inside the oven
until the weight is constant. The weight of the remains will give the ash
fraction, while the so called “fixed carbon” is obtained by difference.
These tests are empirical, because of the lack of comparison with known
samples to evaluate the bias. In fact, variations in grain size and weight of
the sample, as well as the size, weight and material of the crucible, the rate
of the temperature rise, the final temperature and the duration of heating
can significantly affect the test results.[23] In addition, during the last part
of the test, the amount of oxygen introduced into the burning chamber is
not measured, and part of it is used for the oxidation of the elements that
form ashes; for this reason the ash weight is actually greater than the sum
of the weights of the incombustible elements. As a consequence, the fixed
carbon fraction, measured as what is missing to reach 100%, is smaller than
the actual fraction of carbon contained in coal.
The calorific value is obtained by burning a fixed amount of coal inside
a combustion bomb and by measuring the temperature increase with a
calorimeter.[24]
Due to the great number of different ways to perform this analysis, the
standard method for the measurement of carbon, hydrogen, nitrogen and
sulfur does not provide neither a particular procedure nor the instruments
specification, but requires the fulfillment of requirements about calibration,
precision, repeatability and reproducibility of the results.[25–28] In the most
common method a small sample of coal, ranging between 2 and 500mg, is
burned in a controlled atmosphere, then the combustion fumes are analyzed.
The major elements in ashes - silicon, aluminum, iron, calcium, mag-
nesium, sodium, potassium and titanium - are usually measured using the
5
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absorption spectroscopy technique: a solution ash and water is prepared
with the remains of the proximate analysis, then its absorption spectrum
is compared with the absorption spectra obtained from other solutions of
known composition.[29, 30]
Trace elements analysis can be performed in different ways, and, as for
ultimate analysis, the standard procedure doesn’t require particular meth-
ods or apparatuses; the most common methods so far employed are the
atomic emission, the atomic absorption and the mass spectrometry, alone
or in combination.[31, 32]
1.3 Alternative analysis
All the aforementioned methods require a lot of time to properly collect
the coal and prepare the test samples: the proximate analysis, for example,
requires few hours to be completed. Usually a couple of days may pass
from when the samples are collected to when the results come in, if the
tests are performed by external laboratories. For this reason, coal producers
and buyers are always looking for faster and cheaper methods to test the
coal quality; this is particularly true for power plants, where a real time
analysis of the coal fed to the burners is an important asset to optimize the
combustion efficiency.
Laboratory analysis
In the last years several new techniques have been developed to perform on
line coal analysis.
X-ray based techniques, such as X-ray diffraction[33, 34], X-ray fluores-
cence[35], X-ray absorption spectroscopy [36] and X-ray scattering are well
established and widely used methods. These methods rely on the interaction
between X-rays of known energy and the inner shell electrons, in order to
retrieve information on coal composition and internal structure. They have
a good limit of detection, about 0.2%, but they perform best in the analysis
of heavier elements, while the major components of coal have low atomic
number. In addition, the results of their analysis may be affected by the
size and shape of the samples. Their major drawbacks are represented by
the use of X-ray sources, which have to undergo a strict regulation, and the
need of vacuum chambers to be operated. All this makes these instruments
costly, heavy and cumbersome.
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Atomic spectroscopy techniques rely on the absorption and emission of
light at given wavelengths in order to retrieve the presence and abundance
of an element in the high temperatures atomic vapours. Different heating
sources, like flames, plasma discharges and graphite furnaces, and the use of
both emission and absorption techniques, lead to a great number of different
methods, each one with its strengths and weaknesses. The most used and
effective one for coal analysis is the Inductively Coupled Plasma Atomic
Emission Spectroscopy, or ICP-AES.[37] In this method, an argon plasma,
generated by means of an induction coil, is used to dissociate the sample
into its atoms and ions constituents. The emitted light is collected and
analyzed by means of a spectrometer.
Due to its low limit of detection, that can be as low as 100 parts per
trillion for some elements, the high reproducibility of its results and the fact
that the measure can be easily automated, ICP-AES is one of the most used
technique for coal analysis and it is included in some international standards
for major and trace elements analysis. Its main drawback is that it needs an
accurate sample preparation and that the best results are obtained when
the coal is predigested using different acid solutions[38]: in this way the
elements used for the preparation, like hydrogen, oxygen and halogens, can
not be measured.
It is possible to use fine ground coal nebulized in argon[39], but the
precision and reproducibility of the results are generally not as good as the
ones obtained with acid digestion. Lastly, this method does not provide
information on the internal structure of the coal, for example it doesn’t
distinguish between the hydrogen contained in moisture and the one bound
in hydrocarbon chains.
Mass spectrometry methods work by ionising the atoms of the sample
and measuring their mass-to-charge ratio; there are many different ways to
perform the ionization of the atoms, but the one that gives the best results
is, as for atomic emission spectroscopy, the use of an inductively coupled
argon plasma.[40, 41] Inductively Coupled Plasma Mass Spectroscopy, or
ICP-MS, offers the same advantages of ICP-AES, with a slightly better limit
of detection; however it suffers from the same drawbacks. In addition, for
volatile elements, like Hg, ICP-MS shows a pronounced memory effect, due
to the retention of these elements in multiple location of the instrument.[42]
The use of laser ablation of coal pellets has been tested as an alternative
source of particulate to feed to the plasma, with the advantage of avoiding
water and acid contamination of the samples; although this method has a
relatively high cost, it doesn’t need radiation sources.
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Neutron Activation Analysis employs a neutron reactor or a radioactive
source to bombard the sample with neutrons, forming radioactive isotopes:
the gamma ray emission is then recorded at different times, in order to
reconstruct the different radioactive decay path and recover the composition
of the sample. While the best results could be obtained by measuring
the gamma ray emission at many different times, with delays that range
from minutes to months, depending on the elements, due to the need of
a fast analysis the most used technique is the Prompt Gamma Neutron
Activation Analysis, or PGNAA.[43] In this method only the shortest lived
radioactivity is recorded (around one minute) and a radioactive source,
usually californium-252, is used instead of a neutron reactor.
PGNAA can measure the concentration of most of the ash constituents,
as well as the hydrogen and sulfur[44] content, but has a relatively low
precision in the detection of carbon, nitrogen and oxygen. Prompt Fast
Thermal Neutron Analysis, or PFTNA, can overcome this limitation using
short bursts of high energy neutrons and recording the gamma emission both
during the burst and while no neutrons are emitted.[45] The drawbacks are
the high amount of radiation emitted and the short life span of the neutron
generator employed.
A lot of other methods, as Raman Spectroscopy[46], Nuclear Magnetic
Resonance[47], Microwave Absorption[48] or Infrared Spectroscopy[49], are
used to recover additional information, like the moisture content or the
fraction of carbon bound in hydrocarbon chains.
On-line analysis
In order to provide real time data on the processed coal, different on-line
analysis methods have been developed and are actually employed both in
mines and power plants; these systems can provide different information,
like moisture content, ash concentration, calorific value or ash composition.
The results of these tests are used in coal mines and preparation plants for
sorting and blending different coals, as well to ensure that the quality meets
the requirements; in power plants those results are essential to adjust the
feed rate so to meet the boiler requirements and comply with the emission
regulations.
All the instruments already described are suitable to work in power
plants and provide real time measurements, once coupled with an auto-
mated system that collects the coal and prepares the samples; only some
of them, however, are suitable to be installed directly on conveyor belts for
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Figure 1.3 – Pictures of two online PGNAA element analyzers. Courtesy of
DFMC Ltd. and Thermo Fisher Scientific Inc.
the coal transport. The first solution provides more accurate results, while
the second one has a lower cost, lower size and a lower complexity.
Moisture meters provide information on the moisture content of the
coal, and their presence is essential because the moisture content can not be
inferred from other on-line analysis. The most common system is based on
a microwave emitter and receiver installed across the conveyor belt in such
a way that the microwaves cross the coal under test; the water molecules
absorb the radiation and the measured attenuation provides information on
the moisture content. While being simple and cheap, this method provides
information only on the free moisture, because the moisture fixed inside
the coal structure can not vibrate and absorb the microwaves. Magnetic
resonance tuned on the hydrogen in water can be employed to measure the
whole moisture content, but instruments based on this principle are large,
sophisticated and expensive.
Ash meters usually employ gamma ray absorption and emission to mea-
sure the ash fraction of a coal sample. The most common method is the
DUal-Energy gamma-ray Transmission, or DUET: two sources of gamma
rays at different energies are installed under the conveyor belt, while a de-
tector over the conveyor belt measures the attenuation of the two beams.
The attenuation of the high energy gamma ray is roughly proportional to
the mass of the material on the conveyor belt, while the energy of the second
source is chosen so that the beam is attenuated mostly by ash components
and not by carbon, hydrogen, nitrogen and oxygen. Measuring both the
attenuations it is possible to evaluate the fraction of ashes inside the coal.
Commercially available element analyzers are mostly based on neutron
analysis: the most reliable and widely diffused ones are based on PGNAA.
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As their laboratory counterparts, these devices have good accuracy and
low limit of detection, but they can not measure accurately the content
of carbon, nitrogen and oxygen. PFTNA based instruments, on the other
hand, can provide a complete and accurate analysis of all the elements in
the coal, but the use of a high energy radioactive source entails the use
of greater shieldings. Moreover, the nuclear sources for PFTNA are more
expensive and have a shorter life. X-ray Fluorescence spectroscopy, or XRF,
are a cheaper alternative to neutron analysis; without the presence of a
radioactive source the shielding can be smaller and lighter. On the other
hand, the system can test only the surface of the coal and can’t detect
elements with atomic number lower than 10, namely carbon, hydrogen,
oxygen and nitrogen; that makes it suitable to check ash composition, but
it doesn’t provide information on the coal heating power.
Last, but not least, surging as a potential competitor for online coal
elemental analyser, there is the technology investigated in this work, LIBS.
I will describe it in details in the next chapter.
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Laser Induced
Breakdown Spectroscopy
In this section I will discuss LIBS: I will address briefly its history[50, 51],
its applications and how it works. I will weigh its pros and cons and address
the full goal of this research.
2.1 History and applications
Laser Induced Breakdown Spectroscopy (LIBS), also known as Laser In-
duced Plasma Spectroscopy (LIPS), is a powerful technique for quantita-
tive analysis of chemical composition. At its core, this technique relies on a
powerful laser shot to ionize a small portion of the sample, then the spec-
trum of the light emitted by the plasma is analyzed in order to retrieve
information on the sample’s composition. The first analytical application
of laser-induced plasma for spectrochemical analysis of surfaces was pre-
sented in 1963, shortly after the invention of the laser. Since then, several
different realizations and applications of the LIBS have been studied, but
it was only in the last 20 years that the interest in this technique has been
reawakened; this was mostly due to the advent of smaller and cheaper digi-
tal spectrometers, along with faster and powerful computers, which allowed
faster, accurate and automated measures.
Thanks to its flexibility and portability, LIBS systems are now widely
spread in many fields[52]: LIBS analyzers can be easily employed in ma-
terial sorting, being them ferrous[53–55], glass[56] or plastic[57]; they are
11
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Figure 2.1 – schematic representation of a LIBS system.
employed in smelting facilities to check products quality[58, 59]; they found
application in garbage recycling plants for sorting different wastes[60]; they
are employed in heritage cultural preservation for dating and authenticity
check[61–65]; they are used for explosive[66, 67] and nuclear[68–70] mate-
rial search; they are used in mining facilities[71–73]; they are employed in
biomedical application for biopsy[74] and bacteria sorting[75, 76]; they are
used by environmental researchers for plant[77, 78] and soil[79, 80] analysis;
they have forensic application for gunpowder[81], paint[82], glass[82] and
bone[83] recognition; they are employed in nuclear industry and radioactive
waste disposal[84]. They can work nearly in any atmospheric condition,
except for explosive one[85–87]; they can perform measurements on liquid,
solid, aerosol and gaseous materials; they can work both underwater[64]
and in space[85]; both handheld and standoff devices exist and are widely
employed. The Mars rover Curiosity is equipped with a LIBS instrument
(ChemCam)[88] for remote rock analysis, and its performance has paved the
way for the use of other laser-induced spectroscopy instruments in future
missions.
2.2 Plasma dynamics
LIBS devices employ an high energy laser, usually with an extremely short
pulse duration, for the generation of the plasma. Notwithstanding the great
number of researches published on the topic[89–92], the interaction between
12
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the laser and the sample, and the subsequent plasma generation and heating,
are not completely understood. Different plasma generation dynamics are
involved, depending on the laser pulse duration, energy and wavelength:
some accurate studies and reviews on this topic can be found[93–97], so I
will describe only the most common case, in which a near infrared laser of
moderate irradiance (∼109 W/cm2) with a short pulse duration (FWHM
∼5 ns) ablates a solid sample.
In the first hundreds of picoseconds of interaction with the laser, a por-
tion of the sample is heated to the point that the material begin to boil and
evaporate: a small fraction of the laser light is absorbed by the generated
gas plume, while most of the power keep going into heating and ablation of
the sample.
After a couple of nanoseconds from the beginning of the phenomenon (1-
5ns depending on the laser power) the energy deposited by the laser in the
gas plume is enough to ionize only a fraction of the atoms, generating a small
volume of plasma; this plasma is opaque to the laser radiation and absorbs
all the incoming energy in a process known as inverse bremsstrahlung, in
which an electron, inside the electric field of an atom, absorbs a photon.
The laser radiation no longer reaches the sample and instead keeps heating
the plasma plume, releasing more electrons and increasing the efficiency
at which the plasma absorbs the radiation; this phenomenon is known as
“plasma shielding”. Each electron will lose energy to other atoms through
inelastic collisions, freeing other electrons and establishing an avalanche
reaction known as plasma breakdown. While the plasma plume expands at
supersonic speed and its temperature increases, it can blast off some other
material from the sample.
Once the laser pulse has ended, the plasma begins to cool down and
eventually its expansion will come to a halt, then it will begin to shrink;
during the cooling phase the atoms begin to combine and form molecules,
then clusters and particulate. When LIBS is performed in high density
media, like in liquids, the cooling and sudden pressure drop can lead to
cavitation phenomena, with a subsequent reheating and secondary light
emission[98, 99].
During the plasma generation and cooldown the light is emitted in dif-
ferent ways: the main emission during the heating phase is a continuous
spectrum due to the bremsstrahlung radiation. When the plasma begins to
cool down, the light emitted by recombination of electrons and ions is added
to the continuous spectrum, while the lines emitted by transitions between
electronic levels will start at different times, depending on the temperature
13
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and electronic density of the plasma. At an earlier stage the continuous
contribution to the spectrum will be dominant, while later it becomes neg-
ligible compared to the atomic emission. In proper conditions of plasma
temperature, density and composition it is possible to observe light due to
molecular emission, even from vibrational and rotational transitions.
The emitted light is collected with an adequate optics and delivered to a
spectrometer. Intensity and broadening of the different lines can provide in-
formation on the plasma composition, along with temperature and electron
density.
2.3 Configurations
There are several different possible configurations for a LIBS set-up, de-
pending on the number of laser pulses per measure, the angle of incidence
on target, the kind of collection optics used and the angle from which the
light is collected.
The most important discriminant is whether the system employs a single
pulse laser or a double pulse one: in the double pulse configuration, a first
laser pulse ablates the material from the sample, while a second delayed
pulse reheats the plasma. A double pulse laser can be obtained in different
ways: by synchronizing two different lasers, by opening the Q-switch of the
laser cavity two times during the same pumping cycle or by splitting the
beam and making the two beams travel along different paths. When they
reach the sample, the two pulses can be collinear or orthogonal: an orthog-
onal configuration is sometimes preferred when performing experiments on
the behaviour of the plasma, because it avoids a secondary ablation of the
sample.
On the other hand, a system employing an orthogonal configuration is
more complex, because it needs a fine tuning of both the delay and posi-
tion of the second laser pulse, thus making it suitable only for laboratory
instrumentation and with an accurately prepared sample. Instead, it is
more common to use a collinear configuration when performing analytical
measurements of the sample composition, because the secondary ablation
increases the intensity of the emitted light, thus increasing the precision of
the measure; moreover, this configuration is easier to build and can work
even when the distance between the laser and the sample changes.
Other differences in LIBS systems can be found in whether the system
employs a focalization optics for the laser or not. Focalization of the laser
15
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Figure 2.3 – collinear and orthogonal configuration.
can provide a higher fluence, thus increasing the temperature of the resulting
plasma; while this can allow to see spectral lines related to higher energy
transitions, the introduction of focusing optics forces the system to work at
a fixed distance, unless some sort of auto-focusing is employed. In fact, a
change in the distance between the focusing elements and the sample will
result in a change of the fluence of the laser, and if the focus is above the
sample surface it is possible that the spark will be triggered in air, thus
greatly decreasing the ablation of the sample and the reproducibility of the
measure. Moreover, given the already high energy of the laser employed, the
focalization system requires the use of particular elements that can endure
the stress induced by the repeated laser shots; usually a lowering of the
repetition rate is also needed. A system that makes use of a laser working
without focalization, on the other hand, is simpler, and more suitable for
analysis on samples that can not be moved or prepared (like in the case of
analysis of artworks.
Another aspect of the LIBS system is the collection of the plasma radia-
tion: the systems can be divided in three categories, depending on whether
they use a collection optics or not and whether they use an optical fiber
to deliver the light to the spectrometer or not. A system in which neither
an optical fiber nor a collection optics is employed is both impractical and
dangerous for the well being of the spectrometer: in fact it is difficult to
position the spectrometer in such a way that the slit is right in front of the
plasma, and during the ablation there are great chances that the plasma
byproducts will either ruin the slit or enter the spectrometer.
The simplest method uses a large multimode optical fiber (usually with
a core diameter of 200-600 µs) to collect the light from the plasma and
deliver it to the spectrometer; this system is cheap, simple and, due to
the typical numerical aperture of the fibers, doesn’t require an accurate
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alignment. It has, nevertheless, a very low efficiency, due to the small size
of the fiber, and the debris from the plasma emission tend to be sputtered
on the surface of the fiber. Additional care should be used when choosing
the suitable optical fiber, because typical silica fibers don’t transmit light in
the UV region, and the ones that can (known as “High OH fibers”) usually
lose this capability after exposition to deep UV light (a phenomenon known
as “solarization”); solarization resistant fibers do exist, but they usually
have a greater attenuation and don’t transmit light at wavelengths greater
than 1200 nm.
The most common configuration involves the use of one or more lenses
that focus the light onto the face of an optical fiber, that then deliver the
light to the spectrometer. This system has a greater collection efficiency
due to the fact that the system collects the light from a greater surface;
depending on the geometry of the system, the collection efficiency can be
limited by the diameter of the lens, the diameter of the core and the nu-
merical aperture of the fiber, usually leading to the curve of the efficiency,
as a function of the light source distance, showing one or more peaks. A
major drawback of this system is the fact that most optical glasses are
opaque to wavelengths shorter than 350 nm and that the chromatic aber-
ration increases exponentially as the wavelengths shorten: for example a
fused silica lens with an effective focal length of 50mm at 587 nm shows a
shift in the position of the focal point of 9.1mm as the wavelength changes
from 200 nm to 900 nm, 18% of the effective focal length; this shift slightly
increases as the distance between the lens and the light source increases.
Typical achromatic and apochromatic lenses don’t work, because the opti-
cal glue used is photoactivated and thus completely opaque to wavelength
shorter than 340nm; the only solution that works from UV to NIR is an air
spaced triplet, usually composed of two aspheric positive silica lenses and
one negative CaF2 lens. These objects, however, have a small aperture and
are expensive (thousands of euros); moreover the CaF2 lens is brittle and
highly hygroscopic, making the whole item unsuitable for outdoor use.
The system that provides the best results in terms of efficiency employs
a mirror based optic that couples the plasma with the entrance slit of a
spectrometer; in this way there are no chromatic aberrations, as instead
happens when using a lens system, nor attenuation problems, like for optical
fibers. Moreover, with the use of appropriately shaped mirrors, it is possible
to create an optical copy of the light source directly in front of the entrance
slit of the spectrometer, greatly increasing the collection efficiency of the
system and allowing to perform spatially resolved spectroscopy. On the
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Figure 2.4 – Schematic representation of on-axis configuration, using either
a dichroic mirror or a broadband mirror with a hole in the middle.
other hand, this configuration needs a really accurate alignment and doesn’t
handle well vibrations; moreover the system can’t perform measures when
the plasma is even slightly out of focus. In conclusion this configuration is
perfect for laboratory instruments, but can not be employed for portable or
“outdoor” devices.
A third parameter that must be evaluated is the direction from which
the light is collected: on the same axis of the laser, orthogonal to the laser
or slightly off axis. Orthogonal collection is the preferred configuration in
laboratory set-ups, especially when coupled with the mirror-only collection
optics, because it allows the recovery of information about plasma shape
and plasma evolution; on the other hand, it can’t be employed when the
position of the sample is not fixed, because if the position of the plasma
changes the system no longer delivers the light to the spectrometer.
On-axis configurations are the most commonly used for stand-off LIBS
system, because a change in the distance between the sample and the sys-
tem does not jeopardize the measure, except for a change in the collection
efficiency; these systems usually employ a holed mirror or a narrowband
dielectric mirror to separate the optical path of the laser from the path of
the plasma light. Stand-off applications that employ focusable optics usu-
ally employ the same optics to both focus the laser beam and recover the
plasma light: in this way it is ensured that the light is collected from the
same region in which the plasma has been ignited.
A slightly off axis configuration is usually preferred for small and simple
system where the distance between the probe and the sample vary in a
range of a couple of millimeters; for this reason it is widely employed for
handhold and portable devices.
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2.4 Strengths and weaknesses
The LIBS has many advantages that, as shown previously, make it a very
flexible technique. First of all, in most cases LIBS doesn’t require sample
preparation: the measure can be performed directly on the item to be tested,
greatly decreasing the duration of the measure and avoiding all the sample
preparation work. This is especially true when the object under analysis is
a hard solid, for example in the case of metal alloy, when the test requires
that the sample is transparent, like for absorption spectroscopy, or when
the sample preparation has critical impact on the results, like for scanning
electron microscopy.
Another advantage is the fact that every laser shot can provide enough
information to perform the measure; in this way the results can be provided
in a matter of seconds, and the measure can be performed on different places
in little time: a fast device can perform as much as 20 measures per second.
LIBS measures are nearly non-destructive: due to the fact that each
shot ablates only a few tens of picograms of material, the sample under test
is left almost unaffected.
LIBS can reveal any element with a good detection limit; the actual
limit, however, strongly depends on the set-up. For example, some elements,
like carbon and silicon, show spectral lines only in the UV region: in order
to observe these wavelengths proper spectrometers and collection optics are
needed.
LIBS components can be easily miniaturized, so it is possible to realize
portable and even handhold devices; thanks to the great advances in the field
of laser diodes and ccd spectrometers, many different small LIBS analyzers
have been developed in the last years.
LIBS doesn’t require a specific atmosphere to work, and instead can be
performed in nearly any ambient condition; many studies have been carried
out on the behaviour of laser induced plasma in different gases, like air,
nitrogen, argon[87] or helium[100], and liquids, like water[64, 98, 99] and
any kind of oils[101]. It has been tested also in a wide range of pressures,
from ultra high vacuum in space up to 280 bar in water to simulate deep
ocean condition. Extra care should be used when working in flammable
or explosive atmosphere, but sometimes laser induced plasmas have been
used to start the combustion needed to perform other measures, like flame
atomic absorption spectroscopy.
LIBS measures can be performed remotely; by using optical fibers or
telescopes to deliver the laser on the sample and collect the plasma light, it
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Figure 2.5 – Pictures of a standoff and an underwater LIBS systems. Cour-
tesy of professor Javier Laserna, University of Malaga. [63, 64]
is possible to perform measures from distances that can range from a few
centimeters up to several meters[63, 66, 102]. This is particularly convenient
when testing for dangerous substances, like explosive[66] or radioactive[68]
materials, when the object under analysis is out of reach or when it can not
be moved.
LIBS devices don’t use radioactive sources, like PGNAA and XRF do: in
this way no cumbersome shielding is required and the security compliances
are by far less strict. The resulting devices are a lot less expensive, small,
easy to maintain and operate.
Notwithstanding all these strength points, LIBS has drawbacks too, and
the same feature may be favorable or not, depending on the application.
For example, LIBS measures involve only a small volume of material on
the surface of the sample: this means that in the case of inhomogeneous
materials the sample must be ground to a fine powder and then pressed
into a pellet, or the measure has to be repeated on different places all over
the sample. On the other hand that means also that the techniques has a
good spatial resolution: it is possible, for example, to map the concentration
of the components all over the sample surface and at different depths[103,
104].
Other problems involve the so called “matrix effect”: many different pa-
rameters affect the intensity of a single spectral line, like plasma tempera-
ture, electron density, plasma optical density, or the presence of other atoms
and molecules. Those parameters, in turn, depend on other quantities that
are not always possible to control, like sample composition, sample’s surface
colour and roughness, atmospheric pressure, temperature and composition,
laser pulse duration, energy and wavelength, and so on.
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All these problems can be overcome with additional measurements per-
formed on the plasma, for example using internal reference, recording bright-
ness and shape of the plasma plume for every shot, performing spatially
resolved measurements of the plasma emission or working in controlled at-
mosphere, but in this way the system loses most of its advantages in terms
of flexibility and portability. Each different system has to be tailored on
the specific requirements of the measure.
2.5 LIBS for coal analysis
Because of its promising features, LIBS has been identified as a viable
method for the on-line analysis of coal in substitution of the existing tech-
niques. LIBS systems, in fact, are compact, do not require sample prepa-
ration, can be operated on-line also in the presence of hostile environments
and the results of the analysis can be obtained in a short time.
A great number of studies have been carried out so far to check the
validity of this technique for the characterization of coal samples (see for
example references [105–120]); most of them, however, refer to measure-
ments performed under almost ideal conditions. That is, coal samples are
crushed prior the analysis and pressed to pellets to produce a flat rigid sur-
face; furthermore, samples are kept at a fixed distance from the focusing
lens. In this way irradiance of the impinging laser beam can be controlled
and the collecting optics can easily be conjugated to the fixed position where
the plasma plume is generated, thus optimizing the collection efficiency.
Really few works have presented, as of today, a system to perform on-
line measures on coal, and nearly all of them involved the collection of
samples of coal, either before[121] or after[122, 123] it is crushed in mills,
and the production of pellets for the analysis. Some of them didn’t require
the production of pellets, but they still needed a device for the collection of
the coal from the conveyor belt.
To our knowledge, only two LIBS measuring systems have been utilized
so far for on-line characterization of raw coal samples in real field conditions.
In one case[124] the system has been installed in a coal mine in South
Africa and, since the instrument working distance was limited to ±2 cm,
an ultrasonic sensor was used to enable a moving optics to maintain a
fixed distance from the sample with changes in coal height of the order
of ±12.5 cm. In the other case[125] the LIBS system did not include an
automatic control of the focusing mechanism (i.e. the focusing/collection
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optics is fixed), but it has been installed in a peculiar position, not usually
available in other plants, where the height variation of the coal stream would
not exceed its working distance (about 5 cm). In both cases no further
studies have been published.
2.6 Goals
This project was carried out in the frame of a cooperation agreement be-
tween ENEL Ingegneria e Ricerca (Pisa) and RSE (Ricerca sul sistema En-
ergetico) and was sponsored by an RdS project(Ricerca di Sistema, a fund
to support the Research in the field of the Electric and Energetic System).
The work was performed in the RSE laboratory; the research team was led
by Umberto Perini, and also included Sergio Musazzi, Elena Golinelli and
Franco Barberis.
The topic and goal of the research was to study the feasibility of a
LIBS device that could measure the chemical composition of coal on the
conveyor belt of a coal fired power plant. The request involved the study and
characterization of the components needed for this system, the realization
of a prototype and a test on known coal samples. The software for data
analysis was to be provided by a third party and later implemented into the
instrument.
The instrument had to be able to measure the intensity of the spectral
lines of carbon, hydrogen, nitrogen, oxygen, sulfur and the major ash com-
ponents; it had to work on a conveyor belt and it had to not alter the flow
of the coal in any way, due to security issues. When the third party didn’t
comply, the requirements later changed to include the software to perform
the spectral data analysis.
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Components choice
Figure 3.1 – Schematic representation of the
LIBS system.
In this section I will describe
the main components of the
instrument, explaining the
reasons of the choices. I
will begin with a description
of the synthetic spectra gen-
erator, because it has been
a fundamental asset for the
choice of the other compo-
nents of the system, as well
as during the data analysis.
In the same section I will
also asses the theory needed
for the development of the
software. In the other sec-
tions I will discuss the main
components of the system:
the laser source, the spec-
trometer, the optical fibers,
the trigger generation sys-
tem and the sample holder.
The collection optics will
be discussed in a dedicated
chapter 4.
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3.1 Synthetic spectra generator
To be able to define the specifications of the main components of our system,
in addition to referring to the existing literature, it was decided to develop
an algorithm that provides simulated LIBS spectra. This was mandatory, in
order to have an idea of the strength of the spectral lines that could be seen
in a plasma from coal samples. For the development of this algorithm an
homogeneous, isotropic, optically thin plasma in Local Thermal Equilibrium
was assumed: none of those condition are actually fulfilled in real plasma[91,
126–128], as I will discuss in chapter 5, but the model provides nevertheless
information about the order of magnitude of the spectral lines and possible
overlapping between them.
Under the aforementioned conditions, the probability distribution of an
electron between the levels of a given ionization state is given by the Boltz-
mann law
Pj(T ) = gjU(T ) exp
( −Ej
KBT
)
(3.1)
where j is an electronic level with associated energy Ej of an atom with
given ionization, gj is the degeneracy of that state, Pj(T ) is the probability
of that level being occupied at temperature T , U(T ) is the partition function
for the atomic species at the given ionization state, KB is the Boltzmann
constant.
The distribution of the atoms of a single element between its ionization
states can be obtained using the Saha[129] equation
nr+1 (ne, T ) = 2
nr(T )
ne
Ur+1(T )
Ur(T )
(2pimeKBT
h2
) 3
2
exp
(
−
χ
r+1
KBT
)
(3.2)
where ni is the number of atoms in the ionization state i (being I the neutral
state, II the singly ionized state and so on), ne is the electron number
density, me is the electron mass, h is the Planck constant and χr+1 is the
energy needed to ionize once the atom from the state r to the state r + 1.
The equation can be changed in order to express Nr+1 as a function of
n1
nr+1(ne, T ) = n1
Ur+1(T )
U1(T )
( 2
ne
)r (2meKBT
h2
) 3r
2
exp
(
− Xr+1
KBT
)
(3.3)
where Xr+1 is the energy needed to ionize the neutral atom r times. If the
total number of atoms is unknown, it is still possible to retrieve the relative
concentration of the different ionization states.
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Figure 3.2 – User interface of the synthetic spectra generator software, with
a sample spectrum.
The power emitted at the wavelength associated with the transition from
level j to level i of a given ionization state, with Ej > Ei, is obtained from
the Einstein equation
Wj,i =
cnj
λ
Aj,i (3.4)
where c is the speed of light, nj is the number of atoms in the energy
level j and Aj,i is the Einstein emission coefficient for the transition. The
absorption and stimulated emission contributions are being neglected due
to the optically thin plasma hypothesis.
Combining the equations (3.1), (3.2) and (3.4)it is possible to obtain the
power of the spectral line for a given transition
Ij,i(ne, T ) =
C
λ
nr(ne, T )
gjAj,i
Ur(T )
exp
(
− Xr+1
KBT
)
(3.5)
where C is a constant depending only on the experimental configuration.
The developed algorithm receives as inputs the values for temperature,
electron number density and instrumental broadening, as well as the relative
concentrations of the involved elements and provides a synthetic spectrum
based on the reported equations.
The Einstein coefficient, wavelength and degeneracy of transitions, as
well as ionization and level energies, were obtained from the NIST atomic
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spectra database; as a reference for temperature and electron number den-
sity we used the values obtained by Dong et al.[130] and Rebolledo et al.[131]
In order to make the software work, a lot of approximations have to
be made, starting from the partition function. The partition function is
defined as
U(T ) =
∑
j
gj · e−βEj (3.6)
where β = 1
KBT
. Due to the fact that the number of energy levels is infinite,
it is not possible to calculate the exact value of the partition function.
However, in the majority of cases the contribution of higher energy levels is
negligible, so a good approximation can be achieved by setting a cutoff to the
energy of the levels; on the other hand, a different cutoff can lead to different
results if the temperature changes dramatically and it is a really difficult
task to predict how a cutoff will influence the outcomes. For our models we
decided to use all the energy levels available on the NIST database.
Another approximation was the limitation to the number of ionization
states. We found that, in the ranges of temperature and electron densities
usually explored in coal LIBS experiments, the fraction of atoms ionized
more than three times is negligible; for this reason, only the data for the
firsts four ionization states were used in the Saha equation, and the spectra
contributions were calculated using only the transitions of the neutral and
singly ionized state.
In addition, only the lines relative to transitions for which the Einstein
coefficient is known can contribute to the simulated spectrum; the Einstein
coefficient is known for all the strongest transitions, but not for all the
less strong ones, especially for those elements that have thousands of low
intensity transitions, like iron and titanium.
The last major approximations that were made were the optically thin
plasma approximation and the LTE approximation; the most problematic
aspect of this simplification is that reabsorption[132, 133] of the light by the
outer, colder layers of the plasma is not taken into account, but for typical
coal compositions this phenomenon is negligible in most instances.
3.2 Laser
The laser is the core element of any LIBS set-up. When it comes to possible
sources for a LIBS experiment, there are many choices available: different
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Figure 3.3 – Picture of the laser employed in the prototype.
groups in the world, performing LIBS experiments, have successfully em-
ployed lasers with wavelengths ranging from UV to IR, with pulse durations
from milliseconds to femtoseconds. Some references can be found in [93, 94,
97].
It has been proven that UV lasers have a better radiation-matter cou-
pling, providing a better ablation efficiency (the amount of ablated material
per energy unit); moreover, in the case of metallic surfaces, the reflective
index decreases with the wavelength, thus increasing the amount of energy
delivered to the sample.
On the other hand, IR lasers need to reach a lower fluence in order to
obtain plasma production; in addition to that, UV lasers usually require a
3rd or 4th harmonic generation stage, greatly decreasing the energy output
(usually around 30% of the original power) and increasing both size and
cost of the system.
The pulse duration greatly affects the ablation dynamic: at the present
date there is no complete model that accurately describes the whole process
of ablation and ionization, so I will give a only qualitative description of
the phenomenon. I have already described in section 2.2 how the ablation
process evolves when the pulse lasts for a couple of nanoseconds: when
the pulse lasts longer (microseconds and milliseconds ranges), due to the
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plasma shielding only a smaller fraction of light can actually reach the
target, resulting in a lower ablation efficiency. On the other hand, a greater
fraction of light interacts with the ablated material, thus creating a hotter,
longer-lasting plasma. The increased life and temperature of the plasma
lead to an increase in the chance of the plasma blasting off some material
from the sample: this decreases the precision of the ablation, both in terms
of quantity and position.
When using pulses with a duration of few picoseconds, all the radiation
is being absorbed by the sample before the gas plume begins to expand: in
this way the interaction between the laser and the gas is minimized, resulting
in a greater ablation efficiency, at the cost of a colder plasma. In this way
the risk of interaction between the sample and the expanding plume is also
reduced, resulting in a cleaner hole and a more accurate ablation.
When using femtoseconds laser, the ablation and ionization dynamics
seem to change completely, although the physical mechanisms behind ioniza-
tion and material removal in fs-laser ablation are still debated and not well
understood. One of the most widely accepted hypothesis states that, due
to the fact that the energy deposition time is much smaller than relaxation
and heat diffusion time, the material under the laser beam spot is heated
quasi adiabatically and begins to ionize before it can leave the surface.[134]
Other theories on the interaction between the laser and the sample do ex-
ist in which more exotic ionization processes (like multiphoton ionization
and tunnel ionization) are involved. As a tangible outcome, femtosecond
ablation results in extremely clean holes, usually with no heat transfer to
the surrounding area; fs-ablations usually results in smaller, hotter plasmas
than ps-ablation, due to the fact that only the matter that directly interacts
with the laser is involved in the plasma formation.
In our measure we needed a high temperature plasma, because some of
the main components of coal, like carbon and hydrogen, have spectral lines
that have maximum intensity when the plasma temperature is higher than
15000K; in addition to that, our system had to face a great variability in
shape and composition of the sample. For these reasons, we chose a Nd:YAG
Q-Switched laser (Quantel Brio), operating at a wavelength of 1064nm; the
laser delivered 100mJ of energy per pulse, with a pulse duration of 3.7 ns,
a beam diameter of 4.5mm and a repetition rate of 20Hz. We coupled it
with an inverted galilean telescope, in order to reduce the size of the beam
retaining, at the same time, the depth of field of the system; the obtained
beam had a waist diameter of 500 µs, a Rayleigh range of 18 cm, a fluence
of 51 J/cm2 and a power density of 13.8GW/cm2.
28
3.3. Spectrometer
3.3 Spectrometer
The spectrometer is the other core element of any LIBS set-up.
In order to record the lines emitted by every element, a LIBS spectrome-
ter usually needs to cover a wide spectral range; in addition, some elements
like iron and titanium have a lot of lines with very close wavelengths, so a
spectrometer with a good spectral resolution is needed in order to be able
to separate the different lines. For example, our instrument had to be able
to see the 247.9nm emission line of carbon, the 422.7nm line of calcium and
the 656.3nm line of hydrogen. The most prominent lines of nitrogen, oxygen
and sulfur can be found in the infrared, between 750nm and 1100nm, along
with other secondary lines of carbon, while most of the other interesting
elements, like aluminum, silicon and magnesium, have emission lines in the
ultraviolet band. In addition, as said, both iron and titanium have thou-
sands of lines spread all over the spectrum: for this reason a good resolution
is needed to distinguish the different lines one from another.
Ideally, the best solution money can buy consists in Echelle spectro-
graphs: these devices have two different dispersing elements placed orthog-
onally to each other, so that the light is dispersed into a two dimensional
spectrum with wavelengths across and along a series of lines. In this way
it is possible to achieve a spectral resolution and a spectral range much
greater than those in traditional spectrometers, because the number of pix-
els available is hundreds, if not thousands, times greater.
Echelle spectrometers usually employ cooled intensified CCDs as record-
ing devices: that provides a good signal to noise ratio even for low intensity
signals. Moreover, the use of intensifiers allows integration times that can
be as short as 200ps: this can be extremely useful when studying really fast
phenomena like the ones involved in LIBS experiment.
On the downside, Echelle spectrometers are really expensive: the body
alone, without the camera, has prices that start from fifty thousands euro
for the smaller models and quickly reach and pass the hundreds of thou-
sands euro when longer focals and more advanced features, like aberration
corrections or built-in calibration sources, are involved. Intensified cam-
eras themselves have prices that range from fifteen thousands of euro for
the older models up to over fifty thousands of euro for the most advanced
cameras.
Moreover, Echelle spectrometers are somewhat fragile and affected by
temperature variations, usually resulting in a loss of one or both the wave-
length and intensity calibration; the use of cooled cameras solves some of
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Figure 3.4 – On the top, schematics of an Echelle spectrograph (Keck Tele-
scope HIRES, courtesy of Dr. Steven S. Vogt). On the bottom, A color
image of the echelle spectrum projected onto a translucent screen in the
SOPHIE échelle spectrograph, Observatoire de Haute-Provence.
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the problems, but not all of them. For all those reasons, we didn’t deem
Echelle spectrometers suitable for our application, although we still think
they are the best solution for anyone that doesn’t work outside a laboratory
(and that can afford their cost).
A cheaper alternative involves the use of an array of CCD coupled com-
pact Czerny-Turner spectrometers: the overall cost is greatly decreased
(around 20k€) but the quality as well. CCDs have a much lower signal to
noise ratio, lower sensitivity and a longer integration time: the electronic
shutter integrated in most of the spectrometers has a minimum integra-
tion time of 1.1 ms, while the typical LIBS plasma lasts for hundreds of
nanoseconds, a few microseconds tops. Moreover it is not possible to have
a wide spectral range with high sensitivity and resolution, then the simul-
taneous use of spectrometers with different spectral ranges (and in some
cases different kind of sensors) is mandatory. This means that the plasma
light collected needs to be split among all the spectrometers, introducing
additional losses and decreasing the intensity of the light that each of them
receives.
To maintain a reasonable light level for each spectrometer in the array,
their number has to be limited, and consequently the number of pixels over
which the whole spectrum is sampled is largely smaller than for the Echelle
spectrometers. The greatly decreased number of available pixels entails a
reduction of resolution or spectral range (or both). The only real advantage
that an array of spectrometers has over an Echelle spectrometer is that each
spectrometer can be tailored to the spectral range that it has to measure,
changing the grating and the sensor in order to maximize the efficiency.
For example, coal spectra show multiple lines in UV and deep UV region,
so we used four spectrometers with 3600 and 2400 lines/mm gratings to
cover the region between 180−500nm, while we used only two spectrometers
with lower resolution between 500 nm and 900 nm, where the lines were
more spaced out. In addition, a CCD or a grating that is optimized for
UV wavelengths won’t work well (or at all) in the NIR region; Echelle
spectrometers suffer from the same problem, and the most advanced employ
two different cameras to record different regions of the spectrum.
Following the advice of other researchers working on LIBS applications,
we decided to acquire seven AvaSpec-ULS2048 spectrometers from Avantes,
alongside the hardware and software needed to make them work together.
We considered the possibility of employing Ocean optics spectrometers, but
at that time their equivalent model, the HR2000, suffered badly of trigger
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Figure 3.5 – A picture of the spectrometers with the optical fibers.
jitter and in the end they could not be used for triggered LIBS measure-
ments. The spectrometers were equipped with a 10 µs slit (according to
sensor pixel dimension and spectrometers internal optics), in order to max-
imize the resolution, and different gratings to cover the spectral range of
interest, according to the table 3.1.
Later measures showed that the last spectrometer doesn’t provide useful
information because all the atomic emission lines are covered by strong
molecular emission bands; for this reason, we decided to employ only the
first six spectrometers, in order to increase the fraction of light delivered to
each one of them.
After a thorough characterization of the spectrometers, we found sev-
eral problems, both in the control software and in the hardware. The main
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detector psf FWHM
range (nm) grating coating (nm)
177.3 - 251 UV 3600 lns/mm UV 0.03
245.9 - 312.3 UV 2400 lns/mm UV 0.05
304.6 - 416 UV 2400 lns/mm UV 0.05
401.4 - 496.9 UV 2400 lns/mm — 0.07
482.1 - 721.5 VIS 1200 lns/mm — 0.13
697.2 - 902.8 VIS 1200 lns/mm — 0.15
883.5 - 1057.5 NIR 1200 lns/mm — 0.20
Table 3.1 – Wavelength range, grating type, optional detector coating and
point spread function FWHM for each spectrometer.
problem was that the sensor is extremely noisy: we were told by the manu-
facturer that the signal to noise ratio was 200:1, however, what they actu-
ally meant was that at the lowest possible integration time the dark current
noise distribution FWHM is 1/200th of the maximum value that the sen-
sor can measure. In our functional tests of the spectrometers, in addition,
we found out that with integration times greater than 5 seconds, the dark
current alone saturates the output; luckily, we always could work at the
lowest integration time, but due to the low intensity of the recorded signal
it was necessary nevertheless to perform an average of a great number of
acquisitions (at least 250, usually between 1000 and 4000).
The second greatest problem we faced was the fact that the software
provided by the manufacturer to control the spectrometers acquisition was
not stable at all, jammed and crashed any odd time and was ridden of
major and minor bug. After a lot of testing, a lot of complaining, a couple
of meeting with the programmers and seven re-release of the software, at
last, we were able to make the spectrometers system work most of the times.
Another great problem we had to overcome is that when the acquisi-
tion had to end before the beginning of the LIBS signal, the spectrometers
measure the same spectra they measure with “normal” timing, but shifted
in wavelengths. We don’t know what actually causes this behaviour, be-
cause Avantes always denied the problem, but we believe that this is due
to the fact that the employed CCD linear array does have neither a me-
chanical shutter nor an effective electronic shutter (as it really should) that
prevents charge collection during the readout - charge transfer - phase; we
believe that the charges are directly transferred to the readout amplifier
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stage without an intermediate step into a protected buffer. In this way the
light reaching the sensor during the readout can still be recorded as if it
reached a different portion of the sensor during the integration time (fig.
3.6). We discovered this behaviour when we tried to measure the spectrum
emitted only during the early stage of plasma evolution and we intended to
use the shutter, that should stop charge acquisition at the end of the ac-
quisition period, as a gate, but the aforementioned problem clearly forbids
that kind of measure.
We encountered a lot of other inconvenience during the use of the soft-
ware: for example, the software automatically saves the acquired spectra
only into a proprietary binary file that can be opened only with the acqui-
sition software. It is possible to convert those files into a standard ASCII
format, but it is not possible to automate the procedure, so each file had to
be loaded and then re-saved in order to be further analyzed. Avantes never
provided the file structure, so we had to perform a bit-per-bit analysis of the
files in order to recover at least the wavelengths and spectral information;
we were never able to recover headers and metadata, though. Last, but not
least, many features supported by the spectrometers were not implemented
into the software.
In the end we decided to use the LabVIEW dll provided with the soft-
ware to build our own control software, even though it took a great deal
of time; a relevant part of the code, in fact, was not documented and the
provided examples were either badly coded or plainly broken. On the bright
side, all the effort put in the building of a functioning control software pro-
vided us with a better knowledge on what the spectrometers could or could
not actually do. For example, we discovered, although we were assured
of the contrary, that it is not possible to control two different arrays of
spectrometers using two different external triggers: on the other hand, we
discovered that, thanks to a hidden feature, it is possible to set for each
spectrometer a different delay between the time it receives the internal trig-
ger and the time it starts the acquisition. A more detailed description of
the software features can be found in the appendix A.3.
In order to get the correct values for amplitude and wavelengths, the
spectrometers had to be calibrated.
First of all, each time we performed a measure session we had to acquire
a dark frame reference, in order to be able to remove the average value of the
dark current. The standard procedure we used consisted in taking 10’000
single “dark” spectra, using the same integration time we intended to use
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Figure 3.6 – When the light pulse comes during integration time (a) the pixels
are charged, then the charges are sequentially transferred to the readout
stage; when the light pulse reaches the sensor during the readout time(b),
part of the pixels have been already read: the now charged pixels are then
read as if they were coming from a different portion of the sensor. The
recorded spectrum (c) is a truncated and shifted replica of the original
one.
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for the measure, while keeping the slits covered; those spectra were then av-
eraged in order to obtain the dark reference. Every time we then performed
a measure, that reference was subtracted from the acquired spectra.
The second correction done was the wavelengths correction: a wave-
length calibration was already provided with the spectrometers, but when
we tried to merge the spectra coming from different spectrometer we found
that they didn’t overlap. When we measured the wavelength of some well
known lines, we found that the provided calibration was sometimes off of
more than 0.5 nm. We used both an Ar-Hg calibration lamp and the lines
from the LIBS spectrum of Anticorodal aluminum alloy to perform the cal-
ibration.
The third correction was the intensity calibration: we used the Ocean
Optics DH-2000-CAL radiometric calibration source to measure the effi-
ciency of the system and apply the appropriate corrections.
3.4 Optical fiber
In order to deliver the light to the six spectrometers, we had to develop a
way to shine the light coming from a single optical fiber into six different
slits; the usual way to do so is the use of an optical fiber coupler/splitter.
This device consists in two optical fibers joined in such a way that the two
cores are melted together; the length of the section along which the cores
are joined determines the fraction of light that is passed from one fiber to
the other.
While this approach works well enough when only two spectrometers are
involved, our situation was quite different. First of all, each junction had a
loss, and the need of 5 junctions made those losses problematic, due to the
already low signal; another problem came with the fact that the fraction of
light exchanged across the junction depends on the wavelength. The only
way to reduce the dependency from the wavelength is to use a large core
multimode fiber, but the coupling of these fibers with our narrow slits leads
to unbearable losses (coupling a 600 µs fiber with our 10 µs slit lead to a
loss of 97.9% of the incoming light).
We developed an alternative method to increase the efficiency of the
light splitting procedure: we designed a bundle of 78 small fibers (50 µs
core, 65 µs external diameter) that is split into six tails. Each tail ends
with a connector in which 13 fibers are stacked into a linear array, to better
match the entrance slit of the spectrometers. In order to ensure that each
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Figure 3.7 – Close-up pictures of the two ends of the fiber bundle: on the
left, one of the six tails connected to the spectrometers, on the right, the
connector with all the 78 fibers bundled together.
fiber received the same amount of light, we added a 5 m long 600 µs core
multimode fiber before the bundle: when we use a fiber with a core so
large, the output intensity profile no longer depends on the spatial intensity
distribution on the input face. In this way the coupling efficiency resulted
to be 13.6% (each spectrometer would receive 2.3% of the light collected by
the 600um fiber).
Reducing the diameter of the small fibers could allow the increase in
efficiency, but there are limits on how small the fibers can be, if we want
them to be able to guide all the wavelengths of our spectra. With a 10 µs
core fiber with 20µs external diameter it is possible to achieve an efficiency
of 18.8%, while employing more exotic fiber, with square core and square
cladding, it is possible, in theory, to reach efficiency of 25%; however, the
limited vertical size of the sensors, coupled with the width of the slits, limits
the possible efficiency at 21.2%. In addition, such fibers have to be custom
drawn, and their cost far exceeded our budget. On the bright side, the
use of larger fibers gives us a small tolerance (±1.7°) while coupling the
connector with the slits.
3.5 Trigger generator
In order to synchronize the laser shot and the spectrum acquisition, we had
to develop an appropriate delay chain: we used an Agilent 3220a waveform
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Figure 3.8 – Examples of delay configurations: in green the beginning of a
trigger cycle, started by the first available flashlamps trigger, in red the
ending. On the top, the typical configuration, with the laser operating at
20 Hz, and the acquisition beginning a little time after the laser pulse.
In the middle the triggers configuration used to operate at 10 Hz: by
increasing the duration of the spectrometers trigger it is possible to achieve
lower frequencies. On the bottom, the delay configuration used to begin
the acquisition before the beginning of the lamp flash.
generator and a SRS DG535 delay/pulse generator to provide all the triggers
we needed for the system to work. The waveform generator provides a 10us
long TTL signal at a frequency of 20Hz (the flashlamps repetition frequency
of the Laser): this signal is used both to synchronize the flashlamps of the
laser and to trigger the delay generator; the delay generator then provides
trigger signals for the spectrometers and the Q-switch of the laser.
By changing the delay between the flashlamp and the Q-switch it is
possible to change the energy and the duration of the pulse: because we
had no need to do so in our experiment, we decided to operate in the
optimal regime, using the delay provided by the manufacturer.
The system doesn’t allow to change the frequency at which the flash-
lamps operate: in fact flashlamps frequency must be fixed in order to keep
constant the heat exchange rate between the Nd:YAG crystal and the sur-
rounding environment. The only way to change the laser pulse rate was then
to skip a fixed number of lamp flashes between two consecutive Q-Switch
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openings: that was done by sending to the spectrometers a trigger pulse as
long as the delay we want to set between the two Q-Switch pulses. In this
way the pulse generator has to wait the end of a delay routine before it can
start another one, meaning that it waits the end of the spectrometer trigger
before sending another laser trigger; the spectrometers are unaffected by
the duration of the signal, because they use only the rising edge of the pulse
as a trigger. The delay between two laser pulse, however, can only be a
multiple of 50ms, the delay between two lamp pulses.
It is possible to start the spectrometers acquisition before the laser pulse
by delaying the Q-Switch trigger long enough that the Q-Switch opens after
the second flash, as shown in figure: in this way, however, it is possible to
achieve a maximum repetition rate of only 10Hz.
3.6 Coal circulator
In order to test the system we had to develop a way to reproduce the
conveyor belt of a power plant: in this situation the coal is presented in
pieces with sizes varying from 1 mm to 10 cm, traveling at speeds up to
Figure 3.9 – Picture of the coal circulator.
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3 m/s and variations on the height of the coal layer of about 15 cm. To
simulate these conditions we designed a device, that we called circulator,
where a circular tray is kept rotating by a motorized stage, while a second
translation stage can move the tray axis along a radial direction. A motor
control unit regulates the translation and rotation speed. With the rotation
of the tray it is possible to reproduce the moving surface of the coal, while
the translation allows to sample different points of the coal samples. The
device is enclosed in a case for safety reasons and it is mounted on a cart.
The circular tray has an outer diameter of 40cm, an inner diameter of 20cm
and a depth of 10cm; it can rotate at a maximum speed of 200rpm (4.2m/s
on the outer edge), but only rotation speeds lower than 60 rpm (1.3m/s)
have been used, because otherwise the centrifugal force would push all the
coal against the outer edge, leaving the inside part of the tray empty.
The translation stage can travel for 25cm at a maximum speed of 0.2m/s;
the speed was set so that the stage would make a whole trip back and forth
in the time that was needed for the measure. For example, for an acquisition
of 4000 samples at a rate of 20Hz the translation speed was set at 2mm/s.
In order to avoid the dispersion of coal dust in the laboratory, we kept the
pressure inside the case lower than the pressure outside using an aspirator;
the air flow entering through the opening for the laser also keeps the laser
beam path free from dust particles.
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Collection optics
The development of a suitable collection optic was one of the most important
parts of my work: during the development of the final prototype, different
kinds of optics have been tested and employed. The final prototype had
several requirements:
• a depth of field of at least 10 cm, but preferably of 15 cm or more,
in order to be able to collect light even when the distance from the
sample changes, as is likely to happen to the coal on a conveyor belt;
• a field of view diameter of at least 2mm, in order to be able to collect
the light coming from different areas of the plasma with the same
efficiency;
• the ability to collect light with wavelengths ranging from 200 nm to
900 nm;
• a collinear optical geometry (the optical axis of the receiving optics
must be the same of the laser).
To compare the different configurations, we defined the collection effi-
ciency of the system as the fraction of light, emitted by a point-like source,
that the system is able to couple into a 600 µs 0.22 NA optical fiber. The
systems were usually designed to work at a distance of 1m from the sample
and the depth of field were defined as the range of distances within which
the efficiency is higher than half of its maximum value. In order to design
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Figure 4.1 – Collection efficiency of a 600 µs core optical fiber; the depth of
field of this configuration is estimated as the distance interval, symmetric
around 1m, in which the highest efficiency is twice the lowest one.
and test the optical systems, I used both commercial and proprietary soft-
ware: I used WinLens3D to develop a basic model of the system, then I used
a ray-tracing software I wrote by myself to perform the efficiency analysis.
Details on the ray-tracing software can be found in appendix A.2.
4.1 Bare fiber
A bare fiber placed in front of the sample is the simplest and cheapest
collection system. It collects light from a broad angle, making the alignment
really easy, and it works at any wavelength (limited by the transmission
efficiency of the fiber as any other system). Its efficiency is limited only by
the diameter of the fiber’s core and for this reason it has the best efficiency
among systems with the same aperture.
Its main drawback is that the diameter of the fiber can’t be increased, so
its overall efficiency is really low, especially at great distances, while when
positioned near to the sample, it risks suffering damage from the impact of
debris produced during the ablation.
At the distance of 1 m, using the reference fiber, the efficiency of this
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system is 9 · 10−8, while its depth of field is of 34 cm in the range between
83 and 117 cm.
4.2 Diffractive optics
The easiest way to increase the efficiency of the collecting system is to use
a lens: in this way it is possible to collect the plasma light from a greater
area; however, the use of lenses brings some problems.
First of all there is the problem of the spherical aberration, but that
can be easily solved by using aspherized lenses, commercially available in a
large variety of diameters and focal lengths. Then we have the problem of
the glass opacity; most of the optical glasses are optimized to work in the
visible range of the electromagnetic spectrum, while they are opaque to the
UV and IR band. Among the most used materials only two are transparent
in the whole range from 200nm to 1100nm: the fused silica and the calcium
fluoride. While the latter has better optical properties, it is brittle and prone
to be damaged by humidity and thermal shocks. Fused silica, instead, is a
stable and reliable material, but lenses made with this material have a great
chromatic aberration; when using wavelength in the range from 200 nm to
1100nm a fused silica plano-convex lens has a chromatic aberration of 19%
Figure 4.2 – Schematic of a diffractive collection optic; a holed mirror is
employed in order to collect the light on the same axis of the laser.
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Figure 4.3 – Collection efficiency of a plano-convex fused silica lens as a
function of the wavelength; the lens has a diameter of 1" and a focal length
of 2". The five coloured dots mark the wavelengths of the spectral line of
carbon, silicon, aluminum, calcium and hydrogen.
of its effective focal length at 500 nm. Once the lens and its distance from
the optical fiber have been chosen, the efficiency of the collection system
depends both on the position and the wavelength (fig. 4.3), and only a
small fraction of the spectrum can be collected at the same time.
To overcome this problem, the typical approach involves the use of achro-
matic lenses: a focusing lens is coupled with one or more defocusing lenses
made with a different glass, and the focal lengths are designed so that the
different dispersing powers of the lenses compensate each other, greatly de-
creasing the chromatic aberration.
Most of the achromatic lenses, however, are built by gluing the elements
together using UV-cured optical adhesive, therefore they are completely
opaque to wavelengths under 320 nm. For our application we needed an
air-spaced corrected triplet, an apochromatic lens in which the components
are held together by an external housing.
As the simulation shows (fig. 4.4), this kind of lens has a good depth
of field, and a large field of view as well; in addition, there is a big volume,
around the working point, inside which the efficiency depends only on the
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Figure 4.4 – Collection efficiency of an ideal lens, with a diameter of 22.5mm
and 90mm of effective focal length, coupled with a 600 µs core, 0.22 NA
optical fiber.
distance and not on the lateral displacement. However, these lenses have
a small aperture, thus limiting their overall efficiency, especially when the
working distances are so great. In addition, they employ CaF2 lenses and, as
we have already said, this material is not suitable for application in harsh
environments. Last, but not least, they are expensive (2k€ the cheapest
ones, while custom-made ones can be far more expensive); for all those
reasons, we resolved to not use these lenses, but as a last resort.
4.3 Reflective optics
Using reflective optics is a simple way to avoid all the problems related
to chromatic aberration and the use of mirror based collection optics for
laboratory set-ups is well documented in literature.
One of the most effective configurations (fig. 4.5) involves the use of
two parabolic mirrors to couple the plasma with the entrance slit of the
spectrometers. The two mirrors have different focal lengths: the first one is
selected and placed in such a way that the plasma is generated in its focal
point and has a short focal length, so that it can collect the emitted light
from a wider angle. The second mirror, instead, creates an image of the
plasma directly onto the spectrometer slit and has a longer focal length, in
order to match the small numerical aperture of spectrometers.
This kind of configuration is perfect for laboratory set-ups, where the
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Figure 4.5 – Schematic of a reflective collection optic; this particular config-
uration, made with two parabolic mirrors, recreates an exact replica of the
plasma light directly on the entrance slit of the spectrometer.
exact position of the plasma is known, because the wide acceptance angle
and the really short depth of field allow to select a precise portion of the
plasma to be analyzed; however the same properties that make it great in
laboratory, make it unsuitable for on-line application. For these reasons we
investigated alternative configurations of mirror based collection optics that
could provide the desired characteristics.
Off-axis parabolic mirror
The first configuration we have investigated is composed of a single holed
parabolic mirror; instead of placing the plasma in its focal point, we used the
mirror backwards, placing the optical fiber in its focal point. If the distance
of the plasma from the mirror is adequately larger than the focal length,
then the light is collected as if it came from a source at infinite distance.
Using the ray tracing software I have built, we simulated the behavior of
different mirrors and studied their efficiency. As it is clearly visible from
the figure 4.7, this kind of optics suffer badly of coma aberration.
We tested different combinations of diameters and focal lengths and we
found out that as the focal length increases, so does the size of the spot on
the face of the optical fiber: this is due to the fact that as the focal length
increases, the approximation of infinitely distant source is less accurate,
increasing the coma aberration.
On the other hand, mirrors with too short focal length will focus the light
from angles greater than the acceptance angle of the fiber, thus reducing
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Figure 4.6 – Schematic of a reflective collection optic; this configuration
employs a single holed parabolic mirror to focus the plasma light onto the
face of the optical fiber.
Figure 4.7 – Numerical simulation of the light spot generated on the input
face of the fiber by a point-like source; the yellow ring represent the core of
the optical fiber, the white area is the light actually collected by the system,
while the red area is the light collected by the mirror but not coupled into
the fiber due to its limited NA.
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Figure 4.8 – On the left, ray tracing for the parabolic mirror in the proximity
of the focal point, where the optical fiber is placed; on the right, the section
along the horizontal plane. It can be seen that the rays reflected by the
outer rim of the mirror fall further from the center and with a greater angle.
the overall efficiency. The optimal focal length is the one long enough to
avoid loss for limited NA, but not so long that the spot is so big that most
of the light fall out of the fiber.
Larger mirrors have the advantages of collecting more light, however the
diameter of the mirror affects both the angle and the size of the spot: as we
can see in figure 4.8, the light reflected by the outer rim of the mirror draws
a double looped path on the face of the fiber, and the larger the mirror is,
the farther from the tip of the coma the double loop will be. In addition,
the light reflected by the outer rim will be the one that will reach the fiber
at the greatest angles; for both these reasons, for each focal length there
is a value for the diameter beyond which increasing the diameter does not
provide a better efficiency.
Once we had found the optimal size and focal length, we evaluated
the collection efficiency of this configuration. As we expected, the system
doesn’t have a cylindrical symmetry, and as the light source is moved from
the optimal working position, the spot on the fiber is badly distorted. As
a consequence, the volume from which the system collects light, defined
as the volume in which the collection efficiency is greater than half of the
maximum value, has a peculiar shape, with lobes and protrusions (fig. 4.9).
This situation is not desirable, because it means that the light emitted
by different parts of the plasma plume would be collected with different
efficiency.
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Figure 4.9 – Numerical simulation of the collection efficiency of a single
holed parabolic mirror. The main figure reports the volume inside which
the collection efficiency is greater than half of the maximum value; the
collection efficiency on the three main planes is plotted around that.
There were other reasons that lead us to the decision of not using
parabolic mirror: for example, most of those mirrors are built using a repli-
cation process that leaves the surface too rough to be used for deep UV
application. Another problem comes from their thickness (∼3 cm): boring
the hole for the laser beam without damaging the mirror would be extremely
difficult. For all those reasons we chose to investigate other possible solu-
tions.
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Figure 4.10 – Schematic of a reflective collection optic; this configuration
employs two spherical mirrors with the same tilt and curvature radius to
remove spherical aberrations.
Spherical mirror
Inspired by the design of Czerny-Turner spectrometers, we devised a set-up
in which the use of two spherical mirrors allows us to obtain an image of
the plasma devoid of most of the aberrations. Some simulations, carried
out with the software WinLens3D, showed that most of the properties of
the system depend on the focal length of the first mirror, while the second
one works in a 2F-2F configuration and provides only the correction to the
spherical aberrations.
As in the parabolic mirror configuration, in order to obtain a long depth
of field the focal length of the first mirror should be small compared to the
distance from the plasma; however, if the focal length is too small some of
the light would be lost due to the NA of the fiber. In addition, a great
curvature radius/mirror diameter ratio weakens the aberration correction
ability of the system.
On the other hand, a long focal length brings other problems into the
system; for example, the longer the focal length, the bigger the whole system
would be, and the smaller the distance of the second mirror from the plasma
would be. This problem is also doubled by the fact that the best correction
power is obtained when both the mirrors have the same curvature radius.
In addition, the system is slightly astigmatic, due to the tilt angle of
the two mirrors, and an increase in the focal length would also increase the
size of the light spot on the fiber. Last, but not least, during the search
for the optimal configuration we had to make sure that the mirrors did not
intersect the light beam; we had also to take into account the space needed
for mirrors and fiber holders. As for the other configurations, we selected
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Figure 4.11 – Numerical simulation of the collection efficiency of the system
in the vertical plane containing the optical axis; the mirrors are out of the
picture on the far left.
the elements from the ones that were commercially available at the time.
We found out that for our needs the best configuration is the one that
uses two mirrors with a focal length of 8" (203.2mm). We ran some simula-
tions using my ray-tracing software and compared the results with the ones
obtained for the other configurations: as it can be seen from the graph 4.12,
the spherical mirror configuration is, by far, the most efficient, between the
investigated configurations, that can be built without resorting to custom
made components. This is mainly due to the fact that this configuration
allows the use of big elements, and that the surface of the first mirror is
four times the surface of the parabolic mirror and five times the surface
of the corrected triplet. As an added bonus, the collection volume has a
much more regular shape than the parabolic mirror’s one, and it is nearly
symmetric around the optical axis. It has however a smaller depth of field
than the other two systems, but it is still big enough for our requirements.
We built a small scale set-up, based on this configuration but with mir-
rors of 2" FL, to test the system on a laboratory scale; the details about the
tests will be provided in chapter 5. The full scale system, however, would
be too big to work, if realized using this design: the second mirror would
be only 30 cm away from the coal bed. We chose to use a plane mirror to
fold the optical path and reduce the size of the system; this solution cost
us an additional 15% decrease in the collection efficiency, due to the low
reflectivity of broadband mirrors, but allowed us to build a system that is
35 cm long, leaving 65 cm between the flat mirror and the coal bed. This
was estimated to be more than enough to safely operate on a conveyor belt.
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Figure 4.12 – Comparison between the collection efficiency along the optical
axis of the three systems.
Figure 4.13 – Rendering of the full scale prototype.
52
4.4. Prototypes
Figure 4.14 – Picture of the full scale prototype.
4.4 Prototypes
We have actually built two prototypes of the collection optic.
The first one was a small scale prototype that we used to perform tests
on the rotating stage; all the measures performed on the coal were done
using this system. We used two spherical mirrors with 1" diameter and
2" focal length and the system worked at a distance of 30 cm from the
plasma; due to the limited size, this system didn’t need the flat mirror for the
folded configuration. The system has a reduced depth of field (11 cm), and,
although the size of the mirrors is reduced, the smaller distance between the
plasma and the collection optics allows us to achieve a collection efficiency
similar to the one obtained with the full scale system.
For the full scale prototype we used two 8" focal length mirrors, the
first one with a 2" diameter while the second had a 3" diameter; we used a
25mm diameter flat mirror for the folded configuration. All the spherical
mirrors are made of aluminized pyrexr 7740 with an UV enhancing dielectric
coating and have a surface accuracy of λ/4; the flat mirror had a fused silica
substrate and a surface accuracy of λ/10. We also designed and realized the
mirror mounting, so that we could perform a fine tuning on the pitch and
yaw of every mirror during the building phase and then securely lock them
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Figure 4.15 – Results of the collection efficiency measure (black dots) com-
pared with the numerical simulation (solid line).
in position.
We tested the efficiency of the system using a 200 µs core optical fiber
connected with an halogen lamp as a probe point-like source; we connected
the 600µs collecting fiber to a power meter, in order to measure the collected
light fraction. In order to obtain the power of our “point-like source”, we
placed the collecting fiber directly in front of the light source and measured
the light collected from different distances; knowing the size of the collecting
fiber’s core and the distance between the two fibers, we were able to obtain
the power of an equivalent point-like source placed on the face of the 200µs
core optical fiber. As it can be seen from the results (fig. 4.15), the actual
efficiency of the collecting system agrees really well with the data obtained
from the numerical simulations.
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Laboratory test
Figure 5.1 – Picture of the test system
at work.
In this section I will describe the
measures that were performed on
coal, along with the data analysis.
All the measures were performed
using the apparatus described in 3,
coupled with the small scale pro-
totype for the collection optics de-
scribed in section 4.4.
In our tests we used seven dif-
ferent coals of known composition.
Ideally, it would be possible to
analyze each of the collected spec-
tra, obtain the chemical composi-
tion of the plasma from each shot
and then perform an average of the
results obtained from different shots in order to estimate the chemical com-
position of the whole sample. However, as it can be easily seen from image
5.2, the noise amplitude on the single spectrum is greater than the ampli-
tude of the lines that we want to measure: for this reason, we chose to
compute the average of the spectra before the analysis.
In addition, the overall intensity of the spectra can change greatly from
shot to shot, due to the coal surface shape, roughness and orientation:
however, with a number of averaged spectra great enough, the averaged
spectrum no longer changes from measure to measure. An increase in the
55
5. Laboratory test
Figure 5.2 – In red, an example of single spectrum, in black, the average of
1000 spectra.
number of averaged spectra will also increase the signal to noise ratio. We
found out that, using our set-up, the average of more than 1000 spectra
reduces the intensity fluctuations to an acceptable level.
To be on the safe side we decided to acquire 4000 spectra for each
measure: while a greater number of averages is still desirable, in order
to improve the signal to noise ratio, the time needed to perform such a
measure and the memory needed to store it would make it not practical.
5.1 Calibration Free
Once obtained the coal spectra we had to recover the chemical composition
from the intensity of the spectral lines: the algorithm we wanted to use is
the so-called “calibration free”, firstly described by Ciucci, Corsi, Palleschi
et al. in [135]. This algorithm is based on the equation (3.5)
Ij,i(ne, T ) =
C
λ
Nr(ne, T )
gjAj,i
Ur(T )
exp
(
−Xr+1
KBT
)
(5.1)
where nr is the concentration of the atoms of the given element with ion-
ization r, Ur(T ) is the partition function, Aj,i is the Einstein coefficient for
the transition between j and i, gj and Ej are respectively the degeneracy
and the energy of the level j.
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)
= λIj,i (ne, T )
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Ur(T )
Cnr (ne, T )
(5.2)
56
5.1. Calibration Free
− Ej
KBT
= ln
(
λIj,i (ne, T )
gjAj,i
)
+ ln
(
Ur(T )
Cnr (ne, T )
)
(5.3)
ln
(
λIj,i (ne, T )
gjAj,i
)
= − Ej
KBT
+ ln
(
Cnr (ne, T )
Ur(T )
)
(5.4)
y = − 1
KBT
x+ ln
(
Cnr (ne, T )
Ur(T )
)
(5.5)
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For each spectral line it is possible to obtain a pair of coordinates that
locates a point on the so called Boltzmann plot; those points are grouped
together based on the element and ionization state, then a linear fit is
performed on each group. In this way it is possible to recover the value of
m, ideally the same for every element, and from that the temperature of the
plasma. With the temperature of the plasma it is possible to compute the
partition function of each elemental species; then, using the q value from
two different ionization states of the same element, it is possible to obtain
the electron number density of the plasma. From the Saha equation (3.2)
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qr was defined as
qr = ln
(
Cnr (ne, T )
Ur(T )
)
(5.8)
then
exp (qr − qr+1) = nr (ne, T )
nr+1 (ne, T )
Ur+1(T )
Ur(T )
(5.9)
Combining eq. (5.7) and eq. (5.9) together it is possible to obtain ne
ne = 2
(2pimeKBT
h2
) 3
2
exp
(
qr − qr+1 −
χ
r+1
KBT
)
(5.10)
With the temperature and electron number density it is possible to
calculate the Cnr value for each element and ionization state; usually the
first 4 ionization states (neutral, +1, +2 and +3) are enough to cover more
than 99.9% of the total number of atoms. Knowing that the sum of all the
Cnr value should give 1, it is possible to find the value of C and the relative
concentration of all the recorded elements.
C =
∑
r
Cnr (5.11)
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Figure 5.3 – An example of Boltzmann plot, obtained with the developed
software, using synthetic spectra.
nr =
Ur(T ) exp(qr)∑
r Ur(T ) exp(qr)
(5.12)
All the data used for the analysis came from the NIST atomic spectra
database. I developed three software pieces to automate the analysis of
the spectra. The first one is a variation of the benchmark software de-
scribed in chapter 3 and it chooses the spectral lines that would be used
for the analysis; the second piece of software computes the average of the
acquired spectra, subtracts the continuum background, then searches for
the selected lines and measures their area. The last piece of software uses
the data provided by the first two and builds the Boltzmann plot, computes
the temperature and number density of the plasma and then returns the
chemical composition of the sample.
The software was originally tested with excellent results using the syn-
thetic spectra provided by the benchmark software (fig. 5.3); however,
it completely failed when real spectra were used (fig. 5.4). Most of the
time the software returned incorrect concentration values, and sometimes
returned inconsistent values, like negative temperatures. After thorough in-
vestigations we discovered that the problems weren’t in the software alone,
but also in the physical model itself.
The equation (3.5), in fact, is a good model for plasma emission only
when the plasma is in a state of local thermal equilibrium, otherwise the
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Figure 5.4 – An example of Boltzmann plot, obtained with the developed
software, using real LIBS spectra: it is not possible to recover the correct
concentrations. In addition, the number of recognized spectral lines is
smaller than in the synthetic spectra, due to the noise of the real spectra.
Figure 5.5 – Effect of the integration time on the measured concentration of
carbon performed on synthetic spectra.
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states’ population will not follow a Boltzmann distribution; in addition, the
equation doesn’t take into account the temporal evolution of the involved
quantities. Using the data from [130, 131], which measured the temporal
evolution of temperature and electron number density for a coal plasma, we
simulated the plasma evolution as a succession of stationary states with the
given temperature and number density.
Feeding the obtained spectra to the software for the analysis, we found
that the longer the integration time is, the less reliable the calibration free
method is: each single spectral line, in fact, has a different temporal evolu-
tion, and performing a time average will change the lines ratio, thus chang-
ing the obtained temperature. Our measures required the average of 4000
different spectra, further aggravating this problems. In addition, neither
plasma temperature nor plasma composition is uniform.
Recent works[136, 137] have performed a spatially resolved spectroscopy
of the plasma, using tomography techniques. They showed that the plasma
is usually structured as an hotter plasma layer with both an inner and
an outer cooler region; the outer region could absorb the light emitted
by the inner region, and the rate at which this absorption happens can
change greatly depending on the spectral line observed. In fact, the lines
that should show the strongest emission are the ones that suffer from the
strongest reabsorption, to the point that sometimes they are instead the
ones with the lowest intensity; from that comes the negative temperatures
obtained with the calibration free method.
All that said, it is still possible to use this system successfully, provided
that it is possible to perform time and spatially resolved spectroscopy; Ger-
hard et al.[138], for example were able to obtain good results, thanks to
an accurate control over all the parameters of the plasma. This kind of
approach, however, is not feasible on the conveyor belt of a power plant,
and for this reason we decided to fall back on the widely used calibration
system.
5.2 Calibration system
The simplest and most common way to perform a quantitative analysis us-
ing LIBS involves the use of calibration curves. Using samples of known
composition similar to the ones that we want to measure, it is usually pos-
sible to find a relation between the intensity of a spectral line and the molar
concentration of the atom that emits it. Using these calibrations it is then
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possible to obtain the composition of unknown samples.
Once again we used an automated software to measure the spectral lines,
obtaining for each one its background, amplitude, width and area, along
with “global” quantities, like the background shape, area and maximum
value. In order to find the best conditions, we repeated the measure on all
the coals changing the delay between the laser pulse and the start of the
acquisition. We also looked at different parameters to find a way to take
into account the unavoidable variations of the plasma due to fluctuation in
plasma temperature, plasma density and ablation rate.
Normalization
We tested a lot of different parameters that could provide information on
the variation of brightness not related to the elements concentration, like
the background intensity at a given wavelength, the area of the whole back-
ground emission, the width or the height of a given spectral line. For ex-
ample the width of the Hα line is sometimes used to obtain information
about plasma temperature and density, while the background emission has
a shape similar to the black-body emission, so it should provide information
on both the plasma temperature and ablation rate.
In the end we found out that only carbon and hydrogen do benefit from
a normalization of their spectral lines; for both of them the best normaliza-
tion parameter was the intensity of the background emission measured near
the 248 nm carbon spectral line. For the iron calibration we followed the
approach proposed by Romero et al.[120], dividing the intensity of the iron
line by the intensity of the 248nm carbon line, then looking for the relation
between this value and the ratio between the iron concentration and the
carbon concentration.
Delay
The choice of an optimal delay has been widely discussed in literature,
however most of the time the criterion with which this choice is made is
the optimization of the ratio between the spectral lines and the background
emission. In our work, instead, we chose to use the delay that could provided
us with the best results in terms of calibration curves.
During our tests we found out that, not only each element, but each
single spectral line has its optimal delay: for example, carbon 248 nm,
hydrogen 656nm and calcium 422nm provide the best calibration curves if
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Figure 5.6 – Effect of the delay on the quality of the calibration for the
Calcium 397 nm line.
the lines intensity is recorded without a delay between the laser pulse and
the start of the measure, calcium 397 nm and silicon 288 nm need a delay
of 0.7µs, while the optimal delay for sodium 589nm and potassium 766nm
was 2 µs.
We believe that a possible explanation of this behavior can be gained
from a simplified analysis of the emission phenomena that occur during
plasma evolution, when both the differences in ionization energy of various
elements and the differences in the transition energy of their emission lines
are taken into account.
We have to consider, in fact, that the lines emitted by neutral atoms
are usually the most suitable to perform a calibration and if the plasma
temperature is high enough, most of the atomic species are ionized at least
once. In this case, the number of neutral atoms of an element is only a
fraction of the total amount of atoms of the given element. Since the size
of this fraction strongly depends on the plasma temperature and electronic
density evolution, the integrated intensity of the emitted lines becomes a
function of these parameters too and hence is depending on the acquisition
delay time.
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5.3 Data analysis
The goal of the work was to provide a system that could replicate the results
obtained with standard methods; the most important values are the carbon,
hydrogen, sulfur, ash and humidity content. Other important values are the
nitrogen and oxygen content, along with the chemical composition of the
ashes.
Due to its nature, LIBS measures can not detect the molecular structure
of the sample, so it is not possible to separate the fraction of hydrogen and
oxygen contained in moisture from the ones coming from hydrocarbons and
other compounds.
The ash fraction is measured empirically and its value takes also into
account the mass of the oxygen needed to reduce the incombustible elements
during the combustion (sec. 1.2); it is however possible to recover this
value using the concentration of its components, like aluminum, silicon and
calcium.
Oxygen values must be treated with extra care, because the oxygen
content value is never measured directly, but is instead inferred from other
measures. ASTM standard D3176[139] states that the oxygen content can
be obtained by subtracting from 100 the sum of the concentrations of C, H,
N, S and ashes. However, as already stated, the ash “concentration” value
is not the actual content of incombustible elements, but the weight of what
remains after coal combustion: as a results, the oxygen’s concentration value
thus obtained is purely cosmetic and largely underestimated. For our work
we decided to use the sum of the concentration of minor and trace elements,
instead of the ash concentration, to obtain the oxygen concentration.
All the concentrations are expressed as weight fraction, while the inten-
sity of a spectral line is proportional to the number of atoms contained in
the plasma, so we had to convert all the weight fractions in molar concentra-
tions. In addition, all the elemental concentrations are expressed on the dry
basis, so they don’t take into account the moisture contribution to oxygen
and hydrogen content. The procedure used to convert the concentrations
was the following; for simplicity I will call C, H, N , S and O “major el-
ements”, A will represent the ash content, M the moisture, while all the
other elements will be referred to as “minor elements”. A “w” subscript
means that the value is a weight fraction, while “m” stands for a molar
fraction.
The first step consisted in the calculation of the oxygen content; as
already said, the oxygen concentration was estimated as the value needed
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so that the sum of major and minor elements concentration is equal to 100%
Ow = 100%− (Cw +Hw +Nw + Sw + [minor]w) (5.13)
All the values are then renormalized to take into account the moisture
content: for example
C ′w = Cw
100%−Mw
100% (5.14)
The moisture content was also divided into its oxygen and hydrogen
contribution
H ′′w = H ′w +Mw · 0.112 (5.15)
O′′w = O′w +Mw · 0.888 (5.16)
In this way we obtained the composition of the “wet” coal expressed as
weight fraction. To obtain the molar fraction, each concentration was di-
vided by the atomic weight of the relative element, in order to obtain the
number of moles of the given element for 100 g of coal; then all the values
were renormalized so that the sum of all concentration would give 100%.
For example:
Cn =
Cw
12.011 (5.17)
Cm = Cn · 100%∑
Eln
(5.18)
In this way we obtained the molar concentration of all the elements.
For each element we correlated the molar fraction with the area of the
corresponding spectral line; we tried out different lines, as well different
normalizations and delays, as explained in section 5.2.
For carbon we were able to observe three different lines: two emitted
by neutral carbon, at 193.1 nm and 247.9 nm, and one emitted by doubly
ionized atoms at 229.7nm. Strangely enough, we weren’t able to see the lines
emitted by singly ionized carbon, like the ones at 283.7 nm and 426.7 nm.
In the end we obtained the best results with the 247.9 nm line, using the
background emission between 247 nm and 250 nm as normalization value
and without any delay between the laser pulse and the beginning of the
acquisition. The calibration curve was obtained performing a linear fit of
the data, using the area of the spectral line as the independent variable and
the molar fraction as the dependent variable; the same method was used
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for all the other elements, with the exception of the iron, that I will discuss
later.
For hydrogen the only available line was the one at 656 nm; as for the
carbon, the best results were obtained when there was no delay between
the laser pulse and the beginning of the acquisition. We also used the same
values for the normalization.
For the minor elements (aluminum, silicon, calcium and iron) we didn’t
use a normalization, although we found out that the best results were ob-
tained when a delay of 0.7 µs was set between the laser pulse and the
acquisition.
We studied four different lines for aluminum, each one emitted by neutral
atom: 308.2nm, 309.3nm, 394.4nm and 396.2nm. We tried each one alone
and the average of two or more lines: they all provided a good calibration
curve, but the one that gave the best results was the 309.3 nm ones.
For silicon we analyzed the 288.2nm line, and a group of six lines between
25nm and 253nm; the group of six, however, is mixed with three other lines
emitted by iron, so in the end we used the 288.2 nm line.
For calcium we tried two lines emitted by ionized atoms, at 393.4 nm
and 396.8nm, and one emitted by neutral atoms, at 422.7nm: the one that
gave the best results was the one at 396.8 nm.
Iron was one of the most problematic element; first of all, its low con-
centration, coupled with the low Einstein coefficients makes it so that all
its lines have a low intensity, most of the time with the same order of mag-
nitude of the noise. In addition, due to the great number of lines produced
by iron and titanium, it is hard to separate each line from the other, and
some of them are overlapped by molecular emission.
We selected 9 different lines, the brightest of which were a doublet emit-
ted by ionized atoms at 259.9 nm, and two lines at 302.1 nm and 372 nm
emitted by neutral atoms. All of them, however, showed a poor correlation
between their intensity and the iron concentration.
We decided then to follow the method proposed by Romero et al.[120], in
which they used the carbon 247.9 nm line as a reference: the ratio between
iron and carbon molar fraction is correlated with the ratio between 372 nm
iron line intensity and the 247.9 nm carbon line intensity. The relation
between molar fraction and intensity, however, resulted to be exponential
instead of linear, and we didn’t manage to figure out why that was so.
This kind of behaviour, in fact, is typical of self absorption phenomena,
but all the literature points out that the 372 nm iron line begins to be self
absorbed for concentrations greater than 20%; in addition, in [120] the same
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Figure 5.7 – Calibration curves of carbon, hydrogen, aluminum, silicon, cal-
cium and iron.
analysis performed on coals with similar iron concentrations lead to a linear
calibration curve.
For different reasons we weren’t able to measure the concentration of sul-
fur, nitrogen and oxygen. In the case of sulfur that was because there wasn’t
any visible line: all the sulfur lines are extremely weak (an order of mag-
nitude smaller than iron lines) and either in the infrared region (921.3 nm,
922.8 nm, 923.8 nm) or deep UV (180.7 nm, 182 nm, 182.6 nm). Gaft et al.
showed in [140] that, due to the air absorption, it is not possible to perform
a measure of the sulfur content of coal if the distance that the light has to
travel in air is greater than 20 cm.
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It was not possible to perform a measure of oxygen and nitrogen, because
the air contribution to the mixture was several order of magnitude greater
than the amount provided by coal: 0.1 cm3 of air contain about 97 mg of
nitrogen and 30 mg of oxygen, while the ablated coal contain just a few
hundreds of picograms of them.
We also had different proofs that we were not measuring the oxygen and
nitrogen content of the coal. First of all, there was no correlation between
the intensity of the lines and the expected concentration; the other clue was
the fact that the ratios between the intensity of oxygen lines and nitrogen
lines were constant and independent from the coal.
To be sure we also performed a test, repeating a measure on the same
coal under three different atmospheres: air, nitrogen and argon. As ex-
pected, the oxygen lines disappeared when the measure was performed in
nitrogen and in argon; when performing the measure in argon, the lines of
nitrogen and the CN bands also disappeared.
In the end, from the calibration curves we were able to obtain the molar
fraction of carbon, hydrogen, aluminum, silicon, calcium and iron: we had
however to recover the information about the weight fraction of carbon,
hydrogen and ash.
First of all, we recovered the weight fraction of ash. For each element we
calculated the molar weight of the oxide it will produce during combustion.
For example, aluminum will produce alumina as a combustion byproduct:
that means that for every two moles of aluminum in the coal, 3 moles of
oxygen will be added to the final amount of ash, and that each mole of
aluminum will produce 50.98 g of ash. By multiplying each element’s molar
fraction by the molar weight of their oxides we obtained the weight of the
ashes that we would obtain burning 100 “mole of carbon” (the amount of
carbon that contain 6.022 · 1025 atoms).
We found that there is a linear correlation between this value and the
weight fraction of ash in coal.
AM = 50.98 · Alm + 56.08 · Cam + 60.07 · Sim + 79.84 · Fem (5.19)
Aw = m ∗ AM + q (5.20)
This correction compensates for the small loss of mass due to the neglected
elements.
We also found a linear relation between the sum of the molar fraction
of all the minor elements, Am, and the sum of the molar fraction of the four
elements we were able to measure.
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In order to recover the weight fractions we had to know the molar frac-
tion of every element in the coal: however, nitrogen, oxygen and sulfur
concentrations were not known. For this reason we decided to handle all
those elements all together as if they were a single one; I will refer to it as
“NSO”. Its molar fraction was obtained by difference from the other ones
NSOm = 100%− (Cm +Hm + Am) (5.21)
To find the weight fractions, we had to multiply each element for its
atomic weight, obtaining the mass of that elements in 100 moles of carbon,
and then we divided those values by the sum of all of them, in order to
obtain the concentration.
Cw = aCm · 100%− Aw
aCm + bHm + cNSOm
(5.22)
Hw = bHm · 100%− Aw
aCm + bHm + cNSOm
(5.23)
NSOw = cNSOm · 100%− Aw
aCm + bHm + cNSOm
(5.24)
However, the exact value for the NSO atomic weight is not known, so we
decide instead to use for a, b and c the values that provided the best results
for Cw and Hw.
We tested this method using the concentration values of 22 coals ob-
tained from standard measures: we used the molar fractions of C, H, Al,
Ca, Fe and Si as if they were the results of a LIBS measure and processed
them using the aforementioned method. Using a nonlinear fit we found the
values of a, b, c, m and q that provide the best agreement between the value
of Aw, Cw and Hw obtained with this method and the ones that came from
the standard analysis. The values of a, b, c, m and q thus obtained were
used to perform the conversion from molar fraction to mass fraction for the
data obtained from LIBS measures on the seven reference coals. As it is
visible from the graphs, the libs results are in good agreements with the
values from standard analysis.
The results have been accepted for publishing and are actually in press.[141]
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Figure 5.8 – Comparison between the carbon mass fractions obtained with
the LIBS analysis and the “true” ones from ASTM standard analysis.
Figure 5.9 – Comparison between the hydrogen mass fractions obtained with
the LIBS analysis and the “true” ones from ASTM standard analysis.
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Figure 5.10 – Comparison between the ash mass fractions obtained with the
LIBS analysis and the “true” ones from ASTM standard analysis.
Figure 5.11 – Design of the laser box for the installation on the conveyor
belt.
70
5.4. Power plant test
5.4 Power plant test
The original schedule of this work also included a test on the conveyor belt
of the ENEL power plant of Torrevaldaliga Nord: the apparatus had to be
installed inside one of the conduits that bring the coal from the storage
domes to the mills. We performed two preliminary inspections of the de-
signed location, in order to collect the required data, and discussed with
the local staff the optimal position for the instrument.
We designed the case for the instrument, taking into account all the
problems that could arise when operating in a real power plant. For exam-
ple, we added vibration dampeners on the support beam, in order to insulate
the system from the vibrations inside the conduit. We designed a nozzle
and an entry port for compressed air, so that a flow of clean air would keep
the pressure inside the case slightly higher than the pressure outside; in this
way we would prevent the deposit of dirt on the optics and we would keep
the laser path free of dust particles. We decided to put the spectrometers,
the laser power supply and control unit and the PC inside a prefab outside
the conduit, so they were protected against the dust and vibrations pro-
duced by the conveyor belt. We also commissioned an ATEX certification
for the device, mandatory to work in potentially explosive environment.
Although the laboratory tests demonstrated the measurement capability
of this LIBS instrument, due to the costs involved in the plant installation,
and since a spending revue cut the budget for ENEL (in charge for this
part of the activity) for on plant experiments, the installation could not be
performed in the frame of the existing cooperation agreement.
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Figure 5.12 – Technical design of the laser box placement over the conveyor
belt.
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Chapter 6
Conclusions
In my PhD work I have developed, in collaboration with RSE, a LIBS system
that could perform a quantitative analysis of coal chemical composition on
top of a moving conveyor belt. A working prototype was built and tested,
and a version for the test on field was designed as well.
I have followed each step of its development, from the choice of the
components to the final test. The main accomplishment was the study,
development and optimization of the collection optics, for which we obtained
particularly interesting results. The device designed, in fact, provides an
extremely cost-effective solution to the problem of a moving sample without
resorting to the use of moving parts or deformable optics: that resulted in
an increased sturdiness and reliability of the system.
The other greatest accomplishment was the development of softwares
for both the data acquisition and the data analysis; the algorithm I have
developed for the system provided good results during the tests so far per-
formed. The obtained results have been accepted for publishing and are
actually in press.[141]
I was heavily involved in the design, assembling and calibration of the
prototypes. The laboratory tests were performed collaborating closely with
RSE personal.
Although the device is fully functional, and has already proven itself
capable to perform its task, we believe that there is still room for improve-
ment. First of all, an actual test in a real power plant, as was already
planned, would provide important feedbacks on the performance of our sys-
tem. We also believe that a test on a greater number of coals is needed,
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in order to provide a better validation of the algorithm used for the data
analysis. Last, but not least, the software used for the data analysis could
be improved, maybe with the employment of Artificial Neural Network.
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Software
A.1 Synthetic spectra generator
This software was one of the most useful that I have developed for my PhD
work, because it provides simulated LIBS spectra of a plasma of known
composition.
Using a database containing a list of all the known level transitions of
the interesting elements, along with their relevant parameters, the software
uses the equation (3.5), obtained in section 3.1, to calculate the intensity of
each spectral line. It is possible to change the temperature of the plasma,
its electron density, the width of the lines and the chemical composition.
With a few changes, the software was used to select the lines used for the
Boltzmann plot: for a given line width, the software selects the lines that
provide at least 95% of the intensity of the spectrum at their wavelength.
The software performs a given number of loops in which the temperature,
the density and the chemical composition of the plasma are slightly changed
and check if the selected lines still satisfy the requirements; only the lines
that pass each check are then used for the Boltzmann plot.
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A.2 Ray tracing
The collection optics were designed with the help of different softwares: I
used the commercial software WinLens3D and some ray tracing softwares I
have developed in LabVIEW. Winlens3D is a versatile optical design soft-
ware, and it includes a lot of instruments to perform simulations of many
different parameters of the designed system. However, the software has a
great limitation in the fact that it can only use 800 “rays”, disposed in 20
concentric rings, when it performs those simulations; as a result, the sim-
ulations provided have a really poor resolution. In addition, the software
doesn’t allow the employment of automated routines and the record of the
results, so the parameters and the results of each simulation have to be en-
tered manually each time. For this reason I have also built some ray tracing
softwares, in order to automate the simulations, and obtained much more
refined results. In order to optimize the software and reduce the computa-
tional time, I wrote a different program for each one of the three main optical
configurations: the ideal lens, the off axis parabola and the two spherical
mirrors system. At their core the three programs are mostly identical: for
each point in the space volume we want to investigate, the software finds
the smallest cone with the vertex in that point that completely contains the
first element of the system, then produces 109 rays randomly distributed
inside the cone. What changes is the part of the software that propagates
the rays, simulates their interactions with the system and counts how many
of them are correctly collected by the system; keeping into account the size
of the cone used for the simulation, the software returns the fraction of light
that the system is able to capture. The software automates the whole pro-
cedure and saves the results for all the points in the space volume analyzed.
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A.3 Spectrometers controller
The third most important software I had to develop is the one for the
control of the spectrometers and the spectra acquisition. As I have said
in section 4.e, the control software for the spectrometers provided by the
producer was not suitable for our system, mostly due to the instability and
the impossibility to automatically save the spectra in a readable format. The
software, in fact, saves the spectra in a proprietary binary file that could be
opened only by the software itself. The software I have produced is tailored
for our configuration and doesn’t have the versatility of the original one; I
have also developed only the features that we needed, omitting the other
ones.
On the other hand, I have included some features supported by the
spectrometer’s firmware that weren’t included in the original software, e.g.
the possibility to trigger each spectrometer with its own delay in relation to
an external trigger. I also used this software as an opportunity to improve
my LabVIEW programming skills, using advanced features like xControl
interfaces, the state machine state structure or the event processing.
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B. Pictures
Figure B.1 – Chromatic aberration of a plano-convex silica lens: different
wavelengths produce a different spot shape in the focal plane.
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Figure B.2 – Aberrations of the parabolic mirror: variations in shape and
size of the light spot on the face of the optical fiber as the position of the
light source changes.
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Figure B.3 – 3D graphic representation of the collection efficiency of the
spherical mirrors system; the rendered volume is the one in which the
collection efficiency is at least half the maximum value.
Figure B.4 – An early stage in the realization of the prototype; the laser was
used to align the mirrors.
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Figure B.5 – A picture of the system employed to measure the collection
efficiency of the system; an optical fiber, coupled with a halogen lamp, was
used as light source, while the collected light intensity was measured with
a power meter.
Figure B.6 – Picture of the coal circulator, inside the protective box, and its
control unit.
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Figure B.7 – Picture of the small scale system used for the tests.
88
Figure B.8 – One of the collected spectra.
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