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文書 𝑑の各文 𝑠にメイントピック 𝑥があり，そのメイントピックに従って各単
語のサブトピック 𝑧 を生成する．メイントピックとサブトピックで同じ 𝐾種のト
ピック集合を共有し，あるメイントピック 𝑗からは同じインデックスのサブトピ






各トピック 𝑘について，正規分布から生成する単語選好ベクトル 𝒈! および
ベルヌーイ分布から生成する単語フィルタ one-hot ベクトル 𝒃! を割り当て，
メイントピック 𝑗 →サブトピック 𝑘の経路で生成する単語の分布は，メイント







各単語のサブトピック 𝑧 および単語 𝑤 の生成
【実験】
データ：NIPS corpus ．Titleに ”bayes” を含む論文のAbstract．
データ詳細：文書数 𝐷 = 330，語彙数 𝑉 = 1789，総文数 ∑#&'( 𝑆# =
5373 ，総トークン数 ∑#&'( ∑%&'
)! 𝑁#,% = 31204．
パラメータ：トピック数 𝐾 = 30，その他 𝛾 = 1，𝜇* = 0, 𝜎* = 3，𝑢* = 5, 
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