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Abstract 
Dielectrophoresis (DEP) is a force which acts on particles with a non-zero dipole moment 
in an inhomogeneous electric field. In an AC field the polarisability of real, dielectric 
particles in aqueous suspension is frequency dependent, therefore so also is the 
di electrophoretically induced particle motion. Observation of this motion can thus be used to 
distinguish between particles with differing dielectric properties. With current trends in 
micro-scale analysis, DEP is presently and potentially a very powerful tool for particle 
characterisation, fractionation and manipulation. 
The aim of this thesis is to dielectrophoretically characterise sub-micron particles on the 
basis of their surface properties and to devise a DEP technique suitable for the fractionation 
and manipulation of particles on this scale. 
Polystyrene particles are modified by the attachment of biological ligands using various 
established localisation techniques and their DEP response observed using micro-electrodes 
with well defined high and low field regions, corresponding to a previously utilised design 
and modified in the course of this project for multiple sample handling. The results of these 
observations are modelled for the first time using a charge relaxation mechanism pertaining 
to a structured interfacial charge distribution and, through fitting the data to this model, 
fundamental parameters of the system - the surface conductance and electrokinetic charge - 
are predicted. The model viability is assessed with reference to both comparisons with 
alternative measurements and the technical limitations of the data fitting procedure, and 
corresponding surface charge transport mechanisms are discussed in the light of the DEP 
response following surface modification. 
Investigations are made into the possibility of a DEP based device suitable for the 
transport/fractionation of sub-micron particles. Given the essentially dissipative nature of 
sub-micron particle ensembles, a Brownian ratchet principle is chosen. A Brownian ratchet 
is a generic system wherein a net directional drive is effected by biasing Brownian diffusion 
on a periodically activated anisotropic structure. Without need of thermal gradients or net 
macroscopic forces Brownian ratchet pumps could be an interesting alternative in many 
microfluidic applications. Simulated fields and corresponding particle transport rates are 
compared for two basic electrode structures in order to assess their viability for use as DEP 
Brownian ratchets and a new design proposed, based on the simultaneous juxtaposition of 
positive and negative DEP forces. This device is built on the necessary scale using multi- 
layer fabrication techniques with a silicon elastomer moulded channel. The existence of 
stochastic transport on the device is investigated experimentally by means of processed 
video sequences and resulting possibilities for particle separation on the basis of size and 
surface properties inferred. 
Additional observed fluid flow is documented and 
compatibility with various 
experimentally. A gallery 
particles within the device. 
physical mechanisms, which 
of possibilities is presented for 
discussed with reference to its 
are modelled numerically and 
the manipulation of fluids and 
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1 Introduction 
1.1 Dielectrophoresis - Definition and background 
Dielectrophoresis (DEP) is the term given to the force on polarised particles under the 
action of a non-homogeneous electric field [1]. The dielectrophoretic force originates from 
the difference in field magnitude experienced at each end of the dipole and therefore the field 
must vary sufficiently on the scale of the particle for dielectrophoretically induced motion to 
be observable. The direction of the motion depends on the orientation of the dipole - aligned 
with or against the direction of field variation - which in turn depends on the relative 
polarisabilities of the particle and its suspending medium. Particles more polarisable than 
their suspending medium will be drawn towards higher field regions (positive DEP) and 
those less polarisable will experience a force in the direction of decreasing field gradient 
(negative DEP). 
The name dielectrophoresis and early foundational work in the subject are attributed 
largely to Pohl who initially observed the movement of small synthetic particles suspended 
in dielectric fluid in response to an imposed AC or DC field [2]. Since then great strides have 
been made in elucidating the nature of the DEP force and transforming it into a useful tool 
for the characterisation and control of cells and micro-particles' [3-22], with recent 
applications ranging from the isolation of malaria [23] to sustaining boiling in space by using 
the DEP force as a replacement for terrestrial buoyancy [24,25]! Improved miniaturisation 
of electrodes means, moreover, that sufficiently high, non-homogeneous fields can now be 
generated for the control of sub-micron particles, previously dominated by Brownian motion. 
This gives rise to exciting new possibilities concerning, for example, the manipulation of 
viral particles [26-29], DNA [30-34], protein macromolecules [35] and, since small particles 
are dominated by surface effects, prospects of new DEP diagnostic techniques based on 
colloidal surface modification [36-38]. 
1.2 Context and Motivation 
The technology of miniaturised systems, with applications ranging from clinical 
diagnostics [39-43] and genetic analysis [44] to environmental monitoring [45] and drug 
screening [46], is in itself a rapidly developing field. This has led to the concept of multi- 
functional lab-on-a chip style arrangements - or micro-total analysis systems (µ-TAS)2 - 
where the demand for integrable, microfluidic based components for sample fractionation, 
refer to papers cited in Chapters 3 and 4 
2 see references in Chapter 3 
characterisation and manipulation is high. DEP and related techniques are prime candidates 
for this type of technology with the versatility so far displayed in diverse applications. Being 
an AC technique DEP has, in many cases, the advantage over related DC technology in a 
micro-scale fluidic environment and being responsive to the complex dielectric properties of 
analytes has the potential for higher selectivity and control. 
From a more fundamental perspective, the dielectrophoretic study of colloids may help 
elucidate charge transport mechanisms at the solid liquid interface and thereby probe the 
physical structure of this enigmatic zone. This could provide better understanding of the 
polarisation processes involved in finitely conducting dielectrics in order to more accurately 
predict both their DEP response and assess other fundamental parameters such as the 
magnitude of the components of surface conductance and the electrokinetic charge. 
It is against this background that I propose my aims. 
1.3 Aims of thesis 
1) To characterise colloidal latex spheres following biological surface modification so 
as to investigate the structure of the interfacial charge distribution (double-layer) and 
identify the scope for the utility of DEP as a discriminatory mechanism of sub- 
micron particles through their surface properties. 
2) To investigate methods of DEP fractionation and build a device suitable for the 
manipulation/fractionation of submicron particles. 
1.4 Thesis outline 
"A basic framework of dielectric theory sufficient for the derivation of the DEP force on a 
lossy, dielectric sphere is outlined in Chapter Two. Emphasis is placed on the 
phenomenon of surface conductance with a review of background and current literature 
in this field. 
" Chapter Three reviews current AC electrokinetic separation and transport methods and 
devices, with particular reference to those with relevance for sub-micron, dielectric 
particles. 
" Chapter Four describes the materials and methods used in the DEP characterisation of 
surface modified colloids, outlining the basis and background literature of DIP 
characterisation with respect to crossover measurements and establishing a context for 
the utilised surface modification techniques and biological materials. Definitions of 
relevant parameters, measurement techniques and apparatus are included with 
experimental illustration. 
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" Experimental results of DEP crossover measurements on submicron polystyrene latex 
beads before and after surface modification are presented in Chapter Five. The influence 
of attached biological substances on the DEP response of the particles is observed and a 
data fitting method is proposed which allows the prediction of fundamental parameters 
of the system, based on an established model of charge distribution at the solid-liquid 
interface. The model viability is assessed with reference to both comparisons with 
alternative measurements and the technical limitations of the data fitting procedure, and 
corresponding surface charge transport mechanisms are discussed in the light of the DEP 
response following surface modification. 
" In Chapter Six, the possibility of a DEP fractionation device based on a Brownian 
ratchet mechanism is investigated. Simulated fields and corresponding stochastic 
transport rates are compared for two basic electrode structures and a new design 
proposed. 
" In Chapter Seven, fabrication techniques are investigated for the construction of this 
device and a multilayer structure is designed and built for use in a microfluidic context. 
" An experimental set up is devised in Chapter Eight and the various components of the 
device are tested. Stochastic transport is investigated by means of processed video 
sequences and resulting possibilities for separation on the basis of size and surface 
properties inferred. 
" In the final chapter, additional observed fluid flow is documented and discussed with 
reference to its compatibility with various physical mechanisms, which are modelled 
numerically and experimentally. A gallery of possibilities is presented for the 
manipulation of fluids and particles within the device. 
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2 Dielectric Theory 
2.1 Introduction 
The study of the AC electrokinetics of dielectric particles requires a detailed knowledge 
of the main electromechanical processes which give rise to the governing forces. 
Investigation of how the particular parameters of a particle affect its electrokinetic behaviour 
can be used in characterisation and manipulation techniques as well as elucidating the 
underlying physical mechanisms of the polarisation process. The aim of this chapter is to 
outline sufficient dielectric theory in order to derive the dielectrophoretic force on a 
spherical, lossy dielectric particle and to provide the background for the theoretical 
assessment of the effect of surface conductance on the dielectrophoretic response. 
2.2 Dielectrics 
A dielectric is a material in which bound charges exist. These charges are not free to 
move long distances under the action of an applied external E-field, and so in the ideal case3 
there is no conduction. They may, however, move short distances or adjust in some way in 
order to minimise the energy of the applied E-field. This can result in the formation or 
reorientation of dipoles within the medium. A dipole is defined as two opposite charges , or 
centres of charge distributions ±q, separated by a distance d, such that the dipole moment, 
can be expressed as: 
P=qd 
2.3 Polarisation Mechanisms 
(2-1) 
The three fundamental non macroscopic mechanisms by which an ideal dielectric adjusts 
in response to an external field are [I]: 
i) Orientational - natural permanent molecular dipoles in the material align to cancel 
the field. 
ii) Electronic - the cloud of charge around an atom shifts slightly in relation to the 
nucleus. 
iii) Atomic - oppositely charged ions in an ionic crystal move slightly in opposing 
directions. 
Where only bound and no free charge is present. 
Iý 
2.4 Polarisation field and Maxwell-Wagner interfacial polarisation 
The lowering of the stored energy in a dielectric can be expressed as a reduction in the 
magnitude of the field experienced within it by a factor sr , the relative permittivity of the 
dielectric. This is a result of a polarisation field in the opposite direction, the total source 
charge for which is effectively the positive and negative charges of the dipoles. For a block 
of dielectric material this can be quantified in terms of surface charge only, since, as shown 
schematically in Figure 2-1, due to symmetry the internal dipoles cancel. The total bound 
charge Pb in the volume, v, then, can be written in terms of the net dipole moment , P, in 
terms of a surface integral over the total bounding area, A, as: 
ýpbdv 
=- JA P. dA 
where dA is the area increment perpendicular to the applied field4. 
By the divergence theorem this implies: 
Pb = o. P 
Internal opposite 
charge 
cancellation 
Single dipole 
ýr,,,,,,,,,,,,,,,; .\, 
............... 
+ --+--+ 
Remaining 
surface charge 
MENEM: 
Dielectric Solid 
Figure 2-1 
Effective charge distribution in a polarised dielectric 
(2-2) 
(2-3) 
By Gauss' law, in a dielectric medium, a charge distribution of free and bound charge 
densities, pf and Pb respectively, gives rise to an electric field, E, such that: 
Pb + Pf (2-4) 
so 
where Eo is the permittivity of free space. 
'3 This volume does not, rigorously speaking, correspond to the physical dimensions of the 
dielectric 
but to a volume which encloses the centres of the superimposed positive and negative charge 
distributions. 
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Thus, from (2-3): 
V. (c0 E+ P) =pf (2-5) 
so that a quantity, D- the electric flux density - can be defined as: 
D= Eo E +P (2-6) 
where: V. D =pf (2-7) 
and: D= E0Er E (2-8) 
where Cr is defined as the relative permittivity of the medium. 
2.5 Dipole Relaxation 
The reorientation of the charge that is necessary for the polarisation field to reach a 
maximum requires a finite time. This is known as the relaxation time. This time will vary 
according to the particular polarisation mechanism. For atomic and electronic polarisation, 
dipole formation can be assumed to be almost instantaneous, (following the field up to 
_1014Hz [2]) and so can be written as a real quantity, in phase with the applied field as: 
PQ =6 OL E 
where ZQ is the electrical susceptibility. 
(2-9) 
The orientational polarisation, Po,, however, has a longer characteristic relaxation time, 
Vor. To account for this delay, an imaginary frequency dependent component can be 
introduced such that [3]: 
60Xor E 
-Por 
=1+ 
jÜiTor 
(2-10) 
From equations (2-6), (2-8) and (2-9) it can be seen that ,= Er -1, so noting that in the 
high frequency limit the orientational polarisation can be neglected, the total polarisation can 
be expressed as: 
Prot = Co (C -1)E 
(2-11) 
where the complex entity E* can be written in terms of the high and low frequency limits of 
permittivity, e,,, and e respectively, as: 
E0c + 
ES -coo (2-12) E= 
1 +f or 
Rationalising the denominator and writing this complex permittivity as: 
E* = E'+ jC" (2-13) 
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leads to the famous Debye equations [3]: 
rss-9ý E= Eý +I+ 
co 
2 
Zor 
6 11 = 
'Uror (Ss - £oo ) 
1+CUZZor 
(2-14) 
(2-15) 
where the imaginary part, c", represents the dielectric loss. In an ideal dielectric, this can be 
quantified as energy loss due to the polarisation current - i. e. the reorientation of bound 
charges - highest at the relaxation frequency. This frequency corresponds to the reciprocal of 
the relaxation time of the previously dominant polarisation mechanism, e. g. orientational 
polarisation, above which it can no longer respond to the increased rate of change of the field 
and so ceases to take part in the polarisation process. For water, which consists of polar 
molecules, this relaxation is -18GHz. Increasing the frequency beyond this point results in a 
drop in permittivity. Depending on the medium, another mechanism, e. g. atomic, may then 
become the dominating polarisation process until the frequency reaches a range where this 
too becomes ineffective and so there is another relaxation. If Eý truly is the high frequency 
limit then no further relaxation will take place beyond this value. Figure 2-2 shows the 
Debye parameters as a function of frequency for a range corresponding to two dielectric 
relaxations of a generic, dispersive material. 
E 
IM 
VI Log Frequency V2 
Figure 2-2 
Real and imaginary parts of the Debye equation for an ideal, multi-dispersive dielectric. 
Dielectric loss, corresponding to the imaginary part, can be seen to peak at the relaxation 
frequencies v, and v2. 
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It may be the case, however, that the dielectric in question is non-dispersive in the ideal 
sense - i. e. the real part of its permittivity is always the static value, eS, at least up to 
frequencies well outwith the range of experimental investigation. This is the case, for 
example, with many synthetic polymers such as latex, since the molecular structure is that of 
long entangled chains, with effectively no ordered dipoles. This need not be the case with 
other large molecules such as DNA or proteins since these possess a high degree of order 
which can result in the systematic alignment of internal dipoles such that real interfacial 
polarisation can take place. Real systems, however, generally also include loss due to an 
Ohmic conductivity component. This effect will obviously diminish with increasing 
frequency since the current will have less time to flow and therefore can be quantified as 
6/w, where ß represents the conductivity in the static limit. The net dielectric loss of a 
dispersive, non-ideal dielectric, then, can be expressed as: 
'Ur 
or 
(Es - Sc 6 
1+ (t)"-or zu 
(2-16) 
This is shown in Figure 2-3 together with the individual conductivity loss and the 
imaginary part in the ideal case, compared with the real part, which is unchanged. 
A 
x. 
aý 
a 
Cc 
lc 
Real part of 
permittivity 
Combined dielectric 
and Ohmic loss 
ºnduction 
)ss, Cho Ideal dielectric loss 
Log Frequency 
Figure 2-3 
Dielectric dispersions comparing the real permittivity with losses due to dipole relaxation 
and free current. 
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2.6 Dipole of a spherical particle 
The potential energy at distance r from a dipolar charge distribution is given by [I]: 
p. r V= - 4irs0r2 
(2-17) 
A comparison is necessary, then, between this and the potential of a polarised dielectric 
sphere. This can be found by solving Laplace's equation, which, with the azimuthal 
symmetry of a spherical particle in a uniform field, can be considered as two dimensional 
(Figure 2-4). 
The general solution for all space is [I]: 
°0 (2-18) V =7(Anr +Bnr-(n+l))Pn(COS e) 
n=0 
where A and B are the co-efficients of the Legendre polynomials, P,,, functions of 0, the 
angle from the point of observation to the centre of the dipole. In the case of a particle 
suspended in a fluid, the effective dipole moment is determined by the electrical properties 
of both the dielectric and the suspending medium. 
Z 
x 
Y 
Figure 2-4 
The radial co-ordinate system showing the azimuthal symmetry of the polarization direction, r 
2.6.1 Ideal case 
For a simple insulating dielectric sphere the boundary conditions at r=R are 
straightforward: 
i) The field is uniform and finite within the particle and at infinity. 
ii) The electrostatic potential is continuous across the boundary to avoid having infinite 
field gradients. 
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x -y projection of r 
111) The normal component of the electric flux density, Do, is conserved since there is no 
free charge. 
Condition (i) leads to the selection of the n=1 term of the general solution (2-18). Since all 
negative-index r terms are dropped, the potentials outside and inside the sphere can be 
wetten as: 
V, (r, 0)=-Eo. rcos0+Acos0, r> R 
(2-19) 
r2 
V2 (r, 0) = -Br cos 0, r<R (2-20) 
where r and R are the magnitudes of r and R respectively. 
Applying the remaining two boundary conditions: 
VI(R, O) = V2 (R, O) (2-21) 
c, E+ r1 = 62 
E+ 
r2 
(2-22) 
where Eri _-a 
Vi 
, permits a solution 
for A and B giving: ör 
A= 62 -6 ' R3Eo and B=3,6' 
(2-23) 
62 +2E, E2+2E, 
where Eo is the magnitude of Eo 
2.6.2 Dielectric sphere with ohmic loss. 
As outlined in section 2.5, materials comprised of disordered macromolecules can often 
be considered as non-dispersive in the ideal, Debye sense while still possessing a finite 
conductance. This amounts to saying that the bound charge relaxation generates a negligible 
loss compared to the free ohmic current for applied field frequencies within the range of 
experimental investigation. The general fundamental change to the static boundary 
conditions, therefore, requires only the inclusion of finite conductivities, a, and 62 , 
defined outside and inside the particle respectively, the consequence of which is that there is 
now a time dependent accumulation of free charge, (Tq. , on the particle surface. Thus 
condition (iii) can be redefined as: 
6qf = 61Erl - 62 rz ,Y=R 
(2-24) 
with the instantaneous charge conservation relation: 
a6 (2-25) Jr2-Jrl+ 
at 
=0' r=R 
where Jr; _ (Ti Er; is the normal component of ohmic current in each of the two regions. 
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Since this energy loss is characterised by a time lag in the establishment of the 
polarisation field, the net dipole response is out of phase with the applied E-field. Thus, it is 
useful to write all the variables as complex phasors i. e. with e'Uu' dependence, whereupon 
equations (2-24) and (2-25) can be combined to give: 
6 1*Enl = e2*En2, r=R 
(2-26) 
where now Ei is a complex term given by: 
Ui (2-27) 
0) 
This is equivalent to the Debye permittivity for a non-dispersive dielectric with finite 
conductivity, as required. 
By analogy to (2-22), (2-26) gives the same A and B as before only now with complex 
permittivities. Thus, noting that the second term in (2-19) is in fact the potential originating 
from the dipole, this can be written as: 
Pe f. = 41rc, A# 
(2-28) 
The dipole by convention can be expressed in terms of the volume of the particle and a 
polarisability, ap, as: 
p_ 
43 
E 
(2-29) 
ap 3 
The effective polarisability of a dielectric sphere is therefore given by: 
* (2-30) 
ap = 3E1 
'62 - 61 
* 62 +2s 
Note that here, the permittivity, cl, outwith parenthesis is real [4]. 
2.7 Surface Conductance and the Electrical Double Layer 
Real particles, in addition to possessing homogenous free charge, generally have a fixed 
charge at the solid-liquid interface due, for example, to the presence of solvated molecular 
groups. In an aqueous solution, a layer of counter-ions therefore also forms around this 
charge, screening it from the bulk fluid. This is known as the electrical double layer. These 
charges may move under the influence of electric fields applied tangentially to the surface. 
Surface conduction, then, is the excess conduction that takes place as the result of the 
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induced electric transport of charge carriers in the double layer. It can be quantified in terms 
of KS , defined through Ohm's law as: 
L. = Ks E (2-31) 
where] is the surface current density. 
Surface conductance is important from various perspectives. It governs, to a large extent: 
i) colloid stability and interaction 
ii) the electrokinetic response of the particle 
and, through quantifying it, we can say something of : 
iii) the structure of the double-layer. 
2.7.1 Early Investigations 
The intrinsic idea of surface conductance goes back some time. Inconsistencies in the 
measurements of ý-potentials [5] computed from streaming potentials in glass capillaries 
were among the early indications of this phenomenon. The oldest theory of surface 
conduction goes back to Bikerman [6,7] who analysed ionic transport and electro-osmosis in 
a simple diffuse layer. Miles and Robertson [8] first introduced the idea that the double layer 
would affect the dielectric properties of a particle and hence the dipole moment. Various 
theories of double layer distribution and their associated relaxation mechanisms have since 
been proposed. O'Konski, [9], through taking into account the radial charge flux due to 
interfacial polarisation as well as a postulated purely tangential conduction associated with a 
tightly bound layer of countercharge, defined the surface conductivity in terms of the 
specific conductance, KS , as: 
_ 
2KS 
as R 
(2-32) 
This theory was partially successful in predicting the higher than previously expected values 
of surface conductance. However, experimental evidence [10,11 ] pointed to another lower 
frequency relaxation which seemed to imply that a Maxwell-Wagner interfacial based 
mechanism was not the only one in operation. Subsequent investigations by Schwarz [12] 
and Schurr [13] of purely tangential polarising currents where all ions were assumed to be 
confined in the plane of the bead - also did not succeed in explaining lower frequency 
relaxations reported in these experimental investigations. It became evident that in order to 
examine the surface conductance effectively the structure of the double layer had to be 
investigated - and vice versa. 
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2.7.2 Double Layer Models 
It has been established that the relaxation time, Drei 9 
is of fundamental importance in 
determining the degree of polarisation at a particular frequency. The dipole around a 
spherical particle can form in different ways depending on how much time is available. So 
far, the type of mechanism rigorously considered has been interfacial (Maxwell-Wagner) 
polarisation where the double layer polarises locally, with normal instead of tangential 
currents dominating. At lower frequencies, however, it is reasonable to assume that 
polarising currents due to surface conductance effects become increasingly significant. In 
order to quantify these effects then various models of the double layer have been proposed. 
2.7.3 Gouy-Chapman Model 
The first and simplest model of the charge distribution at a phase interface is that of Gouy 
and Chapman. This describes the double layer as essentially continuous with the density 
distribution governed by the requirement of balancing the Higgs chemical potential induced 
diffusion force with the electrostatic force due to the solvated ionic groups on the bead 
surface [ 14]. This leads to the Poisson-Boltzmann equation: 
v2 
d 2V/ 
_14, 
z 
n. °zeex - 
z'ew (2-33) 
iv dx 2 4ýo E, ,, 
p kT 
Boltzmann Charge density 
where n; ° is the specific ion concentration when tr = 0, z; is the specific ion valency, e is the 
electronic charge, k is Boltzmann's constant and T is the temperature. 
In the low yi case5 and assuming electroneutrality of the bulk, i. e: 
Enoz1e 
This can be written as: 
V2yi = K2v 
where K, for a symmetrical electrolyte, is given by: 
2z2eo2n 2 
K= 
Em kT 
5 using e -x =1-x as a first order approximation for small x 
(2-34) 
(2-35) 
(2-36) 
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Assuming the particle surface to be locally flat, this reduces to the one-dimensional case 
and, since x is not x-dependent, an exponential solution can be assumed: 
-ia V-V/o 
where the positive x solution has been rejected as unphysical. 
(2-37) 
The significance of x can be found by comparing the surface charge density co - 
defined by integrating Poisson's equation from zero to infinity - with the net potential drop 
yio from the charged interface to the bulk: 
2-38 
6o=-E 
d2 yidx=-E dý ) 
dx dx x=0 
so that, from (2-37): 
CDL = 
co (2-39) 
= Ex 
Vf o 
This defines a local capacitance, CDL, of the double layer which behaves like that of 
parallel plates with a separation 1/K (see Figure 2-5). Thus, xis known as the inverse 
Debye length and can be understood as the effective thickness of the double layer. 
Discrepancy remains, however, with experimentally measured conductivities generally 
higher than predicted by this homogenous diffuse layer [5,15-19]. 
Q 
+ 
"+ 
+" 
Ef ective surface of virtual 
electric capacitor 
Figure 2-5 
Interpretation of the inverse Debye length as a measure of the effective extent of the diffuse 
layer. 
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2.7.4 Gouy-Chapman-Graham-Stern Model 
A more viable description of the double layer - termed the Gouy-Chapman-Graham- 
Stern model - is to divide the counter-charge distribution into two distinct regions (Figure 
2-6): 
" The Stern layer, where the counter charge, consisting of polarised water 
molecules and partially hydrated ions, is confined to move locally in the plane of 
the bead surface. This layer can be thought of as rigid, following the bead under 
induced motion - behaving essentially like fixed charge. 
0 The diffuse layer where the charges have an extra degree of freedom and move 
under diffusion, electro-osmosis and streaming as well as conduction 
E-field 
-a4. 
Diffuse layer 
Stern layer 
Slip plane 
+ 
t 
Fixed charge 
Figure 2-6 
Schematic charge distribution of polarised sphere in the 
Gouy-Chapman-Graham-Stern model 
The C -potential is here defined as the electrical potential at the 
boundary between the two 
layers6 - or slip plane. Figure 2-7 shows the potential 
fall-off. 
6 Although this is a simplifying assumption which need not always be valid. 
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V 
Wo 
Stern layer 
Bead surface -ý------Hydrodynarnically 
fixed native stagnant charge 
ionic groups 
Ws=ý ---- Diffuse layer 
Hydrodynamically mobile 
charge 
1/x 
i 
O ýI 
Figure 2- 7 
z 
Potential distribution across a phase boundary. 6 denotes the width of the stagnant layer or 
position of the slip plane with respect to the bead surface, and K the inverse Debye length, 
giving an order of magnitude indication of the effective width of the diffuse layer. 
The stagnant layer is also frequently presented in the literature as possessing a degree of 
stratification into two zones bounded by planes parallel to the particle surface termed the 
inner and outer Helmholtz planes - IHP and OHP respectively (Figure 2-8). This model is 
used to discriminate loosely between the strongly held ions close to the bead surface - small 
counter ions, specifically adsorbed co-ions etc. - and larger, hydrated counter charge in the 
less rigidly constrained outer layer. 
Domination of 
specifically 
adsorbed co-ions 
IHP OHP 
Figure 2-8 
Alternative potential distribution involving specifically adsorbed ions showing the inner and 
outer Helmholtz planes (IHP and OHP respectively) 
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2.8 A closer look at surface conductance 
In an attempt to relate the surface conductance to the conductivity of the bulk solution ol, 
a relative, dimensionless parameter has been introduced [5]: 
KS 
= Du 
(2-40) 
a61 
- the radius term, a, being required for normalisation i. e. in order to balance the units 
resulting from the definitions of conductance (2-31) and conductivity measured in Siemens, 
S (charge flow per second), and Sm-' respectively. It is known as the Dukhin number, 
although used simultaneously by other authors including [20]. 
Charge transport in the two layers is certainly due to more than one mechanism. 
Regardless of the charge distribution, a surface conductance term KS can always be defined 
as previously through Ohm's law (2-31). However, the net current will have several 
contributions - as ions of different charges, mobilities and degrees of freedom are present in 
the different parts of the double layer. In the diffuse layer, both counter and co-ions are 
present in various proportions which may have transport components relating to both 
conduction and fluid effects [5]. Within the Stern layer it is assumed that there are only 
counter ions which are more rigidly bound, confined to move in the plane of the bead surface 
and not being subject to the hydrodynamics of the bulk and diffuse layers. In order to assess 
the net contribution of the whole double layer to dipole relaxation, therefore, it would seem 
natural to consider the surface conductance of each layer separately, dividing it into two 
distinct parts: 
KS = Ks +Kd 
(2-41) 
Taking into account various independent analyses [20-23], the generic form of each part 
can be written: 
Ksi = Pi 6i + 1+ 
3mZi 
,d 6d 
zi 
(2-42) 
where ,u and or 
denote mobility and charge density, with subscripts accounting for charge 
sign and superscripts i and d for the inner (Stem) and diffuse layers respectively. The term m 
is a dimensionless parameter indicating the relative contribution of electro-osmosis to 
surface conductance given by [6] : 
RT 2 260E (2-43) 
mt = F 3gDt 
where rJ is the viscosity of the liquid medium. 
This term appears in some shape or form in most recent theories involving a 
hydrodynamic as well as electrical quantification of charge transport. Theories in which such 
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terms are absent have underestimated the conductivity to various levels depending on the 
nature of the system. 
A comparative term? [17] has also been introduced for the ratio of Stern to diffuse layer 
conductances, K5, and Ksd respectively defined as: 
0= 
KS 
K' (q) 
(2-44) 
where the (q) term denotes charge transport with respect to the liquid, excluding that induced 
by liquid volume flow. 
With these basic definitions, it is possible to examine more effectively how experimental 
data translates into an indication of the relative contribution of the two layers. 
2.8.1 Diffuse Layer Conductance 
Bikerman's early analysis of double layer dynamics assumed essentially that the fixed 
charge on the interface was screened only by a Gouy-Chapman type diffuse double layer, 
where all the charges were free to move radially and tangentially in response to 
electroosmotic and conduction based transport mechanisms. Although a confined Stern layer 
was not considered, his arguments remain valid for the Gouy-Chapman-Graham-Stern 
diffuse layer [23]. 
For a symmetrical electrolyte i. e. one containing equal amounts of cations and anions 
Bikerman [6] quantified the mobilities and, based on a form similar to the second term in 
(2-42), derived the rather involved expression for the net ion flow in the diffuse layer: 
(2F2cz2 ) zF 3m zF 3m_ Kd =D (exp -1)x 1+ + +D (exp -1)X 1+ (2-45) s RTx + 2RT z2 - 2RT z2 
where R, T and F have their usual meanings, c is the ionic concentration, D+, are the specific 
ionic diffusion constants, z is the ion valency and x is the inverse Debye length. 
If the mobilities of both ions are similar, (2-45) can be reduced to: 
Kd 
14F2cz2Dd (1+3m/z2)J (2-46) 
S RTK 
Icosh[ zF 
2RT -1 
where Dd is the general ionic diffusion constant in the double layer. 
The immediate significance of this is the predicted ý-potential dependency of the diffuse 
layer conductance. It can also be noted from (2-45) that in the incidence of high 
In a modification of the related quantity O; = Q'; / ýd introduced by Kijlstra [24] 
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ý-potential the second term in the square brackets (co-ion contribution) becomes negligible. 
This model will be developed further in relation to dielectrophoretic crossover 
measurements. 
2.8.2 Stern Layer Conductance 
It has been debated for quite some time whether it is reasonable to assume that lateral 
ionic mobility is possible in the Stern layer. At first sight a finite mobility of ions confined in 
a hydrodynamically stagnant fluid may seem paradoxical. Now, however, convincing 
evidence exists that at least in a number of systems conduction behind the shear plane does 
take place [5,23,24]. This essentially results from the fact that again that anomalous ý- 
potential measurements can be accounted for in this way - which otherwise would not fit 
with the predicted diffuse layer conduction. A number of different perspectives have been 
taken in this investigation. Ennis and White for example have produced a low c-potential 
analytic solution for a dynamic Stern layer contribution to colloidal mobility [25] and found 
it formally similar to those for thin double layers. From this, an approximation has been 
derived for the high c-potential case. Minor et al [17] have modified Bikerman's diffuse 
layer conductance (2-45) for large Ica and one ionic type expressing the Dukhin number in 
terms of O as: 
Du - 
1+0+3m/z2 
ex -zF 
j 
-1 
(2-47) 
Ica 
p 2RT 
where O is used as an adjustable parameter to minimise the discrepancy between 
c-potentials measured using different techniques. It is generally found to be non-zero, thus 
implying a Stern-layer contribution. However, expression of the Dukhin number in this way 
this involves the elimination of Di from (2-45) using the Nernst-Einstein equation [5]: 
piRT (2-48) D` _ Izi IF 
and thus an estimation of p, the ion mobility must be made. 
Dukhin, Zimmerman and Werner have looked at the generalisation of the standard 
electrokinetic model [26] and Lyklema et al have performed molecular dynamics simulations 
to investigate the mobility of ions in this layer in order to elucidate the tangential transport 
mechanism [27]. The detailed nature of the transport mechanism however is far from clear. It 
is not known, for example, if charge carriers may move in the Stern layer itself, or are free to 
hop along via the diffuse layer. The recent work by Lyklema [27] seems to suggest that there 
is some interchange between ions in the two layers - that Stern layer ions can indeed leap 
into the diffuse layer for short periods with solvent particles also rebounding quite close to 
the particle surface. 
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The basis of all these analyses is that the fluid is assumed to be hydrodynamically 
stagnant and the ions monopopulational8. Their motion, then, is due entirely to conduction 
and so can be expressed in terms of the product of a charge density a' and corresponding 
ionic mobility p': 
Ks =c i' (2-49) 
The question remains, however, as to how ji ` can be established. 
Various approaches have been proposed to tackle this problem of an analytical, numerical 
and experimental nature [28-33]-including an interesting line of pursuit based on finding the 
isoelectric point9 [15], effectively equal to having no diffuse layer, and then concluding that 
the entire measured surface conductance is due to ions in the stem layer. However, 
estimation of the number of these ions is also not straightforward and so as yet no 
convincing experimental verification of the exact nature of ion mobility in the Stem layer 
has been produced. 
2.9 Derivation of the Dielectrophoretic force 
The force arising as a result of the interaction of a dipole with a non-homogeneous E-field 
is known as the dielectrophoretic force or dielectrophoresis (DEP). An expression for the 
force vector can be derived as follows. As previously alluded to, a dipole p= qd, is 
formally equivalent to two points of charge with opposite sign separated by a finite distance 
d 10. If the electric field strength varies across d, the net force on the dipole can be written 
as: 
F= qE(r + d) - qE(r) 
Taking a Taylor expansion about r gives: 
(2-50) 
E( +d) = Ek)+ d. OE()+O(d 2 
).. (2-51) 
Assuming the field varies linearly across the extent of the dipole, higher order terms can be 
neglected. This reduces the force on the dipole to: 
F=p. V E (2-52) 
For a sinusoidally varying field of frequency w, this force will consist of two components - 
an average, constant term and an oscillatory part which varies as 2w [34]. Thus, assuming 
the high frequency component to be damped at the working AC range, the average DEP 
force can be written as: 
8 dismissing the complication of ions hydrated to various degrees. 
9 see definition in Chapter 4 
lo This arises naturally from the uniqueness theorem and the method of 
images. 
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1 (2-53) (f) =2p. DE 
Substituting in the expression for the dipole of a spherical particle given by (2-29) in terms of 
its volume, v, and polarisability, ap, we have: 
I 
va p 
ENE 
(2-54) 
2 
which after some vector manipulation reads: 
ýFý =1 va VIEIz 
(2-55) 
4 
On substitution of the polarisability term, ap, given by (2-30), the time averaged DEP force 
on a particle is conventionally expressed as: 
(FDEP) 
= 2? IQ3Em Re(K(w))VE 2 
s 
(2-56) 
where K(w) is the Claussius-Mossoti factor, given by: 
K(w) = 
en - 16m 
Ep + 2Em (2-57) 
Because these permittivities are expressed in the general, lossy form, the surface 
conductivity is also a factor through (2-27). In this way the DEP response of the particle is 
intimately linked to its surface conductance. 
2.10 Summary 
The polarisation of charged, spherical particles in an AC field considered in the real, 
lossy case is a complex phenomenon. The presence of a structured double layer of counter 
charge and adsorbed ions with both electro-osmotic and conductive transport component 
mechanisms gives rise to various discrepancies in predicting the parameters of the system in 
comparison with a simplified Maxwell-Wagner approach, where a multi-component surface 
conductance is ignored and only idealised interfacial polarisation considered. Since the 
experimental evidence to date has pointed to a definitive contribution from surface 
conductance related primarily to the electrical double layer this phenomenon cannot be 
ignored. The study of how this parameter affects DEP behaviour, then, is one approach to 
probing the nature of the charge distribution of dielectric particles and thereby refining the 
predictive power of experimental investigation of other parameters of the system, such as ý- 
potential, as well as, ultimately, facilitating the separation/differentiation of particles based 
on their DEP response. 
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3 Separation methods and devices 
3.1 Introduction 
With the onset of miniaturised diagnostic technology and micro total analysis systems 
(µ-TAS) [1-7], the demand for microfluidic based characterisation, fractionation and 
pumping techniques has increased rapidly. In this section several existing and developing 
technologies and theoretical concepts relating to the AC electrokinetic manipulation and 
fractionation of colloidal particles will be outlined. Firstly, travelling wave dielectrophoresis 
is described with its two-fold application in inducing movement in both particles and fluid 
due to discrete or continuous variations in permittivity. Alluded to are the underlying 
principles of fluid motion as a result of a general non-homogeneous E-field, which may or 
may not have travelling wave characteristics. These are particularly noteworthy with 
reference to Chapter 9. Work in field flow fractionation, where particles are separated on the 
basis of their position in a laminar flow, is also reviewed and illustrated by a design devised 
in the course of this project for application to sub-micron particles. The concept of Brownian 
ratchets, systems inducing transport of a dissipative ensemble by the application of a pulsed, 
asymmetric potential, is subsequently expounded and lastly, electro-osmotically driven 
global fluid motion is examined on an asymmetric structure. These concepts, while 
providing a background to the field of small scale transport and separation, are also 
elucidated for the purpose of clarifying the argument and analysis in Chapters 6-9. 
3.2 Travelling Wave Systems 
The travelling wave device has its roots in work by Melcher [8] who first demonstrated 
that waves of electric fields travelling perpendicular to a liquid interface or a continuous 
conductivity/permittivity gradient induce charges at the interfaces or in the liquid bulk. 
Subsequent interaction of these charges with the field, under certain circumstances, results in 
two types of motion [9,10]. 
i) The propagation through the fluid of dipolar particles 
ii) Net fluid pumping as a consequence of charge inhomogeneities in the fluid 
The former is known as travelling wave dielectrophoresis [111, although the latter also 
depends on the dielectric response of the medium [10]. 
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3.2.1 Principle 
A moving electric field - or travelling wave - can be set up by having 4-phase 
interdigitated electrodes so that there is a phase lag of ir/2 between each consecutive 
electrode (Figure 3-1). 
0 
x 
Direction of propagation of 
y electric field 
/2 7r 
Figure 3-1 
lt 3ir/2 
Phases of four applied signals on consecutive electrodes in a travelling wave construction. 
Fluid or particles are transported in the y-direction. 
3.2.2 Particle motion 
The initial approach to quantifying induced motion in this system was to express the field 
as a perfect sinusoid [12], where the amplitude component in the x-direction, perpendicular 
to the direction of propagation, was written simply as: 
Ex (x, y, t) = A(x) cos wt -2y ax 
(3-1) 
where A is the distance between same-phase electrodes, and aX is the unit vector of the 
x-component. 
From this field, the induced dipole moment, mX, was quantified as [13]: 
mr(O, y, t)=4; T, c,,, r3 co ca-2)zy Re[f(ýp, ým)]-si at-2)'y Im[f(e s )] A(O) 
(3-2) 
with the corresponding force on a real dielectric particle thus given by [ 12] : 
F(w) = 
4; T2Smr3Im[K]E2 
A 
(3-3) 
i. e. proportional only to the imaginary part of the Claussius-Mossotti factor. Movement with 
or against the direction of the travelling wave being dependent on the phase lag between the 
field and the induced dipole moment. 
Another approach has been taken by Morgan et al [14] in the derivation of the travelling 
wave and DEP forces from an interdigitated electrode array by expanding an approximation 
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of the static field in a Fourier series (Figure 3-2), before extending the concept to include 
complex fields, thus allowing the inclusion of a phase dependent, travelling wave force. 
Figure 3-2 
X 
Static field approximation used in Fourier series derivation for 
interdigitated electrode array [14]. 
For the particular case of equal electrode width and spacing, d, the primary co-efficient is: 
Al - 
16VO 
cos - cos 
3z 
z2 88 
1 'T (3-4) 
with the x and y components of the DEP force, generalised to include the case of phasor 
source fields, given by: 
3 (3-5) 
(Ft(t»_-vIm[ap1 4d Al e-(7r 
(F;, (t)> _ -v Rea p]3 
Ale-(7r 12d)v 
(3-6) 
4d 
where ap is the effective polarisability. 
The first term alone of the series is valid for heights grater than 1.5d, otherwise higher order 
terms must be included. This more closely fits the existing experimental data than previous 
approaches. However, the field approximation is somewhat crude and in a subsequent 
publication [15] has been improved by numerical simulation using the finite element 
differential equation solver FlexPDE, giving a travelling wave force of: 
1 V2 (FrwoEP) 
--vIm[a](v x`v xýýý 2d 
where v is the particle volume, O' is a non-dimensional potential scaled with the applied 
voltage and V is a non-dimensional nabla operator based on the definition of displacement 
XI =x/d, where dis the distance between the electrodes. 
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All these analyses have in common that the travelling wave force is dependent on the 
imaginary part of the polarisability, highlighting the need for a phase lag of less than it 
between applied signals and therefore the need for more than two inputs. While the most 
common scenario is the use of four signals, as stated, TWD has been achieved also with a 
three phase applied potential [ 16]. 
3.2.3 Fluid motion 
Travelling wave forces are also responsible for fluidic motion if there are 
inhomogeneities in the permittivity/conductivity/free charge density, set up by temperature 
gradients, externally applied or generated as a result of non-isotropic properties of the field 
or medium. 
The basic governing equations in fluid motion are the (steady state) Navier-Stokes 
relationship between the applied force and pressure gradient and the viscous response of the 
medium: 
-VP+17V2U+P(fe) =0 
(3-8) 
where the first term is the pressure gradient - possibly imposed as well as self generating 
from the force term, (feý - with the non-linear velocity term being due to viscous drag 
where i is the constant of viscosity. This is generally used in the case of an incompressible 
fluid - i. e. where the continuity equation is: 
o. u =0 (3-9) 
The force term is due primarily to non-homogeneity of temperature within the medium. A 
temperature gradient can be externally imposed or it can be self generating within the system 
due to local Joule heating by the electrodes [10]. In the latter case the energy balance 
equation must be used to calculate the temperature field [17]. This can be expressed in the 
steady state as: 
kV2T +(E2)- pmCpu. 7T =0 
(3-10) 
where cp is the specific heat at constant pressure and k is the thermal conductivity. This 
version of the equation does not include viscous dissipation, since this is of the order of 10-'0 
smaller than the Joule heating (second term) [17]. The third term is due to convection which, 
having a ratio to heat diffusion (first term) of -3x 10-3 , is small enough also to 
be neglected 
[18]. Since conductivity and permittivity are, respectively, directly and inversely 
proportional to temperature, a temperature increase results 
in a decrease of the free charge 
relaxation time of the medium, defined as (Appendix 3-1): 
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_= 
Em 
6 
(3-11) 
Thus, there is a gradation in the effective dipole relaxation time of each incremental layer of 
fluid. Each layer can be approximated as consisting of discrete particles - or packets of fluid 
- which respond dielectrophoretically in an analogous way to real dielectric particles. 
3.2.4 The electrothermal force 
The electric force density on an element of fluid with permittivity E and charge 
density Pq can be written as (Appendix 3-2): 
12 (3-12) 
fe = pqE- 2E 0E 
If Gauss's law : 
Pq : -- V. (6E) (3-13) 
and the charge conservation equation : 
ap9 (3-14) 
at + v. 
(pqu)+ v. (6E) 
are expanded for the case of a time varying field with frequency w, neglecting the convection 
term in equation (3-14) due to its negligible contribution compared to conduction, we obtain: 
pq(6+iwe)= a'V c. Eo -eV6. Eo (3-15) 
Substituting the charge density as expressed here into the force equation, (3-12), and 
defining quantities : 
a=1 
öE 
andß=1 
a7 
E aT 6 aT 
(3-16) 
in recognition of the fact that gradients in permittivity and conductivity are due to 
inhomogeneities in the temperature we can write the time averaged force as [18]: 
- eaEo2VT 
(fe)R(VTo 
2 6+ZCVE 2 
(3-17) 
In the specific case of TWD the real and imaginary parts of the E-field must be explicitly 
included in the calculation to obtain the correct force. 
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3.2.5 Electrorotation 
An analogous system to that of TWD as applied to particle manipulation is that of 
electrorotation. This differs from conventional TWD in that the electrodes are arranged in a 
circular as opposed to linear fashion so that particles can be characterised through their 
angular velocity without net fluid pumping [19-22]. 
3.2.6 Applications and recent work 
Subsequent to Melcher's foundational and early developmental research on liquid pumps 
[8,9], much work has been done on the design and fabrication of various devices capable of 
acting as travelling wave pumps [10,23] Masuda et al first demonstrated the application of 
travelling wave DEP to manipulate small bio particles and red blood cells [16,24] and since 
then the technique has been applied to yeast cells [12,25] pollen, cellulose and liquid 
droplets [11,26] and latex beads [27]. A wide assortment of devices have been fabricated 
from Fuhr's micromanipulator [28], through Goater's combined travelling wave and 
electrorotation device [29] to multi-layer constructions [27,30] and lab on a chip orientated 
prototypes [31,32]. 
3.3 Field Flow Fractionation 
The technique of field flow fractionation (FFF) was first described by Giddings in 1966 
[33]. Since then electric and sedimentation field flow fractionation have been developed for 
a variety of applications ranging from cell separation [34] and the manipulation of colloidal 
biological particles such as viruses, proteins and river water colloids [35-37] to the 
characterisation of emulsions and colloidal adsorption complexes [38-40]. More recently, 
thermal fields [41] and DEP [14,15,27,42-55] have been used in FFF devices. 
The basic FFF method entails the application of a lateral external field to a particulate 
sample contained in a ribbon-like channel so that the forces which act on the sample balance, 
causing a steady-state distribution profile to be set up in the relaxed system. Particles to be 
separated should be affected by the imposed field in a manner relating to their particular 
characteristics (e. g. mass, electric charge) so that their equilibrium positions are different. 
Imposing a force to pump the fluid along the channel in a non turbulent manner - i. e. with a 
definable velocity profile - allows a longitudinal flux to be calculated for each lateral co- 
ordinate and so the output predicted. The nature of the field (eg gravitational, electrical, etc) 
and the velocity profile (eg pressure gradient, travelling wave) characterise the system. 
The forces to be balanced in the DEP case are usually the negative DEP force with 
gravity. However, in the case of sub-micron particles, with higher diffusion co-efficients, 
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this type of stratification is difficult to achieve (see 3.3.2) - particularly with the large 
electrode systems commonly used [53] which introduce perturbations in the direction of flow 
large in comparison with the sub-micron scale. DEP levitation of particles in this realm could 
possibly be achieved by lowering the electrode scale in order to both decrease the 
perturbative effects experienced by the particles in the course of the flow and increase the 
field strengths possible at low applied voltages. In the absence of adequate negative DEP 
stratification, then, the basic forces to be balanced for sub-micron particles are diffusion and 
positive DEP. 
3.3.1 Example of DEP- FFF device design for sub-micron particles 
In order to describe the principle of dielectrophoretic field flow fractionation for the case 
of sub-micron particles, a device designed in the course of this project is illustrated. A basic 
schematic is shown in Figure 3-3 and a fabricated prototype of the device described in 
Appendix 3-3. The electrodes are 10 µm width/gap and are at the top and bottom of the 
device chamber in order to increase the active area of the lateral field and possibly focus 
particles in the centre using negative DEP (although this is not essential). If particle 
populations experience differing strengths of positive DEP forces then the concentration 
gradients required to support an equilibrium distribution will be different and so their mean 
positions will not be the same. The laminar flow driving force is a pressure gradient along 
the channel, applied by means of an external pump. 
.., ". "ý: ": i u- ýi. %o 
.""" 
"" '0 " "" " "" vi 100fu m 
"; 0 """". 0, J, "\ v2-ý 
Positive DEP 
DEP force balanced 
by diffusion 
Figure 3-3 
Negative DEP 
Particles pushed away 
from electrodes 
Schematic of DEP-FFF device concept for use with sub-micron particles, illustrating FFF 
separation principle 
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Velocity Profile 
In the case of the applied force being a pressure gradient, the resulting laminar flow 
through an enclosed channel, known as Poiseuille flow, is well defined. The total force on 
the fluid, including viscous drag, is given by the Navier-Stokes equation: 
F=-vp+ijv2vx (3-18) 
Again in steady state, friction is balanced by the pressure gradient and so, on substitution of 
p and x differentials with characteristic scales, i. e, where Ap is the change in pressure over a 
characteristic length Lo, such that: 
P0 
ý VP dxLo 
(3-19) 
Equation (3-18) is easily integrable with zero flow boundary conditions to give a parabolic 
velocity distribution (Figure 3-4): 
vx (Y) = 
Ap(h - Y)Y 
2L0ii 
Figure 3-4 
-P, x 
(3-20) 
Laminar `Poiseuille' flow profile across the channel as the result of an applied pressure 
gradient 
Concentration profile 
The form of the field produced by interdigitated electrodes in the long range 
approximation can be written as [56]: 
E= ße -' (3-21) 
where a and ß are constants related to electrode dimensions and applied voltage respectively 
and can be obtained by numerical simulation. 
Particles acted on by the DEP force can be assumed to instantaneously reach terminal 
velocity, v,, balancing with the Stokes force: 
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FStokes 
-6rirt 
(y) 
such that: 
FStokes + FDEP =O 
This produces a DEP induced flux: 
JDEP C(Y)VT (Y) 
where C(y) is the concentration profile across the width of the channel. 
Fick's second law states that the time rate of change of the concentration is proportional, 
via the diffusion constant, D, to its second spatial derivative, i. e.: 
ac 
=D 
a2c 
at aye 
Assuming steady state: 
Da2C =o 
ay 2 
(3-22) 
(3-23) 
(3-24) 
(3-25) 
(3-26) 
which can be integrated to give: 
D 
ac 
-by =Const. =Jiff 
(3-27) 
where JDI ff is the net diffusion flux. 
Balancing the diffusion and DEP fluxes gives the first order, linear differential equation: 
v(y)C(y) -D 
aC(y) 
=0 
(3-28) 
which can be easily solved to obtain a concentration profile across the channel (Appendix 
3-4). 
V (3-29) 
ye 
6y vY 
C' =+ Be' A 
where A and B are constants of integration. 
From (3-22) and (3-23), it can be seen that vT oC FDEP so that from (3-21) v. a e-2 ', thus 
the concentration distribution across the channel has the form of a double exponential. In the 
case of the system under consideration, the total field is of the same form and by 
superposition of the two arrays is given by: 
E_ ßQ-ay + &-a(h-j, ) (3-30) 
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The resulting generic concentration profile (plotted on MathematicaTM) is shown in 
Figure 3-5. 
Cmax 
0 
Figure 3-5 
Generic concentration profile across the channel obtained by balancing positive DEP forces 
with diffusion. The profile would be steeper closer to the walls if the particles experienced a 
stronger DEP force. 
According to the laminar flow profile given by (3-20), a velocity can be assigned to each 
concentration increment in order to predict the output of the device. Particles with mean 
position closer to the channel walls should be eluted after those entrained in the higher 
velocity flow closer to the centre. 
3.3.2 Research in Dielectrophoretic Field-flow-fractionation 
The concept of using DEP as a force field for FFF was first introduced by Davis and 
Giddings [57] who described theoretically how positive or negative DEP could be used to 
this effect. Ajdari et al [58] later made theoretical predictions on the separation of DNA with 
a series of dielectric traps controlled by an AC electric field, showing that 1 Mbp (mega base 
pair) fragments, differing by 10 kbp would lie 2mm apart after one hour. The same level of 
separation would take 100 hours or more using pulsed gel electrophoresis, therefore this 
suggests an improvement of several orders of magnitude. This work was followed up 
experimentally by Washizu [59], who used a flow through device to separate protein and 
DNA molecules based on the differing strengths of positive DEP experienced by each. This 
was achieved, however, by trapping or elution of samples experiencing strong or weaker 
DEP forces respectively and not by the layering effect described above, although this was 
one of the aims of the experiment. Failure to achieve this was attributed to microfluidic 
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injection problems, as in dealing with such diffusive particles minutely accurate control is 
necessary. Preliminary levitation studies with a view to hyperlayer DEP-FFF have been 
conducted by Markx et al using latex particles of 0.5 u m-61u m [60], based on work by 
Kaler and Jones [61] and Fuhr et al [62]. Various DEP-FFF devices based on levitation and 
trapping have since been designed and built [46,52,53] and have been applied to various 
biological entities and latex beads. Wang et al [53] have effected DEP levitation based 
separation of 9.5 µm and 10.5 gm beads on a 360mm channel from which they were eluted 
one minute apart at a flow rate of 200 µl/min. Separation of 15 gm, 10 gm and 6 gm 
particles was also achieved in this study in around 15 minutes, following an initial relaxation 
time of 25 minutes. Particles of less than 1 µm, however, have not been observed to levitate 
on a sufficiently thin plane due to the perturbing effects of Brownian motion being much 
stronger for this particle size range with the relatively large feature sizes of the devices so far 
built [52]. DEP-FFF is currently being applied most commonly to cell fractionation 
techniques [43,50,55], with a foundational precedent having been set by Becker et al 
managing to extract leukaemia and breast cancer cells from blood [63]. 
3.4 Brownian Ratchets 
Brownian ratchets are in essence constructs wherein net directional motion can be 
produced without need of a non-zero average force - simply by the application of an 
asymmetrical and periodic constraint to a system containing random dissipation. The 
phenomenon of biasing Brownian motion in this way has been known about, at least 
theoretically, for quite some time. Pierre Curie first proposed that spatially asymmetric, 
periodic structures may act as ratchets for Brownian particles in the presence of diffusion or 
other sources of time-reversal symmetry breaking [64] (referenced in [65]). The idea was 
later discussed by Smoluchowski [66] before Feynman [67] gave final credibility to the 
concept by silencing claims that Brownian ratchets extract work from thermal energy 
fluctuations in direct violation of the second law of thermodynamics. The energy to drive the 
ratchet must be non-zero - unlike the net force - and therefore an external power source 
is 
required. At the interface between the macroscopic and microscopic Newtonian and 
Brownian worlds and hovering on the border between stochastic and deterministic, however, 
some of the enigma of Brownian ratchets remains. 
3.4.1 Brownian Motion 
Brownian motion is the movement of small particles in a fluid as a result of bombardment 
- or thermal agitation - 
by the rapidly moving molecules in the liquid suspension. Discovery 
of this effect is attributed to Robert Brown who 
in 1927 first reported microscopically 
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observed, rapid, irregular movement of pollen grains in aqueous suspension. Many decades 
of speculation ensued - with suggestions of the origin of this motion ranging from 
illumination effects to unknown electrical phenomena - and even, quite correctly linking it 
with the newly affirmed kinetic theory. It was not until Einstein, however, that it was given a 
full quantitative analysis. He equated it to the basic mechanism of diffusion, despite this 
having been popularly ruled out due to the apparently marked difference in velocity scales of 
molecular motion and diffusion. In his PhD thesis he derived that the average distance, x, 
travelled by a particle in a diffusing ensemble at time t is given in the singular dimensional 
case by: 
(x) = 2Dt 
(3-31) 
Comparing this to the standard deviation, 6, in a normal - or Gaussian - distribution: 
1 -(x-a)2 
2 fg (x) =eQ2 
27z6Z 
(3-32) 
it can be seen that this profile adequately describes the distribution of a diffusing collection 
of particles after time t, where: 
a2=2Dt 
3.4.2 Principle of operation 
V 
ab 
Distance in direction of transport 
(3-33) 
Figure 3-6 
Illustration of asymmetric potential with superimposed 
diffusion profile of particles 
previously trapped in a potential minimum 
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The basic mechanism of the ratchet is the periodic application of the illustrated 
asymmetric potential shown in Figure 3-6. When the potential is switched on, the particles 
are trapped in the minima shown. When it is switched off, they diffuse in a time dependant 
Gaussian distribution, given by: 
_x2 (3-34) fg (x) _1e 4Dt 
4, rDt 
The error function (Figure 3-7): 
erf (x) =2z du 
(3-35) 
e-" JX 
represents the area under a normalised Gaussian curve between the limits x and -x. 
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Figure 3- 7 
The error function (blue) representing the fraction of a normalised Gaussian contained 
between the positive and negative limits defined by the domain, and its compliment (red). 
Therefore, integrating the semi infinite complimentary error function (1-erf) from the limits 
a and b respectively gives the total segment of the area 
bounded by the curve to have passed 
either of these two points after a specified diffusion time, toff, 
Figure 3-8. 
Error Function (blue) and compliment (red) 
47 
Spread of initially 
localised distribution after 
diffusion time toff 
Fraction moving into domain 
of next potential minimum in 
/ forward direction 
o- b 
Fraction moving backward 
during next on-cycle 
Figure 3-8 
Comparison of particle quantities diffusing past boundaries a and b in a fixed time interval, 
from a potential minimum centred at the origin. 
Because diffusion is by nature stochastic, this is a direct representation of the 
probabilities, pf and Pb, of propulsion in the forward or backward direction respectively, the 
next time the potential is activated, i. e: 
I 
Pf =2 erfc 
a 
4Dt 
off 
Pb =12 erfc 
b 
4Dt 
oý 
(3-36) 
(3-37) 
Plotting the difference of these with respect to toff produces a global maximum 
corresponding to an optimal toff with maximum forward transport (Figure 3-9). This can be 
translated into a maximum transport velocity, Figure 3-10, by optimising the combined 
difference divided by toff , 
i. e: 
Pf - Pb 
toff 
(3-38) 
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Figure 3-9 
Comparison of forward (red) and backward (blue) transport probabilities for 0.5, um 
particles in a Brownian ratchet of a: b=1.3 , um, showing a peak in the 
difference (green) 
0.4 
a 
Comparison of net transport velocity with different T-offs 
0.35 
0.3 
0.25 
0.2 
0.15 
0 
z 
0.1 
0111 
0 0.5 1 1.5 2 2.5 3 3.5 4 4.5 5 
Toff (s) 
Figure 3-10 
Net transport probability (green) scaled by Tofto predict transport velocity peak 
3.4.3 Brownian ratchets in operation 
Initially a curiosity, the concept of Brownian ratchets first attracted serious academic 
interest as a transport mechanism in motor proteins - 
individual nano-scale proteins 
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responsible for muscle action and intra-cellular transport. Compact and positively charged, 
they are propelled along biopolymers due to periodic catalytic bonding with a neutralising 
ATP (adenosine triphosphate) molecule which intermittently exposes them to an asymmetric 
electrostatic potential [68]. 
Given the drive to shrink analysis tools to the microscale, the need to find efficient ways 
to transport sub-micron particles is a critical issue. And what better system to imitate than 
nature itself? 
The first experimental investigations into the microfabrication of a Brownian ratchet 
device were by Rousselet, Prost et al [69] who designed and built a dielectrophoretic system 
utilising interdigitated "Christmas tree" electrodes (Figure 3-11). 
5 OUm 
Figure 3-11 
DEP-Brownian ratchet electrode design [69], with an asymmetric DEP potential originating 
in the different electric field gradients on either side of the high field regions 
Due to the difference in the rate of change of the electric field gradient on either side of 
the high field regions", this arrangement generates an asymmetric dielectrophoretic force - 
so with pulsed application could be used to transport colloidal particles. This work was 
followed up by Gorre-Talini et al [70], who used a parallel 3-d arrangement consisting of a 
blazed optical grating ("factory roof' shape) and plane electrode to transport functionalised 
latex colloids. Schnelle et al, [71] have also very recently devised another 3-d design 
consisting of two planar arrays of interdigitated electrodes, sandwiched on the top and 
bottom of a channel, with negative DEP used to drive the flow. An electrophoretic system 
has been constructed by Bader and Hammond [72,73] which has been used to transport 
oligonucleotides with a view to fractionation according to size. Optical tweezers [74] and 
sieve like structures [75,76] have also been proposed as a means to exploiting the potential 
of Brownian ratchets. 
I points of closest approach of electrodes 
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regions 
3.5 Electro-osmosis 
A recently published fluid flow mechanism occurs on the surface of polarised electrodes 
as the result of the interaction of the double layer with a divergent AC inter-electrode field 
[77]. The observed effect of this electro-osmosis is the fluid (as followed by the tracer 
particles) being pushed towards the centre of the electrodes at frequency regions where 
usually they should be undergoing positive DEP (Figure 3-12). 
Figure 3-12 
Electro-osmotic flow pattern produced on parallel electrodes as the result of the tangential 
component of the AC electric field acting on double layer charge. The force has constant 
direction due to the simultaneous change of field direction and the sign of the counter 
charge. 
The basic force is that due to the tangential field component which acts on the induced layer 
of counter charge built up on the electrode surface. When the field changes direction so does 
the sign of the counter charge and therefore the force is monodirectional. In the linear double 
layer approximation Ramos et al [78] have derived the time averaged velocity across the 
electrodes to be (Appendix 3-5): 
sy0 Q2 (3-39) 
2 
87rx(1+Q2)- 
where: 
Co Z (3-40) 
--XK 
62 
This gives rise to fairly good predictions for the frequency dependence of velocity 
but with 
inconsistency in the order of magnitude. Further theoretical work has been carried out by 
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Electrode 
Gonzales et al using a linear double-layer analysis and taking into account also the 
capacitance of the Stern layer [79]. 
3.5.1 Electro-osmotic pumping 
Brown et al [80] have used this principle to build an electro-osmotic pump by fabricating 
an interdigitated electrode array which is pair-wise asymmetric (Figure 3-13). 
E-field lines 
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p=L/S V-P V-P 
Figure 3-13 
Schematic of asymmetric interdigitated electrodes and co-ordinate system devised by Brown 
et al for asymmetry induced electro-osmotic pumping. 
In this way the opposing flows are imbalanced and so the fluid has a net velocity. The 
frequency at which the maximum occurs has been calculated by Brown et al to be: 
Wmax = 
wo 
'xnün 
xmax 
(3-41) 
where wo = 2xa 1,6)T and Xmin and xmax are shown in Figure 3-13, with p given by L/S - the 
ratio of the large to small electrode. 
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3.6 Summary 
An extensive body of literature exists in the field of micro-scale transport and particle 
fractionation technologies. The three main fractionation groups highlighted, - travelling 
wave, field-flow-fractionation and Brownian ratchets - all have the capability, potential or 
otherwise, to differentiate dielectrophoretically between particles with different surface 
properties, although with varying degrees of applicability to sub-micron particles. This has 
been largely explored in travelling wave applications, with increasing success due to the 
rapid growth of micro-fabrication techniques. 
In field-flow-fractionation, the restrictions are mainly due to the difficulty in achieving 
adequate stratification of Brownian particles. This limitation is considerable with the use of 
DEP since the force is proportional to the third power of the radius and therefore falls off 
rapidly with decreasing particle size while the effects of Brownian motion become 
increasingly significant. The separation of colloids using field-flow-fractionation, therefore, 
has been most successful using non-dielectrophoretic means. 
The Brownian ratchet principle, however, is most applicable to sub-micron particles - its 
primary requirement being that the sample should behave in a substantially diffusive manner 
and therefore firmly belong to the Brownian realm. DEP applications in this field, while 
intriguing, are as yet somewhat scarce and a great deal of unexplored potential remains. 
The liquid pumping principles highlighted - electrothermal, in the context of travelling 
wave and otherwise, and electro-osmosis, newly harnessed by the use of asymmetric 
structures - also carry significant scope 
for investigation with a view to micro-fluidic 
applications in the context of the manipulation of colloidal particles. 
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Appendix 3-1 Charge relaxation time 
The charge relaxation of a slightly conducting medium is effectively what governs its 
response to the action of travelling fields and thereby what determines the frequency 
distribution of any resultant motion. 
In an electric field system the field equations are: 
vxE=o (3-42) 
V. EE =pf (3-43) 
o. Jf + 
apf 
=0 
(3-44) 
at 
where Jf is the free current density and the other symbols have their usual meaning. 
The conduction of free charge can be accounted for using Ohm's law 
Jf = aE + pfv (3-45) 
combining (3-44) and (3-45): 
a (3-46) 
0.6E+V. pfv+ =0 at 
Assuming the medium to be stationary, this can be expressed, using (3-43), only in terms of 
the free charge and medium characteristics as: 
apf+6pf=o 
at & 
which has general solution: 
pf (x, y, z, t) = po (x, y, z) e 
Thus a characteristic relaxation time for the medium can be defined as: 
E 
z=- 
6 
(3-47) 
(3-48) 
(3-49) 
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Appendix 3-2 Forces and the Maxwell Stress tensor 
The Lorentz force on a charged particle is given by: 
f=qE 
A more useful quantity, however, is the force density: 
F=pfE 
(3-50) 
(3-51) 
This allows the introduction of more general tensorial notation. The stresses on each of 
the faces of a cubic segment of fluid can be depicted as shown in Figure 3-14. 
T11 
T31 
T21 
T12 T13 
T32 T33 
x/ 
0, 
T22 
T23 
Figure 3-14 
Tensorial stress components on fluid segment 
A tensor T,,,,, can be used to define each component of stress on every face in all 
directions such that the m`" component of the force density is given by: 
F- 
a1 
mit 
(3-52) 
m axn 
where repeated indices denote the Einstein summation convention. 
In order to express the electric force density (3-43) in these terms, we consider the fact that 
for non-magnetic systems VxE=0 which allows us to write: 
F= (V. EE)E + (V x E) x &E (3-53) 
Rearranging using a standard vector identity on the last term gives: 
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F= (V. EE)E + E(E. V)E -1 eV(E. E) 
(3-54) 
2 
whereby the m" component can be expressed as: 
ma( mEn) -Ea 
(EkEk) (3-55) F= 
axn 2 
VXm 
This can be put into the desired form: 
F= 
aTmn (3-56) 
m axn 
by use of the Kronecker delta to write: 
a_ 
(5 
a (3-57) 
axm mit axn 
so that the Maxwell stress tensor for electric field systems is given by: 
Tmn = &EmEn 
E SmnEkEk (3-58) 
2 
If e is non constant, the derivative of the stress tensor also produces effectively a DEP force 
term, proportional to Ve giving the total force density as: 
F=pqE-lE2VE 
2 
(3-59) 
n. b. If first order compressibility of the fluid is taken into account there is also an additional 
term known as electrostriction, given by [81 ]: 
felectrostriction 
2 
PM 
a Pm T 
(3-60) 
However, this can be combined with the induced pressure gradient term in the Navier-Stokes 
equations and omitted from explicit reference in the calculations [ 18] . 
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Appendix 3-3 Fabricated prototype of a µ-DEP-FFF device 
Electrodes 
The electrodes consisted of an interdigitated finger array and were designed on a scale 
smaller than previously utilised in a DEP-FFF system in order to accommodate the particles 
in the sub-micron domain. The larger field gradients from this array means that particle 
distributions will achieve equilibrium positions less widely spaced than with larger 
electrodes and therefore the array should be long enough to effect separation of closely 
distributed populations. 
The channel was made as wide as possible to allow a maximum sample through and 
minimise edge effects. The final dimensions are those shown in Figure 3-15. This amounts to 
a very large area on which to avoid short circuits, therefore with such a comparatively small 
electrode feature size, e-beam direct write on a prefabricated mask plate was used (see 
Chapter 7). A photograph of the edge of the fabricated array is shown also in Figure 3-15. 
l cm 
rý£ 
3.5cm 
5cm 
Figure 3-15 
120 µm 
Schematic of IOpm electrode array highlighting macroscopic dimensions, with photograph 
of electrode edges, fabricated using e-beam lithography. 
57 
Spacer 
The electrodes were sandwiched in a staggered arrangement to allow access to the 
bonding pads (Figure 3-16). 
Various materials were tried for the spacer (Figure 3-17) including SU8 and PDMS (see 
Chapter 7) and 100µm bonding film. Adhesion problems, resulting in inadequate sealing 
were encountered with the first two. Even after PDMS oxidation following a recipe 
developed by Duffy et al [82] the large areas were an obstacle. The bonding film proved 
satisfactory although the channel shape could only be crudely cut and the device could not be 
reopened for cleaning. 
Figure 3-16 
Alignment of electrodes 
Pump 
Sa 
II 
Graded entry to 
low non-turbulent 
injection 
Sample overspill 
3.5cm 
--- 
L 
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Electrodes Bonding pad 
Output 
Figure 3-17 
Schematic of channel in 100 um thick spacer 
Device construction 
Perspex blocks with threaded receptors for syringe fittings were fixed to the device on 
l mm holes drilled at the pump input and elution points. Cross-bar sample introduction points 
were omitted at this stage due to the low level of precision afforded by the channel 
fabrication procedure in contrast to that attainable using lithographic techniques. 
The prototype was tested using three sub-micron bead sizes. Separation under these 
circumstances, however, was not achieved. A much higher level of microfluidic control 
would be necessary for initial sample localisation (as also alluded to in [59]), combined, 
possibly with a better optimisation of channel/electrode dimensions for this scale of particle. 
This does, nonetheless, remain an open area for future work! 
Channel outline 
,,, 4 
,. 
<ý 
`' 
i 
Rubber washer Pump fittings 
Electrodes Prototype device 
Figure 3-18 
p-DEP-FFF electrodes and final device construction 
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Appendix 3-4 Generic concentration profile solution across a channel when 
DEP forces are balanced by diffusion 
Rewriting Equation (3-28) as: 
aCvC=O 
öy D 
it can be observed that an integrating factor is: 
vöy 
-vy 
eDi. e. Ae D 
so that: 
v IAeC 
=0 ay 
i. e. 
v 
-y 
ye Dv 
+Be' 
A 
(3-61) 
Appendix 3-5 1" order derivation of electro-osmotic flow velocity on parallel 
electrodes 
[77,78,83] As a first approximation it is illustrative to model the system in terms of 
electrical components with voltage drop across the electrodes represented by an array of 
capacitors in series with the medium resistance (Figure 3-19). From this figure, an 
incremental capacitance can be defined as: 
dC=Edzx 
where xis the inverse Debye length. 
Similarly, the resistance, R, of a flux tube through the medium can be written as: 
R= 
6AX 
(3-62) 
(3-63) 
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Conductivity, ß 
Resistance of path 
through medium 
Figure 3-19 
Schematic representation of resistive/capacitive components of ac parallel electrodes 
immersed in a fluid medium 
Considering the complex impedance of a capacitor is given by: 
zc _1 
J 
the total impedence of a flux tube is therefore: 
ZT=2ZC+R 
i. e. 
(3-64) 
(3-65) 
2 Rx 1 ; czju . 61c (3-66) ZT =+_ 2+ j zu. 6AxK O'& j O)thX K6 
Vo 
A 
Vo/2 
D 
-Vo/2 
Figure 3-20 
Equivalent RC circuit of current flow between parallel electrodes through a liquid medium 
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From Figure 3-20, the potential dropped across the double layer is: 
OV=VA-VB=ZýI 
I=Vo 
ZT 
Vt' 
DV= 
Zc 
V_ jws&xx - ZT °1 (2JWCK 
jwEdxx 6 
i. e: 
Vdl (x) = 
vo. 
2+ - (O6x 
6 
(3-67) 
(3-68) 
(3-69) 
(3-70) 
This gives the voltage across the double layer as a function of x, the distance from the 
centre of the electrode pair. From this the tangential component of the electric field, 
aVdl 
ax 
can be calculated and the charge density at each point on the electrodes is correspondingly 
06 x) = EKVdl 
From the relationship between mobility,, u, and c-potential : 
V Eý 
E rJ 
(3-71) 
it can be seen that in the Gouy-Chapman linear double layer approximation [84] the induced 
electro-osmotic velocity v is given by: 
EtAa- (3-72) 
v= 
K17 
i. e. 
1 eVö Q2 (3-73) AaE* (v)=-Re 
2 1/K 8 ; rx +02Y 
where: 
Co 7t (3-74) 52=--XK 
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4 DEP Characterisation - Materials and Methods 
4.1 Introduction 
This chapter outlines the concept of particle characterisation following surface 
modification via dielectrophoretic (DEP) crossover measurements, with the aim of using 
DEP to discriminate between particles on the basis of their surface properties and predict 
fundamental parameters of the interface. Following the definition of the crossover, the 
experimental set-up and surface modification materials and methods are described. 
Independent c-potential measurement techniques are also outlined, since as highlighted in 
Chapter 2, this parameter influences surface conductance and therefore may be possible to 
predict from DEP crossover data, using current theories of the double-layer. 
4.2 Concept and Context 
The DEP force derived in chapter 212: 
FDEP = i3Em Re(K((o))VIEI2 
provides a discriminatory mechanism based on the combination of complex particle and 
(2-56) 
medium permittivities through the Claussius-Mossotti factor: 
K(co) = 
46 n- 
ým (2-57) 
Ep + 2sm 
The force term also contains a factor relating to the gradient of the square of the electric 
field, thus various electrode geometries have been designed with well defined high and low 
field regions [1-4]. If the particle is more polarisable than the medium, 
K(co)will be 
positive, compelling movement towards the high field regions and 
if less polarisable, the 
particle will correspondingly be pushed in the direction of the 
low field strength [5]. DEP 
has been used for some time in the characterisation of cells and other microscale 
biological 
entities via observation of this movement [6-10] and more recently, with 
improved electrode 
miniaturisation techniques, sub-micron particles also have 
begun to be characterised in this 
way [11-16]. 
12 Expressed in terms of voltage amplitude to facilitate use in an experimental context 
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4.3 Definition of Crossover 
The crossover is defined to be the frequency at which Re{K(co)}=0 i. e. the frequency at 
which there is no force on the particle (Figure 4-1). Altering the frequency around this point 
therefore should cause the migration of particles to different field regions corresponding to 
their becoming more or less polarisable than the medium. The resultant crossover 
distribution as measured with reference to suspending medium conductivity should resemble 
Figure 4-2 - assuming the surface conductance of the particles to be finite and constant13. 
K(a) 
0 ------------ 
I `, Crossover 
Log frequency 
Figure 4-1 
Schematic of the Claussius-Mossotti factor/frequency relationship showing definition of 
crossover 
aý 
C 
0 
U 
Particles less 
polarisable than 
the medium 
(-ve DEP). 
Particles more 
polarisable than 
the medium 
(+ve DEP). 
Log Medium Conduciivity 
Figure 4-2 
Indication of the frequency/conductivity ranges where positive and negative DEP should be 
observed 
13 Since it is the surface conductance that effectively controls the polarisation of real particles which 
have a lower permittivity than their suspending medium. 
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4.4 Electrodes 
Interdigitated electrodes were fabricated in a castellated design [3] by direct write E-beam 
lithography (see Chapter 7). Figure 4-3 shows the basic schematic, previously utilised by 
Green et al who devised the final device structure shown in Figure 4-6 [11 ]. This has been 
modified so that more than one sample may be examined simultaneously without the 
intermingling of fluids (Figure 4-7). 
Figure 4-3 
One of four electrode sets on the device constructed for DEP crossover characterisation, 
with shpe designed for the generation of non-homogeneous field. Aqueous samples are 
deposited on the active areas. 
Figure 4-4 and Figure 4-5 show the electric and DEP potentials - the latter defined as EZ, 
since the resultant force is a linear multiple of VE 
2- of both electrode arrangements, 
modelled using the finite element method [17] (see Chapter 6), highlighting the 
inhomogeneous nature of the field in this design. The high field points can be observed on 
the corners and edges of the electrodes and the low field points 
in the gaps in between. These 
are the areas where particles should collect under positive and negative 
DEP respectively [9]. 
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Figure 4-4 
Flex PDE solutions of 1) electric and 2) dielectrophoretic potential (V and (VIM)2 resp. ) of 
one cell of the symmetric castellated design. High electric field regions can be seen at the 
points of closest approach of the electrode, with points of strongest positive DEP on the 
protruding electrode corners. Negative DEP regions are correspondingly in the bays. 
Reflective cell boundaries represented by vertical lines on the perimeter extremities, 
otherwise lines denote electrode boundaries. Length scale in metres. 
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Antisymmetric castellated design, showing 1) electrical and 2) DEP potentials 
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Figure 4-6 
Working castellated device. Glass electrode substrate is fixed to a printed circuit board with 
connections soldered to molex receptors. 
Figure 4- 7 
Modification to design with increased electrode pair spacing allowing the simultaneous 
deposition of multiple samples 
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4.5 Experimental setup 
The laboratory arrangement is outlined in Figure 4-8. The electrodes were powered by an 
oscilloscope monitored 20MHz signal generator. For beads below -0.3 gm diameter, a 
100MHz signal generator was used since positive DEP was frequently observed above 
20MHz. The electrode resonance at high frequencies is therefore documented in Appendix 
4-1. Data was gathered by a Nikon fluorescence microscope and digital camera, and a VCR 
used to record the images which were converted to AVI format using Miro image processing 
software. Samples were prepared in lml aliquots at a dilution of 1/1000 of the bottle 
concentration (2% solids), deposited in 30µl volumes on the active area of the device with a 
Gilson pipette and covered with glass coverslips. 
Digital camera 
Fluorescence microscope 
oscilloscope 
'Alk 
00 
signal generator 
VCR 
,\ , eerir ý-t- ým ý e2, 
ý ý ý, ýý '-ýýý, 
Castellated 
Electrodes 
Figure 4-8 
-. 
Experimental arrangement consisting of signal generation and monitoring, data collection 
and processing. 
4.6 Surface Modification 
The polarisation of latex being essentially due to surface conductance suggests that the 
DEP behaviour of colloidal latex particles would be affected by biological surface 
modification [18]. Possible applications of this include affinity separation technology and 
immunologically based tests and assays as well as other areas of medical diagnostics such as 
localisation techniques, enrichment and recombinant genetics. Surface modification is also 
of interest from a fundamental perspective with the insight it may give 
into the possible 
mechanisms of the relaxation process and the physical parameters of the system. 
f3 ifr" } 
II 
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4.7 Coupling Mechanisms 
There are currently many different techniques available for the attachment of 
biomolecules to solid phase supports [19]. These essentially fall into three generic 
categories: 
" Adsorption 
0 Covalent attachment to functionalised substrates 
" Coupling via generic binding proteins 
4.7.1 Adsorption 
Adsorption at the solid-liquid interface is due primarily to hydrophobic forces [20] i. e. in 
this case attractions between the hydrophobic portions of the adsorbed ligands and the 
polymeric surface of the microspheres. In order to minimise interference due to ionic 
attraction - an undesirable phenomenon due to its environmental sensitivity - adsorption is 
best carried out on or around the isoelectric point (pI) of the protein. This is the point where 
the pH of the solution is such that there is no net electrokinetic charge on the molecule 
(Figure 4-9). 
Ionisation of COOH COO 
with 
NH3+ unchanged 
Ionisation of NH3 NH2 
with 
COO unchanged 
pKa 
pH All COO 
-I NH3+ 
(-1)/(+1) p1 
Net charge 0 
50% COÖ /NH2 (-1) 
50% COO /NH3+(0) 
11 -11ý 
Net charge, -1 /2 
K p at 500/oCOÖ / NH3+(0) Net charge, +l/2 
50% COOH/NH3+(+1) 
All COOH/ NH3+-charge +1 
11 COO-/ NH2 
-charge -1 
Addition of base 
Addition of acid 
Figure 4-9 
Illustration of the pH/pI relationship of an amino acid (protein building block) with respect 
to thepKa values 
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With respect to the bead surface, a distinction should be made between the pI, often 
referred to as the point of ý reversal (p. z. r. ), and the point of zero charge (p. z. c. ). The p. z. r. 
corresponds to the net balancing of electrokinetic charge on the bead such that no movement 
is induced under the action of an applied E-field whereas the p. z. c. denotes the point where 
there is no native charge on the bead surface (Figure 4-10). In the latter case, however, the 
particle may still possess electrokinetic charge due to the presence of specifically adsorbed 
ions i. e. covalently linked moieties or Van der Waals adsorbates. Only in the absence of 
specific adsorption do the p. z. r. and the p. z. c. co-incide. 
y'o -1 -ý Point of ý reversal 
II 
-\+ 
Ws=ý=O 
-+ Wo=Ws= 
1 
Stern layer, 'vs 
Figure 4-10 
p. z. r and p. z. c. on a phase boundary, illustrating the effect on the Stern and diffuse layers [20] 
4.7.2 Covalent Attachment 
Covalent attachment of biological ligands basically involves the chemical activation of 
the surface molecular groups on the substrate (or ligand) so that there is an accessibility to 
bonding with complimentary groups on the ligand (or substrate). This procedure must be 
carried out in conditions favourable to the reaction in terms of pH, temperature and agitation 
level and must be blocked on termination so that no further contaminant adsorbates may 
have access to unoccupied binding sites. 
4.7.3 Biotin-Avidin binding 
Forming one of the strongest non-covalent bonds in nature - with a dissociation constant 
of 10-15 [21]- the biotin-avidin complex is being used increasingly in many modified-surface 
methodologies [22]. Apart from the high affinity with the vitamin biotin or biotin containing 
complexes other main advantages of using avidin or its relatives include ease of binding, 
using most adsorption or covalent protocols, with retention of biological activity [22]. 
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t 
Stern layer, y's 
4.8 Surface modification materials 
4.8.1 Substrate 
The substrate to be modified was in all cases carboxylated latex particles purchased from 
Molecular Probes (Oregon) (Figure 4-11). These were fluorescently loaded, emitting in the 
green (505-515 nm) or red (535-575nm) and ranging in diameter from 216-1000nm. The 
specified pI of these beads is -2 [23]. 
pH<2 
-OH 
Carboxyl group 
Figure 4-11 
pH>2 
O 
_C _ O- 
Fluorescent microsphere with highlighted carboxyl group. These are predominantly de- 
protonated at pH>2 giving beads a net negative charge. 
4.8.2 Suspending medium 
The suspending medium used was potassium chloride (KCl) salt solution prepared at 
various molarities using water deionised by reverse osmosis (RO). The molarity/conductivity 
relationship, as measured with a hand held dc probe meter, is linear, as shown in Figure 
4-12. Molarity increments were defined on a logarithmic basis so that log-log plots of the 
crossover data could be made. 
Conductivity against concentration for KCI 
solution 
200 
180 
- 160 
N 140 
E 120 
. 
41 
100 
80 
60 
0 
v 40 
20 
0 
02468 10 12 
Molarity (mM) 
Figure 4-12 
Linear relationship between molarity and conductivity of KCl solution. 
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4.8.3 Immunoglobulin G Antibody 
Antibodies [24,25] are specifically structured proteins that are produced in the body as 
part of the immune response to the presence of a foreign agent. They are manufactured by 
the B-lymphocytes on encountering the macromolecular structures on the invader surface 
known as antigens. The antibodies attach themselves to the antigens which can lead to 
uptake by lymphocytes or activation of other parts of the immune system leading to the 
destruction of the micro-organism either by agglutination, where the foreign cells are 
clumped together, or by direct disintegration - cell lysis. Complementary antibodies are 
formed as the result of introducing the primary antibodies into a foreign host, so that these 
are now the antigen carriers and cause the immune response described above. They bind to 
spieces specific epitopes on the primary. 
Antibodies belong to a group of proteins known as the immunoglobulins (Ig). Their 
structure consists of two identical heavy chain protein molecules and two identical light 
chains linked and stabilised by disulphide bridges. There are five classes of Ig molecules as 
determined by the different antigenic and structural properties of the H chains. The most 
common in plasma or serum is Ig Gamma (IgG), shown schematically in Figure 4-13. The 
antibody specific section is outlined with the stem, known as the F, group, defining the axis 
of symmetry of the molecule. 
The proteins used for surface modification of the carboxylated beads were mouse IgG and 
its complementary antibody, which have a molecular weight of 150 kDa and a near neutral 
pI [26]. 
1ý1\ 
antigen 
binding 
sites 
variable region 
light chain (212 residues) 
heavy chain 
(450 residues) 
Figure 4-13 
IgG Structure, showing heavy chains, light chains, and antibody specific groups [27]. 
The 
horizontal heavy chain (Fc section) is inactive in the uptake of antibodies. 
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4.8.4 Biotin 
Biotin (also known as vitamin H) is a small, non-aromatic heterocyclic molecule with a 4- 
carboxybutyl tail (Figure 4-14). A variety of its derivatives are available in which the blotin 
moiety is connected (through the 4-carboxybutyl group) to a linker molecule that can be 
attached directly to various biological ligands, rendering them suitable for subsequent 
immobilisation via avidin or its derivatives. It has a molecular weight of 224.3 1 Da. 
0 
HN NH 
H 
S 
H ---------------- 
O 
''(CH2)a C OH 
--------------7----------- 
4-carboxybutyl group 
Figure 4-14 
Molecular structure of the biotin molecule. 
4.8.5 Avidin 
Avidin, [21,28,29] synthesized in the hen oviduct, is a glycoprotein of molecular weight 
68kDa which occupies about 0.05% weight/weight (w/w) of the total protein content of the 
hen egg white. Native avidin is a tetrameric protein composed of four identical subunits. 
Each subunit is glycosylated (i. e. contains a sugar tail) and has one binding site for biotin. 
The isoelectric point of native avidin is 10.5. Avidin, native or modified is highly soluble in 
water or salt solution at physiological pH (7.5-8.0). Its basic glycoprotem nature, however, 
can result in some non-specific binding, as observed in various studies. For a representation 
of the structure of avidin, see [29]. 
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4.8.6 Streptavidin 
Figure 4-1514 
Folded structure of streptavidin with biotin binding sites highlighted in red. 
Streptavidin, shown diagrammatically in Figure 4-15, is a bacterial analogue of avidin 
isolated from streptomyces avidinn [30]. It has a near neutral pI and is non-glycosylated 
therefore does not show the non-specific binding attributed to the native avidin. The absence 
of the carbohydrate tails brings down its molecular weight to 64kDa. The biotin-binding 
subunits of streptavidin are the same as those of avidin, however, and therefore it has similar 
biotin affinity, localising 4 moles per mole of protein with high selectivity. 
4.8.7 Biotinylated oligonucleotide 
Oligonucleotides are small fragments of deoxyribonucleic acid (DNA) [31 ]- the famous, 
spiral molecular blueprint for most of the constituents of life. DNA is made up of sequences 
of four different units called nucleotides - adenine, guanine, cytosine, thymine or, by 
convention, A, G, C and T- with a phosphate sugar appendage. These are linked together by 
means of a backbone comprised of the phosphate-sugar groups with a certain directionality, 
the syntax for which is "5 prime to 3 prime" (5'-3') - where 5' denotes the position of the 
phosphate group. Each base has an affinity for one particular partner -A with T and G with 
C. Complementary strands can thus be formed which interweave in opposing sequences (5' 
end matched with Y) to form the well-known 'double helix' structure (Figure 4-16). 
14 Figure obtained from: http: //www. amber. ucsf. edu/amber/tutonal/streptavidin 
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Base pairs 
Backbones 
nm 
Figure 4-16 
Section of DNA, highlighting length scale and base pairing [32] 
In this study, 20 base, single stranded oligonucleotides were used, purchased from MWG 
Biotech, with a base sequence of 5' TAT CGA TAA GCT TGA TAT CGA ATT GCA GCC 
3'. These were biotin labelled at the 5'end. Non-biotinylated complementary strands were 
also purchased. 
4.9 BCA assay 
The amount of protein on the beads was assessed using the PierceTM BCA protein assay 
which operates on the principle of the reduction of Cu" ions in bicinchoninic acid to Cu' on 
reaction with protein in an alkaline medium. This produces a purple complex, the amount of 
colour depending on the number of peptide bonds in the protein, and varying linearly over a 
wide range of protein concentrations [30]. 
4.9.1 Method 
Samples were mixed at an 8-1 ratio with the working reagent complex and incubated at 
37 degrees for 30 minutes. Spectrophotometer measurements were done at 562nm against a 
standard of uncoated beads or alternatively the supernatant saved after spin-down and a 
comparison made with the original protein solution. Where possible a calibration curve of 
bovine serum albumin (BSA) was used and the results quantified using a conversion table 
supplied by the manufacturers of responses normalised against this particular protein. 
Otherwise, a separate calibration curve had to be produced using the protein in question 
(Figure 4-17). 
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Figure 4-17 
BCA assay response of various proteins. The linear scale facilitates calibration. 
4.10 Surface modification procedures 
4.10.1 Adsorption 
Buffers were prepared with a range of pH's from 5.8-8 using citric acid and sodium 
phosphate. The beads were mixed with the buffers and the protein for 2-4 hours with 
agitation at room temperature. The microspheres were added to the protein rather than vice 
versa in order to maximise efficiency, making an even distribution more likely [33]. The pH 
ranges for IgG and streptavidin were those specified as the region containing the pI [26]. The 
pI of avidin, however, at 10.5 is far from the neutral pH experimental conditions intended for 
crossover measurements. Since adsorption is highly susceptible to a back reaction [20] the 
large change in the pH required for the DEP experiments could greatly affect the amount of 
protein on the beads. Therefore the adsorption test was carried out around the neutral pH in 
order to observe directly the amount of protein which was initially stable under these 
conditions. The amount of protein on the beads was measured using the BCA assay by 
directly analysing the protein coated bead samples and subtracting the reading from an 
uncoated control. The results can be seen in Figure 4-18-Figure 4-20. 
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Figure 4-18 
Mouse IgG adsorption response at various buffer pHs around the pI. 
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A vidin adsorption in the neutral pH range, far from the pI of 10.5 
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Streptavidin adsorption in the pH range around the pI. 
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Because the adsorption of IgG appeared to be increasing toward the lower end of the 
specified pH range, with very little adsorption around neutral pH, this was not deemed an 
adequate surface modification method with which to conduct consistent crossover 
experiments. Avidin, by contrast, produced a very high adsorption around a neutral pH. This 
was undoubtedly due to large electrostatic forces, since it was so far away from the 
isoelectric point. Streptavidin coverage also peaked around this range although with lower 
absolute quantities of protein. In order to assess how this translates into molecular coverage 
of the bead surface the amount of protein molecules were calculated by multiplying the 
molar quantities by Avogadro's number. At the bottle concentration of 2% volume, the 
number of beads per micro litre is: 
0.02 x 10-9 (4-1) 
n= 4 
_3 
3 
And therefore the total surface area/µl is: 
-11 2 
(4-2) 6x10 
Atot =m 
[] 
a 
Streptavidin is generally tightly compacted and takes up an effective area of 5nmx5nm 
[30] and therefore the maximum number of potential binding sites for streptavidin per micro- 
litre for 216nm beads is 2.2x 1013 . The peak spectrophotometer reading, taking into account 
the sample volume of 0.4gl, corresponds to lAx 1015 molecules with the number of available 
sites on the 40gl of beads calculated according to the above criteria being 8.9x 1014 . This then 
corresponds to around 1.5 monolayers which suggests reasonable coverage. The higher than 
unity value may be attributed to the fact that some free protein may still be in solution, to the 
possibility of irregular, overlapped positioning of the adsorbed proteins and also to the 
approximations used. The number of avidin molecules is 3.5 times higher than this 
suggesting an extremely disordered and dense coverage. However, since there was still a 
finite amount of protein on the beads DEP measurements were made. 
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4.10.2 Covalent attachment 
0-acylurea 
derivative 
OH 
Bead C 
_O 
INI 
Surface 
ýC 
CH2CH3 
IN 
CH3 
N. HC1 
CH3 --------- 
-- ---- 
Figure 4-21 
Amide 
bond 
O1O 
Bead II ; ----- ---, II 
Surface C 
Protein 
Carbodiimide activated carboxyl group on the bead surface showing O-acylurea derivative 
and subsequent replacement by protein, covalently linked via an amide bond. 
The concept of binding globulin to polystyrene latex, first developed by Singer et al in 
1971, [34] has led to the widespread use of antibody coated microspheres for various 
diagnostic purposes. The basic method generally used for this type of substrate is covalent 
linkage of the amino group on the protein to the carboxyl group on the bead surface 
following intermediate activation by a water soluble carbodiimide. This takes place in two 
stages, first by the formation of a preliminary complex, involving, in this case, the coupling 
of EDAC (1-Ethyl-3-(3-dimethylaminopropyl) carbodlimide hydrochloride) to the surface 
so that it forms the activated 0-acylurea derivative [35](Figure 4-21). This water soluble 
compound is then released on substitution of the protein which forms an amide bond with the 
carboxyl group. 
Method'5 
20-250 pl of the carboxylated microspheres were washed twice by dilution and centrifuge 
in I OOmM sodium carbonate buffer, prepared by titrating 20mM Na2CO3 to lOOMM 
NaHC03 until pH 9.6 was reached. Being far from the highly acidic PI of the beads, this 
ensured that they were highly negatively charged so that uniform resuspension was easily 
achieved. The optimal pH for the formation of the 0-acylurea complex is 4-5, therefore the 
washing buffer was substituted after a further centrifugation with 20mM sodium phosphate, 
pH 4.5, prepared as above, by titration of mono and dibasic solutions, NaH2PO4 and 
NaHP04. The carbodiimide was dissolved in this buffer at 2% weight/volume (w/v) and 
added dropwise to an equal volume of the bead solution, resuspended at the 2% solids bottle 
15 Adapted from www. polysciences. com, technical data sheet #238C 
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concentration. This was mixed gently for 2 hours at room temperature. After this time. the 
mixture was centrifuged twice for 20-30 minutes at 11-13,000rpm (depending on sample 
volume and particle size) to remove excess carbodiimide with the pellet resuspended each 
time in phosphate buffer. Centrifugation was again carried out, this time resuspending in 
200mM Borate buffer, with the pH adjusted to 8.5 using IM NaOH. This buffer is 
favourable for the addition of protein since the amino groups are predominantly 
unprotonated at this high pH, and flocculation of the microspheres is also minirmsed, being 
at the other end of the scale from their Ip. The protein was added at 2-5 times excess to 
ensure adequate coverage and left overnight on an end to end mixer. A small quantity (-4% 
v/v) of 250mM ethanolamine was subsequently used to block any remaining sites before 
centrifugation to remove the excess protein. The supernatant was reserved for protein 
determination and the pellet resuspended for immediate use in RO water at 1% solids (half 
the original microsphere stock concentration). Alternatively, for longer term storage a 
potassium phosphate buffer was made up at pH 7.4 containing l0mg/mI BSA, 5% glycerol 
and 0.1 % NaN3. 
Being a well established procedure, this generally produced around a monolayer of 
protein coverage, measured in the ways previously described. 
4.10.3 Biotin-avidin binding 
Streptavidin coated beads were used in this procedure. Since the biotin-avidin complex is 
effective for a wide range of pH, biotinylated moieties for immobilization were mixed at 
small excess with streptavidin coated samples in pH 7.4 phosphate buffer. These were then 
left with agitation for 2 hours before centrifugation and resuspension in RO water at 1% 
solids for immediate transferral to KCI solutions for crossover measurements. 
4.11 ý-potential measurement techniques 
The main techniques employed for the measurement of ý-potential can be summansed as 
follows [20,36]. 
Streaming - where a potential difference is set up in a capillary channel with an 
established double layer as a result of an applied pressure gradient to pump the 
fluid. This fluidic movement of charges from the hydrodynamically mobile part of 
the double layer gives rise to an equilibrating back current which can be measured. 
Electro-osmosis - The movement of a 
fluid over a charged interface due to the 
action of an applied electric field on the 
diffuse layer charges. 
Surface charge titration - where the volume of added acid or alkali to a 
particulate sample is measured along with the pH on establishment of equilibrium 
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and compared to the corresponding pH change in the suspending solution only. 
This must be carried out in the absence of specific ion adsorption and at several 
different electrolyte concentrations in order to obtain an absolute value of surface 
charge (see section 4.7.1) 
iv) Electrophoresis - the movement of charged particles under the action of an 
applied electric field. 
Traditionally, these methods have produced highly incongruent results [37]. The method 
employed in this thesis is electrophoresis, using the Coulter DELSATm ý-potential analyser. 
DELSA, as expanding the acronym makes evident, works on the principle of Doppler 
Electrophoretic Light Scattering Analysis. Particles are placed in a small fluid filled chamber 
where they move under the action of an applied electric field. The fluid also is induced to 
move electro-osmotically but since the chamber is sealed there is a corresponding back flow 
at the edges. Measurements are performed, therefore, at the stationary plane between the 
regions of opposing flow (Figure 4-22) in order to observe the velocity of the particle 
relative to the liquid. 
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Figure 4-22 
Laminarflow profile inside the sealed DELSA chamber, highlighting the stationary layer. 
Dimensions in microns [38]. 
Incident laser light from a single transmitter is scattered by the moVing colloids and 
detected by photodiodes at 4 fixed angles, 7.5', 15 ', 22.5 ', and 30' (Figure 4-23). 
The Doppler shift is given by: 
y (4-3) 
Av=va- 
c 
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where vo is the frequency of the scattered wave, V is the speed of the particle relative to the 
detector, and c is light speed. This depends on the scattering angle, 0, according to: 
e 2nV sin - -2 dv = AO 
(4-4) 
where n is the index of refraction of the medium and 4 is the wavelength of light in a 
vacuum. The small frequency shift is measured by observing the interference ffinges 
between the scattered light and 4 reference beams aimed at each of the detectors, produced 
from and therefore coherent with the original beam (Figure 4-23). 
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Figure 4-23 
DELSA chamber, showing incident laser beam and one offour reference beams with 
photodetector [38] 
As illustrated in Figure 4-24, the beating envelope function is of much lower frequency 
than the light beams themselves and therefore easily discernable by the photodetectors. 
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Figure 4-24 
Combination of two waves slightly differing infrequency, highlighting the resultant lower 
frequency beat pattern [38] 
The resulting intensity spectra are normalised and superimposed to check for data 
consistency - spurious peaks suggesting non-homogeneity of the sample. 
The electrophoretic mobility is defined as: 
U-y 
(4-5) 
E 
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which, from (4-4), can be expressed as: 
U=A vAO (4-6) 
B 
2nE sin - 2 
The ý-potential is calculated from this mobility using the Smoluchowski approximation [20]: 
er7 ý0 (4-7) 
where 77 is the viscosity of the medium and the other symbols have their usual meanings. 
Although this formula was originally derived for electro-osmosis in a capillary [39] 
(referenced in [20]), it can equally well be applied to the electrophoretic motion of a particle 
of radius significantly greater than the thickness of its double layer if the suspending liquid is 
fixed [20]. 
4.12 Summary 
This chapter has outlined the intended approach to DEP crossover measurements on 
colloidal particles with surface modification. The definition of the crossover, following the 
theoretical derivation of the DEP force in Chapter 2, has been clarified in the context of an 
experimental situation, with a finite element modelled illustration of the positive and 
negative DEP regions on the electrodes used. Surface modification techniques have been 
outlined in terms of their generic categories to establish a context for the specific methods 
employed in this thesis. Preliminary studies have been carried out to examine the effect of a 
neutral pH on protein absorption in order to assess the level of necessity of employing the 
more complex but well established and reliable method of carbodiimide coupling. The 
background to experimental 4-potential measurement has also been described with particular 
reference to electrophoresis which is the technique that is used in this study in order to 
independently assess the viability of the crossover predictions. 
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Appendix 4-1 Resonance measurements on castellated electrodes 
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Figure 4-25 
Resonance measurements on castellated electrodesfor two different sets (RH and LH) and 
two medium conductivities. 
At frequencies higher than -20MHz resonance effects due to high frequency reflections 
in the coaxial cable were documented (Figure 4-25) and dealt with by terminating the cable 
with a 500 resistor. The problem, nonetheless, still remained to a significant degree since the 
sample resistance vaned with medium conductivity and the termination was not always 
adequate. Resonance still occurred at regular frequency intervals when the source voltage 
wavelength was comparable to the length of the cable. This was partially resolved in the case 
of a crossover co-inciding with a point of high resonance by temporarily changing the length 
of the cable or by observing whether or not positive DEP re-occurred at higher frequencies. 
The high frequency crossovers, therefore, are correspondingly less accurate than those in the 
lower range. 
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DEP Characterisation - Results 
5.1 Introduction 
The aim of this chapter is to present crossover data obtained for polystyrene beads of 
various sizes before and after surface modification with biological entities. This data is 
compared to current theories of charge relaxation and a fitting mechanism proposed. 
Parameters such as ý-potential and Stem layer conductance are inferred and, within the scope 
of the investigation, compared to independent experimental analysis using non- 
I dielectrophoretic techniques. 
5.2 Experimental Results 
Applying the methods outlined in chapter 4, the experimental results were as follows. 
5.2.1 Latex Beads 
Crossover measurements were taken on beads of various sizes. Figure 5-1 illustrates how 
the crossover was observed, showing the effect of a small alteration of frequency around this 
point. 
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field points on 
protruding electrode 
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particles pushed 
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electrode bays 
Figure 5-1 
Crossover of 21 6nm latex beads showing transition from positive to negative DEP with 3V 
signal 1) Positive DEP collection on protruding electrode edges, 
7MHz, 2) particles begin 
to move awayfrom electrodes asfrequency is increased, 8MHz, 
3) most particles in the 
negative DEP regions, 9MHz 
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Figure 5-2 
DEP Crossovers of uncoated 216nm (6), 460nm (/,, ))and 55 7nm (V) latex beads. 
It can be seen from Figure 5-2 that the crossovers are effectively bead size dependent, 
with the -0.5 ýtm beads manifesting significantly lower crossovers than the 216nm 
microspheres, as would be expected from the basic predictions of dielectric theory derived in 
chapter 2 for a lossy dielectric sphere. The fact that there is no marked distinction between 
the two larger bead sizes can feasibly be attributed to differing surface properties and 
experimental uncertainty limits since the ratio of their diameters is much smaller than that of 
either compared to the 216nm beads. 
However, in general they rise with medium conductivity in a manner not predicted by the 
Maxwell-Wagner interfacial polansation mechanism with simple, constant surface 
conductance as previously described (Figure 5-12). 
Ageing effect 
An anomalous occurrence which should be mentioned here since all sizes of beads will be 
used as a substrate is the effect of ageing on the bead crossovers (Figure 5-3). The first data 
sets on 557nm beads were gathered 18 months before the second and in that time the 
crossovers had changed considerably. The beads, however, still remained responsive to 
surface modification and so continued to be used as a substrate in the interests of 
experimental consistency i. e. when repeating modifications previously carried out on them. 
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Figure 5-3 
Crossovers of 55 7nm beads taken 18 months apart (first: A, second: V) 
5.2.2 Beads with IgG 
Sequential images of frequency increase around the crossover for IgG modified beads are 
shown in Figure 5-4. Samples were generally less mono-disperse after protein attachment 
and negative DEP was difficult to observe. The crossover results can be seen in Figure 5-5, 
also following subsequent attachment of the complementary antibody. 
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Figure 5-4 
Crossover ofIgG labelled beads, showing the break up ofpositive DEP 
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Figure 5-5 
Uncoated 216nm beads (0), with IgG (6) and complimentary antibodies 
It can be seen from Figure 5-5 that on attaching the IgG, the crossovers are generally 
lower. There are, in addition, some low frequency crossover points in the high conductivity 
regime for the labelled beads. Secondary labelling results in a lowering of the crossover still 
further, with a much larger spread in the measurements. 
5.2.3 Beads with Streptavidin 
Streptavidin was attached to the surface of 216nm beads by covalent coupling and by 
adsorption as outlined in Chapter 4. Figure 5-6 shows two images before and after a small 
frequency change around what was generally accepted as the crossover point. At this 
frequency there was a visible adjustment of the bead positions with a general flux away from 
the electrodes - although a sizable number of beads remained. This could be due again to 
varying degrees of coverage of the bead surface or it could be attributed to adhesion to the 
electrode edges. The latter is undoubtedly a factor as some beads remain on switching off the 
signal. Figure 5-7 and Figure 5-8 show the crossover data for covalent and adsorptive 
coupling of streptavidin to 216nm beads. 
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Figure 5-6 
1. Positive DEP of streptavidin coated beads, 3.9MHz 
2. Some sticking of beads to the electrodes beyond the crossover, 4.9MHz 
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Figure 5- 7 
Covalently coupled streptavidin (0) on 216nm beads (o) 
lo- 
As shown in Figure 5-7, a difference is again observed between the labelled and 
unlabelled samples. 
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Figure 5-8 
Adsorbed streptavidin (7) on 216nm beads 
As can be seen from Figure 5-8 the error bars are large for the adsorbed streptavidin 
sample with the crossovers approaching those of uncoated beads. 
5.2.4 Avidin Coupling 
Due to the discrepancy between the high Ip of avidin and the approximately neutral pH of 
the suspending media used in the DEP measurements sample clumping was greatly 
augmented. Larger beads, 460nm in diameter, were used in an attempt to reduce this effect 
and the protein was covalently coupled in order to increase the regularity of the ligand 
distribution. Crossover measurements were nonetheless very difficult to perform on these 
beads due to the still high level of coagulation and were were generally defined by repeated 
observation of individual beads (Figure 5-9). The results can be seen in Figure 5-10. 
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Figure 5-9 
Two single bead transitionsfrom positive to negative DEP in a 
highly coagulated sample of 
avidin coated beads. 1)800kHz 2) ]MHz 
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Figure 5-10 
460nm beads with covalently coupled avidin 
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5.2.5 Beads with oligonucleotides 
Due to the clearer crossover results and better monodispersivity, covalently coupled 
streptavidin was used as the linking protein for the biotinylated oligonucleotides. These were 
attached at neutral pH according to the method indicated in Chapter 4. 
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Figure 5-11 
557nm beads ((-) modified with streptavidin (V) and oligonucleotides 
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Streptavidin coated 557nm beads were chosen as the substrate on which to attach the 
oligonucleotides. Larger beads were used in order to avoid the necessity of high 
centrifugation speeds which could cause aggregation of the sample. As can be seen from 
Figure 5-11 the crossovers were again reduced, with no positive DEP observed on the 
oligonucleotide coated beads above a suspending medium conductivity of 10 -3 S/M. 
5.3 Relaxation mechanisms 
5.3.1 Maxwefl-Wagner-Gouy-Chapman 
Maxwell-Wagner polarisation. can cause the formation of a positive dipole in a dielectric 
particle suspended in a region of higher permittivity as long as the dielectric is not ideal. A 
surface conductance is necessary in order that a polarisation current on the particle-medium 
interface will compensate for the lower permittivity of the particle, delivering sufficient 
counter charge for external field cancellation. In this way the frequency dependent response 
of the Clausius-Mossotti factor is obtained as illustrated in Chapter 4. However, the nature of 
the surface conductance component necessitates a definition. If a simple, non-variable 
surface conductance is assumed, as for example in the Gouy-Chapman theory, the predicted 
profile is essentially constant. It does not account for the characteristic rise apparent in so 
much of the data (Figure 5-12). 
Crosso\er data for polystyrene beads showing Maxwell-Wagner predictions 
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Figure 5-12 
Illustration of the incompatibility of the data with the Maxwel- Wagner model applied with 
constant surface conductance. Curves represent 
bead radiifrom 50nin-1000nm 
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5.3.2 Summary of other investigated models 
Attempts have been made [1] to fit Maxwell-Wagner curves to crossover data for latex 
spheres by introducing into the O'Konski surface conductance (2-3 1) a term involving the 
inverse Debye length, K, in addition to arbitrary scaling factors C, and C2. in order to take 
into account that an alteration in medium conductivity may affect the surface conductance of 
the particle. The complete expression for the conductance of the particle Is given by: 
+ 
2As 
C+C ma) b0a12 
(5-1) 
where the symbols have their usual meanings and the right hand term constitutes the surface 
conductance. This equation produced reasonable fits for the data at low medium conductivity 
but in the absence of a satisfactory physical interpretation of the constants C, andC2did not 
provide insight into the parameters of the system. 
Low frequency relaxation effects thought to be due to ion fluxes around the particle 
(known collectively in the literature as the a-relaxation) were also included in an attempt to 
model the complete data set including the reported observance of low frequency data points 
in the high conductivity regime. The models used were those of Schwarz [2], O'Brien [3] 
and Lyklema [4] who proposed, respectively, relaxation frequencies given by: 
D (5-2) 
za 
2 
DIC 2 (5-3) 
MD (5-4) f2 
2 
With the parameter M, given by: 
F (5-5) 
M=1+_ 
Pb 
RTCd 
where Pb is the bound charge density behind the slip plane. 
(5-4) takes into account the 
screening effect of the diffuse layer as quantified in a capacitance tenn: 
(5-6) 
Cd = Em K cosh 2RT 
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These models, however, do not present convincing fits to the data. Their associated 
relaxation times, r, have, in addition, been inserted in a modified surface conductance 
postulated by Zhou [5] including a Debye like formulation such that: 
Up= ab + 
U, 
+ 
6 l+G 0, r)B 
(5-7) 
where A and B again are arbitrary constants. This approach also failed to clarify the 
interpretation of the data or make convincing predictions of the system parameters. It may 
be, however, that the low frequency crossover data being modelled in this instance was not 
due to a dielectric dispersion at all but to a misinterpretation of fluid effects, prevalent in the 
crossover regime at high medium conductivities. Since no such relaxation has been 
unequivocally observed in this thesis, the a-relaxation was not modeled further. 
5.3.3 Gouy-Chapman-Graham-Stern surface conductance 
Using the data gathered in this investigation, another approach was taken. Instead of a 
single, constant surface conductance, the component parts of the double layer as outlined in 
Chapter 2 were considered separately. The inner (Stem) layer was assumed to conduct only 
by lateral movement in response to the field with no hydrodynamic component. 
Charge transport in the diffuse layer was assumed to take place in the manner expounded 
by Bikerman and later authors [6-9] with an added hydrodynamic component enhancing the 
delivery of charge. For a symmetrical electrolyte this is given by: 
Kd = 
(4F2cz2Dd (I + 3m / Z2 )ý- 
cosh[l 
F, ý]_, 
(2-44) 
s RTK 2RT 
Plots of this with respect to suspending medium conductivity and ý-potential are shown in 
Figure 5-13. 
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Diffuse layer conductance as ajunction offrequencyfor various ý; -potentials 
It can be seen that the suspending medium conductivity may play an important role in the 
polarising process, particularly in the high conductivity regime, where the diffuse layer 
conductance is increasing rapidly 16 . The Stem layer conductivity can be written as the 
product of charge density and mobility as outlined in Chapter 2, but since little as yet is 
known conclusively of the ion mobility in this region the total magnitude is the most 
significant quantity. 
5.4 Crossover predictions 
O'Konski's term converting surface conductivity of a spherical particle into a specific 
conductance was derived by considering the radial charge motion in interfacial polansation 
as well as current flow around the particle [10]. The mechanism for the latter charge 
transport in O'Konski's theory is purely conduction. However, the addition of the Biken-nan 
electro-osmotic component could be equated to a simple increase in charge transport so 
considering this as an extra surface conductivity term in O'Konski's analysis would not be 
incompatible with his theoretical derivation. Since the Stem layer has no electro-osmotic 
component this must be dealt with separately. It is assumed that the two conductivities are 
non-interacting -a reasonable proposal given the rigid confinement of charge in the Stem 
layer - and so they are combined by summation in the 
O'Konski expression to give a total 
surface conductance: 
'6between an exponential and cosh function depending on the co-ion/counter-ion ratio 
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Medium conductivity (S/m) 
2Ks + Kd 
R 
(5-8) 
where K, and Kdare the Stem and diffuse layer conductances respectively. 
The resultant crossover predictions using this expression are illustrated in Figure 5-14. The 
plots are obtained by setting K(o))=O and solving for co to give: 
-1 
(5-9) 
a)crossover 
(7 p 
X(TP 
+2um) 2 
cm 
xcp 
10 
10 
N 
I 
cl) 
> 
0 
U) 
U) 
2 
0 
10 
in 
5 
Crossover predictions from Stern-diffuse layer model 
--- 
.- -_-z-, - 
-- 
- 
\I " 
---- 
I 
-----I 
Ii 
-I: 
------ Il 
.1.1.1 ! 
10-4 10-3 10-2 10- 
1 
10 
0 
medium conducthAty (S/m) 
Figure 5-14 
Stern-diffuse model shownfor 3 Stern layer conductances, dashed line-K, =O. 1, dot-dash- 
Ks=2, dotted K, =8, each with IOOmV and 200mV. 
As can be seen, the slope before the fall-off is governed by the ý-potential, the increase of 
which results in a steeper gradient of the crossover predictions in a log-log plot. The Stem 
layer conductance parameter by contrast can be used to adjust the general height of the graph 
with higher conductances resulting in an increase in the average crossovers. 
It can be seen, in addition, that at low ý-potentials the Stem layer conductance dominates 
in determining the point where positive DEP is no longer observed (Figure 5-15), whereas at 
high ý-potentials the Stem layer conductance has little prediction power of this parameter 
(Figure 5-16). Here instead the inner layer conductance may be more readily estimated by 
fitting to the low medium conductivity data. 
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Figure 5-15 
Low ý; -potential behaviour (50m V) of Stern-diffuse model showing variation in Stern layer 
conductance over 2 decades (0.1,2,1 OnS) for 216nm beads. 
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Figure 5-16 
High ýLpotential behaviour (200m V) of Stern-diffuse model showing variation in Stern layer 
conductance over 3 decades (0.01,3, lOnS)for 216nm beads. 
" "1 
-- -_'. 
' 
--_. - "'\'I 
---- 
\lI 
----- ii' -- II 
- 
--I 
---- - 
III 
---- - 
Ii 
---- -I 
-- -I III 
-I 
- II 
II 
- 
II 
Ii' 
II 
107 
5.5 Data fitting 
A least squares data-fitting routine was written to simultaneously optimise the Stem layer 
conductance and ý-potential for each data set. The minimising procedure used was the 
Nelder-Mead simplex (direct search) method. It is based on evaluating a function at the 
17 
vertices of a simplex , then iteratively shrinking the simplex as better points are found until 
some desired bound is obtained [I I]. Below can be seen the results of the fitting procedure 
on various data sets. 
5.5.1 Uncoated beads 
Figure 5-17 - Figure 5-19 show the optimized data fits on the uncoated beads with 
comparisons of the initial and final values in Table 5-1 -Table 5-3. 
10 
N 
I 
ci 
> 
0 
(0 
(0 
2 
0 
216nm 
10 
10 
- 
-I 
10 5L 
10-4 10-3 10-2 10- 
1 10 0 10 1 
Medium ConducthAty(S/m) 
Figure 5-17 
Least squares datafit of 216nm beads with combined diffuse and Stern layer conductances 
showing the initial attempt (dashed line) and optimisedfit (solid line). 
Parameter K, (nS) (MV) 
starting value 0.500 150 
optimised value 0.125 199 
Table 5-1 
216nm beads 
17 The generalization of a tetrahedral region of space to n 
dimensions 
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Figure 5-18 
Datafit of 460nm beads using combined conductance model showing the initial attempt 
(dashed line) and optimisedfit (solid line). 
Parameter K, (nS) (MV) 
starting value 2.0 150 
optimised value 0.0 159 
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Figure 5-19 
Datafit of 557nin beads using combined conductance inodel - initial attempt (dashed line) 
and optindsedfit (solid line). 
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a 
Parameter K, (nS) (MV) 
starting value 2.0 150 
optimised value 6.59 181 
Table 5-3 
557nm beads 
When the optimum fits were obtained, the sensitivity to modification of the parameters 
around the predicted values was also investigated within the error range of the data. 
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Figure 5-20 
Ageing effect on 55 7nm beads showing upper and lowerfitting limits. 
Measurements K, (nS) ý (mv) 
Batch I (A) 0.0-0.4 159-163 
Batch 2 (7 ) (18 months later) 4-6.7 160-182 
Table 5-4 
Effect of ageing on Stern layer conductance and of 55 7nm beads for 2 batches of 
measurements made 18 months apart. 
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5.5.2 IgG and complimentary antibody labeled 
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Figure 5-21 
216nm beads (0) IgG modified (0) with complimentary antibody (V). 
Sample K, (nS) ý (mv) 
beads 0.0-2 177-210 
IgG modified 0.0-0.4 103- 120 
Complimentary antibody 0.0-0.07 45-80 
Table 5-5 
216nm IgGlanti-IgG modified beads 
The IgG modified fits produced a fairly narrow band of ý-potential values due to the low 
error ranges in the crossover data. This suggests fairly uniform coverage has been achieved. 
Adding the complimentary antibody, however, produces a much larger spread in the data, 
implying that the degree of attachment has been much more variable. 
in this case, it is proposed that various positive DEP cut-off points occur corresponding to 
a variation in ý-potential, with particles of low ý-potential and Stem layer conductance not 
undergoing positive dielectrophoresis above a certain conductivity threshold and therefore 
not contributing to the crossover observations beyond this point. This is equivalent to saying 
that the observed crossovers at higher conductivity are due to a sample with a proportionally 
higher fraction of particles of larger ý-potential. Several curves are needed, therefore, to 
adequately fit all the data. 
The Stem layer conductance is much less well defined and becomes correspondingly less 
accurate as ý-potential increases (Figure 5-16). In fact, only upper bounds can be established 
which become quite high for all but the complimentary antibody sample. 
5.5.3 Streptavidin labeled 
Following the reasonable streptavidin adsorption results obtained at neutral pH, as 
described in Chapter 4, both adsorption and carbodiiniide mediated covalent coupling were 
used to attach streptavidin to the microspheres. The crossover results can be seen in Figure 
5-22 and Figure 5-23 with the corresponding fitting parameters in Table 5-6 and Table 5-7. 
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Figure 5-22 
216nm beads with adsorbed streptavidin showing a range ofpossible datafits. Dashed line - 
K, =OnS, =120-160mV, dot-dash - K, =0.6nS, =120mV 
K, (nS) ý (MV) 
0.0-0.6 120- 160 
Table 5-6 
Adsorbed streptavidin fitting parameter ranges 
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216nm beads with co\ralently coupled streptaýAdin 
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Figure 5-23 
Covalentl coupled streptavidin on 216nm beads y 
K, (nS) ý (mv) 
0.0-0.2 132-135 
Fitting parameters for covalently coupled streptavidin 
10 
The non-uniformity of the adsorbed streptavidin sample means that it can be covered by a 
range of ý-potentials (Figure 5-22, Table 5-6). These do not accurately correspond to the 
observed cut-off in positive DEP collection, however, implying that there may have been 
higher conductivity positive DEP that was difficult to observe due to fluid perturbations 
(refer to Chapter 9) or, possibly, heating effects - most likely the former as higher 
frequency naked bead crossovers are observable in this region. The ý-potentials are again too 
high to accurately define Ks. The upper bound for this parameter is shown by the dot-dash 
line in Figure 5-22, corresponding to the lower bound of ý-potential. This better defines the 
cut-off point and is within the error range of the low conductivity data so is not an unrealistic 
estimate. The ý-potential range for the covalently coupled sample is much narrower. But 
being within the range established for the adsorbed sample they are still too high for Ks to be 
ascertained with a reasonable degree of precision. 
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5.5.4 Avidin modified 
The crossover results for avidin modified beads are shown in Figure 5-24 with additional 
fitting curves illustrating the effect of low ý-potential. 
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Figure 5-24 
460nm beads (o) with covalently coupled avidin (0) Lines: Dot-dash- low & upper and 
lower ýIimits; solid - upper Ks, lower ý Dash lines, highest to lowest, d=O. 15nS; 
zeta=]] 7mV, - d=O. ]nS, - zeta=]OOmV, - d=0.05nS, - zeta=90mV. The dotted line shows the 
high K, limit, 0.15nS, with ý =Om V as a point of reference 
Sample K, (nS) ý (MV) 
beads 0.0-1.0 150-165 
with avidin 0.0-0.15 90- 117 
Table 5-8 
Fitted data rangefor avidin modified beads 
5.5.5 Oligonucleotides 
The crossover fitting results for streptavidin and secondary layer biotinylated 
oligonucleotide samples are shown in Figure 5-25 with a summary of fitting parameters 
given in Table 5-9. The marked reduction in crossovers on oligonucleotide attachment means 
that much narrower bounds for the Stem layer conductance can be gauged, with 
correspondingly low ý-potential. 
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10 
55 7nm beads (o) modified with streptavidin (V) and oligonucleotides (0). Dashed and 
dotted lines showing upper and lower limits ofK, and 4fior each sample 
Sample K, (nS) ý (mv) 
beads 4-6.5 150- 180 
streptavidin 0.0-1 130-139 
oligonucleotides 0.04-0.1 70-80 
Table 6-9 
Fitting parametersfor beads with streptavidin and oligonucleotides 
6.6 ý-potential and surface modification 
The general trend following surface modification of the latex beads appears to be that the 
ý-potential is lowered. This shows some compatibility with expectations in that much of the 
native negative charge on the bead originating from the ionized carboxyl groups would be 
neutralized by the formation of covalent bonds with the linked proteins. Whether the protein 
itself effectively adds counter or co-ionic charge is the second point of consideration since 
the proportional nature of the fixed charge is the ý-potential defuiing element. If the 
additional charge introduced into the Stem layer is comprised of counter-ions the ý-potential 
will be lowered by surface modification. Likewise if the net added charge consists of co-ions 
it would be increased. The overall charge on a coupled protein may be positive or negative 
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depending on the pH of the solution i. e. pertaining to whether the amino or carboxyl groups 
are predominantly ionised. Considering the position of the three primary proteins, 
streptavidin, avidin and IgG with respect to their isoelectric points in a neutral medium 
reasonable estimations (from fig 4-9) of the sign of their net charge can be made (Table 
5-10). 
Protein Avidin Streptavidin Mouse IgG 
IP -10.5 -7 -6 
Sign of charge at pH 7 Highly positive Neutral Weakly negative 
Table 5-10 
Estimation of sign of charge of the three primary layer proteins in neutral pH 
Streptavidin and avidin are at or below their isoelectric points in a neutral medium - i. e. 
neutral or positively charged and therefore it is plausible that they would contribute to a 
lowering of the ý-potential, although some of their amino groups will also be neutralised 
during the inimobilisation. The situation with IgG, however, is less clear. Carrying, possibly, 
the greatest amount of negative charge this could compensate for the neutralization of the 
carboxyl groups on covalent bond formation so that the ý-potential need not necessarily be 
reduced. Therefore, in order to assess the viability of the ý-potential predictions of this 
model it is necessary to make independent measurements of this parameter using another 
established technique. 
5.7 Electrophoretic Mobility Data 
The electrophoretic mobility is effectively governed by the ý-potential since this potential 
originates from the fixed charge on the bead surface i. e. that which moves with the bead 
under the action of a static electric field. Electrophoretic mobility observations were 
therefore carried out on the Coulter DELSA TM , which was used to assess the effect of protein 
layers using the mouse/anti-mouse specimen. Sample profiles are shown in Figure 5-26. The 
four curves shown in each of the graphs represent the output from each of the 
photodetectors. As can be observed from the consistency of the data from all the measured 
angles, uncoated beads and those with one protein layer were largely homogenous allowing a 
realistic assessment of the mobility. The measurements at various medium conductivities can 
be seen in Figure 5-27 and Figure 5-28. These agree well with similar mobility analyses 
[ 12- 
141. The clumping of some particles with two layers of protein, however, meant that these 
samples were too poly-disperse to measure and generally had substantial peaks at zero 
mobility. 
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Figure 5-26 
Sample DELSA graphsfor 216nm beads in KO i) unmodified ii) with a single layer of 
Mouse IgG protein and iii) with Mouse JgG and complimentary antibodies. i) and ii) show 
high consistency between allfour detectors implying good levels of sample homogeneity, 
whereas iii) is very poly-disperse due to bead cross-linking with the result that the detector 
readings are incongruent and no conclusive mobility measurement can be made. 
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Electrophoretic mobility of 216nm carboxylated latex beads 
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Figure 5-28 
Electrophoretic mobility of 216nm beads with a monolayer ofprotein 
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The Smoluchowski relation converting ý-potentlal to mobility, U, Is given by: 
0 clý 
77 
(4-7) 
where 77 is the viscosity of the medium, applicable to particles with thin double layers 
and no conductance behind the shear plane. Converting the measured mobilities to ý- 
potential using this approximation, however, produced systematically lower absolute values 
than those predicted (Figure 5-29 and Figure 5-30 with corresponding values in Table 5-11 
and Table 5-12). Nonetheless it is apparent from Figure 5-31 that surface modification of the 
latex beads does indeed cause a substantial drop in mobility and therefore ý-potential in 
accordance with the DEP crossover predictions. 
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Figure 5-29 
ý-potential of carboxylated 216nm beads calculatedfrom DELSA mobility measurements 
using the Helmholtz-Smoluchowski approximation 
Conductivity 0.623 1.89 2.76 6.17 17.8 36 92.1 58.6 142.7 
(MS/M) 
ý-potential 38.3 43 41.3 49.1 51.2 53.4 57.5 61.1 62.5 
(MV) 
Table 5-11 
ý-potentials shown in Figure 5-29. 
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Figure 5-30 
Helmholtz-Smoluchowski ý; -potentialfor 216nm beads with mouse IgG 
Conductivity 0.385 1.661 2.6 6.23 7.32 9.79 23.9 93.2 142 
(MS/M) 
ý-potential 21.3 19.7 20.3 24 22.5 25.5 27.4 891 7.35 
(MV) 
Table 5-12 
ý; -potentials shown in Figure 5-30. 
The last 2 data points in Table 5-12 are due to sample aggregation caused by double layer 
contraction at high salt concentrations and are not representative of the ý-potential in a 
monodisperse sample. 
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Figure 5-31 
Comparison of the mobilities of 216nm beads before and after surface modification 
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5.8 Discussion 
The data fits using the model described allow the prediction of- 
i) the Stem layer conductance and 
the ý-potential 
The latter allows the inference of diffuse layer charge transportation although, given the 
additional hydrodynamic quantity, m, which must be specified it is not unique in doing so. 
The general pattern tends to be that both are decreased by varying amounts on the attachment 
of biological entities. The mechanism of how surface conductance may be altered and the 
validity of the predictions remain to be discussed. This involves a closer inspection of charge 
transport in the Stem and diffuse layers and therefore primarily gives rise to the question as 
to how and where, with respect to the bead surface, the ý-potential may be defined. 
5.8.1 Interpretation of ý-potential 
The idea that the ý-potential defining plane and the shear plane may not coincide is 
common throughout the literature [15-17]. Uncertainty remains, nonetheless, as to how this 
may be interpreted. Since the ý-potential determines the induced motion of a particle under 
the action of an externally applied E-field, the potential determining ions responsible for the 
motion can be defined as those which move with the particle (neglecting for the moment the 
retardation effects caused by diffuse layer hindrance). The extent of this charge would 
coincide with the shear plane if the distribution was uniform [ 18]. However, in the case of a 
surface with attached moieties the situation is less clear. Irregularity of the Stem surface is 
introduced as proteins are attached covalently or adsorbed with finite spacing, which means 
that the shear plane is not automatically defined. In general with attached ligands it could be 
interpreted as moving outwards [18] since more charge moves rigidly with the particle. 
However, the roughening of the Stem surface may affect charge transport mechanisms 
within the stagnant layer and therefore the shear plane cannot simply be approximated as a 
flat surface at a mean distance within the immobilized charge distribution [9]. Other effects 
such as particle coagulation can be taken into account in order to estimate the level of 
surface roughness so that possible charge transport mechanisms may be more clearly 
identified. 
5.8.2 Experimentally measured ý-potential 
The first observation on the electrophoretic mobility data for IgG coated beads is that the 
measured values rise with suspending medium conductivity. This is due most probably to 
falling levels of diffuse layer hindrance as a result of the contraction of the double layer - 
brought about by the fact that electrolytes of higher concentrations can support greater 
double layer charge density gradients. This has been examined by Huckel [ 19] who deri N-ed a 
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correction factor of 2/3 to account for the retardation effects of thick double layers. 
Comparing this to the DELSA ý-potentials which are calculated assuming negligible diffuse- 
layer retardation it can be seen that for the uncoated beads the ratio of the low and high ý- 
potentials limits is quite close to this value. This implies that the low and high conductivity 
regimes measured are effectively equivalent to the thick and thin double layer limiting cases 
respectively. The best estimate of the ý-potential, then, could be inferred to be closer to the 
highest values measured. The magnitudes are, nonetheless, still considerably lower than the 
dielectrophoretically deduced values. Insertion of the DELSA values into the Stem-diffuse 
layer model, however, does not account for the measured increase in the crossover data with 
suspending medium conductivity (Figure 5-32). 
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Figure 5-32 
Crossover predictions with DELSA measured ý, -potentials. Uncoated 216nm beads (solid 
lines) protein coated samples (dotted lines). 
Sample KjnS) ý (MV) 
216nm beads 3-14 38.3-62.5 
with IgG 0.4-2.5 19.7-27.4 
Table 5-13 
K, ranges corresponding to DELSA measured ý; -potentialsjbr uncoated and JgG modified 
beads. 
At these ý-potentials, Stem layer conductance is the dominating curve determining 
parameter. If upper and lower limits are placed on this parameter corresponding to the 
highest and lowest data points in each set this implies large variation in Stem layer 
conductance with conductivity of the medium, contradicting the basic assumption in the 
model that this conductance is due to the densely packed ions behind the slip plane, which 
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have no hydrodynamic mobility and are unlikely to be affected by the salt concentration in 
the ambient medium. Moreover, substitution of these low ý-potentials forces the Stem layer 
conductance to be unrealistically amplified (Table 5-13). 
The electrophoretic response of a particle, however, may be quite sensitive to the nature 
of the particle surface. Surface roughness, for example, has been shown to dramatically 
affect the electrokinetic potential of latex particles. One study [14] comparing them to 
bitumen-in-water emulsions,, which have a smoother surface although similar surface charge 
densities, has shown the electrophoretically derived ý-potentials of the latter to be -100% 
higher than for latex. The effects of heating the latexes above their glass transition 
temperature in order to smooth the surface has also been shown in this article to significantly 
increase the electrophoretic mobility. The underestimation of ý-potential from 
electrophoretic mobility data as compared with other ý-potential measurement techniques 
has also been frequently discussed [7-9,20-26]. This has been attributed mainly to 
unaccounted for Stem layer conductance which has been found to cause considerable errors 
in ý-potential calculations. In particular, underestimation of 200%-300% have been noted, 
where mobility data for polystyrene latexes and alumina suspensions have been compared 
with results from surface charge titration [27]. Therefore, it is conceivable that the DELSA 
measured ý-potentials are also out by a factor of this order of magnitude in which case the 
original Stem-diffuse layer model data fits are not unrealistic. The underestimation of ý from 
the electrophoretic mobility data, then, would imply that the K, values are always close to the 
higher limit of the DEP predicted range, but significantly lower than those listed in Table 
5-13, corresponding to the low DELSA ý-potential predictions. 
It is also quite probable that use of DEP, which is an AC electrokinetic phenomenon, 
results in the considerable overestimation of ý-potential, since the polarising current relates 
to the total charge - not only the net charge - on the bead surface. 
5.8.3 Mechanisms of surface conduction 
Diffuse layer conductance 
In order to assess the alteration of diffuse layer conductance it is necessary to consi er 
possible changes in both the charge carrier quantity and mobility. The quantity of ions is 
related exponentially to the ý-potential through the Poisson-Boltzmann equation thus 
the ý- 
potential dependence of the conductivity in the 
diffuse region as outlined. The 
electrophoretic mobility of the ions however is barely 
impeded with increasing concentration 
as even with density conditions as extreme as 
in the Stem layer this has been found 
comparable to the bulk [7]. 
The hydrodynamic impedence, however, may be affected by surface modification 
due to 
the protrusion of proteins into the diffuse layer. 
Considering the scale of the entities 
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involved, this is not improbable with the extent of the diffuse layer of a monovalent 
electrolyte approximately in the range of 1-10nm. for a solute concentration of O. IM-lmM. 
Tightly compacted, streptavidin has a physical extent of around 5nm, avidin is a similar size 
although includes the extra carbohydrate moieties and IgG is around 6nm, therefore 
interference with fluid movement in the diffuse region could well take place. This has been 
alluded to recently by Dukhin et al [9] who pointed out that liquid entrapped in cavities 
formed by the local curvature of a rough solid surface would interfere with data evaluation 
based on the conventional model. Although realistically quantifying this effect is beyond the 
scope of this study an upper bound of the influence it might have can be estimated by 
maximising the viscosity term, il, in the parameter m, charactensing the electro-osmotic 
contribution, which was given by: 
RT 
2 
2, coc 
M+ =- F 317D,: 
The effect of m---, jO, then, on the expected crossover data is illustrated in Figure 5-33 for 
three Stem layer conductance and ý-potential magnitudes. 
lo, 
7 
10 
> 101 
10' 
ambient medium diffuse layer viscosity 
- 
'1 
---\I ---1 
10 lo-" 
102 101 10, 
medium conductiAty (S/m) 
lo 
10 
High mscosity clikise layer limit 
. 
-- -0-- 
IN II, 
10 10 
3 
102 10' loo 
medium conductimty (S/m) 
Figure 5-33 
Effect of reducing to zero the electro-osmotic parameter, m, on the model predicted curves. 
Thefirst graph shows resultsfOr the permittivity and viscosity of water and ion dififusivity of 
the bulk, the second when the combination of thesefactors is minimized. ý; -potentials 
illustrated are 45 m V, 90 mV and 120m V with Ks values 0. OlnS, 0.09 nS, and 1.5 nS - dash, 
dot-dash and dotted lines respectively. 
The primary result appears to be an alteration of the cut-off point of the curves - i. e. a 
decrease in the suspending medium conductivity where positive DEP no 
longer occurs. It 
can be seen that this effect increases with lowering Stem layer conductance as would 
be 
expected given the corresponding proportional dominance of the 
diffuse layer in the total 
surface conductance (section 5.8.5. ) This could explain the apparently early cut-off in some 
of the crossover data with respect to an otherwise well 
fitting curve - e. g. covalently coupled 
and adsorbed streptavidin. The validity of this modification should 
depend on the physical 
size and distribution of the attached moiety. One indication of 
the level of surface roughness 
124 
A 
in a particle suspension is that it is linked, possibly, with flocculation effects [28, -191. This 
has been analysed quasi-statically by Shulepov through summation of all the interaction 
energies of the interaction configurations of the system [30], referenced in [8]. A more 
dynamic approach in support of this is taken by Lyklema [8] where he argues on the basis of 
particle interaction rates that surface irregularities of the order of K-' may have a dramatic 
effect on the electrostatic repulsion between colloids. This result is obtained by considering 
that since the rotation of particles of radius a through an angle 0(arcsin(Ka)-l') has time 
constant: 
Trot --, ý (MY, Dp, 
rot 
which, for typical rotational diffusion constants Dp, rot 0(103)S-1, can be as small as 10-'s, on 
the timescale of a Brownian collision rough particles have time to readjust in order to 
minimise the repulsive energy between them, thus suppressing electrostatic repulsion. The 
level of coagulation of DEP samples, then, may provide some indication of how far the 
protein layer protrudes into the diffuse layer and therefore m approximately estimated. The 
avidin modified beads are a possible example of this manifesting a high degree of 
flocculation which could be attributed to additional irregular non-covalent coupling as a 
result of electrostatic adsorption. This is of course a crude estimation of the bead surface 
properties but nonetheless suggests that protein modified samples may have varying degrees 
of surface irregularities which should be taken into account when considering charge 
transport mechanisms on both sides of the slip plane. 
Stern layer conductance 
The Stem layer, although generally only a few molecular diameters thick [8] can contain 
90% of the surface charge [ 18]. As alluded to in the previous section, recent studies have 
also shown that although the fluid is immobilized in this region the ions can retain a high 
level of electrophoretic mobility - frequently only slightly different from their bulk values 
[7,8,31]. A mobility ratio of 0.96, for example, has been calculated for K+ ions on silica 
[32]. This, however, is a smooth, solid surface. There is no indication, as yet, that roLigh 
surfaces can be treated in the same way. 
How attached substances influence conduction in the Stem layer is an ongoing point of 
debate [9,18,32-35]. In general the measured DEP crossovers decrease with surface 
modification corresponding to a decrease in Stem layer conductance (Figure 5-14). 
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This could imply that: 
some kind of frictional effects take precedence over electrical forces - i. e. the 
inclusion of ligands into the Stem layer causes added impedance to charge carriers 
that is not fully compensated for by any additional carriers introduced [ 18] 
or 
the irregularity of the Stem layer and the nature of the introduced moieties cause 
additional electrical impedance. 
A possible mechanism for i) is not clear since protein layers are frequently to be regarded 
as porous and easily permeable to small electrolyte ions [33]. In support of 11) it could be 
argued that attached ligands may polarise, causing local field cancellation at intervals along 
the bead surface. Clearly, however, further investigation is required. 
Since hydrodynamic transport is by definition absent from the Stem layer, additional 
frictional impedance effects on the fluid in this region should also be negligible. But as 
highlighted in section 5.8.1, the ý-potential and shear plane evade conventional interpretation 
in the case of a surface with attached moieties. In an irregular surface possessing locally 
uniforin surface properties, the nature of the Stem layer could also be approximated to be 
locally invariant. This would imply that the Stem layer would follow the outer boundary of 
the surface with an essentially constant thickness [9]. Although the nature of the stagnant 
layer on proteins has not been definitively established it is justifiable to assume that they do 
indeed have one, since as stated by Lyklema [32] present day insight suggests that stagnant 
layers exist not only because of electrostatic attraction but are general properties of fluids on 
any phase boundary. The fact alluded to that small ions are not rigidly confined to planar 
movement on the surface due to porosity, however, implies that a conventionally defined 
inner Helmholtz plane may not exist. Instead, Stem layer characteristics could more closely 
resemble that of the outer Helmholtz plane as defined on a flat surface consisting of 
immobilised water molecules and hydrated ions. 
How charges move in the various parts of the stagnant layer has been most progressively 
tackled by Lylclema et al [32] through numerical molecular dynamics simulations. The 
results support layering effects in the Stem region analogous to the inner and outer Helmoltz 
planes although they are not so rigidly defined. These studies also point to a considerable 
anisotropy between the normal and radial components of the viscosity. While retardation in 
the tangential plane is low - up to a factor of 2 compared with the bulk - the viscosity 
factor 
in the radial direction can be increased as much as 5 times. Thus if the Stem layer werc 
highly irregular, global ionic drift parallel to the bead surface could be impeded. Charge 
carriers may still move relatively freely tangentially to the irregular stagnant layer defined bý 
the attached substances. This path, however, could take on an almost fractal nature and so 
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the effective distance across the surface may be increased by orders of magnitude - quite 
feasibly lowering the observed Stem layer conductance! 
Despite the radial impedance, another interesting prediction of this stud, %- is that 101's IIILI\ 
often hop between layers. Ion exchange across the shear plane has also been discussed t)% 
Goff and Luner [36]. This appears to be more of a stochastic effect, where, due to thý: 
random nature of ionic collisions occasionally some have enough energy to overcome the 
substantial Stem layer radial viscosity. As modelled by Lyklema, however, this radi, 11 
impedance is not uniform within the Stem layer, being stronger closer to the interface. Thi, 
would imply that ions in the OHP would be statistically more likely to overcome the encr, -, \ 
barrier and leap to the diffuse layer. Therefore the protrusion of proteins into the diffu, "C 
layer with their previously postulated OHP-like stagnant layer would quite possibly enhancc 
this effect, shifting the equilibrium of ion exchange between the two layers. This suggests a 
resulting decrease of net electrokinetic charge since there is proportionally less rigid chargc 
confinement than would be expected in a Stem layer on a flat surface which would have less 
discrepancy between the quantity of charge in the inner and outer Helmholtz planes. The 
overall surface conductance, however, need not be altered since the double layer as a whole 
is still effectively a closed system. A summary of these postulates is illustrated in Figure 
5-34. 
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Schematic ofpossible effects on surface conductance mechanisms that may occur on protein 
i. mmobilization 
5.8.4 Secondary layers 
The secondary layers - anti-IgG and oligonucleotides - appeared to cause a 
turtlici- 
reduction in crossovers. In both cases, particularly that of the oligonucleotides, 
this could be 
due to increased diffuse layer hindrance. Any extra mobile charge introduced 
by the 
secondary labeling does not appear to have a great effect. 
This is somewhat unexpected in 
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the case of the oligonucleotides as, being DNA fragments. these are highly charged 
polyelectrolytes possibly possessing a substantial degree of conductiVity- or at least 
serniconductivity [37,38]. The reported behaviour of DNA, however, continues to be 
extensively variable, from both theoretical and expen 'mental angles 39] with some 
indication also of insulating tendencies [40]. Clearly it is out with the scope of this study to 
speculate on such results, although it would be interesting to observe the effect of scveral 
lengths of oligonucleotide on the crossover measurements in order to begin to discern morc 
precisely how surface conductance may be altered. 
The quite marked lowering of the crossovers after surface modification with both IgG and 
oligonucleotides, implies also a considerable effect on the Stem layer. This suggests that 
some non specific adsorption is occurring on uncoated sections of the bead surface or t1lat an 
irregular Stem layer does protrude far into the diffuse layer with the implications for ion 
transport discussed above. The polarization of the oligonucleotides also may have a 
considerable influence as alluded to in the case of proteins. Since these are potentially highly 
polarisable entities, the local electric field distribution could be significantly altered some 
way out into the diffuse layer. 
5.8.5 General Commentary on Data flts 
In many cases there remains some ambiguity in possible interpretations of the data. As 
mentioned previously, the ratio of ý-potential and Stem layer conductance plays an 
important role in determining the cut-off point of the curve. At high ý-potential, the general 
shape is less influenced by changes in Stem layer conductance and vice versa. Figure 5-35 
shows the superposition of Stem and diffuse layer conductances for various ý-potentials. The 
points of intersection indicate the medium conductivities above which ý-potcntial effectively 
becomes the dominating parameter in the definition of total surface conductance. The 
conductivity magnitudes where this occurs are plotted in Figure 5-36 for the working range 
of the parameters. This shows that ý-potential dominates at a large proportion of the ranges 
of the parameters in question and is particularly influential in the conductivity region at the 
cut-off of positive DER Since this is usually at the higher end of the medium conductivit", 
range, most of the surface conductance at this point is due to the diffuse layer (Figure 5-13). 
This means that ý-potential is generally easier to define than Stem layer conductance from 
the crossover, being essentially what determines the point where positive DEP is no Ion, -, cr 
observed (Figure 5-15). In most samples, only a very broad range of Stem layer conductance 
values can be determined from the crossover data especially where the ý-potential is high. 
with the limits for unmodified 216nm beads as wide as 0- 2nS. This positive DEP cut-off. 
however, is not always easy to observe in the high conductivity regime as fluid effects come 
into play (refer to Chapter 9) and so it may be underestimated (Figure 5-23). In this case the 
slope must be the dominating decisive factor to ascertain ý-potential - from which it also can 
1 - . 
be defined within reasonable accuracy. In general this model makes some very concrete 
predictions - at least establishing bounds for the ý-potential and Stem layer conductance 
which could possibly be narrowed by a more statistically viable data set. The accuracy limit 
of the latter component, however, will never be high in these conditions except in the case of 
extremely low ý-potentials. 
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Stern layer conductance (dotted line) and diffuse layer conductancefor various ý-potentials 
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5.8.6 Suggestions for data refinement 
Surface modification 
Greater control over surface modification, particularly in the binding of secondary layers 
could provide increased insight into how attached ligands influence conduction in the double 
layer. The large spread in the crossovers of the IgG sample on attachment of the anti-IgG is 
most probably due to irregular positioning of the first monolayer such that not all of the 
antigen binding sites are available (Figure 5-37 [41]). This may happen due to the fact that 
amino groups are present on all sections of the molecule and therefore randomly attach to the 
activated carboxyl groups on the bead surface. 
Fully active Paitially active Inactive 
Figure 5-3 7 
Schematic arrangement ofIgG antibodies randomly orientated on a solid surface, 
highlighting antigen binding affinity 
Approaches to overcoming the frequently noted loss of biological activity due to random 
orientation of antibodies on solid surfaces have been reviewed by Lu et al [41]. Two of the 
methods outlined for achieving orientated antibody coupling are (refer to Figure 4-13): 
1) Primary immobilization of a protein possessing Fc receptors, such as protein A, - 
i. e. those which will bind specifically to the section of the IgG molecule which 
has no antigen affinity. 
Figure 5-38 
Antibodies uniformly orientated on a solid surface through linking proteins which target the 
F, portion of the IgG ligand. 
Oxidation of the carbohydrate moiety located at theCH2 domain for covalent 
bonding to hydrazide modified beads (Figure 5-39). This can be achieved under 
mild conditions so as not to de-functionalise the active binding groups, and 
avoids the necessity of an additional linking protein. 
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An alternative substrate, hydrazide modified beads, can be used to achieve coupling of the IgG through oxidation of the carbohydrate moiety allowing the retention of biological 
activity. 
Oligonucleotide binding through the biotin-avidin complex appears generally more 
efficient. However, in order to possibly discriminate between hydrodynamic and electrical 
surface impedance resulting from the attached ligands (as outlined in 5.8.3) oligonucleotide 
hybridization would be desirable (Figure 5-40). Since the double helices bind tightly this 
would not alter the physical extent of protrusion into the double layer but could have a 
significant effect on the polarizability of the complex and electrokinetic charge on the bead 
surface. Preliminary trials have so far been inconclusive due to inefficient hybridization 
techniques but this could be a useful area of investigation. 
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Figure 5-40 
Schematic of complementary oligonucleotide binding 
ý-potential data 
A more extensive independent assessment of ý-potential is another requirement if the 
model predictions are to be adequately validated. Without some indication of the magnitude 
of conduction behind the shear plane, however, electrophoretic mobility data alone is 
insufficient. The effect on ý-potential of attaching biological substances could possibly be 
assessed using a combination of several other conventional means such as surface charge 
titration or modifying the walls of a capillary and measuring the streaming current. By 
comparing the resulting (undoubtedly different) ý-potentials perhaps some calibration could 
be established which would allow a reasonable estimate of Stem layer conductance. 
It must 
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be emphasised, however, that these methods do not involve AC fields and therefore may not 
yield directly comparable results to those obtained by di 'electrophoresis. NonethcIcss, AC 
electrokinetic means may help in some way to resolve the ý-potential incongruities produced 
by electrophoretic techniques. 
Model utility 
Theoretically, the most consistent way of improving the predictions of this model would 
be to effectively eliminate some variables by conducting experiments at critical pH points 
such as the p. z. r. of the modified beads or the p. z. c of the bead as it was before surface 
modification (refer to Chapter 4). In the first case, any charge transport on the bead surface 
would take place entirely behind the shear plane since there would be effectively no diffuse 
layer and in the second, the surface conductance would be due only to the charge introduced 
by surface modification. Some work has been done on the former by Matsumura et al [42] 
and, as pointed out by Dukhin [9], the experimental evidence of the Stem layer conductance 
at the isoelectric point is the most reliable proof of the high mobility of adsorbed ions and the 
dynamic Stem layer concept. Finding these points, however, are complex procedures [18] 
and indeed maintaining a constant pH in each sample of the modified colloids would 
severely restrict the conductivity range over which the crossover data could be measured. 
Moreover, the consistency of the data would not necessarily be reliable as the different pH 
environments could not be guaranteed to leave the biological layers intact. 
5.9 Conclusion 
The crossover versus conductivity data for various biological colloids can be fairly well 
fitted to a model taking into account the stagnant-diffuse layer structure of the electrical 
double layer and the associated properties of charge transport within each zone. The 
biological surface modification of latex colloids in the cases measured does indeed tend to 
produce a change in the DEP response. However, the model used to fit the data is not 
sensitive enough to provide adequate predictability of the investigated parameters, i. e. ý- 
potential and Stem layer conductance. This has been theoretically demonstrated by 
examining the effect of substantial variations of one parameter while the other is held at a 
high value. It has been shown, for example, that large variations in diffuse laycl- conductance 
when ý is high produce almost no effect on the shape of the curve, and vice versa. 
Nonetheless, although the predictive power of the model is limited, the cur"'es do manifest 
sorne compatibility with the data - taking into account also the possibility of substantial 
underestimation of ý-potential when the Stem layer conductance 
is not considered - and 
therefore the underlying assumptions of the model are not contradicted. Moreover, since the 
inner layer conductance is so vaguely defined it may indeed be the case that it is genei-ally on 
I 
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the higher end of the scale. It could therefore have quite significant consequences on the 
electroviscous effect thus throwing into question the validity of the electrophoretIc moblllt-', ' 
data. 
In general, however, although the predicted ý-potential absolute magnitudes arc not in 
immediate agreement with the electrophoretic data, the relative predi 01 chan--e 
potential on surface modification is not in contradiction. There are observable differences in 
the dielectrophoretic response of samples before and after ligand attachment \vhich implies 
that DEP techniques could be used to separate, classify and differentiate between colloidal 
entities on the basis of their surface properties. This would require rigorous calibration with 
known standards rather than simply model based predictive analysis if absolute parameters 
are to be adequately assessed. There still remains the problem of degeneracy. ho\\c\cr, 
where different combinations of Stem layer conductance and ý-potential can feasibly 
produce similar crossover data. These areas would have to be identified for each particular 
application, or, where possible, DEP crossover investigations made in environments of 
highly controlled pH before the technique could be reliably utilised. 
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Fractionation device design 
6.1 Introduction 
The aim of this chapter is to report on the design of a rnicrofluidic transport sepal-atloil 
device for colloidal particles based on the utilisation of DEP and the Brownian ratcli, 2t 
induced motion principle. Two types of electrode structure were modelled to comparc thcil- 
potential effectiveness as Brownian ratchets - that is, to simulate the conditions under \ý Iiich 
yy 
they would produce unidirectional net transport with a periodically applied DEP potcntKil. 
6.2 Field Modelling 
The FlexPDE partial differential equation solver (Version 2.20d (0 1996-2001 PDE 
Solutions Inc. ) was used to model the field from the postulated electrode structures. This 
uses the finite element method, dividing the problem space into a grid of triangular elements 
over which polynomial approximations of the solution are applied, with adaptive mesh 
refinement until a specified error threshold is reached. Both designs were analysed in the 2- 
dimensional case, assuming that the length of the electrodes to be much greater than thcII- 
width. 
6.3 Design 1- Asymmetric electrode pairs 
6.3.1 Case I 
lilt )It 
Figure 6-1 
Schematic of Design I showing asymmetric electrode pairs (lengths not to scale) 
This design consisted of an interdigitated array of asymmetric pairs of electrodes, each 
connected to a single phase alternating voltage source (Figure 6-1). The problem space was 
divided into a single cell over one electrode period with periodic, non-reflective 
boundary 
conditions (Figure 6-2). The substrate for the electrodes was glass and therefore treated as a 
non-conductor with the ambient medium being RO water. Unit voltages were applied which 
could subsequently be scaled. The x: y dimensions were 10ýtm: 2pm, chosen to represent a 
reasonable scale for diffusion combined with feasibility of fabrication. 
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Figure 6-2 
Problem space with translationally symmetric boundaries 
S The electric field was calculated in the electrostatic case, the applied frequency (<10'Hz) 
being such that the field always had time to reach a quasi-static state. 
The electrical potential, U, and dielectrophoretic potential, defined as JEJ' could then be 
obtained. From this were transcribed the components of the DEP force so that any 
asymmetry could be more accurately observed and the height dependence could be 
envisaged. Figure 6-3 shows the FlexPDE output for the electrostatic potential resulting from 
this array. 
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Figure 6-3 
Electrostatic potential profile of design 1, case 
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In order to clarify and compare the potential and force profiles at various heights above 
the electrodes the results of the FlexPDE calculations were imported to Matlab In table form 
as comma separated variable (csv) files. In this way several cells could be juxtaposed so that 
any asymmetry could be easily observed. Figure 6-4 shows the corresponding electrostatic 
potential at 1-3gm elevations, with a and b marked in order to illustrate the level of 
asymmetry. 
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Figure 6-4 
I -d electrical potential profile 1-3, um above the electrodes, manifesting some asymmetry 
In Figure 6-5 the DEP potential, JEJ', is shown, and in Figure 6-6 and Figure 6-7 the x 
and y components, respectively, of the DEP force. The magnitudes correspond to Newtons 
for particles of unit radii in microns and may be scaled for other radii by multiplication of the 
cube of this dimension in microns. It can be seen from these figures, then, that although the 
electrophoretic potential possesses a low degree of global asymmetry the dielectrophoretic 
potential is asymmetrical only over half a period, with the x-component of the DEP force 
acting over equal distances in the positive and negative directions and therefore averaging to 
zero across one period of the array. 
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Figure 6-5 
DEP potential 1-3, um above the electrodes. Symmetrical tofirst order approximation. 
10-13 
1 
,:: Z 
E 0.8 
Co m 0.6 
Z 
r_ 
.00.4 
0.2 
0 
LL -0.2 
.2 
-0.4 
CL 
-0.6 
-0.8 
-1 
-10 0 10 20 30 40 50 60 70 
80 
Distance along electrode array (um) 
Figure 6-6 
x-component ofDEPforce tofirst order equally distributed around zero 
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y-component ofDEPforce reflecting the difference in magnitude of high and lowfield 
regions 
6.3.2 Potential schematic 
Over an entire period the deviation from symmetry is small and the trapping potential can 
be represented essentially by the profile shown in Figure 6-8. 
Sinplified potential profile showing 
essential character 
a9 
Figure 6-8 
Elementary representation of the DEP potential resultingfrom design I 
The linear potential gradients are of course not representative of the actual potential. This 
simplified approximation, however, circumvents the complicated dynamical collection 
problem in the assumption that the on-cycle is sufficiently long so that any particle diffusing 
beyond the boundary of a potential well will be trapped during the next on-phase. This 
assumption is validated if the potential considered is that close to the electrodes. Although 
other particles at higher elevations may remain suspended, the majority should be quickly 
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drawn in to the region of strong force and so will be observable through the microscope 
focused on the electrode plane. Thus, the on-time could be adjusted to ensure that complete 
collection in the observable region always occurred. 
The equal depths of the potential minima are physically justifiable by the premises that 
the collection points are assumed to be non-saturable and 
once trapped, particles in general do not have enough thermal energy to 
escape. 
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Figure 6-9 
Assessment of the scale of a and bfrom the zeroforce boundaries of the potential wells 
In order to estimate the widths of the potential wells the FlexPDE data for the x- 
component of the DEP force was imported to Matlab so that the zero force boundaries could 
be determined (Figure 6-9). Considering the low degree of asymmetry, as a first 
approximation a and b were set equal to a'and b'respectively. From this, values for a and b 
were 4ýtm and 8ýtm, defined as half the respective small and large potential well widths. 
6.3.3 Simulation of motion 
A Matlab program was written to predict the net motion when this potential was 
periodically applied to a dissipative particle ensemble. This was done on the assumption that 
the on time, t,,, was sufficiently long for collection of all particles 
diffusing beyond the 
limits of each trap. As outlined in chapter 3, particles trapped during the on-cycle 
diffuse in a 
Gaussian distribution. From Equation (3-29) the probability of diffusing past a potential well 
boundary is: 
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erfc 
t ff 
2t 
ff 
(6-1) 
where a is the distance from the centre of the well. This condition was applied symmetrically 
to each minimum, according to the definition of the potential wells. Figure 6-10 and Figure 
6-11 show 216nm beads diffusing for 20s between on-cycles. 
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Figure 6-10 
Behaviour of a normalised dissipative particle ensemble in electrode design I with a =411m, 
b=8pm 
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Figure 6-11 
Distribution profiles of 216nm beads after various amounts of cycles with 20s off-time 
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It can be seen from these figures that the theoretical ensemble quickly discretises. This is 
an indication of the relative distribution of particles with proportionally more particles in the 
wider wells. There is no global motion, only a small amount of symmetric dissipation around 
the centre of the initial distribution, with even this curtailed by the lower probability of 
escape from the outermost wide potential wells. Increasing t,, ff results merely in a greater 
dissipation of the sample. 
6.3.4 Higher order approximation of potential 
The real potential profile, of course, is not absolutely symmetrical as the centre of the 
high field region is not located precisely on the inner edge of the large electrode but 
somewhere in the small gap. A more accurate description of the system can be obtained by 
measuring also the positions of the centres of the potential wells, characterised by the x-axis 
crossing of the x-component of the DEP force between the well boundaries (Figure 6-12). 
For this x: y ratio of I Oýtm : 2gm the corresponding values of the well boundaries are shown 
in Table 6-1. 
a a' b b' 
3.87 3.62 8.38 8.13 
Table 6-1 
Actual dimensions in microns ofpotential wells 
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Figure 6-12 
Second order assessment ofpotential profile measuring the degree of well asymmetryfrom 
the zeros of the DEPforce 
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Here it must be observed that the asymmetric problem, with a a, b -7ý Yis part of a 
different general class that demands some extra consideration when modelling the resulting 
motion. In order to clarify the transport properties of this system a modification Nvas 
introduced into the design - case 2. 
6.3.5 Case 2 
+ 
Figure 6-13 
Modification to initial design with interdigitated pair spacing not equal to the large 
electrode width 
In an attempt to clearly break the symmetry of the potential the next case modelled was 
that of independent electrode pair spacing and wide electrode width i. e. with a#b (Figure 
6-13). This could potentially generate a non-negligible asymmetry due to the smaller 
potential well being situated off-centre between the larger ones". 
6.3.6 System dimensions 
The influencing factor in the choice of the electrode and gap dimensions was an order of 
magnitude balancing of the large and small potential minima. Otherwise, the high field 
generated trap would almost entirely dominate over the lower one and so any asymmetry 
generating properties would be lost with only an essentially symmetric series of deep 
potential wells remaining, in a similar manner to case 1. In addition, account had to be taken 
of the fact that diffusion is an integral part of the system and that from this perspective 
shortening the length scale of potential well boundaries would result in more efficient global 
transport. A series of different dimension sets were tried based on adaptive refinement. A 
trial typically indicative of the general properties of the system is illustrated in the following 
four sections. 
18 Making the small gap and electrode independent variables would not change significantly the class 
of the problem as it would not allow a much greater alteration of the symmetry of the system, only 
adding unnecessarily to the number of cases to be simulated for adequate refinement of 
the solution. 
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6.3.7 Field modelling 
The dimensions of the electrode array illustrated are a= 15gm, b= 7ýtni and c =3grn 
x 1010 4.5. 
4 
3.5 
>3 
Ca 
C 
(, ý 2.5 - 0 a 
.2 2- 
0 
-C C- 
2 1.5- 
0.5- 
0 
-10 0 10 20 30 40 50 60 70 80 90 
Distance along electrode array (Urn) 
Figure 6-14 
DEP Potential of design 1, case 2 at 1-3pm elevation showing increased asymmetry 
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Force profile in x -direction at 1-3, um 
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Figure 6-14 shows a definitely asymmetric potential profile with the small potential wells 
actually defined close to the electrodes. In Figure 6-15 the trapping potential of both wells is 
further elucidated by illustration of the local direction of the x-component of the DEP force. 
6.3.8 Potential schematic 
The boundaries of the potential wells were again defined by observing the points of zero 
force at I ýtrn elevation (Figure 6-16). 
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Figure 6-16 
Force shown with respect to electrode positions indicating definition ofpotential well 
boundaries 
The force profile in this instance is slightly more complicated due to the perturbations 
from the inner and outer edges of the large and small electrode respectively. These are 
somewhat more prominent than before due to the slightly Increased width (and 
correspondingly lower field) of the small gap, which is necessary in order to achieve the 
required proportioning of the small and large potential minima. The larger spacing of these 
perturbing minima from the main trap on the inner edge of the small electrode means that 
they are not completely subjugated as they were in the previous example. It can be seen, 
however, that theoretically no collection should occur on the outer edge of the small 
electrode as the force does not actually reach zero here - although a small amount of 
collection would still occur on the inner edge of the large electrode. The magnitude of this 
collection can be estimated by observing the distance in region c over which the force acts in 
the negative x-direction - i. e. away from the centre of the deep potential well. 
It can be seen 
that generally the force in this region is positive apart from a short fragment where there is a 
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weakly negative component. This short section clearly does not substantially contribute to 
the essential nature of the profile and so may be neglected. This results in a potential profile 
that can be represented schematically as in Figure 6-17. The noteworthy point is that in this 
instance the trapping distance on either side of the wells is not equal. 
Potential 
minimum 
type2 
Potential 
minimum 
type I 
c 
Figure 6-17 
2 
Simplified DEP potential profile of asymmetric pairs with arbitrary spacing showing 2 types 
of minima, classified by distinct width and asymmetry 
6.3.9 Simulation of Motion 
In this case there are four distances to consider a, b, c, and d. The motion simulation was 
written as before but this time taking into account that the probabilities of diffusing beyond 
two potential boundaries are not equal depending on whether the particle is in a potential 
minimum of type I or 2. For this reason particles diff-using beyond two potential well 
boundaries were also considered. The dimensions a, b, c, and d were obtained from Figure 
6-14 and Figure 6-15. 
a b c d 
7.0 2.3 7.3 11.4 
Table 6-2 
Potential well dimensions inumsfor design 1, case 2 
The optimum t,, ffwas calculated by considering the sum of the fluxes arising 
from the two 
types of potential minima. These characteristically transport particles in opposite directions 
but at different rates so there should be a net imbalance and global asymmetric transport 
should occur. 
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Results 
The results for tff defined according to the above criteria produced almost no net motion 
at all (Figure 6-18). 
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Figure 6-18 
t, ff = 3.2s, defined according to the criteria that, assuming a smooth distribuition, the net 
fluxfrom the combination of type I and 2 minima is maximised 
The reason for this is apparent when the magnitude of the forward and backward fluxes 
from the type I and 2 minima respectively is considered (Figure 6-19). Because they are so 
imbalanced, discretisation of the sample again occurs very quickly, with particles being 
transported into type 2 minima much faster than they can leave. For this reason the average 
asymmetry experienced by the particles rapidly becomes much lower than the combination 
from the two well types. More particles experience the considerably reduced asymmetry of 
the wider potential well. An interesting effect is that although this transports particles in the 
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opposite direction at a much reduced rate, the increasing proportion of particles in these 
minima mean that the forward and backward fluxes reach a fluctuating balance. Therefore 
the widening of the overall profile is constrained but little can be observed of classical 
Brownian ratchet behaviour. 
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Figure 6-19 
Illustration of initial definition of t. ff . Ae problem is that these are generally not the correct 
absolute valuesfor Jf and Jbdue to the initial even distribution quickly discretising unequally 
into the 2 types ofpotential minima. 
Off-time adjustment 
In order to lessen the rapid redistribution of particles into the lower symmetry wells that 
occurs at the initially designated tff, the particles were allowed to diffuse for longer times 
between cycles. This, however, implies that diffusion beyond a second potential well 
boundary may become non-negligible and therefore the approximation used would break 
down. This has been shown to be the case using higher off-times where the distance 
transported actually peaks and reverse motion eventually takes place due to an w-irealistically 
high number of particles being forced into more asymmetric narrow wells by artificial 
truncation of the Gaussian tail. In order to avoid this problem, the program was modified to 
include diffusion past n boundaries, where n is an off-time dependent cut-off point. In this 
way the motion could be more accurately simulated and the real optimum t,, ff established by 
observing the velocity peak. Figure 6-20, shows the distance transported through 500 cycles 
using toff = 10s with the discretised profiles outlined at various points. Evidently t is increase 
in free diffusion time causes a greater general dissipation of particles although a definite 
collective drift can be observed. 
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Figure 6-21 shows the transport expected when the off-time is increased to 30s. The net 
distance is increased, and from Figure 6-22 it can be seen that the normalized quantity of 
beads falls off as they begin to be lost from the end of the electrode array. 
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Figure 6-20 
216nm beads in device design 2, case 2, with toff 10 second - longer than theoreticallY 
optimised in order to reduce competing backflow 
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Figure 6-21 
216nm beads in device design 2, case 2, with tff increased to 30 seconds - well above the 
theoretically optimised value in order to reduce competing backflowfurther and thereby 
increase forward transport. The sample is correspondingly spread out more across the 
electrode array. 
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Figure 6-22 
Decrease in normalized bead quantityfor t,, ff = 30s as particles reach the end of the 
electrode array 
A summary of the net transport as a function of t,, ff is illustrated in Figure 6-23. In order 
to avoid the distortion of the profiles due to the discrete nature of allowed positions, the 
mean of each distribution curve was used instead of the peak (median) to calculate the net 
distance transported. Examining the mean position of the distribution at various time 
intervals, the velocity can be observed to be constant for a given tff. The corresponding 
velocity curve as a function of tff is shown in Figure 6-24. From this, the optimal off-time 
can be observed to be -10s, resulting in a peak velocity of 0.025ýtm/s. 
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Figure 6-23 
The relationship between toff and average distance moved in 500 cycles 
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Velocity of mean particle distribution as afunction of off-time 
6.3.10 Field decay 
DEP potential magnitude 
As illustrated in the selected x-component elevations of the potential and force graphs, 
the fall-off with height is quite rapid. In Figure 6-25 the height dependence of the potential is 
illustrated as a continuous y-distribution taken at 2gm intervals across one electrode period. 
The initial field variation is displayed in the different starting values of each curve depending 
on which point on the device it originated. The curves are shown from a minimum height of 
Igm to avoid the artificial distortion generated by the finite element numerical analysis 
technique. As can be observed, at 5gm elevation, the value has dropped by more than an 
order of magnitude. 
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Figure 6-25 
DEP potentialfall-off with height above the electrodes for discrete points on the array (refer 
to Figure 6-26). The top curve corresponds to the highestfield point on the inner edge of the 
small electrode. 
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Figure 6-26 
Definition of x-co-ordinateforfield calculations in Figure 6-25 
The change in shape of the potential profile is also significant. The degree of symmetry 
I ive variation may be assessed by observing to what extent there is a change in the relati 
position of the global maxima and minima with height above the electrodes (Figure 6-27). 
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Figure 6-2 7 
Illustration of the effective symmetry change resultingfrom shifts in the position of the 
global maxima and minima 
Examining the behaviour of these turning points in the potential graphs such a shift can 
be observed. Figure 6-28 shows how the position of the peak, as defined by Matlab, vanes 
from 1-10ýtm. The corresponding shift in the minimum is in the opposite direction. 
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Figure 6-28 
Position of the global maxima at 1-10pm elevations 
If the positions of the peaks and troughs, as shown in Figure 6-27, undergo a transition of 
-p and t respectively, on simple algebraic rearrangement it can 
be shown that the original 
asymmetry: 
A= 
b 
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-A 
is altered by an amount: 
1+A 
1_ b 
p+ 
Using the Matlab numerical output of the x co-ordinates of the maxima and minima, then, 
the scale of the symmetry change can be observed (Figure 6-29). At 5Rm above the 
electrodes it can be seen that the asymmetry has practically disappeared and therefore the 
resultant field rapidly loses the defining character of a Brownian ratchet. 
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Figure 6-29 
Total change in symmetry with height due to combined movement of maxima and minima 
6.4 Design 2- Interdigitated electrode clusters 
The second design consisted of arrays of four separately addressable interdigitated finger 
electrodes (Figure 6-30). This used quite a different principle in that the electrode geometry 
itself was not periodically asymmetric. It is proposed here that the asymmetry of the DEP 
potential is generated by the juxtaposition of positive and negative DEP across the 
consecutive electrode pairs in each group of four. Thus the shape of the effective DEP 
potential is the result of the frequencies and voltages applied and so is a flexible property of 
the system. A modification of this design was to have clusters of three electrodes with a 
common earth in the centre so that the positive and negative DEP zones would be 
theoretically overlapped (Figure 6-31 ). 
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Figure 6-30 
4 electrode interdigitated cluster design 
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DEP earth DEP 
Figure 6-31 
3 electrode interdigitated cluster design 
6.4.1 Field Modelling 
Because the sign of the DEP force depends on frequency it was necessary to model the 
high and low frequency regimes, corresponding to positive and negative DEP, separately. 
This could be done assuming the principle of linear superposition of electric fields. For the 
4-electrode design, one approach was to model each pair separately using reflective 
boundary conditions (Figure 6-32). 
Positive DEP cell Negative DEP cell 
............ .......... ............. ........... ---------- 
L 
------- 
F-71 
Reflective boundanes 
Figure 6-32 
Cell boundariesfor separatefield modelling ofpositive and negative DEP pairs 
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A more accurate analysis, however, would be to include all the electrodes in the 
calculation as earths for the applied frequency (Figure 6-33), superimposing cells with an 
applied signal on the first and fourth electrode consecutively. 
Translationally symmetric boundaries 
Live electrode Earth electrodes 
Figure 6-33 
One of two superimposed cells used to calculate the DEP potential of thefour electrode 
array 
Figure 6-34 shows the Flex PDE output for the DEP potential at I gm elevation using this 
cell definition. 
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Figure 6-34 
DEP potential at 1, um elevation in the Flex PDE cell defined by Figure 6-33 
The FlexPDE data was again transferred to Matlab in csv-file form. In this way the 
positive DEP potential (E) profile could be inverted and scaled 
in order to represent a 
repulsive potential force. This produced the profiles exemplified 
in Figure 6-35 - Figure 
6-40, close to the electrodes and up to lOgm above. Figure 6-41 
is a sununary of the results 
for the 3-electrode design, which were modelled in the same way. These curves clearly 
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-in 
exhibit an asymmetry very much closer to the classical Brownian ratchet potential. Although 
the short range nature of the DEP force is again sharply visible in the low potential gradient 
of the large gaps, closer inspection of the force reveals that a substantial unidirectional x- 
component is still present, which may be scaled on adjustment of the potential inputs. 
Experimental evidence is nonetheless required to ensure that this force is not subject to 
perturbations which may hinder asymmetric collection. 
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atchet 
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DEP potential profile for 4-electrode structure, 1-3, um elevation, with comparison to the 
classical asymmetric saw-tooth Brownian ratchet potential shape 
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Figure 6-36 
DEPforce at 1-3, um onfour electrode structure. Positive in the large gaps although small 
in 
the essentially constant mid sections. 
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DEP potential, 8- 1 Oym elevation, showing retention of asymmetry 
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Figure 6-38 
Force profile on 4 electrode device 8-1 Qum above the electrodes. Clearer illustration of 
unidirectional nature in large gaps. Distortion is due to thefinite element grid 
approximation. 
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Figure 6-39 
DEP potential, 8-1 Opm, doubling negative DEP potential (increasing V by afactor ofV-2 
Shape is very similar to the classical Brownian ratchet potential. 
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Figure 6-40 
DEPforce, 8-1 Opm with doubled negative DEP potential, displaying greater uniformity in 
the large gaps 
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Figure 6-41 
3-electrode design DEP potential and x-componentforce profiles with the same parameters 
as illustratedfor 4 electrodes. These manifest slightly more asymmetry although theforce in 
the gaps is correspondingly reduced. 
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6.4.2 Field decay 
Magnitude 
The rate of field decay is on a similar scale to design I although the Initial DEP potential 
difference between the maximum and minimum field values is factor of -2 larger at 
8.2(V/M)2 due to the additional repulsive force and slightly smaller feature size of the 
electrodes. 
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Figure 6-42 
Attenuation with height ofDEPpotential at regular intervals along the array (refer to 
Figure 6-43) 
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Figure 6-43 
Definition of x-co- ordinate forfield calculations in Figure 6-42 
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Symmetry 
Although the field is dissipated, the symmetry does not appear to undergo any significant 
dispersion. Figure 6-44 shows the peak over an equivalent electrode segment length, with the 
maxima distributed vertically with respect to elevation. This is due to the fact that the 
asymmetry is not due to an offset produced by a smaller potential well which becomes 
negligible with height but to a superimposed repulsive force. Both the positive and negative 
DEP fields are periodically symmetrical", with the asymmetry of the total DEP potential 
being due only to the manner of their Juxtaposition, therefore they cannot change this 
property with height as this would result in an asymmetry being produced in them 
individually which is clearly non-physical. 
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Figure 6-44 
Global maximafrom 1-10pm showing no shift in the x-direction 
Thus, this design retains more consistently the characteristic potential profile of a 
Brownian ratchet. 
6.4.3 Transport Simu ation 
Particle transport was simulated using Matlab assuming collection would occur 
from all 
points in the large gap. Although this is not obvious from the modelled 
data it is a reasonable 
assumption to make given that the applied voltages may 
be adjusted and therefore the 
19 apart from the minor perturbations introduced by the earthing effects of the other 
electrodes 
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potential shape modified until collection occurs. The a: b ratios were again obtained from the 
FlexPDE simulations and this time only diffusion across one boundary considered -a valid 
assumption given that for forward transport tff should be within a range such that the 
Gaussian tail migrating as far as the second potential peak is negligible. 
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Assessment of asymmetryfor 4 electrode interdigitated cluster design, resulting in an a: b 
ratio of 9.8pm : 18.2pm 
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Figure 6-46 
21 6nm beads undergoing transport in the 4-electrode cluster 
design with optimal tff = 13. Sls 
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The nature of the resulting particle transport is illustrated in Figure 6-46. The smoothness 
of the distribution represents the fact that only one type of potential minimum is present. 
Following the peak of the distribution it can be seen that the motion also possesses a high 
degree of linearity. Thus a unique velocity may be assigned as before, measured according to 
net distance transported over total time, which vanes with bead size according to Figure 
6-47. Excluding the t,, factor which will be ascertained experimentally, this agrees with the 
macroscopic velocity quoted in Gorre-Talini et al [I]: 
(a+ b) 
(ton 
+ toff 
where J is the forward probability flux. 
The optimum off-times required to produce these velocities are shown in Figure 6-48. 
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Velocity of distribution as ajunction of bead size, measuredfrom simulation 
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t,, ff requiredfor optimum transport varies linearly with bead size 
Comparing the velocity of 216nm beads, 0.2gm/s, with that resulting from the first 
electrode design, 0.025ýtm/s, it can be seen that it is increased by an order of magnitude. In 
general particles are transported in a much more efficient manner due to the fact that there is 
no competing back flow since the potential profile is in essence that of a classical Brownian 
ratchet. 
6.5 Conclusion 
In terms of the form of the DEP potential and the predicted transport properties, the 
interdigitated cluster design is largely superior to the asymmetric pairs. This is evident in the 
essential similarity of the cluster design DEP potential to the standard Brownian ratchet 
potential shape, known to produce unidirectional transport when applied periodically to a 
dissipative ensemble. The symmetry dissipation being also negligible, this shape is preserved 
to higher elevation than in the first design, implying a degree of biased motion some way 
above the electrodes even though complete collection may not occur. 
With the separate addressability of the electrodes the second design also possesses a 
higher degree of tunability. The shape of the potential may be adjusted to facilitate biased 
collection by independent alteration of the applied voltages and the pumping direction by 
interchange of frequencies. This is distinct from existing DEP Brownian ratchets such as the 
factory roof design [2] and blazed optical grating [1] which have a fixed potential shape. fn 
these designs the pumping direction is altered by changing the sign of the DEP force. 
Separation can theoretically occur by choosing an intermediate frequency between the 
crossovers of two particle populations. Likewise, fractionation can occur in the cluster 
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design by choosing the higher applied frequency midway between those of the M'o 
populations to be separated. In this way, the device may act as a Brownian ratchet as 
indicated for particles with lower crossover and a periodic trap without any biased motion 
for the remaining, higher crossover population. This avoids the potential problem of 
competing fluxes in opposite directions and also allows a more accurate prediction of motion 
as the potential minima are always very well defined, in contrast With negative DEP 
pumping ratchets where the levitation height and therefore the DEP force are not so 
accurately assessable. The high field exposure resulting from the necessary positive DEP 
collection, however, may pose problems for certain types of biological entity - although this 
is probably minimal since DNA, viruses and other colloidal entities have been shown to 
withstand the strong fields required. Living cells and other fragile organisms which may be 
affected by these fields are in any case generally not suitable for fractionation in a Brownian 
ratchet device due to their large size and correspondingly low diffusion constants. 
The interdigitated cluster design, then, was chosen for fabrication as despite the higher 
level of complication necessary for its construction, e. g. multilayer fabrication techniques, it 
has theoretically interesting and unique features as well as a high probability level that it will 
function most effectively as a Brownian ratchet. In addition, the full potential of the device 
cannot be adequately explored theoretically since asymmetric collection rates and unbiased 
diffusion must be experimentally verified. 
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Brownian ratchet Fabrication 
The basic fabrication procedure is an adaptation of a method previously utilised on a 
larger scale in the construction of a travelling wave device [1]. In order to obtain arrays of 
four separately addressable electrodes, multilayer fabrication techniques were employed. 
This involved dividing the structure into several parts which are overlaid using 
semiconductor manufacture methods such as photo and e-beam lithography, chemical 
deposition and etching. The microfluidics was tackled using moulding techniques derivable 
from the same technology to produce a silicon elastorner removable channel. 
7.1 WAM design 
The layout of the device was drawn up using the computer aided design facility of a 
microwaveguide simulation package produced by Barnard Microsystems called WaveMaker. 
This allowed the multiple layers to be saved in GDSII point based format before transferral 
to the bearnwriter compatible CATS pattern files. This type of language describes the file in 
terms of 2-dimensional areas or blocks, the size of which, determined by the specified 
resolution of the overall shape, governs the spot size of the electron beam. For areas where 
low resolution is required such as bus bars or bonding pads this can be large and thereby 
writing time reduced whereas areas with fine detail necessitate correspondingly smaller spot 
sizes and must be written as a separate layer. The other parameter which should be specified 
in the beam writer control file is the dose. This controls the electron beam current and is 
usually determined by a series of multiple dose exposure tests. 
This system was employed in the writing of masks used for photolithography and in 
direct write e-beam lithography. The electrode design was written initially on mask plates for 
photolithography fabrication. The basic schematic is outlined in Figure 7-1. 
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Figure 7-1 
Schematic of electrode design 
The design consisted of interdigitated electrodes in groups of four (Figure 7-1). In order 
to obtain the required addressability, each electrode was joined to one of four 
bus-bars 
arranged in parallel pairs. Separation between the two sets of bus-bars was achieved 
by 
means of an insulating layer, with holes allowing connections to relevant electrodes. 
The 
three electrode design was drawn up to be compatible with the same bus-bar and 
holes masks 
so that only one extra layer would have to be re-written (Figure 7-2). 
Bonding pads 
connecting to second 
electrode pair 
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------------------------- t ------------------------------------------------ 
Figure 7-2 
3 electrode modification with central earth 
The channel design was written as a positive and negative mask in order to explore 
different fabrication techniques. All layers, including channels, were written on a single 
mask plate (Figure 7-3). 
Figure 7-3 
Overview of mask plate 
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7.2 Electrode array fabrication 
The first electrode pair in each group was laid down with connections to the primary, 
outer bus bars whereas the second pair were left with floating connection pads. When the 
insulating layer had been deposited, holes were etched above these connection pads in order 
that they could be bonded to the top bus-bars which were overlaid as layer-3. An outline of 
the fabrication procedure is shown in Figure 7-4. 
Base electrodes deposited on glass. 
Insulating layer deposited on top of 
electrodes. 
Photoresist mask etched 
delineating connection holes, 
channel and bonding pads. 
Holes etched in insulator. 
Top bus-bars and bonding pads 
PAO -W, .0 % 
deposited. 
Figure 7-4 
Summary of electrodefabrication procedure showing alternate electrode connections in two 
juxtaposed groups 
7.2.1 Layer I 
The electrodes corresponded to the finest feature size of the device therefore they were 
designated as the first layer. The metals chosen were: 
1) 1 Onm of Ti, for glass adhesion. 
11) 1 00nm of Au, for low resistivity. 
111) 20nm of Ti for protection of the top layer from corrosion at 
low frequencies. 
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These were deposited in a PlasSYSTM thin film deposition system. Three techniques, outlMed 
below, were initially employed in order to discern the best and/or most efficient for the large 
area 2ýtrn features. 
Photolithography-lift off 
Glass microscope slide, cleaned 
ultrasonically in acetone and methanol 
S 1818 photoresist spun at 40OOrpm, to 
a thickness of 1.8[tm, and baked for 
30 mins - soaking in chlorobenzene 
midway to harden resist, thereby 
improving lift off. 
10-12s exposure on a 20OW 
UV mask aligner. 
iv) 75s development in microposit 
developer (Shipley). 
V) Plassys metal evaporation 
MONA 
vi) Lift off - acetone 
attacks resist, removing 
unwanted metal 
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Photolithography - wet etch 
This technique was tried in order to decrease the incidence of short circuits caused by 
metal re-deposition or incomplete metal removal. 
The glass substrate was cleaned 
by soaking in a 7: 1 mixture of 
sulphuric acid and hydrogen peroxide 
for a duration of 5 minutes after the 
temperature had peaked at 900C. 
ii) TiAuTi layer evaporated 
iii) Patterned using metal 
mask and U. V. light 
V) Hydrofluoric acid (HF) and gold 
etch used alternately to remove 
metals unprotected by resist. 
Usually results in over-etch, due to 
the tendency for undercut. 
iii) S1818 resist spun on top 
iv) Positive development. 
vi) Resist removed 
in acetone. 
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E-beam lithography (i) 
A higher resolution alternative to photolithography is direct write e-beam lithography 
(Figure 7-5), where the pattern is written directly onto the sample by means of an e-beam 
sensitive resist. The resist chosen was UV3 (Shipley). The dose was determined by a series 
of exposure tests. 
Direct write e-bearn 
Figure 7-5 
Thin nichrome layer to ensure 
earthing of electron beam. 
UV3 -e-beam sensitive resist: 
i) spin coated at 5000rpm 
ii) hot plate baked at 1090C 
for 5 minutes 
UV3 procedure 
On removal of the nichrome, the sample is developed and metalised in the same way as 
for photolithography lift-off. However, although UV3 is used routinely for writing small 
patterns with feature size -0(0.5gm) it was not consistently reliable for this relatively large 
area (_ I 06gM2) since one small imperfection or contaminant could short circuit the device. 
The lift-off procedure also carried similar potential risk factors with metal re-deposition as in 
photolithography and therefore there was no significant overall advantage to this technique. 
E-beam lithography (h) [21 
In order to overcome the above weaknesses, a Honda 
TNI 
mask plate was used as an 
alternative substrate (Figure 7-6). This minimised the risk of pre-exposure contaminants as 
well as that of re-deposition as the final etch dissolved away the chrome instead of producing 
potentially damaging flakes as with lift off. 
Figure 7-7-Figure 7-9 show various perspectives of the result. 
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Development 
TiAuTi evaporation 
iii) Chrome etch attacks 
exposed metal 
v) Acetone lift-off 
vi) Final chrome etch 
Figure 7-6 
Direct write procedure using a pre-metalised mask plate as a substrate. 
Electron beam patterns 
e-bearn sensitive resist on chrome 
mask plate, with the chrome 
acting as an earth layer 
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Figure 7- 7 
Macroscopic view of layer I written on a mask plate segment 
F21 
'5 ) 
All images 30 pm x 30 pm, contact 
mode in air 
Location of scan sites on sample 
4. 
Figure 7-8 
A tonticforce microscope pictures showing quality of electrode edges. 30Pm x3 Qum contact 
mode in air (L. 0. T Oriel Group, http: //Www. lotoriel. co. uk). 
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Figure 7-9 
Nikon microscope overview of layer I 
7.2.2 Layer 2 
Silicon Nitride (SiN) was chosen as the insulation layer because of its non-porosity, 
which renders it suitable as an insulator even in aqueous conditions. It was deposited in a 
vapourised form at 3000C using a combination of silane (SiH4), nitrogen (ND and ammonia 
(NH3) gases. Several thicknesses were tried ranging from 300-500nm, aiming for good 
insulation combined with a uniform ohmic connection to the top bus-bars. For the thicker 
samples, low stress deposition techniques were used to minimise fractures. Given the large 
areas of overlapping metal and incidences of imperfections in the SIN, it was found that 
thicker insulation was desirable. The only prospective problem this posed was the potential 
hindrance to a good connection of the exposed electrodes to the upper bus-bars. However 
this was dealt with separately with the initial priority being to minimise short-circuits caused 
by insulation flaws. 
Hole patterning 
The holes were patterned using photolithography to produce a positive resist mask. 
Combinations of HF and Carbon-fluoride (C2F6) gas andC2F6alone were then used to etch 
the exposed areas. This was carried out in order to compare the effects of the wall geometry 
on the upper connection (Figure 7-10), since the insulator thickness was considerably thicker 
than the deposited metal. The completion of the etch was determined by the measurement of 
a negligible resistance on a cleared bonding pad and by direct observation of the holes 
through a polarising filter where any anomalies in the colour of the smaller cleared areas 
would reveal the presence of a SiN residue. 
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Figure 7-10 
Approximate profiles of three SiN etches attempted to ensure good ohmic connections of 
base electrodes to top bus-bars. 
It was found upon metal evaporation that over etching with GF6was optimal since 
presumably the vertical wall profile maximises the contact area for the upper bus-bar while 
minimising the chance of consecutive electrode connection. These are essential requirements 
given the margin of error in alignment. Figure 7-11 shows a series of SEM photographs 
taken of the etched holes and channel. Part (d) shows some misalignment which although not 
sufficient in itself to de-functionallse the device is not desirable for connection purposes 
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(d 
Figure 7-11 
Holes etched in the insulating SiN layer to establish the connection of every 4 th electrode. 
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7.2.3 Layer 3 
The same metals were chosen with the l0nm layer of Ti retained to promote adhesion to 
the SIN. Although there was no sloping component to the walls, the divergence of the 
vapourised metal in the Plassys TM ensured that they were covered. The thickness of the gold 
of the upper bus-bars was also increased by 50% in order to improve the uniformity of the 
conduction of this corrugated layer and compensate for the reduced width in comparison to 
the lower bus-bar. 
Here, good adhesion was more difficult to attain and so it was critical that samples had 
minimal contamination. After etching they were cleaned in water bath heated acetone at 
60'C for up to 2 hours to remove any resist residue, hardened or cross-linked by the etching 
procedure. They were then soaked in hot OpticlearTm to remove any grease picked up in the 
procedure before being transferred back to the hot acetone to remove the Opticlear residue. 
After the routine rinsing in methanol samples were air dried and placed for further drying in 
a 90'C convection oven immediately prior to evaporation. 
On some occasions, if the upper bus-bar had any breaks or serious flaws, the lithography 
procedure could be repeated. This was done successfully on several occasions without 
further damage to the devices. Figure 7-12 shows the final result on the cut mask plate. 
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Figure 7-12 
Cleaved maskfragments of thefinished batch of electrodes 
Top insulation 
Another SIN layer of 200nm was deposited on the devices and etched using 
the channel 
mask above the active area. This served as a protective shield 
from the potentially damaging 
repeated repositioning of the channel between experiments and also 
to minimise interference 
from bus-bars or electrode edges outwith the active area. 
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7.3 Channel 
PDMS 
Channel 
letion 
Figure 7-13 
Channel design 
The channel was added as a top layer in order to constrain the sample when undergoing 
diffusion in the off-cycle. It was fabricated in SU8 moulded PDMS as a removable entity in 
order to facilitate cleaning of the device as well as minimising the risk of irreversable 
damage in the fabrication procedure. 
7.3.1 Materials 
PDMS 
The compound PDMS (Poly (dimethylsiloxane)) is a silicon elastomer widely used with 
moulding procedures for making capillary channels, with particular application in microscale 
total analysis systems (ýtTAS) [3,4]. 
SU8 
SU-8 is a negative, epoxy-type, near-LTV photoresist based on EPON SU-8 epoxy resin 
(from Shell Chemical) that has been originally developed and patented [5]. It Is 
manufactured for thick and ultra-thick resist applications (SU8-5,10,25,50 100 ranging ftom 
10-2000ýtm) and generally produces a high aspect ratio. The high resolution obtainable also 
results in smooth, vertical walls making it suitable for the moulding of microfluldic channels. 
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AL Sample injection 
7.3.2 Methods 
PDMS curing procedure 
PDMS comes as two separate parts, fixer and bulk, which are added together at a ratio of 
10: 1 respectively. These are then mixed thoroughly and de-gassed under vacuum for 15 
minutes until no air bubbles remain. The PDMS can then be poured onto the mould and 
allowed to settle before being oven cured. The thickness, however, is difficult to control. The 
viscosity is highly sensitive to the accuracy of the fixer: bulk ratio and small variations 
around the required value can produce variable settling in an unbounded (surface-tension 
controlled) sample such as a glass slide. While it is not essential in this application that 
thickness be accurately predictable, it is useful to have it adjustable to the very short working 
ranges of the high magnification microscope lenses. In addition, if channel height is to be 
reduced, it is important to have more accurate predictability especially since the use of other 
constructions - such as PDMS walls with a glass lid - would circumnavigate the problem of 
having a too high aspect ratio or other filling problems related to the high PDMS surface 
area/fluid-volume ratio. 
PDMS Spinning 
Investigations were therefore carried out spinning PDMS onto glass microscope slides 
using various spin speeds in order to obtain a calibration curve of thickness (measured using 
a Dektak) against speed (Figure 7-14). 
Procedure 
1. Clean 7.5: 2cm glass microscope slides ultrasonically using acetone and methanol. 
2. Mix PDMS according to standard procedure of 1: 10 fixer: bulk and de-gas under 
vacuum for 15 minutes. 
3. Apply PDMS to slide spreading with spatula to the edges. 
4. Increase spin speed gradually over 10 seconds to desired value. 
5. Spin for 40 seconds 
6. Oven cure at 75 C for 30 minutes. 
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Figure 7-14 
Experimental calibration of deposition thickness against spin speedfor PDMS on glass 
7.3.3 Preliminary constructions 
Some preliminary channels were made using several of the spun samples by cutting 
small, rectangular sections of the PDMS using a scalpel. Because of their small size they 
could be pealed off with tweezers, in contrast to larger sections of this thickness which could 
rarely be removed undamaged due to the PDMS-glass adhesion being greater than the 
strength of the PDMS film. 
PDMS sections 
Figure 7-15 
Preliminary channel construction using thin, rectangular sections of 
PDMS Ivith a glass 
coverslip 
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Glass coverslip 
These rectangular sections were then positioned carefully at the channel edges and the 
sample added, before covering with a glass cover slip (Figure 7-15). Gentle pressure was 
applied to expel any excess fluid and ensure that the channel height was that of the PDMS. 
PDMS Oxidation 
One problem with using PDMS in the fabrication of a capilliary channel is its 
hydrophobic nature. This usually results in the formation of a cusp when aqueous fluid is 
injected in (Figure 7-16). 
Figure 7-16 
Unoxidised PDMS with cuspformation showing resistance offluid to evenlyfill the channel 
Modifying a recipe developed by Duffy et al [3] the baked PDMS surface was cleaned in 
ethanol and oxygen plasma etched for a range of different times from 1-10 minutes. This 
creates silanol groups on the surface -0, SI(OH)4-n which in neutral or basic solutions, de- 
protonate producing hydrophylic ionic groups [6], rendering the PDMS channel capable of 
supporting capillary flow (Figure 7-17). 
Figure 7-17 
Ethanol cleaned and oxidised PDMS capilliary un iform ly filled with an aqueous suspension 
ofpolystyrene beads 
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SU8 Lithography Procedure 
The moulded channel height was designated to be in an aspect ratio of -1: 3 A-Ith the 
channel width thus supporting a fairly flat PDMS lid. The designated thickness being within 
the optimal range of SU8-50, this was chosen and etched according to the following 
lithographic procedure, which has been adapted from data sheets supplied by the company 
[7]. 
1. After cleaning, dehydrate glass microscope slides at 120 degrees for 10 minutes. 
2. Spin on primer at 2000 rpm for 30 seconds. 
3. Dispense SU8-50 using dropper and spreading to edges with spatula. 
4. Spin V, 500 rpm/5s . 
V2 10OOrpm/30s, V, V25s acceleration. 
5. Soft bake 5 mins 60 C 2h 95 C5 mins 60 C(to avoid cracking), 
6. Expose at 4mJ/cm' for 120s in stages of 15s, allowing Im between each exposure. 
7. Post exposure bake 5 mins 60 C 60 mins 150 C5 mins 60 C 
8. Development - repeated soaking in EC solvent and rinsing in isopropanol for as long 
as required - usually between 15-20 minutes or until all the white residue produced 
by the action of the solvent on the SU8 has been rinsed clear by the isopropanol. 
9. Blow dry gently. 
This procedure proved effective in producing the required structures on glass (Figure 
7-18). However, the adhesion was variable and therefore the robustness as an effective 
mould not guaranteed. 
Vom, 
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Figure 7-18 
SU8 channel mould on glass. Thickness -I 00, um. 
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SU8 Free Structures 
In order to promote durability as a mould - i. e. prevent cracking and loosening on 
channel removal - free structure moulds, not adhering to the glass, were fabricated. The 
above procedure was modified to allow this by leaving the SU8 structure for longer soaking 
times in the solvent between rinses with isopropanol. This was sufficient to loosen the cross- 
linked resist without actually detaching it from the glass. Detachment could then be easily 
achieved by applying gentle pressure with a spatula to the air dried sample. 
SU8 Mould 
The final mould was prepared by spinning a lOgm coating of SU8-5 onto a glass slide 
and heating at 60 C on a hot plate. After a few minutes the previously fabricated channel 
structure was positioned on the slide using tweezers and left for a further 20 mins or until no 
spatula imprints could be made in the thin layer 3 mins after removal from the hot plate. This 
created a very strong adhesion as well as a uniform surface from which even thin PDMS 
could be easily pealed. 
7.3.4 Final channel construction 
When the mould was ready, the PDMS was spun on at 600rpm and cured as described. A 
rectangular section was cut round the channel mould, which was tweezed gently from the 
SU8 (Figure 7-19). Because of the low adhesion of the SU8 surface, samples were generally 
removed without damage to the mould nor the PDMS. Figure 7-20 shows the result, 
focussing on the mid section of the channel. In Figure 7-21 can be seen the channel overlaid 
on the electrodes. 
Moulded PDMS Silicon 
elastomer 
Free SU8 structure 
Figure 7-19 
Moulded PDMS channel is removedfrom the SU8 
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Figure 7-20 
Main channel section showing sample injection sub-channels 
a b 
Figure 7-21 
Channel positioned on electrodes, focusing on a) channel, b) electrodes. 
7.4 Printed Circuit boards 
These were fabricated using an acetate mask designed on Corel DraWTM to pattern a 
photosensitive layer on prefabricated copper coated boards. Exposed copper was removed by 
ferric chloride and HCI before cleaning in acetone (Figure 7-22). 
Printed circuit boardsfor single and triple device layouts 
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Figure 7-22 
7.5 Final device construction 
es 
mdes 
Figure 7-23 
Schematic offinal device construction 
The devices were mounted via insulating wires connected by solder on the PCB. In order 
to avoid heat damage to the electrodes or insulator, silver paint was used to establish 
connections on the device and covered with a layer of epoxy for strengthening and to 
facilitate repeated acetone cleaning. The signals were applied via BNC cables attached to 
Molex connector clips which could be slotted onto the PCB. A summary of the layout is 
illustrated in Figure 7-23. In Figure 7-24 and Figure 7-25 the final constructions can be seen 
in single and triple arrangements. 
Figure 7-24 
Single device 
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molex connector clips PCB board 
. 4. 
7.6 Conclusion 
Figure 7-25 
Triple device 
I 
-id 
.4 
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The theoretical Brownian ratchet described in Chapter 6 has been designed and built 
using an adaptation of a method previously utilized on a larger scale. Various modifications 
have been made in order to accommodate the smaller feature size such as using direct write 
e-beam lithography for the base electrodes and thicker insulation to overcome the increased 
likelihood of short circuits. A combination of etch methods has been tried to ensure good 
connections given the high ratio of insulator width to bonding area with gaseousC2H6 found 
to be optimal. Channel mould functionality has been increased by SU8 bonding of a free 
SU8 structure thus overcoming the problem of variable SU8-glass adhesion at low surface 
contact areas. This has resulted in an adequate realization of the requirements of the design 
concept - in particular the separate addressability of the electrodes and its structuring 
for use 
as a microfluidic device. 
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8 Particle transport and Separation 
8.1 introduction 
The aim of this chapter is to verify experimentally that the postulated new electrode array 
design does indeed function as a dielectrophoretic Brownian ratchet pump. Ideally, this 
would involve the visible transportation of a localised group of particles through the device. 
The functionality of the initial collection electrodes is therefore investigated and the 
necessity of a channel demonstrated. It has been established that in order to qualify as a 
Brownian ratchet a system must display two essential properties - an asymmetric potential in 
the on-cycle and fTee diffusion around the previous potential minima in the off-cycle. In 
order to uniquely infer the presence of unidirectional global transport, then, it is enough to 
demonstrate that asymmetric collection occurs followed by symmetric diffusion. This is 
investigated via image processing of the microscopic images of the functioning device 
8.2 Experimental set up 
The experimental arrangement (Figure 8-1) consisted of a pair of signal generators 
connected via a two way relay to a square wave function generator (Figure 8-2). In this way 
the signal could be periodically switched by applying a square wave potential from the 
function generator, where the on-off cycle was governed by the period and symmetry of the 
signal. The device was mounted on a steel clamp, allowing access to the connector pads 
which could be attached via removable Molex clips to the power source. A Nikon 
fluorescent microscope and digital camera were used to observe the images and recordings 
made onto video tape. A photograph of the complete set-up is shown in Figure 8-3. 
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Figure 8-1 
Experimental set up 
Relay 
................... 
Square wave 
control signal 
Generator 1 
(High frequency) 
Generator 2 
(Low frequency) 
Figure 8-2 
Schematic of dual relay system used to synchronise applied signals 
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+ve DEP signal generator -ve DEP Signal gene 
Square wave function generator 
DEP Brownian Ratchet luorescent microscope 
Figure 8-3 
Photograph of Brownian ratchet laboratory set-up highlighting relay connections and 
device 
fitting on microscope table. 
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8.3 Simultaneous positive and negative DEP 
I. Oov 15ý, r--O . 005 200sn/ fl ST OP 
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Freq(l)=899.3kHz Vp-p(l)=3.625 V 
Figure 8-4 
Oscilloscope reading on lowfi-equency electrodes showing the effect of the adjacent high 
frequency 
The applied signals on the 4 electrode device were monitored using an oscilloscope in 
order to assess the level of interference. Due to the proximity of the electrodes combined 
with induction effects within the relay some mutual influence between the signals was 
observed. The high frequency superposition on the low frequency signal of the positive DEP 
electrodes is shown in Figure 8-4. The simultaneous action of high and low frequencies on 
the juxtaposed pairs was initially investigated. Figure 8-5 shows the result of interchanging 
the applied frequencies from high/low to low/high. Initially particles are repelled from the 
left hand (LH) electrode pair. If no signal was applied to them the low frequency field on the 
RH pair would also cause collection here (as shown in the field simulation, Chapter 6). On 
increasing the RH frequency to produce negative DEP and lowering that of the LH pair the 
particles can be seen to move across the gap and collect on the now positively 
dielectrophoretic LH electrodes. The preservation of the shape of the distribution 
demonstrates the motion is essentially perpendicular to the electrodes. 
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1. 
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2. 
4. 
Figure 8-5 
Swapping ofsimultaneously applied high and lowfrequencies. Trace overlay is the potential 
simulated in Chapter 6, with the direction switched afterplot 1. Time betweenframes - 0.5. 
8.4 3-electrode design 
The 3-electrode design similarly supported the juxtaposition of positive and negative 
DEP, although the voltages of the applied signals had to be more In balance to avoid 
domination of one force over the entire electrode group. Figure 8-6 shows the movement of 
the positive DEP potential minimum to the outermost electrode edge when a higher voltage 
is applied to the negative DEP electrodes. This is also possible on the 4-electrode device 
although the difference in voltages must be significantly greater, alluding to a higher level of 
flexibility of the potential shape of the latter. The fundamental characteristics of the devices 
remain the same, however, and therefore they do not require separate analyses in terms of 
their collection properties - although the 3-electrode device is nonetheless useful 
for 
illustration purposes with the localization on a single electrode edge providing greater 
photographic clarity without need of excessively high negative DEP voltages. The devices 
are therefore used interchangeably with only minor differences to the observed 
perfon-nances. 
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Figure 8-6 
3-electrode device showing localisation on a single electrode edge when negative DEP 
potential is increased 
8.5 Channel requirement 
The devices were first tested without channels to see if this could be a feasible 
experimental approximation. However during the off-cycle many particles diffused away and 
in the on-cycle particles did not collect asymmetrically even at a substantial distance from 
the electrode ends due to the diffusion flux (Figure 8-7). Therefore one of the two channel 
constructions described in Chapter 7 was used for subsequent experiments. 
Figure 8- 7 
Diffusing particles in the on-cycle causing a flow with a parallel component to the electrodes 
which impedes asymmetric collection. 
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8.6 Initial Collection 
The effectiveness of localising an initial distribution of particles for the purpose of 
demonstrating a group asymmetric drift was investigated. The device was filled with 
aqueous buffer and a slug of particles injected into the cross bar of the channel to the 
activated collection electrodes. However at high particle concentration (5xio-' bottle 
concentration i. e. -10-4 v/v) the particles quickly diffused a substantial distance into the 
channel (Figure 8-8). Lowering the concentration by a factor of 10 resulted in a somewhat 
more confined distribution (Figure 8-9) but only at extremely low bead concentrations 
(_1/106) was it possible to localise particles only on the collection electrodes (Figure 8-10). 
However, due to the short range of the DEP force compared to the channel height, many 
beads still remained suspended above the electrodes and were free to diffuse along the 
channel. This was evident on activating the Brownian ratchet electrodes which caused extra 
particles to collect at arbitrary points along the channel, not necessarily only those 
transported from the previous consecutive electrode group. In order to rigorously 
demonstrate any ratchet-induced net group drift, then, the channel height would have to be 
considerably lower (0(-10gm)) so that all injected particles could be within the initial 
collection range. 
8.7 Image Processing 
Video sequences were transferred to computer as AVI files using Miro frame-grabbing 
software and subsequently converted to TIF files using the Morgan codec package. These 
could be averaged over specified time intervals with Jasc image processing software and 
analysed using Matlab. 
8.7.1 Matlab intensity analysis 
In order to measure the quantity of beads present, the basic program strategy was to sum 
the total intensity of the averaged images along columns parallel to the electrodes. The 
relationship between intensity and bead quantity was taken to be one of approximate linear 
proportionality at low bead concentrations. However, as can be seen from section 8.9.2, at 
higher concentrations overlap results in some saturation of the signal so that the response 
becomes non-linear and the summed intensity is more representative of the character of the 
distribution rather than exact numerical quantity. 
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Figure 8-8 
Initial collection with high bead concentration (1 0-4 v/v). Beads rapidly diffuse into the 
channel on saturation of collection electrodes. 
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Figure 8-9 
Lower bead concentration (I 0-5VIV) 
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Figure 8-10 
Lowest bead concentration (10-6vlv). Localisation is only apparent, however, with a number 
of beads still suspended above the electrodes. 
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8.8 Asymmetric Transport 
V4ýjji i tfYs' 
Figure 8-11 
Video sequence processed on Matlab to show asymmetric collection over a period of I. 4s 
It can be seen from the processed images that the parallel electrode design does indeed 
induce asymmetric transport in the on cycle (Figure 8-11). The Matlab produced intensity 
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curves show a marked repulsion from the negative DEP electrodes with the beads collecting 
from any position in the large gap towards the positive electrodes on the left. Thus the 
potential gradient from maximum (negative DEP electrodes) to minimum (positive) is 
always negative as predicted. 
8.8.1 A closer inspection 
Conversion of the images to binary data by threshholding the image to exclude residual 
light scattering from beads out with the focal plane (Figure 8-12) allowed the movement of 
the individual beads to be examined more closely. 
Figure 8-12 
Conversion to binary data allows beads to be discerned without interferencefrom residual 
light scattering 
Figure 8 -13 shows the Matlab output 
for one electrode period, where, after this 
processing, a cluster of beads can be followed moving across 
the inter-electrode gap. 
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Observing the shape of the distribution allows an approximate delineation of the potential in 
this region. 
On activation of the electrodes the particles can be seen to be immediately repelled from 
and attracted to the potential maximum and minimum respectively. The shape of the 
distribution is rapidly distorted around these areas since the force, as shown in the 
simulations, is highly non-linear. The repelled beads quickly accumulate on the edge of this 
region in a distribution which travels along essentially undistorted until reaching the next 
non-linear region, where attractive tidal forces again cause break up. The motion of the peak 
of this distribution is shown in Figure 8-14, and is essentially constant. This implies the 
presence of a constant linear force which is balanced by Stokes drag. The potential as 
predicted by the field analysis, however, is basically flat in the central region, therefore a 
numerical comparison of the required and actual forces is necessary. 
The DEP force required to produce this velocity is 
32 F= 2)ra E.. Re(K(w))VErms = 6m7rv 
Substituting in values for a, q and v- 108 x 10-' m, 10-3 Ns/m and, from Figure 8-14, 
7.26XIO--6 m/s respectively, gives a required force to balance Stoke's drag of 1.4 x 10-14 N. 
For this size of beads, the DEP force from the simulations at unit amplitude voltages is 
6.3 x 10-16 N (Figure 8-15). Scaling for the applied voltages of 4V peak to peak on the 
positive DEP electrodes and 8V on negative and converting to r. m. s. produces an additional 
factor of 12 from the DEP force equation, assuming the Claussius-Mossotti factors to be at 
the positive and negative limits of I and -0.5 respectively, i. e: 
F22(4 DEp Scale factor =2x -2 +0.5 -2 
+ve DEP -ve DEP 
Thus the ratio of Stokes drag to the DEP force is 1.75. This is somewhat high although in 
the right order of magnitude. The measurement of the drift velocity constitutes a 
considerable approximation which could account for the discrepancy or there may 
be 
additional forces in the system. This will be explored further in Chapter 9. Nonetheless, 
asymmetric transport is clearly observed and therefore one of the two essential criteria of 
Brownian ratchet pumping fulfilled. 
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Figure 8-13 
Collection of 216nm beads in the device shown at 200ms interval, spatially averaged over 8 
electrode period, following image conversion to binary data 
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8.9 Diffusion 
Several factors may influence the diffusion properties of the system such as a charged 
suspension or the asymmetric distribution of electrodes with respect to the potential minima. 
Since predictable, symmetric diffusion is an essential requirement of controlled Brownian 
ratchet transport, the nature of the diffusion was closely observed using the frame grabbing 
procedure outlined (Figure 8-16). 
Figure 8-16 
Matlab intensity analysis of 216nm beads diffusing it' the off-cycle 
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8.9.1 Spatial averaging 
900 
800 
700 
2: 1 600 
c 
500 
400 
300 
0 20 40 60 80 100 
Distance in Microns 
Figure 8-17 
Superimposed temporal intensity profiles at 0.5s intervals, spatially averaged over 8 
electrode sets 
program was written to average the intensity over all the visible sets of electrodes by 
measuring the period in pixels and superimposing all the correspondingly partitioned 
segments. This produced a smoother profile that was more statistically indicative of the 
general behaviour of the system (Figure 8-17). The results were plotted at various time 
intervals and fitted with Gaussian profiles using Origin TM statistical analysis software 
(Figure 8-18). 
8.9.2 Intensity-concentration relationship 
The resulting curves were not normalised, with variable areas due to differing degrees of 
non-lineanty in the intensity response. The peak width, however, was still a valid quantity as 
the distribution was finite, with the concentration at positions slightly removed from the 
dense peaks closer to that producing a more linear intensity-quantity relationship. 
For this 
reason peak width was measured as the most representative indication of diffusion rate rather 
than integrating area segments to obtain bead numbers. 
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8.9.3 Electrode back-scattering 
Beyond a certain point, however, the electrodes become visible due to back-scattered 
light from the beads. This effect is increasingly dominant the more diffuse the beads become, 
as they are distributed more directly above the electrodes and are sufficiently rarefied to 
allow the scattered light through. This could begin to dominate the distribution profile 
distorting the Gaussian shape, thereby disturbing the fitting procedure and increasingly 
invalidating the results (Figure 8-18). In order to compensate for this several approaches 
were taken. 
Synthetic removal 
i) Threshholding - where a luminosity level is defined, above which pixels are 
registered and below which they are not. In Figure 8-20 it can be seen that this 
results in a widening of the curve which would distort the Gaussian fit. This is 
essentially due to the binary nature of the output in that any gradation in luminosity 
above the threshhold value is lost with all particle concentrations being brought to 
the same level. 
Attenuated histogram - where the range of luminosities considered is centred 
round that of the beads. This preserves the gradation within that range while 
excluding the lower illumination associated with the electrodes. However, as shown 
in Figure 8-2 1, although the electrode signature is definitely suppressed, the curve is 
still artificially widened since the range considered is stretched across the range of 
the display. 
Midtone suppression - which filters out tones at the level of the illuminated 
electrodes. This relies on assessing by eye the suppression level at which the 
exposed electrodes are no longer visible. There is no associated widening of the 
curve since the range of luminosities effectively remains the same with only some 
deletions. However, as shown in Figure 8-22, this does not remove the electrode 
pattern. This must be due to the fact that the electrodes are not uniformly illuminated 
and while the exposed parts experiencing a lower degree of irradiation from the 
beads can be removed by this technique, those with beads diffusing directly above 
are of comparable luminosity to the beads and so cannot. 
Thus it can be concluded that synthetic removal of the electrodes is not a viable option for 
the treatment of back scattered light. 
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Figure 8-19 
Matlab intensity profile without image processing 
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Figure 8-21 
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Midtone suppression 
Background subtraction 
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Another attempt was made to remove the electrodes by subtraction of an image of the 
completely relaxed system. However, this represented a much more evenly illuminated state 
of the electrodes than the varying illumination they receive in the course of diffusion. Figure 
8-23 shows the intensity profile after Is, with the distortion introduced on subtracting the 
background at this point. As can be seen from Figure 8-24, however, at 4s the electrodes are 
successfully removed with a smooth curve representing only the bead distribution remaining. 
Therefore an adaptive ammendment was made by subtracting the background only when the 
electrodes actually became discernable in the Gaussian profile. Although essentially 
subjective, the fairly large time interval of 0.5s between curves meant that this point was not 
too difficult to define without considerable ambiguity. 
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Figure 8-23 
Left handfigures show intensity output at I second with those on the right lllallýfestillg some 
distortion introduced on background subtraction 
150 
100- 
50- 
0 
0 20 40 60 80 
-0 
150 1 
21 
Cý' 
1 
1 
01 1 U, 
0 2W 400 6W 0 200 400 600 
Distance along electrode array (period 28 um) 
Figure 8-24 
Intensity output at 4 seconds with right hand graphs showing smoothing ý! ýýcf oil 
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8.9.4 Diffusion rates 
The corresponding diffusion rate profiles of 216nm beads before and after background 
subtraction can be seen in Figure 8-25 and Figure 8-26. The data has been fitted with 
allometric curves of form: 
At 
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Figure 8-25 
216nm beads without background subtraction. Fitting equation, y=I1.06x" 
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FiQ, ure 8-26 
216nm beads with background subtraction. Fitting equation, 
9.60x'), 54 
The data appears more noisy with the background subtraction, although, from equation 
3- 
25, this resulted in a more favourable temporal growth (_ OC tI'2) . 
The experiment was 
therefore repeated, doubling the bead concentration in an attempt to reduce the perturbing 
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effects of the background. Figure 8-27 and Figure 8-28 show the results with and without 
background subtraction. A summary of the fitted parameters can be found in Table 8-1. 
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Figure 8-27 
High concentration 216nm beads without background subtraction 
Fitting equation, y= 11.1 6x 
0.46 
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Figure 8-28 
High concentration 216nm beads with background subtraction 
Fitting equation, y= 13.2 1x0.43 
Concentration Background subtraction A b 
Low Without 11.06 0.61 
Low With 9.6 0.54 
High Without 11.16 0.46 
High With 13.2 0.43 
Table 8-1 
Comparison of thefitted diffusion parametersfor two bead concentrations ivith and ývithout 
background subtraction 
'ii 
023456 
Time in seconds 
012346 
Time in seconds 
Examining the results in Table 8-1, then, background subtraction does not appear to be 
necessary, apparently only introducing a greater variability in the parameter A. Instead, 
increasing the particle concentration would seem to be the most appropriate way of 
decreasing the effects of background scattering as this way the electrodes are naturally not 
visible for a longer period of time allowing a more realistic assessment of temporal growth. 
460nm bead diffusion 
The diffusion of 460nin beads was analysed in the same way, with the same higher 
concentration and no background subtraction. The results can be seen in Figure 8-29. 
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Figure 8-29 
Peakwidth against timefor diffusing 460nm beads. Fitting equation y, = 7.63x 
0,47 
The resulting numerical parameters were subsequently compared with theoretical 
predictions. 
8.9.5 Theoretical comparison 
The diffusion constant is given by: 
D= 
kT 
67r77a 
(8-2) 
10-23 17 = 10-3N /M Substituting in numerical values k=1.38x J1K, T=300K, S 
gives the theoretical predictions which can be compared to the experimentally measured 
diffusion constants. 
These can be calculated from the fitting parameter A 
by noting the relation derived in 
Chapter 3: 
2= 2Dt (3-27) 
215 
01234 
The peak widths, P. W., measured by Origin are 2c, thus: 
P. W. = 2V2Dt (8-3) 
so that from eq. (8- 1), A= 2-ý2D and b 
2 
Including the conversion factor from pixels to metres, 0.35xlO-', the experiinentallý 
measured diffusion constants Dexpt and time exponent b, h,,, compare to those theoreticAly 
derived as described in Table 8-2. 
Bead Size 
216nm 
A 
11.16 
Dexpt 
1.9 X 10-12 
-- Dtheory 
2x 10-T7 
b 
0.46 
460nm 7.63 8.9 x 10-13 9.4 x 10-" 0.47 
Table 8-2 
Comparison of theoretically and experimentally obtained diffusion parametersfollowing 
fitting of the diffusion data with the allometric curve y= At b 
As can be seen, the diffusion constants in both cases are slightly below their theoretical 
value. This can most probably be attributed to the impedance due to the high partic1c 
concentration around the electrodes [1] as could also the slightly lower time exponent. In 
both cases, however, the results seem in good agreement with symmetrical diffusion around 
the potential Minima. 
8.10 Separation 
With the fulfilment of the two stated criteria of periodic asymmetric collection followed 
by free, symmetric diffusion unidirectional transport has been established. Separation can 
thus take place on the basis of two criteria - size and surface properties. Followin- the 
convention stated by Gorre-Tahni et a. [1] the separation of two particle populations moving 
at respective velocities v, andV2 is defined to be when the distance between the peaks of the 
distributions is at least that of the wider peak. If D, and D2 are the diffusion constants of the 
smaller and larger particles respectively then this can be written as: 
vi t-v2t= -\r2Dt 
which on rearrangement gives the separation time as: 
2D, 
-112 
(8-4) 
Thus, based on the experimentally measured diffusion constants v, and V,,, wcre calculatcd 
using the method described in Chapter 6. 
The t, ff used Nvas the optimal for the faster 22 16nill 
beads, since this was shorter and created a 
larger discrepancy between v, and ,,. -Fhis 
"' 16 
resulted in velocities of 0.188[tm/s and 0.064gm/s for the 216nm and 460nm beads 
respectively. Substituting these values into (84) gives a separation time of 4 minutes and 24 
seconds. In order to include the total collection time, the measured value from the video 
analysis of 1.4S20 (Figure 8-13) was multiplied by the number of cycles. This added an 
additional 26s, bringing the total separation time to 4 minutes and 50 seconds. 
Separation on the basis of surface properties relies on quite a different approach. The 
object is to utilise the difference between the crossovers of the two populations to be 
fractionated in order that the device act as a Brownian ratchet for those with higher 
crossovers and a trap for those with lower. The attachment of biological moieties, as shown 
in Ch 5, tends to lower the crossover of the particle. Thus, if the higher frequency applied to 
the electrodesis intermediate between the crossovers of the two bead samples used, then the 
separation criterion will be satisfied. An example of this is shown in Figure 8-30, which 
depicts the on-cycle where biotin labelled red beads have been mixed with unlabelled 
carboxylated green beads which have a much higher crossover frequency. It can be seen that 
the red beads only collect on the left hand electrode set while the green collect on both. For 
photographic clarity, larger red beads have been used but the principle of separation on the 
basis of crossover frequency alone is still the same. Given this result, the device would 
behave as a Brownian ratchet transporter for the modified beads while being simply a 
periodic trap for the uncoated beads. 
Figure 8-30 
Biotinylated red beads with -500kHz crossover collecting only! on 
the left hand, lower 
frequency (3OOkHz) electrodes while the green beads, 
having a higher crossover (-6MHz), 
are trapped also by the high fi-equency set 
(2MHz). 
20 This is not a cnitical value being easily modified on voltage adjustment. 
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8.11 Experimentalldesign refinement 
8.11.1 Particle tracking 
If software were available which would allow high numbers of particles to be individualk 
tracked constituting a statistically viable data set the current arrangement could be used to 
observe the net drift. Because of the unequivocally measured asymmetric collection and free 
diffusion this would be expected to approach that of the predicted results over a large enough 
particle sample. 
8.11.2 Fabrication 
In order to produce a working device from which real fractionation with posslblc 
collection of differentiated samples could occur, the channel height would havc to be 
considerably lower - of the order of -5-10ýtm, since within this range the force has dropped 
by at least an order of magnitude. This would be necessary for all particles to be included in 
the Brownian ratchet transportation without excessive collection times. Thus different 
materials would have to be chosen as the aspect ratio would be too great for PDMS. An SU8 
channel would incur the problem of adequate sealing and it is unlikely that this could be 
achieved while maintaining the height requirements. There is also a high risk of damage in 
using this resist directly on a working device due to the prolonged baking and long 
development process with no guarantee of a resulting unblocked channel at the end. A glass 
etched channel could be fabricated to the optimal dimensions using HF and could be an 
option, with its hydrophilic properties, if an adequate bonding process could be established. 
This would lack the versatility of a removable channel, however, and thus not be so practical 
in terms of cleaning etc. The simplest choice could perhaps be a commercially available 
10ýtm bonding film which could be used in the manner of the preliminary PDMS trials (refer 
to section 7.3.3) with a glass cover-slip. Sample introduction would have to be dealt with 
accordingly, since injecting under the channel would not be possible at this height, with 
possibly the installation of a top fitting pipe entry system. 
The transport velocity of the particles could also be improved by increasing the 
asymmetry of the electrode pattern. This would necessarily involve the 
down-scaling, of the 
electrodes since simply increasing the gap would necessitate 
longer collection times. I Pm 
electrode devices have been fabricated but in preliminary tnals 
have appeared significantly 
less robust in withstanding the application of 
high fields. This gives rise to incrcýlscd 
collection times which effectively cancel the effect of 
the slightly shorter optimal diffusion 
period. 
1 I,, s' 
8.12 Conclusion 
Although it has not been possible to localise a distribution in order to display the net dnft 
as predicted by the simulations, the two essential requirements which, in the absence of 
perturbations, are uniquely sufficient to produce Brownian ratchet transportation have been 
investigated. These are, namely, asymmetric collection and free diff-usion in the on and off- 
cycles respectively and using various image processing techniques both havc been 
unequivocally observed. That is to say if a facility were available to undertake multiple 
particle tracking on a statistical level then the fulfilment of these two conditions means that 
drift similar to that characterised in the simulations would be measurable. 
On the verification of this action particle separation should take place on the basis ot 
bead size, where diffusion rate is the discriminating factor, and surface charactcristics, as 
defined by DEP crossover frequency. In the former case, experimentally measured diffusion 
constants have resulted in a predicted separation time of several minutes for two sizes of 
colloidal particles and in the latter, the trapping of uncoated beads has been demonstrated 
while for higher crossover biotin coated beads the device simultaneously continues to behave 
as a Brownian ratchet. 
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Fluid Flow 
9.1 Non-stochastic pumping 
In addition to the stochastic pumping documented on the interdigitated Brownian ratchet 
device, another type of motion was observed. This occurred duri sing ing the on-c-ycle cau i 
steady particle transport across a broad range of frequencies, a few microns above the 
electrode plane. Flows of this type have previously been reported as side effect, in 
experiments involving Brownian ratchet structures [1,2] but never fully documented in this 
context. The aim of this chapter is to report on experimental measurements of this motion 
and discuss the possible mechanisms for it, focussing on electro-osmosis and electrothermal 
pumping, noting, in addition, the implications for the overall functionality of the Brownian 
ratchet device. The nature of electro-osmotic flow as theoretically described in Ch3 is 
examined experimentally and with reference to currently published data, and the possibility 
of an electrothermal component arising from heat produced by the interaction of the electric 
field and the fluid is assessed by simulation and theoretical considerations. 
9.2 Flow measurements 
In order to investigate the apparently non-stochastic linear transport of particles in the 
device, a series of experiments were performed. It was observed that pumping occurred 
frequently during the normal functioning of the Brownian ratchet device with the 
simultaneously applied high and low frequency signals. However, in order to simplify the 
situation and differentiate between possible explanations of the motion, the effect of the 
application of a single frequency was also measured. 
9.2.1 Experimental method 
Initially, an AC signal was applied to each of the four electrodes of the Brownian ratchet 
in turn while the remaining three were earthed Figure 9-1. This was done 
by connecting the 
device in the same manner as with simultaneously applied signals with earth and live on one 
side of the device, corresponding, say, to the first or second 
[third or fourth] electrode but 
this time with a short circuit connection between the remaining two electrodes. to which a 
muted signal generator was connected in order to establish an earth. 
The equality of the 
earths on both sides was confirmed using a volt meter. 
For the application of two signals the 
inter-electrode connection was removed. 
An open PDMS channel was used with a glass 
coverslip. 
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Signal Generator 
=- Connected terminals 
Figure 9-1 
Experimental set-up showing electrode connectionsfor the application of one signal to the 
first electrode. 
Close to the electrodes the motion had a significant vertical component resulting in a 
'leap-frogging' type of particle trajectory and positive DEP trapping was also frequently 
observed,, therefore the microscope was focussed 15gm above the electrode plane in a zone 
of more uniform particle motion. Experiments were carried out on both the three and four 
electrode devices of 2ýtrn electrode width. 
Particle tracking 
In order to measure the average flow rate, a series of video sequences were made of 
460nm tracer particles at various applied frequencies and voltages. The velocity of 4-6 
particles at each frequency/voltage was calculated by measuring with a ruler the distance 
travelled across the TV screen divided by the elapsed time as indicated by the video counter 
(accurate to the frame rate, 0.04s). This was converted to Pm/s by a scaling factor obtained 
from measurement in centimetres of a fixed number of electrode periods corresponding to a 
known distance in microns. The average of each set of velocities was plotted. Error bars, 
corresponding to the range of measured velocities, are not shown as these vvere -i! enerallv 
proportionally very small within a particular sample. 
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9.3 Results 
9.3.1 Alternate electrodes 
When a live signal was applied in turn to each consecutive electrode with the others 
earthed it was found that the outermost electrodes produced the highest velocity pumping, I- (Figure 9-2). All future measurements were therefore carried out using a live signal on the 
first electrode with the other three connected together. 
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Figure 9-2 
Live signal applied alternately to each of the electrodes in turn while the remaining 3 are 
earthed. RO Water 3.5 V. 
9.3.2 Variation with medium conductivity 
The variation with conductivity was also checked comparing RO water with 0.1 mM and 
I rnM KCI solutions. I OmM KCI was also tried but produced no clearly discernable flow. 
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The variation ofpumping velocity with 
fluid conductivity at 3.5 V 
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9.3.3 Variation with voltage 
The variation with voltage was measured across the frequency spectrum applying first a 
single signal in the manner indicated and then with an added high frequency signal on the 
other pair of previously earthed electrodes, in order to observe the device under the 
Brownian ratchet experimental conditions. 
I signal 
The results of applying a single signal can be seen in Figure 9-4 \vIth the power 
dependence of velocity on voltage illustrated in Figure 9-5. The error bars are large, 
reflecting the discrepancy which was observed in the overall velocity curves on repetition of 
experiments. This effect has also been noted by Brown et al [3] and attributed to the 
deposition of microspheres on the electrodes. 
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Figure 9-4 
RO water, one signal on electrode 1,2-4 earthed. 
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Peak velocity, RO, 1 signal 
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Figure 9-5 
Dependence ofpeak velocity on applied voltage. The error bars are large, reflecting 
difference in magnitude ofpeaks between repeated data sets. 
2 signals 
The results of applying an additional high frequency signal (IOMHz, 3.5V) to electrodes 
3 and 4 are shown in Figure 9-6. The velocities are significantly higher with, in addition, a 
clear reversal of motion around lOOk-Hz. The high frequency speeds peak at around 20ý1m/s 
but are very sensitive to voltage adjustment. A small increase in voltage around the applied 
value causes a significant velocity change. At 4V, for example, velocities around -40pm/s 
can be observed in this region. Figure 9-7 shows the peak velocity/voltage relationship. 
The velocity curves on the 3 electrode device for 2 applied signals are shown in Figure 
9-8 with the corresponding voltage dependence in Figure 9-9. 
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2 signals, RO water 
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Figure 9-8 
Velocity ftequency distribution on the 3 electrode device with 2 applied signals. 
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Velocitylvoltage dependence on 3 electrode device 
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9.3.4 Anomalous data 
Occasionally, spurious negative velocities were observed in the low frequency regime 
between -0.1-1 kHz. These were generally difficult to measure due to their sporadic, often 
non-linear nature but tended to occur with data sets that peaked at slightly higher frequencies 
with lower than average velocities. An example of such a data set where the low frequency 
velocities were relatively more uniform is shown in Figure 9-10 in the interest of providing a 
wider picture of possible effects, so that a finer discernment between potential pumping 
mechanisms may be possible. 
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Figure 9-10 
An example of a data set including measurable low-frequency negative velocities. RO water, 
4 electrode device. 
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Figure 9-11 
Velocitylvoltage relationship in anomalous data set 
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9.3.5 Potential mechanisms 
From the ostensible features of the velocity curves several possible pumping mechanisms 
can be postulated. Viscous drag resulting from the net asymmetric motion of the beads can 
be effectively ruled out since the pumping occurs also in the absence of the negative DEP 
signal when there is no asymmetric transport. Moreover, this would not explain the peaked 
velocity distribution or the reversal of direction at high voltages. A travelling wave 
mechanism can similarly be discounted on the grounds of functionality at a single frequency 
and is also unlikely to contribute in the case of 2 applied signals as the interference effects 
between the signals documented in Chapter 8 are insufficient to generate a consistent phase 
lag between electrodes. Two phenomena which have been reported in the literature to induce 
fluid motion are asymmetry driven electro-osmosis [3] (as described in Chapter 3) and 
electrothermal effects [4]. These will be examined more closely in relation to the data taking 
into account the essential features of the predicted curves such as their shape, velocity 
magnitudes, position of peaks, conductivity and voltage dependence etc. in order to assess 
their level of feasibility as possible explanations for the observed motion. 
9.4 Electro-osmotic flow experiments 
A series of experiments were carried out in order to verify the nature of electro-osmotic 
flow when a voltage is applied between a pair of parallel electrodes. The dimensions of the 
electrodes, which were fabricated using standard photolithography, were 2mm by 100ýtm 
with a 25ýtrn gap in order to allow a sufficient distance for appraisal. Fluid motion was 
monitored by means of tracer particles - 557rim latex beads - using the same arrangement as 
before to transfer images onto disc. A range of fTequencies and voltages were applied for 
three buffer conductivities in order to refine a subsequently published data set [5] which 
outlines the positions of the peak velocities with respect to these parameters. 
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9.4.1 Results 
The effect of electro-osmotic flow on castellated electrodes is shown in Figure 9-12. 
Particles are pushed away from the electrode edges and collect in the middle of the 
electrodes. 
I 
Figure 9-12 
Electro-osmosis on castellated electrodes showing particles 1) being drawn into the centre 
of the electrodes on the application of a3V, I OkHz signal, and 2) theirfinal distribution. 
The basic motion of the tracer particles on the parallel electrodes is shown in Figure 9-13. 
Particles are initially drawn from above into the centre of the gap where they can be seen 
gradually coming into focus in consecutive video frames. They are then pushed across the 
electrodes in the manner theoretically described in Ch 3 with a peak velocity close to the 
electrode edge. Figure 9-15 and Figure 9-16 are typical examples of the type of motion 
observed. The result of this motion across the large electrodes is a re-circulation whereby 
particles are drawn upwards from the outer electrode edge and pulled back vertically into the 
gap. This fluid motion continues Up to _105 Hz and for low conductivity peaks around I O'Hz. 
The measured peak velocities as a function of voltage for 8.6mM KCI at 5ýtni over the 
electrode edge can be seen in Figure 9-14. The error bars correspond to the range in speeds 
observed over the data set measured for each voltage. 
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Figure 9-13 
0. Is intervals showing particles being pushed awayfrom the electrode gap with a peak 
velocityjust beyond the electrode inner edge, slowing down towards the outside. 
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Figure 9-14 
Peak velocity dependence on voltagefor 8.6mM KC, showing very good agreement with the 
power 2 dependence indicated in [3] and [5] 
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Figure 9-15 
Motion across electrodes of electro-osmotically driven fluid. Velocity of tracer particles as a 
function ofposition on the electrode, 4 V, I kHz, 2.1 mS1m 
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Figure 9-16 
Observedfluidflow on parallel electrodes at 4 V, ]kHz, 8.6mSIm 
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9.5 Electro-osmotic pumping 
As outlined in Ch3, in the case of asymmetric electrode pairs there is an imbalance in the 
fluid rolls established on each electrode which results in net fluid propagation. At applied 
potentials low enough to preclude the electrolysis of water, [3] Brown et al have calculated 
the peak position of this velocity over the surface of the electrodes to be at an angular 
frequency of: 
O)o 
max V-X-1, -X. 
lx 
where coo =2 a/ c; Tv, 
i OX 
X. 
max 
Jk x J-A 
Xmin 
max min 
Figure 9-17 
Delineation of Brownian ratchet electrodes in terms of a co-ordinate system analogous to 
that used by Brown et al [3] 
By analogy to this system, the four electrode array was approximated to one narrow 
electrode and a wide electrode of width L, corresponding to the three earthed electrodes, as 
shown in Figure 9-17. In this way the frequency of the velocity peak could be estimated. 
Since k=5, Xmax 
G+L+S 
= 5.22 
, 
ýk- 
-ý- 
I 
V-k 
s 
andXmin -I 
+ 
-%Fk 
= 0.75 
Thus fpeak = 2.7 kHz - 
Similarly, for the 3 electrode array, k=3, Xmax = 4.33, x,,,, = 0.87, therefore the expected 
peak is barely altered at 2.8 kHz. 
According to this analysis, the position of the peak is unchanged by variation in the 
overall scale of the electrodes although size inversely affects 
the velocity magnitude. 
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9.6 Numerical simulation of electrothermal pumping 
In order to theoretically assess the electrothermal flow resulting from this arrangement 
the solution for the electric field was used to obtain the thermal field so that the electric body 
force could be derived and substituted into the Navier-Stokes equation (3-4). 
The electrical and corresponding thermal fields for the four electrode system were 
modelled using Flex]PDE. The solution space is shown in Figure 9-18. Translational 
symmetry was assumed along the electrode array therefore periodic boundary conditions 
were used for all parts of the problem. The temperature boundary conditions were set at 
room temperature, 300K, on the upper and lower glass-air interfaces and the fluid velocity 
vectors at the water-glass interface were set at zero in accordance with an impenetrable 
viscous boundary. 
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Figure 9-18 
Outline of solution space and boundary conditionsfor the electrical, thermal and velocity 
calculations 
9.6.1 Electrothermal field modelling 
The electric field was calculated in the manner described in 
Chapter 6 and the steady state 
energy balance equation was used to obtain the thermal 
field i. e.: 
kV'T + (CYE2 
)=0 (3-6) 
where viscous dissipation and convection 
have been neglected for reasons outlined in 
Chapter 3. The electrodes, being very thin, were assumed 
to be transparent to the flux of heat 
and so the only heat source considered in 
this instance was that due to the electric field. The 
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electrical potential, imported to the thermal calculation to produce the electric field source 
term, is shown in Figure 9-19 and the resulting thermal field in Figure 9-20. 
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Figure 9-19 
The electrical potential imported to the thermalfield calculation. 
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The thermalfield as the result of Joule heating. 
234 
9.6.2 Simulated electrothermal flow pattern 
In order to solve for the fluid motion using the Navier Stokes equation (3-4): 
- VP + 17V 2U+P fe) --": 0 
the electric and thermal fields were used to calculate the force term, given by equation (3-1 31): 
Re ar 
(a - '8) (V T. E O)E 
*-I EaIEOI'VT 0- 2a+ iftc 2 
In this case, by contrast to that of a travelling wave field, only the real part of the E-field 
need be considered. Fluid movement arises due to the asymmetry in the static thermal ficid - 
as opposed to the TW scenario, where translation of a symmetri I ise to pumpino ic field gives ri 
As stipulated, the incompressibility of the fluid necessitates also the imposition of the 
continuity equation (3.5): 
V. u = 
Evidently, the Navier-Stokes and continuity equations alone are insufficient to solve for 
the velocity and pressure fields and so a third equation involving pressure must be derived. 
This was done by differentiating Navier-Stokes with respect to x then v and adding the two 
results. Using the continuity equation to eliminate terms this can be reduced to: 
V2 p= (9-h 
However, this increases the number of constraints on the final solution, which in a finite 
element solver causes heightened difficulty in obtaining convergence. This difficulty can be 
characterised by the size of the region of feasable solutions compared with the size of the 
sample space [6]. If two of the constraints are set exactly to zero, the feasible region is 
extremely small and in practice does not converge. Therefore, equations (3.5) and (9-1) are 
combined in a penalty function. This is simply a method of softening the constraint by 
penalising deviation from it without totally excluding all violations. Here, the simplest 
penalty function may be used which involves multiplying the continuity equation 
by a large 
number so that minimising the equation forces it very close to zero. 
Setting it equal to cq 
(9-1) imposes the same condition on this. Therefore the constraints on the system m, iv 
be 
expressed as: 
au all " 
(9-21) 
ax a) 
where L is a large number - of the order 
1015 for the optlinum reSLIltS. 
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The resulting flow profile is shown in Figure 9-21. As illustrated this does result in net 
motion of the fluid with a similar flow profile to that observed - but for the applied voltage 
and conductivity (3.5V, RO water) it appears, in magnitude, essentially negligible. 
e-6 [m 
30. 
25. 
20. 
> 15. 
10. 
5. 
0. 
". 
-.. 
- 
- ""_. _.. e. _ -- -. .. '_. yC,. __a. __ - " -. -... --. --- -- 
: 
t? t 
I 
-5.0.5.10.15.20. 
ul, u2 [m/s] 
zoom(-bO, 0,7*a+b-bO, 30*scale) 
5.50 
5.00 
4.50 
4.00 
3.50 
3.00 
2.50 
2.00 
1.50 
1.00 
0.50 
0.00 Scale = E-9 
e-6 Im] 
Figure 9-21 
Electrothermalflow velocity profile in RO water, V=3.5, f=2.8kHz. 
Heated electrodes 
The case of an induced temperature rise on the electrodes as the result of the applied 
signal was also investigated. Electrothermal flow has been discussed in the context of 
heating from the fluorescent microscope lamp in, [4] where a temperature rise of 15K was 
measured on a pair of 0.5mmx2mm parallel electrodes with a 25 ýLm gap, causing fluid 
motion in combination with an applied AC signal. 
It is proposed here that heating could occur if there was significant power dissipation in 
the electrodes due to current flow (proportionally greater in the electrode with the applied 
signal as an equal and opposite current will be distributed throughout the three earthed 
electrodes). As a first approximation, the electrodes have been assumed to have Infinitely 
high conductance compared to the medium, so that no voltage drop was assumed along their 
length. However, at 2 pm width, they are extremely narrow, with a feature size considerably 
smaller than other devices of this type, therefore the potential 
difference across their length 
could be enough to generate a significant power output. 
Without precise measurements of 
this voltage drop and an adequate thennal map of the surrounding 
fluid, the degree of 
electrode heating can only be very crudely estimated. 
The following arguments are intended 
to show only that a significant temperature rise on 
the electrodes cannot, at this stage, be 
ruled out. 
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The resistance of a single electrode is readily calculable from R= A/ Ic, where a is 
the electrical conductivity, A is the cross sectional area of the electrode and I its length 
Using the value of c5 for gold, given by Table 9-1, this resistance is -34 Q. If the \'oltmýe 
drop across the bus-bars is considered negligible due to their much larger w1dth, the parallel 
array of 100 such electrodes will have a combined resistance of 0.34 Q. The resistance of the 
array of three earthed electrodes would be reduced by a factor of 3 accounting for their 
combined cross-sectional area and so the power dissipation and corresponding temperature 
rise in these would be correspondingly reduced. These can be assumed to be in series with 
the single electrodes and medium resistance/capacitance parallel combination (Figure 9-22). 
Figure 9-22 
Equivalent circuit of device representing scenario with significant electrode resistances, R, j 
for single electrodes, Re2for 3 interconnected earthed electrodes. R,,, and C.. are the effýctivc 
fluid medium resistance and capacitance. 
On the first electrode the resistance is such that a voltage drop along its length of ImV 
would be compatible with a current of -3m. A. This translates into a power of J2 R=3, ult- 
which, considering that the thermal conductivity of the electrodes (Table 9-1) is several 
orders of magnitude greater than water, could be assumed to be distributed as 
heat much 
faster in the electrodes than it is dissipated in the medium. Thus, referring again to the 
data in 
Table 9-1, from simple heat capacity arguments, based on consideration of the mass. nz, of 
metal in the bus-bar/electrode/bonding pad combination 
(-2x 10-''kg), it can be seen that it' 
all the power went into heating the electrodes a temperature rise of sevcral 
tens of degrees 
Kelvin per second i. e: 
AT P 3xlO4 K 
t= cin 
= 128Ox2xlO-'' S 
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is predicted. The temperature rise would, of course, peak some way below this since at a 
certain temperature the heat flow rate into the medium would be sufficient to establish an 
energy input-output balance even if therinal equilibrium with the fluid were not attained. 
This temperature should be comfortably below the boiling point of water, since bubble 
formation around the electrodes is not frequently observed - although sample drying is 
noticeably speeded up with an applied signal. 
Electrical 
Conductivi! ý cy) 
Thermal 
Conductivi! y (k) 
Density (p) Specific Heat 
Capacity (c) 
4.5 xI o7 Q-'m-' 318 Jm-'s-'K-' 19.32 gCM-3 1280 Jkg- T K- 
Table 9-1 
General properties of gold used to estimate temperature rise in electrodes 
Possible temperature distributions on electrodes 
In accordance with the above order of magnitude estimates of temperature as a result of 
current flow, three different thermal maps were considered, listed in Table 9-2, 
corresponding to the temperature definitions shown in Figure 9-23. In the first two cases, the 
highest temperature is applied on the first electrode In recognition of the fact that the current 
here is 3 times higher than on the earthed group, and therefore the power dissipated greater 
by a factor of 9. The second case corresponds to the possibility of an uneven distribution of 
current or significant heat flow across the first gap. The third temperature distribution is a 
limiting case assuming all electrodes reach then-nal equilibrium - or indeed are heated by 
another external source such as the microscope light, as in the publication previously alluded 
to [4]. Essentially, however, these are introduced only as an academic exercise in order to 
investigate the type of thermal field that would give rise to velocities closer to those 
observed. 
An example of thermal map 1, for Tnia, =30K, is shown in Figure 9-24 with the 
corresponding velocity profile in Figure 9-25. The results for Tn,,, ranging from IOK-70K arc 
shown in Figure 9-26 for all three temperature distributions. 
As can be seen, the induced velocities are now of the order of microns/second, and 
therefore comparable to, if still considerably smaller than, those observed. In the case of a 
temperature rise only on the first electrode, corresponding to the largest then-nal gradients. 
the highest velocities are reached. 
Ti T2 T3 
II 
-Y 
Figure 9-23 
Temperature definitions as referred to in Table 9-2 
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Then-nal map I Thermal map 2 Thermal map 3 
TI =T,,, a, =T3=0 
T2 TI=T,,,,,,, T= T1/2, T3=0 2 T I= T =T = Tn,, 23 
Table 9-2 
Imposed temperature combinations on electrodes as defined in Figure 9-23 
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Figure 9-24 
Thermal map associated with a temperature rise of 30K on thefirst electrode. 
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Figure 9-25 
Velocity profile with imposed temperature rise of 
30K on thefirst electrode. 
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Figure 9-26 
Effect on electrothermal pumping velocityfor three different electrode temperature 
distributions. RO water, 3.5V. 
9.7 Discussion 
9.7.1 Compatibility with electro-osmosis 
The correlation between the measured velocity curves on the Brownian ratchet electrodes 
and the predicted results of an electro-osmotic mechanism driven by the asymmetry of the 
system is apparent in various degrees. The essential features of electro-osmotic motion as 
derived from the experimental data on parallel electrodes [5] and the theoretical and 
experimental analysis of Brown et al are: 
i) The velocity is inversely proportional to conductivity. 
ii) The velocity is proportional to V' 
iii) Asymmetry driven pumping velocities have a single peak at a well defined 
frequency, derivable from the geometry of the electrodes. 
iv) Fluidic transport is monodirectional. 
These compare with the Brownian ratchet pumping data as follows: 
Inverse proportionality of velocity with salt concentration is manifest in Figure 9-3 
Indices of power dependence of velocity on applied voltage range from 2.56 to 3.94. 
The curves do manifest well defined peaks (3.5 and 1.8kHz on the 4-electrode 
device with one and two applied signals respectively) within the experimental 
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uncertainty limits of the value predicted by the treatment of Brown et al for the 
approximate electrode geometry and close to the observed electro-osmotic data. The 
magnitude of the velocity is higher than that observed by Brown. 
IV) Uni-directional pumping is generally observed, although sporadic. negative 
velocities can occur at low frequencies and clear reverse motion at high. 
The vel oc ity -voltage relationship is largely ambiguous due to the high error range of the 
data and the low number of curve fitting points but the power indices do seem generally to 
be high. The high velocity magnitudes may be compatible with the use of RO water instead 
of salt solution and the smaller scale of the electrodes, if these factors are sufficient to cancel 
the fact that the increased capacitance of the Ti layer, on which an oxide forms, should lead 
to a more compressed double layer and therefore lower velocities. The variability of the 
overall scale of the curves on repetition of the experiments may also be linked to the relativc 
instability of RO water conductivity. It has been suggested by Brown et al [3] that for field 
strengths of this magnitude some level of charge injection from the electrodes would have to 
be accounted for. No water insulation breakdown in the Brownian ratchet device was 
observed, but this does not preclude localised effects close to the electrodes which may 
diffuse into the bulk or result, in the absence of the attainment of equilibrium, in granular or 
stratified regions of locally varying conductivity. Brown et al have, in fact, deduced from 
impedance measurements that across the double layer formed on the electrodes the 
conductivity of their fluid is a factor of 14 times greater than that expected from a 10-4m 
solution of NaN03while K is a factor of 7 smaller. This apparent compression of the double- 
layer can be attributed, possibly, to a high proportion of charge residing in a Stem layer, 
including, specifically, a large number of the small electrolysed water ions, H' and 01T. It 
must be stressed, however, that this level of compression is not entirely physically viable as 
changes in the double-layer pennittivity would also occur which would in turn affect the 
capacitance and hence the interpretation of the Debye length. It has also been pointed out 
that the larger conductivity could be related to the semi-circular field line approximation 
which may not be adequate near the electrode edges. Conduction between electrodes must 
also be considered, particularly in the Brownian ratchet device case where the field strengths 
are significantly higher. Instabilities could thus be generated leading to changes in the 
observed velocities or non-linear/chaotic motion. This may correspond to the sporadic 
motion occasionally observed at frequencies below 
IkHz but does not elucidate why highcr 
than average flow velocities should occur with the imposition of an additional, 
high 
ic pumping range, since this should onk, frequency signal far outwith the electro-osmot 
increase the conductivity locally or globally as outlined, 
leading to a lowerin of velocity. 
A high frequency reversal of flow direction is also not predicted in the theoretical 
basis ot 
asym. metry induced electro-osmotic pumping at 
its present levcl of development. Clearly the 
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reversal of roll direction is unphysical in an electro-osmotic scenario, at least at frequencies 
lower than the charge relaxation frequency of the electrodes, therefore it is more meaningful 
to consider the origin of the net flow profile. This has only been qualitatively calculated in 
Brown's analysis by taking into account the distance above the electrodes over which the 
shear decays for each roll in order to establish which is dominant. For linear flow this has a 
charactenstic distance, yo, given by: 
Yo 
where 77 and p are the viscosity and density of the medium and -r is the time over which the 
shear is applied to the fluid. If this time is taken to be that for the liquid to flow o\ er the 
surface of the electrodes then considering the ratio of speeds between the small and large 
electrode, calculated to be e, the shear should penetrate k2 times further over the large 
electrode. The net flow, then, should derive from the fact that the large rolls effectively 
merge in the bulk allowing free exchange of fluid between them. However, the validity of 
this approximation weakens as frequency increases since the velocity of large roll may 
become insignificant while that of the smaller roll is still considerable. How momentum and 
vorticity is dissipated by the separation into 3 of the large electrode, in the case of the 
Brownian ratchet is another factor which may reduce its dominance further. Small vortices 
may form above the connected electrodes, restricting the penetration of shear into the bulk, 
which could also be considered in terms of reducing the effective k factor. Discharging of the 
double layer due to ion movement in the small electrode would also be diminished at higher 
frequencies resulting in proportionally less velocity damping than would occur at low 
frequencies. Although still a small vortex, constrained by the physical size of the electrode, 
this could become dominant in determining the flow direction above a certain frequency. 
9.7.2 Compatibility with electrothermal motion 
The first observation is a negative one with respect to the applicability of this mechanism 
in that for the case of Joule heating the simulated flow rate is orders of magnitude too small. 
As outlined, however, Joule heating due to current flow in the 
fluid may not be the only heat 
source. Current flow in the electrodes, even on the scale of a 
few milliamps, is possibly 
enough to generate significant temperatures on the 
device. In this situation, the modelled 
flow rates are comparable to those observed experimentally, although still somewhat smaller. 
However, the possibility, previously alluded to, of locallsed 
but substantial "'ariatIons III 
conductivity and permittivity of the 
fluid may havc a significant if as yet unquantit-lable 
effect, particularly if the electrodes act as an additional 
heat source. if the pumplll(! 
mechanism does have an electrothermal component 
then the obser%ed velocities sliould be 
-' 
4 
proportional to fluid conductivity and therefore these local, temperature induced ý-ýiriations 
may lead to an increased flow rate. 
In the study carried out by Green et al, [7] with temperature increases of -15K on the 
electrodes, electrothermally driven fluid rolls comparable to those formed by electro-osmosis 
have been observed. Small vortices close to the electrodes with a few particles entrained in 
rotational motion have been noted occasionally on the Brownian ratchet electrodes also. On 
this scale, with electrodes 250 times smaller than those used in the above study, the velocitv 
of the rolls would be orders of magnitude higher. If these were due to electrothermal effects 
instead of electro-osmosis, they could feasibly produce a similar pumping mechanism with 
the penetration of this vorticity into the medium causing large scale fluid entrainment. 
Apart from the unresolved scale issue, other essential features of electrothermal motion 
as outlined by Ramos et al [8] are worth considering in comparison with the data. The basic 
properties of the electrothen-nal vortices fonned on two parallel electrodes are: 
1) The velocity is essentially constant with frequency up to the point where the 
dielectric force begins to dominate over the Coulomb force (first and second terms 
respectively of (3-13)). 
The switch in dominance of these forces corresponds to a change in direction of the 
fluid rolls and occurs around the charge relaxation time. 
iii) The maximum value of the dielectric force is smaller than the Coulomb force by a 
factor of approximately 10. 
IV) The velocity in both cases is proportional to conductivity and the power relation with 
voltage has index 4. 
These compare with the features of the data as follows: 
1) Measured velocity not constant but with clearly discernable peak. 
11) Pumping generally falls off around the order of magnitude of the charge relaxation 
time -I OOkHz for RO water. 
Iii) The ratio of speeds on either side of 'r is - 10-20: 1. 
IV) The velocities have been observed to be generally 
higher for two signals. The 
velocity dependence on voltage is sometimes close to power 
index 4 but hi, -, hl,,. 
variable. The pattern on increasing the salt concentration of the medium as a whole, 
however, is a general decrease in pumping velocity. 
These considerations also give some weight to the possibility of an c1cctrothermal 
component to the flow. Although the 
first appears inconsistent, this docs not preclude all 
electrothermal mechanism as there could 
be other perturbative flows prcscnt (scc 9.7 ')) As 
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previously alluded to, heating induced increases in locallsed conductivit% gradients may 
occur which would account for the higher veloci I imposition of an additional high ities on the i 
frequency, high voltage signal if the mechanism were electrothermal - i. e. with -velocit), 
proportional to conductivity. 
The result that increasing the salt concentration of the medium as a whole causes a 
decrease in velocity (Figure 9-3) may have quite a different explanation in that the voltage 
applied to the device could be significantly lowered across the length of the electrodes in the 
presence of a fluid with uniformly higher conductivity. This drop could not be measured 
within the experimental set up due to the scale of the device, but with a nucro-manipulablc 
terminal voltmeter a more accurate assessment of the voltage across individual electrodes 
may be achieved. The voltage/velocity relationship is on average marginally closer to that 
expected from an electrothernial driving force although essentially inconclusive in 
differentiating between the two mechanisms. 
9.7.3 A combination of mechanisms 
The possibility exists that there is a combination of mechanisms in action and that the 
data curves may therefore be the result of a superposition of flows induced by both 
electrothermal and electro-osmotic forces. The observed peak, for example, could be the 
result of constant electrothermal motion being gradually reduced by an opposing electro- 
osmotic flow at lower frequencies. The fall off around lOOkHz could be due to charge 
relaxation (this is higher with increased salt concentrations as expected) and the fact that a 
reversal of motion is not always measurable beyond this point could simply be attributed to 
the comparative scales of the Coulomb and dielectric forces. The lower frequency region 
where spurious negative velocities are sometimes observed may be the real electro-osi-notic 
dominated region, where a smooth flow is not always established due to the potentially 
complex system of vortices formed on the electrode groups becoming unstable at high 
velocities. The magnitude of this flow can peak between lOOHz and IkEz which is not 
incompatible with electro-osmotic data on parallel electrodes. This may correspond to data 
sets of generally lower than average velocities if the conductivity of the RO water in the 
sample was particularly low i. e. with minimal conductivity increases 
due to electrolysis ctc 
such that electrothermal motion, responsible for the 
higher frequency peaks, was less 
dominant with stronger electro-osmotic back flow. Moreover, if the application of two 
ity augmentation then the higher than average signals does indeed lead to local conductivi 
velocities measured in this case would 
be explainable as would the abscrice of negative 
velocities in the low frequency regime. z: l 
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A summary of this hypothesis is illustrated in Figure 9-27 where potential regions of 
dominance of each force have been highlighted against a background schematic of a velocity 
curve with all of the experimentally observed features. 
Electro-osmosis Coulomb force Dielectric force 
I- 
f 
Unstable region with 
spurious negative velocities 
Figure 9-27 
Potential regions of dominance offorces in a combined electrotherniallelectro-osinotl'(, 
model superimposed on a schematic data curve displaying the observed sallent. features. 
9.8 Pumping -a gallery of possibilities 
Some of the effects possible in fluid/particle manipulation are shown in Figure 9-28 - 
Figure 9-32. Red beads have been used to illustrate the flow trajectories while green beads 
highlight the electrodes, on/off cycles and give an indication of the frequency/voltage 
combinations used. In all cases an additional high frequency signal (IOMHz, 4V) has been 
applied to smooth the motion and increase the number of flow possibilities. 
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Figure 9-28 
Transport of negatively dielectrophoretic red beads 30Pm above electrodes. Frames shown 
at 2s intervals with focus movingfrom beads to electrodes. 800kHz, 3.5 V. 
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Figure 9-29 
Frames 1-4 at 3s intervals illustrating vector preserving transport of red beads during the 
on-cycle. 5-8 showing diffusion ofgreen beads and stationary behaviour of red beads during 
off-cycle. 80OMHz, 3.5V 
247 
Figure 9-30 
2s intervals depictingjast transport, voltage change 4 V-2.5 V and slow transport, 
monodirectional. 
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5 
Figure 9-31 
Sequence showing reversing motion and speed variation on switching the low and high 
frequency signals (8OOkHz, 3 V, - I OMHz, 4 V). Frames 1-4,4s intervals; 5-6,2s intervals. 
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Figure 9-32 
1.5s intervals. 
Frames I and 2: trapping of red beads combined with transport to rightfor beads outwith 
trap, 400kHz, 4V. 
Frames 3 and 4: Frequency adjustment results in abrupt direction change and rapid motion 
to left of all red beads, 80kHz, 4 V. Although now well below their DEP crossoverfrequency 
theflow is too strongfor them to remain trapped. 
Frames 5 and 6: No perturbation set up in system with coinpleteýv stationarý, behaviour 
during off-cycle. 
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9.9 Implications for Brownian ratchet functionality 
The effect of fluid motion on the operation of the device as a Brownian ratchet is 
variable. If the positive DEP frequency is chosen in a frequency region of minimal fluid floxý 
the collection will continue to occur only as a result of the asymmetric DEP force. It can also 
be chosen in a region where the flow acts in the same direction, enhancing apparent 
collection speed but possibly inhibiting trapping. If chosen in an opposing flow region, this 
would tend to de -functional i se the device. However, it is usually possible to choose the 
positive DEP frequency in a minimal flow region. This does restrict the availabic positive 
DEP voltage range but experiments have shown the device still to be highly tuneabIc. 
9.10 Conclusion 
The non-stochastic flow that has been observed on the Brownian ratchct deý"icc undei- 
certain conditions has been measured as a function of frequency, voltagc, fluid conductivitv 
and with one and two applied signals. On comparison of the velocity spcctra \\Ith 
experimental and simulated results and theoretical considerations the conclusions reached on 
the basic driving mechanism of the flow are: 
i) There is a high likelihood of an electro-osmotic component. 
ii) The involvement of an electrothermal component is not supported by the scale 
of the flow simulations based on Joule heating from the electric field. Nonetheless, 
a net flow is predicted by this mechanism, similar in forrn if not in magnitude to 
that observed. The modelled velocities can be substantially increased, howevcl-, bv 
considering the possibility of current flow in the electrodes as an additional heat 
source. Associated localised conductivity increases in the fluid may also enhance 
the flow rate. Theoretical considerations, moreover, suggest that the experimental 
velocity curves have some features in common with those expected from thi, '-, 
mechanism. 
III The velocity dependence on voltage is inconclusive in differentiating between 
the two mechanisms, perhaps because of data inadequacy or because there is more 
than one driving force in operation. 
IV) Neither of the two mechanisms alone completely account for all of the obsci-ved 
flow patterns. A combination of the two, howevct-, may provide an adequate 
framework. 
As far as the functionality of the Brownian ratchct is concerned, the t1uld 
flow need 
not ten-ninally disrupt the system. The prescncc Of SOMY stOcliastic ti-ansport %ýould 
2ý1 
depend on an adequate calibration being made of the flow patterns in each sample in 
order to delineate frequency/voltage domains where non-stochastic flow is neglIL'IbIc. 
Considering the crossover data in Chapter 5 this should be within a feasible ran-Lc fol- 
most of the entities measured in this thesis since the crossovers are generally 
significantly higher than the frequency regions where fluid flow is observed and 
therefore it should be possible to choose the low, positive DEP frequency in a stationan- 
zone. 
The potential for using this construction for microfluidic manipulation is lar-C. A Cý 
number of effects have been demonstrated which suggest that fine control of the 
magnitude and direction of the flow are possible combined with DEP trapping and 
levitation. 
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10 Conclusion 
10.1 DEP characterization 
In this thesis the effect of biological surface modification on sub-micron colloids has been 
studied through DEP crossover measurements for the first time. The difference in the 
crossover response following the immobilization of various biological moieties has 
demonstrated the effect of covalent and absorptive coupling on the relaxation response of the 
colloids as well as producing evidence, in the case of secondary antibody coupling, of an 
immunological reaction and, with the secondary oligonucleotide layer. of biotin-a%-idin 
linkage. This crossover data has been well fitted with respect to a relaxation mechanism 
derived from the increasingly well accepted Gouy-Chapman-Graham- Stem double-layer 
model, by means of substitution of a structured surface conductance into the expression for a 
lossy, but classically non-dispersive, Debye particle. This model appears to more accurately 
fit the data than those attempted previously and has enabled predictions to be made of C- 
potential and conductance in the stagnant layer - following an increasing body of literature 
to suggest that charge transport behind the shear plane does indeed take place despite 
previous, long standing assumptions to the contrary. The absolute values of ý-potential 
predictions, however, are not supported by those inferred through the Helmholtz- 
Smoluchowski relation from electrophoretic mobility data, even taking into account the 
Huckel correction for diffuse layer hindrance. This could be due in part to the experimental 
uncertainty inherent in crossover measurements, but also highlights the inconsistencies, well 
documented in the literature, between various methods of ý-potential measurement - in 
particular, the frequently reported large scale underestimation of ; -potential through 
electrophoretic means. The limitations of the predictive power of the model have also been 
discussed, and the conclusion reached that the method used, even with a mathernaticalk, 
minimised fitting routine, is only capable of generating fairly wide ranges for the parameters 
in question, becoming increasingly insensitive to changes in one parameter as the other is 
increased. This has led to very vague predictions of Stem-layer conductance in particular. 
This leaves room, however, for this parameter to be high enough to have significant eff'ect on 
electrophoretic mobility which, as has been suggested in the literature, could givc rise to the 
incongruent L. -potential results. However, while the predicted absolute values of 
the 
potential are not in immediate agreement with the electrophoretic 
data. there is a -ood 
proportional correlation, suggesting that some calibration could 
be used to intcrpret 
crossover data, that would allow better predictions of absolute %, alues. 
The DFP res )onse of 
the beads on attachment of biological ligands has also enabled some spcculation %, ý-ith 
reference to current literature on how the roughening of a surface with 
the introduction of 
additional charged or polarisable entities may influence 
the effective location of' the shp 
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plane and charge transport in the double layer. While this has been tackled in a rnain]v 
qualitative manner, it can be seen on increasing the effective diffuse laver viscosity in the 
modelled curves to account for protrusion of attached ligands well beyond the stagnant la,,, -ci- 
boundary that this could have some effect on the DEP response. 
The main conclusion on the DEP characterisation experiments is that since there are 
observable differences before and after surface modification, considerable scope exists for 
the use of DEP as a tool in affinity separation. 
10.2 Fractionation device development 
Developmental work carried out on the design, modelling and fabrication of a 
fractionation device suitable for use with sub-micron particles has also been largeh 
successful. While early work on the fabrication of a field flow fractionation de%, Ice for use 
with submicron particles was hampered by technical difficulties, a Brownian ratchet design 
has proved much more practicable. A new electrode structure has been devised based on the 
simultaneous juxtaposition of positive and negative DEP and a microfluidic de-ý'ice 
constructed by adaptation of a method previously utilised on a larger scale. While it has not 
been possible, due to poor initial sample localisation, to observe on testing an ensemble 
particle drift by eye, stochastic transport rates have been inferred from the experimental 
observation of asymmetric collection and symmetric diffusion using various image 
processing techniques. Based on experimentally measured diffusion and collection rates, the 
predicted peak separation time of two populations of 216nm and 460nm beads has been 
shown to be 4 minutes, 50 seconds, which compares favourably with dielectrophoretic FFF 
so far carried out on larger particles. Potential separation on the basis of surface properties 
has also been illustrated, with the trapping of high crossover, uncoated beads while 
Brownian ratchet conditions are simultaneously upheld for a population of lower crossover, 
biotin modified beads. 
10.3 Microfluidic pumping 
The observation, under certain conditions, of non-stochastic, linear fluid pumping has 
also led to a series of investigations. A travelling wave mechanism having been ruled out 
due 
to insufficient signal phases, possible mechanisms for this transport 
have been reduced, 
effectively, to two - electro-osmotic and electrothermal. 
In terms ot- the expected floxv rate. 
the former seems more applicable. According to the simulated 
floxv from Joule heatinL'. the 
effects from this mechanism alone are orders of magnitude too small 
to account I'Or the 
experimental observations. The application of additional thermal gradients, 
to the sý-stem. the 
main source of which could be resistive heating of the electrodes, 
leads to simulated flow 
-1 ýý 
magnitudes much closer to those observed. Comparison of other features of the measured 
flow patterns with theoretical, experimental and simulated results of the two inx, estigated 
mechanisms suggests that a combination of both may be acting. 
While the mechanism of the flow is not yet fully understood. hoýN'ever, a number of 
effects have been demonstrated which suggest that fine control of the magnitude and 
direction of the flow are possible. Thus combined with the additional possibilities of DEP 
trapping and levitation, the potential for using this construction for sub-micron particle 
manipulation and microfluidic control applications is large. 
10.4 Fulfilment of aims 
With reference to the stated aims, then, it has been concluded that: 
i) Differentiation of submicron particles on the basis of surface properties is possible 
through DEP and therefore there exists a high potential for DEP based affin'tY 
separation techniques. 
ii) Some insight can be gained, dielectrophoretically, into charge transport in the 
double-layer with the surface immobilisation of biological ligands, since this 
introduces mechanical as well as electrical differences into the ion flow processes. 
iii) Adequate calibration is necessary for the conversion of DEP parameter 
predictions using the Gouy-Chapman-Graham- Stem model of the double layer into 
values reconcilable in the absolute sense with DC electrophoretic techniques. 
2) 1) On investigation of the methods of DEP fractionation, exploitation rather than 
suppression of the dissipative nature of sub-micron ensembles is an interesting and 
relatively unexplored line of pursuit. 
ii) The device constructed, using a new electrode structure to produce a hi,, hly 
tuneable DEP potential, behaves in the manner of a Brownian ratchet, and with 
adequate initial localisation of the sample and channel height optimisation, will be 
able to separate particles on the basis of their diffusion constants - or behave as a 
DEP trap/Brownian ratchet combination for the separation of particles on the basis 
of their crossovers, defined by size and/or surface properties. 
iii) The manipulation of particles is further enhanced 
b\, a highl\' controllable 
pumping mechanism produced by the asymmetry of the applied 
field, \vhIch could 
lead to interesting microfluidic applications as well as providing greater lnsiý'ht 111to 
electro-osmotic and electrothermal fluid 
flo\v induction. 
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10.5 Future Work 
In summary and extrapolation of the suggestions made In the thesis. future development 
of the work undertaken here could be made in the following areas. 
10.5.1 DEP characterisation 
Surface modification could be refined by taking into account antibody orientation in 
order to observe whether this improved significantly the measured crossover ranges 
of the double protein layer sample, or whether the experimental uncertainty is due 
mainly to other effects such as sample aggregation. This could be a useful indication 
of the sensitivity of DEP to this type of reaction. 
0 The DEP response of oligonucleotide sample with 
o different lengths 
o complementary binding 
could be measured with a view to comparing the DEP response with respect to 
surface roughening/stenc hindrance and alteration of the electrical/dielectric 
properties of the attached moieties. This could enhance understanding of charge 
transport mechanisms in the double layer as well as assess the potential of DEP for 
use in DNA scavenging and sequence recognition. 
0A more extensive experimental analysis of ý-potential using non-electrophoretic 
means would be favourable for the establishment of a calibration of DEP crossover 
predictions with more generally accepted results. This could also provide insight into 
the differing response of AC measurement techniques as compared %-,, Ith more 
established means. 
0 Model utility and greater control over electrical surface properties could be 
improved by conducting DEP crossover measurements within various regions of 
highly controlled pH. 
10.5.2 Brownian ratchet fabrication/utitization 
Net stochastic transport in a Broxvnian ratchet device designed on this principle could be 
directly observed and measured with: 
0 better microfluidic control over sample introduction and 
the development of reliable fabrication techniques for the low channel 
height 
requirement. 
1ý7 
This device could then be utilised to fractionate sub-micron colloids in a considerablv 
more efficient manner than is theoretically possible with DEP-FFF, considering the problem 
of Brownian dissipation in the latter. 
10.5.3 Fluid pumping 
Better understanding of the pumping mechanism could be gained by: 
0 fabricating similar electrode structures with metals of different resistivity, combined 
with direct measurements of temperature and voltage gradients on the electrodes. 
Further theoretical exploration of the nature of electrothermal and electro-osmotic 
forces on asymmetric structures combined with more extensive floNv patlem 
simulations 
Also, with more experimental observation, integration of this highly versatile pump into 
microfluidic analysis systems in place of pressure gradients or high voltage electrophoresis 
could be established. 
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