Abstract: Drew, Johnson and Loewy conjectured that for n ≥ 4, the CP-rank of every n × n completely positive real matrix is at most [︀ n 2 /4 ]︀ . In this paper, we prove this conjecture for n × n completely positive matrices over Boolean algebras (finite or infinite). In addition, we formulate various CP-rank inequalities of completely positive matrices over special semirings using semiring homomorphisms.
Introduction
In this paper, we characterize completely positive matrices over Boolean algebras and show that the DrewJohnson-Loewy conjecture is true for such matrices. In the next subsection, we review the theory of real completely positive matrices. We also discuss the Drew-Johnson-Loewy conjecture for real completely positive matrices. In the second subsection, we review the theory of semirings. In section two, we formulate various CP-rank inequalities of completely positive matrices over special semirings. In section three, we find some necessary and sufficient conditions for matrices over Boolean algebras to be completely positive. We also prove that the CP-rank of n × n completely positive matrices over Boolean algebras is bounded above by the maximum of n and [n 2 /4].
Completely Positive Matrices
An n × n real matrix A is called completely positive ( 
Definition 1.1. Let A be an n × n real completely positive matrix. The minimal m such that A = BB T for some nonnegative n × m real matrix B, is called the CP-rank of A. The CP-rank of A is denoted by CP-rank(A).
It is evident from the above definition that if A is a real completely positive matrix then the CP-rank of A is greater than or equal to the rank of A. It has been shown [5] that, if A is an n × n real completely positive matrix then CP-rank(A) = rank(A), if n ≤ 3.
Completely positive matrices have applications in the theory of inequalities, in the theory of block designs in combinatorics, in probability and statistics, in optimization theory and in economic modelling.
The most famous open problem in the theory of completely positive matrices is the following conjecture stated by Drew, Johnson and Loewy.
Conjecture 1.1. [9] If A is a real CP-matrix of order n ≥ 4 then CP-rank(
Here [.] is the greatest integer function. The Drew-Johnson-Loewy conjecture has been listed as a problem by Xingzhi Zhan in "Open Problems in Matrix Theory" [26] . It has been proven only for certain special cases. If A is an n × n symmetric matrix, the graph of A, denoted by G(A), is a graph on vertices 1, 2, ..., n with {i, j} an edge if and only if i ≠ j and a ij ≠ 0.
Definition 1.2. Let G be a graph on n vertices and A be an n × n real completely positive matrix. The matrix A is called a CP matrix realization of G if G(A) = G.

Definition 1.3. [23] Let G be a graph on n vertices. The CP-rank of G, denoted by CP-rank(G), is the maximal CP-rank of a CP matrix realization of G, that is,
CP-rank(G) = max{CP-rank(A)|A is CP and G(A) = G}.
The Drew-Johnson-Loewy conjecture can be restated [23] as: for every graph G on n ≥ 4 vertices, CP-rank(G)
. This conjecture has been proven for triangle free graphs in [9] , for graphs which contain no odd cycle on 5 or more vertices in [8] , for all graphs on 5 vertices which are not the complete graph in [19] , for nonnegative matrices with a positive semidefinite comparison matrix (and any graph) in [4] and for all 5 × 5 completely positive matrices in [24] . However, Bomze et al. [6] gave counterexamples to the Drew-JohnsonLoewy conjecture for real completely positive matrices of order seven through eleven.
Semirings
Semirings are fairly natural generalizations of rings. Semirings satisfy all properties of unital rings except the existence of additive inverses. H. S. Vandiver introduced the concept of semiring in [25] , in connection with the axiomatization of the arithmetic of the natural numbers.
If in a semiring S the multiplication operation (⊗) is commutative then S is called a commutative semiring. An element a ∈ S is said to be additively (resp. multiplicatively) idempotent if a ⊕ a = a (resp. a ⊗ a = a). A semiring S is said to be additively (resp. multiplicatively) idempotent if every element of S is additively (resp. multiplicatively) idempotent.
The nonnegative real numbers under the usual addition and multiplication form a semiring. A much studied example of a semiring is the max-plus semiring, where Rmax = R ⋃︀ {−∞} with
Note that in this case 0 = -∞ and 1 = 0 [22] . The set of elements in the max-plus semiring which lie in the extended nonpositive interval [−∞, 0] is a subsemiring of the max-plus semiring (under the same addition and multiplication as the max-plus semiring). We call this subsemiring the negative interval semiring and denote it as [−∞, 0]max; this semiring will be of use to use later. The max-plus semiring has applications in machine-scheduling, information technology, optimization theory and discrete-event dynamic systems. The min-plus semiring is isomorphic to the max-plus semiring and is defined as follows:
The name tropical semiring is sometimes used for the max-plus or min-plus semiring. A survey of some combinatorial applications of the max-plus semiring can be found in [2] . A totally ordered set S with greatest element 1 and least element 0 forms a semiring [11] , with a ⊕ b = max{a, b} and a ⊗ b = min{a, b}. This is called the max-min semiring. Definition 1.7. A Boolean algebra B with a unique minimal element 0, a unique maximal element 1, forms a semiring where addition and multiplication is defined as follows:
Here ∩ denotes the intersection operation and ∪ denotes the union operation.
It is obvious that, for all
We denote a general Boolean algebra with a unique minimal element 0 and a unique maximal element 1 by (B, ∪, ∩, *, 0, 1). Here * denotes the complement operation. A Boolean algebra with only two elements {0, 1} is called the binary Boolean semiring or the binary Boolean algebra and it is denoted by β. For more details see [12] .
We denote a Boolean algebra of subsets of a k-element set S k by β k . In β k , a unique minimal element 0 denotes the null set and a unique maximal element 1 denotes the set S k .
A (Boolean) subalgebra of a Boolean algebra B is a subset C of B such that C, together with the distinguished elements 0, 1 and operations ∪, ∩, *, of B (restricted to the set C) is a Boolean algebra. The algebra B is called a Boolean extension of C.
All above examples of semirings are both commutative and antinegative. We now construct subsemirings using squares and their sums. This construction will be very helpful in later sections.
Definition 1.8. Let S be a commutative semiring. The positive subsemiring, P(S), of S is the set of all the finite sums of perfect squares in S.
From the definition it is clear that if S is a commutative semiring then the positive subsemiring
where b k ∈ S and b
It is easy to check that P(S) forms a subsemiring of S.
As an example, if S = R is a semiring of all real numbers then P(S) = R+ and if S = R[x] then P(S) is the set of all nonnegative real polynomials.
The concepts of matrix theory are defined for matrices over a semiring similar to the way that they are defined for matrices over a field. Much of the standard terminology about ring homomorphisms also applies to semirings.
is called a semiring isomorphism if the homomorphism ϕ is bijective.
We note that there is a natural order relation on an antinegative semiring S. We say that a ≥ b if there exists c ∈ S such that a = b⊕c. This is a reflexive and transitive relation but not antisymmetric in general. Therefore it is a pre-order. In most interesting cases such as the max-min, max-plus semirings and Boolean algebras, we get antisymmetry so the pre-order is a partial order in these cases.
We now define a notion of complete positivity for matrices over semirings. Our definition is a natural generalization of real completely positive matrices.
Definition 1.11. Let S be a commutative semiring and P(S) be the positive subsemiring of S. An n × n symmetric matrix A over S is called completely positive if A can be written as A = BB
T , where b ij ∈ P(S) for all i, j.
Definition 1.12. Let S be a commutative semiring and P(S) be the positive subsemiring of S. The CP-rank of an n × n completely positive matrix A over S is the smallest number k such that A = BB T , where B is an n × k matrix over P(S).
Note that if S is the semiring of all real numbers, then our definition of complete positivity reduces to the usual definition. It will be useful to define the concept of diagonal dominance for matrices over semirings. In [21] , the Drew-Johnson-Loewy conjecture was generalized to completely positive matrices over semirings and was proved for completely positive matrices over max-min semirings. Although the original DrewJohnson-Loewy conjecture was disproved, the generalized Drew-Johnson-Loewy conjecture is still open for many other semirings. Since every max-min semiring is a totally ordered Boolean algebra, the Drew-JohnsonLoewy conjecture is true is for completely positive matrices over totally ordered Boolean algebras. Moreover, the Drew-Johnson-Loewy conjecture for completely positive matrices over the binary Boolean algebra is a direct consequence of [7, Theorem 6] . In this paper, we generalize these results for completely positive matrices over Boolean algebras in general (finite and infinite). We use an isomorphism defined by Kirkland and Pullman to prove the Drew-Johnson-Loewy conjecture for completely positive matrices over finite Boolean algebras. Then by using CP-rank inequalities we generalize this result for completely positive matrices over Boolean algebras in general.
The CP-rank Inequalities
In this section, we establish some general results about the CP-rank of completely positive matrices over semirings. We use the same notation as [3] . Suppose that K and L are two commutative semirings and that ξ : K → L is a semiring homomorphism. Let P(K) and P(L) be the positive subsemirings of K and L, which consist of all the finite sums of perfect squares in K and L, respectively. For all a ∈ P(K),
, where k i ∈ K and m is any positive integer. Thus we have
). Since we are using two semirings, we denote the CP-rank of a matrix A over a semiring K and L by CP-rank K (A) and CP-rank L (A) respectively. We state our result as follows: 
Proof. Let A ∈ Mn(K) be a completely positive with CP-rank K (A) = k. Then there exists a matrix B ∈ M n,k (P(K)) such that A = BB T . Since ξ is a semiring homomorphism, Proof. The injection map from K to L is a semiring homomorphism, and hence the result follows from Theorem 2.1. Here we have an example of a completely positive matrix over N along with its factorization in N and in R+, which shows that strict inequality between the CP-rank N and the CP-rank R+ . 
If the CP-rank
K (A) ≥ CP-rank L (A),]︃ = [︃ √ 2 √ 2 ]︃ [︁ √ 2 √ 2 ]︁
However, a rank 1 CP-representation of A over N is
[︃ 2 2 2 2 ]︃ = [︃ 1 1 ]︃ [︁ 1 1 ]︁ + [︃ 1 1 ]︃ [︁ 1 1 ]︁
One can easily check that there does not exist any rank 1 CP-representation of A over N consisting of only one rank one completely positive matrix over N. Hence the CP-rank
Equality may also hold in certain cases. We now discuss the cases when the CP-rank of completely positive matrices over different semirings is the same. 
Lemma 2.5. Let S be a max-min semiring and A ∈ Mn(S). Let S(A) be the subsemiring of S which consists of 0, 1, and the entries of the matrix A. Then A is a completely positive matrix over the max-min semiring S if and only if A is a completely positive matrix over the max-min semiring S(A) and the CP-rank S(A) (A) = CP-rank S (A).
Proof. It is clear that S(A) ⊆ S and inclusion map from S(A) to S is a semiring homomorphism. Therefore by Corollary 2.3, if A is a completely positive matrix over the max-min semiring S(A) then
Now construct a subsemiring S 2 (A) of S 2 consisting of 0, 1, and the entries of the matrix A. By Lemma 2.5, we get that CP-rank S2(A) (A) = CP-rank S2 (A).
Note that the subsemiring S 1 (A) = S 2 (A), since both the S 1 (A) and S 2 (A) consists of 0, 1, and the entries of the matrix A. Thus from equations (3) and (4) we get that CP-rank S1 (A) = CP-rank S2 (A).
Let A = [a ij ] be an n × n matrix whose entries belong to a commutative semiring S. We define the pattern matrix of A to be the n × n matrixĀ = [ā ij ] wherē a ij = 0, if a ij = 0 and
From this construction we get that the pattern matrix of any matrix over a commutative semiring is a matrix over the binary Boolean semiring.
Corollary 2.7. Let S be an antinegative semiring having no zero divisors with the additive identity 0 and the multiplicative identity 1. Then the pattern of every completely positive matrix A ∈ Mn(S) is completely positive over the binary Boolean semiring β and the CP-rank β (Ā) ≤ CP-rank S (A).
Proof. Let ξ : S → β be a mapping defined by ξ (a) = 0, if a = 0, and
Clearly it is a semiring homomorphism, since S is an antinegative semiring having no zero divisors. Thus the result follows from Theorem 2.1.
Remark 2.8. Let S be a max-min semiring and A be any completely positive matrix over S all of whose entries are 0 and 1. Then we have equality in Corollary 2.7, using Theorem 2.6. In other words, the CP-rank β (A) = CPrank S (A).
Note that the equality also holds in Corollary 2.7, for all rank one completely positive matrices A over an antinegative commutative semiring S with no zero divisors. However, for n ≥ 2 there exist completely positive matrices over an antinegative commutative semiring S with no zero divisors such that the CP-rank β (Ā) < CPrank S (A). Here we have an example which shows that there may be strict inequality between the CP-rank of a completely positive matrix A over the semiring of nonnegative numbers and the CP-rank ofĀ over the binary Boolean semiring. ( using (1) ). However,
and hence the CP-rank β (Ā) = 1. Now we will give a graph theoretic interpretation to the homomorphism defined in Corollary 2.7. In Corollary 2.7, let us suppose that S = R+ and A is any completely positive matrix over R+ such that G(A) = G. Then ξ maps A to the CP-adjacency matrix of G.
Remark 2.11. In general, ξ in Corollary 2.7 maps every CP matrix realization of G to the CP-adjacency matrix of G. As a result, the CP-rank of a CP-adjacency matrix of a graph G is always less than or equal to the CP-rank of all CP matrix realizations of G. In other words, the CP-rank of a graph G is bounded below by the CP-rank of its CP-adjacency matrix, which proves one direction of Theorem 3.2 in [21].
CP Matrices over Boolean Algebras
For completely positive matrices over real numbers there is no efficient algorithm to decide if a given real matrix is completely positive. In this section, we find simple necessary and sufficient conditions for matrices over Boolean algebras to be completely positive. We also find the upper bound on the CP-rank of completely positive matrices over Boolean algebras. Every Boolean algebra B is multiplicatively idempotent, i.e., x = x ∩ x = x ⊗ x for all x ∈ B. This implies that the positive subsemiring P(B) of B is in fact equal to B (P(B) = B). Therefore, a matrix A over a Boolean algebra B is called completely positive if there exists a matrix C over B such that A = CC T .
Hannah and Laffey [13] remarked that no general necessary and sufficient conditions for a real matrix A to be completely positive are known. Some special results in this direction were obtained by Markham [20] and Lau and Markham [18] . In particular, M. Kaykobad [15] has shown that a sufficient condition for a nonnegative real symmetric matrix to be completely positive is that the matrix is diagonally dominant.
In [21] , it has been shown that the diagonally dominance condition is necessary and sufficient for symmetric matrices over max-min semirings or totally ordered Boolean algebras to be completely positive. We now generalize this result for completely positive matrices over Boolean algebras in general (finite or infinite). Therefore, the matrix A can be written as:
A ij , where
Here i and j on the left border denotes the i th and j th row of the matrix A ij , and i and j on the top denotes the i th and j th column of the matrix A ij . Since a ij ∪ a ij = a ij , the matrices
are rank one completely positive matrices over the Boolean algebra B, for all i and j. Hence A is completely positive. Conversely, suppose that A is completely positive over a Boolean algebra B. This implies that there exists a matrix C over P(B) = B, such that A = CC T . Therefore, we get 
An Isomorphism Between Matrices Over Finite Boolean Algebras and The binary Boolean Semiring
We begin with introducing a method, as shown in [16] , of representing a matrix over a Boolean algebra of subsets of a k-element set as a linear combination of (binary) Boolean matrices. It is found to be a computationally convenient way to use an isomorphism linking the nonbinary case to the binary case. Let σ 1 , σ 2 , ..., σ k denote the singleton subsets of a k-element set S k . For each m×n matrix A over a Boolean algebra β k , the l th constituent of A, denoted as A (l) , is an m × n Boolean matrix whose ij th entry is 1 if and only
Here we have an example of a 2 × 2 matrix over β 3 . 
where A (l) is the l th constituent of A. The following proposition shows an isomorphism between matrices over β k , a Boolean algebra of subsets of a k-element set and the k-tuples of Boolean matrices [17] . is an isomorphism. Note that the isomorphism takes scalars (1 × 1 matrices) of β k to row vectors of length k over the binary Boolean semiring, where a union of subsets of a k-set becomes the Boolean sum of such vectors and intersection becomes the Hadamard product of Boolean vectors.
We will use this isomorphism to prove the Drew-Johnson-Loewy conjecture for completely positive matrices over finite Boolean algebras.
Proof. If A is a completely positive matrix over the finite Boolean algebra B(A) then by Corollary 2.3, we get that A is a completely positive matrix over the Boolean algebra B. For the other direction, let us suppose that A ∈ Mn(B) is a completely positive matrix. By Theorem 3.1, A is a symmetric diagonally dominant matrix over B. Therefore, one can easily see that A is also symmetric diagonally dominant matrix over the finite Boolean algebra B(A) and hence it is completely positive over the Boolean algebra B(A), by Theorem 3.1. 
