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a b s t r a c t
A nonlinear iteration method for solving a class of two-dimensional nonlinear coupled
systems of parabolic andhyperbolic equations is studied. A simple iterative finite difference
scheme is designed; the calculation complexity is reduced by decoupling the nonlinear
system, and the precision is assured by timely evaluation updating. A strict theoretical
analysis is carried out as regards the convergence and approximation properties of
the iterative scheme, and the related stability and approximation properties of the
nonlinear fully implicit finite difference (FIFD) scheme. The iterative algorithm has a
linear constringent ratio; its solution gives a second-order spatial approximation and first-
order temporal approximation to the real solution. The corresponding nonlinear FIFD
scheme is stable and gives the same order of approximation. Numerical tests verify the
results of the theoretical analysis. The discrete functional analysis and inductive hypothesis
reasoning techniques used in this paper are helpful for overcoming difficulties arising from
the nonlinearity and coupling and lead to a related theoretical analysis for nonlinear FI
schemes.
© 2009 Elsevier B.V. All rights reserved.
1. The coupled system of parabolic and hyperbolic equations
Coupled systems of parabolic and hyperbolic equations often appear in the study of circulating fuel reactors, high
temperature hydrodynamics, and thermoelasticity, magnetoelasticity and magnetostriction problems [1–5] and [28].
For some kinds of parabolic–hyperbolic coupled systems, there are some literature studies [1,2,5–8] of the existence and
smoothing properties of their solutions.
Since it is usually difficult to find the exact solutions for the coupled systems, their numerical simulation is of particular
importance. At present, there are some studies available based on finite element [9,10] and alternating direction finite
element methods [11] for similar coupled systems of parabolic and hyperbolic equations, but few works on the finite
difference method (FDM) applied to coupled systems, especially in the nonlinear cases. In [4], the FDM applied to a
nonlinear thermoelasticity system with one space variable is studied and its stability analysis is presented. In [12–14],
parabolic–hyperbolic coupled problems are considered; the parabolic and hyperbolic equations in these publications are
in the same variable. In [15], the FDM applied to the same coupled system as is treated here is studied; a three-level linear
scheme is provided, and its unconditional stability and second-order convergence in both spatial and temporal variants are
proved.
The authors of [16] studied a fully implicit (FI) scheme for addressing flux-limited, two-temperature, three-dimensional
radiative diffusion problems, and showed that compared with the semi-implicit (SI) scheme, the FI scheme is more accurate
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in many cases, with comparable costs. In [17], it is pointed out that in the treatment of coupled systems with the traditional
operator time-splitting method, a certain restraint on the time step is needed according to the requirement for stability;
however, it can be liftedwhenusing a fully implicit scheme,whichmeans that a larger time step is permissiblewithout losing
precision. Due to these merits, the FI scheme is better fitted for solving radiative hydrodynamic problems. For nonlinear FI
schemes, proper iterative algorithms are needed to achieve prompt and accurate solving. Studies on iteration methods for
solving nonlinear systems of parabolic equations and nonlinear coupled systems of parabolic and hyperbolic equations are
very helpful for accelerating the work on simulation of radiative hydrodynamic and other problems with FI schemes.
There are many works on iterative solving techniques for addressing parabolic problems; for example, [18,19] studied
iteration for quasi-linear parabolic systems, and [20,21] studied techniques for acceleration of iterative methods for
addressing nonlinear parabolic equations. In [20], theoretical analyses and comparisons of many present iterative methods
are given, linearity methods are constructed from the viewpoint of discretization, and nonlinear iterative schemes with
second-order convergence are obtained; this is a fairly characteristic work. Also there are other studies in [22–25], etc.
However, one can seldom find works on iteration methods for solving coupled systems of parabolic and hyperbolic
equations. In [27], the FDM applied to nonlinear hyperbolic equations is studied. In this paper, an iterative finite difference
method for addressing a nonlinear coupled system of parabolic and hyperbolic equations is studied; full attention is given
to the nonlinear coupling property of the two different kinds of equations, a simple iterative algorithm is provided, and a
corresponding theoretical analysis and numerical test results are presented.
Consider a nonlinear coupled system of parabolic and hyperbolic equations as follows:
ut −∇ · (A(X, t, u, v)∇u) = f (X, t, u, v, ux, uy, vx, vy), X ∈ Ω, t ∈ [0, T ].
vtt −∇ · (B(X, t, u, v)∇v) = g(X, t, u, v, ux, uy, vx, vy, ut , vt), X ∈ Ω, t ∈ [0, T ].
u(X, t) = 0, v(X, t) = 0, X ∈ ∂Ω, t ∈ [0, T ].
u(X, 0) = u0(X), v(X, 0) = v0(X), vt(X, 0) = vt0(X), X ∈ Ω
(1.1)
where X = (x, y),Ω = [0, L1] × [0, L2]; A, B, f , g, u0, v0, vt0 are known functions that satisfy the following assumptions:
(1) There exist positive constants A∗, A∗, B∗, B∗ such that A∗ ≤ A(X, t, φ) ≤ A∗, B∗ ≤ B(X, t, φ) ≤ B∗, X ∈ Ω¯, t ∈ [0, T ], φ ∈
R2.
(2) The derivatives At , Bt are bounded; Au, Av, Bu, Bv are continuous, and their derivatives with respect to x, y, u and v are
bounded; fu, fv, fux , fuy , fvx , fvy and gu, gv, gux , guy , gvx , gvy , gut , gvt are bounded.
In this paper, an iterative finite difference method for addressing problem (1.1) is studied. The simple (Picard) iterative
scheme is presented; by decoupling the nonlinear system, the calculation complexity is reduced, and by refreshing the
iterative values in a timely manner, the accuracy is assured. By using the ideas of discrete functional analysis and the
inductive hypothesis reasoning technique, the difficulties arising from the properties of nonlinearity and the coupling are
overcome, and a numerical analysis is made. The convergence and approximation of the iterative scheme, and the related
stability and approximation of the nonlinear fully implicit finite difference (FIFD) scheme are obtained. It is shown that
the iterative scheme has a linear constringent ratio, its solution gives second-order H1 and L2 norm spatial and first-order
temporal approximations to the real solution, and the corresponding FIFD scheme is unconditionally stable and gives the
same order of approximation. Some numerical tests are carried out for the model problem to provide validation of the
theoretical analysis.
The remainder of the paper is structured as follows. First, the FIFD scheme, the iterative scheme and the truncation error
are given in Sections 2–4 respectively. Next, in Sections 4 and 5, theoretical analysis of the error estimation and stability
of the FIFD scheme is presented, and the second-order H1 and L2 norm spatial and first-order temporal approximations
are obtained. Since the study on the approximation property for the iterative scheme needs the approximation result for
the FIFD scheme, and the study on the convergence for the iterative scheme needs the stability result for the FIFD scheme,
the information as regards these two properties for the FIFD scheme is provided here. For these two properties, since the
procedure of reasoning as regards the stability needs the conclusion for the approximation, the latter is presented in advance.
Then in Sections 6 and 7, the convergence ratio and error estimate for the iterative scheme are considered, and it is proved
that the order of approximation is the same. In Section 8, a numerical example is provided to validate the theoretical analysis.
Finally, the conclusion and a generalization are given in Section 9.
Introducing the new variablew = vt , we rewrite system (1.1) as the following equivalent system of three equations:
ut −∇ · (A(X, t, u, v)∇u) = f (X, t, u, v, ux, uy, vx, vy), X ∈ Ω, t ∈ [0, T ].
wt −∇ · (B(X, t, u, v)∇v) = g(X, t, u, v, ux, uy, vx, vy, ut , w), X ∈ Ω, t ∈ [0, T ].
vt = w, X ∈ Ω, t ∈ [0, T ].
u(X, t) = 0, v(X, t) = 0, w(X, t) = 0, X ∈ ∂Ω, t ∈ [0, T ].
u(X, 0) = u0(X), v(X, 0) = v0(X), w(X, 0) = vt0(X), X ∈ Ω.
(1.2)
We will start from this relation in constructing and analyzing our schemes below.
Divide intervals [0, T ] and [0, L1], [0, L2] into M and J1, J2 equal small intervals respectively; define τ = TM , τn = nτ ,
and h1 = L1J1 , h2 =
L2
J2
, h = max{h1, h2}, xi = ih1, yj = jh2, xij = (xi, yj). For functions φ,ψ , define ψn = ψ(τn),
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φij = φ(xij), dtψn+1 = ψn+1−ψnτ , ∂tψn = ψ
n+1−ψn−1
2τ , φi+ 12 ,j =
1
2 (φij + φi+1,j), φi,j+ 12 =
1
2 (φij + φi,j+1), δxφi+ 12 ,j =
φi+1,j−φij
h1
,
δyφi,j+ 12 =
φi,j+1−φij
h2
, ∂xφij = φi+1,j−φi−1,j2h1 and ∂yφij =
φi,j+1−φi,j−1
2h2
. For functions φ,ψ and Ψ = A or B, define
Ψ n
i+ 12 ,j
(φ, ψ) = Ψ (xi+ 12 ,j, τn, φ
n
i+ 12 ,j
, ψn
i+ 12 ,j
),
Ψ n
i,j+ 12
(φ, ψ) = Ψ (xi,j+ 12 , τn, φ
n
i,j+ 12
, ψn
i,j+ 12
),
(s)
A ni+ 12 ,j
(φ, ψ) = A(xi+ 12 ,j, τn,
(s)
φ n
i+ 12 ,j
,
(s)
ψn
i+ 12 ,j
),
(s)
A ni,j+ 12
(φ, ψ) = A(xi,j+ 12 , τn,
(s)
φ n
i,j+ 12
,
(s)
ψn
i,j+ 12
),
(s)
B ni+ 12 ,j
(φ, ψ) = B(xi+ 12 ,j, τn,
(s+1)
φ n
i+ 12 ,j
,
(s)
ψn
i+ 12 ,j
),
(s)
B ni,j+ 12
(φ, ψ) = B(xi,j+ 12 , τn,
(s+1)
φ n
i,j+ 12
,
(s)
ψn
i,j+ 12
),
f nij (φ, ψ) = f (xij, τn, φnij , ψnij , ∂xφnij , ∂yφnij , ∂xψnij , ∂yψnij ),
(s)
f nij(φ, ψ) = f (xij, τn,
(s)
φ nij,
(s)
ψnij, ∂x
(s)
φ nij, ∂y
(s)
φ nij, ∂x
(s)
ψnij, ∂y
(s)
ψnij),
where n ≥ 0. For functions φ,ψ, ϕ and n ≥ 1, define
gnij (φ, ψ, ϕ) = g(xij, τn, φnij , ψnij , ∂xφnij , ∂yφnij , ∂xψnij , ∂yψnij , dtφnij , ϕnij),
(s)
g nij(φ, ψ, ϕ) = g
xij, τn, (s+1)φ nij, (s)ψnij, ∂x(s+1)φ nij, ∂y(s+1)φ nij, ∂x (s)ψnij, ∂y (s)ψnij,
(s+1)
φ nij − φn−1ij
τ
,
(s)
ϕ nij
 .
Define the following discrete norms:
‖φ‖ =
(
J1−1∑
i=1
J2−1∑
j=1
|φij|2h1h2
) 1
2
, ‖φ‖∞ = max
i=1,2,...,J1−1;
j=1,2,...,J2−1
|φij|,
‖δφ‖ =
(
J1−1∑
i=0
J2−1∑
j=1
|δxφi+ 12 ,j|
2h1h2 +
J1−1∑
i=1
J2−1∑
j=0
|δyφi,j+ 12 |
2h1h2
) 1
2
.
In the theoretical proof parts of this paper, Hölder’s inequality (1.4), the formulation of the summation by parts of (1.5) or
(1.6), and the discrete inverse inequality are often used. Some useful relations are listed here:
(a− b)a = 1
2
a2 − 1
2
b2 + 1
2
(a− b)2, (1.3)
ab ≤ a2 + 1
4
b2, (1.4)
L−1∑
l=0
(φ l+1 − φ l, ψ l+1) = −
L−1∑
l=0
(φ l, ψ l+1 − ψ l)+ (φL, ψ L)− (φ0, ψ0), (1.5)
L−1∑
l=1
(φl+ 12 − φl− 12 , ψl) = −
L−1∑
l=0
(φl+ 12 , ψl+1 − ψl)+ (φL− 12 , ψL)− (φ 12 , ψ1). (1.6)
2. The fully implicit finite difference scheme
The fully implicit finite difference solution is given by finding Un+1ij , V
n+1
ij ,W
n+1
ij such that
Un+1ij − Unij
τ
− 1
h1
[An+1
i+ 12 ,j
(U, V )δxUn+1i+ 12 ,j
− An+1
i− 12 ,j
(U, V )δxUn+1i− 12 ,j
]
− 1
h2
[An+1
i,j+ 12
(U, V )δyUn+1i,j+ 12
− An+1
i,j− 12
(U, V )δyUn+1i,j− 12
] = f n+1ij (U, V ), (2.1a)
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W n+1ij −W nij
τ
− 1
h1
[Bn+1
i+ 12 ,j
(U, V )δxV n+1i+ 12 ,j
− Bn+1
i− 12 ,j
(U, V )δxV n+1i− 12 ,j
] − 1
h2
[Bn+1
i,j+ 12
(U, V )δyV n+1i,j+ 12
− Bn+1
i,j− 12
(U, V )δyV n+1i,j− 12
]
= gn+1ij (U, V ,W ), i = 1, 2, . . . , J1 − 1; j = 1, 2, . . . , J2 − 1; (2.1b)
V n+1ij − V nij
τ
= W n+1ij , i = 0, 1, . . . , J1; j = 0, 1, . . . , J2; n = 0, 1, . . . ,M − 1. (2.1c)
Un0j = UnJ1,j = Uni0 = Uni,J2 = 0, V n0j = V nJ1,j = V ni0 = V ni,J2 = 0,
W n0j = W nJ1,j = W ni0 = W ni,J2 = 0, i = 0, 1, . . . , J1; j = 0, 1, . . . , J2; n = 0, 1, . . . ,M. (2.1d)
U0ij = u0(xij), V 0ij = v0(xij), W 0ij = vt0(xij), i = 0, 1, . . . , J1; j = 0, 1, . . . , J2. (2.1e)
(2.1) is a two-level schemewith a temporal index. A proper iterative procedure is necessary for solving this nonlinear scheme
efficiently.
3. The iterative scheme
An iterative scheme is given by finding
(s+1)
U n+1ij ,
(s+1)
V n+1ij ,
(s+1)
W n+1ij such that
(s+1)
U n+1ij − Unij
τ
− 1
h1
[(s)A n+1i+ 12 ,j(U, V )δx
(s+1)
U n+1
i+ 12 ,j
− (s)A n+1i− 12 ,j(U, V )δx
(s+1)
U n+1
i− 12 ,j
]
− 1
h2
[(s)A n+1i,j+ 12 (U, V )δy
(s+1)
U n+1
i,j+ 12
− (s)A n+1i,j− 12 (U, V )δy
(s+1)
U n+1
i,j− 12
] = (s)f n+1ij (U, V ), (3.1a)
(s+1)
W n+1ij −W nij
τ
− 1
h1
[(s)B n+1i+ 12 ,j(U, V )δx
(s+1)
V n+1i+ 12 ,j
− (s)B n+1i− 12 ,j(U, V )δx
(s+1)
V n+1i− 12 ,j
]
− 1
h2
[(s)B n+1i,j+ 12 (U, V )δy
(s+1)
V n+1i,j+ 12
− (s)B n+1i,j− 12 (U, V )δy
(s+1)
V n+1i,j− 12
] = (s)g n+1ij (U, V ,W ),
i = 1, 2, . . . , J1 − 1; j = 1, 2, . . . , J2 − 1; (3.1b)
(s+1)
V n+1ij − V nij
τ
= (s+1)W n+1ij , i = 0, 1, . . . , J1; j = 0, 1, . . . , J2; s = 0, 1, 2, . . . ; n = 0, 1, . . . ,M − 1. (3.1c)
(s+1)
U n0j =
(s+1)
U nJ1,j =
(s+1)
U ni0 =
(s+1)
U ni,J2 = 0,
(s+1)
V n0j =
(s+1)
V nJ1,j =
(s+1)
V ni0 =
(s+1)
V ni,J2 = 0,
(s+1)
W n0j =
(s+1)
W nJ1,j =
(s+1)
W ni0 =
(s+1)
W ni,J2 = 0, i = 0, 1, . . . , J1; j = 0, 1, . . . , J2; s = 0, 1, 2 . . . ; n = 0, 1, . . . ,M.
(3.1d)
(0)
U n+1ij = Unij ,
(0)
V n+1ij = V nij ,
(0)
W n+1ij = W nij , i = 0, 1, . . . , J1; j = 0, 1, . . . , J2; n = 0, 1, . . . ,M − 1.
U0ij = u0(xij), V 0ij = v0(xij), W 0ij = vt0(xij), i = 0, 1, . . . , J1; j = 0, 1, . . . , J2. (3.1e)
For each time step from τn → τn+1, the calculation proceeds as follows:
1. Get the initial iteration values: by (3.1e), Unij , V
n
ij ,W
n
ij →
(0)
U n+1ij ,
(0)
V n+1ij ,
(0)
W n+1ij .
2. Execute the iterative step from s → s + 1 (s = 0, 1, 2, . . .): by (3.1a)–(3.1d), Unij , V nij , W nij ,
(s)
U n+1ij ,
(s)
V n+1ij ,
(s)
W n+1ij
→ (s+1)U n+1ij ,
(s+1)
V n+1ij ,
(s+1)
W n+1ij , where:
2.1 by (3.1a) and (3.1d), Unij ,
(s)
U n+1ij ,
(s)
V n+1ij →
(s+1)
U n+1ij ,
2.2 we replace
(s+1)
W n+1ij in (3.1b) by (3.1c),
2.3 by (3.1b) and (3.1d), Unij , V
n
ij ,W
n
ij ,
(s+1)
U n+1ij ,
(s)
V n+1ij ,
(s)
W n+1ij →
(s+1)
V n+1ij ,
2.4 by (3.1c), V nij ,
(s+1)
V n+1ij →
(s+1)
W n+1ij .
3. Stop the iteration if the chosen control error or maximum iterative amount satisfies. Let
(s+1)
U n+1ij ,
(s+1)
W n+1ij ,
(s+1)
V n+1ij →
Un+1ij , V
n+1
ij ,W
n+1
ij .
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4. The truncation error equation
Denoting the real solution of (1.1) as unij = u(xij, τn), vnij = v(xij, τn) and writing wnij = vt(xij, τn), from Taylor’s
expansion one may get the truncation error for the real solution of the original problem (1.1) in the fully implicit discrete
scheme:
−Rn+11ij =:
un+1ij − unij
τ
− 1
h1
[An+1
i+ 12 ,j
(u, v)δxun+1i+ 12 ,j
− An+1
i− 12 ,j
(u, v)δxun+1i− 12 ,j
]
− 1
h2
[An+1
i,j+ 12
(u, v)δyun+1i,j+ 12
− An+1
i,j− 12
(u, v)δyun+1i,j− 12
] − f n+1ij (u, v)
= O(h2 + τ),
−Rn+12ij =:
wn+1j − wnij
τ
− 1
h1
[Bn+1
i+ 12 ,j
(u, v)δxvn+1i+ 12 ,j
− Bn+1
i− 12 ,j
(u, v)δxvn+1i− 12 ,j
]
− 1
h2
[Bn+1
i,j+ 12
(u, v)δyvn+1i,j+ 12
− Bn+1
i,j− 12
(u, v)δyvn+1i,j− 12
] − gn+1ij (u, v, w)
= O(h2 + τ), i = 1, 2, . . . , J1 − 1; j = 1, 2, . . . , J2 − 1;
−Rn+13ij =: dtvn+1ij − wn+1ij = O(τ ), i = 0, 1, . . . , J1; j = 0, 1, . . . , J2; n = 0, 1, 2, . . . ,M − 1.
un0j = unJ1,j = uni0 = uni,J2 = 0, vn0j = vnJ1,j = vni0 = vni,J2 = 0,
wn0j = wnJ1,j = wni0 = wni,J2 = 0, i = 0, 1, . . . , J1; j = 0, 1, . . . , J2; n = 0, 1, 2, . . . ,M.
u0ij = u0(xij), v0ij = v0(xij), w0ij = vt0(xij), i = 0, 1, . . . , J1; j = 0, 1, . . . , J2. (4.1)
This relation is useful in the following proof for approximation properties.
5. The error estimate for the fully implicit finite difference scheme
Since the study on the approximation property for the iterative scheme will use the approximation result for the FIFD
scheme, and the study on the convergence for the iterative schemewill use the stability for the FIFD scheme, while the study
on the latter also needs the approximation for the FIFD scheme, we provide this information here.
5.1. The approximation theorem for the FIFD scheme
Nowwe consider the approximation for the solution of the FIFD scheme using that of problem (1.1). Define ξ nij = Unij−unij,
ζ nij = V nij − vnij , ηnij = W nij − wnij; we have the following property.
Theorem 1 (Approximation Theorem for the FIFD Scheme). For the FIFD scheme (2.1), if the initial values satisfy
‖η0‖2 + ‖ξ 0‖2 + ‖ζ 0‖2 + ‖δξ 0‖2 + ‖δζ 0‖2 = O(h4 + τ 2), (5.1)
then the following approximation property is valid:
N−1∑
n=0
‖dtξ n+1‖2τ + ‖ηN‖2 + ‖ξN‖2 + ‖ζ N‖2 + ‖δξN‖2 + ‖δζ N‖2 +
N−1∑
n=0
‖ηn+1 − ηn‖2
+
N−1∑
n=0
‖δξ n+1 − δξ n‖2 +
N−1∑
n=0
‖δζ n+1 − δζ n‖2 ≤ K [h4 + τ 2].
That is, the solution of the FIFD scheme gives the first-order temporal approximation and the second-order L2 and H1 norm
spatial approximation to that of the original problem (1.1). For (5.2e), (5.1) is always valid; hence the above approximation
property always stands.
5.2. The error equation
Subtracting (4.1) from (2.1), we have the following error equation which is useful in the proof of Theorem 1:
348 X. Cui, J.-y. Yue / Journal of Computational and Applied Mathematics 234 (2010) 343–364
ξ n+1ij − ξ nij
τ
− 1
h1
[An+1
i+ 12 ,j
(U, V )δxξ n+1i+ 12 ,j
− An+1
i− 12 ,j
(U, V )δxξ n+1i− 12 ,j
] − 1
h2
[An+1
i,j+ 12
(U, V )δyξ n+1i,j+ 12
− An+1
i,j− 12
(U, V )δyξ n+1i,j− 12
]
= 1
h1
{[An+1
i+ 12 ,j
(U, V )− An+1
i+ 12 ,j
(u, v)]δxun+1i+ 12 ,j − [A
n+1
i− 12 ,j
(U, V )− An+1
i− 12 ,j
(u, v)]δxun+1i− 12 ,j}
+ 1
h2
{[An+1
i,j+ 12
(U, V )− An+1
i,j+ 12
(u, v)]δyun+1i,j+ 12 − [A
n+1
i,j− 12
(U, V )− An+1
i,j− 12
(u, v)]δyun+1i,j− 12 }
+ [f n+1ij (U, V )− f n+1ij (u, v)] + Rn+11ij , (5.2a)
ηn+1ij − ηnij
τ
− 1
h2
[Bn+1
i+ 12 ,j
(U, V )δxζ n+1i+ 12 ,j
− Bn+1
i− 12 ,j
(U, V )δxζ n+1i− 12 ,j
] − 1
h2
[Bn+1
i,j+ 12
(U, V )δyζ n+1i,j+ 12
− Bn+1
i,j− 12
(U, V )δyζ n+1i,j− 12
]
= 1
h1
{[Bn+1
i+ 12 ,j
(U, V )− Bn+1
i+ 12 ,j
(u, v)]δxvn+1i+ 12 ,j − [B
n+1
i− 12 ,j
(U, V )− Bn+1
i− 12 ,j
(u, v)]δxvn+1i− 12 ,j}
+ 1
h2
{[Bn+1
i,j+ 12
(U, V )− Bn+1
i,j+ 12
(u, v)]δyvn+1i,j+ 12 − [B
n+1
i,j− 12
(U, V )− Bn+1
i,j− 12
(u, v)]δyvn+1i,j− 12 }
+ [gn+1ij (U, V ,W )− gn+1ij (u, v, w)] + Rn+12ij , i = 1, 2, . . . , J1 − 1; j = 1, 2, . . . , J2 − 1; (5.2b)
ζ n+1ij − ζ nij
τ
= ηn+1ij + Rn+13ij , i = 0, 1, . . . , J1; j = 0, 1, . . . , J2; n = 0, 1, 2, . . . ,M − 1; (5.2c)
ξ n0j = ξ nJ1,j = ξ ni0 = ξ ni,J2 = 0, ζ n0j = ζ nJ1,j = ζ ni0 = ζ ni,J2 = 0,
ηn0j = ηnJ1,j = ηni0 = ηni,J2 = 0, i = 0, 1, . . . , J1; j = 0, 1, . . . , J2; n = 0, 1, . . . ,M, (5.2d)
ξ 0ij = 0, ζ 0ij = 0, η0ij = 0, i = 0, 1, . . . , J1; j = 0, 1, . . . , J2. (5.2e)
5.3. The estimation procedure
Proof of Theorem 1. Multiplying (5.2a) and (5.2b) with
ξn+1ij −ξnij
τ
h1h2τ and
ζ n+1ij −ζ nij
τ
h1h2τ respectively, summing for i =
1, 2, . . . , J1 − 1; j = 1, 2, . . . , J2 − 1 and n = 0, 1, 2, . . . ,N − 1 (where 1 ≤ N ≤ M), estimating the derived relation
term by term, we see, for the left hand side, that
N−1∑
n=0
J1−1∑
i=1
J2−1∑
j=1
(
ξ n+1ij − ξ nij
τ
,
ξ n+1ij − ξ nij
τ
)
h1h2τ =
N−1∑
n=0
‖dtξ n+1‖2τ . (5.3)
N−1∑
n=0
J1−1∑
i=1
J2−1∑
j=1
(
ηn+1ij − ηnij
τ
,
ζ n+1ij − ζ nij
τ
)
h1h2τ
=
N−1∑
n=0
J1−1∑
i=1
J2−1∑
j=1
(ηn+1ij − ηnij, ηn+1ij )h1h2 +
N−1∑
n=0
J1−1∑
i=1
J2−1∑
j=1
(ηn+1ij − ηnij, Rn+13ij )h1h2
≥
(
1
2
− 
)
‖ηN‖2 −
(
K + 1
2
)
‖η0‖2 + 1
2
N−1∑
n=0
‖ηn+1 − ηn‖2
− K
N−1∑
n=0
‖ηn‖2τ − K
N−1∑
n=0
‖dtRn+13 ‖2τ − K‖RN3 ‖2 − K‖R03‖2. (5.4)
Here, (1.3)–(1.5) are used to get (5.4). Noticing the boundary condition (5.2d), using summation by parts for the spatial
variant and (1.3), and noticing that for Ψ = A or B,
|Ψ n+1
i+ 12 ,j
(U, V )− Ψ n
i+ 12 ,j
(U, V )| ≤ Kτ(1+ |dtξ n+1i+1,j| + |dtξ n+1ij | + |dtζ n+1i+1,j| + |dtζ n+1ij |),
|Ψ n+1
i,j+ 12
(U, V )− Ψ n
i,j+ 12
(U, V )| ≤ Kτ(1+ |dtξ n+1i,j+1| + |dtξ n+1ij | + |dtζ n+1i,j+1| + |dtζ n+1ij |),
using relation (5.2c) and the discrete inverse inequality, after a series of rather complex procedures of reasoning, we obtain
the following inequalities:
−
N−1∑
n=0
J1−1∑
i=1
J2−1∑
j=1
(
1
h1
[An+1
i+ 12 ,j
(U, V )δxξ n+1i+ 12 ,j
− An+1
i− 12 ,j
(U, V )δxξ n+1i− 12 ,j
]
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+ 1
h2
[An+1
i,j+ 12
(U, V )δyξ n+1i,j+ 12
− An+1
i,j− 12
(U, V )δyξ n+1i,j− 12
], ξ
n+1
ij − ξ nij
τ
)
h1h2τ
=
N−1∑
n=0
J1−1∑
i=0
J2−1∑
j=1
(An+1
i+ 12 ,j
(U, V )δxξ n+1i+ 12 ,j
, δxξ
n+1
i+ 12 ,j
− δxξ ni+ 12 ,j)h1h2
+
N−1∑
n=0
J1−1∑
i=1
J2−1∑
j=0
(An+1
i,j+ 12
(U, V )δyξ n+1i,j+ 12
, δyξ
n+1
i,j+ 12
− δyξ ni,j+ 12 )h1h2
= 1
2
N−1∑
n=0
J1−1∑
i=0
J2−1∑
j=1
(An+1
i+ 12 ,j
(U, V )δxξ n+1i+ 12 ,j
, δxξ
n+1
i+ 12 ,j
)h1h2 − 12
N−1∑
n=0
J1−1∑
i=0
J2−1∑
j=1
(An
i+ 12 ,j
(U, V )δxξ ni+ 12 ,j
, δxξ
n
i+ 12 ,j
)h1h2
− 1
2
N−1∑
n=0
J1−1∑
i=0
J2−1∑
j=1
([An+1
i+ 12 ,j
(U, V )− An
i+ 12 ,j
(U, V )]δxξ ni+ 12 ,j, δxξ
n
i+ 12 ,j
)h1h2
+ 1
2
N−1∑
n=0
J1−1∑
i=0
J2−1∑
j=1
(An+1
i+ 12 ,j
(U, V )[δxξ n+1i+ 12 ,j − δxξ
n
i+ 12 ,j
], [δxξ n+1i+ 12 ,j − δxξ
n
i+ 12 ,j
])h1h2
+ 1
2
N−1∑
n=0
J1−1∑
i=1
J2−1∑
j=0
(An+1
i,j+ 12
(U, V )δyξ n+1i,j+ 12
, δyξ
n+1
i,j+ 12
)h1h2 − 12
N−1∑
n=0
J1−1∑
i=1
J2−1∑
j=0
(An
i,j+ 12
(U, V )δyξ ni,j+ 12
, δyξ
n
i,j+ 12
)h1h2
− 1
2
N−1∑
n=0
J1−1∑
i=1
J2−1∑
j=0
([An+1
i,j+ 12
(U, V )− An
i,j+ 12
(U, V )]δyξ ni,j+ 12 , δyξ
n
i,j+ 12
)h1h2
+ 1
2
N−1∑
n=0
J1−1∑
i=1
J2−1∑
j=0
(An+1
i,j+ 12
(U, V )[δyξ n+1i,j+ 12 − δyξ
n
i,j+ 12
], [δyξ n+1i,j+ 12 − δyξ
n
i,j+ 12
])h1h2
≥ 1
2
A∗‖δξN‖2 − 12A
∗‖δξ 0‖2 + 1
2
A∗
N−1∑
n=0
‖δξ n+1 − δξ n‖2
− K
N−1∑
n=0
J1−1∑
i=0
J2−1∑
j=1
|An+1
i+ 12 ,j
(U, V )− An
i+ 12 ,j
(U, V )|(δxξ ni+ 12 ,j)
2h1h2
− K
N−1∑
n=0
J1−1∑
i=1
J2−1∑
j=0
|An+1
i,j+ 12
(U, V )− An
i,j+ 12
(U, V )|(δyξ ni,j+ 12 )
2h1h2
≥ 1
2
A∗‖δξN‖2 − 12A
∗‖δξ 0‖2 + 1
2
A∗
N−1∑
n=0
‖δξ n+1 − δξ n‖2
− K
N−1∑
n=0
(1+ 2‖Rn+13 ‖∞)‖δξ n‖2τ − Kh−1
N−1∑
n=0
‖δξ n‖(‖dtξ n+1‖2 + ‖ηn+1‖2 + ‖δξ n‖2)τ . (5.5)
−
N−1∑
n=0
J1−1∑
i=1
J2−1∑
j=1
(
1
h1
[Bn+1
i+ 12 ,j
(U, V )δxζ n+1i+ 12 ,j
− Bn+1
i− 12 ,j
(U, V )δxζ n+1i− 12 ,j
]
+ 1
h2
[Bn+1
i,j+ 12
(U, V )δyζ n+1i,j+ 12
− Bn+1
i,j− 12
(U, V )δyζ n+1i,j− 12
], ζ
n+1
ij − ζ nij
τ
)
h1h2τ
≥ 1
2
B∗‖δζ N‖2 − 12B
∗‖δζ 0‖2 + 1
2
B∗
N−1∑
n=0
‖δζ n+1 − δζ n‖2 − K
N−1∑
n=0
(1+ 2‖Rn+13 ‖∞)‖δζ n‖2τ
− Kh−1
N−1∑
n=0
‖δζ n‖(‖dtξ n+1‖2 + ‖ηn+1‖2 + ‖δζ n‖2)τ . (5.6)
The formulations of the last terms in the above two relations are different from those usually used in treating linear
schemes; they are very important to the inductive hypothesis used later. For some kinds of nonlinear schemes for solving
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nonlinear problems, a similar method may be adopted to overcome the difficulty caused by the nonlinearity and to prove
the approximation properties.
Again noticing the boundary condition (5.2d), using summation by parts twice (first for the spatial variant and then for
the temporal variant), and noticing that for Ψ = A or B, we have
|Ψ n+1
i+ 12 ,j
(U, V )− Ψ n+1
i+ 12 ,j
(u, v)| ≤ K(|ξ n+1i+1,j| + |ξ n+1ij | + |ζ n+1i+1,j| + |ζ n+1ij |),
|Ψ n+1
i,j+ 12
(U, V )− Ψ n+1
i,j+ 12
(u, v)| ≤ K(|ξ n+1i,j+1| + |ξ n+1ij | + |ζ n+1i,j+1| + |ζ n+1ij |),
|[Ψ n+1
i+ 12 ,j
(U, V )− Ψ n+1
i+ 12 ,j
(u, v)] − [Ψ n
i+ 12 ,j
(U, V )− Ψ n
i+ 12 ,j
(u, v)]|
≤ Kτ(|ξ n+1i+1,j| + |ξ n+1ij | + |ζ n+1i+1,j| + |ζ n+1ij | + |ξ ni+1,j| + |ξ nij | + |ζ ni+1,j| + |ζ nij |
+ |dtξ n+1i+1,j| + |dtξ n+1ij | + |dtζ n+1i+1,j| + |dtζ n+1ij |),
|[Ψ n+1
i,j+ 12
(U, V )− Ψ n+1
i,j+ 12
(u, v)] − [Ψ n
i,j+ 12
(U, V )− Ψ n
i,j+ 12
(u, v)]|
≤ Kτ(|ξ n+1i,j+1| + |ξ n+1ij | + |ζ n+1i,j+1| + |ζ n+1ij | + |ξ ni,j+1| + |ξ nij | + |ζ ni,j+1| + |ζ nij |
+ |dtξ n+1i,j+1| + |dtξ n+1ij | + |dtζ n+1i,j+1| + |dtζ n+1ij |),
we obtain two relations on the right hand sides:
−
N−1∑
n=0
J1−1∑
i=1
J2−1∑
j=1
(
1
h1
{[An+1
i+ 12 ,j
(U, V )− An+1
i+ 12 ,j
(u, v)]δxun+1i+ 12 ,j − [A
n+1
i− 12 ,j
(U, V )− An+1
i− 12 ,j
(u, v)]δxun+1i− 12 ,j}
+ 1
h2
{[An+1
i,j+ 12
(U, V )− An+1
i,j+ 12
(u, v)]δyun+1i,j+ 12 − [A
n+1
i,j− 12
(U, V )− An+1
i,j− 12
(u, v)]δyun+1i,j− 12 },
ξ n+1ij − ξ nij
τ
)
h1h2τ
=
N−1∑
n=0
J1−1∑
i=0
J2−1∑
j=1
([An+1
i+ 12 ,j
(U, V )− An+1
i+ 12 ,j
(u, v)]δxun+1i+ 12 ,j, δxdtξ
n+1
i+ 12 ,j
)h1h2τ
+
N−1∑
n=0
J1−1∑
i=1
J2−1∑
j=0
([An+1
i,j+ 12
(U, V )− An+1
i,j+ 12
(u, v)]δyun+1i,j+ 12 , δydtξ
n+1
i,j+ 12
)h1h2τ
= −
N−1∑
n=0
J1−1∑
i=0
J2−1∑
j=1
([An+1
i+ 12 ,j
(U, V )− An+1
i+ 12 ,j
(u, v)]δxun+1i+ 12 ,j − [A
n
i+ 12 ,j
(U, V )− An
i+ 12 ,j
(u, v)]δxuni+ 12 ,j, δxξ
n
i+ 12 ,j
)h1h2
+
J1−1∑
i=0
J2−1∑
j=1
([AN
i+ 12 ,j
(U, V )− AN
i+ 12 ,j
(u, v)]δxuNi+ 12 ,j, δxξ
N
i+ 12 ,j
)h1h2
−
J1−1∑
i=0
J2−1∑
j=1
([A0
i+ 12 ,j
(U, V )− A0
i+ 12 ,j
(u, v)]δxu0i+ 12 ,j, δxξ
0
i+ 12 ,j
)h1h2
−
N−1∑
n=0
J1−1∑
i=1
J2−1∑
j=0
([An+1
i,j+ 12
(U, V )− An+1
i,j+ 12
(u, v)]δyun+1i,j+ 12 − [A
n
i,j+ 12
(U, V )− An
i,j+ 12
(u, v)]δyuni,j+ 12 , δyξ
n
i,j+ 12
)h1h2
+
J1−1∑
i=1
J2−1∑
j=0
([AN
i,j+ 12
(U, V )− AN
i,j+ 12
(u, v)]δyuNi,j+ 12 , δyξ
N
i,j+ 12
)h1h2
−
J1−1∑
i=1
J2−1∑
j=0
([A0
i,j+ 12
(U, V )− A0
i,j+ 12
(u, v)]δyu0i,j+ 12 , δyξ
0
i,j+ 12
)h1h2
≤ ‖δξN‖2 + K‖δξ 0‖2 + K‖ξ 0‖2 + K‖ζ 0‖2 + K‖ξN‖2 + K‖ζ N‖2
+ K
N−1∑
n=0
‖δξ n‖2τ + K
N∑
n=0
(‖ξ n‖2 + ‖ζ n‖2)τ + 
N−1∑
n=0
‖dtξ n+1‖2τ + K
N−1∑
n=0
‖ηn+1‖2τ + K
N−1∑
n=0
‖Rn+13 ‖2τ . (5.7)
−
N−1∑
n=0
J1−1∑
i=1
J2−1∑
j=1
(
1
h1
{[Bn+1
i+ 12 ,j
(U, V )− Bn+1
i+ 12 ,j
(u, v)]δxvn+1i+ 12 ,j − [B
n+1
i− 12 ,j
(U, V )− Bn+1
i− 12 ,j
(u, v)]δxvn+1i− 12 ,j}
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+ 1
h2
{[Bn+1
i,j+ 12
(U, V )− Bn+1
i,j+ 12
(u, v)]δyvn+1i,j+ 12 − [B
n+1
i,j− 12
(U, V )− Bn+1
i,j− 12
(u, v)]δyvn+1i,j− 12 },
ζ n+1ij − ζ nij
τ
)
h1h2τ
≤ ‖δζ N‖2 + K‖δζ 0‖2 + K‖ξ 0‖2 + K‖ζ 0‖2 + K‖ξN‖2 + K‖ζ N‖2
+ K
N−1∑
n=0
‖δζ n‖2τ + K
N∑
n=0
(‖ξ n‖2 + ‖ζ n‖2)τ + 
N−1∑
n=0
‖dtξ n+1‖2τ + K
N−1∑
n=0
‖ηn+1‖2τ + K
N−1∑
n=0
‖Rn+13 ‖2τ . (5.8)
By (1.4), and noting that
|f n+1ij (U, V )− f n+1ij (u, v)| ≤ K(|ξ n+1ij | + |ζ n+1ij | + |δxξ n+1i+ 12 ,j| + |δxξ
n+1
i− 12 ,j
| + |δyξ n+1i,j+ 12 | + |δyξ
n+1
i,j− 12
|
+ |δxζ n+1i+ 12 ,j| + |δxζ
n+1
i− 12 ,j
| + |δyζ n+1i,j+ 12 | + |δyζ
n+1
i,j− 12
|),
|gn+1ij (U, V ,W )− gn+1ij (u, v, w)| ≤ K
(
|ξ n+1ij | + |ζ n+1ij | + |δxξ n+1i+ 12 ,j| + |δxξ
n+1
i− 12 ,j
| + |δyξ n+1i,j+ 12 | + |δyξ
n+1
i,j− 12
|
+ |δxζ n+1i+ 12 ,j| + |δxζ
n+1
i− 12 ,j
| + |δyζ n+1i,j+ 12 | + |δyζ
n+1
i,j− 12
| +
∣∣∣∣∣ξ
n+1
ij − ξ nij
τ
∣∣∣∣∣+ |ηn+1ij |
)
,
we have two estimates on the right hand sides, which are
N−1∑
n=0
J1−1∑
i=1
J2−1∑
j=1
(
f n+1ij (U, V )− f n+1ij (u, v),
ξ n+1ij − ξ nij
τ
)
h1h2τ
≤ K
N−1∑
n=0
(‖ξ n+1‖2 + ‖ζ n+1‖2 + ‖δξ n+1‖2 + ‖δζ n+1‖2)τ + 
N−1∑
n=0
‖dtξ n+1‖2τ . (5.9)
N−1∑
n=0
J1−1∑
i=1
J2−1∑
j=1
(
gn+1ij (U, V ,W )− gn+1ij (u, v, w),
ζ n+1ij − ζ nij
τ
)
h1h2τ
≤ K
N−1∑
n=0
(‖ξ n+1‖2 + ‖ζ n+1‖2 + ‖δξ n+1‖2 + ‖δζ n+1‖2 + ‖ηn+1‖2)τ + 
N−1∑
n=0
‖dtξ n+1‖2τ + K
N−1∑
n=0
‖Rn+13 ‖2τ . (5.10)
There are two other estimates besides these, which are
N−1∑
n=0
J1−1∑
i=1
J2−1∑
j=1
(
Rn+11ij ,
ξ n+1ij − ξ nij
τ
)
τ ≤ K
N−1∑
n=0
‖Rn+11 ‖2τ + 
N−1∑
n=0
‖dtξ n+1‖2τ . (5.11)
N−1∑
n=0
J1−1∑
i=1
J2−1∑
j=1
(
Rn+12ij ,
ζ n+1ij − ζ nij
τ
)
τ ≤ K
N−1∑
n=0
‖Rn+12 ‖2τ + K
N−1∑
n=0
‖dtζ n+1‖2τ . (5.12)
Combining relations (5.2)–(5.12), and manipulating the equation deduced, we have
N−1∑
n=0
‖dtξ n+1‖2τ + ‖ηN‖2 + ‖ξN‖2 + ‖ζ N‖2 + ‖δξN‖2 + ‖δζ N‖2
+
N−1∑
n=0
‖ηn+1 − ηn‖2 +
N−1∑
n=0
‖δξ n+1 − δξ n‖2 +
N−1∑
n=0
‖δζ n+1 − δζ n‖2
≤ K [‖η0‖2 + ‖ξ 0‖2 + ‖ζ 0‖2 + ‖δξ 0‖2 + ‖δζ 0‖2] + K [‖RN3 ‖2 + ‖R03‖2]
+ K
N∑
n=1
(‖Rn1‖2 + ‖Rn2‖2 + ‖Rn3‖2)τ + K
N−1∑
n=0
‖dtRn+13 ‖2τ + K
N∑
n=0
‖ηn‖2τ
+ K
N∑
n=0
‖ξ n‖2τ + K
N∑
n=0
‖ζ n‖2τ + K
N∑
n=0
(1+ 2‖Rn+13 ‖∞)(‖δξ n‖2 + ‖δζ n‖2)τ
+ Kh−1
N−1∑
n=0
(‖δξ n‖ + ‖δζ n‖)(‖dtξ n+1‖2 + ‖ηn+1‖2 + ‖δξ n‖2 + ‖δζ n‖2)τ .
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Using the hypothesis deduction and the discrete Gronwall inequality [26], we derive
N−1∑
n=0
‖dtξ n+1‖2τ + ‖ηN‖2 + ‖ξN‖2 + ‖ζ N‖2 + ‖δξN‖2 + ‖δζ N‖2
+
N−1∑
n=0
‖ηn+1 − ηn‖2 +
N−1∑
n=0
‖δξ n+1 − δξ n‖2 +
N−1∑
n=0
‖δζ n+1 − δζ n‖2
≤ K [‖η0‖2 + ‖ξ 0‖2 + ‖ζ 0‖2 + ‖δξ 0‖2 + ‖δζ 0‖2] + K [‖R1‖2L2(L2) + ‖R2‖2L2(L2) + ‖R3‖2L∞(L2) + ‖R3t‖2L2(L2)].
Noting that Rn1ij = O(h2 + τ), Rn2ij = O(h2 + τ), Rn3ij = O(τ ), dtRn+13ij = O(τ ), we complete the proof of Theorem 1.
6. The stability property for the fully implicit finite difference scheme
Since the procedure of reasoning as regards the convergence property for the iterative schemewill use the stability result
for the FIFD scheme, we first demonstrate the latter here.
6.1. The stability theorem for the FIFD scheme
Consider the stability for the FIFD scheme. We have:
Theorem 2 (Stability Property Theorem for the FIFD Scheme). For the FIFD scheme (2.1), if the initial values satisfy (5.1), then the
following H1 norm stability property is valid:
N−1∑
n=0
‖dtUn+1‖2τ + ‖WN‖2 + ‖δUN‖2 + ‖δVN‖2 +
N−1∑
n=0
‖W n+1 −W n‖2 +
N−1∑
n=0
‖δUn+1 − δUn‖2
+
N−1∑
n=0
‖δV n+1 − δV n‖2 ≤ K [‖W 0‖2 + ‖δU0‖2 + ‖δV 0‖2] + K
N−1∑
n=0
‖f n+1(U, V )‖2τ + K
N−1∑
n=0
‖gn+1(U, V ,W )‖2τ .
The proof of this theorem needs the conclusion of Theorem 1, so the hypothesis condition there also appears in its
statement; however as we mentioned before, such a condition is appropriate; hence Theorem 2 always stands.
6.2. The estimation procedure
Proof of Theorem 2. Multiplying (2.1a) and (2.1b) with
Un+1ij −Unij
τ
h1h2τ and
Vn+1ij −Vnij
τ
h1h2τ respectively, summing for i =
1, 2, . . . , J1 − 1; j = 1, 2, . . . , J2 − 1 and n = 0, 1, 2, . . . ,N − 1 (where 1 ≤ N ≤ M), and estimating the derived equation
term by term, we can easily see that
N−1∑
n=0
J1−1∑
i=1
J2−1∑
j=1
(
Un+1ij − Unij
τ
,
Un+1ij − Unij
τ
)
h1h2τ =
N−1∑
n=0
‖dtUn+1‖2τ . (6.1)
N−1∑
n=0
J1−1∑
i=1
J2−1∑
j=1
(
W n+1ij −W nij
τ
,
V n+1ij − V nij
τ
)
h1h2τ = 12‖W
N‖2 − 1
2
‖W 0‖2 + 1
2
N−1∑
n=0
‖W n+1 −W n‖2. (6.2)
Here (2.1c) and (1.3) are used to get (6.2). Using the summation by parts of (1.6), the relations (1.3), (1.4), and the two
inequalities after formula (5.4), like in the procedure of reasoning for (5.5) and (5.6), we get
−
N−1∑
n=0
J1−1∑
i=1
J2−1∑
j=1
(
1
h1
[An+1
i+ 12 ,j
(U, V )δxUn+1i+ 12 ,j
− An+1
i− 12 ,j
(U, V )δxUn+1i− 12 ,j
]
+ 1
h2
[An+1
i,j+ 12
(U, V )δyUn+1i,j+ 12
− An+1
i,j− 12
(U, V )δyUn+1i,j− 12
], U
n+1
ij − Unij
τ
)
h1h2τ
=
N−1∑
n=0
J1−1∑
i=0
J2−1∑
j=1
(An+1
i+ 12 ,j
(U, V )δxUn+1i+ 12 ,j
, δxUn+1i+ 12 ,j
− δxUni+ 12 ,j)h1h2
+
N−1∑
n=0
J1−1∑
i=1
J2−1∑
j=0
(An+1
i,j+ 12
(U, V )δyUn+1i,j+ 12
, δyUn+1i,j+ 12
− δyUni,j+ 12 )h1h2
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≥ 1
2
A∗‖δUN‖2 − 12A
∗‖δU0‖2 + 1
2
A∗
N−1∑
n=0
‖δUn+1 − δUn‖2
− K
N−1∑
n=0
J1−1∑
i=0
J2−1∑
j=1
|An+1
i+ 12 ,j
(U, V )− An
i+ 12 ,j
(U, V )|(δxUni+ 12 ,j)
2h1h2
− K
N−1∑
n=0
J1−1∑
i=1
J2−1∑
j=0
|An+1
i,j+ 12
(U, V )− An
i,j+ 12
(U, V )|(δyUni,j+ 12 )
2h1h2
≥ 1
2
A∗‖δUN‖2 − 12A
∗‖δU0‖2 + 1
2
A∗
N−1∑
n=0
‖δUn+1 − δUn‖2
− K
N−1∑
n=0
‖δUn‖2τ − Kh−1
N−1∑
n=0
(‖dtξ n+1‖ + ‖dtζ n+1‖)‖δUn‖2τ . (6.3)
−
N−1∑
n=0
J1−1∑
i=1
J2−1∑
j=1
(
1
h1
[Bn+1
i+ 12 ,j
(U, V )δxV n+1i+ 12 ,j
− Bn+1
i− 12 ,j
(U, V )δxV n+1i− 12 ,j
]
+ 1
h2
[Bn+1
i,j+ 12
(U, V )δyV n+1i,j+ 12
− Bn+1
i,j− 12
(U, V )δyV n+1i,j− 12
], V
n+1
ij − V nij
τ
)
h1h2τ
≥ 1
2
B∗‖δVN‖2 − 12B
∗‖δV 0‖2 + 1
2
B∗
N−1∑
n=0
‖δV n+1 − δV n‖2
− K
N−1∑
n=0
‖δV n‖2τ − Kh−1
N−1∑
n=0
(‖dtξ n+1‖ + ‖dtζ n+1‖)‖δV n‖2τ . (6.4)
For the right hand side terms, by (1.4), obviously,
N−1∑
n=0
J1−1∑
i=1
J2−1∑
j=1
(
f n+1ij (U, V ),
Un+1ij − Unij
τ
)
h1h2τ ≤ K
N−1∑
n=0
‖f n+1(U, V )‖2τ + 
N−1∑
n=0
‖dtUn+1‖2τ . (6.5)
N−1∑
n=0
J1−1∑
i=1
J2−1∑
j=1
(
gn+1ij (U, V ,W ),
V n+1ij − V nij
τ
)
h1h2τ ≤ K
N−1∑
n=0
‖gn+1(U, V ,W )‖2τ + K
N−1∑
n=0
‖W n+1‖2τ . (6.6)
Here (2.1c) has been used to get (6.6). Combining these relations, we have
N−1∑
n=0
‖dtUn+1‖2τ + ‖WN‖2 + ‖δUN‖2 + ‖δVN‖2
+
N−1∑
n=0
‖W n+1 −W n‖2 +
N−1∑
n=0
‖δUn+1 − δUn‖2 +
N−1∑
n=0
‖δV n+1 − δV n‖2
≤ K [‖W 0‖2 + ‖δU0‖2 + ‖δV 0‖2] + K
N−1∑
n=0
‖f n+1(U, V )‖2τ + K
N−1∑
n=0
‖gn+1(U, V ,W )‖2τ
+ K
N−1∑
n=0
‖W n+1‖2τ + K
N∑
n=0
(‖δUn‖2 + ‖δV n‖2)τ + Kh−1
N−1∑
n=0
(‖dtξ n+1‖ + ‖dtζ n+1‖)(‖δUn‖2 + ‖δV n‖2)τ .
Applying Theorem 1 and the discrete Gronwall inequality, we get the conclusion of Theorem 2.
7. The convergence rate for the iterative scheme
Now consider the convergence property of the iterative scheme (3.1). Define
(s)
ξ nij =
(s)
U nij − Unij ,
(s)
ζ nij =
(s)
V nij − V nij and
(s)
η nij =
(s)
W nij −W nij .
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7.1. The convergence theorem for the iterative scheme
Theorem 3 (Convergence Rate Theorem for the Iterative Scheme). For Kτ < 1, if the initial values for the FIFD scheme (2.1)
satisfy (5.1), then the solution defined by the iterative scheme (3.1) converges to the solution of the FIFD scheme in L2 and H1
norm with a linear speed:
lim
s→∞
(
1
τ
‖(s)ξ n+1‖2 + ‖(s)η n+1‖2 + 1
τ 2
‖(s)ζ n+1‖2 + ‖δ (s)ξ n+1‖2 + ‖δ (s)ζ n+1‖2
)
= 0.
Aswewill show below, the proof of Theorem 3 needs the conclusion of Theorem 2, so the hypothesis condition in Theorem 2
also appears here. As we mentioned before, such a condition is appropriate; hence Theorem 3 always stands.
7.2. The relation
Subtracting (2.1) from (3.1), we have the following relation which is useful in the proof of Theorem 3:
(s+1)
ξ n+1ij
τ
− 1
h1
[(s)A n+1i+ 12 ,j(U, V )δx
(s+1)
ξ n+1
i+ 12 ,j
− (s)A n+1i− 12 ,j(U, V )δx
(s+1)
ξ n+1
i− 12 ,j
]
− 1
h2
[(s)A n+1i,j+ 12 (U, V )δy
(s+1)
ξ n+1
i,j+ 12
− (s)A n+1i,j− 12 (U, V )δy
(s+1)
ξ n+1
i,j− 12
]
= 1
h1
{[(s)A n+1i+ 12 ,j(U, V )− A
n+1
i+ 12 ,j
(U, V )]δxUn+1i+ 12 ,j − [
(s)
A n+1i− 12 ,j
(U, V )− An+1
i− 12 ,j
(U, V )]δxUn+1i− 12 ,j}
+ 1
h2
{[(s)A n+1i,j+ 12 (U, V )− A
n+1
i,j+ 12
(U, V )]δyUn+1i,j+ 12 − [
(s)
A n+1i,j− 12
(U, V )− An+1
i,j− 12
(U, V )]δyUn+1i,j− 12 }
+ [ (s+1)f n+1ij (U, V )− f n+1ij (U, V )], (7.1a)
(s+1)
η n+1ij
τ
− 1
h1
[(s)B n+1i+ 12 ,j(U, V )δx
(s+1)
ζ n+1
i+ 12 ,j
− (s)B n+1i− 12 ,j(U, V )δx
(s+1)
ζ n+1
i− 12 ,j
]
− 1
h2
[(s)B n+1i,j+ 12 (U, V )δy
(s+1)
ζ n+1
i,j+ 12
− (s)B n+1i,j− 12 (U, V )δy
(s+1)
ζ n+1
i,j− 12
]
= 1
h1
{[(s)B n+1i+ 12 ,j(U, V )− B
n+1
i+ 12 ,j
(U, V )]δxV n+1i+ 12 ,j − [
(s)
B n+1i− 12 ,j
(U, V )− Bn+1
i− 12 ,j
(U, V )]δxV n+1i− 12 ,j}
+ 1
h2
{[(s)B n+1i,j+ 12 (U, V )− B
n+1
i,j+ 12
(U, V )]δyV n+1i,j+ 12 − [
(s)
B n+1i,j− 12
(U, V )− Bn+1
i,j− 12
(U, V )]δyV n+1i,j− 12 }
+ [(s+1)g n+1ij (U, V ,W )− gn+1ij (U, V ,W )], i = 1, 2, . . . , J1 − 1; j = 1, 2, . . . , J2 − 1; s = 0, 1, 2, . . . ; (7.1b)
(s+1)
ζ n+1ij
τ
= (s+1)η n+1ij , i = 0, 1, . . . , J1; j = 0, 1, . . . , J2; s = 0, 1, 2, . . . ; n = 0, 1, . . . ,M − 1. (7.1c)
(s+1)
ξ n0j =
(s+1)
ξ nJ1,j =
(s+1)
ξ ni0 =
(s+1)
ξ ni,J2 = 0,
(s+1)
ζ n0j =
(s+1)
ζ nJ1,j =
(s+1)
ζ ni0 =
(s+1)
ζ ni,J2 = 0,
(s+1)
η n0j =
(s+1)
η nJ1,j =
(s+1)
η ni0 =
(s+1)
η ni,J2 = 0, i = 0, 1, . . . , J1; j = 0, 1, . . . , J2; s = 0, 1, 2, . . . ; n = 0, 1, . . . ,M.
(7.1d)
(0)
ξ n+1ij = −τdtUn+1ij ,
(0)
ζ n+1ij = −τdtV n+1ij ,
(0)
η n+1ij = −τdtW n+1ij ,
i = 0, 1, . . . , J1; j = 0, 1 . . . , J2; n = 0, 1, 2, . . . ,M − 1. (7.1e)
7.3. The estimation procedure
Proof of Theorem 3. Multiplying (7.1a) and (7.1b) with
(s+1)
ξ n+1ij h1h2τ and
(s+1)
ζ n+1ij h1h2τ respectively, summing for i =
1, 2, . . . , J1 − 1; j = 1, 2, . . . , J2 − 1, we get
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J1−1∑
i=1
J2−1∑
j=1
(
1
τ
(s+1)
ξ n+1ij ,
(s+1)
ξ n+1ij
)
h1h2τ = ‖
(s+1)
ξ n+1‖2. (7.2)
J1−1∑
i=1
J2−1∑
j=1
(
1
τ
(s+1)
η n+1ij ,
(s+1)
ζ n+1ij
)
h1h2τ = ‖
(s+1)
η n+1‖2τ . (7.3)
Here (7.1c) has been used to get (7.3). Using the summation by parts of (1.6), we have
−
J1−1∑
i=1
J2−1∑
j=1
(
1
h1
[(s)A n+1i+ 12 ,j(U, V )δx
(s+1)
ξ n+1
i+ 12 ,j
− (s)A n+1i− 12 ,j(U, V )δx
(s+1)
ξ n+1
i− 12 ,j
]
+ 1
h2
[(s)A n+1i,j+ 12 (U, V )δy
(s+1)
ξ n+1
i,j+ 12
− (s)A n+1i,j− 12 (U, V )δy
(s+1)
ξ n+1
i,j− 12
], (s+1)ξ n+1ij
)
h1h2τ
=
J1−1∑
i=0
J2−1∑
j=1
(
(s)
A n+1i+ 12 ,j
(U, V )δx
(s+1)
ξ n+1
i+ 12 ,j
, δx
(s+1)
ξ n+1
i+ 12 ,j
)h1h2τ
+
J1−1∑
i=1
J2−1∑
j=0
(
(s)
A n+1i,j+ 12
(U, V )δy
(s+1)
ξ n+1
i,j+ 12
, δy
(s+1)
ξ n+1
i,j+ 12
)h1h2τ
≥ A∗‖δ
(s+1)
ξ n+1‖2τ . (7.4)
By a similar deduction, we have
−
J1−1∑
i=1
J2−1∑
j=1
(
1
h1
[(s)B n+1i+ 12 ,j(U, V )δx
(s+1)
ζ n+1
i+ 12 ,j
− (s)B n+1i− 12 ,j(U, V )δx
(s+1)
ζ n+1
i− 12 ,j
]
+ 1
h2
[(s)B n+1i,j+ 12 (U, V )δy
(s+1)
ζ n+1
i,j+ 12
− (s)B n+1i,j− 12 (U, V )δy
(s+1)
ζ n+1
i,j− 12
], (s+1)ζ n+1ij
)
h1h2τ
≥ B∗‖δ
(s+1)
ζ n+1‖2τ . (7.5)
Again using the summation by parts of (1.6), noticing that
|(s)A n+1i+ 12 ,j(U, V )− A
n+1
i+ 12 ,j
(U, V )| ≤ K(|(s)ξ n+1i+1,j| + |
(s)
ξ n+1ij | + |
(s)
ζ n+1i+1,j| + |
(s)
ζ n+1ij |),
|(s)A n+1i,j+ 12 (U, V )− A
n+1
i,j+ 12
(U, V )| ≤ K(|(s)ξ n+1i,j+1| + |
(s)
ξ n+1ij | + |
(s)
ζ n+1i,j+1| + |
(s)
ζ n+1ij |),
|(s)B n+1i+ 12 ,j(U, V )− B
n+1
i+ 12 ,j
(U, V )| ≤ K(|(s+1)ξ n+1i+1,j| + |
(s+1)
ξ n+1ij | + |
(s)
ζ n+1i+1,j| + |
(s)
ζ n+1ij |),
|(s)B n+1i,j+ 12 (U, V )− B
n+1
i,j+ 12
(U, V )| ≤ K(|(s+1)ξ n+1i,j+1| + |
(s+1)
ξ n+1ij | + |
(s)
ζ n+1i,j+1| + |
(s)
ζ n+1ij |),
we show, under the condition ‖δU‖∞ ≤ K , that we have
−
J1−1∑
i=1
J2−1∑
j=1
(
1
h1
{[(s)A n+1i+ 12 ,j(U, V )− A
n+1
i+ 12 ,j
(U, V )]δxUn+1i+ 12 ,j − [
(s)
A n+1i− 12 ,j
(U, V )− An+1
i− 12 ,j
(U, V )]δxUn+1i− 12 ,j}
+ 1
h2
{[(s)A n+1i,j+ 12 (U, V )− A
n+1
i,j+ 12
(U, V )]δyUn+1i,j+ 12 − [
(s)
A n+1i,j− 12
(U, V )− An+1
i,j− 12
(U, V )]δyUn+1i,j− 12 },
(s+1)
ξ n+1ij
)
h1h2τ
=
J1−1∑
i=0
J2−1∑
j=1
([(s)A n+1i+ 12 ,j(U, V )− A
n+1
i+ 12 ,j
(U, V )]δxUn+1i+ 12 ,j, δx
(s+1)
ξ n+1
i+ 12 ,j
)h1h2τ
+
J1−1∑
i=1
J2−1∑
j=0
([(s)A n+1i,j+ 12 (U, V )− A
n+1
i,j+ 12
(U, V )]δyUn+1i,j+ 12 , δy
(s+1)
ξ n+1
i,j+ 12
)h1h2τ
≤ K‖(s)ξ n+1‖2τ + K‖(s)ζ n+1‖2τ + ‖δ (s+1)ξ n+1‖2τ . (7.6)
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−
J1−1∑
i=1
J2−1∑
j=1
(
1
h1
{[(s)B n+1i+ 12 ,j(U, V )− B
n+1
i+ 12 ,j
(U, V )]δxV n+1i+ 12 ,j − [
(s)
B n+1i− 12 ,j
(U, V )− Bn+1
i− 12 ,j
(U, V )]δxV n+1i− 12 ,j}
+ 1
h2
{[(s)B n+1i,j+ 12 (U, V )− B
n+1
i,j+ 12
(U, V )]δyV n+1i,j+ 12 − [
(s)
B n+1i,j− 12
(U, V )− Bn+1
i,j− 12
(U, V )]δyV n+1i,j− 12 },
(s+1)
ζ n+1ij
)
h1h2τ
≤ K‖(s+1)ξ n+1‖2τ + K‖(s)ζ n+1‖2τ + ‖δ (s+1)ζ n+1‖2τ . (7.7)
From Theorem 2, ‖δU‖∞ ≤ K is valid; hence (7.7) always stands.
For the right hand sides, by using (1.4), (7.1c), and
| (s)f n+1ij (U, V )− f n+1ij (U, V )| ≤ K(|
(s)
ξ n+1ij | + |
(s)
ζ n+1ij | + |δx
(s)
ξ n+1
i+ 12 ,j
| + |δx
(s)
ξ n+1
i− 12 ,j
|
+ |δy
(s)
ξ n+1
i,j+ 12
| + |δy
(s)
ξ n+1
i,j− 12
| + |δx
(s)
ζ n+1
i+ 12 ,j
| + |δx
(s)
ζ n+1
i− 12 ,j
| + |δy
(s)
ζ n+1
i,j+ 12
| + |δy
(s)
ζ n+1
i,j− 12
|),
|(s)g n+1ij (U, V ,W )− gn+1ij (U, V ,W )| ≤ K(|
(s+1)
ξ n+1ij | + |
(s)
ζ n+1ij | + |δx
(s+1)
ξ n+1
i+ 12 ,j
| + |δx
(s+1)
ξ n+1
i− 12 ,j
|
+ |δy
(s+1)
ξ n+1
i,j+ 12
| + |δy
(s+1)
ξ n+1
i,j− 12
| + |δx
(s)
ζ n+1
i+ 12 ,j
| + |δx
(s)
ζ n+1
i− 12 ,j
|
+ |δy
(s)
ζ n+1
i,j+ 12
| + |δy
(s)
ζ n+1
i,j− 12
| + 1
τ
|(s+1)ξ n+1ij | + |
(s)
η n+1ij |),
we have
J1−1∑
i=1
J2−1∑
j=1
(
(s)
f n+1ij (U, V )− f n+1ij (U, V ),
(s+1)
ξ n+1ij )h1h2τ ≤
1
2
‖ (s)f n+1(U, V )− f n+1(U, V )‖2τ 2 + 1
2
‖(s+1)ξ n+1‖2
≤ K‖(s)ξ n+1‖2τ 2 + K‖(s)ζ n+1‖2τ 2 + K‖δ (s)ξ n+1‖2τ 2 + K‖δ (s)ζ n+1‖2τ 2 + 1
2
‖(s+1)ξ n+1‖2. (7.8)
J1−1∑
i=1
J2−1∑
j=1
(
(s)
g n+1ij (U, V ,W )− gn+1ij (U, V ,W ),
(s+1)
ζ n+1ij )h1h2τ
≤ 1
2
‖(s)g n+1(U, V ,W )− gn+1(U, V ,W )‖2τ 3 + 1
2
‖(s+1)η n+1‖2τ
≤ K‖(s+1)ξ n+1‖2τ + K‖(s)ζ n+1‖2τ 3 + K‖δ (s+1)ξ n+1‖2τ 3 + K‖δ (s)ζ n+1‖2τ 3 + K‖(s)η n+1‖2τ 3 + 1
2
‖(s+1)η n+1‖2τ . (7.9)
Combining the above relations, we have
‖(s+1)ξ n+1‖2 + ‖(s+1)η n+1‖2τ + ‖δ (s+1)ξ n+1‖2τ + ‖δ (s+1)ζ n+1‖2τ
≤ K‖(s)ξ n+1‖2τ + K‖(s)η n+1‖2τ 3 + K‖δ (s)ξ n+1‖2τ 2 + K‖δ (s)ζ n+1‖2τ 2,
which means that
1
τ
‖(s+1)ξ n+1‖2 + ‖(s+1)η n+1‖2 + ‖δ (s+1)ξ n+1‖2 + ‖δ (s+1)ζ n+1‖2
1
τ
‖(s)ξ n+1‖2 + ‖(s)η n+1‖2 + ‖δ (s)ξ n+1‖2 + ‖δ (s)ζ n+1‖2
≤ Kτ .
Hence we see that for Kτ < 1, the series { 1
τ
‖(s)ξ n+1‖2 + ‖(s)η n+1‖2 + ‖δ (s)ξ n+1‖2 + ‖δ (s)ζ n+1‖2} is constringent, and satisfies
1
τ
‖(s+1)ξ n+1‖2 + ‖(s+1)η n+1‖2 + ‖δ (s+1)ξ n+1‖2 + ‖δ (s+1)ζ n+1‖2 ≤ · · ·
≤ (Kτ)(s+1)
(
1
τ
‖(0)ξ n+1‖2 + ‖(0)η n+1‖2 + ‖δ (0)ξ n+1‖2 + ‖δ (0)ζ n+1‖2
)
.
Therefore by noticing that
(0)
ξ n+1ij = −τdtUn+1ij ,
(0)
ζ n+1ij = −τdtV n+1ij ,
(0)
η n+1ij = −τdtW n+1ij ,
we conclude that the iterative procedure of (3.1) is linearly constringent. Theorem 3 is proved.
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8. The error estimate for the iterative scheme
Now consider the approximation property for the iterative scheme. Defining
(s)
α nij =
(s)
U nij − u(xij, τn),
(s)
β nij =
(s)
V nij − v(xij, τn)
and
(s)
γ nij =
(s)
W nij − w(xij, τn), we have:
Theorem 4 (Approximate Property Theorem for the Iterative Scheme). For Kτ < 12 , if the initial values for the iterative procedure
(3.1) satisfy the assumption
‖ (0)γ n+1‖2 + ‖δ(0)α n+1‖2 + ‖δ(0)β n+1‖2 = O(h4 + τ 2), (8.1)
and the initial values for the FIFD scheme (2.1) satisfy (5.1), then for the iterative solution of (3.1), the following error estimate is
valid: ∥∥∥∥∥∥
(s+1)
α n+1 − ξ n
τ
∥∥∥∥∥∥
2
τ + ‖ (s+1)γ n+1‖2 + ‖δ(s+1)α n+1‖2 + ‖δ(s+1)β n+1‖2 = O(h4 + τ 2).
That is, the solution of the iterative scheme (3.1) gives the first-order temporal and the second-order L2 and H1 norm spatial
approximation to that of problem (1.1).
Define Rn+14ij =: −τdtun+1ij = O(τ ), Rn+15ij =: −τdtvn+1ij = O(τ ), Rn+16ij =: −τdtwn+1ij = O(τ ). From Theorem 1, we have
‖ηn‖2 + ‖δξ n‖2 + ‖δζ n‖2 = O(h4 + τ 2),
and we then note that
‖Rn+16 ‖2 + ‖δRn+14 ‖2 + ‖δRn+15 ‖2 = τ 2(‖dtwn+1‖2 + ‖δdtun+1‖2 + ‖δdtvn+1‖2) = O(h4 + τ 2)
and hence, with relation (7.1e), we know that condition (8.1) is always satisfied. Since the proof of Theorem 4 needs the
approximation property of the FIFD scheme presented in Theorem 1, its statement also includes the condition of Theorem 1.
As we mentioned before, this condition is obviously satisfied. Therefore Theorem 4 is always valid.
8.1. The error equation
Subtracting (4.1) from (3.1), we have the following relation which is useful in the proof of Theorem 4:
(s+1)
α n+1ij − ξ nij
τ
− 1
h1
[(s)A n+1i+ 12 ,j(U, V )δx
(s+1)
α n+1
i+ 12 ,j
− (s)A n+1i− 12 ,j(U, V )δx
(s+1)
α n+1
i− 12 ,j
]
− 1
h2
[(s)A n+1i,j+ 12 (U, V )δy
(s+1)
α n+1
i,j+ 12
− (s)A n+1i,j− 12 (U, V )δy
(s+1)
α n+1
i,j− 12
]
= 1
h1
{[(s)A n+1i+ 12 ,j(U, V )− A
n+1
i+ 12 ,j
(u, v)]δxun+1i+ 12 ,j − [
(s)
A n+1i− 12 ,j
(U, V )− An+1
i− 12 ,j
(u, v)]δxun+1i− 12 ,j}
+ 1
h2
{[(s)A n+1i,j+ 12 (U, V )− A
n+1
i,j+ 12
(u, v)]δyun+1i,j+ 12 − [
(s)
A n+1i,j− 12
(U, V )− An+1
i,j− 12
(u, v)]δyun+1i,j− 12 }
+ [ (s)f n+1ij (U, V )− f n+1ij (u, v)] + Rn+11ij , (8.2a)
(s+1)
γ n+1ij − ηnij
τ
− 1
h1
[(s)B n+1i+ 12 ,j(U, V )δx
(s+1)
β n+1
i+ 12 ,j
− (s)B n+1i− 12 ,j(U, V )δx
(s+1)
β n+1
i− 12 ,j
]
− 1
h2
[(s)B n+1i,j+ 12 (U, V )δy
(s+1)
β n+1
i,j+ 12
− (s)B n+1i,j− 12 (U, V )δy
(s+1)
β n+1
i,j− 12
]
= 1
h1
{[(s)B n+1i+ 12 ,j(U, V )− B
n+1
i+ 12 ,j
(u, v)]δxvn+1i+ 12 ,j − [
(s)
B n+1i− 12 ,j
(U, V )− Bn+1
i− 12 ,j
(u, v)]δxvn+1i− 12 ,j}
+ 1
h2
{[(s)B n+1i,j+ 12 (U, V )− B
n+1
i,j+ 12
(u, v)]δyvn+1i,j+ 12 − [
(s)
B n+1i,j− 12
(U, V )− Bn+1
i,j− 12
(u, v)]δyvn+1i,j− 12 }
+ [(s)g n+1ij (U, V ,W )− gn+1ij (u, v, w)] + Rn+12ij , i = 1, 2, . . . , J1 − 1; j = 1, 2, . . . , J2 − 1; s = 0, 1, 2, . . . ; (8.2b)
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(s+1)
β n+1ij − ζ nij
τ
= (s+1)γ n+1ij + Rn+13ij , i = 0, 1, . . . , J1; j = 0, 1, . . . , J2; s = 0, 1, 2, . . . ; n = 0, 1, 2, . . . ,M − 1. (8.2c)
(s+1)
α n0j =
(s+1)
α nJ1,j =
(s+1)
α ni0 =
(s+1)
α ni,J2 = 0,
(s+1)
β n0j =
(s+1)
β nJ1,j =
(s+1)
β ni0 =
(s+1)
β ni,J2 = 0,
(s+1)
γ n0j =
(s+1)
γ nJ1,j =
(s+1)
γ ni0 =
(s+1)
γ ni,J2 = 0, i = 0, 1, . . . , J1; j = 0, 1, . . . , J2; s = 0, 1, 2, . . . ; n = 0, 1, 2, . . . ,M.
(8.2d)
(0)
α n+1ij = ξ nij + Rn+14ij ,
(0)
β n+1ij = ζ nij + Rn+15ij ,
(0)
γ n+1ij = ηnij + Rn+16ij ,
i = 0, 1, . . . , J1; j = 0, 1 . . . , J2; n = 0, 1, . . . ,M − 1. (8.2e)
8.2. The estimation procedure
Proof of Theorem 4. Multiplying formulas (8.2a), (8.2b) with
(s+1)
α n+1ij −ξnij
τ
h1h2τ and
(s+1)
γ n+1ij h1h2τ respectively, summing for
i = 1, 2, . . . , J1 − 1; j = 1, 2, . . . , J2 − 1, we see that
J1−1∑
i=1
J2−1∑
j=1
 (s+1)α n+1ij − ξ nij
τ
,
(s+1)
α n+1ij − ξ nij
τ
 h1h2τ =
∥∥∥∥∥∥
(s+1)
α n+1 − ξ n
τ
∥∥∥∥∥∥
2
τ . (8.3)
J1−1∑
i=1
J2−1∑
j=1
 (s+1)γ n+1ij − ηnij
τ
,
(s+1)
γ n+1ij
 h1h2τ ≥ 34‖ (s+1)γ n+1‖2 − ‖ηn‖2. (8.4)
Using the summation by parts of (1.6), we get the following two inequalities:
−
J1−1∑
i=1
J2−1∑
j=1
 1
h1
[(s)A n+1i+ 12 ,j(U, V )δx
(s+1)
α n+1
i+ 12 ,j
− (s)A n+1i− 12 ,j(U, V )δx
(s+1)
α n+1
i− 12 ,j
]
+ 1
h2
[(s)A n+1i,j+ 12 (U, V )δy
(s+1)
α n+1
i,j+ 12
− (s)A n+1i,j− 12 (U, V )δy
(s+1)
α n+1
i,j− 12
],
(s+1)
α n+1ij − ξ nij
τ
 h1h2τ
=
J1−1∑
i=0
J2−1∑
j=1
(
(s)
A n+1i+ 12 ,j
(U, V )δx
(s+1)
α n+1
i+ 12 ,j
, δx
(s+1)
α n+1
i+ 12 ,j
− δxξ ni+ 12 ,j)h1h2
+
J1−1∑
i=1
J2−1∑
j=0
(
(s)
A n+1i,j+ 12
(U, V )δy
(s+1)
α n+1
i,j+ 12
, δy
(s+1)
α n+1
i,j+ 12
− δyξ ni,j+ 12 )h1h2
≥ (A∗ − )‖δ(s+1)α n+1‖2 − K‖δξ n‖2. (8.5)
−
J1−1∑
i=1
J2−1∑
j=1
(
1
h1
[(s)B n+1i+ 12 ,j(U, V )δx
(s+1)
β n+1
i+ 12 ,j
− (s)B n+1i− 12 ,j(U, V )δx
(s+1)
β n+1
i− 12 ,j
]
+ 1
h2
[(s)B n+1i,j+ 12 (U, V )δy
(s+1)
β n+1
i,j+ 12
− (s)B n+1i,j− 12 (U, V )δy
(s+1)
β n+1
i,j− 12
], (s+1)γ n+1ij
)
h1h2τ
≥ (B∗ − )‖δ
(s+1)
β n+1‖2 − K‖δζ n‖2 − K‖δRn+13 ‖2τ 2. (8.6)
Here (8.2c) has been used to get (8.6). Again using (1.6), (8.2c) and noticing that
|(s)A n+1i+ 12 ,j(U, V )− A
n+1
i+ 12 ,j
(u, v)| ≤ K(|(s)α n+1i+1,j| + |
(s)
α n+1ij | + |
(s)
β n+1i+1,j| + |
(s)
β n+1ij |),
|(s)A n+1i,j+ 12 (U, V )− A
n+1
i,j+ 12
(u, v)| ≤ K(|(s)α n+1i,j+1| + |
(s)
α n+1ij | + |
(s)
β n+1i,j+1| + |
(s)
β n+1ij |),
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|(s)B n+1i+ 12 ,j(U, V )− B
n+1
i+ 12 ,j
(u, v)| ≤ K(|(s+1)α n+1i+1,j| + |
(s+1)
α n+1ij | + |
(s)
β n+1i+1,j| + |
(s)
β n+1ij |),
|(s)B n+1i,j+ 12 (U, V )− B
n+1
i,j+ 12
(u, v)| ≤ K(|(s+1)α n+1i,j+1| + |
(s+1)
α n+1ij | + |
(s)
β n+1i,j+1| + |
(s)
β n+1ij |),
we have the following two estimates:
−
J1−1∑
i=1
J2−1∑
j=1
 1
h1
{[(s)A n+1i+ 12 ,j(U, V )− A
n+1
i+ 12 ,j
(u, v)]δxun+1i+ 12 ,j − [
(s)
A n+1i− 12 ,j
(U, V )− An+1
i− 12 ,j
(u, v)]δxun+1i− 12 ,j}
+ 1
h2
{[(s)A n+1i,j+ 12 (U, V )− A
n+1
i,j+ 12
(u, v)]δyun+1i,j+ 12 − [
(s)
A n+1i,j− 12
(U, V )− An+1
i,j− 12
(u, v)]δyun+1i,j− 12 },
(s+1)
α n+1ij − ξ nij
τ
 h1h2τ
=
J1−1∑
i=0
J2−1∑
j=1
([(s)A n+1i+ 12 ,j(U, V )− A
n+1
i+ 12 ,j
(u, v)]δxun+1i+ 12 ,j, δx
(s+1)
α n+1
i+ 12 ,j
− δxξ ni+ 12 ,j)h1h2
+
J1−1∑
i=1
J2−1∑
j=0
([(s)A n+1i,j+ 12 (U, V )− A
n+1
i,j+ 12
(u, v)]δyun+1i,j+ 12 , δy
(s+1)
α n+1
i,j+ 12
− δyξ ni,j+ 12 )h1h2
≤ K‖(s)α n+1‖2 + K‖(s)β n+1‖2 + ‖δ(s+1)α n+1‖2 + K‖δξ n‖2. (8.7)
−
J1−1∑
i=1
J2−1∑
j=1
(
1
h1
{[(s)B n+1i+ 12 ,j(U, V )− B
n+1
i+ 12 ,j
(u, v)]δxvn+1i+ 12 ,j − [
(s)
B n+1i− 12 ,j
(U, V )− Bn+1
i− 12 ,j
(u, v)]δxvn+1i− 12 ,j}
+ 1
h2
{[(s)B n+1i,j+ 12 (U, V )− B
n+1
i,j+ 12
(u, v)]δyvn+1i,j+ 12 − [
(s)
B n+1i,j− 12
(U, V )− Bn+1
i,j− 12
(u, v)]δyvn+1i,j− 12 },
(s+1)
γ n+1ij
)
h1h2τ
≤ K‖(s+1)α n+1‖2 + K‖(s)β n+1‖2 + ‖δ(s+1)β n+1‖2 + K‖δζ n‖2 + K‖δRn+13 ‖2τ 2. (8.8)
Now using (1.4) and
| (s)f n+1ij (U, V )− f n+1ij (u, v)| ≤ K(|
(s)
α n+1ij | + |
(s)
β n+1ij | + |δx
(s)
α n+1
i+ 12 ,j
| + |δx(s)α n+1i− 12 ,j|
+ |δy(s)α n+1i,j+ 12 | + |δy
(s)
α n+1
i,j− 12
| + |δx
(s)
β n+1
i+ 12 ,j
| + |δx
(s)
β n+1
i− 12 ,j
| + |δy
(s)
β n+1
i,j+ 12
| + |δy
(s)
β n+1
i,j− 12
|),
|(s)g n+1ij (U, V ,W )− gn+1ij (u, v, w)| ≤ K
(
|(s+1)α n+1ij | + |
(s)
β n+1ij | + |δx
(s+1)
α n+1
i+ 12 ,j
| + |δx(s+1)α n+1i− 12 ,j|
+ |δy(s+1)α n+1i,j+ 12 | + |δy
(s+1)
α n+1
i,j− 12
| + |δx
(s)
β n+1
i+ 12 ,j
| + |δx
(s)
β n+1
i− 12 ,j
| + |δy
(s)
β n+1
i,j+ 12
| + |δy
(s)
β n+1
i,j− 12
| +
∣∣∣∣∣∣
(s+1)
α n+1ij − ξ nij
τ
∣∣∣∣∣∣+ | (s)γ n+1ij |
)
,
we derive
J1−1∑
i=1
J2−1∑
j=1
 (s)f n+1ij (U, V )− f n+1ij (u, v), (s+1)α n+1ij − ξ nijτ
 h1h2τ
≤
J1−1∑
i=1
J2−1∑
j=1
| (s)f n+1ij (U, V )− f n+1ij (u, v)|
∣∣∣∣∣∣
(s+1)
α n+1ij − ξ nij
τ
∣∣∣∣∣∣ h1h2τ
≤ K‖(s)α n+1‖2τ + K‖(s)β n+1‖2τ + K‖δ(s)α n+1‖2τ + K‖δ(s)β n+1‖2τ + 1
4
∥∥∥∥∥∥
(s+1)
α n+1 − ξ n
τ
∥∥∥∥∥∥
2
τ . (8.9)
J1−1∑
i=1
J2−1∑
j=1
(
(s)
g n+1ij (U, V ,W )− gn+1ij (u, v, w),
(s+1)
γ n+1ij )h1h2τ
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≤ K‖(s+1)α n+1‖2τ 2 + K‖(s)β n+1‖2τ 2 + K‖δ(s+1)α n+1‖2τ 2 + K‖δ(s)β n+1‖2τ 2 + K
∥∥∥∥∥∥
(s+1)
α n+1 − ξ n
τ
∥∥∥∥∥∥
2
τ 2
+ K‖ (s)γ n+1‖2τ 2 + 1
4
‖ (s+1)γ n+1‖2. (8.10)
Along with these results, we have the estimates for the other terms on the right hand sides together with (1.4):
J1−1∑
i=1
J2−1∑
j=1
Rn+11ij , (s+1)α n+1ij − ξ nijτ
 h1h2τ ≤ K‖Rn+11 ‖2τ + 14
∥∥∥∥∥∥
(s+1)
α n+1 − ξ n
τ
∥∥∥∥∥∥
2
τ . (8.11)
J1−1∑
i=1
J2−1∑
j=1
(Rn+12ij ,
(s+1)
γ n+1ij )h1h2τ ≤ K‖Rn+12 ‖2τ 2 +
1
4
‖γ n+1‖2. (8.12)
Thus combining relations (8.3)–(8.12), we have, for Kτ < 12 ,∥∥∥∥∥∥
(s+1)
α n+1 − ξ n
τ
∥∥∥∥∥∥
2
τ + ‖ (s+1)γ n+1‖2 + ‖δ(s+1)α n+1‖2 + ‖δ(s+1)β n+1‖2
≤ K‖ (s)γ n+1‖2τ 2 + K‖δ(s)α n+1‖2τ + K‖δ(s)β n+1‖2τ
+ K‖Rn+11 ‖2τ + K‖Rn+12 ‖2τ 2 + K‖Rn+13 ‖2τ 2 + K‖δRn+13 ‖2τ 2 + K‖ηn‖2 + K‖ξ n‖2 + K‖δξ n‖2 + K‖δζ n‖2.
From this relation, we see that∥∥∥∥∥∥
(s+1)
α n+1 − ξ n
τ
∥∥∥∥∥∥
2
τ + ‖ (s+1)γ n+1‖2 + ‖δ(s+1)α n+1‖2 + ‖δ(s+1)β n+1‖2
≤ Kτ(‖ (s)γ n+1‖2 + ‖δ(s)α n+1‖2 + ‖δ(s)β n+1‖2)
+ K‖Rn+11 ‖2τ + K‖Rn+12 ‖2τ 2 + K‖Rn+13 ‖2τ 2 + K‖δRn+13 ‖2τ 2 + K‖ηn‖2 + K‖ξ n‖2 + K‖δξ n‖2 + K‖δζ n‖2
≤ · · ·
≤ (Kτ)s+1(‖ (0)γ n+1‖2 + ‖δ(0)α n+1‖2 + ‖δ(0)β n+1‖2)+ 1− (Kτ)
s
1− Kτ (K‖R
n+1
1 ‖2τ + K‖Rn+12 ‖2τ 2 + K‖Rn+13 ‖2τ 2
+ K‖δRn+13 ‖2τ 2 + K‖ηn‖2 + K‖ξ n‖2 + K‖δξ n‖2 + K‖δζ n‖2).
Furthermore, for 0 < Kτ < 12 , s = 0, 1, 2, . . .,∥∥∥∥∥∥
(s+1)
α n+1 − ξ n
τ
∥∥∥∥∥∥
2
τ + ‖ (s+1)γ n+1‖2 + ‖δ(s+1)α n+1‖2 + ‖δ(s+1)β n+1‖2
≤ ‖ (0)γ n+1‖2 + ‖δ(0)α n+1‖2 + ‖δ(0)β n+1‖2 + 2(K‖Rn+11 ‖2τ + K‖Rn+12 ‖2τ 2 + K‖Rn+13 ‖2τ 2 + K‖δRn+13 ‖2τ 2
+ K‖ηn‖2 + K‖ξ n‖2 + K‖δξ n‖2 + K‖δζ n‖2).
With Theorem 1, we have ‖ηn‖2 + ‖ξ n‖2 + ‖δξ n‖2 + ‖δζ n‖2 = O(h4 + τ 2); then recalling that ‖Rn+11 ‖ = O(h2 + τ),
‖Rn+12 ‖ = O(h2 + τ), ‖Rn+13 ‖ = O(τ ), ‖δRn+13 ‖ = O(τ ), we have the result for the error estimate∥∥∥∥∥∥
(s+1)
α n+1 − ξ n
τ
∥∥∥∥∥∥
2
τ + ‖ (s+1)γ n+1‖2 + ‖δ(s+1)α n+1‖2 + ‖δ(s+1)β n+1‖2
≤ ‖ (0)γ n+1‖2 + ‖δ(0)α n+1‖2 + ‖δ(0)β n+1‖2 + K(h4 + τ 2).
Hence Theorem 4 has been proved.
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9. Numerical examples
We discuss a numerical example here and compare the numerical solution with the exact solution to demonstrate
the order of accuracy of the iterative method in both spatial and temporal dimensions. We also look at the influence of
the numbers of iterations needed for different iterative error control parameters. The model that we consider is the two-
dimensional nonlinear coupled system (1.1) in Ω × [0, T ] = [0, 1] × [0, 1] × [0, 2] with the following coefficients and
functions:
A(x, y, t, u, v) = 0.4 sin[0.5+ e−t sin(pix) sin(piy)+ u− 2.0v] + 0.5,
B(x, y, t, u, v) = 0.4 sin[0.5+ e−t sin(pix) sin(piy)− 2.0u+ v] + 0.5,
f (x, y, t, u, v, ux, uy, vx, vy) = 0.5pi2(0.5+ e−t) sin(pix) sin(piy)+ 0.5pi2u− v
+ 0.5 sin(pix) sin(piy)+ sin(pix) cos(piy)(ux + vx)− cos(pix) sin(piy)(uy + vy),
g(x, y, t, u, v, ux, uy, vx, vy, ut , vt) = 0.5pi2(0.5+ e−t) sin(pix) sin(piy)+ u+ 0.5pi2v
− 0.5 sin(pix) sin(piy)− sin(pix) cos(piy)(ux − vx)
+ cos(pix) sin(piy)(uy − vy)+ ut − vt .
The boundary conditions and initial values are as follows:
u(x, y, t) = v(x, y, t) = 0, (x, y) ∈ ∂Ω, t ∈ [0, 2],
u(x, y, 0) = 1.5 sin(pix) sin(piy), (x, y) ∈ Ω,
v(x, y, 0) = 1.5 sin(pix) sin(piy), (x, y) ∈ Ω,
vt(x, y, 0) = − sin(pix) sin(piy), (x, y) ∈ Ω.
For this coupled system of parabolic and hyperbolic equations, we can obtain the exact solutions, which can by expressed
as
u(x, y, t) = (0.5+ e−t) sin(pix) sin(piy),
v(x, y, t) = (0.5+ e−t) sin(pix) sin(piy).
Twogroups of spatial and temporal step parameters are listed here. For one,we take J1 = J2 = 16,M = 250, and accordingly,
h = h1 = h2 = 116 , τ = 0.008; for the other, we take J1 = J2 = 32, M = 1000, e.g., h = h1 = h2 = 132 , τ = 0.002. Hence
the corresponding expected error bounds h21 + h22 + τ are 0.0158125 and 0.003953125 respectively. We take the iterative
control error bounds as 1× 10−13 for the first time step and 1× 10−12 for the others, and take 6 as the maximum number
of iterations between two adjacent temporal steps.
We use uemax, vemax, uhemax, vhemax, uteto,wemax to express the errors in different forms between the approximation
solution obtained by the iterative procedure and that of the original problem (1.1), where uemax = max0≤n≤N ‖Un − un‖,
vemax = max0≤n≤N ‖V n − vn‖, uhemax = max0≤n≤N ‖δUn − δun‖, vhemax = max0≤n≤N ‖δV n − δvn‖, uteto =
(
∑N−1
n=0 ‖dtUn+1 − dtun+1‖τ)
1
2 ,wemax = max0≤n≤N ‖W n − wn‖, 0 ≤ N ≤ M .
Figs. 1 and 2 demonstrate the error developing with time elapsing with varying temporal and spatial steps. From these
figures, one sees that, with time elapsing, after reaching certain numerical values, these errors will not rise any more; their
upper bounds, not exceeding 0.03 and 0.007 respectively, are at the same order as h21+ h22+ τ , which is consistent with the
theoretical conclusion. Figs. 3 and 4 respectively illustrate the practical stopping error bounds for each time step under the
collective effect of the given iterative control error bound and iterative control number,with these two groups of parameters.
The number of iterations executed correspondingly in each time step stays at 6 with the 16× 16 spatial mesh, while it is 6
at first and 5 from step 978 (t = 1.9540 to 1.9560) to step 1000 with the 32× 32 spatial mesh. From the comparison with
these results, one sees that, when the calculation mesh is denser, the accuracy is higher, better approximation is available
with fewer iterations for each time step, and a faster calculation speed is achieved for the iterative method. However, on
the other hand, when the mesh size is smaller in the spatial aspect, the coefficient matrix will also extend, in the temporal
aspect, generally, the time step will decrease accordingly to give better precision, which implies that more calculation time
steps are needed, and hence the calculation timemay be increased.More research and analysis are needed on how to balance
the factors of these two aspects and to get better total calculation efficiency.
10. Generalization and conclusions
In this paper, an iteration method is studied for solving the nonlinear coupled system (1.1). A strict theoretical analysis
is carried out as regards the convergence and approximation of the iterative scheme, and the related stability and
approximation of the FIFD scheme. Numerical tests verify the theoretical results.
Using the idea of discrete functional analysis and the technique of inductive hypothesis reasoning in this paper flexibly,
we were able to overcome the difficulties caused by the nonlinearity and realize a strict theoretical analysis for related
nonlinear FI schemes.
362 X. Cui, J.-y. Yue / Journal of Computational and Applied Mathematics 234 (2010) 343–364
t
0 10.5 1.5
0
0.005
0.01
0.015
0.02
0.025
0.03
UEMAX
VEMAX
UHEMAX
VHEMAX
UTETO
WEMAX
Fig. 1. Error bound development with a 16× 16 spatial mesh.
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Fig. 2. Error bound development with a 32× 32 spatial mesh.
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Fig. 3. Error bound at the iterative stopping moment in each time step with a 16× 16 spatial mesh.
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Fig. 4. Error bound at the iterative stopping moment in each time step with a 32× 32 spatial mesh.
In this paper, the iterative updating is done in each time step; e.g., after solving the first equation (the parabolic equation)
with the s + 1-th iteration for Un+1, we substitute its value (s+1)U n+1 into the second equation (the hyperbolic equation) to
solve for
(s+1)
V n+1 at once. If we do not make this update at the time, e.g., replace the value of the s-th iterative
(s)
U n+1 into the
second equation for
(s+1)
V n+1, the same theoretical conclusion will be obtained, but the result obtained from numerical tests
is not as good as for the former case (with the precision a little poorer).
In this paper, we calculate the coefficients A and B using an ‘‘average first’’ approach, e.g., giving average values for
spatial variants and U, V at first, and then substituting those values into the functions A and B—for example, An
i+ 12 ,j
(U, V ) =
A(xi+ 12 ,j, τn,U
n
i+ 12 ,j
, V n
i+ 12 ,j
). If they are computed using a ‘‘substitute first’’ approach, for example, as An
i+ 12 ,j
(U, V ) =
1
2 [A(xi+1,j, τn,Uni+1,j, V ni+1,j) + A(xij, τn,Uni,j, V nij )], etc, the same theoretical conclusion will be reached, but the numerical
test result is not as good as for the former case (with the precision a little poorer).
Our study shows that, by using a simple (Picard) iterative idea, one can design an iteration scheme with linear
convergence to the real solution of the original problem and the same order of spatial and temporal approximation as the
FIFD scheme. This result can be generalized to cases in d (d ≥ 1) dimensions. In this paper, a two-level temporal algorithm
with first-order temporal accuracy is presented for simplicity of performance. For the iterationmethod with a second-order
iterative convergence ratio or second-order temporal accuracy for this coupled system, the authors have also done some
work, which will be discussed in other papers.
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