The effective-one-body theory (EOB) describes the conservative dynamics of compact binary systems in terms of an effective Hamiltonian approach. The Hamiltonian for moderately eccentric motion of two non-spinning compact objects in the extreme mass-ratio limit is given in terms of three potentials: a(v),d(v), q(v). By generalizing the first law of mechanics for (non-spinning) black hole binaries to eccentric orbits, [A. Le Tiec Phys. Rev. D92, 084021 (2015)] recently obtained new expressions ford(v) and q(v) in terms of quantities that can be readily computed using the gravitational self-force approach. Using these expressions we present a new computation of the EOB potential q(v) by combining results from two independent numerical self-force codes. We determine q(v) for inverse binary separations in the range 1/1200 ≤ v 1/6. Our computation thus provides the first-ever strong-field results for q(v). We also obtaind(v) in our entire domain to a fractional accuracy of 10 −8 . We find that our results are compatible with the known post-Newtonian expansions ford(v) and q(v) in the weak field, and agree with previous (less accurate) numerical results ford(v) in the strong field.
I. Introduction
The last few years have seen an increasing synergy between the various approaches used to solve the twobody problem in general relativity, extending the relevance of each approach well beyond its usual domain of validity. For example, input from the gravitational selfforce (GSF) appoach, which is based on an expansion of the equations of motion in the mass ratio of a compact binary system, has been instrumental in fixing an ambiguous parameter in the recent derivation of fourth order post-Newtonian (pN) equations of motion [1] [2] [3] [4] . The effective-one-body (EOB) formalism [5, 6] sits at the center of this synergestic activity drawing input from self-force, post-Newtonian, and numerical relativity calculations to provide a computationally effective method for calculating gravitational wave templates for compact binary mergers [7] [8] [9] [10] [11] .
The aim of this paper is to utilize recent technological advances in eccentric-orbit self-force computations [12, 13] to determine the linear-in-mass-ratio contributions to the potentials in the EOB Hamiltonian for moderately eccentric, non-spinning binaries. Currently, the numerical relativity calibrated EOB-based wave templates (EOBNR [7] [8] [9] ) -in use in the detection pipeline of the Advanced LIGO detector -only model quasicircular inspirals. Since eccentric (comparable mass) binaries are of considerable interest as gravitational wave sources [14] [15] [16] [17] [18] [19] , improving the accuracy of EOB models for eccentric binaries is essential. The main focus of this work will be to determine these potentials in the strong-field regime, where their pN expansions (currently known up 1 recently found by using the first law of mechanics for compact binaries on eccentric orbits [24] . The GSF correction to the redshift for eccentric orbits was first calculated by Barack and Sago [25] . Much-improved results have recently been produced by the authors with frequency-domain methods using both a Lorenz-gauge approach [12] , and a radiation-gauge approach where the metric perturbation is reconstructed from the Weyl scalars [13] . Combining these methods, we determine the EOBd and q potentials for dimensionless binary separations of 6 r ≤ 1200 (see Sec. II A for the precise definition of r). We then compare our results in the weak field with pN expressions from Refs. [20, 26] . We also check our strong-field values for thed potential with published results of Ref. [27] and unpublished results of Ref. [28] . This paper is organized as follows. In Sec. II we review EOB in the extreme mass-ratio regime and display the relations betweend(v) and q(v) and the redshift. In Sec. III we present the details of our numerical calculation. Sec. IV summarizes our results. Finally, in App. B we present our entire numerical data ford(v) and q(v). Throughout this article we use (−, +, +, +) for the metric signature and geometrized units G = c = 1. Henceforth, we refer to Refs. [24] and [26] as ALT (A. Le Tiec) , and BDG (Bini-Damour-Geralico), respectively. Unless specified otherwise, all mentions of accuracy will imply relative accuracy.
II. Preliminaries

A. EOB formalism
We consider a bounded binary system consisting of two compact masses m 1 and m 2 moving in a mutually eccentric orbit. In the EOB formalism the conservative dynamics of this system is described by a Hamiltonian [29] ,
where m = m 1 + m 2 is the total mass of the system, ν = m1m2 m 2 is the symmetric mass ratio, andĤ eff is an effective Hamiltonian describing an effective particle with mass µ = mν moving in an effective spacetime with metric, g eff αβ = −A(r; ν) dt 2 + B(r; ν) dr 2 + r 2 dΩ 2 ,
where r is the orbital separation of the binary in Schwarzschild-like coordinates. The effective Hamiltonian is given by [20, 30] H eff (r, p r , L 0 ) = A(r; ν) µ 2 + L 2 0 r 2 + p 2 r B(r; ν) + Q(r, p r ; ν) ,
where L 0 is the conserved angular momentum and p r is the canonical momentum conjugate to the effective particle's radial position r. The effective metric (2.2) can be regarded as a deformed Schwarzschild metric with the symmetric mass ratio ν acting as a deformation parameter. In the limit that ν → 0 and p r /µ → 0, the EOB potentials A, B, and Q can be written as where we introduced the notation u ≡ m/r. The linearin-mass-ratio potentials a(u),d(u), and q(u) can be studied in the small mass-ratio regime using GSF techniques. Data from self-force calculations [on circular orbits in Schwarzschild spacetime] of Refs. [27, 31, 32] have enabled the determination of a(u) in the entire domain 0 < u < 1/3. Using a relation between a(u),d(u) and the self-force correction to the periapsis advance for slightly eccentric orbits [33] , Refs. [27, 32] were able to computē d(u) in the range 0 < u < 1/6. Meanwhile, the potential q(u) has only been determined in the weak-field regime up to 4pN [20] . The main goal of this paper is to provide a strong-field computation of q(u) using its relation with the redshift established by the first law of binary mechanics for eccentric orbits presented in ALT, which we review presently.
B. EOB potentials from redshift
The redshift (pseudo)invariant, first introduced by Detweiler [34] for circular orbits and later generalized to eccentric orbits by Barack and Sago [25] , is defined as
where Ω r and Ω φ are the radial and azimuthal frequencies of the orbit as measured in the locally regular conservative "effective" spacetime (see [25] ), including all self-force corrections. Similarly, T r and T r are the radial period measured in Boyer-Lindquist coordinate time and proper time respectively, again including all conservative self-force corrections. To define self-force correction to the redshift we expand Eq. (2.7) in powers of the mass ratio
8) where the expansion is understood to happen at fixed frequencies Ω r and Ω φ . However, for the sake of computational convenience, we parametrize our orbits (and all quantities depending on them) using the inverse semilatus rectum v and eccentricity e, which in turn are defined from the periapsis r p and apapsis r a by v = m r a + r p 2 r a r p , and (2.9)
We can relate v, e to u via Darwin's standard parametrization of bound motion u(χ) = v (1 + e cos χ) where χ ∈ [0, 2π] is the relativistic anomaly [35] . In Ref. [12] it was shown that for small mass-ratio systems U (1) can be calculated from
where h R uu is the (Detweiler-Whiting) regularized metric perturbation [36] double-contracted with object 1's four-velocity u µ (0) which is defined with respect to the background spacetime generated by m 2 , and · indicates an orbital average with respect to proper time. In the small-e limit the O(ν) correction to the redshift U can be written as an expansion in even powers of the eccentricity
12)
2 Traditionally in the self-force literature, expansions are done with respect to the mass ratio m 1 /m 2 . Here, for the sake of convenient comparison with EOB literature, we write all expansions with respect to the symmetric mass ratio ν. Obviously, for m 1 m 2 the two are equivalent at the leading order.
where
∂e 2 , and (2.14)
Analogous notation will be used for the e 2 expansions of other quantities.
In the following we are often interested in the inverse redshift, 16) which has an expansion in the mass-ratio analogous to Eq. (2.8). In particular,
Using Eq. (2.17), and the e 2 coefficients of U (0) (v, e), one straightforwardly obtains the small-e expansion of z (1) (v) analogous to Eq.(2.12) with the coefficients given by
(U e 0 (0) ) 2 + 2 20) where
Using its newly formulated first law for compact binaries on eccentric orbits, ALT derived expressions for a(v), d, and q(v) in terms of z
(1) (v) and their derivatives. Repeated from ALT's Eqs. (5.25), (5.26) , and (5.27), they read 
a BDG strictly use the subscript 0 for background quantities and δ for O(m 1 /m 2 ) quantities.
Some remarks regarding notation and nomenclature
The use of terminology and notation for the redshift in the literature is far from standardized. We therefore take a moment to clarify the terminology and notation used in this paper. Depending on the literary source both U and z are referred to as the "redshift". Following Ref. [25] , we refer to the quantity U defined in Eq. (2.7) as the redshift. Its reciprocal z is referred to as the inverse redshift here. Note that this is the opposite terminology to the one used in ALT and BDG.
In Table I we summarize the notation used in this paper for the various expansions of the (inverse) redshift. For comparison, we also include the notation used by ALT and BDG for the same quantities. We note in particular that BDG absorb the factors of 1/2!, 1/4! into their inverse redshift quantities δz (1) (v). We will provide details for the computation of the latter derivatives in Sec. IV C. For now, we focus on z e 0 (1) (v) and its v derivatives. This quantity can be obtained in a straightforward manner from the GSF quantity h
is the particle four-velocity. Ref. [27] (v), which agrees with all of Ref. [37] 's digits for v < 1/20. We construct Padé fits to this data set of the form
where A i , B j are the fitting coefficients and k ≤ n. The factor of v/(1 − 3v) 2 represents the leading order v → 0 and v → 1/3 behaviors. These were extracted from the work of Ref. [27] via Eq. (2.24) above. We have experimented with various Padé fits such that k + n < (# data points). We have checked the faithfulness of the fits by comparing how well they approximate the unused data as well as how well they match the 21.5pN expression for x ≤ 1/20. For our final result, we have settled on
which matches the data to 10 −15 . We performed a further check of our fit and its first and second derivatives by constructing a(v) via Eq. (2.24) and evaluating {a(1/6), a (1/6), a (1/6)} to compare these quantities with those of Ref. [27] which were computed to high accuracy. We find that our fit yields values for {a(1/6), a (1/6), a (1/6)} that agree with Ref. [27] to {∼ 10 −10 , < 10 −8 , < 10 −8 }. As there is no available data to perform a similar check for z e 0 ,P adé (1) (v) and z e 0 ,P adé (1) (v) we make do with computing the error for these quantities using the standard methods which we also employ to compute the errors in z e 0 ,P adé
The matching point in Eq. (3.1), v c , is determined empirically by numerically evaluating the largest-order pN term at a value of v such that its magnitude is 5 × 10 −12 . For z (v) and the numerical data of Ref. [37] in the vicinity of the matching. We move v c to smaller values as we take higher-order derivatives since the pN series loses a power of v with each differentiation. At each derivative order, we determine v c anew using the aforementioned empirical method. By the fourth derivative, v c moves out to 1/25.
With v c determined at each derivative order we construct the derivatives of z (v). This naturally introduces a discontinuity to each derivative at the corresponding v c . We have checked that the size of these jumps relative to the magnitude of the derivatives is small (ranging from ∼ 10 −12 for first derivative to ∼ 10 −8 for the fourth). We further make sure to exclude all v c 's from our v grid for the data sets. (1) (v) by fitting polynomials in powers of e 2 to the numerical data for U (1) (v, e) at each v. We use two independent approaches: (i) fitting polynomials directly to U (1) (v, e) data obtained from the C-based Lorenz-gauge code of Refs. [12, 45] , (ii) using the Mathematica-based Teukolsky-MST-CCK code of Ref. [13] which extracts the e 0 , e 2 and e 4 dependence of the numerically computed multipole l modes of h R uu then constructs power-law fits to the resulting three separate sets of mode data. The large-l modes fall off as powerlaw 'tails' whose behavior is well understood, since the work of Barack in Ref. [46] , and was thoroughly studied in Ref. [47] . As approach (i) is limited to machine precision, the resulting data has an accuracy of 10 −11 . On the other hand, approach (ii) uses Mathematica's arbitrary precision algorithms so in principle U (1) can be obtained to arbitrarily high accuracies albeit with increasing computational burden. We find that our respective codes agree to ∼ 10 −10 for v ∈ [1/75, 1/9] and slightly less at the edges of the v space due to the limitations of the Lorenz-gauge code (cf. [45] ). As approach (ii) is more accurate we use its results for our final values presented in Sec. IV and use the Lorenz-gauge code to check these as best as we can.
We compute U (1) (v, e) along eccentric orbits over an evenly spaced grid in the (v, e) parameter space where v ranges from 1/1200 to 199/1200 with grid spacing of 1/1200. Since we are interested in extracting only the O(e 2 ) and O(e 4 ) contributions to U (1) we focus on small eccentricities which, for the Lorenz-gauge code, range from 1/200 to 1/20 with grid spacing of 1/200. Approach (ii) uses smaller eccentricities as explained below. We also add the circular-orbit result U e 0 (1) to our eccentricity data set at each v value. We further make use of the fact that
, which gives us a 'free' point to add to our data sets at v = 0. We now provide more details for each approach.
The Lorenz-gauge based method
We use Lorenz-gauge data only for 1/75 ≤ v ≤ 3/20 with a relative error of 10 −10 for v 1/9 increasing to 10 −8 at v = 3/20. The details of the computation for U (1) (v, e) are thoroughly explained in Refs. [12] , [45] so here, we focus on the fitting procedure. We used the following four polynomials in e 2 for our fits:
(without the e = 0 data), (3.4)
(with e = 0 data), (3 (1) , we do not use this information for fit 1 and fit 2 so that we can perform two checks of the fits immediately by defining an averageā ≡ (a 1 +a 2 )/2 and a fit error ∆a ≡ max{|a 2 − a 1 |, ∆a 1 , ∆a 2 } where ∆a 1,2 are absolute errors for a 1,2 obtained from linear regression methods used for fit 1,2 . For our first check we compute the relative difference betweenā and the true result U e 0 (1) and find this to be 10 −10 for v 1/7. This decreases by a few more orders of magnitude as v → 0. Then we check that |U e 0 (1) −ā| ≤ ∆a for all v consistent with our expectation that the true result should lay within the error region of the approximation from the fits.
Similarly, we constructb from the average of {b 1 , b 2 , b 3 , b 4 } and its error ∆b from max{|b − b i |, ∆b i } with i = 1, . . . , 4. We obtainc and ∆c in an analogous fashion. Our error estimation ensures that we retain only the significant digits forā,b,c agreed upon by all four fits (two forā). We compute the errors for z (1) (v) by adding ∆{a, b, c} in quadrature using Eqs. (2.19) and (2.20) while taking into account the fact that the errors are correlated hence the resulting covariance matrix has off-diagonal elements.
The Teukolsky-MST-CCK method
In a recent paper [13] , one of us presented a method for calculating h R uu for eccentric orbits using the radiationgauge techniques pioneered by Friedman et al. [48] [49] [50] [51] . Like the Lorenz code above this method is based on a frequency-domain decomposition and the method of extended homogeneous solutions. However, instead of solving a coupled set of equations to find the Lorenz-gauge metric perturbation directly, the method first solves the Teukolsky equation to determine the Weyl scalar ψ 4 . The retarded metric perturbation is then obtained in the (outgoing) radiation gauge by inverting the differential operator for ψ 4 using the formalism of Chrzanowski, Cohen, Kegeles, and Wald [39] [40] [41] [42] . Since this operator is not injective, this inversion is ambiguous up to an element of its kernel. The gauge-invariant content of this kernel is simply given by a shift in mass and angular momentum of the system [52] , and can be extracted unambiguously [53] . As shown in Ref. [54] , the regular metric perturbation can then be obtained using a mode-sum regularization scheme.
Since the whole method is implemented using arbitrary-precision arithmetic and uses a numerical implementation [55] [56] [57] of the analytical series solution to the Teukolsky equation devised by Mano, Suzuki, and Takasugi [58, 59] , individual modes can be solved to almost any desired accuracy. The limiting step in the accuracy of this method comes from fitting for the large-l tail of the mode sum. Although we have faster-thanpolynomial convergence in the number of l modes, the convergence of this sum is known [27] to be slow in the strong-field regime. Since computing more l modes 3 is very time consuming this limits the accuracy that can be achieved in the strong field with this method to slightly more than the Lorenz-gauge code.
To take full advantage of the highly accurate mode calculations of this method, we adopt an alternative approach to obtain the e 2 expansion of U (1) (v, e). Using the Teukolsky-MST-CCK code we calculate the individual regularized l modes h R,l uu (v, e) to a relative accuracy of 10 −25 for a range of orbits with the same value of v and varying eccentricity e. We then extract the expansion of h R,l uu (v, e) in e 2 as before using fits of the form (3.5), obtaining h R,l uu e 2 (v) and h R,l uu e 4 (v). Assuming the order 3 Note that the restriction of our implementation to modes with l ≤ 30 originally reported in Ref. [13] , has since been resolved allowing calculation of any l mode, given sufficient time.
of the e → 0 and l → ∞ limits can be exchanged, the e where the infinite sums over l are to be performed as is usual in self-force calculations by calculating the partial sums and estimating the remaining 'large-l tail' by fitting a power series in l −1 . The expansion coefficients of U (1) are finally obtained from
Thanks to the high accuracy of the mode calculations in the Teukolsky-MST-CCK method, we are able to calculate U (1) at v = 199/1200 to accuracies of ∼ 10 −10 and ∼ 10 −6 , respectively by using much smaller eccentricities ranging between 10 −6 and 10 −2 . By v = 1/1200, the accuracies improve to ∼ 10 −22 and ∼ 10 −18 , respectively. To confirm that this procedure of switching the order of the l summation and the e fitting works, we compared the resulting values for the U (1) with the same coefficients obtained using the more traditional procedural order applied to the results from the Lorenz-gauge Ccode. These match the found coefficients to within their (obviously larger) errors. As can be seen from Eq. (2.26), we need to compute first and second v derivatives of z e 2 (1) (v). As we have a large data set with 200 elements (including v = 0) with a grid spacing of h = 1/1200, we use finite differencing (FD) to compute the derivatives. Due to the fact that z (1) (v) have been studied by BDG; we provide our own analysis in Sec. IV A.
We compute the derivativesz
(1) (v) at FD orders ranging from five to nine and check that the derivatives converge as the FD order is increased. Since the data has limited accuracy, finite differencing 'saturates' once the grid resolution error is comparable to the errors in the data. Our analyses show that we hit this saturation bound at a FD order of ∼ 9. So in general, we do not go beyond ninth order FD derivatives. The convergence of the FD derivative forz 
(1) , the convergence ranges from ∼ 10 −12 to ∼ 10 −5 . As we reach the edges of our numerical grid (i.e. v = 0, 1/6), the FD derivatives suffer from the usual edge effects so the convergence naturally jumps up by a few orders of magnitude.
To actually compute the FD derivatives we use Mathematica's NDSolve'FiniteDifferenceDerivative function. We compute the errors for each derivative by using the corresponding stencil formula in the standard quadrature error computation. As the error for each grid point is obtained independently from the others, the errors are not correlated. Our routine readily works for any derivative order and any stencil from edge points to midpoints. Our estimated errors forz As discussed in BDG, the function z (1) (v) is negative in the weak-field limit, it must change sign (at least once) between v = 0 and v = 1/6. They estimate that this happens at p = 1/v ≈ 6.760. Our data yields 6.759785(2).
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with coefficients together with the estimates provided by BDG.
Here BDG The first two estimates of BDG appear to be spot on. However, their estimates for c ≥−1 significantly differ from our extracted values. This could be due to the lack of high-accuracy data available to BDG at the time of their computation. Finally, let us add that z e 4 (1) (v) also changes sign in the interval v ∈ [0, 1/6]. This happens approximately at v = 0.1391647400(1). We are able to obtain more significant digits for this approximation compared with the sign change of z Table II . Numerical values ofd(v) at various v which overlap with those given by Refs. [27] and [28] . As can be seen, the recomputed values ofd(v) by Ref. [28] ford(v) up to and including O(v 13/2 ). In Fig. 1 we compare how well our numerical data matches their expression at several different pN orders. At each pN order the power-law decay of the residual towards v = 0 is consistent with a term of the next pN order. In the weak field power-law behavior of the 6.5 pN residual even continues when the residual is much smaller than our estimated error. This indicates that our error estimate ond(v) in the weak field is too conservative. This is probably due to an overly conservative error estimate on z e 0 (1) (v). The 6.5 pN residuals in Fig. 1 also show that even in the weak field the residuals have not fully settled into their asymptotic v 7 behavior. This is indicative of the residuals not clearly separating into different higherorder pN terms. Consequently, although we can visually identify the v 7 behavior, we do not expect to be able to numerically extract the missing 7 pN coefficients. Indeed, attempting to do so using the procedure described in Refs. [12] and [13] , i.e. by fitting v 7 , v 7 log v, v 7 log 2 v and higher order terms to the residual, yields inconclusive values for the coefficients of the fitting functions, which are the unknown higher-order pN parameters.
In Fig. 1 , we also include BDG's Padé fit (black triangles), which shows the best agreement with our numerical data in the strong-field regime as can be expected. The Padé fit matches our data to better than 1% for v ≤ 3/20. This difference is only slightly above 1% beyond v = 3/20.
In the strong-field regime, numerical data ford(v) has been presented in Refs. [27, 60] . Our comparisons with these data sets initially yielded a disagreement which was larger than their estimated errors (our errors are a few orders of magnitude smaller). More recently, Ref. [28] recomputedd(v) using the time-domain method of Ref. [60] , but this time to a higher maximum value for the multipole l hence reducing the contribution of the large-l-tail fit to the overall result. In Table II we present a small subset of our numerical data ford(v) which overlaps that of Refs. [12, 28] . The numerical data in the table shows that the recomputed values ofd(v) are more consistent with ours. The recomputed error bars are larger than the previous estimations as the new results of Ref. [28] are preliminary. We expect these to decrease by one or two orders of magnitude once the recomputed results are finalized. On the other hand, our estimated errors ford(v) are much smaller partly due to the fact that our computation only needs the metric perturbation unlike the approach of Refs. [27, 28, 60] which also requires the spacetime components of the self-force. As we already explained above, the use of Mathematica coupled with the Teukolsky-MST-CCK approach is the other major reason for our tremendous improvement in accuracy.
From the Laurent series for z e 2 (1) (v) we can also obtain a series expansion ford(v) near the ISCO,
For the divergent terms we find d We also plot BDG's 6.5pN approximation and their Padé fit which, as shown, matches our data better in the strong-field regime. As can be seen, our error bars are too small to be distinguished even in the inset. This is expected since our largest relative error ford(v) is ≈ 5 × 10 −4 .The figure also shows that our near-ISCO expansion matches our near-ISCO data very well testifying to the quality of our numerical results ford(v) even just outside the ISCO. The full numerical data ford(v) is provided verbatim in Table III (1) (v) into Eq. (2.26) we obtain for The confidence region for these points is shaded in red. As v approaches the ISCO our confidence sharply decreases due to large cancellations in Eq. (2.26). In addition we show the known 4 pN expression for q(v) (in blue) and the near-ISCO expansion from Eq. (4.6) and its confidence interval (in green).
the divergent terms
|q −2 | 10 −5 , and
Thus, the q potential indeed seems to be regular at the ISCO as expected. Assuming that the divergent part of the Laurent series vanishes identically we find for the regular part q 0 = +0.421(9), q 1 = −1.447(9), q 2 = +2.62 (9) , and q 3 = −2.6(3).
(4.8)
With the regularity of q(v) at least numerically established, we obtain it using Eq. (2.26) rewritten in terms of the ISCO-regular functionsz
(1) (v). In Fig. 3 we compare how well our numerical results match the 4pN expression of Ref. [20] by plotting the absolute difference |q(v) − q 4pN DJS (v)|. In the same figure, we also show our estimated numerical error for q(v) which is 10 −6 for v 1/10. The apparent increase in our error at the v → 0 end of our grid is due to the edge effects of finite differencing. That aside, our data is accurate enough to confidently detect the expected asymptotic v 4 as v → 0 behavior of the 4 pN residual, although this behavior has not settled enough to accurately determine the 5 pN coefficients.
In Fig. 4 we plot the full numerical results together with the 4 pN approximation from Ref. [20] and the near-ISCO expansion q ISCO (v) from Eq. (4.6). Interestingly, all three almost coincide at v ≈ 0.12, suggesting a good starting point for a simple analytic fit to the data (which we do not attempt here). As expected, the large numerical cancellations needed to remove the divergent (1 − 6v) −k , k = 1, . . . , 5 behavior of Eq. (2.26) at the ISCO cause a loss numerical precision in the strong field v 0.15. Nonetheless, in this regime, the near-ISCO expansion of Eq. (4.6) provides results with a 2% accuracy as shown by the green confidence region of Fig. 4 . On the other hand, the confidence on our numerical value for q(v) itself at the three-nearest-ISCO points degrades so significantly that the values have essentially no meaning. We nonetheless kept them in the presentation of our data to show our current limitations. The full numerical results for q(v) can be found in Table III .
V. Discussion and conclusions
In this paper we have provided the first numerical calculation of the linear-in-mass-ratio EOB potential q(v) in the range 0 ≤ v ≤ 1/6, using data from numerical selfforce calculations. The key ingredient for this calculation is a relation between the so-called redshift invariant on slightly eccentric orbits and the various EOB potentials for compact (non-spinning) eccentric binaries, derived by Le Tiec in Ref. [24] using the eccentric generalization of the first law of binary mechanics. Our results for q(v) are accurate to four to seven digits for most orbital separations, except in the region near the ISCO at v = 1/6 where large numerical cancellations lead to a significant loss of precision by a few orders of magnitude. However, in that region we are able to extract the near-ISCO behavior of q(v) as a Taylor series around v = 1/6. At the same time we greatly improve on previous numerical determinations ofd(v) in [27, 32] : our strong-field results have twice as many significant digits.
One of the main hindrances in improving the numerical accuracy of q(v) andd(v) is the singular nature of Eqs. (2.25) and (2.26), leading to large cancellations near the ISCO. As discussed in BDG this is related the loss of stable perturbed circular orbits below the ISCO, and is an inherent shortcoming of using the e 2 expansion of the redshift for determining the EOB potentials. As such this method could never probe the extremely strong-field regime of 1/6 ≤ v < 1/3. This would require a very different approach based on extracting gauge-invariant information from hyperbolic orbits as detailed by Ref. [61] . Unfortunately, these orbits are currently out of reach of both frequency and time-domain self-force computations. However, a comparable-mass ratio calculation was recently carried out successfully using full numerical relativity [62] .
Be that as it may, the near-ISCO expansions from our frequency-domain methods provide a first-ever partial look into the extremely strong field behavior of q(v). Moreover, our values ford(v), q(v) are robust enough to provide accurate gravitational waveform templates.
The current results do not represent the limit of what is possible with our code accuracy-wise. In principle, the code used for calculating the GSF correction to the redshift can produce results at any desired accuracy, albeit at the cost of computation time. The main limiting factor is in the number of l modes calculated. The results here are for a maximum of 40 l modes. Each additional digit of accuracy in the strong-field regime would require about five additional l modes, while computation times scale with at least l 2 , possibly faster.
Currently, the most constraining factor is the accuracy of the finite difference derivatives used. These could simply be improved by producing a denser sampling in v, especially in the very strong-field region (v 1/7) where our accuracy is limited. Further improvements could be made by using pseudospectral methods on an adapted grid. Near the ISCO, we might ameliorate our current results by improving the near-ISCO expansion of the redshift functions. Currently, this expansion is what yields the most accurate results for q(v) near the ISCO. This expansion could be improved significantly by calculating more dedicated data points very close to the ISCO.
Finally, for the derivatives of z e 0 (1) (v) in the strong-field regime v 1/10 we have relied on Padé fits to highly accurate circular-orbit data. If more dense strong-field data were available these fits could be improved significantly. For a dense enough grid, the desired accuracy could even be reached using finite difference derivatives. 
then regularity ofd(v) at the ISCO implies 
The expansion of z 
This allows us to determine the singular parts of z
and z (1) to great accuracy. 
B. Numerical data
200/1200 6.000000 6.66488(2) × 10 
