Abstract. We consider the inverse problem of reconstructing thin tubular inclusions inside a three-dimensional body from measurements of electrostatic currents and potentials on its boundary. By inclusions we mean objects with an electrical conductivity differing from that of the background material of the body. We apply an asymptotic expansion of the electrostatic potential on the boundary of the body as the thickness of the inclusions tends to zero to establish an asymptotic characterization of these inclusions in terms of the measurement data. This characterization is implemented in a noniterative reconstruction method similar to the factorization method for crack detection problems in two-dimensional domains. We present several numerical examples to illustrate our theoretical findings and to highlight the potentials and limitations of our method.
its numerical efficiency, the factorization method has been widely studied and extended to various inverse problems in recent years (see, e.g., [3, 12, 23, 24, 26, 27, 28, 29, 30, 36, 37, 41] for contributions related to EIT). An excellent introduction to this subject can be found in the monograph [33] by Kirsch and Grinberg. Since in contrast to the two-dimensional case curves in three-dimensional domains do not support well-defined boundary conditions, the mathematical justification of the factorization method for crack detection problems from [10, 34] cannot be carried over to our inverse problem straightforwardly. Rather we follow Brühl, Hanke, and Vogelius [11] and study the asymptotic behavior of the difference of the electrostatic potentials on the boundary of the body in the presence and in the absence of the inclusions as the thickness of the inclusions tends to zero, i.e., as the inclusions shrink to curves. Applying results of Capdeboscq and Vogelius [13, 14, 15] , we find that the leading order term in the corresponding asymptotic expansion of this difference has a singularity along these curves. We use this to develop a binary criterion to decide whether or not an arbitrary given curve inside the body belongs to such an infinitesimal inclusion. This criterion is then implemented in a noniterative reconstruction algorithm, which can be seen as a natural generalization of the factorization method for crack detection problems in two-dimensional domains from [10, 34] to our setting.
Reconstruction methods for thin tubular inclusions, different from our approach but also based on asymptotic expansions of the boundary potential as the thickness of the inclusions tends to zero, have, e.g., been studied for two-dimensional domains in [1, 2, 38, 40] and recently for thin straight cylindrical inclusions in three-dimensional domains by Beretta et al. [6] .
This article is organized as follows. After describing the mathematical model for the forward problem in the next section, we summarize some results of the asymptotic analysis from [13, 14, 15] and apply them to our setup. Then, in section 3 we use these results to develop the theoretical foundation of our reconstruction method, establishing an asymptotic characterization of the position and shape of infinitesimally thin tubular inclusions in terms of the measurement data. This is done first for a single inclusion to simplify the notation, while the general case of multiple inclusions is discussed in the appendix. We formulate the reconstruction algorithm in section 4, and in section 5 we comment on its numerical implementation. There we also provide numerical results based on simulated forward data to demonstrate the performance of our reconstruction method.
The mathematical setting.
Suppose Ω ⊂ R 3 is a bounded domain with smooth boundary ∂Ω and denote by ν the unit outward normal to ∂Ω. We consider a smooth conductivity distribution γ 0 ∈ C ∞ (Ω) such that 0 < c 0 ≤ γ 0 ≤ C 0 < ∞ in Ω for some constants c 0 and C 0 . Prescribing a boundary current
at ∂Ω, the induced electrostatic potential u 0 in Ω satisfies the boundary value problem ∇ · (γ 0 ∇u 0 ) = 0 in Ω, (2.1a)
We choose u 0 to be the unique solution of these equations in
i.e., its trace u 0 | ∂Ω belongs to L 2 (∂Ω). Throughout we call γ 0 the background conductivity and u 0 the background potential. Next, let K ⊂ Ω be a simple (i.e., non-self-intersecting but possibly closed) curve in Ω with a C 3 parameterization by arc-length p K : [0, L] → Ω such that K is separated away from the boundary ∂Ω; i.e., dist(K, ∂Ω) ≥ 2d 0 for some constant d 0 > 0. Assuming that
and the exponential map exp :
Denoting by
the associated open disk bundle of radius r > 0, the tubular neighborhood theorem (cf., e.g., Spivak [42, Thm. 20, p. 467] ) yields that the restriction of exp to E K,r is a
r is sufficiently small. The critical radius, i.e., the supremum over all r such that exp : 
Note that ω 1 = B and that ω ε shrinks to the curve K as ε → 0. Each ω ε , 0 < ε ≤ 1, is considered as a (thin) tubular inclusion contained in Ω causing a conductivity distribution of the form
where γ 1 ∈ C ∞ (Ω) is such that 0 < c 1 ≤ γ 1 ≤ C 1 < ∞ in Ω for some constants c 1 and C 1 and the conductivity γ ε is significantly smaller or larger than the background conductivity γ 0 on K; i.e., (2.4)
The electrostatic potential u ε in the presence of such an inclusion ω ε is the solution of the Neumann problem
in H 1 (Ω) (using the same normalization as for u 0 ).
Therewith we introduce the Neumann-to-Dirichlet operators Λ 0 and Λ ε from L 2 (∂Ω) to L 2 (∂Ω), which map boundary currents f on the corresponding boundary potentials u 0 | ∂Ω and u ε | ∂Ω , respectively. These operators are well known to be compact and self-adjoint (see, e.g., [8] ). The inverse problem we consider in this work asks us to reconstruct the position, length, and shape in the longitudinal direction of a thin tubular inclusion ω ε as in (2.2) for one particular ε > 0 small enough from given data Λ ε − Λ 0 . In practice this means that sufficiently accurate finite dimensional realizations of Λ ε and Λ 0 have to be known in order to compute a reliable approximation of Λ ε − Λ 0 . While the approximation of Λ ε is supposed to be obtained from measurements of boundary potentials u ε | ∂Ω corresponding to a linearly independent collection of boundary currents f , the approximation for Λ 0 can be simulated numerically, recalling our assumption that the background conductivity γ 0 is known.
To develop a reconstruction method for this inverse problem, we first study the asymptotic behavior of Λ ε −Λ 0 as the parameter ε tends to zero, i.e., as ω ε shrinks to K. Using the Frenet-
whereB r (0) denotes the ball of radius r around the origin (0, 0) in R 2 and ξ = (ξ 1 , ξ 2 ). Substitutingξ := ξ/ε, we obtain that
where χ ωε (resp., χ B ) denotes the characteristic function for ω ε (resp., B) and |ω ε | is the Lebesgue measure of
we find that
Furthermore, for any φ ∈ C(Ω),
Thus,
The right-hand side of this equation determines the weak * limit of the regular Borel measures (|ω ε | −1 χ ωε dx) ε>0 as ε → 0 in the dual space of C(Ω).
Combining this result with Theorem 1 from [13] , we can give a precise description of the asymptotic behavior of (u ε − u 0 )| ∂Ω on the boundary of Ω. Before we state this result in Theorem 2.1, we introduce the Neumann function N for the differential operator ∇ · γ 0 ∇ in Ω as the distributional solution of 
for y ∈ ∂Ω. The function M is independent of f and satisfies
and a.e.
Remark 2.2 (polarization tensor). The polarization tensor M can be described as a weak * limit as follows. Let (ε n ) n∈N be the sequence introduced in the beginning of Theorem 2.1 and consider for n ∈ N and 1 ≤ j ≤ 3 the solution v j εn ∈ H 1 (Ω) of the boundary value problem
where (e 1 , e 2 , e 3 ) denotes the standard basis of R 3 and ν j is the jth component of the unit outward normal to ∂Ω. In [13] it is shown that (1/|ω εn |)χ ωε n ∇v j εn , 1 ≤ j ≤ 3, is bounded in L 1 (Ω) (uniformly with respect to ε n ), which is then used to prove that there exists a subsequence (the subsequence mentioned in Theorem 2.1), also denoted by (ω εn ) n∈N , such that for any φ ∈ C(Ω),
where h 0 := (1/ K h 0 ds)h 0 . Therefore, M is a generalization of the classical polarization tensor as described, e.g., in [4, 19] . For the special case of thin cylindrical inclusions, i.e., when K is a straight line and the cross-section B ∩ E K,r (x) of B is the same for all x ∈ K, where E K,r (x) denotes fiber of the bundle E K,r over x ∈ K, a more explicit description of M has recently been established in [6] . Our analysis in the following sections does not rely on the actual form of the polarization tensor but only on its properties (2.8) and (2.9), which are independent of the particular subsequence (ω εn ) n∈N . The reconstruction algorithm essentially determines the support of the limiting measure from (2.7).
Asymptotic characterization of the inclusions.
Henceforth we consider a subsequence (ω εn ) n∈N as in Theorem 2.1 such that the actual inclusion ω ε corresponds to one element in this sequence, and we denote by M the corresponding polarization tensor. Introducing the operator T :
where as before u 0 denotes the background potential corresponding to the boundary current f , we obtain from Theorem 2.1 that
, in the space of bounded linear operators from L 2 (∂Ω) onto itself.
Factorization of T .
For small values of ε n , the o(ε 2 n ) term in (3.2) is dominated by the first term on the right-hand side of this equation. So, if the difference Λ εn − Λ 0 is perturbed, e.g., by measurement errors, typically only information contained in the leading order term T is available to recover the inclusions. To analyze T we introduce two auxiliary maps, the integral operator L :
and the multiplication operator F :
Since the kernel of L is smooth, L is a compact operator. Furthermore, using standard properties of positive definite symmetric matrices, (2.8) and (2.9) yield that M L ∞ (K;R 3×3 ) is bounded and thus F is a bounded linear operator. We conclude from (2.8) that F is selfadjoint, and from (2.4), (2.6), and (2.9) we find that F is coercive if
and that −F is coercive if
Therefore, the transpose L :
Note that the trace u 0 | K is well defined since the background potential is smooth in the interior of Ω. 
Range of L.
In the next section we use the range identity from Lemma 3.1(b) to reconstruct the position, length, and shape in the longitudinal direction of the inclusion ω ε from Λ ε − Λ 0 . To that end we analyze in the following the range of the operator L in detail.
Let Σ ⊂ Ω be a second simple curve in Ω with a C 3 parameterization by arc-length
Note that, for instance, choosing v 0 ∈ E Σ (p Σ (0)), where E Σ denotes the normal bundle of Σ, and assuming that Σ is short enough with respect to its curvature such that
Thus, recalling (3.3) and Lemma 3.
Therefore, both
solve the Cauchy problem
Uniqueness of solutions to (3.9) (see Dautray and Lions [20, Cor. 11, p. 262]) yields that
. Now we assume that Σ ⊂ K and show that v 2 is unbounded close to Σ, which contradicts
, since v 1 is smooth away from K. The proof is based on a variation of the arguments used in the proof of the jump relations for double layer potentials by Kress [35, pp. 80-81] and in the proof of the uniqueness result [6, Prop. 4.1]. Let z ∈ Σ \ K such that z is not an endpoint of Σ, decompose ϕ = ϕ t + ϕ n , where ϕ t := (ϕ · t Σ )t Σ and ϕ n := ϕ − ϕ t , and consider a straight line Γ := {z + ta | 0 < t ≤ τ }, where a := ϕ n (z)/|ϕ n (z)|. The constant τ > 0 is such that Γ ⊂ Ω \ K, and we denote by B r (z) a ball of radius r > 0 (small enough) around z (see Figure 1 for a sketch).
Following Friedman and Vogelius [22] , the Neumann function can be written for each y ∈ Ω as
where Φ(x, y) := 1/(4π|x − y|) denotes the fundamental solution of the Laplace equation and Figure 1 . Sketch of the geometry.
As mentioned in [22] , observing that the function x →
is in L p (Ω) for 1 ≤ p < 3/2 and the right-hand side is uniformly bounded in this space for y ∈ Γ, it follows that
We write
where
and observe that due to the regularity of R N ( · , y), the last term in (3.10) is bounded by
Using integration by parts, we find that for y = z + ta ∈ Γ, t > 0,
, we obtain that |I 1 (y)| ≤ C/r. Here and for the rest of this proof C > 0 denotes a generic constant the value of which might be different at different occurrences.
Since t Σ is continuous on Σ, we can assume that r is small enough such that t Σ (x)·t Σ (z) ≥ 1/2 in Σ ∩ B r (z) and that this set is connected. Then Σ ∩ B r (z) can be projected bijectively on the tangent line to Σ at z, and we can estimate
To estimate |I 3 (y)| we recall that Σ is C 3 and that ϕ is continuously differentiable. Thus, we find from Taylor's theorem that
Therefore,
and
Next we consider v 2,n from (3.10) and decompose it as
=: I 4 (y) + I 5 (y) + I 6 (y).
Analogous to the estimate for |I 1 (y)|, we find that |I 4 (y)| ≤ C/r 2 . To estimate I 5 (y), we observe that
and applying Taylor's formula, we find for the second term on the right-hand side that
Recalling that a := ϕ n (z)/|ϕ n (z)|, we get for the other term that
Using Taylor's formula (as done, e.g., in [35, p. 79] ), it follows that |a · (x − z)| ≤ C|x − z| 2 . Therefore, arguing as in the derivation of the estimate of |I 2 (y)| and projecting on the tangent line for Σ at z, we find that
Finally, using the estimates
and |ϕ n (x) − ϕ n (z)| ≤ C|x − z|, which both follow from Taylor's theorem, we obtain that
So, letting t tend to zero, we obtain that I 1 (y) = I 3 (y) = I 4 (y) = I 6 (y) = O(1), I 2 (y) = O(log(t −1 )), and |I 5 (y(t))| ≥ Ct −1 if |ϕ n (z)| = 0. Therefore, recalling (3.7), v 2 (z + ta) is unbounded as t → 0. Hence, Σ ⊂ K, which ends the proof.
Reconstruction of the inclusions.
The range criterion from Proposition 3.2 yields a preliminary noniterative method for reconstructing the curve K from the leading order term T : Covering Ω with a sufficiently large set of test curves Σ ⊂ Ω and choosing density functions ϕ ∈ C 1 (Σ; C 3 ) satisfying (3.7), we could check for each pair (Σ, ϕ) whether or not the corresponding test function g Σ,ϕ is contained in R(|T | 1/2 ) and so decide whether Σ ⊂ K. In this section we extend this idea and develop a numerical algorithm to reconstruct the position, length, and shape in the longitudinal direction of the inclusion ω ε from the given data Λ ε − Λ 0 .
For this purpose we first consider the spectral decomposition of the operator |T |,
where (λ i ) i∈N are the eigenvalues of |T | written in nonincreasing order according to their multiplicity and (v i ) i∈N are the corresponding eigenvectors. The Picard criterion from functional analysis (cf., e.g., [35, p. 279] ) implies that
Note that in contrast to Λ ε − Λ 0 the operator T might not be injective. Observing that L from (3.3) is injective, which can be seen using arguments similar to those employed in the proof of Proposition 3.2, the injectivity of the operator F from (3.4) and the factorization (3.6) yield that N (T ) = N (L ). This means that N (T ) consists of all boundary currents f ∈ L 2 (∂Ω) such that the gradient of the corresponding background potential u 0 from (2.1) vanishes on the (unknown) curve K. (If, for instance, γ 0 ≡ 1, one can choose f such that
. Then u 0 is harmonic and its gradient ∇u 0 = (2x 1 , −2x 2 , 0) vanishes on the straight line Re 3 .) Nevertheless, we ignore in the following the orthogonality condition in (4.1). This could lead to false-positive results in the reconstruction method, but we never observed such effects in our numerical tests.
Recalling that the actual inclusion ω ε is assumed to be an element of the sequence (ω εn ) n∈N as considered in Theorem 2.1, we approximate in the following the Picard sum in (4.1) using the given data Λ ε − Λ 0 . To this end we introduce the spectral decomposition of
where (λ εn,i ) i∈N are the eigenvalues of |Λ εn − Λ 0 | written in nonincreasing order according to their multiplicity and (v εn,i ) i∈N are the corresponding eigenvectors. Recalling (3.2), perturbation theory for linear operators shows that the eigenvalues of |T | and
and that (assuming appropriate choices of multiple eigenvectors) the orthogonal projections
i ∈ N, on the corresponding eigenspaces satisfy
(see, e.g., [25, pp. 83 -84], Lechleiter [36] , or Kato [31] ). So, denoting the eigenvalues, eigenvectors, and projections corresponding to the given data Λ ε − Λ 0 by (λ ε,i ) i∈N , (v ε,i ) i∈N , and (P ε,i ) i∈N , respectively, we substitute P i ≈ P ε,i and λ i ≈ λ ε,i /ε 2 in (4.1) to obtain
for any N ∈ N. Next, instead of sampling the domain Ω using a large setof test curves Σ, we follow [10, 34] and consider a rectangular equidistant sampling grid Ω h in Ω. For each test point z ∈ Ω h we introduce a test dipole
with (constant) polarization d ∈ R 3 of length 1. Note that g z,d can be viewed as the limit of some test function g Σ,ϕ from (3.8) with an appropriate test curve Σ (containing z) and the density function ϕ ≡ d ∈ C 1 (Σ; R 3 ), as Σ shrinks to the point z. For N ∈ N large enough, z ∈ Ω h , and a unit vector d ∈ R 3 , we define the normalized Picard sum
According to (4.1), (4.3), and Proposition 3.2, we expect 1/W (z, d) to be large for points z close to the inclusion ω ε and polarizations d that are not tangential to its base curve K around z (cf. (3.7) ). So, visualizations of 1/W (z, d) on Ω h for appropriate polarizations d can be used to estimate the position, length, and shape in the longitudinal direction of the thin tubular inclusion ω ε . As outlined in the appendix, the same is true for multiple inclusions.
Numerical examples.
For the numerical results presented in this section we consider a simplified test problem assuming that Ω = B 1 (0) is the unit ball in R 3 centered at the origin and that the conductivities γ 0 ≡ 1 and γ 1 ≡ κ are constant with κ ∈ ]0, 1[ ∪ ]1, ∞[, and therefore γ ε from (2.3) is piecewise constant. However, the reconstruction algorithm can be implemented for arbitrary domains and conductivity distributions as introduced in section 2 as well.
Numerical simulation of
To obtain a finite dimensional realization of Λ ε − Λ 0 , we consider a linearly independent set of boundary currents, simulate the difference in the corresponding boundary potentials (u ε − u 0 )| ∂Ω , expand these data in an appropriate basis, and store the corresponding coefficients in a matrix. For our particular example this can be done as outlined in the following. Introducing spherical coordinates (r, θ, φ) such that a generic point x ∈ Ω is characterized by x = r sin(θ) cos(φ)e 1 + r sin(θ) sin(φ)e 2 + r cos(θ)e 3 with r ≥ 0, θ ∈ [0, π] and φ ∈ [0, 2π], we consider (real valued) spherical harmonics
and P m l (resp., P 
So, observing that the difference v := u ε − u 0 of solutions to (2.1) and (2.5) corresponding to the same boundary current f solves 
Since Λ ε − Λ 0 is self-adjoint, this should be zero for exact data and of order of the data error otherwise.
The singular value decomposition
with singular values (σ i ) 80 i=1 written in nonincreasing order according to their multiplicity and singular vectors (ũ i ) 80 i=1 and (ṽ i ) 80 i=1 , gives approximations of the eigenvalues and eigenvectors of |Λ ε − Λ 0 |. The error of these approximations of the eigenvalues is of the same order as δ M .
Example 5.1 (asymptotic behavior of the eigenvalues of Λ ε − Λ 0 ). To illustrate the asymptotic behavior of the eigenvalues of Λ ε − Λ 0 as ε → 0 (cf. (4.2)) we consider a cylindrical inclusion ω ε of radius ε and length 1 centered at the origin such that its axis of symmetry is aligned with the vector (1, 1, 1) . To facilitate the numerical solution of the forward problem, we avoid edges in the geometry by attaching two hemispheres of radius ε to the ends of this cylinder. A visualization of this setup with ε = 0.01 can be found in Figure 3 (left) . The large sphere in this plot corresponds to the boundary of the ball Ω, and to enhance the three-dimensional perspective we included the orthogonal projections of the inclusion ω ε on the coordinate planes. The conductivity inside ω ε is given by κ = 0.5. Figure 2 shows approximations of the first 30 eigenvalues of |Λ ε − Λ 0 | for ε = 0.1, ε = 0.1/ √ 10 ≈ 0.0316, and ε = 0.01. The gray shaded area indicates the error bound from (5.1). According to (4.2) we expect the eigenvalues to behave essentially like ε 2 , which is indeed the case for the first 12 eigenvalues. The other eigenvalues decay slightly faster. This suggests that the approximation (4.3) is applicable at least for moderate values of N in this example.
Since the leading order term T in the asymptotic expansion (3.2) is of infinite rank, there is no gap that distinguishes the range (resp., essential range) and the nullspace (resp., noise subspace) of T (resp., Λ ε − Λ 0 )) in these plots. In fact, recalling the characterization of the kernel of T mentioned in section 4, the finite dimensional approximation (1/ε 2 )M of (1/ε 2 )(Λ ε −Λ 0 ) might remain injective in the limit as ε → 0. This distinguishes the case of thin tubular inclusions as considered here from the case of small point-like inclusions as considered, e.g., in [11] , where the leading order term of the asymptotic expansion of the difference of the Neumann-to-Dirichlet operators has finite rank. Therefore, we use the Picard criterion (4.1) in our reconstruction method rather than the MUSIC algorithm, which is particularly adapted to the case of finite dimensional range spaces (cf. Cheney [16] ). However, we mention that a MUSIC-type method in combination with a discretized model for the forward problem has recently been applied successfully to a similar problem in two dimensions by Park and Lesselier [40] .
Numerical implementation of the reconstruction method.
The Neumann function for the unit ball Ω can be computed explicitly (cf., e.g., Wloka [43, p. 361] 
So, for any unit vector d ∈ R 3 , z ∈ Ω, and y ∈ ∂Ω, the test function g z,d from (4.4) is given by
For arbitrary domains Ω and constant background conductivities γ 0 , an efficient way to evaluate the function g z,d by means of Λ 0 has been pointed out by Hanke and Brühl [26] , and a corresponding method for inhomogeneous background media has recently been considered by Egger et al. [21] . Employing the singular value decomposition of M from (5.2), the function W (z, d) from (4.5) can be approximated by 1) . This improves the reconstructions, which has recently also been confirmed theoretically by Arens, Lechleiter, and Luke [5] . To fulfill (3.7), we compute W h (z, d) for three orthogonal test dipole polarizations d = e 1 , d = e 2 , and d = e 3 , and combine the results for each test point z ∈ Ω h to obtain the indicator function
.
This function should take its largest values close to the inclusion ω ε . Hence, cross-sectional plots of Ind and plots of isosurfaces of Ind can be used to visualize the location of ω ε . Example 5.2 (reconstruction of a thin cylinder). We consider the straight cylindrical inclusion ω ε with conductivity κ = 0.5 introduced in Example 5.1 with radius ε = 0.01. The simulated forward data for this example contain an estimated numerical error of 0.37%. The right-hand plot in Figure 3 shows the isosurface Ind = 0.85 max z∈Ω h Ind(z) and its projections on the coordinate planes. Note that we do not attempt to reconstruct the actual radius of the inclusion ω ε . Rather the isosurface is a three-dimensional visualization of possible locations of curves inside or close to ω ε starting around (−1/
. The quality of this reconstruction is quite good. The length, position, and orientation of ω ε can be well estimated. The smaller the isosurface is, i.e., the larger we choose the corresponding threshold, the better these estimates are. However, the threshold cannot be too large, as otherwise the isosurface degenerates or becomes the empty set. In this and the following examples we choose the thresholds by trial and error using the a priori information that there are few (possibly zero) thin tubular inclusions contained in Ω. As we will observe, the optimal threshold does not depend very much on the particular inclusion, but it increases with the amount of noise contained in the measurement data. We will also see that smaller isosurfaces can be obtained if the conductivity contrast is higher and if the inclusions are closer to the boundary of Ω.
Example 5.3 (reconstruction of a thin torus). In our second example for the reconstruction method the inclusion ω ε is a thin torus centered at the origin such that the curve K in the center of its tube is a circle of radius 0.5, the radius of the tube itself is 0.01, and the axis of symmetry of the torus is aligned with the vector (1, 1, 1 ) (see Figure 4 (top left) for a sketch of this setup). The conductivity inside ω ε is given by κ = 2, and the simulated forward data for this example contain an estimated numerical error of 0.33%. The top right plot in Figure 4 shows the isosurface Ind = 0.85 max z∈Ω h Ind(z) and its projections on the coordinate planes. The position and shape of the inclusion (not considering the radius of the tube) are well reconstructed.
In an attempt to study the effect of noise on our reconstruction method we add 1% (resp., 3%) uniformly distributed relative error to the simulated forward data and show the corresponding isosurface Ind = 0.98 max z∈Ω h Ind(z) (resp., Ind = 0.99 max z∈Ω h Ind(z)) in Figure 4 (bottom row). With 1% noise the inclusion is still well reconstructed, while with 3% noise the isosurface starts to degenerate and the radius of the reconstructed object is too small. If we perturb the simulated forward data in this example by 5% uniformly distributed relative error, the reconstruction method still recovers a torus, but its radius is much too small. For higher amounts of noise the algorithm fails and reconstructs a single point-like object close to the center of mass of the inclusion ω ε .
Example 5.4 (reconstruction of two thin arcs). Next, we consider an example for multiple inclusions as studied in the appendix. Two halves of a thin torus, ω ε,1 and ω ε,2 , such that the distance from their center to the center of their tubes is 0.7 and the radius of their tubes itself is 0.015, are placed in the sphere Ω as shown in Figure 5 (left). The axis of symmetry of ω ε,1 and ω ε,2 is e 3 and e 1 , respectively. We attach four small hemispheres of radius 0.015 to the ends of the tubes to avoid edges in the geometry. The conductivity inside the inclusions is given by γ 1 ≡ κ 1 = 2 in ω ε,1 and γ 2 ≡ κ 2 = 3 in ω ε,2 , respectively. The simulated forward data for this example contain an estimated numerical error of 0.73%. The right-hand plot in Figure 4 shows the isosurface Ind = 0.85 max z∈Ω h Ind(z) and its projections on the coordinate planes. The positions and the shapes of the two arcs are well reconstructed. Due to the different conductivities in ω ε,1 and ω ε,2 , the values of the local maxima of Ind along the two inclusions are slightly different, and therefore the isosurface around the arc ω ε,1 is smaller than the isosurface around the arc ω ε,2 .
This can also be observed in Figure 6 , which shows cross-sectional plots of Ind(z) perpendicular to e 1 at z 1 = −0.5, z 1 = 0, z 1 = 0.5 (first row); perpendicular to e 2 at z 2 = −0.5, z 2 = 0, z 2 = 0.5 (second row); and perpendicular to e 3 at z 3 = −0.5, z 3 = 0, z 3 = 0.5 (third row). In accordance with Proposition 3.2 the indicator function Ind takes its largest values close to the inclusions ω ε,1 and ω ε,2 . The local maximum around ω ε,1 (bottom row, middle) is less pronounced than the local maximum around ω ε,2 (top row, middle). Away from the inclusions the values of Ind are smaller, although there are some artifacts inside the convex hull of the arcs. This phenomenon is well known from factorization and linear sampling methods for extended (i.e., nonthin) nonconvex inclusions (see, e.g., [26] ).
Example 5.5 (reconstruction of a wire). In our final example we consider a highly conducting, rather irregularly shaped thin tubular object as shown in Figure 7 . The radius of this tube is 0.01, the conductivity inside is given by κ = 1000, and the forward data for this example contain an estimated numerical error of 0.15%. The right-hand plot in Figure 7 shows the isosurface Ind = 0.88 max z∈Ω h Ind(z) and its projections on the coordinate planes. Although the algorithm recovers the approximate position and orientation of the inclusion, the actual shape is very difficult to reconstruct due to its nonconvexity and because it is close to the center of Ω, i.e., far away from its boundary. We mention that the reconstructions get worse if we decrease the conductivity inside the object or add additional noise to the forward data. 
Conclusions.
Our theoretical results show that the factorization method can be used to reconstruct infinitesimally thin tubular inclusions in some three-dimensional bounded domain from the leading order term in the asymptotic expansion of the difference of the Neumannto-Dirichlet operators with and without inclusions.
Applying perturbation theory for linear operators, we used this result to establish a numerical algorithm to reconstruct thin tubular inclusions of finite thickness from finite dimensional realizations of the difference of the Neumann-to-Dirichlet operators Λ ε − Λ 0 . We have seen in our numerical results that this reconstruction method works remarkably well for simulated forward data and that it can handle a moderate amount of noise contained in these data.
As for every reconstruction method for inclusions of small volume, the applicability of our algorithm in practice will ultimately depend on the accuracy with which the boundary potential can be measured, since such inclusions have very little effect on the boundary potential.
Appendix. Multiple inclusions. In this section we generalize our results to the practically important case of finitely many well-separated thin tubular inclusions. By this we understand a collection of domains ω ε,1 , . . . , ω ε,m of small volume such that where γ i ∈ C ∞ (Ω) is such that 0 < c i ≤ γ i ≤ C i < ∞ in Ω for some constants c i and C i and on each curve K i the conductivity γ ε | K i is significantly smaller or larger than the background conductivity γ 0 | K i (the same for all curves). Following section 2, we consider a sequence (ε n ) n∈N in ]0, 1] converging to zero, define functions h 0,i ∈ L ∞ (K i ) as in (2.6), and extract a subsequence, also referred to as (ε n ) n∈N , such that for any boundary current f ∈ L 2 (∂Ω) the solutions u 0 and u εn of (2.1) and (2.5), respectively, fulfill
for y ∈ ∂Ω, where M denotes the polarization tensor for (ω εn ) n∈N (cf. [13] ). Introducing the operator T :
describing the leading order term in the corresponding asymptotic expansion of the difference of the Neumann-to-Dirichlet operators Λ εn − Λ 0 similar to (3.1), the factorization from (3.6) remains true with L :
and F : 
