Abstract. In this paper we give a method of constructing homeomorphisms between two small covers over simple convex polytopes. As a result we classify, up to homeomorphism, all small covers over a 3-dimensional prism P 3 (m) with m ≥ 3. We introduce two invariants from colored prisms and other two invariants from ordinary cohomology rings of small covers. These invariants can form a complete invariant system of homeomophism types of all small covers over a prism in most cases. Then we show that the cohomological rigidity holds for all small covers over a prism P 3 (m) (i.e., cohomology rings of all small covers over a P 3 (m) determine their homeomorphism types). In addition, we also calculate the number of homeomorphism types of all small covers over a P 3 (m).
Introduction
In 1991, Davis and Januszkiewicz [DJ] introduced and studied a class of Z n 2 -manifolds (called small covers), which belong to the topological version of toric varieties. An n-dimensional small cover M n is a closed n-manifold with a locally standard Z n 2 -action such that its orbit space is a simple convex n-polytope P n . As shown in [DJ] , P n naturally admits a characteristic function λ defined on the facets of P n (here we also call λ a Z n 2 -coloring on P n ), so that the geometrical topology and the algebraic topology of the samll cover M n can be completely determined by the pair (P n , λ). In other words, the Davis-Januszkiewicz theory for small covers indicates the following two key points:
• Each small cover π : M n −→ P n can be reconstructed from (P n , λ), and this reconstruction is denoted by M (λ). Thus, all small covers over a simple convex polytope P n correspond to all Z n 2 -colorings on P n , i.e., all small covers over a simple convex polytope P n are given by Γ(P n ) = {M (λ)|λ is a Z n 2 -coloring on P n }.
• The algebraic topology of a small cover π : M n −→ P n , such as equivariant cohomology, mod 2 Betti numbers and ordinary cohomology etc., can be explicitly expressed in terms of (P n , λ).
over a simple convex polytope P n are equivariantly homeomorphic iff there is an automorphism h ∈ Aut(P n ) such that λ 1 =h • λ 2 whereh induced by h is an automorphism on all facets of P n (see [LM] ); the other is that two small covers M (λ 1 ) and M (λ 2 ) over a simple convex polytope P n are equivariantly homeomorphic iff their equivariant cohomologies are isomorphic as H * (BZ n 2 ; Z 2 )-algebras (see [M1] ). However, in non-equivariant case, the classification up to homeomorphism of small covers over a simple convex polytope is far from understood very well except for few special polytopes (see, e.g. [GS] , [KM] , [M2] , [M3] , [LY] ).
In this paper we shall introduce an approach (called the sector method) of constructing homeomorphisms between two small covers. The basic idea of sector method is simply stated as follows: we first cut a Z n 2 -colored simple convex npolytope (P n , λ) in R n into two parts P 1 and P 2 by using an (n − 1)-dimensional hyperplane H such that the section S cut out by H is an (n− 1)-dimensional simple convex polytope with certain property. Of course, S naturally inherits a coloring from (P n , λ). Then by using automorphisms of S and automorphisms of Z n 2 we can construct new colored polytopes (P ′n , λ ′ ) from (P n , λ) (note that generally P ′n may not be combinatorially equivalent to P n ), and further obtain new small covers M (λ ′ ) from those new colored polytopes (P ′n , λ ′ ) by the reconstruction of small covers. Moreover, we can study how to construct the homeomorphisms between M (λ) and M (λ ′ ). In particular, we give the method of constructing the homeomorphisms between M (λ) and M (λ ′ ) (see Theorems 3.2-3.3).
As an application, up to homeomorphism we shall classify all small covers over prisms. Let P 3 (m) denote a 3-dimensional prism that is the product of [0, 1] and an m-gon where m ≥ 3. Let Λ(P 3 (m)) = {λ λ is a Z 3 2 -coloring on P 3 (m)}, and let Γ(P 3 (m)) = {M (λ) λ ∈ Λ(P 3 (m))}. Using the sector method, we first study rectangular sectors and find seven rectangular sectors with a good twist Ψ(ψ, ρ, v 0 ) in Section 4 (see Definition 3.3 for Ψ(ψ, ρ, v 0 )). We then use these seven rectangular sectors to define some operations on the coloring sequences of side-faces of colored polytopes (P 3 (m), λ) in Section 5. Furthermore, we show that all (P 3 (m), λ) can be reduced to some canonical forms without changing the homeomorphism type of the small covers M (λ) (see ). In particular, we introduce two combinatorial invariants m λ and n λ in Section 5, and then show in Section 6 that (m λ , n λ ) is actually a complete homeomorphism invariant of a class of small covers M (λ) (see Corollary 6.6). In addition, we also introduce two algebraic invariants ∆(λ) and B(λ) in H * (M (λ); Z 2 ), which can become a complete homeomorphism invariant in most cases. Both (m λ , n λ ) and (∆(λ), B(λ)) are of interest because of the nature of colored polytopes. With the help of these invariants, we can obtain the following cohomological rigidity theorem.
In addition, we also determine the number of homeomorphism classes of all small covers in Γ(P 3 (m)). The arrangement of this paper is as follows. In Section 2 we review the basic theory about small covers. In Section 3 we introduce the sector method. In Section 4 we apply the sector method to colored prisms and discuss the rectangular sectors. In Section 5 we use the rectangular sectors to define some operations on the coloring sequences of colored prisms and then determine the canonical forms of all colored prisms. In Section 6 we introduce two algebraic invariants of cohomology and then calculate such two invariants of all small covers. Finally, we complete the proofs of Theorems 1.1 and 1.2 in Section 7.
Theory of small covers
The purpose of this section is to briefly review the theory of small covers. Throughout the following assume that π : M n −→ P n is a small cover over a simple convex n-polytope P n . Note that a simple convex n-polytope P n means that exactly n faces of codimension-one (i.e., facets) meet at each of its vertices. Let F (P n ) = {F 1 , ..., F ℓ } denote the set of all facets of P n .
2.1. Coloring and Reconstruction. Take a k-face F k of P n , an easy observation shows (see also [DJ, Lemma 1.3] 
In the case k = n − 1, F n−1 is a facet and G F has rank 1, so that G F uniquely corresponds to a nonzero vector v F in Z n 2 . Then there is a natural map (called characteristic function)
by mapping each facet F to its corresponding nonzero vector v F in Z n 2 with the property (⋆): whenever the intersection of some facets F i1 , ..., F ir in F (P n ) is nonempty, λ(F i1 ), ..., λ(F ir ) are linearly independent in Z n 2 . Note that if each nonzero vector of Z n 2 is regarded as being a color, then the characteristic function λ means that each facet is colored by a color. Thus, we also call λ a Z n 2 -coloring on P n here. By Λ(P n ) we denote the set of all Z n 2 -colorings on P n .
Remark 2.1. Since P n is simple, for each k-face F k , there are n−k facets F i1 , ...,
Davis and Januszkiewicz [DJ] gave a reconstruction of M n by using the Z n 2 -coloring λ and the product bundle P n × Z n 2 over P n . Geometrically this reconstruction is exactly done by gluing 2 n copies of P n along their boundaries via λ. Thus this reconstruction can be written as follows:
Then we have
Theorem 2.1 (Davis-Januszkiewicz). All small covers over P n are given by
There is a natural action of GL(n, Z 2 ) on Λ(P n ) defined by λ −→ α • λ, and it is easy to see that such an action is free, and also induces an action of GL(n,
Following [DJ] , two small covers M (λ 1 ) and M (λ 2 ) in Γ(P n ) are said to be Davis-Januszkiewicz equivalent if there is a α ∈ GL(n, Z 2 ) such that λ 1 = α • λ 2 . Thus, each Davis-Januszkiewicz equivalence class in Γ(P n ) is actually an orbit of the action of GL(n, Z 2 ) on Γ(P n ).
2.2.
Betti numbers and h-vector. The notion of the h-vector plays an essential important role in the theory of polytopes, while the notion of Betti numbers is also so important in the topology of manifolds. Davis-Januszkiewicz theory indicates that the Dehn-Sommerville relations for the h-vectors and the Poincaré duality for the Betti numbers are essentially consistent in the setting of small covers.
Let P * be the dual of P n that is a simplicial polytope. Then the boundary ∂P * denoted by K P is a finite simplicial complex of dimension n − 1. For 0 ≤ i ≤ n − 1, by f i one denotes the number of all i-faces in K P . Then the vector (f 0 , f 1 , ..., f n−1 ) is called the f -vector of P n , denoted by f (P n ). Then the h-vector denoted by h(P n ) of P n is an integer vector (h 0 , h 1 , ..., h n ) defined from the following equation
Theorem 2.2 (Davis-Januszkiewicz). Let π : M n −→ P n be a small cover over a simple convex polytope P n . Then
Remark 2.2. We see from Theorem 2.1 that the Poincaré duality b i = b n−i agrees with the Dehn-Sommerville relation h i = h n−i .
Example 2.1. For the prism P 3 (m), h(P 3 (m)) = (1, m − 1, m − 1, 1), so any small cover over P 3 (m) has the mod 2 Betti numbers (
2.3. Stanley-Reisner face ring and equivariant cohomology. Stanley-Reisner face ring is a basic combinatorial invariant, and equivariant cohomology is an essential invariant in the theory of transformation groups. Davis-Januszkiewicz theory indicates that these two kinds of invariants are also essentially consistent in the setting of small covers.
Let P n be a simple convex polytope with facet set F (P n ) = {F 1 , ..., F ℓ }. Following [DJ] , the Stanley-Reisner face ring of P n over Z 2 , denoted by Z 2 (P n ), is defined as follows:
where the F i 's are regarded as indeterminates of degree one, and I is a homogenous ideal generated by all sequence free monomials of the form
Example 2.2. Let P n be an n-simplex ∆ n with n + 1 facets F 1 , ..., F n+1 . Then
Example 2.3. Let F 1 , ..., F 2n be 2n facets of an n-cube I n with
Theorem 2.3 (Davis-Januszkiewicz). Let π : M n −→ P n be a small cover over a simple convex polytope P n . Then its equivariant cohomology
2.4. Ordinary cohomology. Let π : M n −→ P n be a small cover over a simple convex polytope P n with F (P n ) = {F 1 , ..., F ℓ }, and λ :
is identified with the dual map
2 , where λ * = λ ⊤ as matrices. Therefore, column vectors of λ * can be understood as linear combinations of F 1 , ..., F ℓ in the face ring
Let J λ be the homogeneous ideal (λ 1 , ..., λ n ) in Z 2 [F 1 , ..., F ℓ ]. Davis and Januszkiewicz calculated the ordinary cohomology of M n , which is stated as follows.
Theorem 2.4 (Davis-Januszkiewicz). Let π : M n −→ P n be a small cover over a simple convex polytope P n . Then its ordinary cohomology
The following result which will be used later is due to Nakayama and Nishimura [NN] .
Proposition 2.5. Let π : M n −→ P n be a small cover over a simple convex polytope P n , and λ :
is orientable if and only if there exists an automorphism
is the linear extension of λ ′ , as before.
Sector Method
Each point of a simple convex polytope P n has a neighborhood which is affinely isomorphic to an open subset of R n ≥0 , so P n is an n-dimensional nice manifold with corners (see [D] ). An automorphism of P n is a self-homeomorphism of P n as a manifold with corners, and by Aut(P n ) we denote the group of automorphisms of P n . All faces of P n forms a poset by inclusion. An automorphism of F (P n ) is a bijection from F (P n ) to itself which preserves the poset structure of all faces of P n , and by Aut(F (P n )) we denote the group of automorphisms of F (P n ). Each automorphism of Aut(P n ) naturally induces an automorphism of F (P n ). It is well-known (see [BP] or [Z] ) that two simple convex polytopes are combinatorially equivalent if and only if they are homeomorphic as manifolds with corners. Thus, the natural homomorphism Φ : Aut(P n ) −→ Aut(F (P n )) is surjective.
Definition 3.1. Let P be a simple n-polytope and S be a simple (n − 1)-polytope. An embedding i : S −→ P is called a sector if the following conditions are satisfied:
(a) P \i(S) have two connected components such that i(S) is the common facet of P 1 and P 2 , where P 1 , P 2 denote the closures of the two components respectively, called the sub-polytopes of i.
Suppose that i : S −→ P is a sector with P 1 and P 2 as its two sub-polytopes. Let i r : S → P r , r = 1, 2, be the embeddings induced by p → i(p). Then
Furthermore, we can get an induced map i * : F (S) → F (P ), which is poset structure-preserving. Of course, i * is injective. Now setλ := λ • i * , which is called the derived coloring of i * and λ. Obviously, the derived coloringλ assigns to each facet of S a vector in Z n 2 and satisfies the independence condition: whenever the intersection of some facets F l1 , ..., F lr in F (S) is nonempty,λ(F l1 ), ...,λ(F lr ) are linearly independent. Let (ψ, ρ) be a pair of ψ ∈ Aut(S) and ρ ∈ GL(n, Z 2 ). (ψ, ρ) is called an auto-equivalence of S ifλ • ψ = ρ •λ, where we just abuse ϕ and the automorphism of F (S) induced by ϕ. Now given a Z n 2 -colored simple n-polytope (P, λ) with a sector i : S −→ P and its two sub-polytopes P 1 , P 2 , and fix (ψ, ρ) an auto-equivalence of S. Suppose that P ′ is another simple n-polytope with j : S → P ′ another sector, cutting P ′ into P ′ 1 and P ′ 2 , such that there are f r : P r → P ′ r , r = 1, 2, which are combinatorially equivalent with f 1 • i 1 = j 1 and f 2 • i 2 • ψ = j 2 . Thus
Remark 3.1. Generally P is not combinatorially equivalent to P ′ although P r is combinatorially equivalent to P ′ r (r = 1, 2).
Then we can define a Z n 2 -coloring λ ′ on P ′ as follows: for each facet
in the following way:
Such λ ′ is well-defined. In fact, if F has nonempty intersection with both P ′ 1 and P ′ 2 , then F must lie in the image of j * , say F = j * (f ) where f ∈ F(S). Then from f 1 • i 1 = j 1 we see that F 1 = i * (f ), and from f 2 • i 2 • ψ = j 2 we see that
In summary, we now have two colored polytopes (P, λ) and (P ′ , λ ′ ). Then using the reconstruction of small covers, we obtain two small covers
Now let us look at two small covers π :
Then it is easy to see that S is an (n − 1)-dimensional closed manifold (but possibly disconnected), called the sector manifold here. The sector i : S −→ P naturally induces an embedding ι : S ֒→ M (λ) defined by {(s, v)} −→ {(i(s), v)}, and i r : S −→ P r also induces the embedding ι r : S ֒→ M r (r = 1, 2). Obviously, ∂M r = ι r (S) = π −1 (i(S)) = ι(S). Using this terminology one can write
i.e., M (λ) is obtained by gluing M 1 and M 2 together along their common boundary ι(S) via ι 1 and ι 2 .
Similarly, set M ′ r = π ′ −1 (P ′ r ), r = 1, 2. Since P ′ r is combinatorially equivalent to P r for r = 1, 2, M ′ r is homeomorphic to M r . More precisely, f 1 :
On the other hand, take an arbitrary v 0 ∈ Z n 2 , using the relationλ • ψ = ρ •λ we see easily that the auto-equivalence (ψ, ρ) of S also induces a weakly equivariant homeomorphism Ψ :
To show that Π is a homeomorphism, it suffices to prove that for
Remark 3.2. It is easy to see that generally M (λ) is not (weakly) equivariant homeomorphic to M (λ ′ ) except that ρ is the identity of Z n 2 . Also, clearly the definition of Ψ depends on the auto-equivalence (ψ, ρ) of S and v 0 , so we may write Ψ as Ψ(ψ, ρ, v 0 ) to indicate this dependence. Now let us consider when M (λ) and M (λ ′ ) are homeomorphic.
An easy observation shows that H is a well-defined homeomorphism.
Remark 3.3. Take an automorphism ψ of P 2 such that ψ(i 2 (S)) = i 2 (S). Then the restriction ψ| i2(S) gives an automorphism of i 2 (S). If we can choose (ψ, ρ) with the property that ψ
In this case, we see that M (λ) is homeomorphic to M (λ ′ ). However, the condition ρ • λ = λ • ψ results in a little bit difficulty for the choice of ( ψ, ρ).
Next let us further analyze Ψ(ψ, ρ, v 0 ).
Proof. Since the image of the embedding i : S → P does not contain any vertex of P , we can extend i to an embedding i :
and each i(·, t) is a sector. We can further assume that i(S × [−1, 0]) ⊂ P 1 and i(S × [0, 1]) ⊂ P 2 . Now in the world of topology, i corresponds to an embedding ι :
One checks easily that Ψ is a self-homeomorphism of M 2 such that Ψ| ι2(S) = ι 2 • Ψ. Moreover, Theorem 3.3 follows by applying Theorem 3.2.
We note that the homeomorphism type of M (λ ′ ) doesn't depend on the choice of v 0 . So to apply Theorem 3.3 we can choose a suitable v 0 such that Ψ(ψ, ρ, v 0 ) meets the conditions. Remark 3.4. The sector method above provides a way of how to construct a homeomorphism between two small covers M (λ) −→ P and M (λ ′ ) −→ P ′ regardless of whether P is combinatorially equivalent to P ′ or not. In addition, the sector method also gives an approach of how to construct a new colored polytope (P ′ , λ ′ ) from (P, λ) by the auot-equivalence (ψ, ρ) at the sector i : S −→ P .
Application to prisms: Rectangular Sector Method
The objective of this section is to give the application of the sector method to prisms.
Let P
3 (m) denote a 3-dimensional prism that is the product of [0, 1] and an m-gon where m ≥ 3. When m = 4, let c, f (the ceiling and the floor ) be the two 2-faces of P 3 (m) that are m-gons. For the 3-cube (i.e., m = 4), we specify two opposite 2-faces and distinguish them as ceiling and floor. For convenience, we identify other 2-faces (i.e., side 2-faces) with s 1 , ..., s m in the natural way. Let
4.1. Rectangular sector. Generally, any polygon can become a sector in the setting of all 3-polytopes. However, here we shall put attention on rectangular sectors because this will be sufficient enough to the classification of all small covers over prisms.
Throughout the following, choose the rectangle S = {(x, y) ∈ R 2 |x| ≤ 1, |y| ≤ 1} in a plane R 2 . Clearly S can always be embedded as a sector in any Z 3 2 -colored simple 3-polytope (P 3 , λ). Fix {e 1 , e 2 , e 3 } as a basis of Z 3 2 , then it is easy to see that up to Davis-Januszkiewicz equivalence, all possible derived coloringsλ : F (S) −→ Z It is well-known that the symmetric group Aut(S) of S as a 4-gon is isomorphic to the dihedral group D 4 of order 8, which just contains four reflections. Clearly, each reflection of S may be expressed as a matrix. For example, the reflection along y-axis can be written as diag(−1, 1), and the reflection along x-axis can be written as diag(1, −1).
Construction of new colored polytopes from
. We use the convention that all embedded rectangular sectors of (P 3 (m), λ) used here are always orthogonal to the ceiling and floor of P 3 (m). Given such a sector i : S −→ P 3 (m) (note: here we don't need that i must map the top edge and the bottom edge of S into the ceiling and the floor of P 3 (m), respectively), it is easy to see that there are two side faces s k , s l (k = l and k < l) such that S −→ P 3 (m) is essentially determined by s k and s l and it is called the sector at s k , s l and is denoted by i(k, l), where S = {(x, y) ∈ R 2 |x| ≤ 1, |y| ≤ 1}. Let P 1 and P 2 be two prisms cut out by i(k, l) : S −→ P 3 (m) from P 3 (m). Throughout the following, one also uses the convention that P 2 contains side faces s k , ..., s l of P 3 (m). Now, using the sector method we discuss how to construct new colored 3-
. For our purpose, we wish that (1) P ′ is still combinatorially equivalent to P 3 (m), and (2) Ψ(ψ, ρ, v 0 ) is a good twist, so that each M (λ ′ ) is homeomorphic to M (λ) by Theorem 3.3. This will depend upon the choices of ψ and ρ. Actually, the construction of P ′ depends upon the choice of ψ, and the definition of λ ′ depends upon the choice of ρ. In particular, v 0 will provide a convenience for the choices of (ψ, ρ).
Convention: ψ = diag(−1, 1) or diag(1, 1) means that i(k, l) maps the top edge and the bottom edge of S into the ceiling and the floor of P 3 (m), respectively, and ψ = diag(1, −1) means that i(k, l) maps the left edge and the right edge of S into the ceiling and the floor of P 3 (m), respectively.
Proof. The case ψ = diag(1, 1) is trivial. Actually, in this case we can just choose P ′ r = P r and let f r : P r −→ P ′ r be the identity, where r = 1, 2. If ψ = diag(−1, 1), to construct P ′ , we first choose P ′ 1 = P 1 and f 1 as the identity from P 1 −→ P ′ 1 , and then choose P ′ 2 as the image of mirror reflection R of P 2 along a 2-plane H orthogonal to the ceiling and floor of P 2 with H ∩ P 2 = ∅ (i.e., intuitively P ′ 2 is obtained by reserving the ordering of the side faces s k , ..., s l of P 2 ) and f 2 as the homeomorphism induced by the reflection R, as shown in the following figure.
Now, we clearly see that P ′ can be defined as
, which is combinatorially equivalent to P 3 (m). In a similar way, we can prove the case ψ = diag(1, −1).
Now suppose that P
′ , which is just constructed from P 3 (m) by a ψ at the sector i(k, l) : S −→ P 3 (m), is combinatorially equivalent to P 3 (m). Then, as stated in Section 3, we can use ρ to give a coloring λ ′ on P ′ as long as ρ satisfies the equation
Based upon the possible values ofλ (see the table above), we find some good twists and list them as follows:
e 1 e 2 e 3 + e 2 0 S(2 2 ) (S,λ 2 ) Ψ(ψ 22 , ρ 22 , v Here we only give a detailed argument of S(1) because all other cases can be checked similarly. In S(1), we know that
2 / ∼ is the disjoint union of two tori. Then we can write S = {(z 1 , z 2 , α) z k ∈ S 1 ⊂ C, k = 1, 2, α ∈ {0, 1}}, such that for x = {((x 1 , x 2 ), v = a 1 e 2 + a 2 e 1 + a 3 e 3 )} ∈ S, there is the following one-one correspondence
for k = 1, 2 and α(x) = a 3 . Now we consider the map Ψ(ψ, ρ, v 0 ) where ψ(x 1 , x 2 ) = (x 1 , −x 2 ), ρ = id and v 0 = e 1 . An easy computation yields that Ψ(z 1 , z 2 , α) = (z 1 , −z 2 , α), which is clearly isotopic to the identity via the homotopy ((z 1 , z 2 , α), t) →(z 1 , z 2 exp(iπt), α) where t ∈ [0, 1]. Thus Ψ(ψ, ρ, v 0 ) is a good twist.
Operations on coloring sequences and canonical forms
Now we apply the developed rectangular sector method to study small covers over prisms.
Given a pair (P 3 (m), λ) in Λ(P 3 (m)) and a sector i(k, l) : S −→ P 3 (m). We have known how to construct a (P ′ , λ ′ ) from (P 3 (m), λ) by an auto-equivalence (ψ, ρ) at the sector S −→ P 3 (m). Indeed, by Lemma 4.1, if ψ = id or diag(−1, 1) or diag(1, −1), then P ′ is also a P 3 (m) with the same ceiling and floor coloring, and λ ′ has the same side coloring sequence as λ on sides faces from s l+1 to s k−1 . For
, that is, we reflect the sequence from s k to s l and apply the linear transformation ρ. By Theorem 3.3, when the derived coloringλ of the sector at s k , s l and (ψ, ρ) match a case in the table of last section, we can conclude that M (λ ′ ) is homeomorphic to M (λ). Thus we can reduce (P 3 (m), λ) to (P 3 (m), λ ′ ) without changing the homeomorphism type of the small cover. In this case, both (P 3 (m), λ) and (P 3 (m), λ ′ ) are said to be sector-equivalent, denoted by (
Based upon this rectangular sector method, we shall show that Λ(P 3 (m)) contains some basic colored pairs, called "canonical forms", such that any pair in Λ(P 3 (m)) is sector-equivalent to one of canonical forms. This means that up to homeomorphism, those canonical forms determine all small covers over P 3 (m).
For a convenience, after fixing the colorings of ceiling and floor, we use the convention that a coloring on P 3 (m) will simply be described as a sequence by writing its side face colorings in order, keeping in mind that the first one is next to the last.
Definition 5.1. A coloring λ ∈ λ(P 3 (m)) is said to be 2-independent if all λ(s i ), i = 1, ..., m, span a 2-dimensional subspace of Z 3 2 ; otherwise it's said to be 3-independent. If λ(c) = λ(f ), then λ is said to be trivial ; otherwise nontrivial.
The argument is divided into two cases: (i) λ is trivial; (ii) λ is nontrivial.
Trivial colorings. Given a pair (P
, throughout the following suppose that λ is trivial with λ(c) = λ(f ) = e 1 . Let {α, β, e 1 } be a basis of Z 3 2 , and let γ = α + β. Writeᾱ = α + e 1 ,β = β + e 1 andγ = γ + e 1 . We say that λ satisfies the property (⋆) if all three letters α, β, γ (with or without bar we don't care) appear in its coloring sequence.
Applying sectors S(1), S(2 1 ), S(2 2 ) and S(3 2 ) to the trivial coloring λ gives the following four fundamental operations on its coloring sequence (λ(s 1 ), ..., λ(s m )):
O 1 Take two side faces s k , s l (k < l) with the same coloring and then use S(1) to reflect the coloring sequence of s k , s k+1 , ..., s l . O 21 Take two faces s k , s l (k < l) with λ(s k ) = λ(s l ) + λ(c) (without loss of generality, assume that {λ(s k ), λ(s l )} = {α,ᾱ}), and then by using S(2 1 ), we can do a linear transform (e 1 , α, β) → (e 1 , α,β) to change the coloring sequence of s k , s k+1 , ..., s l . O 22 Take two faces s k , s l (k < l) with λ(s k ) = λ(s l ) + λ(c) and {λ(s k ), λ(s l )} = {α,ᾱ} as above, then by using S(2 2 ) we can reflect the coloring sequence of s k , s k+1 , ..., s l and do a linear transform (e 1 , α, β) → (e 1 ,ᾱ, β) to change the reflected coloring sequence. O 32 Take s k , s l (k < l) with λ(s k ), λ(s l ), e 1 independent, and then by using S(3 2 ) we can reflect the coloring sequence of s k , s k+1 , .., s l and do a linear transform (λ(s k ), λ(s l ), e 1 ) → (λ(s l ), λ(s k ), e 1 ) to change the reflected coloring sequence.
Lemma 5.1. The trivial coloring λ with the property (⋆) is always sector-equivalent to a coloring whose coloring sequence contains only one of both γ andγ.
Proof. Let γ = γ orγ. With no loss, assume that the time number ℓ of γ appearing in the coloring sequence of λ is greater than one. Up to Davis-Januszkiewicz equivalence, one also may assume that ℓ < m/2. By the definition of λ, it is easy to see that any two γ's in the coloring sequence cannot become neighbors. Let γ, x 1 , ..., x r , γ, y with x i , y = γ be a subsequence of the coloring sequence. If r > 1, we proceed as follows:
(1) When x 1 = y, by doing the operation O 1 on x 1 , ..., x r , γ, y, we may only change the subsequence γ, x 1 , ..., x r , γ, y into γ, y, γ, x r , ..., x 1 in the coloring sequence, and the value of ℓ is unchanged. (2) When x 1 −y = e 1 , with no loss one may assume that x 1 = α, y =ᾱ. Then by doing the operation O 22 on x 1 = α, x 2 , ..., x r , γ, y =ᾱ, we may only change the subsequence γ, α, x 2 , ..., x r , γ,ᾱ into γ, α, γ, x Without loss of generality, one may assume that y ℓ−1 = α. If y ℓ = β orβ, by doing the operation O 32 on γ, y ℓ−1 , γ, y ℓ , one may change γ, y ℓ−1 , γ, y ℓ into γ, y ℓ , y ℓ−1 , y ℓ , so that the coloring sequence (5.1) is reduced to ( γ, y 1 , γ, y 2 , ..., γ, y ℓ−2 , γ, y ℓ , y ℓ−1 , y ℓ , z 1 , ..., z m−2ℓ ). If y ℓ = α orᾱ, then z 1 = β orβ. By doing the operation O 32 on γ, y ℓ−1 , γ, y ℓ , z 1 , one may change γ, y ℓ−1 , γ, y ℓ , z 1 into γ, y ℓ , z 1 , y ℓ−1 , z 1 , so that the coloring sequence (5.1) is reduced to ( γ, y 1 , γ, y 2 , ..., γ, y ℓ−2 , γ, y ℓ , z 1 , y ℓ−1 , z 1 , ..., z m−2ℓ ). So we have managed to reduce the number ℓ of γ's by 1. We can continue this process until we reach ℓ = 1, as desired. Now let us determine the "canonical form" of the trivial coloring λ on P 3 (m).
First let us consider the case in which λ is 2-independent
Proposition 5.2. Suppose that λ is 2-independent. Then (1) If λ doesn't possess the property (⋆), then m is even and λ is sectorequivalent to the canonical form λ C1 with the coloring sequence C 1 = (α, β,..., α, β). Proof. If λ doesn't possess the property (⋆), then it is easy to see that λ is unique up to Davis-Januszkiewicz equivalence and m is even. So Proposition 5.2(1) follows from this. By Lemma 5.1, an easy observation shows that Proposition 5.2(2) holds.
Next let us consider the case in which λ is 3-independent.
Proposition 5.3. If λ is 3-independent without the property (⋆), then m is even and λ is sector-equivalent to the canonical form λ C4 with the coloring sequence C 4 = (ᾱ, β, α, β, ..., α, β).
Proof. Without loss of generality assume that each element in the coloring sequence C of λ is in the set {α, β,ᾱ,β} and that both α andᾱ must appear in C. Since α andᾱ (or β andβ) can become neighbors, one has that m must be even.
Similarly to the argument of Lemma 5.1, by using the operations O 1 and O 22 , we may reduce λ to a coloring with the coloring sequence Next, we claim that by using the operation O 21 , we may remove all possible bars on β's in the sequence (5.3). In fact, if x r =β, then applying the operation O 21 on α, x r , α, we may remove the bar on x r . Generally, with no loss, one may assume that x j =β and x r = x l = β where l ∈ {1, ..., j − 1} if j ≤ r + 1 and j = r, and l ∈ {1, ..., r − 1, r + 1, ..., j − 1} if j > r + 1. Applying the operation O 21 onᾱ, x r , ..., α, x j =β, α, one may remove the bar on x j =β, but add the bar on x r and x l 's. Again applying the operation O 21 onᾱ,x r , ..., α,x l , ..., α,x j−1 , α, one may remove all bars onx r andx l 's. Thus, by carrying on this procedure, the above claim holds. This completes the proof. Proof. By Lemma 5.1, one may assume that γ(= γ orγ) appears only one time in the coloring sequence C of λ.
Case (I): m is odd.
If only one of both α andᾱ appears in C and the same thing also happens for both β andβ, then γ must beγ so C is just C 5 . Otherwise we can carry out our argument as in Proposition 5.3 on the subsequence in C of containing no γ, so that C is sector-equivalent to C 6 or C 7 .
Case (II): m is even. Consider two neighbors of γ, since m is even, such two neighbors must be the same letter. Up to Davis-Januszkiewicz equivalence, one may assume that they are {α, α} or {α,ᾱ}.
If two neighbors of γ are {α,ᾱ}, with no loss assume that C = (α, γ,ᾱ, x 4 , ..., x m ). Then we can carry out our argument as in Proposition 5.3 onᾱ, x 4 , ..., x m , so that C may be reduced to C ′ = (α, γ,ᾱ, β, α, β, ..., α, β). If γ = γ, then C ′ is just C 8 . If γ =γ, applying the operation O 22 on α,γ,ᾱ, one may further reduce C ′ to C 9 . Now suppose that two neighbors of γ are {α, α}. If C only contains α and β except for γ, then C is just C 10 . Otherwise, with no loss assume that C also containsᾱ. Up to Davis-Januszkiewicz equivalence, by using the linear transformation (e 1 , α, β) −→ (e 1 ,ᾱ, β) one may write C = (ᾱ, γ,ᾱ, x 4 , ..., x m ). Furthermore, Then we can carry out our argument as in Proposition 5.3 to reduce C to (ᾱ, γ,ᾱ, β, α, β, ..., α, β). If γ is not γ, applying the operation O 22 on α,γ,ᾱ, one may further reduce C ′ to C 8 .
Remark 5.
1. An easy observation shows that for a 3-independent trivial coloring λ with the property (⋆), if m = 3, then λ is just sector-equivalent to the following canonical form Lemma 5.7. Let λ be a nontrivial coloring on P 3 (m) with m > 3. Then
Nontrivial Prism Small Covers. Given a pair (P
Proof. First, n λ ≤ m/2 is obvious since any two faces in N λ are not adjacent. To show that m λ ≤ n λ , take one s i ∈ N 3 . Then λ(s i−1 ), λ(s i ), λ(s i+1 ) are linearly independent. Furthermore, the linear independence of {λ(s i−1 ), λ(s i ), λ(c)} and {λ(s i ), λ(s i+1 ), λ(c)} implies that λ(c) must be either λ(s i−1 )+λ(s i+1 ) or λ(s i−1 )+ λ(s i ) + λ(s i+1 ). This is also true for λ(f ). Now λ(c) = λ(f ) makes sure that λ(c) − λ(f ) = λ(s i ), so that s i ∈ N λ . Thus, M λ ⊆ N λ , i.e., m λ ≤ n λ . Moreover, if n λ = 0 then m λ = 0, so that the coloring sequence of λ is 2-independent. However, n λ = 0 means that one has only two choices of colors. This forces m to be even.
With no loss, assume that m λ > 0 (since 0 is even). For each i, let V i denote the subspace spanned by λ(s i ) and λ(s i+1 ). Obviously, if s i ∈ M λ then V i = V i−1 , and
and λ(f ), λ 0 must be in V i = V i−1 . This proves the claim. Furthermore, for any i, V i must be either Span{λ 0 , α} or Span{λ 0 , λ(c) + α}, where α is a nonzero element such that α, λ(c) and λ(f ) are linearly independent. Now we clearly see that there is a switch of choosing either Span{λ 0 , α} or Span{λ 0 , λ(c) + α} exactly when we pass s i ∈ M λ . But the total number of switches must be even. So m λ is even.
2. An easy observation shows that if m = 3, then there is a possibility that m λ = 3 but still n λ = 1 < 3/2. This is exactly an exception only for m λ in the case m = 3.
Throughout the following, assume that m > 3.
Applying sectors S(2 1 ), S(3 1 ), S(4) and S(5) to the nontrivial coloring λ gives the following four fundamental operations on its coloring sequence: O 21 Take s k , s l ∈ N λ with k < l, by using S(2 1 ), we may do a linear transformation (λ(c), 
, we use S(4) to reflect the coloring sequence of s k , s k+1 , ..., s l and then to do a linear transformation (λ 0 , λ(s k ), λ(s l )) → (λ 0 , λ(s l ), λ(s k )) to change the reflected coloring sequence. O 5 Take s k , s l (k < l) with λ(s k ) − λ(s l ) = λ 0 , we use S(4) to reflect the coloring sequence of s k , s k+1 , ..., s l and then to do a linear transformation (λ(c), λ(s k ), λ(s l )) → (λ(c), λ(s l ), λ(s k )) to change the reflected coloring sequence.
It is easy to check the following Without loss of generality, throughout the following one assumes that λ(c) = e 1 , λ(f ) = e 1 + e 2 , so that λ 0 = e 2 , where {e 1 , e 2 , e 3 } is a basis of Z 3 2 .
Proposition 5.9. For m > 3, each nontrivial coloring λ is sector-equivalent to the following canonical form λ C * with the coloring sequence (5.4) C * = (e 2 , x 1 , e 2 , ..., e 2 , x m λ , e 2 , y 1 , ..., e 2 , y n λ −m λ , z 1 , ..., z m−2n λ ) where x i = e 1 + e 3 if i is odd e 3 if i is even and for all 1 ≤ i ≤ n λ − m λ , y i = e 3 and
Proof. If n λ ≤ 1 then clearly the coloring λ can be reduced to a coloring with the coloring sequence      (e 2 , e 3 , e 2 + e 3 , e 3 , ..., e 2 + e 3 , e 3 ) if n λ = 1 and m is even (e 2 , e 3 , e 2 + e 3 , e 3 , ..., e 2 + e 3 , e 3 , e 2 + e 3 ) if n λ = 1 and m is odd (e 2 + e 3 , e 3 , ..., e 2 + e 3 , e 3 ).
if n λ = 0
If n λ ≥ 2, we may choose two s k and s l in N λ with k < l. Consider the coloring sub-sequence (5.5) (λ(s k ) =)e 2 , r 1 , ..., r l−2 , e 2 (= λ(s l )), r l−1 of s k , ..., s l , s l+1 , it is easy to see that r 1 − r l−1 ∈ Span{e 1 , e 2 }. Then when when r 1 − r l−1 = 0 (resp. e 1 or e 1 + e 2 , e 2 ), we may do the operation O 31 (resp. O 4 or O 5 ) on r 1 , ..., r l−2 , e 2 , r l−1 from s k+1 to s l+1 , and change (5.5) into e 2 , r l−1 , e 2 , r ′ l−2 , ..., r ′ 2 , r 1 . With this understood, assume that N λ = {s 1 , s 3 ,..., s 2n λ −1 }, so we may write the coloring sequence of λ as follows: C = (e 2 , α 1 , ..., e 2 , α n λ , β 1 , ..., β m−2n λ ) with α n λ , β i ∈ {e 2 + e 3 , e 3 }. By doing the operationŌ 21 on α n λ , β 1 , ..., β m−2n λ , we may reduce C to C ′ = (e 2 , α 1 , ..., α n λ −1 , e 2 , e 3 , z 1 , ..., z m−2n λ ) such that z i is e 2 + e 3 if i is odd, and e 3 if i is even. Then we may further use the operation O 4 to reduce C ′ to C ′′ with M λ = {s 1 , ..., s 2m λ −1 } and without changing the part C ′ − {e 2 , α 1 , ..., α n λ −1 , e 2 }. Finally, by using the operationŌ 21 , we may reduce C ′′ to C * as desired.
Together with Theorem 3.3, Lemmas 5.7-5.8 and Proposition 5.9, it easily follows that Corollary 5.10. Let λ 1 , λ 2 be two nontrivial colorings on P 3 (m) with m > 3. If (m λ1 , n λ1 ) = (m λ2 , n λ2 ), then M (λ 1 ) and M (λ 2 ) are homeomorphic.
Corollary 5.11. For m > 3, let (k, l) be a pair such that (1) l ≤ k ≤ m/2 and if 2 ∤ m then k > 0; and (2) l is even. Then there is a nontrivial coloring λ on P 3 (m) with (n λ , m λ ) = (k, l).
As a consequence of Proposition 2.5 and Proposition 5.9, one also has Corollary 5.12. Let λ be a nontrivial coloring on P 3 (m) with m > 3. Then M (λ) is orientable if n λ = 0, and non-orientable if n λ > 0.
Mod 2 cohomology rings and two invariants
Given a pair (P 3 (m), λ) in Λ(P 3 (m)), one knows that the mod 2 cohomology ring of M (λ) is
where I is the ideal generated by cf and s i s j with s i ∩ s j = ∅, and J λ is the ideal generated by three linear relations (determined by the 3 × (m + 2) matrix (λ(c), λ(f ), λ(s 1 ), ..., λ(s m ))).
Two invariants ∆(λ) and B(λ). Now let us introduce two invariants in
Clearly, they are all vector spaces over Z 2 , and
Define a bilinear map
Then we obtain an integer vector
called the bilinear vector. It is not difficult to see that B(λ) is an invariant of the cohomology ring H * (M (λ); Z 2 ).
It should be pointed out that we shall only calculate b 1 (λ) and b 2 (λ) in B(λ) because basically this will be sufficient enough to reach our purpose. ByB(λ) we denote (b 1 (λ), b 2 (λ)). We also use the convention that b 2 (λ) = 0 if ∆(λ) = 1. 6.2. Calculation of ∆(λ). First we shall deal with the case in which λ is nontrivial.
Proof. By Proposition 5.9, each λ is sector-equivalent to the canonical form λ C * with the coloring sequence C * and without changing m λ and n λ , so it suffices to consider the λ C * .
If n λ > 0 and m λ = 0, we can obtain from (5.4) that λ C * determines the following three linear relations in
So we may choose B 1 = {f, s 2 , s 3 , ..., s m−1 } as a basis of H 1 (M (λ C * ); Z 2 ). Since cf = 0 and s i s j = 0 with s i ∩ s j = ∅ in H * (M (λ C * ); Z 2 ), one can easily obtain from (6.1) and (6.3) that B 2 = {f, s 2 , s 4 , ..., s 2n λ −2 } ⊂ H 
If m λ > 0, then λ C * determines the following three linear relations
In this case, we choose B 4 = {s 1 , s 2 , ..., s m−1 } as a basis of H 1 (M (λ C * ); Z 2 ). Then one sees that B 5 = {s 2 , s 4 , ..., s 2n λ −2 } ⊂ H 1 λC * . Furthermore, we choose B 6 = {s If n λ = 0, in a similar way as above, it is easy to see that we may choose B 7 = {f, s 3 , ..., s m } as a basis of H 1 (M (λ C * ); Z 2 ) and B 8 = {f } forms a basis of H 1 λC * . Thus, ∆(λ) = 1.
Next we consider the case in which λ is trivial.
Lemma 6.2. Let λ be trivial. Then Proof. The argument is similar to that of Lemma 6.1, and is not quite difficult. Here we only list the three linear relations and the bases of H i (M (λ); Z 2 )(i = 1, 2) and H λ m Three linear relations by determined by Remark 6.1. Although it is not mentioned in this paper, the authors have calculated the first Betti number under Z-coefficients of all small covers over prisms and discovered that the number is always equal to ∆(λ) in the Z 2 -cohomology ring. One can check that this is also true for all closed surfaces (i.e., 2-dimensional small covers). It should be reasonable to conjecture that this is true for all small covers.
Proposition 6.3. Let λ 1 and λ 2 be two colorings in Λ(P 3 (m)) such that λ 1 is trivial but λ 2 is nontrivial. If m > 6, then both M (λ 1 ) and M (λ 1 ) cannot be homeomorphic.
Proof. Suppose that M (λ 1 ) and M (λ 1 ) are homeomorphic. Then their cohomologies are isomorphic, so ∆(λ 1 ) = ∆(λ 2 ). However, by Lemmas 6.1 and 6.2, one has that ∆(λ 1 ) ≥ m − 3 and ∆(λ 2 ) ≤ m/2. Furthermore, if m > 6, then
Remark 6.2. We see from the proof of Proposition 6.3 that ∆(λ 1 ) and ∆(λ 2 ) can coincide only if m ≤ 6. For m = 5, 6, all possible cases that ∆(λ 1 ) = ∆(λ 2 ) happens are stated as follows: when (n λC * , m λC * ) = (m − 3, 0), one has that ∆(λ C * ) = ∆(λ Ci ), i = 5, 6, 7, 8, 9, 10 . For m = 3, 4, we know from [LY] and [M3] that up to homeomorphism, there are only two small covers over P 3 (3): RP 3 and S 1 × RP 2 , and there are only four small covers over P 3 (4): (S 1 ) 3 , S 1 × K, a twist (S 1 ) 2 -bundle over S 1 and a twist K-bundle over S 1 , where K is a Klein bottle. In particular, the cohomological rigidity holds in this case. 
First let us look at the case in which λ is nontrivial.
Lemma 6.4. Let λ be nontrivial. Then
Proof. By Proposition 5.9, one may assume that λ = λ C * . Then our argument proceeds as follows.
(1) If n λ > 0 and m λ = 0, then Lemma 6.1 we may take B ′ = B 1 and B ′′ = B 2 . Thus one has that A 0 is equal to 2 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 4 Let {θ i i = 1, ..., n λ } be the dual basis of {x 1 , ...,
, one may write θ = i∈S θ i where S ⊂ {1, ..., n λ }. Obviously, if n λ = 1 then b 1 (λ) = 1 and b 2 (λ) = 0. If n λ ≥ 2, it is easy to see that b 1 (λ) = 0 since rankθ(A) cannot be 1 whenever S is empty or nonempty. If n λ = 2, then rankθ(A) = 2 only when S = {1}, {2}, {1, 2}, so b 2 (λ) = 3. If n λ > 2, by direct calculations, one has that only when S = {i}(i = 2) or {1, 2}, rankθ(A) = 2, so b 2 (λ) = n λ .
(2) If n λ > 0, then Lemma 6.1 we may take B ′ = B 4 and B ′′ = B 5 . Moreover, we see that in A 0 , only corresponding rows of s 1 , s 3 , ..., s 2n λ −1 are nonzero, so we may delete the other rows from A 0 to obtain A so that for each θ ∈ Hom(K λ /(K λ ∩ H 2 λ ), Z 2 ), rank(θ(A 0 )) = rank(θ(A)). Now we can write down A after simple calculations: 
. Then one may write θ = i∈S θ i where S ⊂ {1, ..., n λ −1}. Now i ∈ S implies that the (i + 1)-th row of θ(A) is nonzero. In order that rank(θ(A)) = 1, one must have ♯(S) = 1 since S cannot be empty. If n λ = 2 then m λ = 2, H 
(3) If n λ = 0, then Lemma 6.1 we may take B ′ = B 4 and B ′′ = B 5 , so
However, a direct calculation shows that for each i, Proof. It suffices to show that if H * (M (λ 1 ); Z 2 ) and H * (M (λ 2 ); Z 2 ) are isomorphic, then M (λ 1 ) and M (λ 2 ) are homeomorphic. Now suppose that H * (M (λ 1 ); Z 2 ) ∼ = H * (M (λ 2 ); Z 2 ). Then one has thatB(λ 1 ) =B(λ 2 ). We claim that (m λ1 , n λ1 ) = (m λ2 , n λ2 ). If not, then by Lemma 6.4, the possible case in which this happens is B(λ 1 ) =B(λ 2 ) = (1, 0). Without loss of generality, assume that (m λ1 , n λ1 ) = (1, 0) and (m λ2 , n λ2 ) = (2, 2). Then by Lemma 6.1, one has ∆(λ 1 ) = ∆(λ 2 ) = 1, so H 1 λ1 and H 1 λ2 contains only a nonzero element. Let z Now since m > 4, one has that rankΦ 1 = m − 2 > 2 ≥ rankΦ 2 , but this is impossible. Thus, one must have (m λ1 , n λ1 ) = (m λ2 , n λ2 ). Moreover, the theorem follows from Corollary 5.10. 
Next let us look at the case in which λ is trivial. By Lemma 6.2 we divide our argument into two cases: (I) ∆(λ) is odd; (II) ∆(λ) is even.
Lemma 6.8. Let λ be trivial such that ∆(λ) is odd. Then
Proof. If λ ≈ λ C1 , using Lemma 6.2 and by direct calculations, one has that s 1 s 2 = s 2 s 3 = · · · = s m−1 s m = s m s 1 , so A 0 may be written as follows: As in the proof of cases λ ≈ λ C8 or λ C9 , we see that {s Remark 6.3. We see that for λ C5 and λ C7 , ∆(λ C5 ) = ∆(λ C7 ) andB(λ C5 ) =B(λ C7 ). However, we can still distinguish them by using the first Stiefel-Whitney class. Let w 1 (λ) ∈ H 1 (M (λ); Z 2 ) denote the first Stiefel-Whitney class. It is well-known that w 1 (λ) = 0 if and only if M (λ) is orientable. Then, by Corollary 5.6 one knows that if λ ≈ λ C5 , then w 1 (λ C5 ) = 0; but if λ ≈ λ C7 , w 1 (λ C7 ) = 0. This also happens for λ C8 and λ C10 . But we can use the number dim K λ ∩ H 2 λ to distinguish them. Actually, by Lemma 6.8, if λ ≈ λ C8 , dim K λ ∩ H Proof. This follows immediately from Lemmas 6.2, 6.8-6.9 and Remark 6.3.
As a consequence of Collorary 5.5 and Theorem 6.10, one has Furthermore, Theorem 1.2 follows immediately from Theorem 1.1, Corollaries 6.7, 6.11 and Remark 6.2.
Finally, let us return to the invariants ∆(λ) and B(λ) again. We see that generally these invariants can always be defined for any small cover over a simple convex polytop P n . We would like to pose the following problems: • Under what condition can ∆(λ) and B(λ) become the combinatorial invariants? • If ∆(λ) and B(λ) are the combinatorial invariants, then how can one calculate them in terms of polytopes P n ?
