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SYMMETRICALLY SEPARATED SEQUENCES
IN THE UNIT SPHERE OF A BANACH SPACE
PETR HA´JEK, TOMASZ KANIA, AND TOMMASO RUSSO
In memoriam: Joe Diestel (1943–2017)
Abstract. We prove the symmetric version of Kottman’s theorem, that is to say, we
demonstrate that the unit sphere of an infinite-dimensional Banach space contains an in-
finite subset A with the property that ‖x± y‖ > 1 for distinct elements x, y ∈ A, thereby
answering a question of J. M. F. Castillo. In the case where X contains an infinite-
dimensional separable dual space or an unconditional basic sequence, the set A may be
chosen in a way that ‖x ± y‖ > 1 + ε for some ε > 0 and distinct x, y ∈ A. Under
additional structural properties of X , such as non-trivial cotype, we obtain quantitative
estimates for the said ε. Certain renorming results are also presented.
1. Introduction
Kottman’s theorem [29], asserting that the unit sphere of an infinite-dimensional normed
space contains a sequence of points whose mutual distances are strictly greater than one,
sparked a new insight on the non-compactness of the unit ball in infinite dimensions.
Elton and Odell [17] employed methods of infinite Ramsey theory to improve Kottman’s
theorem significantly by showing that the unit sphere of an infinite-dimensional normed
space contains a sequence (xn)
∞
n=1 such that ‖xn − xk‖ > 1 + ε (k, n ∈ N, k 6= n) for some
ε > 0. Even though the proof of Kottman’s theorem has been greatly simplified over time
([14, pp. 7–8]), it was only recently when a new (still Ramsey-theoretic though) proof of
the Elton–Odell theorem was obtained ([20]).
It is perhaps no surprise that the ε appearing in the statement of the Elton–Odell
theorem is intimately related to the geometry of the underlying space. Indeed, in the case
of the space ℓp (1 6 p < ∞) it cannot be greater than the attained bound 21/p − 1 (see,
e.g., [3, p. 31]). Thus, studying geometric or structural properties of the space will often
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help in identifying possible lower bounds for separation constants of sequences in the unit
sphere of the space. For example, Kryczka and Prus proved the quite remarkable result
saying that in the unit sphere of a non-reflexive Banach space one may find a 5
√
4-separated
sequence ([30]). Further quantitative estimates of the said lower bound expressed in terms
of various moduli of convexity and related results may be found in [10, 13, 34, 37, 40].
The main objective of the paper is to revisit and investigate the above-mentioned results
in the setting of symmetric separation: let us say that a subset A of a normed space is
symmetrically (δ+)-separated (respectively, symmetrically δ-separated) when ‖x ± y‖ > δ
(respectively, ‖x±y‖ > δ) for any distinct elements x, y ∈ A (δ > 0). J. M. F. Castillo and
P. L. Papini asked whether there is a symmetric version of the Elton–Odell theorem ([11,
Problem 1]), however according to Castillo ([9]) prior to this research, it has not been known
whether the unit sphere of an infinite-dimensional Banach space contains a symmetrically
(1+)-separated sequence.
Castillo and Papini proved that the answer is affirmative for uniformly non-square spaces
and for L∞-spaces (consult [11] for more details). Also, although not stated explicitly,
it follows from the proof of the main result of [13] that the answer is affirmative for
asymptotically uniformly convex spaces in which case the lower bound for the symmetric
separation constant is expressed in terms of the so-called modulus of asymptotic uniform
convexity. Certainly the unit spheres of both ℓ1 and c0 contain symmetrically 2-separated
sequences (in the former case plainly the standard vector basis is an example of such
sequence, in the latter case one may take xn = −en+1 +
∑n
k=1 ek (n ∈ N), where (en)∞n=1
denotes the unit vector basis of c0). Consequently, if X contains an isomorphic copy of
either space, by the James distortion theorem, for every ε ∈ (0, 1) the unit sphere of X
contains a symmetrically (1 + ε)-separated subset. (For more details see Lemma 2.2.)
Our first main result is an extension of Kottman’s theorem to symmetrically separated
sequences. (The proofs of the results presented in the Introduction are postponed to
subsequent sections, where the necessary terminology is also explained.)
Theorem A (Symmetric version of Kottman’s theorem). Let X be an infinite-dimensional
Banach space. Then the unit sphere of X contains a symmetrically (1+)-separated se-
quence.
Subsequently, we identify classes of Banach spaces for which a symmetric version of the
Elton–Odell theorem holds true. We prove that spaces containing boundedly complete
basic sequences satisfy a symmetric version of the Elton–Odell theorem; this theorem will
be the main ingredient of Theorem B in this paper.
Theorem 1.1. Let X be a Banach space that contains a boundedly complete basic sequence.
Then for some ε > 0, the unit sphere of X contains a symmetrically (1 + ε)-separated
sequence.
In a reflexive Banach space, every basic sequence is boundedly complete ([26, Theorem 1];
see also [1, Theorem 3.2.13]), hence we arrive at the following corollary.
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Corollary 1.2. Let X be an infinite-dimensional reflexive Banach space. Then for some
ε > 0 the unit sphere of X contains a symmetrically (1 + ε)-separated sequence.
The above observation may be extended to more general spaces, as Johnson and Rosen-
thal proved that if X is isomorphic to an infinite-dimensional subspace of a separable dual
space, then it contains a boundedly complete basic sequence ([27, Theorem IV.1.(ii)]).
Notably, spaces with the Radon–Nikodym property, or more generally, spaces with the so-
called point-of-continuity property (in short, PCP) contain separable dual spaces; consult
[22, Corollary II.1] for the exact definition, the proof and the relation to the Radon–
Nikodym property. We may record then the following corollary to Theorem 1.1.
Corollary 1.3. Suppose that X contains a subspace isomorphic to a subspace of a separable
dual space. Then for some ε > 0 the unit sphere of X contains a symmetrically (1 + ε)-
separated sequence.
Consequently, the assertion holds true in the case where X has the Radon–Nikodym
property (or more generally, PCP).
For (a space isomorphic to) a Banach lattice X we have the following three, not neces-
sarily exclusive, possibilities: X is reflexive, X contains a subspace isomorphic to c0 or X
contains a subspace isomorphic to ℓ1 (cf. [32, Theorem 1.c.5]). By Theorem 1.1 and our
considerations from the fourth paragraph we thus obtain the following result.
Theorem B. Suppose that X is a Banach space that contains an infinite-dimensional
subspace isomorphic to a Banach lattice (for example, a space with an unconditional basis).
Then for some ε > 0 the unit sphere of X contains a symmetrically (1 + ε)-separated
sequence.
An infinite-dimensional Banach space is hereditarily indecomposable when it does not
contain any closed subspace Y that may be decomposed as the direct sum Y =W ⊕ Z of
two closed, infinite-dimensional subspacesW,Z. Gowers’ Dichotomy Theorem ([24]) asserts
that an infinite-dimensional Banach space contains an infinite-dimensional subspace with
an unconditional basis or a hereditarily indecomposable subspace. Certainly, hereditarily
indecomposable spaces do not contain unconditional basic sequences.
Even though the original example of a hereditarily indecomposable space was reflex-
ive, there exist hereditarily indecomposable spaces without reflexive subspaces; the first
example is due to Gowers [23]. However, Gowers’ space admits an equivalent uniformly
Kadets–Klee norm ([15, Corollary 10]), so it has PCP since it does not contain ℓ1 ([15,
Proposition 2]). Consequently, Corollary 1.3 applies to any renorming of Gowers’ space.
More recently, Argyros and Motakis ([2]) constructed a L∞-space XAM without reflexive
subspaces whose dual is isomorphic to ℓ1. In particular, XAM is an Asplund space con-
taining weakly Cauchy sequences that do not converge weakly, so the unit ball of XAM is
not completely metrisable in the relative weak topology. By [16, Theorem A], XAM fails
PCP; the same reasoning applies to any closed subspace of XAM. (We are indebted to
Pavlos Motakis for having explained this to us.) Nevertheless, XAM being a L∞-space, by
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a result of Castillo and Papini, contains a symmetrically (1 + ε)-separated sequence in the
unit sphere for some ε > 0.
We then turn our attention to classes of spaces where a lower bound for the ε appearing
in the statement of Theorem B may be computed explicitly. To wit, we prove the following
theorem.
Theorem C. Let X be an infinite-dimensional Banach space. Suppose that either
(i) X contains a normalised basic sequence satisfying a lower q-estimate for some q <∞,
or
(ii) X has finite cotype q.
Then for every ε > 0 the unit sphere of X contains a symmetrically (21/q − ε)-separated
sequence.
2. Preliminaries
Normed spaces studied in this paper are either real or complex and the results are valid
in both cases. Let X be a normed space. We denote by BX and SX , respectively the unit
ball of X and and the unit sphere of X .
2.1. Two elementary lemmata. This short section is devoted to a very simple result
that we require for the justification of the observation made in the introduction asserting
that if X contains an isomorphic copy of either c0 or ℓ1, then for every ε ∈ (0, 1) the unit
sphere of X contains a symmetrically (2− ε)-separated subset.
We shall make use of the following well-known inequality; its proof can be found for
instance [28, Lemma 2.2] or (in a slightly weaker formulation) in [35, Lemma 6]. On the
other hand, the present formulation or similar estimates can surely be found in older papers
scattered throughout the literature. Let us just mention [33, Lemma 3.1], where a very
similar statement (actually, under slightly more general assumptions) can be found.
Lemma 2.1. Let X be a normed space. Suppose that x, y are non-zero vectors in the unit
ball of X. If ‖x− y‖ > 1, then ∥∥∥∥ x‖x‖ − y‖y‖
∥∥∥∥ > ‖x− y‖.
It follows in particular that, if
∥∥∥ x‖x‖ − y‖y‖∥∥∥ 6 1, then ‖x − y‖ 6 1 too. Moreover, the
lemma assures that in order to find a (symmetrically) (1+)-separated sequence of unit
vectors it is in fact sufficient to find such a sequence in the unit ball, with no need to insist
that all vectors are normalised (and the analogous assertion for (1 + ε)-separation).
Lemma 2.2. Let (X, ‖·‖X) and (Y, ‖·‖Y ) be normed spaces and let A ⊆ SX be a (symmet-
rically) (1+ ε)-separated set (ε > 0). Suppose that T : X → Y is an isomorphic embedding
such that ‖T‖ · ‖T−1‖ 6 1 + δ (δ > 0). If δ 6 ε
2+ε
, then the set
A˜ :=
{
Tx
‖Tx‖Y : x ∈ A
}
⊆ SY
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is (symmetrically) (1 + ε/2)-separated.
Proof. Up to a scaling, we may assume without the loss of generality that for all x ∈ X
we have ‖x‖X 6 ‖Tx‖Y 6 (1 + δ)‖x‖X . Consequently, (1 + δ)−1 · Tx ∈ BY for x ∈ A.
Moreover, for distinct x, y ∈ A we have∥∥∥∥ Tx1 + δ − Ty1 + δ
∥∥∥∥
Y
>
1
1 + δ
· ‖x− y‖X > 1 + ε
1 + δ
> 1.
Thus Lemma 2.1 applied to the vectors (1 + δ)−1Tx and (1 + δ)−1Ty gives∥∥∥∥ Tx‖Tx‖Y −
Ty
‖Ty‖Y
∥∥∥∥
Y
>
∥∥∥∥ Tx1 + δ − Ty1 + δ
∥∥∥∥
Y
>
1 + ε
1 + δ
> 1 + ε/2,
as δ 6 ε
2+ε
. The symmetric assertion is proved in the same way. 
Let us mention that in the above proof we made use of Lemma 2.1 in order to obtain
a slightly better choice for δ. If we only used the triangle inequality, we would have needed
the condition δ 6 ε
4
.
2.2. Boundedly complete basic sequences. Here we collect a few remarks on bound-
edly complete basic sequences, that we shall use in the proof of Theorem 1.1; for convenience
of the reader, we start recalling the relevant definitions.
A basic sequence (ej)
∞
j=1 in a Banach spaceX is boundedly complete if the series
∑∞
j=1 a
jej
converges in X for every choice of the scalars (aj)∞j=1 such that
sup
k∈N
∥∥∥∥∥
k∑
j=1
ajej
∥∥∥∥∥ <∞.
It is very simple to verify that if (ej)
∞
j=1 is a boundedly complete basic sequence, then so
is every block basic sequence of (ej)
∞
j=1.
We shall require a small refinement of the classical Mazur technique of constructing
basic sequences (see, e.g., [18, Theorem 4.19] or [1, Corollary 1.5.3]). In particular, we
shall exploit along the way the following lemma due to Mazur (the formulation given here
can be found, e.g., in [25, Lemma 4.66]).
Lemma 2.3. Let E be a finite-dimensional subspace of a Banach space X and ε > 0.
Then there exists a finite-codimensional subspace F of X such that for every x ∈ E and
v ∈ F
‖x‖ 6 (1 + ε)‖x+ v‖.
Lemma 2.4. Let X be an infinite-dimensional Banach space and let (ej)
∞
j=1 be a basic
sequence in X. Suppose that (εj)
∞
j=1 is a sequence of positive real numbers that converges
to 0. Then there exists a block basic sequence (xj)
∞
j=1 of (ej)
∞
j=1, such that
‖Pj‖ 6 1 + εj (j ∈ N),
where Pj : span{xj}∞j=1 → span{xj}∞j=1 denotes the jth canonical projection associated to
the basic sequence (xj)
∞
j=1.
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In particular, if (ej)
∞
j=1 is boundedly complete, then so is (xj)
∞
j=1.
Proof. Fix a sequence δj ց 0 such that
∏∞
j=n(1 + δj) 6 1 + εn for every n. We start
choosing a unit vector x1 ∈ span{ej}∞j=1. We then find a finite-codimensional subspace F1
of X , obtained applying Mazur’s lemma to span{x1} and δ1. For n1 sufficiently large, we
have x1 ∈ span{ej}n1−1j=1 ; since F1 is finite-codimensional, we can choose a unit vector x2 in
F1 ∩ span{ej}∞j=n1. By Mazur’s lemma, for all scalars α1, α2 such x2 satisfies
‖α1x1‖ 6 (1 + δ1)‖α1x1 + α2x2‖.
We proceed analogously by induction: assume that we have already found a finite block
sequence (xj)
n
j=1 of (ej)
∞
j=1 such that∥∥∥∥∥
k∑
j=1
αjxj
∥∥∥∥∥ 6 (1 + δk)
∥∥∥∥∥
k+1∑
j=1
αjxj
∥∥∥∥∥
for every k = 1, . . . , n−1 and scalars α1, . . . , αn. Let Fn be a finite-codimensional subspace
of X as in the conclusion of Mazur’s lemma, applied to span{x1, . . . , xn} and δn. Moreover
let N ∈ N be so large that x1, . . . , xn ∈ span{ej}N−1j=1 . We can then choose a unit vector
xn+1 in Fn ∩ span{ej}∞j=N and such a choice ensures us that
(2.1)
∥∥∥∥∥
n∑
j=1
αjxj
∥∥∥∥∥ 6 (1 + δn)
∥∥∥∥∥
n+1∑
j=1
αjxj
∥∥∥∥∥
for every choice of the scalars α1, . . . , αn+1. This concludes the inductive procedure.
From (2.1) it is clear that for every n, k ∈ N∥∥∥∥∥
n∑
j=1
αjxj
∥∥∥∥∥ 6
∞∏
j=n
(1 + δj)
∥∥∥∥∥
n+k∑
j=1
αjxj
∥∥∥∥∥ 6 (1 + εn)
∥∥∥∥∥
n+k∑
j=1
αjxj
∥∥∥∥∥ ,
hence ‖Pn‖ 6 1 + εn. It is also clear from the construction that (xj)∞j=1 is a block basic
sequence of (ej)
∞
j=1. Finally, the last assertion of the lemma follows from the comments
preceding its proof. 
3. Proof of Theorem A
Proof of Theorem A. Let X be an infinite-dimensional Banach space. We consider the
following property of an infinite-dimensional subspace X˜ of X : X˜ has property (2) if
there exist a unit vector x ∈ SX˜ and an infinite-dimensional subspace Y of X˜ such that
‖x+ y‖ > 1 for every unit vector y ∈ SY . In symbols,
X˜ has (2) if: ∃x ∈ SX˜ , ∃Y ⊆ X˜ infinite-dimensional subspace: ∀y ∈ SY ‖x+ y‖ > 1.
Then we have the following dichotomy: either every infinite-dimensional subspace of X
has (2) or some infinite-dimensional subspace has (¬2).
The proof of the result in the first alternative of the dichotomy is very simple: in fact,
the assumption that X has (2) yields a unit vector x1 ∈ X and an infinite-dimensional
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subspace X1 of X such that ‖x1 + y‖ > 1 for every y ∈ SX1 . Since X1 has (2) too,
we can find a unit vector x2 in X1 and an infinite-dimensional subspace X2 of X1 such
that ‖x2 + y‖ > 1 for every y ∈ SX2 . We proceed by induction in the obvious way and
we find a sequence (xn)
∞
n=1 of unit vectors in X and a decreasing sequence (Xn)
∞
n=1 of
infinite-dimensional subspaces of X such that, for every n ∈ N
(i) xn+1 ∈ Xn and
(ii) ‖xn + y‖ > 1 for every y ∈ SXn .
The sequence (xn)
∞
n=1 ⊆ SX is then the desired symmetrically (1+)-separated sequence
since for 1 6 k < n we have ±xn ∈ Xn−1 ⊆ Xk; hence ‖xk ± xn‖ > 1.
In the second alternative, there exists an infinite-dimensional subspace X˜ of X with
property (¬2); since we shall construct the desired sequence in the subspace X˜ , we can
assume without loss of generality that X˜ = X . We first note that the assumption X to
admit property (¬2) is equivalent to the formally stronger property
(4) ∀x ∈ BX , ∀Y ⊆ X infinite-dimensional subspace ∃y ∈ SY : ‖x+ y‖ 6 1.
In fact, for x ∈ SX , (4) is exactly the negation of (2), while for x = 0 it is trivially true.
Given a non-zero x ∈ BX and an infinite-dimensional subspace Y of X , (¬2) provides us
with a vector y ∈ SY with
∥∥∥ x‖x‖ + y∥∥∥ 6 1; consequently ‖x+ y‖ 6 1, by Lemma 2.1.
We finally prove the result under the additional assumption that X has property (4).
Fix a decreasing sequence (δn)
∞
n=1 of positive reals with
∑∞
n=1 δn 6 1/4, say δn = 2
−(n+2).
Also, choose any z ∈ X with ‖z‖ = 3/4 and find a norming functional ψ ∈ SX∗ for z.
We now construct by induction two sequences (yn)
∞
n=1 in SX and (ϕn)
∞
n=1 in SX∗ such
that:
(i) 〈ϕn, yn〉 = 1 (n ∈ N);
(ii) y1 ∈ kerψ and yn+1 ∈ kerψ ∩
⋂n
i=1 kerϕi (n ∈ N);
(iii) ‖z + y1‖ 6 1 and ‖z − δ1y1 − . . .− δnyn + yn+1‖ 6 1 (n ∈ N).
In fact, by (4), there exists a unit vector y1 ∈ kerψ such that ‖z + y1‖ 6 1; we also
find a norming functional ϕ1 for y1. Assume that we have already found y1, . . . , yn and
ϕ1, . . . , ϕn for some n > 1. Of course, the triangle inequality and our choice of (δn)
∞
n=1
imply
‖z − δ1y1 − . . .− δnyn‖ 6 1,
thus (4) ensures us of the existence of a unit vector yn+1 in kerψ ∩
⋂n
i=1 kerϕi such that
‖z − δ1y1 − . . .− δnyn + yn+1‖ 6 1.
To complete the induction step it is then sufficient to take a norming functional ϕn+1 for
yn+1.
We now define x1 := z + y1 and xn+1 := z − δ1y1 − . . .− δnyn + yn+1 (n ∈ N). Fix two
natural numbers k < n. By the very construction, each yi lies in kerψ, so we have
‖xn + xk‖ > 〈ψ, xn + xk〉 = 〈ψ, 2z〉 = 2‖z‖ > 1.
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Moreover, yi ∈ kerϕk for every i > k, whence
‖xk−xn‖ > 〈ϕk, xk−xn〉 = 〈ϕk, yk+δkyk+. . .+δn−1yn−1−yn〉 = 〈ϕk, (1+δk)yk〉 = 1+δk > 1.
Consequently, (xn)
∞
n=1 is a symmetrically (1+)-separated sequence and the vectors xn are
contained in BX , due to (iii). It thus follows from Lemma 2.1 that the unit sphere of X
contains a symmetrically (1+)-separated sequence. 
4. Symmetric (1 + ε)-separation
4.1. Proof of Theorem 1.1. We are ready to enter the proof of the theorem and we start
introducing a bit of terminology. Given a basic sequence (ej)
∞
j=1, by a block we mean a
vector in span{ej}∞j=1, and we also say that a block is a finitely supported vector. A unit
block is of course a block which is also a norm one vector. Two blocks b1, b2 are consecutive
if b1 ∈ span{ej}Nj=1 and b2 ∈ span{ej}∞j=N+1; in this case we write b1 < b2. We also write
N < b, where N ∈ N, if b ∈ span{ej}∞j=N+1, namely ‘the support of b begins after N ’
(and analogously for N 6 b, b < N or b 6 N). An extension of a finite set of blocks
b1 < b2 < · · · < bn is the choice of a block b with bn < b.
Proof of Theorem 1.1. Fix a boundedly complete basic sequence (ej)
∞
j=1 in X and a de-
creasing sequence (εj)
∞
j=1 of numbers in the interval (0, 1) with
∑∞
j=1 εj < ∞. According
to Lemma 2.4 we can assume that the canonical projections (Pj)
∞
j=1 associated to (ej)
∞
j=1
satisfy ‖Pj‖ 6 1 + εj. We are going to construct the desired symmetrically separated
sequence as a block basic sequence of (ej)
∞
j=1, so we can safely assume without loss of gen-
erality that X = span{ej}∞j=1. In other words, our actual assumptions are that X admits a
boundedly complete Schauder basis (ej)
∞
j=1, whose associated canonical projections satisfy
‖Pj‖ 6 1 + εj.
We now begin with the construction. Either every symmetrically (1 + ε1)-separated
finite family of unit blocks b1 < b2 < · · · < bn admits a symmetrically (1 + ε1)-separated
extension b1 < b2 < · · · < bn < b, with b a unit block, or there exists a symmetrically
(1 + ε1)-separated finite family of unit blocks b1 < b2 < · · · < bn that admits no such
extension. In the first case we start with a family with cardinality 1 and we can easily
produce by induction a symmetrically (1+ε1)-separated sequence b1 < b2 < · · · < bn < . . .
consisting of unit blocks. In this case the proof is complete. Alternatively, we have found
a finite family of unit blocks B1 := (b(1)i )N1i=1 which is symmetrically (1 + ε1)-separated and
admits no extension with the same property. In other words, the family B1 satisfies:
b
(1)
1 < b
(1)
2 < · · · < b(1)N1 , ‖b
(1)
i ‖ = 1, ‖b(1)i ± b(1)j ‖ > 1 + ε1 (i, j ∈ {1, . . . , N1}, i 6= j)
and for every unit block b > b
(1)
N1
there are i = 1, . . . , N1 and σ = ±1 with ‖σb(1)i +b‖ < 1+ε1.
We next repeat the same alternative, but now we are in search of symmetrically (1+ε2)-
separated families of unit blocks and we only look for blocks b > b
(1)
N1
. Hence, either every
symmetrically (1 + ε2)-separated finite family of unit blocks b1 < b2 < · · · < bn with
b
(1)
N1
< b1 admits a symmetrically (1 + ε2)-separated extension b1 < b2 < · · · < bn < b,
with b a unit block, or there exists a symmetrically (1 + ε2)-separated finite family of unit
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blocks b1 < b2 < · · · < bn that admits no such extension. In the first case, the proof is
completed by the simple induction argument, while in the second one we have obtained
a family B2 := (b(2)i )N2i=1 such that
b
(1)
N1
< b
(2)
1 < b
(2)
2 < · · · < b(2)N2 , ‖b
(2)
i ‖ = 1 ‖b(2)i ± b(2)j ‖ > 1 + ε2 (i, j ∈ {1, . . . , N2}, i 6= j)
and for every unit block b > b
(2)
N2
there are i = 1, . . . , N2 and σ = ±1 with ‖σb(2)i +b‖ < 1+ε2.
We proceed by induction in the obvious way: if at some step, say step n, we fall in
the first of the two alternatives, then we easily conclude the existence of a symmetrically
(1 + εn)-separated sequence of unit vectors. In this case the proof is concluded and, of
course, we stop our construction. In the other case, we tenaciously proceed for every n
and we consequently find families Bn := (b(n)i )Nni=1 such that for every n ∈ N:
(i) ‖b(n)i ‖ = 1 (i = 1, . . . , Nn);
(ii) b
(n)
1 < b
(n)
2 < · · · < b(n)Nn < b(n+1)1 ;
(iii) ‖b(n)i ± b(n)j ‖ > 1 + εn (i, j ∈ {1, . . . , Nn}, i 6= j);
(iv) for any unit block b > b
(n)
Nn
there are i = 1, . . . , Nn and σ = ±1 with ‖σb(n)i +b‖ < 1+εn.
Our plan now is to show that the existence of such families (Bn)∞n=1 is in contradiction
with the assumption that (ej)
∞
j=1 is a boundedly complete Schauder basis. This implies
that at some step we actually fall in the first alternative, and in turn this is sufficient to
conclude the proof. The basic idea we exploit to implement our plan is to use elements
of Bn+1 to witness the non-extendability of Bn. We will also use the following obvious
inequality1: if a, b are vectors in a normed space X and 1− ε 6 ‖b‖ 6 1 + ε, then
(4.1) ‖a+ b‖ 6
∥∥∥∥a+ b‖b‖
∥∥∥∥+ ε.
Fix any natural number k > 2 and choose arbitrarily one index nk(k) ∈ {1, . . . , Nk}; by
condition (iv) there exist an index nk−1(k) ∈ {1, . . . , Nk−1} and a sign σk−1(k) = ±1 such
that ∥∥∥σk−1(k)b(k−1)nk−1(k) + b(k)nk(k)
∥∥∥ < 1 + εk−1.
Moreover, we can find an index n with b
(k−1)
nk−1(k)
6 n < b
(k)
nk(k)
and clearly such n satisfies
n > k − 1. Hence
1 =
∥∥∥b(k−1)nk−1(k)
∥∥∥ = ∥∥∥Pn (σk−1(k)b(k−1)nk−1(k) + b(k)nk(k)
)∥∥∥ 6 (1 + εk−1) ∥∥∥σk−1(k)b(k−1)nk−1(k) + b(k)nk(k)
∥∥∥ .
Consequently,
1− εk−1 6
∥∥∥σk−1(k)b(k−1)nk−1(k) + b(k)nk(k)
∥∥∥ < 1 + εk−1.
1We write it explicitly here only because it will be used with some slightly complicated expressions and
it would be unpleasant to derive it every time with those expressions.
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The vector
b :=
σk−1(k)b
(k−1)
nk−1(k)
+ b
(k)
nk(k)∥∥∥σk−1(k)b(k−1)nk−1(k) + b(k)nk(k)
∥∥∥
is, of course, a unit block with b > b
(k−2)
Nk−2
and we can now use it to witness the maximality
of Bk−2. By condition (iv), there must exist an index nk−2(k) ∈ {1, . . . , Nk−2} and a sign
σk−2(k) = ±1 such that ∥∥∥σk−2(k)b(k−2)nk−2(k) + b
∥∥∥ < 1 + εk−2.
By the inequality (4.1) it then follows
1− εk−2 6
∥∥∥σk−2(k)b(k−2)nk−2(k) + σk−1(k)b(k−1)nk−1(k) + b(k)nk(k)
∥∥∥ < 1 + εk−2 + εk−1.
(where the lower bound is obtained applying a suitable projection Pn, as we have already
done above). We proceed by going backwards in a similar way: the normalisation of the
vector σk−2(k)b
(k−2)
nk−2(k)
+ σk−1(k)b
(k−1)
nk−1(k)
+ b
(k)
nk(k)
is a unit block, which we use to witness the
maximality of Bk−3, and so on. In particular, we have proved the existence of a string of
indices and signs {n1(k), σ1(k), . . . , nk(k), σk(k)}, where σk(k) = +1, such that∥∥∥σ1(k)b(1)n1(k) + · · ·+ σk(k)b(k)nk(k)
∥∥∥ < 1 + ε1 + · · ·+ εk−1.
If we apply again a suitable projection Pn, we also deduce the following stronger assertion:
for every k ∈ N there exists a string of indices and signs Ik = {ni(k), σi(k)}ki=1, where
σi(k) = ±1 and ni(k) ∈ {1, . . . , Ni} for i = 1, . . . , k, such that for every ℓ ∈ N, ℓ 6 k we
have
(4.2)
∥∥∥∥∥
ℓ∑
i=1
σi(k)b
(i)
ni(k)
∥∥∥∥∥ 6 (1 + ε1) ·
(
1 +
∞∑
j=1
εj
)
=: C <∞.
Of course, there are only finitely many possibilities for the first two items of the strings
(Ik)
∞
k=1, so by the pigeonhole principle we may find an index n1 ∈ {1, . . . , N1} and a sign
σ1 = ±1 such that infinitely many strings begin with the pattern {n1, σ1}. Analogously,
there are n2, σ2 such that an infinite subset of those strings begins with the pattern
{n1, σ1, n2, σ2}. Continuing recursively, we find an infinite string {ni, σi}∞i=1 such that
every its initial substring {ni, σi}ℓi=1 is the initial part of infinitely many Ik’s. In particular,
equation (4.2) then implies that for every ℓ ∈ N∥∥∥∥∥
ℓ∑
i=1
σib
(i)
ni
∥∥∥∥∥ 6 C.
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Finally, if we set bi := σib
(i)
ni , the sequence (bi)
∞
i=1 is a block basic sequence of (ej)
∞
j=1,
hence it is boundedly complete. Moreover, the last inequality now reads
sup
ℓ
∥∥∥∥∥
l∑
i=1
bi
∥∥∥∥∥ 6 C.
It follows that the series
∑∞
i=1 bi converges in X , which is a blatant contradiction with the
fact that the bi’s are unit vectors. 
4.2. Quantitative results. In this part we discuss some further results, in which it is
possible to provide explicit estimates on the symmetric separation constant. In order to
shorten the statements, we shall use the following symmetric Kottman constant, introduced
in [11]:
Ks(X) := sup
{
σ > 0: ∃(xn)∞n=1 ⊂ BX ∀n 6= k ‖xn ± xk‖ > σ
}
.
Let us start, for the sake of completeness, restating a few results already present in the
literature concerning this constant. The first claim is probably a well known folklore fact,
but we were not able to find it explicitly stated in the literature: if a Banach space X
admits a spreading model isomorphic to ℓ1, then K
s(X) = 2. We shall say more on this
in subsection 5.2, where we will in particular briefly recall the notion of a spreading model
and give a proof of such result.
As we have already hinted at in the introduction, Castillo and Papini [11, Proposi-
tion 3.4] proved that if X is a L∞-space, then K
s(X) = 2. Delpech [13] proved that every
asymptotically uniformly convex Banach space X satisfies Ks(X) > 1 + δX(1), where δX
is the modulus of asymptotic uniform convexity (as we already mentioned, the symmetry
assertion is not contained in the statement, but follows immediately from inspection of the
proof). Prus [37, Corollary 5] proved, among other things, that if X has cotype q < ∞,
then K(X) > 21/q; it is not apparent from the argument whether it should also follow that
Ks(X) > 21/q. Therefore, we offer an alternative proof for this fact; our argument is based
on an idea from [28].
A normalised basic sequence (xn)
∞
n=1 satisfies a lower q-estimate if there is a constant
c > 0 such that
c ·
(
N∑
i=n
|an|q
)1/q
6
∥∥∥∥∥
N∑
n=1
anxn
∥∥∥∥∥
for every choice of scalars (an)
N
n=1 and every N ∈ N.
Let X be a Banach space with a basis (xn)
∞
n=1. Denote Xn := span{xi}∞i=n (n ∈ N). We
say that an operator T : X → Y is bounded by a pair (γ, ̺), where 0 < γ 6 ̺ < ∞, if
‖T‖ 6 ̺ and ‖T |Xn‖ > γ for every n ∈ N.
Proposition 4.1. Let X be a Banach space that contains a normalised basic sequence
satisfying a lower q-estimate. Then Ks(X) > 21/q.
12 P. HA´JEK, T. KANIA, AND T. RUSSO
Proof. Let (xn)
∞
n=1 be a normalised basic sequence with a lower q-estimate. We are going
to construct the separated sequence as a block sequence of the basic sequence, so we can
assume without loss of generality that X = span{xi}∞i=1. Then the assignment Txn := en
(n ∈ N) defines an injective, bounded linear operator T : X → ℓq.
Set ̺n = ‖T |Xn‖ (n ∈ N). Clearly, (̺n)∞n=1 is a decreasing sequence with ̺n > 1 for
every n ∈ N. Moreover, T |Xk (k ∈ N) is bounded by the pair (infn>1 ̺n, ̺k) and, of course,
̺k → infn>1 ̺n as k → ∞. In other words, up to replacing X with Xk, for k sufficiently
large, we can (and do) assume that T : X → ℓq is bounded by a pair (γ, ̺) with γ̺ as close
to 1 as we wish (of course with γ
̺
< 1).
Armed with this further information, we may now conclude the proof: let γ˜ < γ be such
that γ˜
̺
is still as close to 1 as we wish. Since ‖T‖ > γ˜, we can find a unit vector y1 in
span{xi}∞i=1 such that ‖Ty1‖ > γ˜. Assume now that we have already found unit vectors
y1, . . . , yn in span{xi}∞i=1 such that ‖Tyk‖ > γ˜ and the Tyk have mutually disjoint supports.
Then there is N such that y1, . . . , yn ∈ span{xi}Ni=1 and the fact that ‖T |XN+1‖ > γ˜ allows
us to find a unit vector yn+1 ∈ span{xi}∞i=N+1 such that ‖Tyn+1‖ > γ˜.
Consequently, we have found a sequence (yn)
∞
n=1 in SX such that ‖Tyn‖ > γ˜ and the
supports of Tyn are finite and mutually disjoint. Hence for n 6= k we have
̺ · ‖yn ± yk‖ > ‖Tyn ± Tyk‖ = (‖Tyn‖q + ‖Tyk‖q)1/q > γ˜ · 21/q.
So
Ks(X) >
γ˜
̺
· 21/q
and, since γ˜
̺
could be chosen to be as close to 1 as we wish, the proof is complete. 
Recall that for a Banach space X one sets
qX := inf
{
q ∈ [2,∞] : X has cotype q}.
Corollary 4.2. Let X be an infinite-dimensional Banach space. Then Ks(X) > 21/qX .
Proof. If qX = ∞, then the assertion follows immediately from the Riesz lemma, so we
assume qX <∞. If X is a Schur space, then by Rosental’s ℓ1-theorem X contains a copy of
ℓ1 and the James’ non-distortion theorem even implies K
s(X) = 2. In the other case, there
is a weakly null normalised basic sequence in X ; it is known (see, e.g., [25, Definition 3.54
and Proposition 4.36]) that for every r > qX such a sequence admits a subsequence with
a lower r-estimate, so the result follows from the previous proposition. 
5. Concluding remarks
5.1. Results under renorming. In this short part, we observe that the problem of find-
ing symmetrically (1 + ε)-separated sequences of unit vectors is much easier if we allow
renormings of the spaces under investigation.
Proposition 5.1. Let (X, ‖·‖) be an infinite-dimensional Banach space. Then X admits
an equivalent norm |||·||| such that S(X,|||·|||) contains a symmetrically 2-separated sequence.
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This phenomenon was already observed by Kottman ([29, Theorem 7]), who showed that
every infinite-dimensional Banach space admits a renorming such that the new unit sphere
contains a 2-separated sequence. An inspection of his argument shows that actually the
resulting sequence is symmetrically 2-separated. We note in passing that van Dulst and
Pach ([39]) proved a stronger renorming result; however, we shall not require it here. For
convenience of the reader, we present a simple proof of Proposition 5.1.
Proof. By the main result in [12], X contains an Auerbach system {xi, fi}∞i=1. Set
ν(x) := sup
i 6=k∈N
(|〈fi, x〉|+ |〈fk, x〉|)
and let us define
|||x||| = max{‖x‖, ν(x)} (x ∈ X).
Then |||·||| is an equivalent norm on X as ‖x‖ 6 |||x||| 6 2‖x‖ (x ∈ X). From the biorthog-
onality we deduce that ν(xi) = 1, so |||xi||| = 1 (i ∈ N). Moreover,
|||xi ± xj ||| > ν(xi ± xj) = 2 (i, j ∈ N, i 6= j).
Hence, (xi)
∞
i=1 is a symmetrically 2-separated sequence in the unit sphere of (X, |||·|||). 
A modification of the above renorming yields a new norm |||·||| that approximates ‖·‖
and such that the unit sphere of |||·||| contains a symmetrically (1 + ε)-separated sequence.
This shows how simple the symmetric version of the Elton–Odell Theorem would be if we
were allowed to consider arbitrarily small perturbations of the original norm.
Proposition 5.2. Let (X, ‖·‖) be an infinite-dimensional Banach space. Then, for every
ε > 0, X admits an equivalent norm |||·||| such that ‖·‖ 6 |||·||| 6 (1 + ε) ‖·‖ and S(X,|||·|||)
contains an infinite symmetrically (1 + δ)-separated subset, for some δ > 0.
In other words, for every infinite-dimensional Banach space, the set of all equivalent
norms for which the symmetric version of the Elton–Odell theorem is true is dense in the
set of all equivalent norms.
Proof. The very basic idea is that in the definition of ν we replace the sum of the two terms
by an approximation of their maximum. We may assume clearly that ε ∈ (0, 1) (and in
this case we could actually choose δ = ε); we then find a norm Φ on R2 such that:
(i) ‖·‖∞ 6 Φ 6 (1 + ε) · ‖·‖∞;
(ii) Φ((1, 0)) = Φ((0, 1)) = 1;
(iii) Φ((1, 1)) = 1 + ε.
For example, one can choose
Φ((α, β)) := max {‖(α, β)‖∞ , (1 + ε) · |α + β|/2} .
We also fix an Auerbach system {xi, fi}i∈N. Then we set
ν(x) := sup
i 6=k∈N
Φ(|〈fi, x〉| , |〈fk, x〉|) (x ∈ X)
and, exactly as above,
|||x||| = max{‖x‖, ν(x)} (x ∈ X).
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Note that
ν(x) 6 (1 + ε) sup
i 6=k∈N
max{|〈fi, x〉| , |〈fk, x〉|} 6 (1 + ε)‖x‖;
hence ‖·‖ 6 |||·||| 6 (1 + ε) ‖·‖.
Finally, from the biorthogonality we deduce that ν(xi) = 1 (i ∈ N) and ν(xi±xj) = 1+ε
(i, j ∈ N, i 6= j). Hence |||xi||| = 1 and |||xi ± xj ||| > 1 + ε for i 6= j. Consequently, (xi)∞i=1
is a symmetrically (1 + ε)-separated sequence in the unit sphere of (X, |||·|||). 
We conclude this part with the following remark, in sharp contrast with Proposition 5.1.
It probably belongs to obvious mathematical folklore, but it fits so well here, that we could
not resist the temptation of including it.
Remark 5.3. Every separable Banach space admits a strictly convex renorming (even a lo-
cally uniformly rotund one; see, e.g., [18, Theorem 8.1]), so in particular the unit sphere
under such renorming contains no 2-separated sequences. Indeed, let X be any Banach
space and let x, y ∈ SX be linearly independent and 2-separated vectors. Then x−y2 , the
midpoint of the non-trivial segment joining x and −y, is a point on the unit sphere of X ;
hence it is a witness that X is not strictly convex.
The previous assertion is no longer true if the separability assumption is dropped. In
fact, Partington ([36, Theorem 1]) showed that if Γ is uncountable then every renorming of
ℓ∞(Γ) contains an isometric copy of ℓ∞. In particular, the unit sphere of every renorming
of ℓ∞(Γ) contains a 2-separated sequence.
5.2. On a problem by Maluta and Papini. In [34, Theorem 2.6], the authors show
that for every Banach space X one has K(X) 6 2 · (1 − δX(1)), where δX denotes the
modulus of convexity of X . It follows in particular that every super-reflexive Banach space
X admits a renorming |||·||| such that K (X, |||·|||) < 2. They ask whether every space which
fails to contain c0 or ℓ1, or at least every reflexive space, admits a renorming with the
Kottman constant smaller than 2. To the best of our knowledge, and also according to the
authors themselves, there seems to be no published solution to these questions. We thus
take this occasion to mention explicitly the answers.
An example of a Banach space which does not contain isomorphic copies of either c0 or
ℓ1 and still has the Kottman constant equal to 2 under every renorming is the Bourgain–
Delbaen space YBD ([6, Section 5]). YBD is the first example of a L∞-space that is saturated
by reflexive subspaces; in particular it contains no copy of c0 or ℓ1. Still, every renorming
of YBD has the Kottman constant (even K
s) equal to 2 by [11, Proposition 3.4] already
quoted above. More generally, every predual of ℓ1 is another example of space for which
the symmetric Kottman constant is equal to 2 under every renorming; we note that the
space constructed by Argyros and Motakis is such an example, which does not contain c0
either.
We next observe that if X is any renorming of the Tsirelson space T (actually, the space
T we consider is the one constructed by Figiel and Johnson [19], see also [31, Example 2.e.1],
and it is the dual to the original Tsirelson’s space T ∗ [38]), then Ks(X) = 2. Our argument
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here will exploit the construction of spreading models, so let us briefly introduce this notion.
The following important result is due to Brunel and Sucheston, [8, Proposition 1].
Proposition 5.4. Let (xn)
∞
n=1 be a bounded sequence in a Banach space X. Then there
exists a subsequence (yn)
∞
n=1 of (xn)
∞
n=1 such that for every k ∈ N and scalars α1, . . . , αk
the following limit exists:
lim
n1 < · · · < nk
n1 →∞
∥∥∥∥∥
k∑
i=1
αiyni
∥∥∥∥∥ .
For a vector (αi)∞i=1 ∈ c00, denote such a limit by L ((αi)∞i=1); it is immediate to check
that L defines a seminorm on c00 and that such a seminorm is actually a norm provided
that the sequence (yn)
∞
n=1 is not convergent in X . In such a case, the completion of c00
under the norm L (which we will henceforth denote ‖·‖) is called a spreading model of X .
Let us denote by en = (δ
j
n)
∞
j=1 (n ∈ N) the nth vector of the canonical basis of c00. The
sequence (en)
∞
n=1 will be called the fundamental sequence of the spreading model. One its
fundamental property, which is actually an obvious consequence of the definitions, is that
the fundamental sequence is invariant under spreading, i.e., for every choice of natural
numbers n1 < · · · < nk ∥∥∥∥∥
k∑
i=1
αiei
∥∥∥∥∥ =
∥∥∥∥∥
k∑
i=1
αieni
∥∥∥∥∥ .
We will be interested in the question when a Banach space X admits a spreading model
isomorphic to ℓ1. A first very simple consequence of the Rosenthal’s ℓ1-theorem and the
invariance under spreading is the following (see, e.g., [5, Lemme II.1.1]): if F is a spreading
model of a Banach space X , then F is isomorphic to ℓ1 if and only if the fundamental
sequence of F is equivalent to the canonical basis of ℓ1. The next characterization is due
to Beauzamy, [4, Theorem II.2] (it may also be found in [5, Theoreme II.2.3]).
Proposition 5.5. Let X be a Banach space. Then the following are equivalent:
(i) X admits a spreading model isomorphic to ℓ1;
(ii) there are δ > 0 and a bounded sequence (xn)
∞
n=1 in X such that, for every k ∈ N,
ε1, . . . , εk = ±1 and n1 < · · · < nk one has
1
k
∥∥∥∥∥
k∑
i=1
εixni
∥∥∥∥∥ > δ;
(iii) for every η > 0 there is a bounded sequence (xn)
∞
n=1 in X such that, for every k ∈ N,
ε1, . . . , εk = ±1 and n1 < · · · < nk one has
1− η 6 1
k
∥∥∥∥∥
k∑
i=1
εixni
∥∥∥∥∥ 6 1 + η.
Corollary 5.6. Suppose that a Banach space X admits a spreading model isomorphic to
ℓ1. Then for every renorming |||·||| of X one has Ks(X, |||·|||) = 2.
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Proof. From the equivalence between (i) and (ii) in the previous proposition, it is obvious
that if X admits a spreading model isomorphic to ℓ1, then the same occurs to (X, |||·|||).
Hence, we only need to show that Ks(X) = 2. Applying now (iii) of the same proposition
yields, for every η > 0, a sequence (xn)
∞
n=1 such that
1− η 6 ‖xn‖ 6 1 + η and 1
2
‖xn ± xk‖ > 1− η (n, k ∈ N, n 6= k).
Consequently, the sequence ( xn
1+η
)∞n=1 ⊆ BX is symmetrically 2 · 1−η1+η -separated. Lemma 2.1
then yieds Ks(X) > 2 · 1−η
1+η
and letting η → 0+ concludes the proof. 
It is known (see, e.g., [5, Proposition IV.2.F.2]) that every spreading model of T is
isomorphic to ℓ1. We thus immediately infer the following corollary.
Corollary 5.7. Let T be the Tsirelson space. Then for every renorming |||·||| of T we have
Ks(T, |||·|||) = 2.
In particular, we have an example of a reflexive Banach space every whose renorming
has symmetric Kottman constant equal to 2; this is the desired counterexample to the
question in [34].
5.3. A few open problems. Of course the main unresolved question we should mention
here is the validity of Theorem B for every Banach space, which is already the first open
problem in [11].
Problem 5.8. Is the symmetric version of the Elton–Odell theorem valid for every Banach
space? Namely, is it true that for every Banach space there are ε > 0 and a symmetrically
(1 + ε)-separated sequence of unit vectors?
From our results it follows that it would be sufficient to prove the result under the ad-
ditional assumption that X is hereditarily indecomposable or non-reflexive. In particular,
a way to solve Problem 5.8 would be to find a symmetric version of the result by Kryczka
and Prus. For this reason, we can also ask the following:
Problem 5.9. Is there a constant c > 1 such that for every non-reflexive Banach space X
one has Ks(X) > c?
One further immediate deduction from Lemma 2.1 is that if Z is an isometric quotient of
a Banach space X , then Ks(X) > Ks(Z); this is formally recorded e.g. in [28, Proposition
2.3]. In particular, every Banach space with an infinite-dimensional reflexive quotient
contains a symmetrically (1 + ε)-separated sequence of unit vectors, for some ε > 0. If
we combine this with the, already mentioned more than once, fact that every infinite-
dimensional L∞-space X satisfies K
s(X) = 2, we infer that a positive answer to the
following problem would solve in the positive the main Problem 5.8.
Problem 5.10. Does every infinite-dimensional Banach space either contain an infinite-
dimensional L∞-space or admit an infinite-dimensional reflexive quotient?
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Concerning spreading models, we have proved above thatKs(X) = 2 whenever X admits
a spreading model isomorphic to ℓ1. We do not know whether an analogous result for c0
holds true too.
Problem 5.11. Suppose that a Banach space X admits a spreading model isomorphic to
c0. Does it follow that K
s(X) = 2?
More in general, one may even ask whether the Kottman’s constant of a Banach space
is lower bounded by that of its spreading models, i.e., the following:
Problem 5.12. Let X be a Banach space and let Z be a spreading model of X . Is it true
that Ks(X) > Ks(Z)? Of course, the same question may be posed for K(·).
In Remark 5.3 we have mentioned the fact that whenever Γ is an uncountable set, the
space ℓ∞(Γ) has no strictly convex renorming; there actually exist examples of spaces
with potentially smaller density character, for example ℓ∞/c0 ([7]), that admit no strictly
convex renorming. (One has to bear in mind that the space ℓ∞(Γ) has density character
equal to 2|Γ| as long as Γ is infinite, however it may happen that in some models of set
theory 2ℵ0 = 2|Γ| for all uncountable sets of cardinality less than the continuum.) This
is related to a question of A. Aviles ([21, Question 7.7]) of whether there exists, without
extra set-theoretic assumptions, a Banach space with density character ℵ1 which has no
strictly convex renorming. We may then ask the following related question.
Problem 5.13. Does there exist in ZFC a Banach space X with density character ℵ1 such
that the unit sphere of every renorming of X contains a 2-separated sequence?
5.3.1. Toroidally separated sequences. Let X be a complex normed space. We may natu-
rally adjust the definition of symmetric separation to encompass complex number of mod-
ulus 1. Thus, let us call a set A ⊂ X (δ+)-toroidally separated (respectively, δ-toroidally
separated) (δ > 0) when for all distinct x, y ∈ A and complex numbers θ with |θ| = 1 we
have ‖x−θy‖ > δ (respectively, ‖x−θy‖ > δ). A quick inspection of Delpech’s proof of the
main theorem in [13] reveals that the unit sphere of a complex asymptotically uniformly
convex space contains a toroidally (1 + ε)-separated sequence, for some ε > 0. Similarly,
Theorem C has a natural counterpart in the complex case for toroidally separated se-
quences. It is then reasonable to ask whether the theorems of Kottman and Elton–Odell
have such counterparts too.
Acknowledgments. The authors wish to express their gratitude to the anonymous
referee for the careful reading of the manuscript and for suggesting the questions pre-
sented here in Problems 5.10 and 5.12. We are also grateful to J. M. F. Castillo for many
stimulating conversations concerning the topic of symmetric separation.
References
[1] F. Albiac and N. Kalton, Topics in Banach space theory, Graduate Texts in Mathematics, 233.
Springer, New York, 2006.
[2] S. A. Argyros and P. Motakis, The scalar-plus-compact property in spaces without reflexive subspaces,
preprint (2016) to appear in Trans. Amer. Math. Soc.
18 P. HA´JEK, T. KANIA, AND T. RUSSO
[3] J. M. Ayerbe Toledano, T. Domı´nguez Benavides, and G. Lo´pez Acedo, Measures of noncompactness
in metric fixed point theory, Birkha¨user Verlag, Basel–Boston–Berlin, 1997.
[4] B. Beauzamy, Banach-Saks properties and spreading models, Math. Scand. 44 (1979), 357–384.
[5] B. Beauzamy and J.-T. Lapreste´,Mode`les e´tale´s des espaces de Banach, Travaux en Cours 4, Hermann,
Paris, 1984.
[6] J. Bourgain and F. Delbaen, A class of special L∞ spaces, Acta Math. 145 (1980), 155–176.
[7] J. Bourgain, ℓ∞/c0 has no equivalent strictly convex norm, Proc. Amer. Math. Soc. 78 (1980), 225–
226.
[8] A. Brunel and L. Sucheston, On B-convex Banach spaces, Math. Systems Theory 7 (1974), 294–299.
[9] J. M. F. Castillo, Personal communication with the second-named author, September 7, 2017.
[10] J. M. F. Castillo, M. Gonza´lez, and P. L. Papini, New results on Kottman’s constant, Banach J.
Math. Anal. 11 (2017), 348–362.
[11] J. M. F. Castillo and P. L. Papini, On Kottman’s constant in Banach spaces, Function Spaces IX,
Banach Center Publ. 92 (2011), 75–84.
[12] M. M. Day, On the basis problem in normed spaces, Proc. Amer. Math. Soc. 13 (1962), 655–658.
[13] S. Delpech, Separated sequences in asymptotically uniformly convex Banach spaces, Colloq. Math.
119 (2010), 123–125.
[14] J. Diestel, Sequences and series in Banach spaces, Graduate Texts in Mathematics, Springer-Verlag,
1984.
[15] S. J. Dilworth, M. Girardi, and D. Kutzarova, Banach spaces which admit a norm with the uniform
Kadec–Klee property, Studia Math. 112 (1994), 267–277.
[16] G. A. Edgar and R. F. Wheeler, Topological properties of Banach spaces, Pacific J. Math. 115 (1984),
317–350.
[17] J. Elton and E. Odell, The unit ball of every infinite-dimensional normed linear space contains a
(1 + ε)-separated sequence, Colloq. Math. 44 (1981), 105–109.
[18] M. Fabian, P. Habala, P. Ha´jek, V. Montesinos, and V. Zizler, Banach space theory. The basis for
linear and nonlinear analysis, CMS Books in Mathematics/Ouvrages de Mathmatiques de la SMC.
Springer-Verlag, New York, 2010.
[19] T. Figiel and W. B. Johnson, A uniformly convex Banach space which contains no ℓp, Compositio
Math. 29 (1974), 179–190.
[20] D. Freeman, E. Odell, B. Sari, and B. Zheng, On spreading sequences and asymptotic structures,
preprint (2016) to appear in Trans. Amer. Math. Soc.
[21] J. Garbulin´ska and W. Kubi´s, Remarks on Gurari˘ı spaces, Extracta Math. 26 (2011), 235–269.
[22] N. Ghoussoub and B. Maurey, Gδ-embeddings in Hilbert space, J. Funct. Anal. 61 (1985), 72–97.
[23] W. T. Gowers, A Banach space not containing c0, ℓ1 or a reflexive subspace, Trans. Amer. Math. Soc.
344 (1994), 407–420.
[24] W. T. Gowers, A new dichotomy for Banach spaces, Geom. Funct. Anal. 6 (1996), 1083–1093.
[25] P. Ha´jek and M. Johanis, Smooth Analysis in Banach spaces, De Gruyter, Berlin 2014.
[26] R. C. James, Bases and reflexivity of Banach spaces, Ann. of Math. 52 (1950), 518–527.
[27] W. B. Johnson and H. P. Rosenthal, On w∗-basic sequences and their applications to the study of
Banach spaces, Studia Math. 43 (1972), 77–92.
[28] T. Kania and T. Kochanek, Uncountable sets of unit vectors that are separated by more than 1,
Studia Math. 232 (2016), 19–44.
[29] C. A. Kottman, Subsets of the unit ball that are separated by more than one, Studia Math. 53 (1975),
15–27.
[30] A. Kryczka and S. Prus, Separated sequences in nonreflexive Banach spaces, Proc. Amer. Math. Soc.
129 (2000), 155–163.
[31] J. Lindenstrauss and L. Tzafriri, Classical Banach spaces. I. Sequence spaces, Ergebnisse der Mathe-
matik und ihrer Grenzgebiete, 92. Springer–Verlag, Berlin–New York, 1977.
SYMMETRICALLY SEPARATED SEQUENCES 19
[32] J. Lindenstrauss and L. Tzafriri, Classical Banach spaces. II. Function spaces, Ergebnisse der Mathe-
matik und ihrer Grenzgebiete, 97. Springer–Verlag, Berlin–New York, 1979.
[33] E. Maluta, P. L. Papini, Relative centers and finite nets for the unit ball and its finite subsets. Boll.
Un. Mat. Ital. B (7) 7 (1993), 451–472.
[34] E. Maluta and P. L. Papini, Estimates for Kottman’s separation constant in reflexive Banach spaces,
Colloq. Math. 117 (2009), 105–119.
[35] H. Martini, K. J. Swanepoel, and G. Weiß, The geometry of Minkowski spaces – a survey. Part I,
Expositiones Math. 19 (2001), 97–142.
[36] J. R. Partington, Equivalent norms on spaces of bounded functions, Israel J. Math. 35 (1980), 205–
209.
[37] S. Prus, Constructing separated sequences in Banach spaces, Proc. Amer. Math. Soc. 138 (2010),
225–234.
[38] B. S. Tsirelson, Not every Banach space contains an embedding of ℓp or c0, Funct. Anal. Appl. 8
(1974), 138–141.
[39] D. van Dulst and A. J. Pach, A renorming of Banach spaces, Rev. Roumaine Math. Pures et Appl.
27 (1981), 843–847.
[40] J. M. A. M. van Neerven, Separated sequences in uniformly convex Banach spaces, Colloq. Math. 102
(2005), 147–153.
(P. Ha´jek) Mathematical Institute, Czech Academy of Science, Zˇitna´ 25, 115 67 Praha
1, Czech Republic and Department of Mathematics, Faculty of Electrical Engineering,
Czech Technical University in Prague, Jugosla´vsky´ch partyza´n˚u 3, 166 27 Praha 6, Czech
Republic
E-mail address : hajek@math.cas.cz
(T. Kania) Mathematics Institute, University of Warwick, Gibbet Hill Rd, Coventry,
CV4 7AL, England and Mathematical Institute, Czech Academy of Science, Zˇitna´ 25, 115
67 Praha 1, Czech Republic
E-mail address : tomasz.marcin.kania@gmail.com
(T. Russo) Dipartimento di matematica, Universita` degli Studi di Milano, via Saldini 50,
20133 Milano, Italy
E-mail address : tommaso.russo@unimi.it
