Abstract. -We prove the continuous dependence on the data of weak solutions to Dirichlet problem for nonlinear elliptic equations with a first order term and datum in dual spaces of classical Sobolev spaces. We deduce uniqueness results.
Introduction
In this paper we are interested in continuous dependence on the data and uniqueness of weak solutions to the Dirichlet problem for a.e. x a W, for all x; x 0 a R N . Under these assumptions a weak solution to problem (1.1) exists (cf. [8] , [9] , [12] ), that is a function u a W As far as uniqueness is concerned, more restricitive assumptions on the structure of the operator are required such as a monotonicity condition on a stronger then (1.5) ðaðx; xÞ À aðx; x 0 ÞÞ Á ðx À x 0 Þ b aðe þ jxj þ jx 0 jÞ pÀ2 jx À x 0 j 2 ; x; x 0 a R N ; ð1:7Þ where a > 0, e > 0 if p b 2 or e ¼ 0 if p < 2, and a local Lipschitz continuity condition on B jBðx; xÞ À Bðx; x 0 Þj a bðh þ jxj þ jx 0 jÞ pÀ2 jx À x 0 j; x; x 0 a R N ; ð1:8Þ
Uniqueness results for weak solutions to (1.1) are proved under similar assumptions in [4] , [6] , [7] , [11] and also in [1] , [16] where they are obtained as a consequence of a comparison principle.
The aim of this paper is to prove the continuous dependence on the data and to deduce the uniqueness of a weak solution to (1.1) under the structural assumptions (1.7) and (1.8). Our approach is based on the classical symmetrization methods (cf. [13] , [18] ) which make use of isoperimetric inequalities and properties of rearrangements (see also [2] , [5] , [10] ).
We point out that condition (1.7) is guaranteed if aðx; 0Þ ¼ 0 and the following ellipticity condition holds
Roughly speaking this means that the operator a can be reduced to a linear degenerate elliptic operator whose degenerancy is linked to the first order terms of problem (1.1). The model we have in mind is aðx; xÞ ¼ ðe þ j'uj 2 Þ ð pÀ2Þ=2 'u, which yields the so-called p-Laplace operator when p a 2 by our assumptions on e. This linearization process suggests to require that the datum f belongs to a weighted dual space H À1 ðW; mÞ for a suitable weight m linked to the degenerancy of the operator (cf. [15] 
if N b 3 and 2 a p < þl, if N ¼ 2. Then the following inequality holds true
where C is a positive constant which depends on N, jWj, p, a, b, e, jj f jj H À1 and jjgjj H À1 ; however it is bounded when f and g belong to bounded subset of H À1 ðWÞ. 
Then the following inequality holds true
where C is a positive constant which depends on N, jWj, p, a, b, h, jj f jj W À1; p 0 and jjgjj W À1; p 0 ; however it is bounded when f and g belong to bounded subset of W À1; p 0 ðWÞ.
Obviously Theorems 1.1 and 1.2 imply in turn uniqueness of weak solutions to (1.1). They improve, at least when p < 2, well-known results contained in [6] , [11] and [16] , since we find a larger range of the values of p for which uniqueness holds.
Pointwise estimates
The proofs of Theorems 1.1 and 1.2 are based on a pointwise estimate for the decreasing rearrangement of u À v, di¤erence of two weak solutions u, v to (1.1) corresponding to the data f , g respectively.
We recall that the decreasing rearrangement of a measurable function w defined in W is the function
where m denotes its distribution function
The estimate of the decreasing rearrangement of u À v is proved by adapting classical symmetrization methods introduced in [13] , [18] and extended to degenerate elliptic operators in [3] .
Lemma 2.1. Let u, v be weak solutions to problem (1.1) with data f ; g a H À1 ðWÞ respectively. Assume (1.2), (1.3), (1.4), (1.7), (1.8) and
with N b 3. Then we have
; s a ð0; jWjÞ; ð2:1Þ where C is a positive constant which depends on N, jWj, p, a, b, e, jj f jj H À1 and jjgjj H À1 ; however it is bounded when f and g belong to bounded subset of H À1 ðWÞ. 
Then we have ðu À vÞ Ã ðsÞ a Cjj f À gjj W À1; p 0 s ÀðNÀpÞ=Np ; s a ð0; jWjÞ; ð2:2Þ where C is a positive constant which depends on N, jWj, p, a, b, h, jj f jj W À1; p 0 and jjgjj W À1; p 0 ; however it is bounded when f and g belong to bounded subset of W À1; p 0 ðWÞ. For any fixed t a 0; ess sup w½ and k > 0 we consider the function
as test function in (1.6) with datum f , g respectively. Then we subtract the equations and we divide by k,
By assumptions (1.7) and (1.8), using Hö lder inequality and letting k goes to zero, we obtain
On the other hand by Schwarz and isoperimetric inequalities, it follows
where o N denotes the measure of the unit ball of R N .
continuous dependence on the data
Therefore by (2.4) and (2.5), we get
Now we evaluate the first integral in the right-hand side of (2.6). By Schwarz inequality and coarea formula, we get Z jwj>t ðe þ j'uj þ j'vjÞ pÀ2 j'wj dx ð2:7Þ
Denote by K; H : ½0; jWjÞ ! R the functions which satisfy the following equalities Properties of such functions have been studied in [3] , [17] (see also [14] for r a ð0; jWjÞ. Now we evaluate the integral in the right-hand side of (2.11). To this aim we recall that the functions K, H are weak limit of functions having the same rearrangement as ðe þ j'uj þ j'vjÞ pÀ2 and jHj 2 respectively. Therefore the Lebesgue norms of K and H can be estimated from above by the same norm of ðe þ j'uj þ j'vjÞ pÀ2 and jHj 2 respectively. This implies that K belongs to L p=ð pÀ2Þ ð0; jWjÞ and H to L 1 ð0; jWjÞ respectively. Therefore, using Hö lder inequality, since p < 2N NÀ2
, we have Denote by C a positive constant which depends only on the data and which can vary from line to line. A priori estimates for the gradients of weak solutions to (1.1) are well-known (cf. Lemma 3.1 in [8] or [9] ; s a ð0; jWjÞ:
The proof of Lemma 2.2 is analogous to the proof of Lemma 2.1. 
Proof of Lemma
Hence we have
By Schwarz inequality and coarea formula, since h > 0, we have
We denote by K; H : ½0; jWjÞ ! R the functions which satisfy the following equalities :
Since H a L p 0 ðWÞ, using Hö lder inequality, we get
Combining this inequality, (2.26) and the a priori estimates (2.14), we get (2.2). 
Continuous dependence on the data
The pointwise estimates proved in the previous section imply estimates in Lebesgue spaces of u À v in terms of the norms in dual space of the data. Indeed under the assumptions of Lemma 2.1 (see also Combining (3.2), (3.4), (3.5), (3.6) and the a priori estimates (2.14), we get (1.10). 
