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1. Introduction
Strichartz estimate is a very interesting topic in the ﬁeld of dispersive-type partial differential equations. It has wide ap-
plications in many other topics, such as well-posedness of initial value problems, regularity of solutions, large-time behavior
of solutions, etc. Due to this reason this topic have a long history starting with seminal paper of Segal [10] and generally
go under the name of Strichartz inequalities after the fundamental paper of Strichartz [11] drawing the connection to the
restriction theorems of Tomas and Stein. For proofs of previously known Strichartz-type wave equation estimates, see [4]
and especially the careful expositions in [6].
In this paper we consider the Dunkl operators T j , j = 1, . . . ,d, which are the differential–difference operators introduced
by C.F. Dunkl in [1] and called Dunkl operators in the literature. These operators are very important in pure Mathematics
and in Physics. They provide a useful tool in the study of special functions with root systems (see [2]).
C.F. Dunkl in [3] (see also [5]) has studied a Fourier transform FD associated with the Dunkl operators, called Dunkl
transform deﬁned by
FD f (x) =
∫
Rd
K (−ix, y) f (y)ωk(y)dy,
where K represents the Dunkl kernel and ωk a weight function.
The aim purpose of this paper is to show that the methods described by Ginibro and Velo in [4] and by Keel and Tao
in [6] are generalized to the case of the Dunkl wave equation.
E-mail address:mejjaoli_hatem@yahoo.fr.0022-247X/$ – see front matter © 2008 Elsevier Inc. All rights reserved.
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(W)
⎧⎪⎨
⎪⎩
∂2t u − ku = 0,
ut|=0 = u0,
∂tut|=0 = u1,
where k =∑dj=1 T 2j the Dunkl–Laplace operator.
From a representation of this solution, we establish the dispersive estimates. These estimations describe effect of disper-
sion had to the propagation of waves on Rd and taking the following form.
Dispersive estimate. Let C a ring of Rd . There exists a positive constant C such that, if u0 and u1 two functions of Lk1(Rd)
with
suppFD(u j) ⊂ C,
then we have
∥∥u(t)∥∥L∞k (Rd) 
C
t
d+2γ−1
2
(‖u0‖L1k (Rd) + ‖u1‖L1k (Rd)
)
.
This estimation combined with some henceforth classic arguments of functional analysis pipe to the Strichartz estimate
for the Dunkl wave equation.
Before to state the result to introduce some deﬁnitions.
We say that the exponent pair (q, r) is d−1+2γ2 -admissible if q, r  2, (q, r,
d−1+2γ
2 ) = (2,∞,1) and
1
q
+ d − 1+ 2γ
2r
 d − 1+ 2γ
4
.
If equality holds in previous inequalities we say that (q, r) is sharp d−1+2γ2 -admissible, otherwise we say that (q, r) is
nonsharp d−1+2γ2 -admissible. Note in particular that when d + 2γ > 3 the endpoint
P =
(
2,
2d − 2+ 4γ
d + 2γ − 3
)
is sharp d−1+2γ2 -admissible.
The aim application of this paper is the following result.
Strichartz-type wave estimate. Suppose that d  2 and (q, r) and (q1, r1) are d−1+2γ2 -admissible pairs with r, r1 < ∞. If
u is a solution to the problem⎧⎪⎨
⎪⎩
∂2t u(t, x) − ku(t, x) = F (t, x), (t, x) ∈ [0, T ] × Rd,
u|t=0 = f ,
∂tu|t=0 = g,
for some data, f , g , F and time 0 < T < ∞, then
‖u‖Lq([0,T ],Lrk(Rd)) + ‖u‖C([0,T ],H˙ sk(Rd)) + ‖∂tu‖C([0,T ],H˙ s−1k (Rd))  C
(‖ f ‖H˙ sk(Rd) + ‖g‖H˙ s−1k (Rd) + ‖F‖Lq′1 ([0,T ],Lr′1k (Rd))
)
,
under the assumption that the dimensional analysis condition
1
q
+ d + 2γ
r
= d + 2γ
2
− s = 1
q′1
+ d + 2γ
r′1
− 2
holds. Conversely, if the previous estimation holds for all f , g , F , T , then (q, r) and (q1, r1) must be
d−1+2γ
2 -admissible.
The paper is organized as follows.
In the second section we recall the main results about the harmonic analysis associated with the Dunkl operators.
We introduce in the third section the wave equation associated with the Dunkl operators, motivated by the work of
Ginibro and Velo [4] we describe the dispersion phenomena associated for the wave equation associated with the Dunkl
operators.
The fourth section is devoted to give some applications. More precisely we adapt the method of M. Keel and T. Tao [6]
for establish the Strichartz estimate for the wave equation associated with the Dunkl operators.
Finally in the ﬁfth section we studied nonlinear Dunkl wave equation as application.
Throughout this paper by C we always represent a positive constant not necessarily the same in each occurrence.
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In this section we collect some notations and results on Dunkl operators and the Dunkl kernel (see [1–3]).
2.1. Reﬂection groups, root system and multiplicity functions
We consider Rd with the euclidean scalar product 〈,〉 and ‖x‖ = √〈x, x〉. On Cd , ‖.‖ denotes also the standard Hermitian
norm, while 〈z,w〉 =∑dj=1 z jw j .
For α ∈ Rd \ {0}, let σα be the reﬂection in the hyperplane Hα ⊂ Rd orthogonal to α, i.e.
σα(x) = x− 2 〈α, x〉‖α‖2 α. (1)
A ﬁnite set R ⊂ Rd \{0} is called a root system if R∩R.α = {α,−α} and σαR = R for all α ∈ R . For a given root system R the
reﬂection σα , α ∈ R , generate a ﬁnite group W ⊂ O (d), called the reﬂection group associated with R . All reﬂections in W
correspond to suitable pairs of roots. For a given β ∈ Rd \⋃α∈R Hα , we ﬁx the positive subsystem R+ = {α ∈ R/〈α,β〉 > 0},
then for each α ∈ R either α ∈ R+ or −α ∈ R+ .
A function k : R → C on a root system R is called a multiplicity function if it is invariant under the action of the
associated reﬂection group W . If one regards k as a function on the corresponding reﬂections, this means that k is constant
on the conjugacy classes of reﬂections in W .
For abbreviation, we introduce the index
γ = γ (k) =
∑
α∈R+
k(α). (2)
Moreover, let ωk denotes the weight function
ωk(x) =
∏
α∈R+
∣∣〈α, x〉∣∣2k(α), (3)
which is invariant and homogeneous of degree 2γ .
We introduce the Mehta-type constant
ck =
(∫
Rd
exp
(−‖x‖2)ωk(x)dx
)−1
. (4)
For an integrable function on Rd with respect to the measure ωk(x)dx we have the relation
∫
Rd
f (x)ωk(x)dx =
+∞∫
0
( ∫
Sd−1
f (rβ)ωk(rβ)dσd(β)
)
rd−1 dr, (5)
where dσ is the normalized surface measure on the unit sphere Sd−1 of Rd .
Using the homogeneity of ωk , the relation (5) can also be written in the form
∫
Rd
f (x)ωk(x)dx =
+∞∫
0
( ∫
Sd−1
f (rβ)ωk(β)dσd(β)
)
r2γ+d−1 dr. (6)
In particular if f is radial (i.e. SO(d) invariant), then there exists a function F on [0,+∞[, such that f (x) = F (‖x‖) = F (r),
with ‖x‖ = r, and the relation (5) takes the form
∫
Rd
f (x)ωk(x)dx = dk
+∞∫
0
F (r)r2γ+d−1 dr, (7)
where
dk =
∫
Sd−1
ωk(β)dσ(β) = 2
ck	(γ + d2 )
. (8)
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Notations. We denote by
– C(Rd) the space of continuous functions on Rd .
– C p(Rd) the space of functions of class C p on Rd .
– C pb (R
d) the space of bounded functions of class C p .
– E(Rd) the space of C∞-functions on Rd .
– S(Rd) the space of C∞-functions on Rd which are rapidly decreasing as their derivatives.
– D(Rd) the space of C∞-functions on Rd which are of compact support.
We provide these spaces with the classical topology.
We consider also the following spaces:
– E ′(Rd) the space of distributions on Rd with compact support. It is the topological dual of E(Rd).
– S ′(Rd) the space of temperate distributions on Rd . It is the topological dual of S(Rd).
The Dunkl operators T j , j = 1, . . . ,d, on Rd associated with the ﬁnite reﬂection group W and multiplicity function k are
given by
T j f (x) = ∂
∂x j
f (x) +
∑
α∈R+
k(α)α j
f (x) − f (σα(x))
〈α, x〉 , f ∈ C
1(
R
d). (9)
For all f , g in E(Rd) with g is W -invariant, we have the product rule
T j( f g) = (T j f )g + f (T j g), j = 1, . . . ,d. (10)
For f in C1b (R
d) and g in S(Rd) we have∫
Rd
T j f (x)g(x)ωk(x)dx = −
∫
Rd
f (x)T j g(x)ωk(x)dx, j = 1, . . . ,d. (11)
In the case k = 0, the T j , j = 1, . . . ,d, reduce to the corresponding partial derivatives. In this paper, we will assume
throughout that k 0 and γ > 0.
We deﬁne the Dunkl–Laplace operator on Rd by
k f (x) =
d∑
j=1
T 2j f (x) = d f (x) + 2
∑
α∈R+
k(α)
[ 〈∇ f (x),α〉
〈α, x〉 −
f (x) − f (σα(x))
〈α, x〉2
]
, (12)
where d =∑dj=1 ∂2j and ∇ are respectively the Laplacian and the gradient on Rd .
For y ∈ Rd , the system{
T ju(x, y) = y ju(x, y), j = 1, . . . ,d,
u(0, y) = 1, for all y ∈ Rd,
admits a unique analytic solution on Rd , which will be denoted by K (x, y) and called Dunkl kernel. This kernel has a unique
holomorphic extension to Cd × Cd .
Examples. 1) If d = 1 and W = Z2, the Dunkl kernel is given by
K (z, t) = jγ− 12 (izt) +
zt
2γ + 1 jγ+ 12 (izt), z, t ∈ C, (13)
where for α  −12 , jα is the normalized Bessel function deﬁned by
jα(z) = 2α	(α + 1) Jα(z)
zα
= 	(α + 1)
∞∑
n=0
(−1)n( z2 )2n
n!	(α + n + 1) , (14)
with Jα is the Bessel function of ﬁrst kind and index α.
2) The Dunkl kernel of index γ =∑dl=1 αl , αl > 0, associated with the reﬂection group Z2 × · · · × Z2 on Rd is given for
all x, y ∈ Rd by
K (x, y) =
d∏
l=1
K (xl, yl), (15)
where K (xl, yl) is the function deﬁned by (13).
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Let z,w ∈ Cd , and x, y ∈ Rd .
(i) K (z,w) = K (w, z); K (z,0) = 1 and K (λz,w) = K (z, λw), for all λ ∈ C. (16)
(ii) For all ν ∈ Nd , x ∈ Rd and z ∈ Cd , we have∣∣Dνz K (x, z)∣∣ ‖x‖|ν| exp(‖x‖‖Re z‖), (17)
and for all x, y ∈ Rd:∣∣K (ix, y)∣∣ 1, (18)
with Dνz = ∂
ν
∂z
ν1
1 ···∂z
νd
d
and |ν| = ν1 + · · · + νd.
(iii) For all x, y ∈ Rd and w ∈ W we have
K (−ix, y) = K (ix, y) and K (wx,wy) = K (x, y). (19)
The Dunkl intertwining operator Vk is deﬁned on C(Rd) by
∀x ∈ Rd, Vk f (x) =
∫
Rd
f (y)dμx(y), (20)
where dμx is a probability measure given on Rd , with support in the closed ball B(o,‖x‖) of center o and radius ‖x‖.
2.3. The Dunkl transform
Notations. We denote by
– Lpk (R
d) the space of measurable functions on Rd such that
‖ f ‖Lpk (Rd) =
(∫
Rd
∣∣ f (x)∣∣pωk(x)dx
) 1
p
< +∞, if 1 p < +∞,
‖ f ‖L∞k (Rd) = ess sup
x∈Rd
∣∣ f (x)∣∣< +∞.
– H(Cd) the space of entire functions on Cd , rapidly decreasing of exponential type.
– H(Cd) the space of entire functions on Cd , slowly increasing of exponential type.
We provide these spaces with the classical topology.
The Dunkl transform of a function f in D(Rd) is given by
∀y ∈ Rd, FD( f )(y) =
∫
Rd
f (x)K (−iy, x)ωk(x)dx. (21)
It satisﬁes the following properties:
(i) For f in L1k (R
d) we have
∥∥FD( f )∥∥L∞k (Rd)  ‖ f ‖L1k (Rd). (22)
(ii) For f in S(Rd) we have
∀y ∈ Rd, FD(T j f )(y) = iy jFD( f )(y), j = 1, . . . ,d. (23)
(iii) For all f in L1k (R
d) such that FD( f ) is in L1k (Rd), we have the inversion formula
f (y) = c
2
k
4γ+ d2
∫
FD( f )(x)K (ix, y)ωk(x)dx, a.e. (24)Rd
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(i) From S(Rd) onto itself.
(ii) From D(Rd) onto H(Cd).
The inverse transform F−1D is given by
∀y ∈ Rd, F−1D ( f )(y) =
c2k
4γ+ d2
FD( f )(−y), f ∈ S
(
R
d). (25)
Theorem 2.2. The Dunkl transform FD is a topological isomorphism.
(i) From S ′(Rd) onto itself.
(ii) From E ′(Rd) ontoH(Cd).
Theorem 2.3.
(i) Plancherel formula for FD .
For all f in S(Rd) we have
∫
Rd
∣∣ f (x)∣∣2ωk(x)dx = c
2
k
4γ+ d2
∫
Rd
∣∣FD( f )(ξ)∣∣2ωk(ξ)dξ. (26)
(ii) Plancherel theorem for FD .
The renormalized Dunkl transform f → 2−(γ+ d2 )ckFD( f ) can be uniquely extended to an isometric isomorphism on L2k (Rd).
We next show that the Dunkl transform of radial functions in L1k (R
d) are again radial, and the Dunkl transform can be
computed via the associated Fourier–Bessel transform. More precisely we have the following result.
Proposition 2.4. Let f be a radial function in L1k (R
d). Then the function F deﬁned on [0,+∞[ by
∀y ∈ Rd, f (y) = F (‖y‖)= F (r), with r = ‖y‖,
is integrable on [0,+∞[ with respect to the measure r2γ+d−1 dr, and we have
∀x ∈ Rd, FD( f )(x) = 2
γ+ d2
ck
Fγ+
d
2−1
B (F )
(‖x‖), (27)
where Fγ+
d
2−1
B is the Fourier–Bessel transform of order γ + d2 − 1 given by
Fγ+
d
2−1
B (λ) =
1
	(γ + d2 )2γ+
d
2
∞∫
0
g(r) jγ+ d2−1(λr)r
2γ+d−1 dr. (28)
2.4. The Dunkl convolution operator
Deﬁnition 2.5. Let y ∈ Rd be given. The Dunkl translation operator f → τy f is deﬁned on S(Rd) by
FD(τy f )(x) = K (−ix, y)FD( f )(y), x ∈ Rd. (29)
We mention that in [12] this operator is deﬁned on E(Rd) by
τy f (x) = (Vk)x(Vk)y
[
(Vk)
−1( f )(x+ y)]. (30)
At the moment the explicit formula of the Dunkl operator translation is known only in two cases. One is a formula of τy
with f being radial functions proved recently in [9].
Theorem2.6. Let f (x) = f0(‖x‖). Assume f ∈ L1k (Rd) and f0 satisﬁes the condition under which the inversion for the Dunkl transform
holds.
Then
τy f (x) = Vk
[
f0
(√‖x‖2 + ‖y‖2 − 2‖x‖‖y‖〈x′, .〉 )](y′).
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d) boundedness of the Dunkl translation operator.
More precisely we have
Theorem 2.7. Let f be a radial function on Rd. Then for all y ∈ Rd,
‖τy f ‖Lpk (Rd)  ‖ f ‖Lpk (Rd), 1 p ∞.
The other known formula for τy if the case W = Zd2. Again the explicit formula can be used to show that τy is bounded
in Lpk (R
d). More precisely we have
Theorem 2.8. Let W = Zd2 . For each y ∈ Rd, we have
‖τy f ‖Lpk (Rd)  3‖ f ‖Lpk (Rd), 1 p ∞.
Using the Dunkl translation operator, we can deﬁne a convolution structure for f , g being Schwartz class functions.
Deﬁnition 2.9. For f , g being Schwartz class functions, we deﬁne the Dunkl convolution operator by
f ∗D g(x) =
∫
R
τx f (−y)g(y)dωk(y). (31)
This convolution satisﬁes the following properties:
(i) FD( f ∗D g) =FD( f )FD(g).
(ii) f ∗D g = g ∗D f .
Proposition 2.10 (Young’s inequality).
(i) Let 1 p,q, r +∞, such that 1p + 1q − 1r = 1. If f is in Lpk (Rd) and g is a radial element of Lqk(Rd), then f ∗D g belongs to
Lrk(R
d) and we have
‖ f ∗D g‖Lrk(Rd)  ‖ f ‖Lpk (Rd)‖g‖Lqk(Rd). (32)
(ii) Let W = Zd2 . We have the same result for all f belongs to Lpk (Rd) and g element of Lqk(Rd).
3. Dispersion phenomena for the Dunkl wave equation
This is the following equation where the unknown is a function u (with real values) of (t, x) ∈ R × Rd:
(W)
⎧⎪⎨
⎪⎩
∂2t u − ku = 0,
ut|=0 = u0,
∂tut|=0 = u1.
The solution is given by the following proposition.
Proposition 3.1. The solution of (W) is given by
u(t, x) = u+(t, x) + u−(t, x) =F−1D
(∑
±
e±it‖ξ‖FD(θ±)
)
(ξ),
with
FD(θ±)(ξ) = 1
2
(
FD(u0) − ± i‖ξ‖FD(u1)
)
(ξ).
Moreover there exists a positive constant C such that, we have the energy estimate∥∥u(t)∥∥L2k (Rd)  C
(‖u0‖L2k (Rd) + ‖u1‖L2k (Rd)
)
. (33)
Proof. We apply the Dunkl transform to the system (W), we deduce the expression of solution.
For the energy estimate see [7]. 
48 H. Mejjaoli / J. Math. Anal. Appl. 346 (2008) 41–54Proposition 3.2. Let us deﬁne C = {ξ ∈ Rd, r  ‖ξ‖ R} for some positive r and R such that r < R. Then a positive constant C exists
such that, if u0 and u1 two functions of Lk1(R
d) with
suppFD(u j) ⊂ C,
we have
∥∥u(t)∥∥L∞k (Rd) 
C
t
d+2γ−1
2
(‖u0‖L1k (Rd) + ‖u1‖L1k (Rd)
)
. (34)
Proof. Let ϕ a radial function of D(Rd \ {o}) the value of which is 1 near C . Then we have
FD(u±)(t, ξ) = e±it‖ξ‖ϕ(ξ)FD(θ±)(ξ).
The inversion formula (24) gives that,
u±(t) = g± ∗D θ±,
with
g±(t, x) = c
2
k
4γ+ d2
∫
Rd
K (itx, ξ)e±it‖ξ‖ϕ(ξ)ωk(ξ)dξ.
Then
∥∥u±(t)∥∥L∞k (Rd) 
∥∥g±(t)∥∥L∞k (Rd)
∥∥θ±(t)∥∥L1k (Rd).
Let us admit for a while the inequality
∥∥g±(t)∥∥L∞k (Rd) 
C
t
d+2γ−1
2
. (35)
Then, we immediately have
∥∥u±(t)∥∥L∞k (Rd) 
C
t
d+2γ−1
2
‖θ±‖L1k (Rd).
Let us denote by h the inverse Dunkl transform of ϕ‖.‖ . This is a function of L
1
k (R
d). Thus
θ± = 1
2
(u0 ∓ h ∗D u1),
and we have
‖θ±‖L1k (Rd)  C
(‖u0‖L1k (Rd) + ‖u1‖L1k (Rd)
)
.
Hence
∥∥u(t)∥∥L∞k (Rd) 
C
t
d+2γ−1
2
(‖u0‖L1k (Rd) + ‖u1‖L1k (Rd)
)
.
Thus the result is proved provided of course that we prove inequality (35).
In the following we prove this inequality. For simplicity we prove the inequalities for g+ noted on the following by g .
Since ϕ is a radial function, then from Proposition 2.4 g is also radial. Then, by rotation we can assume that x is
(x1,0, . . . ,0). Thus
g(t, x) = c
2
k
4γ+ d2
∫
Rd
K (ix1e1, ξ)e
it‖ξ‖ϕ(ξ)ωk(ξ)dξ, with e1 = (1,0, . . . ,0).
We put ξ = (ξ1, ξ ′) and φ(t, x1, ξ) = K (ix1e1, ξ)eit‖ξ‖.
We deﬁne the differential–difference operator Lk by
Lka = ‖ξ‖
i(‖ξ‖2 + t‖ξ ′‖2) R
′
ka +
‖ξ‖2a
‖ξ‖2 + t‖ξ ′‖2 ,
with
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d∑
j=2
ξ j T ja.
We remark that
Lk(φ) = φ.
By the relation (11) we deduce that, for any integer N ,
g(t, x) =
∫
Rd
φ(t, x1, ξ)
((tLk)Nϕ)(ξ)ωk(ξ)dξ.
Hence
∣∣g(t, x)∣∣
∫
Rd
∣∣((tLk)Nϕ)(ξ)∣∣ωk(ξ)dξ.
We proceed as [4] obtaining
∣∣g(t, x)∣∣ CN
∫
C
(‖ξ‖2 + t‖ξ ′‖2)−Nωk(ξ)dξ  CN
∫
‖ξ1‖C
( ∫
Rd−1
(
1+ t‖ξ ′‖2)−N‖ξ ′‖2γ dξ ′
)
dξ1
 CN
∫
Rd−1
(
1+ t‖ξ ′‖2)−N‖ξ ′‖2γ dξ ′.
Then it suﬃce to choice N  d+2γ−12 for obtain the inequality (35). 
By interpolation argument from the relations (33) and (34) we obtain the following.
Corollary 3.3. There exists a constant C , such that for all r ∈ [2,+∞], we have
∥∥u(t)∥∥Lrk(Rd) 
C
tγ (r)
(‖u0‖Lr′k (Rd) + ‖u1‖Lr′k (Rd)
)
,
with γ (r) = (d − 1+ 2γ )( 12 − 1r ) and r′ the conjugate component of r.
4. Strichartz estimate associated for the Dunkl wave equation
Notations. For any interval I of R (bounded or unbounded) we deﬁne the mixed space–time norms
‖u‖Lq(I,Lrk(Rd)) =
(∫
I
∥∥u(t, .)∥∥qLrk(Rd) dt
) 1
q
, if 1 q < ∞,
‖u‖L∞(I,Lrk(Rd)) = ess supt∈I
∥∥u(t, .)∥∥Lrk(Rd).
Similarly, we shall write C(I, Lrk(R
d)), for 1 r ∞ the space of functions from I into Lrk(Rd) such that the map
t → ∥∥u(t, .)∥∥Lrk(Rd)
is continuous.
Deﬁnition 4.1. We say that the exponent pair (q, r) is d−1+2γ2 -admissible if q, r  2, (q, r,
d−1+2γ
2 ) = (2,∞,1) and
1
q
+ d − 1+ 2γ
2r
 d − 1+ 2γ
4
. (36)
If equality holds in (36) we say that (q, r) is sharp d−1+2γ2 -admissible, otherwise we say that (q, r) is nonsharp
d−1+2γ
2 -
admissible. Note in particular that when d + 2γ > 3 the endpoint
P =
(
2,
2d − 2+ 4γ
d + 2γ − 3
)
is sharp d−1+2γ -admissible.2
50 H. Mejjaoli / J. Math. Anal. Appl. 346 (2008) 41–54Theorem 4.2. Let (U (t))t∈R be a bounded family of continuous operators on L2k (R
d) such that, we have
∥∥U (t)U∗(t′) f ∥∥L∞k (Rd) 
C
|t − t′| d−12 +γ
‖ f ‖L1k (Rd). (37)
Then, the estimates
∥∥U (t)u0∥∥Lq(R,Lrk(Rd))  C‖u0‖L2k (Rd), (38)∥∥∥∥
∫
R
U∗(t) f (t)dt
∥∥∥∥
L2k (R
d)
 C‖ f ‖Lq′ (R,Lr′k (Rd)) (39)
hold for any sharp d−1+2γ2 -admissible exponent (q, r), where q
′ , r′ denote, as in all that follows, the conjugate exponent of q and r and
U∗ the adjoint operator of U .
Moreover, we have, for any sharp d−1+2γ2 -admissible exponent (q, r) and (q1, r1),∥∥∥∥
∫
R
U (t)U∗(t′) f (t′)dt′
∥∥∥∥
Lq(R,Lrk(R
d))
 C‖ f ‖
Lq
′
1 (R,L
r′1
k (R
d))
. (40)
Furthermore, if we have
∥∥U (s)U∗(t) f ∥∥L∞k (Rd) 
C
(1+ |t − s|) d−1+2γ2
‖ f ‖L1k (Rd), (41)
then (38), (39) and (40) hold for all d−1+2γ2 -admissible exponent (q, r) and (q1, r1).
Before to demonstrate this theorem one needs the next result.
Theorem 4.3 (Hardy–Littlewood–Sobolev inequality). Let β be in ]0,d[. Then, if p and q are in [1,+∞] such that
1
p
+ β
d
= 1
q
+ 1,
then a constant C exists such that
∥∥|.|−β ∗ f ∥∥Lq(Rd)  C‖ f ‖Lp(Rd).
Proof of Theorem 4.2. We divide the proof of this theorem in two steps.
First step: (q, r) = P .
We have
∥∥U (t)u0∥∥Lq(R,Lrk(Rd)) = sup
ϕ∈Bq,rk
∫
Rd+1
U (t)u0(x)ϕ(t, x)dtωk(x)dx = sup
ϕ∈Bq,rk
〈
u0,
∫
R
U∗(t)ϕ(t, .)
〉
L2k (R
d)
dt,
where Bq,rk denotes the set of elements of D(R
d+1,C) such that the norm ‖.‖Lq′ (Lr′k (Rd)) is less or equal to 1, and U
∗ the
adjoint operator of U .
Thus, using Cauchy–Schwarz inequality, we deduce that
∥∥U (t)u0∥∥Lq(R,Lrk(Rd))  ‖u0‖L2k (Rd) sup
ϕ∈Bq,rk
∥∥∥∥
∫
R
U∗(t)ϕ(t, .)dt
∥∥∥∥
L2k (R
d)
.
This duality argument simply says that inequality (39) implies (38). In order to prove (39), let us write that
∥∥∥∥
∫
R
U∗(t)ϕ(t, .)dt
∥∥∥∥
2
L2k (R
d)
=
∫
R2
〈
U∗(t)ϕ(t, .),U∗(t′)ϕ(t′, .)
〉
L2k (R
d)
dt dt′ =
∫
R2
〈
U (t′)U∗(t)ϕ(t, .),ϕ(t′, .)
〉
k dt dt
′.
As (U (t))t∈R is a bounded family of operators on L2k (R
d) and using dispersive estimate (37), we get, thanks to the interpo-
lation theorem, for all p ∈ [2,∞],
∥∥U (t)U∗(t′)ϕ(t, .)∥∥Lrk(Rd) 
C
|t − t′|γ (r)+1
∥∥ϕ(t, .)∥∥Lr′k (Rd), (42)
where γ (r) = ( d−1 + γ )(1− 2 ) − 1.2 r
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1
q′
− 1
q
= −γ (r).
The relation (42) and Hölder inequality gives
∥∥∥∥
∫
R
U∗(t)ϕ(t, .)dt
∥∥∥∥
2
L2k (R
d)

∫
R2
C
|t − t′|γ (r)+1
∥∥ϕ(t, .)∥∥Lr′k (Rd)
∥∥ϕ(t′, .)∥∥Lr′k (Rd) dt dt′.
We put
k(t) =
∫
R
1
|t − t′|γ (r)+1
∥∥ϕ(t′, .)∥∥Lr′k (Rd) dt′.
Hence∫
R2
1
|t − t′|γ (r)+1
∥∥ϕ(t, .)∥∥Lr′k (Rd)
∥∥ϕ(t′, .)∥∥Lr′k (Rd) dt dt′ =
∫
R
k(t)
∥∥ϕ(t, .)∥∥Lr′k (Rd) dt.
Hölder inequality implies that
∫
R2
1
|t − t′|γ (r)+1
∥∥ϕ(t, .)∥∥Lr′k (Rd)
∥∥ϕ(t′, .)∥∥Lr′k (Rd) dt dt′  ‖ϕ‖Lq′ (R,Lr′k (Rd))
(∫
R
∣∣k(t)∣∣q dt
) 1
q
.
On the other hand from Hardy–Littlewood–Sobolev inequality we have∫
R
∣∣k(t)∣∣q dt  C∥∥ϕ(t, .)∥∥q′
Lr
′
k (R
d)
.
Finally we deduce (38).
If we are assuming the condition (41), then (42) can be improved to
∥∥U (t)U∗(t′)ϕ(t, .)∥∥Lrk(Rd) 
C
(1+ |t − t′|)γ (r)+1
∥∥ϕ(t, .)∥∥Lr′k (Rd),
and now Young’s inequality gives the result when
1
q′
<
1
q
− γ (r),
or in other words when (q, r) is nonsharp d−1+2γ2 -admissible. This concludes the proof of (38), (39) when (q, r) = P . The
same we prove (40).
Second step: (q, r) = P .
The idea is the use that the estimate∥∥∥∥
∫
R
U∗(t) f (t)dt
∥∥∥∥
2
L2k (R
d)
 C‖ f ‖L2(R,Lr′k (Rd)) with r =
2d − 2+ 4γ
d + 2γ − 3
is implied by the following fact. If B denotes the bilinear form deﬁned by
B( f , g) =
∫
R2
〈
U (t′)U∗(t) f (t, .), g(t′, .)
〉
k dt dt
′,
then B is a continuous on L2(R, Lr
′
k (R
d)).
Let us decompose B into a sum of a simple operators B j , namely
B( f , g) =
∑
j∈Z
B j( f , g)
with
B j( f , g) =
∫
2 j|t−t′ |<2 j+1
〈
U (t′)U∗(t) f (t, .), g(t′, .)
〉
k dt dt
′.
The key point of the proof is the following lemma.
52 H. Mejjaoli / J. Math. Anal. Appl. 346 (2008) 41–54Lemma 4.4. A neighborhood V of (r−1, r−1) exists such that, for any (a,b) ∈ V and for any j ∈ Z,
∣∣B j( f , g)∣∣ C2− jβ(a,b)‖ f ‖L2(R,La′k (Rd))‖g‖L2(R,Lb′k (Rd)) with β(a,b) =
(
d − 1
2
+ γ
)(
1− 1
a
− 1
b
)
− 1.
Proof. Is analogue to the proof given by M. Keel and T. Tao in [6]. 
Conclusion of the proof of Theorem 4.2. Again we use the atomic decomposition of f (t) and g(t). Then we have
f (t, x) =
∑
n∈Z
cn(t) fn(t, x) and g(t, x) =
∑
m∈Z
dm(t)gm(t, x).
Proceeding as [6] and using that
d − 1
2
+ γ − 1= d − 1+ 2γ
r
,
we infer for any (a,b) ∈ V ,
∣∣B j(cn fn,dmgm)∣∣ C‖cn‖L2(R)‖dm‖L2(R)2− jβ(a,b)2−n( 1r′ − 1a′ )2−m( 1r′ − 1b′ )
 2(− j( d−12 +γ )+n)( 1r − 1a )2(− j( d−12 +γ )+m)( 1r − 1b )‖cn‖L2(R)‖dm‖L2(R).
Then, choosing a and b such that(
− j
(
d − 1
2
+ γ
)
+ n
)(
1
r
− 1
a
)
< 0 and
(
− j
(
d − 1
2
+ γ
)
+m
)(
1
r
− 1
b
)
< 0,
we get that, if r < +∞,
∣∣B j(cn fn,dmgm)∣∣ C‖cn‖L2(R)‖dm‖L2(R)2−2ε| j( d−12 +γ )−n|2−2ε| j( d−12 +γ )−m|
 C‖cn‖L2(R)‖dm‖L2(R)2−ε| j(
d−1
2 +γ )−n|2−ε|n−m|.
This gives
∣∣B( f , g)∣∣ C ∑
j,n,m
‖cn‖L2(R)‖dm‖L2(R)2−ε| j(
d−1
2 +γ )−n|2−ε|n−m|  C
∑
n,m
‖cn‖L2(R)‖dm‖L2(R)2−ε|n−m|.
Using weighted Cauchy–Schwarz inequality, we deduce that
∣∣B( f , g)∣∣ C
(∑
n
‖cn‖2L2(R)
) 1
2
(∑
m
‖dm‖2L2(R)
) 1
2
 C
(∫
R
∥∥(cn(t))n
∥∥2
l2 dt
) 1
2
(∫
R
∥∥(dm(t))m
∥∥2
l2 dt
) 1
2
.
As r′ < 2, ‖(cn(t))n‖l2  ‖(cn(t))n‖lr′ . Using the properties of atomic decomposition, we get
∣∣B( f , g)∣∣ C
(∫
R
∥∥(cn(t))n
∥∥2
lr′ dt
) 1
2
(∫
R
∥∥(dm(t))m
∥∥2
lr′ dt
) 1
2
 C‖ f ‖L2(R,Lr′k (Rd))‖g‖L2(R,Lr′k (Rd)).
Theorem 4.2 is proved. 
The aim application of Theorem 4.2 is the following result.
Notation. We denote by H˙ sk(R
d) the homogeneous Dunkl–Sobolev space deﬁned by
H˙ sk
(
R
d)= { f ∈ S ′(Rd), ‖ξ‖sFD( f ) ∈ L2k(Rd)}.
Theorem 4.5. Suppose that d 2 and (q, r) and (q1, r1) are d−1+2γ2 -admissible pairs with r, r1 < ∞. If u is a solution to the problem⎧⎪⎨
⎪⎩
∂2t u(t, x) − ku(t, x) = F (t, x), (t, x) ∈ [0, T ] × Rd,
u|t=0 = f ,
∂tu|t=0 = g,
(43)
for some data, f , g, F and time 0 < T < ∞, then
‖u‖Lq([0,T ],Lrk(Rd)) + ‖u‖C([0,T ],H˙ sk(Rd)) + ‖∂tu‖C([0,T ],H˙ s−1k (Rd))  C
(‖ f ‖H˙ sk(Rd) + ‖g‖H˙ s−1k (Rd) + ‖F‖ q′1 r′1 d
)
, (44)L ([0,T ],Lk (R ))
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1
q
+ d + 2γ
r
= d + 2γ
2
− s = 1
q′1
+ d + 2γ
r′1
− 2 (45)
holds. Conversely, if (44) holds for all f , g, F , T , then (q, r) and (q1, r1) must be
d−1+2γ
2 -admissible.
Remarks. (1) The cases r = ∞ or r1 = ∞ can also be treated by this argument, but the Lebesgue spaces Lrk(Rd), L
r′1
k (R
d),
must be replaced by their Besov–Dunkl spaces (see [8]) counterparts.
(2) The case T = ∞ in (44) can be handled by the usual limiting argument.
Proof. The solution of problem (43) is given by u = v + w where v is the solution with F = 0, and w is the solution with
f = g = 0. We deﬁne the operators Ut and At by
FD(Ut f )(ξ) = eit‖ξ‖FD( f )(ξ), FD(At f )(ξ) = sin t‖ξ‖‖ξ‖ FD( f )(ξ). (46)
A simple calculation gives that
v(t, .) = dAt
dt
f + At g, w(t, .) =
t∫
0
At−t′ f (t′, .)dt′.
Following closely the arguments of M. Keel and T. Tao [6] one can see that (44) will follow from the estimates with it suﬃce
to the following inequalities:
∥∥U±(t) f ∥∥Lq(R,Lrk(Rd))  C‖ f ‖L2k (Rd),
∥∥U±(t)g∥∥Lq(R,Lrk(Rd))  C‖g‖L2k (Rd), (47)∥∥U±(t) f ∥∥C(R,L2k (Rd))  C‖ f ‖L2k (Rd),
∥∥U±(t)g∥∥C(R,L2k (Rd))  C‖g‖L2k (Rd), (48)∥∥∥∥∥
t∫
0
U±(t)
(
U±(s)
)∗
F (s)ds
∥∥∥∥∥
Lq(R,Lrk(R
d))
 C‖F‖Lq′ ([0,T ],Lr′k (Rd)), (49)
∥∥∥∥∥
t∫
0
U±(t)
(
U±(s)
)∗
F (s)ds
∥∥∥∥∥
C(R,L2k (R
d))
 C‖F‖Lq′ ([0,T ],Lr′k (Rd)), (50)
where the truncated Dunkl wave evolution operators U±(t) are given by
FD
(
U±(t)
)
( f )(ξ) = 1[0,T ](t)ϕ(ξ)e±it‖ξ‖FD( f )(ξ)
for some cutoff radial function ϕ supported on ‖ξ‖ ∼ 1.
Replacing the C([0, T ], L2k (Rd)) norm in the above by the L∞([0, T ], L2k (Rd)) norm. All of the above estimates will follow
from Theorem 4.2 once we show that U± obeys the energy estimate (33) and the dispersive estimate (34).
In the following we prove the continuity in L2k . The continuity of U±(t) f and U±(t)g follow from Plancherel’s theorem.
To show that the quantity
G±F (t) =
t∫
0
U±(t)
(
U±(s)
)∗
F (s)ds
is continuous in L2k , one can use the identity
G±F (t + ε) = eiε
√−kG±F (t) + G±(1[t,t+ε]F )(t),
where eiε
√−k is the operator deﬁned by
FD
(
eiε
√−k u
)
(ξ) = e−iε‖ξ‖FD(u)(ξ).
The continuity of eiε
√−k as an operator on L2k , and the fact that
‖1[t,t+ε]F‖
Lq
′
1 ([0,T ],Lr
′
1
k (R))
→ 0 as ε → 0,
gives the result.
Finally the proof of necessary condition is analogue to [6]. 
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We consider the nonlinear Dunkl wave equation⎧⎪⎪⎨
⎪⎪⎩
∂2t u(t, x) − ku(t, x) = Fn
(
u(t, x)
)
, (t, x) ∈ [0, T ] × Rd,
u|t=0 = f ∈ H˙ sk
(
R
d),
∂tu|t=0 = g ∈ H˙ s−1k
(
R
d),
(51)
where u is scalar or vector valued, n > 1 and the nonlinearity Fn ∈ C1 satisﬁes∣∣Fn(u)∣∣ C |u|n, |u|∣∣F ′n(u)∣∣∼ ∣∣Fn(u)∣∣. (52)
Theorem 5.1. Assume d 4 and
s = s0 = d − 3+ 2γ
2(d − 1+ 2γ ) , n = n0 =
(d + 1+ 2γ )2
(d − 1+ 2γ )2 + 4 .
Then there is T > 0 depending only on ‖ f ‖H˙ sk(Rd) + ‖g‖H˙ s−1k (Rd) and a unique weak solution u to (51) with
u ∈ Lq0([0, T ], Lr0k (Rd)), (53)
where
q0 = 2(d + 1+ 2γ )
(d − 3+ 2γ ) , r0 =
2((d + 2γ )2 − 1)
(d − 1+ 2γ )2 + 4 .
In addition, the solution satisﬁes
u ∈ C([0, T ], H˙ sk(Rd))∩ C1([0, T ], H˙ s−1k (Rd)) (54)
and depends continuously (in the norms (53)–(54)) on the data.
Proof. Is analogue to the proof given by M. Keel and T. Tao in [6]. 
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