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Abstract
This paper establishes the existence of a unique nonnegative continuous viscosity solu-
tion to the HJB equation associated with a Markovian linear-quadratic control problems
with singular terminal state constraint and possibly unbounded cost coefficients. The exis-
tence result is based on a novel comparison principle for semi-continuous viscosity sub- and
supersolutions for PDEs with singular terminal value. Continuity of the viscosity solution
is enough to carry out the verification argument.
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1 Introduction
Let T ∈ (0,∞) and let (Ω,F , (Ft)t∈[0,T ],P) that satisfies the usual conditions and carries a
Poisson processN and an independent d-dimensional standard Brownian motionW . We analyze
the linear-quadratic stochastic control problem
ess inf
ξ,µ
E
[∫ T
0
η(Ys)|ξs|
2 + θγ(Ys)|µs|
2 + λ(Ys)|X
ξ,µ
s |
2 ds
]
(1.1)
subject to the state dynamics
dYt = b(Yt)dt+ σ(Yt)dWt, Y0 = y
dXξ,µt = −ξt dt− µt dNt, X
ξ,µ
0 = x
(1.2)
and the terminal state constraint
Xξ,µT− = 0. (1.3)
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We assume that the cost coefficients η, λ, γ are continuous and of polynomial growth, that η is
twice continuously differentiable and that the diffusion coefficients b, σ are Lipschitz continuous.
We prove the existence of a unique continuous viscosity solution to the resulting HJB equation
and give a representation of the optimal control in terms of the viscosity solution.
Control problems of the form (1.1)-(1.3) arise in models of optimal portfolio liquidation under
market impact when a trader can simultaneously trade in a primary venue and a dark pool.
Dark pools are alternative trading venues that allow investors to reduce market impact and
hence trading costs by submitting liquidity that is shielded from public view. Trade execution
is uncertain, though, as trades will be settled only if matching liquidity becomes available. In
such models, Xξ,µ describes the portfolio process when the traders submits orders at rates ξ to
the primary venue for immediate execution and orders of sizes µ to the dark pool. Dark pools
executions are governed by the Possion process N . The process η describes the instantaneous
market impact; it often describes the so-called market depth. The process γ describes adverse
selection costs associated with dark pool trading while λ usually describes market risk, e.g. the
volatility of a portfolio holding.
Starting with the work of Almgren and Chriss [1] portfolio liquidation problems have received
considerable attention in the financial mathematics and stochastic control literature in recent
years; see [3, 9–11, 13–15, 18–20] and references therein for details. From a mathematical per-
spective one of their main characteristics is the singular terminal condition of the value function
induced by the terminal state constraint (1.3). The constraint translates into a singular termi-
nal state constraint on the associated HJB equation and causes significant difficulties in proving
the existence and, even more so, the uniqueness of solutions to that equation.
Under a continuity and polynomial growth condition on the cost coefficients η, λ, γ it has been
shown in [10] that the HJB equation admits at most one continuous viscosity solution of poly-
nomial growth. The proof used a comparison principle for continuous viscosity solutions to
PDEs with singular terminal value. Since the comparison principle applies only to continuous
functions, it can not be used to establish the existence of a viscosity solution. Instead, it was
shown in [10] that a (unique) classical solution to the HJB equation exists under strong bound-
edness and regularity assumptions on the model parameters. In this paper we prove a novel
comparison principle for semi-continuous viscosity solutions for PDEs with singular terminal
value from which we deduce the existence of a continuous viscosity solution to our HJB equation
using Perron’s method. The existence of a continuous viscosity solution is enough to carry out
the verification arguments and to give a representation of the optimal control in feedback form.
There are several papers that provide verification arguments without assuming continuity of
viscosity solutions. For instance, a utility optimization problem with delays and state constraints
has been considered in [8]. The authors solved in the viscosity sense the associated HJB equation
under the assumption that the utility function satisfies the Inada condition, a condition that is
not satisfied in our model. In [6], the authors studied the general verification result for stochastic
impulse control problems, assuming that a comparison principle for discontinuous viscosity
solutions of the HJB equation holds. This is a very strong hypothesis that can be avoided in
our case. The linear-quadratic structure of our control problem allows us to characterize the
value in terms of a PDE without jumps, and the verification argument can be given in terms of
the associated FBSDE after the existence of the viscosity solution has been established.
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To the best of our knowledge, existence of continuous solutions to HJB equations associated with
control problems of the form (1.1)-(1.3) have so far only been established under L∞ assumptions
on the model parameters. The existence of unique continuous viscosity solution was established
when η is a constant in [4]. Existence and uniqueness of solutions in suitable Sobolev spaces for
bounded stochastic coefficients was proved in [9, 12]; classical solutions were considered in [10].
Restricting the analysis to bounded cost and diffusion coefficients is unsatisfactory. For instance,
in a portfolio liquidation framework, geometric Brownian motion is a canonical choice for the
factor λ(Y ); for the liquidity factor η(Y ) a canonical choice is an Ornstein-Uhlenbeck process
as the driving factor and a function η that is strictly increasing/decreasing below/above the
mean-reverting level.
The papers [3,15,19] allow for unbounded coefficients. They characterize the value function as
theminimal solution to some BSDE with singular terminal value. BSDEs with singular terminal
value were first studied in [18]. In [19] the same author showed that the minimal solution to
a certain singular BSDE yields a probabilistic representations of a (possibly discontinuous)
viscosity solution to the associated PDE. Our comparison result yields sufficient conditions for
this minimal viscosity solution to be the unique, and hence continuous solution. As pointed
out above, continuity is key to the verification result. We also show how the uniqueness result
carries over to non-Markovian models. This complements the analysis in [3, 15].
The remainder of this paper is organized as follows. In Section 2, we summarize our main
results. The existence of viscosity solution is proved in Section 3.1; the verification argument
is carried out in Section 3.2. Section 4 is devoted to an extension of our uniqueness result to a
non-Markovian model with unbounded coefficients.
Notation. We denote by Cb(R
d) the set of all functions φ : Rd → R which are continuous and
bounded on Rd. For a given m ≥ 0, we define Cm(R
d) to be set of continuous functions that
have at most polynomial growth of order m, i.e. the set of functions φ ∈ C(Rd) such that
ψ :=
φ(y)
1 + |y|m
∈ Cb(R
d).
This space is a Banach space when endowed with the norm
‖φ‖m := sup
y∈Rd
|φ(y)|
1 + |y|m
.
A function φ belongs to USCm(I ×R
d) (or LSCm(I ×R
d)) if it has at most polynomial growth
of order m in the second variable uniformly with respect to t ∈ I and is upper (lower) semi-
continuous on I ×Rd. Whenever the notation T− appears in the definition of a function space
we mean the set of all functions whose restrictions satisfy the respective property when T− is
replaced by any s < T , e.g.,
Cm([0, T
−]× Rd) = {u : [0, T )× Rd → R : u|[0,s]×Rd ∈ Cm([0, s] × R
d) for all s ∈ [0, T )}.
Throughout, all equations and inequalities are to be understood in the a.s. sense. We adopt the
convention that C is a constant that may vary from line to line.
3
2 Assumptions and main results
For each initial state (t, y, x) ∈ [0, T ) × Rd × R we define by
V (t, y, x) := inf
(ξ,µ)∈A(t,x)
E
[∫ T
t
η(Y t,ys )|ξs|
2 + θγ(Y t,ys )|µs|
2 + λ(Y t,ys )|X
ξ,µ
s |
2 ds
]
(2.1)
the value function of the control problem (1.1) subject to the state dynamics
dY t,ys = b(Y
t,y
s )ds+ σ(Y
t,y
s )dWs, Y
t,y
t = y
dXξ,µs = −ξs ds − µs dNs, Xt = x.
(2.2)
Here, ξ = (ξs)s∈[t,T ] describes the rates at which the agent trades in the primary market, while
µ = (µs)s∈[t,T ] describes the orders submitted to the dark pool. The infimum is taken over
the set A(t, x) of all admissible controls, that is, over all pairs of controls (ξ, µ) such that
ξ ∈ L4F (t, T ;R), such that µ is predictable and such that the resulting state process
Xξ,πs = x−
∫ s
t
ξr dr −
∫ s
t
µr dNr, t ≤ s ≤ T,
satisfies the terminal state constraint
Xξ,µT− = 0. (2.3)
The dynamic programming principle suggests that the value function satisfies the HJB equation
− ∂tV (t, y, x) − LV (t, y, x)− inf
ξ,µ∈R
H(t, y, x, ξ, µ, V ) = 0, (t, y, x) ∈ [0, T ) ×Rd × R, (2.4)
where the Hamiltonian H is given by
H(t, y, x, ξ, µ, V ) := −ξ∂xV (t, y, x) + θ(V (t, y, x− µ)− V (t, y, x)) + c(y, x, ξ, µ).
The quadratic cost function suggests an ansatz of the form V (t, y, x) = v(t, y)|x|2. The following
result confirms this intuition. Its proof can be found in [10, Section 2.2].
Lemma 2.1. A nonnegative function v : [0, T ) × Rd → [0,∞) is a (sub/super) solution to the
PDE
− ∂tv(t, y)− Lv(t, y)− F (y, v(t, y)) = 0, (2.5)
where
F (y, v) := λ(y)−
|v|2
η(y)
+
θγ(y)v
γ(y) + |v|
− θv, (2.6)
if and only if v(t, y)|x|2 is a (sub/super) solution to the HJB equation (2.4). In this case the
infimum in (2.4) is attained at
ξ∗(t, y, x) =
v(t, y)
η(y)
x and µ∗(t, y, x) =
v(t, y)
γ(y) + v(t, y)
x (2.7)
and
H(t, y, x, ξ∗(t, y, x), µ∗(t, y, x), v(·, ·)| · |p) = F (y, v(t, y))|x|2. (2.8)
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2.1 Assumptions
In order to prove the existence of a unique non-negative continuous viscosity solution of poly-
nomial growth to our HJB equation we assume throughout that the factor process
Y t,ys = y +
∫ s
t
b(Y t,yr ) dr +
∫ s
t
σ(Y t,yr ) dWr, t ≤ s ≤ T. (2.9)
satisfies the following condition.
Assumption 2.2. The coefficients b : Rd → Rd and σ : Rd → Rd×d are Lipschitz continuous.
The preceding assumption guarantees that the SDE (2.9) has a unique strong solution (Y t,ys )s∈[t,T ]
for every initial state (t, y) ∈ [0, T ]×Rd and that the mapping (s, t, y) 7→ Y t,ys is a.s. continuous.
We repeatedly use the following well known estimates; cf. [16, Corollary 2.5.12]. For all m ≥ 0,
there exist N > 0 such that for all y ∈ Rd, 0 ≤ t ≤ s ≤ T,
E sup
t≤s≤T
(1 + |Y t,ys |
m) ≤ N(1 + |y|m). (2.10)
Furthermore, we assume that the cost coefficients are continuous and of polynomial growth and
that η is twice continuously differentiable and satisfies a mild boundedness condition.
Assumption 2.3. The cost coefficients satisfy the following conditions:
(i) The coefficients η, γ, λ, 1/η : Rd → [0,∞) are continuous and of polynomial growth.
(ii) η ∈ C2, and ‖Lηη ‖, ‖
λ
η ‖ are bounded where
L :=
1
2
tr(σσ∗D2y) + 〈b,Dy〉
denotes the infinitesimal generator of the factor process.
Remark 2.4. The preceding assumption is satisfied if, for instance Y is geometric Brownian
motion and
η(y) = C(1 + |y|2)
m1
2 , λ(y) = C(1 + |y|2)
m2
2 , m1 ≥ m2 ∨ 0 or m1 ≤ m2 < 0.
We notice that the condition (2.13) in [20] is violated for m1 = 2 if Y is geometric Brownian
motion. Our assumptions are also much weaker than those in [10]. For instance, we may
choose Y = (Y 1, Y 2) with Y 1 being geometric Brownian motion and Y 2 being an Ornstein
Uhlenbeck (OU) process. OU processes do not generate analytic semigroups, so they do not
satisfy the assumptions in [10]. In a portfolio liquidation framework, they are a natural choice
for describing fluctuations in markets depths. In such a setting it would be natural to choose
λ(Y ) = Y 1 and
η(Y ) =
{
C(1 + |Y 2|2), if Y 2 < 0,
C(1 + |Y 2|2)−1, if Y 2 ≥ 0.
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2.2 Main results
Before we state our first main result, we recall the notion of viscosity solutions for parabolic
equations that will be used in this paper. The following definition can be found in [7, Section
8].
Definition 2.5. For semicontinuous functions v : [0, T )×Rd → R we use the following solution
concepts for the parabolic PDE:
− ∂tv(t, y)−G(t, y, v(t, y),Dyv(t, y),D
2
yv(t, y)) = 0, (2.11)
where G : [0, T ) ×Rd × R×Rd × Sd → R and Sd denotes the set of symmetric d× d matrices.
(i) v ∈ USCm([0, T
−]×Rd) is a (strict) viscosity subsolution if for every ϕ ∈ C1,2loc ([0, T )×R
d)
such that ϕ ≥ v and ϕ(t, y) = v(t, y) at a point (t, y) ∈ [0, T ) × Rd it holds
−∂tϕ(t, y) −G(t, y, v(t, y),Dyϕ(t, y),D
2
yϕ(t, y))(<) ≤ 0.
(ii) v ∈ LSCm([0, T
−]×Rd) is a (strict) viscosity supersolution if for every ϕ ∈ C1,2loc ([0, T )×R
d)
such that ϕ ≤ v and ϕ(t, y) = v(t, y) at a point (t, y) ∈ [0, T ) × Rd it holds
−∂tϕ(t, y) −G(t, y, v(t, y),Dyϕ(t, y),D
2
yϕ(t, y))(>) ≥ 0.
(iii) v is a viscosity solution if v is both viscosity sub- and supersolution.
We are now ready to state the main result of this paper. Its proof is given in Section 3 below.
Theorem 2.6. Under Assumptions 2.2, 2.3, the singular terminal value problem{
−∂tv(t, y)− Lv(t, y)− F (y, v(t, y)) = 0, (t, y) ∈ [0, T )× R
d,
lim
t→T
v(t, y) = +∞ locally uniformly on Rd,
(2.12)
with the nonlinearity F given in (2.6) admits a unique nonnegative viscosity solution in
Cm([0, T
−]× Rd)
for some m ≥ 0.
The next result states that both the value function and the optimal controls are given in terms
of the unique viscosity solution to the HJB equation.
Proposition 2.7. Under Assumptions 2.2 ,2.3, let v be the unique nonnegative viscosity solu-
tion to the singular terminal value problem (2.12). Then, the value function (2.1) is given by
V (t, y, x) = v(t, y)|x|2, and the optimal control (ξ∗, µ∗) is given in feedback form by
ξ∗s =
v(s, Y t,ys )
η(Y t,ys )
X∗s and µ
∗
s =
v(s, Y t,ys )
γ(Y t,ys ) + v(s, Y
t,y
s )
X∗s−. (2.13)
In particular, the resulting optimal portfolio process (X∗s )s∈[t,T ] is given by
X∗s = x exp
(
−
∫ s
t
v(r, Y t,yr )
η(Y t,yr )
dr
)
∆Nr 6=0∏
t<r≤s
(
1−
v(t, Y t,yr )
γ(Y t,yr ) + v(t, Y
t,y
r )
)
. (2.14)
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2.3 Examples
We close this section with two examples. In the first example, the solution to the HJB equation
can be solved explicitly. The second example is analyzed numerically.
Example 2.8. Let us first consider a benchmark example where the optimal trading strategy
and the portfolio process do not depend on the factor process Y .
(i) Set b(y) = 12y, σ = 1, η(y) = λ(y) = γ(y) = 1 + y
2, θ = 2. Then, Lη = η, and we
can assume that the solution of the HJB equation has the form v(t, y) = a(t)η(y) where
a′(t) = −1 + a(t) + a(t)2 − 2a(t)1+a(t) with the terminal condition limt→T
a(t) =∞.
(ii) Set b(y) = y, σ(y) =
√
1 + y2, η(y) = λ(y) = γ(y) = 1
1+y2
, θ = 2. Again, Lη = −η. In
this case, v(t, y) = a(t)η(y) where a′(t) = −1 + 3a(t) + a(t)2 − 2a(t)1+a(t) with the terminal
condition lim
t→T
a(t) =∞.
Example 2.9. Let us now set b(y) = 5 − y, σ = 1, η(y) = λ(y) = 1
1+y2
, γ(y) = 1. We solve
the HJB equation numerically via a finite difference scheme.1 The optimal positions and the
trading strategies for different starting values y of the factor process and different order execution
intensities θ are shown below.
Figure 1 shows the optimal portfolio process and trading strategy for a benchmark model
without dark pool (θ = 0) for different initial values of the factor process. We see that the
initial trading rate is increasing in the starting value, corresponding to decreasing instantaneous
impact cost.
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Figure 1: Dependence of the optimal positions (left) and the trading strategies (right) on the
initial state y for the parameter values x = 1, T = 1, θ = 0.
Figure 2 shows the optimal portfolio process and trading rates for various starting values of the
factor process in a model with dark pool; all strategies and portfolio processes are plotted for
the same trajectory of the factor and Poisson process.
1To the best of our knowledge no numerical methods for solving PDEs with singular terminal conditions are
available in the literature. We hence approximate the HJB equation via a traditional finite difference scheme.
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Figure 2: Dependence of the optimal positions (left) and the trading strategies (right) on the
initial state y for the parameter values x = 1, T = 1, θ = 5.
Compared to the benchmark model without dark pool, the trading rates are initially lower in a
model with dark pool, due to the possibility of dark pool executions. If no execution happens,
then the rate in model with dark pool are usually strongly convex and strictly increase around
the terminal time. Similar effects have already been observed in, e.g. [11, 14]. Figure 3 shows
the factor process and the trading rates in a model with and without dark pool for y = 3.
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Figure 3: The trading strategies and factor process for the parameter values y = 3, x = 1, T = 1.
3 Existence of solution and verification
3.1 Existence
In this section, we prove Theorem 2.6. In a first step, we establish a comparison principle for
semicontinuous viscosity solutions to (2.12). In view of the singular terminal state constraint we
can not follow the usual approach of showing that if a l.s.c. supersolution dominates an u.s.c.
subsolution at the boundary, then it also dominates the subsolution on the entire domain.
Instead, we prove that if some form of asymptotic dominance holds at the terminal time, then
dominance holds near the terminal time.
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In a second step, we construct smooth sub- and supersolutions to (2.12) that satisfy the required
asymptotic dominance condition. Subsequently, we apply Perron’s method to establish an u.s.c.
subsolution and a l.s.c. supersolution that are bounded from above/below by the smooth solu-
tions. From this, we infer that the semi-continuous solutions can be applied to the comparison
principle, which then implies the existence of the desired continuous viscosity solution.
3.1.1 Comparison principle
Throughout this section, we fix δ ∈ (0, T ] and for some m ≥ 0, let u ∈ LSCm([T − δ, T
−]×Rd)
and u ∈ USCm([T − δ, T
−]× Rd) be a viscosity super- and a viscosity subsolution to (2.12).
Proposition 3.1. Under Assumptions 2.2, 2.3, if, uniformly on Rd,
lim sup
t→T
u(t, y)(T − t)− η(y)
1 + |y|m
≤ 0 ≤ lim inf
t→T
u(t, y)(T − t)− η(y)
1 + |y|m
, (3.1)
and
u(t, y)(T − t), u(t, y)(T − t) ≥
1
2
η(y), t ∈ [T − δ, T ), (3.2)
then
u ≤ u on [T − δ, T ) × Rd.
Assumptions (3.1), (3.2) are uncommon in the viscosity literature. However, we shall only use
the comparison result to establish the existence of a solution, not the uniqueness. As a result, we
only need to guarantee that the semi-continuous solutions established through Perron’s method
satisfy both assumptions.
The proof of the comparison principle is based on three auxiliary results. The first lemma is
taken from [10, Lemma A.2]. It is a modification of [5, Lemma 3.7].
Lemma 3.2. The difference w := u−u ∈ USCm([T − δ, T
−]×Rd) is a viscosity subsolution to
− ∂tw(t, y) − Lw(t, y)− l(t, y)w(t, y) = 0, (t, y) ∈ [T − δ, T )× R
d, (3.3)
where
l(t, y) :=
F (y, u(t, y)) − F (y, u(t, y))
u(t, y)− u(t, y)
Iu(t,y)6=u(t,y).
The next lemma constructs a smooth strict supersolution to (3.3) of polynomial growth.
Lemma 3.3. For every n ∈ N, there exists Kn large enough such that
χ(t, y) :=
eKn(T−t)(1 + |y|2)
n
2
T − t
satisfies
−∂tχ(t, y)− Lχ(t, y) +
χ(t, y)
T − t
> 0, (t, y) ∈ [T − δ, T ) × Rd.
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Proof. Direct calculations verify that h(t, y) := eKn(T−t)(1+|y|2)
n
2 satisfies−∂th(t, y)−Lh(t, y) >
0 in [T − δ, T ) × Rd when Kn is chosen sufficiently large; see also [2, Proposition 5]. Here it is
used that b and σ are Lipschitz and thus are of linear growth. Hence,
−∂tχ(t, y)− Lχ(t, y) +
χ(t, y)
T − t
=
−∂th(t, y)− Lh(t, y)
T − t
> 0.
The following lemma is key to the proof of the comparison principle.
Lemma 3.4. If n ∈ N in Lemma 3.3 is chosen large enough, then independent of α > 0, the
function
Φα(t, y) := w(t, y) − αχ(t, y)
is either nonpositive or attains its supremum at some point (tα, yα) in [T − δ, T ) ×R
d.
Proof. Suppose that the supremum of Φα on [T − δ, T ) × R
d is positive and denote by (tk, yk)
a sequence in [T − δ, T )× Rd approaching the supremum point. The representation
Φα(t, y) =
[
u(t,y)(T−t)−η(y)
1+|y|m −
u(t,y)(T−t)−η(y)
1+|y|m
]
(1 + |y|m)− αeKn(T−t)(1 + |y|2)
n
2
T − t
,
along with condition (3.1) shows that for any n > m,
lim sup
t→T
Φα(t, y) = −∞, uniformly on R
d.
Hence lim
k
tk < T. Furthermore, w is bounded by a function of polynomial growth uniformly
away from the terminal time. Choosing n large enough this shows that lim
k
|yk| < ∞. As a
result, the supremum is attained at some point (tα, yα) because Φα is upper semicontinuous.
This proves the assertion.
We are now ready to prove the comparison principle.
Proof of Proposition 3.1. Let us fix α > 0. By letting α → 0 it is sufficient to show that the
function Φα is nonpositive.
In view of Lemma 3.4, we just need to consider the case where there exists a point (tα, yα) ∈
[T − δ, T ) × Rd such that
w(t, y)− αχ(t, y) ≤ w(tα, yα)− αχ(tα, yα), (t, y) ∈ [T − δ, T )× R
d.
This inequality can be interpreted as w − ψα having a global maximum at (tα, yα), where
ψα := αχ(t, y) + (w − αχ)(tα, yα).
Since ψα is smooth and w is a viscosity subsolution to (3.3),
−∂tψα(tα, yα)− Lψα(tα, yα)− l(tα, yα)w(tα, yα) ≤ 0.
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By the mean value theorem and in view of condition (3.2),
l(t, y) =
F (y, u(t, y)) − F (y, u(t, y))
u(t, y)− u(t, y)
Iu(t,y)6=u(t,y) ≤ ∂uF (y,
η(y)
2(T − t)
) = −
1
T − t
. (3.4)
Thus, Lemma 3.3 implies,
0 ≥− ∂tψα(tα, yα)− Lψα(tα, yα)− l(tα, yα)w(tα, yα)
=α[−∂tχ(tα, yα)− Lχ(tα, yα)− l(tα, yα)w(tα, yα)]
>− α
χ(tα, yα)
T − tα
− l(tα, yα)w(tα, yα)
≥αl(tα, yα)χ(tα, yα)− l(tα, yα)w(tα, yα)
=− l(tα, yα)Φα(tα, yα).
(3.5)
Since l ≤ 0, we can conclude that Φα(tα, yα) ≤ 0, thus Φα ≤ 0.
3.1.2 Existence via Perron’s method
Armed with our comparison principle, the existence of a viscosity solution to our HJB equation
can be established using Perron’s method as soon as suitable sub- and supersolutions can be
identified. In order to establish the existence of such solutions, we notice that the quantity ‖Lηη ‖
is well-defined and finite, due to Assumption 2.3. Hence δ := 1/‖Lηη ‖ ∧ T > 0. Let us then
define
vˇ(t, y) :=
η(y)− η(y)‖Lηη ‖(T − t)
eθ(T−t)(T − t)
and vˆ(t, y) :=
η(y) + η(y)‖Lηη ‖(T − t)
(T − t)
+ hˆ(t, y)
where hˆ(t, y) := eK
′(T−t)‖λη ‖η(y) ≥ λ(y) and K
′ = ‖Lηη ‖+1. By direct computation one verifies
that
−∂thˆ(t, y)− Lhˆ(t, y)− λ(y) ≥ 0.
Proposition 3.5. Under Assumption 2.2, 2.3 the functions vˇ, vˆ are a nonnegative classical
sub- and supersolution to (2.12) on [T − δ, T ) × Rd, respectively.
Proof. To verify the supersolution property of vˆ, we first verify that
− ∂tvˆ(t, y)− Lvˆ(t, y)
=−
η(y) + Lη(y)(T − t) + Lη(y)‖Lηη ‖(T − t)
2
(T − t)2
− ∂thˆ(t, y)− Lhˆ(t, y)
(3.6)
Recalling the definition (2.6) of F , we have since vˆ ≥ 0,
−F (y, vˆ(t, y)) ≥ −λ(y) +
vˆ(t, y)2
η(y)
.
Next, we apply the inequality (u + v + w)2 ≥ u2 + 2uv for u, v, w ≥ 0 to the term vˆ(t, y)2 to
obtain
− F (y, vˆ(t, y)) ≥ −λ(y) +
η(y)2 + 2η(y)2‖Lηη ‖(T − t)
η(y)(T − t)2
. (3.7)
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Adding (3.6) and (3.7) yields,
−∂tvˆ(t, y)− Lvˆ(t, y)− F (y, vˆ(t, y)) ≥
2η(y)‖Lηη ‖ − Lη(y)− Lη(y)‖
Lη
η ‖(T − t)
(T − t)
− ∂thˆ(t, y)− Lhˆ(t, y)− λ(y).
The definition of δ yields 1 ≥ ‖Lηη ‖(T − t) for t ∈ [T − δ, T ) and so,
2η(y)‖
Lη
η
‖ − Lη(y)− Lη(y)‖
Lη
η
‖(T − t)
≥η(y)‖
Lη
η
‖ ·
[
1 + ‖
Lη
η
‖(T − t)
]
− Lη(y)− Lη(y)‖
Lη
η
‖(T − t)
=
[
1 + ‖
Lη(y)
η
‖(T − t)
]
·
[
η(y)‖
Lη
η
‖ − Lη(y)
]
≥ 0.
We conclude that
−∂tvˆ(t, y)− Lvˆ(t, y)− F (y, vˆ(t, y)) ≥ 0.
Next, we verify the subsolution property of vˇ. By direct computation,
− ∂tvˇ(t, y)−Lvˇ(t, y) = −
η(y) + Lη(y)(T − t)− Lη(y)‖Lηη ‖(T − t)
2
eθ(T−t)(T − t)2
− θvˇ(t, y). (3.8)
On the other hand, since λ, γ ≥ 0, and vˇ ≥ 0 on [T − δ, T ) × Rd,
−F (y, vˇ(t, y)) ≤
vˇ(t, y)2
η(y)
+ θvˇ(t, y).
We estimate vˇ(t, y)2 using the inequality (u− v)2 ≤ u2 − uv for u ≥ v ≥ 0 and obtain,
− F (y, vˇ(t, y)) ≤
η(y) − η(y)‖Lηη ‖(T − t)
e2θ(T−t)(T − t)2
+ θvˇ(t, y). (3.9)
Adding (3.8) and (3.9) yields,
−∂tvˇ(t, y)− Lvˇ(t, y)− F (t, vˇ(t, y)) ≤ −
η(y)‖Lηη ‖+ Lη(y)− Lη(y)‖
Lη
η ‖(T − t)
eθ(T−t)(T − t)
.
Using again that 1 ≥ ‖Lηη ‖(T − t) we obtain,
η(y)‖
Lη
η
‖+ Lη(y)− Lη(y)‖
Lη
η
‖(T − t)
≥η(y)‖
Lη
η
‖ ·
[
1− ‖
Lη
η
‖(T − t)
]
+ Lη(y)− Lη(y)‖
Lη
η
‖(T − t)
=
[
1− ‖
Lη
η
‖(T − t)
]
·
[
η(y)‖
Lη
η
‖+ Lη(y)
]
≥ 0.
Thus,
−∂tvˇ(t, y)− Lvˇ(t, y)− F (t, vˇ(t, y)) ≤ 0.
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Proof of Theorem 2.6. From the definition of vˇ, vˆ we have
(T − t)vˇ(t, y) = η(y) + η(y)O(T − t) uniformly in y as t→ T .
(T − t)vˆ(t, y) = η(y) + η(y)O(T − t) uniformly in y as t→ T .
(3.10)
Then for ε = 12 , there exists δ0 ∈ (0, δ] such that for all t ∈ [T − δ0, T ),
vˇ(t, y)(T − t) > η(y)−
1
2
η(y) =
1
2
η(y) uniformly on Rd.
In view of Assumption 2.3, η ∈ Cm(R
d) for some m ≥ 0. Hence we obtain from (3.10) that
lim
t→T
vˇ(t, y)(T − t)− η(y)
1 + |y|m
= lim
t→T
vˆ(t, y)(T − t)− η(y)
1 + |y|m
= 0, uniformly on Rd. (3.11)
In order to apply Perron’s method, we set
S = {u|u is a subsolution of (2.12) on [T − δ0, T )× R
d and u ≤ vˆ}.
From Proposition 3.5 we know that vˇ ∈ S, so S is non-empty. Thus, the function
v(t, y) = sup{u(t, y) : u ∈ S}
is well-defined and belongs to USCm([T − δ0, T
−] × Rd). Classical arguments2 show that the
upper semi-continuous envelope v∗ which equals v is a viscosity subsolution to (2.12). From [21,
Lemma A.2], the lower semi-continuous envelope v∗ of v is also a viscosity supersolution to (2.12).
Since vˇ ≤ v∗ ≤ v
∗ ≤ vˆ, we have that for all t ∈ [T − δ0, T ),
v∗(t, y)(T − t), v
∗(t, y)(T − t) ≥
1
2
η(y), uniformly on Rd.
and
vˇ(t, y)(T − t)− η(y)
1 + |y|m
≤
v∗(t, y)(T − t)− η(y)
1 + |y|m
≤
v∗(t, y)(T − t)− η(y)
1 + |y|m
≤
vˆ(t, y)(T − t)− η(y)
1 + |y|m
.
Hence, it follows from (3.11) that,
lim
t→T
v∗(t, y)(T − t)− η(y)
1 + |y|m
= lim
t→T
v∗(t, y)(T − t)− η(y)
1 + |y|m
= 0, uniformly on Rd. (3.12)
From our comparison principle [Proposition 3.1] we can then conclude that v∗ = v ≤ v∗ on [T −
δ0, T )×R
d, which shows that v is the desired viscosity solution to (2.5) that belongs to Cm([T −
δ0, T
−]× Rd).
By [2, Remark 6], there exists a unique viscosity solution v ∈ Cm([0, T − δ0]×R
d) to (2.5) when
imposed at t = T − δ0 with a terminal value in Cm(R
d). Hence from the comparison principle
for continuous viscosity solutions [10, Lemma 3.1], we get a unique global viscosity solution
v ∈ Cm([0, T
−]× Rd).
Remark 3.6. If all the coefficients of the generator F and the SDE (2.9) are bounded, then one
can show that twice differentiability of η is not needed; only a uniform continuity is required
to choose continuous solutions which satisfying the conditions (3.1) and (3.2). Thus a unique
viscosity solution can be obtained by the same argument above.
2 The standard Perron method of finding viscosity solutions for elliptic PDEs can be found in [7]. We refer
to [21, Appendix A] for the proof of this method for parabolic equations.
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3.2 Verification
This section is devoted to the verification argument. Throughout, v ∈ Cm([0, T
−]×Rd) denotes
the unique nonnegative viscosity solution to the singular terminal value problem (2.12). We will
prove that the viscosity solution is indeed the value function to our stochastic control problem.
3.2.1 Admissiblity
In a first step we are now going to show that the feedback control given in (2.13) is indeed
admissible. The proof of admissibility requires an priori estimate on v. In order to state that
estimate, we fix T0 ∈ (0, T ), and consider the following PDE:{
− wt(t, y)−Lw(t, y) − F (y,w(t, y)) = 0, (t, y) ∈ [0, T0)×R
d,
w(T0, y) = v(T0, y), y ∈ R
d,
(3.13)
where F is given by (2.6).
Lemma 3.7. The unique viscosity solution to the singular terminal value problem (2.12) sat-
isfies,
v(t, y) ≤ C˜η(y), (t, y) ∈ [0, T0]× R
d, (3.14)
where C˜ is dependent of T0.
Proof. Recalling that δ := 1/‖Lηη ‖ ∧ T > 0 and that vˆ is a viscosity super solution, we see that
v(t, y) ≤ vˆ(t, y) ≤ η(y)
[
1
T − t
+ ‖
Lη
η
‖+ eK
′T ‖
λ
η
‖
]
, (t, y) ∈ [T − δ, T )× Rd. (3.15)
Set w = C0η, where C0 > 0 is chosen such that C
2
0 − C0‖
Lη
η ‖ − ‖
λ
η ‖ ≥ 0. Then,
−wt(t, y)− Lw(t, y)− F (y,w(t, y)) ≥ −C0Lη(y)− λ(y) + C
2
0η(y)
≥ η(y)[C20 − C0‖
Lη
η
‖ − ‖
λ
η
‖] ≥ 0.
If we choose C1 = max{C0,
1
δ +‖
Lη
η ‖+e
K ′T ‖λη‖]}, then C1η is a viscosity supersolution to (3.13)
when T0 = T − δ. Thus it follows by the comparison principle in [2, Proposition 5] that
v(t, y) ≤ C1η(y), (t, y) ∈ [0, T − δ] × R
d. (3.16)
Combing (3.15) and (3.16) yields the desired estimate (3.14).
Lemma 3.8. The pair of feedback controls (ξ∗, µ∗) given by (2.13) is admissible.
Proof. Since vˇ ≤ v ≤ vˆ on [T − δ, T ),
1− ‖Lηη ‖(T − r)
eθ(T−r)(T − r)
≤
v(r, Y t,yr )
η(Y t,yr )
≤
1 + ‖Lηη ‖(T − r) + e
K ′(T−r)‖λη ‖(T − r)
T − r
, r ∈ [T − δ, T ).
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For s ∈ [T − δ, T ),
|X∗s | ≤ |x| exp
(
−
∫ s
t
v(r, Y t,yr )
η(Y t,yr )
dr
)
≤ |x| exp
(
−
∫ s
T−δ
v(r, Y t,yr )
η(Y t,yr )
dr
)
≤ |x| exp
(
−
∫ s
T−δ
1− ‖Lηη ‖(T − r)
eθ(T−r)(T − r)
dr
)
≤ |x| exp
(∫ s
T−δ
eθ(T−r) − [1− ‖Lηη ‖(T − r)]
eθ(T−r)(T − r)
dr
)
exp
(
−
∫ s
T−δ
1
T − r
dr
)
≤ |x| exp
(∫ s
T−δ
[
eθ(T−r) − 1
eθ(T−r)(T − r)
+
‖Lηη ‖
eθ(T−r)
]
dr
)
·
T − s
δ
≤ C|x|
T − s
δ
.
(3.17)
The last inequality holds because lim
r→T
eθ(T−r)−1
eθ(T−r)(T−r)
= θ. As a result, X∗T− = 0 and hence X
∗
T = 0.
On the other hand,
E
∫ T
T−δ
|ξ∗s |
4 ds ≤ δE sup
T−δ≤s≤T
|ξ∗s |
4 = δE sup
T−δ≤s≤T
[v(s, Y t,ys )
η(Y t,ys )
|X∗s |
]4
≤ δ
[1 + ‖Lηη ‖(T − s) + eK ′(T−s)‖λη‖(T − s)
T − s
· C|x|
T − s
δ
]4
≤ C|x|4.
In view of the estimate (3.14), we get
E
∫ T−δ
0
|ξ∗s |
4 ds ≤ (T − δ)E sup
0≤s≤T−δ
|ξ∗s |
4 = (T − δ)E sup
0≤s≤T−δ
[v(s, Y t,ys )
η(Y t,ys )
|X∗s |
]4
≤ C|x|4.
We conclude that ξ∗ ∈ L4F (0, T ;R). Thus (ξ
∗, µ∗) is admissible.
3.2.2 Verification argument
It has been shown in [10, Lemma 5.1, Lemma 5.2] that the process (X∗s )s∈[t,T ] is monotone and
that we may w.l.o.g restrict ourselves to admissible controls that result in a monotone portfolio
process. We denote by A¯(t, x) the set of all admissible controls under which the portfolio process
is monotone. For any (ξ, µ) ∈ A¯(t, x) the expected residual costs vanish as s→ T as shown by
the following lemma.
Lemma 3.9. For every (ξ, µ) ∈ A¯(t, x) it holds that
E
[
v(s, Y t,ys )|X
ξ,µ
s |
2
]
−→ 0, s→ T . (3.18)
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Proof. Following the proof in [10, Lemma 5.3], we have
|Xξ,µs |
2 ≤ C(T − s)E
[∫ T
s
|ξr|
2 dr
∣∣∣Fs] .
Therefore, by the upper estimate in (3.15),
E
[
v(s, Y t,ys )|X
ξ,µ
s |
2
]
≤ CE
[
η(Y t,ys )
1
T − s
(T − s)E
[ ∫ T
s
|ξr|
2 dr
∣∣∣Fs]]
≤ C{(T − s)E
[∫ T
s
|ξr|
4 dr
]
E
[
η(Y t,ys )
2
]
}1/2.
Letting s→ T , we conclude (3.18) since ξ ∈ L4F (0, T ;R) and η ∈ Cm
(
R
d
)
along with Assump-
tion 2.3 and the moment estimates (2.10) of Y .
Next, we give a probabilistic representation of the viscosity solution to (2.12). In [19], the
author showed that the possibly discontinuous minimal solution of a certain backward stochastic
differential equation with singular terminal condition gives a probabilistic representation of the
minimal viscosity solution of an associated partial differential equation; continuity of the solution
was not established. However, continuity is necessary to carry out the verification argument.
We obtain a solution to the corresponding FBSDE in a different way since the existence of the
(continuous) viscosity solution has already been proved.
Proposition 3.10. Under Assumption 2.2, 2.3, there exists processes (U t,y, Zt,y) ∈ S2F (t, T
−;Rd)×
L2F (t, T
−;Rd) satisfying that U t,yt = v(t, y) and for any t ≤ r ≤ s < T,
U t,yr = U
t,y
s +
∫ s
r
F (Y t,yρ , U
t,y
ρ )dρ−
∫ s
t
Zt,yρ dWρ.
Proof. We first consider the forward-backward system for any T0 ∈ (0, T )
dYs = b(Ys)ds+ σ(Ys)dWs,
dUs = −f(s, Ys)ds+ ZsdWs,
Yt = y, UT0 = v(T0, YT0)
(3.19)
where f(t, y) := F (y, v(t, y)). Recalling the estimate in (3.14), we know that f ∈ Cm([0, T0]×R
d).
Together with Assumption 2.2 and the fact that v(T0, ·) ∈ Cm(R
d) derived by Theorem 2.6, we
conclude from [17, Theorem 2.2] that the system admits a unique solution
(Y t,y, U t,y, Zt,y) ∈ S2F (t, T0;R
d)× S2F (t, T0;R
d)× L2F (t, T0;R
d).
Let w(t, y) := U t,yt . By [17, Proposition 3.2], we know that w is a viscosity solution of (3.13)
with driver f . By the definition of f, we also see that v is also a viscosity solution of (3.13)
with driver f . Hence it follows by the comparison principle [2, Proposition 5] that w = v. As a
result, we have for any r ∈ [t, T0] that 0 ≤ U
t,y
r = v(r, Y
t,y
r ). Thus U t,y is also a solution to the
following BSDE: 
dYs = b(Ys)ds + σ(Ys)dWs,
dUs = −F (Ys, Us)ds + ZsdWs,
Yt = y, UT0 = v(T0, YT0).
(3.20)
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We then can conclude that for any T0 < T, the solution U
t,y to the corresponding FBSDE
system can always be expressed by the viscosity solution v. Therefore, a global solution to the
BSDE on [0, T ) is obtained.
The following lemma is key to the verification argument.
Lemma 3.11. For every (ξ, µ) ∈ A¯(t, x) and s ∈ [t, T ),
v(t, y)|x|2 ≤ E
[
v(s, Y t,ys )|X
ξ,µ
s |
2
]
+ E
[∫ s
t
c(Y t,yr ,X
ξ,µ
r , ξr, µr) dr
]
.
Proof. By Proposition 3.10, we know that (U t,y, Zt,y) solves the following BSDE:
U t,yt = U
t,y
s +
∫ s
t
F (Y t,yr , U
t,y
r )dr −
∫ s
t
Zt,yr dWr.
This allows us to apply to U t,ys |X
ξ,µ
s |2 the classical integration by parts formula for semimartin-
gales in order to obtain
U t,yt |x|
2 = U t,ys |X
ξ,µ
s |
2 +
∫ s
t
{
F (Y t,yr , U
t,y
r )|X
ξ,µ
r |
2
+ 2ξrU
t,y
r sgn(X
ξ,µ
r )|X
ξ,µ
r | − θU
t,y
r (|X
t,x
r − µr|
2 − |Xt,xr |
2)
}
dr
−
∫ s
t
σ(Y t,yr )Z
t,y
r |X
ξ,µ
r |
2 dWr −
∫ s
t
U t,yr (|X
ξ,µ
r− − µr|
2 − |Xξ,µr− |
2) dN˜r,
where N˜r = Nr − θr denotes the compensated Poisson process. Moreover, |X
ξ,µ| ≤ |x| and
|µ| ≤ |x|, due to the monotonicity of the portfolio process. Furthermore,∫ s
t
σ(Y t,yr )Z
t,y
r |X
ξ,µ
r |
2 dWr
is a uniformly integrable martingale because
2E
[(∫ s
t
|σ(Y t,yr )|
2 · |Zt,yr |
2|Xξ,µr |
4 dr
)1/2]
≤ E
(
sup
t≤r≤s
|σ(Y t,yr )|
2 + |x|4
∫ s
t
|Zt,yr |
2 dr
)
<∞.
As a consequence, the above stochastic integrals are true martingales. Hence, recalling (2.8),
U t,yt |x|
2 = E
[
U t,ys |X
ξ,µ
s |
2
]
+ E
[∫ s
t
c(Y t,yr ,X
ξ,µ
r , ξr, µr) dr
]
+ E
[∫ s
t
{
F (Y t,yr , U
t,y
r )|X
ξ,µ
r |
2 −H(r, Y t,yr ,X
ξ,µ
r , ξr, µr, U
t,y
r |X
ξ,µ
r |
2)
}
dr
]
≤ E
[
U t,ys |X
ξ,µ
s |
2
]
+ E
[∫ s
t
c(Y t,yr ,X
ξ,µ
r , ξr, µr) dr
]
. (3.21)
Since U t,yt = v(t, y), U
t,y
r = v(r, Y
t,y
r ), we have
v(t, y)|x|2 ≤ E
[
v(s, Y t,ys )|X
ξ,µ
s |
2
]
+ E
[∫ s
t
c(Y t,yr ,X
ξ,µ
r , ξr, µr) dr
]
.
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We are now ready to carry out the verification argument.
Proof of Proposition 2.7. Let (ξ, µ) ∈ A¯(t, x). By Lemma 3.9 and Lemma 3.11 letting
s→ T , we get
v(t, y)|x|2 ≤ J(t, y, x; ξ, µ).
Finally, by Lemma 2.1 equality holds in (3.21) if ξ = ξ∗ and µ = µ∗. Hence, using Lemma 3.9,
it yields
v(t, y)|x|2 = E[v(s, Y t,ys )|X
ξ∗,µ∗
s |
2] + E
[∫ s
t
c(Y t,yr ,X
ξ∗,µ∗
r , ξ
∗
r , µ
∗
r) dr
]
−→ J(t, y, x; ξ∗, µ∗) as s→ T.
This shows that the strategy (ξ∗, µ∗) is indeed optimal. 
4 Uniqueness in the non-Markovian framework
The existence of a minimal nonnegative solution
(Y,Z) ∈ L2F (Ω;C([0, T
−];R+))× L
2
F (0, T
−;Rd)
to the BSDE
− dYt =
{
λt −
|Yt|
2
ηt
}
dt− Zt dWt, 0 ≤ t < T ; lim
t→T
Yt = +∞ (4.1)
has been established in [3] under the assumption that η ∈ L2F (0, T ;R+), η
−1 ∈ L1F (0, T ;R+),
λ ∈ L2F (0, T
−;R+), and E[
∫ T
0 (T − t)
2λt dt] <∞.
In this section we extend our uniqueness result to non-Markovian models and prove the existence
of a unique nonnegative solution under the following conditions; they correspond to those in
the Markovian setting:
• η is a positive Itoˆ diffusion, dηt = αt dt+ βt dWt with (α, β) ∈ L
2
F (0, T ;R × R
d),
• η, η−1 ∈ L2F (Ω;C([0, T ];R)) and η
−1α, η−1λ ∈ L∞F (0, T ;R).
Proposition 4.1. Let τ := 1/‖η−1α‖L∞ ∧ T and K˜ = ‖η
−1α‖L∞ + 1. For any nonnegative
solution (Y,Z) to (4.1) the following estimates hold for T − τ ≤ t < T :
ηt
(
1
T − t
− ‖η−1α‖L∞
)
≤ Yt ≤ ηt
(
1
T − t
+ ‖η−1α‖L∞ + e
K˜(T−t)‖η−1λ‖L∞
)
. (4.2)
Proof. For 0 < ǫ < τ we define (Yt
ǫ
)t∈[T−τ,T−ǫ) by
Yt
ǫ
= ηt
(
1
T − ǫ− t
+ ‖η−1α‖L∞ + e
K˜(T−t)‖η−1α‖L∞
)
.
We will show that these processes are supersolutions to (4.1) but with the singularity at t = T−ǫ,
lim
t→T−ǫ
Yt
ǫ
= +∞.
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Precisely,
−dYt
ǫ
= gǫ(t, Yt
ǫ
) dt− Zt
ǫ
dWt, T − τ ≤ t < T − ǫ,
where
gǫ(t, Yt
ǫ
) :=−
ηt
(T − ǫ− t)2
+ K˜eK˜(T−t)‖η−1α‖L∞
− αt
(
1
T − ǫ− t
+ ‖η−1α‖L∞ + e
K˜(T−t)‖η−1α‖L∞
)
and Z
ǫ
∈
⋂
t∈[T−τ,T−ǫ) L
2
F (T − τ, t;R
d). A calculation as in the proof of Proposition 3.5 verifies
that for all T − τ ≤ t < T − ǫ,
gǫ(t, Yt
ǫ
) ≥ λt −
|Yt
ǫ
|2
ηt
=: f(t, Yt
ǫ
).
We now consider the difference of Y and Y
ǫ
for T − τ ≤ t ≤ s < T − ǫ:
Yt
ǫ
− Yt = E
[
Ys
ǫ
− Ys +
∫ s
t
gǫ(r, Yr
ǫ
) dr −
∫ s
t
f(r, Yr) dr
∣∣∣Ft]
≥ E
[
Ys
ǫ
− Ys +
∫ s
t
f(r, Yr
ǫ
)− f(r, Yr) dr
∣∣∣Ft]
= E
[
Ys
ǫ
− Ys +
∫ s
t
(Yr
ǫ
− Yr)θr dr
∣∣∣Ft]
where
θr =

f(r, Yr
ǫ
)− f(r, Yr)
Yr
ǫ
− Yr
, if Yr
ǫ
− Yr 6= 0,
0, else.
(4.3)
Note that θ ≤ 0. By the explicit representation of the solution to linear BSDEs,
Yt
ǫ
− Yt ≥ E
[
(Ys
ǫ
− Ys) exp
(∫ s
t
θr dr
)]
.
Letting s → T − ǫ and applying Fatou’s lemma, we see that Yt
ǫ
− Yt ≥ 0. Taking ǫ → 0 we
obtain the upper estimate. The lower estimate can be established by similar arguments.
Corollary 4.2. For any solution (Y,Z) ∈ L2F (Ω;C([0, T
−];R+))×L
2
F (0, T
−;Rd) to (3.19) and
any admissible control ξ ∈ A(t, x) it holds that
lim
s→T
E
[
Ys|X
ξ
s |
p
∣∣∣Ft] = 0. (4.4)
Proof. From the upper estimate in (4.2) and Jensen’s inequality,
E
[
Ys|X
ξ
s |
2
∣∣∣Ft] ≤ CE [ ηs
T − s
(T − s)
∫ T
s
|ξr|
2 dr
∣∣∣∣Ft]
≤ C
{
(T − s)E[η2s |Ft]E
[ ∫ T
s
|ξr|
4 dr|Ft
]}1/2
.
Hence, letting s→ T , we conclude (4.4) by the monotone convergence theorem, where it is used
that ξ ∈ L4F (0, T ;R) and η ∈ L
2
F (Ω;C([0, T ];R)).
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We may again restrict ourselves to monotone controls ξ ∈ A¯(t, x) [3, Lemma 1.6]. A verification
argument analogous to the one in Section 3.2 shows that ξ∗ = Yη X
∗ is admissible and that
the value function Vt(x) can be expressed by Yt|x|
p for any nonnegative solution Y to the
BSDE (4.1).
Theorem 4.3. There exists a unique solution to the BSDE (4.1) in L2F (Ω;C([0, T
−];R+)) ×
L2F (0, T
−;Rd).
Proof. By Itoˆ-Kunita formula, since Yt|x|
2 solves the stochastic HJB equation,
Yt|x|
2 = Ys|X
ξ
s |
2 +
∫ s
t
(
2ξrYrX
ξ
r + (λr −
|Yr|
2
ηr
)|Xξr |
2
)
dr −
∫ s
t
Zt,yr |X
ξ
r |
2 dWr.
We know that
Yt|x|
2 ≤ E
[
Ys|X
ξ
s |
2 +
∫ s
t
ηr|ξr|
2 + λr|X
ξ
r |
2 dr
∣∣∣∣Ft] , t ≤ s < T.
Letting s → T , we conclude Yt|x|
p ≤ Vt(x) by Corollary 4.2. Thus, Yt ≤ Vt(1). Recalling the
setting in [3], the admissible set just asks for measurability and liquidation constraints. But we
have verified that under our assumptions the optimal strategy proved in that paper still belongs
to our current admissible set. Thus Vt(1) still can be characterized as the minimal nonnegative
solution to (4.1). Hence, Yt = Vt(1) is unique.
5 Conclusion
In this paper we established a novel comparison principle for viscosity solutions to HJB equations
with singular terminal conditions arising in models of optimal portfolio liquidation under market
impact. Our method is flexible enough to allow for possibly unbounded coefficients. The
comparison principle allowed us to prove the existence of a unique continuous viscosity solution
to the HJB equation and hence the existence of a unique optimal trading strategy. Without
continuity it is typically impossible to study further regularity properties of the value function.
Using our continuity result it is possible to prove that the value function is a π-strong solution
to the HJB equation under mild additional conditions on the model parameters. This means
that the value function can be approximated by C1,2 function uniformly on compact sets.
Several other avenues are open for future research. For instance, it would clearly be desirable to
weaken the regularity assumption on the unbounded market impact coefficient η. The regularity
assumption was needed to carry out the Taylor-type approximation of the value function at the
terminal time.
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