We construct spike layered solutions for the semilinear elliptic equation −ε 2 ∆u+ V (x)u = K(x)u p−1 on a domain Ω ⊂ R N which may be bounded or unbounded. The solutions concentrate simultaneously on a finite number of m-dimensional spheres in Ω. These spheres accumulate as ε → 0 at a prescribed sphere in Ω whose location is determined by the potential functions V, K.
Introduction and the main result
In this paper, we continue our work [4, 5] on the singularly perturbed elliptic equation
The concentration behavior of solutions of (1.1) in the semiclassical case ε → 0 has been in the focus of research since the 1990s. We refer the reader to [3, 6, 7, 12, 13, 14, 9, 10, 16, 18, 19, 20, 21, 22, 24, 25] for interesting results about single or multipeak solutions, i. e. solutions concentrating on one or several points.
We are interested in solutions which concentrate on higher dimensional subsets of Ω as ε → 0. This type of solutions has been discovered only quite recently; see [17, 1, 2, 11, 4, 5] . In [17, 1, 2] the authors consider radially symmetric equations and prove the existence of radial solutions that develop, as ε → 0, a spherical spike layer, that is a solution which is bounded away from 0 on an N − 1-dimensional sphere and decays exponentially to 0 away from the sphere. In [11] the domain is only partially radial, the equation autonomous (V, K ≡ 1), and the authors obtain solutions that concentrate on one or several (m − 1)-dimensional spheres, 2 ≤ m ≤ N . The location of the spheres is determined by the geometry of the domain. In [4, 5] we consider domains as in [11] with V, K not being constant and find solutions that concentrate on (m − 1)-dimensional spheres, where now the location is determined by V and K.
Here we present a new type of solutions. Whereas in the papers mentioned above the spike layers develop at spatially separated spheres, we find solutions with arbitrarily many (m − 1)-dimensional spherical layers which accumulate at one sphere in R N whose location is again determined by V and K.
We require the following conditions on Ω, V, K. Observe that the exponent is allowed to be supercritical if m > 1. As in [5] we set Now we can formulate the conditions which allow to localize the spherical layers.
(V K 3 ) Γ has a strict local maximum at some point Z = (Z 0 , . . . , Z N −m ) ∈ Ω 0 with Z 0 > 0 and Γ(Z) > 0.
Let U be the unique radial solution of the problem
For given z ∈ R N −m+1 we set
and β(z) = V 0 (z).
We also need the scalar product
with associated norm . ε .
for some C > 0 and θ 0 > 0.
Due to the partial symmetry conditions (Ω) and (V K 1 ), in the sequel we will study (1.1) in the subspace
Our arguments are based on a variational approach. The basic idea is to use the least energy solution of the related limiting equation in R N −m+1 as a building block to construct solutions for (1.1). We first reduce the problem to a finite-dimensional one by a type of Lyapunov-Schmidt reduction (see [8] or [23] ). Then we apply an energy comparison technique. To obtain the existence result in the case of a supercritical exponent p > 2N/(N − 2) we will employ a penalty function argument which needs some truncation. Hence we will use a local approach in the procedure of the finite dimensional reduction. It is essential to find a fixed-point in a subset where the functions are L ∞ uniformly bounded. Since the points Z ε,j where the solutions concentrate all converge towards Z, rather fine estimates are needed to control the interaction terms in the functional between the different layers. Though the approach is analogous to the one from our papers [4, 5] , the detailed estimates however are quite different and considerably more complicated than in [4, 5] where |Z ε,j − Z ε,i | ≥ c > 0 for i = j, i, j = 1, . . . , k.
The paper is organized as follows. In Section 2 we first introduce some notation and explain the framework of proof, then give some preliminary estimates which play a key role in the rest of the arguments. In Section 3 we reduce the problem to the study of a finite dimensional functional. Section 4 contains the proofs of the main results, and the Appendix a technical lemma.
Throughout this paper, we will use C, c and C j , j ∈ N to denote various positive constants, and O(t), o(t) to mean |O(t)| ≤ C|t| and o(t)/t → 0 respectively as t → 0. We will omit the coefficient ω m−1 (the measure of S m−1 ) when we write integrals in polar coordinates:
Preliminaries
It is well known (cf. [6, 8] ) that the solution U ∈ H 
We need to recall notation from [5] . For ε > 0 and y ∈ Ω 0 ⊂ R N −m+1 we set
hence, U ε,y (x) = U ε,y (x) withx = (|x |, x ) as in the introduction, satisfies
There exists C > 0 so that
we have
Clearly f ε,y is a smooth function in x and y, and satisfies
Then by (V K 3 ) and (V K 4 ) there exists δ > 0 so that Γ(z) < Γ(Z) for all z ∈ B δ (Z) = {z ∈ R N −m+1 : |z − Z| ≤ δ} and that V 0 and K 0 are C 1 in B δ (Z). We write
We modify the problem by replacing the nonlinearity u p−1 using a cut-off. For this we define
and
Clearly, a solution of
The functional associated to problem (2.6) is
g(x, s)ds. I ε is well defined on H s because 2 < p < 2(N − m + 1)/(N − m − 1) and because |x | ≥ c > 0 for x ∈ B δ . It is easy to check that I ε ∈ C 1 (H s ), and that its positive critical points are solutions of problem (2.6). Now we fix k ∈ N and want to find solutions of (1.1) having k layered peaks. We define, for ε, R > 0 to be determined later,
The solutions we look for will be critical points of I ε of the form
and the functional
Lemma 2.1. There exists δ 0 > 0 and ε 0 > 0 such that for ε ∈ (0, ε 0 ] and δ ∈ (0, δ 0 ], (Y, w) is a critical point of J ε constrained to M ε,δ if and only if
The proof of Lemma 2.1 proceeds as the one of [5, Lemma 2.1], so we omit it here.
By the Lagrange multiplier rule, (Y, w) is a critical point of J ε constrained to M ε,δ if and only if there are scalars A j,l ∈ R, j = 1, . . . , k, l = 0, . . . , N − m, such that
The proof of Theorem 1.1 consists first of a finite-dimensional reduction where we solve (2.9) as a function of Y , so we obtain a map Y → w ε,Y . This will be plugged into (2.8), which in turn will be solved for small ε.
We start by expanding J ε (Y, w) near w = 0 as follows
where
Lemma 2.2. There exist constants c, C > 0 such that
Proof. The proof proceeds as the one of [5, Lemma 2.2] up to estimating the interaction terms
Here we have for 2 < p < 3:
and for p ≥ 3:
These estimates account for the additional summand i =j e
in the lemma when compared to [5, Lemma 2.2].
The finite-dimensional reduction
In this section, we find R > 0 so that we can solve (2.9) for any given Y ∈ D ε,R for ε sufficiently small. We consider the bounded linear map L ε,Y :
denote the orthogonal projection (with respect to the scalar product 
We define
where ν, σ > 0 are small constants to be determined later.
Lemma 3.2. For ε > 0 small and w ∈ F ε , we have
Proof. For w ∈ F ε , choosing ε suitably small and R suitably large, we have |w| ≤ in Ω \ B δ . Therefore
We setw(z) = w(εz) and B ε,δ = {z : εz ∈ B δ (ξ)}. From C ≥ |x | ≥ c > 0 for x ∈ B δ it follows that
Combining the last two estimates, we obtain (3.1). (3.2) and (3.3) can be verified similarly.
The main result of this section is the following proposition.
Proposition 3.3. For ε sufficiently small, there exists a
In addition we have the estimate
Hence, equation (2.9) is equivalent to
Y is invertible by Proposition 3.1, so we can rewrite (3.5) as
For ν > 0, 0 < σ ν, and γ > 0 to be determined later, define
Next we prove that the map A ε,Y is a contraction on the set C ε endowed with the norm . ε , provided ε is small. For w 1 , w 2 ∈ C ε , (3.3) implies
for some ∈ [0, 1]. Thus A ε,Y is a contraction for ε < ε 1 (γ) and R > R 1 (γ); γ will be determined later. Now we consider w ∈ C ε and calculate (3.6)
We claim that A ε,Y (w) ∈ C ε . It suffices to find γ > 0 with
for some A j,l ∈ R, j = 1, . . . , k, l = 0, . . . , N − m; here we identify the bounded linear maps h ε,Y , R ε,Y (w) : H s → R with elements of H s using the scalar product ( · , · ) ε . We claim that there exist R * > 0 and ε * > 0 such that for R > R * and ε < ε * (3.8) 
It follows that, taking the scalar product in H s of (3.7) with
for j = 1, . . . , k, l = 0, . . . , N − m, respectively, we get a quasi-diagonal linear system with A j,l as unknowns. Obviously, there exist R * > 0 and ε * > 0, such that if
≥ R * and ε < ε * , the coefficient matrix of this linear system is invertible, and consequently
By duality, (3.7) can be written as
Observe that |w| ≤ 1/2 in Ω \ k j=1 B j because w ∈ C ε . This implies (3.9)
Now direct calculations lead to: (3.10)
Moreover, one easily verifies using the definitions of W ε,Y j and f ε,j that for j = 1, . . . , k
Combining (2.3), (2.5) and (3.8)-(3.12), we therefore obtain
For 0 < ν < λ and r ≥ 0 one has
For a smooth function ψ with ψ = 0 in B δ we define
It is not difficult to see that a ε → 0 uniformly in Ω as ε → 0. Then w 1 satisfies by (3.14)
direct computations yield that for ε sufficiently small, there exists C 3 > 0 independent of ε and γ such that
As a consequence of the comparison principle, we obtain
Choosing γ > max{2C 0 , 4C 3 /(λ * − ν 2 )} and 0 < σ ν λ , then setting R > max{R * , R 1 (γ), R 2 (γ), R 3 (γ)} and ε ≤ min{ε * , ε 1 (γ), ε 2 (γ), ε 3 (γ)}, we obtain w 1 ∈ C ε . Consequently, A ε,Y is a contraction from C ε into itself. By the contraction mapping principle there exists w ε,Y ∈ C ε satisfying w ε,Y = A ε,Y (w ε,Y ), that is, w ε,Y satisfies (2.9) for some scalars A j,l , j = 1, . . . , k, l = 0, . . . , N − m.
It remains to prove that w ε,Y is C 1 −smooth with respect to Y . Using similar arguments as in [8] , we can deduce that there exists a unique C 1 -map D ε,R → H s , Y → w ε,Y , which satisfies (2.9). As a consequence of the uniqueness, w ε,Y = w ε,Y and the claim follows.
Proof of Theorem 1.1
Recall the map D ε,R → H s , Y → w ε,Y given by Proposition 3.3, and set
It is sufficient to find for ε small a critical point Y ε of F ε in the interior of D ε,R . Then (Y ε , w ε,Yε ) is a critical point of J ε , so we are done by Lemma 2.1. By compactness of D ε,R the problem
has a solution Y ε . As a consequence of the next proposition Y ε lies in the interior of D ε,R .
Proof. By (3.1), (3.4), Lemma 2.2 and the definition of Q ε,Y (w), we have for
where B = R N −m+1 U p dz. Using the following elementary inequalities
if p > 3, and using (2.3), we deduce
and (4.2) On the other hand Fixing vectors e 1 , . . . , e k ∈ R N −m+1 with e i = e j for i = j, andc > 0, we set Y ε,j := Z +cε| ln ε|e j , so that for i = j 
