Abstract. We prove first-order convergence of the semi-explicit Euler scheme combined with a finite element discretization in space for elliptic-parabolic problems which are weakly coupled. This setting includes poroelasticity, thermoelasticity, as well as multiplenetwork models used in medical applications. The semi-explicit approach decouples the system such that each time step requires the solution of two small and well-structured linear systems rather than the solution of one large system. The decoupling improves the computational efficiency without decreasing the convergence rates. The presented convergence proof is based on an interpretation of the scheme as an implicit method applied to a constrained partial differential equation with delay term. Here, the delay time equals the used step size. This connection also allows a deeper understanding of the weak coupling condition, which we accomplish to quantify explicitly.
Introduction
We study the semi-explicit time discretization of a linear elliptic problem that is coupled to a linear parabolic equation, which we refer to as elliptic-parabolic problem. The resulting model is a partial differential-algebraic equation (PDAE) that appears, for instance, in the field of geomechanics [Bio41, Zob10] . In particular, we consider the deformation of porous media saturated by an incompressible viscous fluid, also called poroelasticity [DC93, Sho00] . The displacement of a material due to temperature changes gives a second application, which is commonly known as thermoelasticity [Bio56] . These applications have in common that the scaling of the coupling term is typically small, which we refer to hereafter as weakly coupled.
An alternative formulation of poroelasticity is obtained by introducing the fluid flux, also called Darcy velocity, as an additional variable. This so-called three-field formulation is used, for instance, in biomechanics to predict the deformation resulting from tumor growth in the brain [RNM + 03]. This model is advantageous if one is particularly interested in the fluid flux, since no subsequent calculation is needed. Further, it is well-suited for the extension to network structures, which are used, for instance, in medical applications with several pressure variables. As an example, we mention the investigation of cerebral edema, which may occur as a result of an unnatural accumulation of cerebrospinal fluid in the brain (hydrocephalus) [VCT + 16]. There, the brain is modeled as a poroelastic medium saturated by four fluid networks: one for the high-pressure arteries, one for the low-pressure arterioles and capillaries, one for the cerebrospinal and interstitial fluids, and one for the veins.
As mentioned above, we deal with PDAEs such that a semi-discretization in space yields a differential-algebraic equation (DAE) . As an immediate consequence, one cannot use explicit time-integration schemes [KM06] . The current literature mainly considers a time discretization by the implicit Euler scheme. In [EM09, MP17] this is combined with a finite element discretization in space. The performed error analysis is based on a spatial projection, which is related to the corresponding stationary problem and thus coupled. A decoupled projection operator is introduced in [ACM + 19, FAC + 19] for heterogeneous poroelasticity. Other spatial discretization schemes such as continuous and discontinuous Galerkin methods are considered in [PW07a, PW07b, PW08] . Numerical methods based on the three-field formulation are discussed, e.g., in [HRGZ17, HK18, HKLP19] . Finally, we mention [Fu19] where higher-order schemes in space and time are investigated.
We emphasize that all mentioned schemes rely on an implicit time discretization. Thus, one needs to solve a large coupled system in each time step. This may be resolved by using a semi-explicit time-stepping method. Such a discretization decouples the elliptic and parabolic equation with the obvious advantage that the system is split into two subsystems with smaller dimensions. Further, the sparsity pattern of the matrices improves such that the construction of block-preconditioners is facilitated [LMW17] . A first attempt in this direction is presented in [WG07] for the three-field model. There, however, an additional inner iteration is necessary to guarantee convergence. For yet another three-field model, [JCLT19] proposes a similar semi-explicit scheme as in the present paper. However, there is no convergence analysis available.
This paper provides theoretical justification for the decoupling of the elliptic and parabolic equation. We prove convergence of the semi-explicit Euler discretization in time combined with any stable spatial discretization of first order. This includes the classical two-field formulation (Theorem 3.9) as well as the multiple-network case if the exchange rates are small enough (Theorem 4.5). Besides suitable regularity assumptions, we require a weak coupling condition, which is motivated and introduced in Section 2. The convergence proof is based on decoupled spatial projections and the observation that the semi-explicit scheme equals the implicit discretization of a related PDAE with delay term. Hereby, the fixed time delay τ equals the step size for the time integration.
The key technique for the convergence result is to prove that the original coupled PDAE and the associated delay PDAE only differ by an order τ , see Proposition 3.2 and Proposition 4.1 for further details. This novel proof technique allows us to establish the expected rates in space and time and an explicit quantification of the weak coupling condition. As an additional benefit from the delay approach, we observe that the weak coupling condition resembles a necessary condition for asymptotic stability of the semi-discretized delay DAE. This fact is also illustrated in the numerical experiments of Section 5, showing that the stated condition is indeed sharp. We foresee that this strategy can be extended to study further time discretization schemes of semi-explicit type.
Notation. Throughout the paper we write a b to indicate that there exists a generic constant C, independent of spatial and temporal discretization parameters, such that a ≤ Cb. Further, we abbreviate Bochner spaces on the time interval
Elliptic-parabolic Problems
This section is devoted to an introduction to the considered elliptic-parabolic problems. For this, we consider the weak formulation of the classical two-field model as well as threefield and multiple-network systems. To keep the models fairly general we consider abstract formulations and gather all needed assumptions on the functions spaces and the involved bilinear forms. However, we also discuss practical examples for each case. These examples motivate the notion of weak coupling, which we specify in terms of the system parameters.
2.1. Two-field formulation. We consider the weak formulation of elliptic-parabolic problems with two unknowns u : [0, T ] → V and p : [0, T ] → Q, where T < ∞ denotes the final time and V, Q are Hilbert spaces which already include the boundary conditions, see the examples below. In the abstract setting, the solution pair (u, p) should satisfy
for all test functions v ∈ V, q ∈ Q and sufficiently smooth source terms f :
Hereby, V * and Q * denote the respective dual spaces for V and Q and · , · denotes the duality pairing. Further, we have initial conditions
which need to respect a consistency condition since system (2.1) defines a PDAE. Although system (2.1) is not in the standard semi-explicit form as analyzed in [EM13, Alt15, AH18] , the consistency condition is explicitly given by equation (2.1a) and reads
for all v ∈ V. We further assume that both ansatz spaces are part of a Gelfand triple, cf. [Zei90, Ch. 23.4]. For this, we introduce the pivot spaces H V and H Q such that V, H V , V * and Q, H Q , Q * each form a Gelfand triple. A typical example considers Sobolev spaces including the first weak derivative for V, Q and standard L 2 -spaces for H V , H Q . For the involved bilinear forms a, b, c, and d we make the following assumptions: the bilinear form a : V × V → R is symmetric, elliptic, and bounded in V, i.e.,
Note that this also defines a norm · a := a(·, ·) 1/2 , which is equivalent to the V-norm. Similarly, b : Q × Q → R is symmetric, elliptic, and bounded in Q, i.e.,
for all p, q ∈ Q, defining the norm · b , which is equivalent to the Q-norm. In the examples in mind where V and Q are Sobolev spaces, we assume additionally that the elliptic problems corresponding to a and b are H 2 -regular, cf. [Bra07, Sect. II.7]. Note that this includes an implicit condition on the spatial domain on which the bilinear forms are defined. Further, the bilinear form c : Q × Q → R is symmetric, elliptic, and bounded in the pivot space H Q , i.e.,
for all p, q ∈ H Q . Thus, this defines a norm · c , which is equivalent to the H Q -norm Finally, the coupling is defined through the bilinear form d : V × Q → R, which is bounded in terms of
for all u ∈ V and p ∈ Q. The possibility to choose whether to estimate u or p in the stronger norm will be used in the convergence analysis in Section 3.3. We emphasize that the assumptions on the bilinear forms a and b imply the elliptic nature of equation (2.1a) and the parabolic nature of equation (2.1b), which are coupled through the bilinear form d. Furthermore, it is sufficient to prescribe an initial condition for p as equation (2.1a) is then uniquely solvable for u 0 .
Remark 2.1 (DAE structure). Since (2.1) represents a PDAE, a spatial discretization with parameter h leads to a DAE. Considering the time derivative of the first equation, the semi-discrete system can be written as
Here, K a and K b denote the stiffness matrices corresponding to the bilinear forms a and b, respectively, and M c is the mass matrix resulting from c. Under reasonable assumptions on the spatial discretization, the properties stated above imply that these three matrices are positive definite. Since the block-diagonal part of the matrix on the left is positive definite and the off-diagonal part is skew-symmetric, the matrix on the left is invertible, which implies that the original DAE has index 1, cf. 
with spaces
The involved parameters include the stress tensor σ (defined by the Lamé coefficients λ and µ), the permeability κ, the Biot-Willis fluid-solid coupling coefficient α, the Biot modulus M , and the fluid viscosity ν. As usual in linear elasticity, ε(u) denotes the symmetric gradient. The source terms satisfy f ≡ 0 and g represents an injection or production process. We emphasize that the ellipticity of the bilinear form a follows from Korn's inequality. Example 2.3 (Thermoelasticity). Since the linear thermoelastic problem is -in mathematical terms -equivalent to linear poroelasticity, system (2.1) also applies to this case, cf. [Bio56] . Thermoelasticity describes the displacement of a material due to temperature changes. Similar to Example 2.2, the thermal expansion coefficient in the bilinear form d, which is responsible for the coupling, is much smaller than the stress tensor, cf. [CR14] .
Motivated from the previous examples, we make the following assumption on the coupling of the elliptic and parabolic equation.
Assumption 2.4 (Weak coupling). We assume a weak coupling through the bilinear form d in the sense that
As already mentioned and indicated in the two examples presented above, this assumption is satisfied in many applications. A detailed list of poroelastic parameters for different stones is given in [DC93] .
2.2. Three-field formulation. System (2.1) can also be expressed in a three-field formulation, i.e., with an additional variable reflecting the flux of p. Such a formulation may be beneficial if the flux is of particular interest and serves here as a first step in the direction of network models. For this formulation, we need three spaces, namely V, Z, and Q, and aim to find the three unknowns u :
for all test functions v ∈ V, z ∈ Z, and q ∈ Q. The corresponding initial condition reads p( · , 0) = p 0 ∈ Q, which defines u 0 ∈ V through equation (2.2a).
In the three-field formulation, we assume Gelfand triples V, H V , V * and Z, H Z , Z * . The space Q is typically an L 2 -space such that no pivot space is needed or, in other words, Q = H Q . For the bilinear forms a and c, we have the same assumptions as in the previous subsection. Note, however, that the assumptions on Q imply that c is now elliptic on Q.
for all u ∈ V and p ∈ Q. For the newly introduced bilinear formd : Z × Q → R we assume continuity in the sense ofd (y, p) ≤ Cd y Z p Q for all y ∈ Z and p ∈ Q.
Example 2.5 (Poroelasticity). We revisit Example 2.2. The corresponding three-field formulation seeks for the displacement u, the fluid flux or Darcy velocity y, and the pore pressure p, cf. [Bio41] . In the strong form the system reads
with an initial condition for p. The natural boundary conditions in this setting are homogeneous Dirichlet boundary conditions for the displacement and homogeneous Neumann boundary conditions for the pressure that can be reformulated as a boundary condition for the fluid flux. In this case, the spaces are given by
Here, H 0 (div, Ω) denotes the space of functions z ∈ [L 2 (Ω)] d with ∇·z ∈ L 2 (Ω) and z·n = 0 on ∂Ω with unit normal vector n. In order to guarantee uniqueness of the pressure, one often assumes some additional condition such as a vanishing integral. This example fits in the framework of (2.2) witĥ
At this point, it would be reasonable to consider a similar weak coupling condition as in Assumption 2.4. However, we will discuss this in the following subsection where we extend the three-field model to the multiple-network case.
2.3. Multiple-network systems. The previously introduced three-field formulation can be easily extended to multiple-networks as they are used in certain brain models, see, e.g., [VCT + 16]. Note, however, that the extension to multiple-networks is also possible for the two-field model.
We consider the following abstract problem:
for all test functions v ∈ V, z ∈ Z, and q ∈ Q. Note that equations (2.4b) and (2. Assumption 2.6 (Weak coupling, network case). We assume a weak coupling through the bilinear forms d i in the sense that
Another coupling is described through the parameters β ij in equation (2.4c). In the case where they represent exchange rates from one network to the other, it is reasonable to assume symmetry, i.e., β ij = β ji , cf. [TV11] . Here, however, we only assume that the coupling parameters are sufficiently small. Assumption 2.7 (Small exchange rates). We assume small exchange rates between the networks, i.e., we assume that β := max i,j∈{1,...,m} |β ij | is small. In particular, we assume that 6β (m − 1) ≤ c c .
Remark 2.8. The introduced network model may be easily extended to the case with different ansatz spaces Q i and Z i for the variables p i and y i , respectively. This may be helpful in order to include varying boundary conditions for the different variables.
Remark 2.9 (DAE structure, network case). With the same arguments as in the two-field case, one can show that the semi-discretization of the multiple-network formulation (2.4) is a DAE of index 1. This follows again by the skew-symmetric block structure and only requires the invertibility of the stiffness and mass matrices. 
In this medical application, however, inhomogeneous boundary conditions for p i are considered on two boundary parts (skull and ventricle surface). Thus, additional boundary terms have to be taken into account, see [VCT + 16].
Semi-Explicit Discretization of the Two-Field Model
For the numerical solution of (2.1), we propose the combination of a semi-explicit time discretization with step size τ and a conforming spatial finite element discretization with mesh size h. Thus, we consider a partition of [0, T ] with time points t n = n τ . The fully discretized system then reads
with test functions v h ∈ V h and q h ∈ Q h . Hereby, V h ⊆ V and Q h ⊆ Q denote suitable finite-dimensional spaces resulting from the spatial discretization. The discrete time derivative is denoted by D τ u n+1 h := (u n+1 h − u n h )/τ and u n h , p n h are the resulting approximations of u(t n ) and p(t n ), respectively. For the right-hand sides, we introduce f n := f (t n ) and g n := g(t n ). For the initial data, we assume u 0 h ∈ V h and p 0 h ∈ Q h to be consistent in the sense of a(
We emphasize that the scheme (3.1) is semi-explicit in time due to the term p n h in equation (3.1a). The corresponding implicit scheme (with p n+1 h ) is analyzed in [EM09] .
Remark 3.1. The semi-explicit scheme (3.1) may be interpreted as a co-simulation [Mie89, BY11] (also known as waveform relaxation or dynamic iteration) of equations (2.1a) and (2.1b).
The advantage of the proposed scheme over a full-implicit discretization is that we can solve sequentially for u n+1 h by (3.1a) and afterwards for p n+1 h by (3.1b). Hence, we solve two smaller systems rather than one large system in each time step. Further, the sparsity pattern improves, since both systems only include the solution with standard mass and stiffness matrices.
Our convergence proof is based on an elliptic-parabolic problem with an additional delay term whose solution (ū,p) only differs by an order of τ from the original solution (u, p). The delay system is discussed in the following subsection.
3.1. A related delay system. The semi-explicit scheme (3.1) can also be obtained by applying the implicit Euler method to the delay system
for test functions v ∈ V and q ∈ Q. Note that this changes the nature of the system in the sense that we now need a history function forp in [−τ, 0] rather than only an initial value. Thus, we setp [−τ,0] (t) = Φ(t) and demand
With this particular history function we havep(0) = Φ(0) = p 0 and by equation (3.2a) we concludeū(0) = u 0 , since
Let us emphasize that the time delay equals the temporal step size τ .
Proposition 3.2. Assume sufficiently smooth right-hand sides f and g and a history function Φ as defined in (3.3) such that the solution (ū,p) of the delay system (3.2) satisfiesp ∈ W 2,∞ (H Q ). Then, the solutions to (2.1) and (3.2) are equal up to a term of order τ . More precisely, we have for almost all t ∈ [0, T ] that
and
Proof. We consider the Taylor expansions ofp andṗ,
. With this, the differences e u :=ū − u and e p :=p − p satisfy the system
for all test functions v ∈ V, q ∈ Q. Note that we have e u (0) = 0 and e p (0) = 0 due to the particular choice of the history function Φ in (3.3). On the other hand, considering the derivatives of (2.1a) and (3.2a) and the Taylor expansion ofṗ gives
Taking the sum of (3.6) with test function v =ė u and (3.5b) with q =ė p , we get with the ellipticity of the bilinear forms and Young's inequality,
Besides, the sum of (3.5a) with v =ė u and (3.5b) with q = e p yields the estimate
HQ . Integration over [0, t] and application of the estimate (3.7) then leads to
Noting thatp| [−τ,0] =Φ finally completes the proof.
The previous result states that the solutions (u, p) and (ū,p) are close as long as the solution of the related delay system stays stable. We would like to point out that the stability of delay PDAEs is a delicate topic, particularly in the current setting where the system structure is of neutral type. This means thatṗ at time t depends onṗ(t − τ ). From the PDE side one can expect difficulties, since even delay systems of retarded type, where the differential equation only includes a delay of the formp(t−τ ), may not gain smoothness in contrast to the finite-dimensional setting [AZ18] . On the other hand, a DAE with a delay term in the constraint may even behave like an advanced equation [Cam80] , i.e., the solution at time t depends on the derivative of the solution at time t − τ . As a direct consequence one can only expect solutions in a distributional setting [TU19] . Classical solutions may be obtained, if a certain structure is imposed on the delay DAE and the history function satisfies so-called splicing conditions [Ung18] . For our particular case, we can prove thatp indeed stays uniformly bounded for smooth data, see Appendix A for further details.
For an infinite time interval, i.e., T = ∞, such a stability result is only possible under a weak coupling condition in the spirit of Assumption 2.4. We illustrate this in the following finite-dimensional example.
Example 3.3. A spatial discretization of the delay PDAE (3.2) can be written as
with the matrices from Remark 2.1. Solving the first equation forū h and substituting in the second equation results in the neutral delay differential equation
A necessary condition for the asymptotic stability of (3.9) is that the spectral radius of M −1 c DK −1 a D T is strictly smaller than one, see [GKC03, Th. 3 .20] for further details. Note that this condition quantitatively resembles the weak coupling condition in Assumption 2.4.
We emphasize that even ifp stays bounded for finite times T , it may become very large. A T -independent bound requires again a weak coupling condition, which is also observable numerically, cf. Section 5.3.
3.2. Spatial projection. Based on the two-field formulation (2.1) and discrete spaces V h and Q h , we define the projections
for all q h ∈ Q h . Note that R u and R p are well-defined due to the ellipticity of a and b. For the following error analysis, we need certain approximation properties of the projectors.
Assumption 3.4 (Spatial projection). Consider u ∈ V and p ∈ Q. We assume that the projection errors satisfy
if the second derivatives ∇ 2 u and ∇ 2 p are bounded in H V and H Q , respectively.
Example 3.5. For the spaces
, and H Q = L 2 (Ω), Assumption 3.4 is satisfied if V h and Q h equal the standard P 1 Lagrange finite element spaces, see e.g. [Bra07, Ch. II.6-II.7] for more details.
3.3. Full discretization of the delay system. As mentioned above, we prove the convergence of the semi-explicit scheme (3.1) by the interpretation as an implicit discretization of the delay system (3.2). The following proposition quantifies the error estimate between the fully discrete solution and the exact solution to the delay system. Proposition 3.6. Suppose Assumptions 2.4 and 3.4 and the assumptions of Proposition 3.2 hold, as well as
implies that for all n ≤ T /τ the solution of the fully discretized system (3.1) satisfies
Before we prove Proposition 3.6, we state the following useful lemma, which is easily proven by straight-forward calculations.
Lemma 3.7. For a symmetric bilinear form a it holds that
Proof of Proposition 3.6. We follow the ideas presented in [EM09] and introduce
h ∈ Q h , whereū n :=ū(t n ) andp n :=p(t n ) are the solutions of (3.2) and R u , R p denote the projections defined in (3.10) and (3.11), respectively. Note, however, that these projections differ from the projections used in [EM09] . Using (3.1a) and (3.2a), we immediately obtain
for all q h ∈ Q h . For the particular choices v h = η n+1 u − η n u and q h = η n+1 p , we obtain
Using Lemma 3.7 for the bilinear forms a and c, we obtain
With the identity
and the Taylor expansionp n −p n−1 =ṗ(ξ), the weighted version of Young's inequality, cf. [Eva98, App. B], leads to
Similarly, we obtain for the two other terms
and with the continuity constant C Q →HQ of the embedding Q → H Q , 2 c(θ
Next, we combine the previous estimates and absorb the terms τ D τ η n+1 
To estimate θ n+1 u and θ n+1 p , we observe
and thus, by Assumption 3.4,
Note that the regularity of the history function Φ andp ∈ W 2,∞ (H Q ) implyū ∈ W 2,∞ (V) by (3.2a). In the same manner, we obtain for θ n+1 p the estimate
Taking the sum over n in (3.12), we finally obtain
Note that the exponential factor appears due to the 'perturbed' telescope sum in (3.12) and the application of a discrete Grönwall inequality. Finally, using the assumed regularity and Assumption 3.4, i.e.,
HQ , the assertion follows by the triangle inequality.
Remark 3.8. With the same assumptions as in Proposition 3.6 and a slightly stronger coupling condition (namely with a factor 1 + ε), one can also show that the considered error is bounded by a constant times t n (h 2 + τ 2 + h 4 τ −1 ). Thus, the exponential term can be exchanged by a higher-order term, which includes the step size τ in the denominator. This, however, is not critical in the range of interest with τ ≈ h.
3.4.
Convergence of the semi-explicit scheme. We close this section with a summary of the previous results, which states that the semi-explicit scheme (3.1) converges with order h + τ if the finite element spaces are chosen appropriately and the weak coupling condition is satisfied. , with (u, p) being the solution of the original system (2.1) and u n h ∈ V h , p n h ∈ Q h the fully discrete approximations obtained by (3.1) for n ≤ T /τ and initial
we obtain the error estimate
Proof. If we define the history function Φ as in (3.3), then the assumptions on the data imply that the solution of the related delay system (3.2) stays bounded in the sense ofp ∈ W 2,∞ (H Q ), cf. Appendix A. Further, the assumed H 2 -regularity of the bilinear forms a and b yields that ∇ 2ū and ∇ 2p are bounded as well, i.e.,
Thus, all assumptions of Propositions 3.2 and 3.6 are satisfied and the stated estimate directly follows from the previous results and the triangle inequality. Proposition 3.2 shows that the continuous solutions (u, p) and (ū,p) are close, whereas Proposition 3.6 shows that the fully discrete solution approximates the solution of the delay system with the given order.
Semi-Explicit Discretization of the Network Model
Similar to the two-field model discussed in Section 3, we now consider a semi-explicit time discretization of the multiple-network system (2.4). Note that this includes the threefield formulation as a special case for m = 1. For the network model, the combination of semi-explicit time discretization and conforming spatial discretization leads to
for all test functions v h ∈ V h , z h ∈ Z h , q h ∈ Q h and i = 1, . . . , m. As before, we consider a partition of [0, T ] with time points t n = n τ , conforming finite element spaces V h ⊆ V, Z h ⊆ Z, Q h ⊆ Q, and u n h , y n i,h , p n i,h denote the fully-discrete approximations at time t n . Throughout this section, we consider the weak coupling condition from Assumption 2.6 as well as the small exchange condition from Assumption 2.7. 4.1. A related network model with delay. We insert a delay term to system (2.4), i.e., we consider the solution (ū,ȳ i ,p i ) to
for i = 1, . . . , m and all test functions v ∈ V, z ∈ Z, and q ∈ Q. Here, we need m history functions forp i | [−τ,0] (t) = Φ i (t) and set
This then impliesp i (0) = p i (0) andū(0) = u(0). As for the two-field formulation, we compare the solutions of the original and the delay system. Proposition 4.1. Assume sufficiently smooth right-hand sides f , g i and history functions Φ i as defined in (4.3) such that the solution of (4.2) satisfiesp i ∈ W 2,∞ (Q) for all i = 1, . . . , m. Then, the difference of the solutions to (2.4) and (4.2) satisfy the estimate
with a constant C independent of τ and
Proof. We introduce the error terms e u :=ū − u, e y i :=ȳ i − y i , e p i :=p i − p i and note that e u (0) = 0 and e p i (0) = 0 by construction of the delay system (4.2). Using a Taylor expansion as in (3.4) for each p i with some ζ i,t , ξ i,t ∈ (t − τ, t) ⊆ (−τ, T ], we obtain the system
for test functions v ∈ V, z ∈ Z, and q ∈ Q. From equation (4.4b) and e p i (0) = 0 we conclude that also e y i (0) = 0 for all i = 1, . . . , m. Considering the derivatives of the first two equations, we get
The sum of (4.5a) with v =ė u , (4.5b) with z = e y i , and (4.4c) with q =ė p i for all i = 1, . . . , m leads to
On the other hand, the sum of (4.4a) with v =ė u , (4.4b) with z = e y i , and (4.4c) with q = e p i for all i = 1, . . . , m gives
We integrate again over [0, t] and use the previous estimate of the integral of ė u 2 V . With the triangle inequality applied to e p i (s) − e p j (s) 2 Q this then yields
Finally, an application of Grönwall's inequality provides
where C is the constant hidden in of the previous estimate. Note that this constant is independent of the discretization parameter τ .
The latter result shows that the solutions of the original network model (2.4) and the corresponding delay model (4.2) only differ by a term of order τ as long asP (t) stays bounded, i.e., as long as the delay system has a stable solution. Recall that this stability issue is discussed in Appendix A for the two-field model. In the setting of smooth data and regular solutions considered there, the two-and three-field formulation are equivalent. In the network case, the operators turn into operator matrices with similar properties. The only difference is that the ellipticity of the differential operator becomes a Gårding inequality. This, however, does not effect the stability result.
We move on with the discretization of the delay system, which defines the semi-explicit scheme introduced in (4.1).
4.2. Spatial projection. Let u ∈ V, y i ∈ Z, and p i ∈ Q, i = 1, . . . , m. Based on the network system (2.4) and the discrete spaces V h , Z h , and Q h , we define two projection operators. As in the two-field model we define
for all v h ∈ V h . Note that this problem is uniquely solvable due to the ellipticity of a. Second, we define the coupled projection R i : Z × Q → Z h × Q h and write in short R i y i and R i p i for the parts of R i (y i , p i ) in Z h and Q h , respectively. Using this notation, we define
for all z h ∈ Z h and q h ∈ Q h . Due to the saddle point structure of (4.7), the system is uniquely solvable if the discrete inf-sup condition
is fulfilled for each i = 1, . . . , m and ( · , · ) HZ is elliptic on the kernel ofd i , see e.g. [BBF13, Ch. 4.2]. In the subsequent error analysis, we will assume that (4.7) attains a unique solution and that the projections satisfy the following approximation properties.
Assumption 4.2 (Spatial projection, network case). Consider u ∈ V, y i ∈ Z, p i ∈ Q and assume that (4.7) is well-posed. We assume that the projection errors satisfy
if the derivatives ∇ 2 u, ∇y i , and ∇p i are bounded in H V , H Z , and Q, respectively. 4.3. Full discretization of the delay system. As for the two-field model in Section 3, we now analyze the implicit time discretization of the delay PDAE (4.2), since this is equal to the proposed semi-explicit scheme (4.1).
Example 4.3. For the spaces
Proposition 4.4. Suppose Assumptions 2.6, 2.7, and 4.2 and the assumptions of Proposition 4.1 hold, as well as
implies that for all n ≤ T /τ the solution of the fully discretized system (4.1) satisfies
Proof. We follow the same approach as in the proof of Proposition 3.6. First, we introduce
are the solutions of (4.2) and R u , R i denote the projections defined in (4.6) and (4.7), respectively. With (4.1a) and (4.2a), we compute
for all v h ∈ V h . Similarly, we obtain from (4.1b) and (4.2b) that 
and θ
we get with the particular test functions
Rewriting the first term on the right-hand side as for the two-field model and using the Taylor expansion forp n i , we can estimate
).
Further, we have the two estimates
, and the double sum including the exchange rates β ij is bounded from above by
We combine the previous estimates and absorb the terms τ D τ η n+1 p i 2 c and τ D τ η n+1 u 2 a using Assumption 2.6 for the latter. Further, we apply 6β(m − 1) ≤ c c from Assumption 2.7. This yields
As in the proof of Proposition 3.6 we can apply Assumption 4.2 to bound θ n+1 u and θ n+1 p i , leading to
Finally, the discrete version of the Grönwall lemma gives
such that the assertion follows by Assumption 4.2 and the triangle inequality. 4) and u n h ∈ V h , y n i,h ∈ Z h , p n i,h ∈ Q h the fully discrete approximations obtained by (4.1) for n ≤ T /τ and initial data u 0 h ∈ V h , p 0 i,h ∈ Q h with
with a constant C depending on β, but independent of τ and h.
Proof. We define the history functions Φ i as in (4.3). As in the two-field case, the assumptions on the data and the assumed H 2 -regularity imply that the solution of the related delay system (4.2) stays bounded. Thus, following the procedure presented in Appendix A, we conclude
and ∇p i ∈ W 1,∞ (Q). With this, all assumptions of Propositions 4.1 and 4.4 are satisfied and the stated estimate follows from the previous results and the triangle inequality. Note that the estimate of the y i -terms requires an application of the trapezoidal rule for the function
Numerical Examples
This section is devoted to the numerical illustration of the convergence results presented in Theorems 3.9 and 4.5 and corresponding runtime comparisons. Furthermore, we show that the weak coupling condition is sharp and actually a necessary condition for the convergence of the semi-explicit scheme.
All computations use a FEniCS finite element implementation and have been performed on an HPC Infiniband cluster. For the error analysis, we compute a reference solution with mesh size h = 1.95 × 10 −3 (with standard P 1 finite elements and homogeneous Dirichlet boundary conditions, cf. Example 3.5) and time step size τ = 4.88 × 10 −3 . The relative errors in the energy norms · a and · c at the final time are depicted in Figure 5 .1. For the pressure variable (right plot in Figure 5 .1), we observe a linear decay of the error with respect to the time step size in agreement with Theorem 3.9. The relative error in the displacement (left plot in Figure 5 .1) is dominated by the spatial discretization error, which also shows the predicted linear decay. Thus, the numerical experiment confirms our theoretical findings. It is worth to mention that the semi-explicit Euler performs very similarly as the implicit Euler with a negligible difference. with Ω p = {(x, y) ∈ Ω : (x − 0.75) 2 + (y − 0.75) 2 ≤ 1/256}. This means that three initial pressures are constant and p 0 1 has a local peak. As predicted by Theorem 4.5, we have linear convergence in time and space, very similar to the previous example. The respective runtimes for the implicit and semi-explicit schemes are given in Table 5 .1. The numbers show that a significant percentage of the computation time can be saved when computing with the semi-explicit scheme. This is of particular value for small mesh and step sizes h and τ . Further note that we did not yet exploit the fact that the decoupled nature of the semi-explicit method facilitates the use of preconditioned iterative methods.
The displacement and the pressures at final time T = 10 for the choice h = τ = 2 −7 are shown in Figure 5 .2. One can observe that the high pressure peak in the pressure variable p 1 in the initial condition starts to average out across the whole domain and also has an influence on the other pressure variables, especially on p 3 and p 4 where small local pressure increases can be observed. The effect on the pressure p 2 is only minor but not as local as for the pressures p 3 and p 4 . Moreover, the changes in the pressures also lead to a deformation of the object originating from the location of the original pressure peak. The results are presented in Figure 5 .3, where the two critical values are represented with dashed lines. As expected from Theorem 3.9, the semi-explicit Euler schemes approximates the true solution well for all ω that satisfy the weak coupling condition. Independent of the step size τ we observe that the semi-explicit schemes fail when the related delay equation (3.2) becomes asymptotically unstable.
Conclusions
Within this paper, we have proven first-order convergence in time and space of the combination of the semi-explicit Euler scheme with a conforming finite element discretization. This result enables a more efficient time-stepping scheme as the linear system, which needs to be solved in every time step, decouples.
For the convergence analysis, we have employed a new technique which links the semiexplicit discretization to an implicit discretization of a related delay system. This approach 
Repeating this procedure with derivatives of equation (A.5) finishes the proof.
