Abstract. It is well known that a way to construct chaotic (hyperbolic) billiards with focusing components is to place all regular components of the boundary of a billiard table sufficiently far away from the each focusing component. If all focusing components of the boundary of the billiard table are circular arcs, then the above condition states that all circles obtained by completion of focusing components to full circles belong to the billiard table. In the present paper we show that defocusing mechanism may generate hyperbolicity even in the case when this condition is strongly violated. We demonstrate that by proving that a class of convex tables-asymmetric lemons, whose boundary consists of two circular arcs, generate hyperbolic billiards. In such billiards the circle completing one of the boundary arcs contains the entire billiard table. Therefore this result is quite surprising because in our billiards, the focusing components are extremely close to each other, and because these tables are perturbations of the first convex ergodic billiard constructed more than forty years ago.
Introduction
Billiards are dynamical systems generated by a free motion of a point particle along the geodesics of a non-closed Riemannian manifold Q. Upon meeting a boundary ∂Q of the billiard table Q the particle changes its velocity according to the law of elastic reflections. The studies of chaotic billiard systems were pioneered by Sinai in his seminal paper [21] on dispersing billiards. A major feature of billiards which makes them arguably the most visual dynamical systems is that all their dynamical and statistical properties are completely determined by the shape of a billiard table and in fact by the structure of its boundary.
Studies of convex billiards which started much earlier demonstrated that to the contrary these billiards have a regular dynamics and are even integrable. Such examples are billiards in circles which everybody studied (without knowing that they study billiards) in a middle or in a high school, or billiards in squares. Jacobi proved integrability of billiards in ellipses by introducing elliptical coordinates in which the equations of motion are separated. Birkhoff conjectured that ellipses are the only integrable 2D smooth convex tables which generate integrable billiards. Later Lazutkin [12] proved that all two-dimensional convex billiards with sufficiently smooth boundary admit caustics and hence they can not be ergodic (see also [9] ).
The first examples of hyperbolic and ergodic billiards with dispersing as well as with focusing components were constructed in [2] . A closer analysis of these examples allowed to realize that there is another mechanism of chaos (hyperbolicity) than the mechanism of dispersing which generates hyperbolicity in dispersing billiards. This allowed to construct hyperbolic and ergodic billiards which do not have dispersing components of the boundary [3, 4] . In particular in this class were also billiards with convex tables. The first one was a table which one gets by cutting a round disk by a chord and taking the larger part of the disk as a billiard table. Observe that this billiard is equivalent to the one enclosed by two circular arcs symmetric with respect to the given chord. This billiard belongs to the class of (chaotic) flower-like billiards. The boundary of these tables has the smoothness C 0 . The stadium billiard (which became strangely much more popular than the others) appeared just as (one of many) examples of convex ergodic billiards with C 1 (smoother) boundary. Observe that in a flower-like billiard, all the circles generated by the corresponding petals (circular arcs) completely lie within the billiard table (flower).
In the present paper we consider perturbations of the first class of chaotic focusing billiards, i.e., a circular arc larger than a semicircle. We consider, instead of a chord (a neutral or zero curvature component of the boundary), but a circular component with sufficiently small curvature. This type of billiards were constructed in [5] , with certain numerical results. We prove here rigourously that the corresponding billiard tables generate hyperbolic billiards. This result we obtain under condition that the chord is not too long. More precisely we assume that its length does not exceed the radius of the circular component of the boundary. This condition is actually a purely technical one, and in fact we conjecture that our result is valid for any chord (which length should be of course strictly smaller than 2 times of length of the radius).
These billiards can be also viewed as a generalization of the classical lemon-type billiards. The lemon billiards were introduced by Heller and Tomsovic [10] in 1993, by taking the intersection of two unit disks (while varying the distance between their centers, say r). This family of billiards have been extensively studied numerically in physics literature in relation with the problems of quantum chaos (see [18, 20] ). The coexistence of the elliptic islands and chaotic region has also been observed numerically for all of the lemon tables as long as r = 1. The case r = 1 is only possible lemon billiard with complete chaos. See also [14, 15] for the studies of classical and quantum chaos of lemon-type billiards with general quadric curves.
The lemon tables were embedded into a 3-parameter family in [5] , the asymmetric lemon billiards (see Fig. 1 ), among which the ergodicity is no longer an exceptional phenomenon. More precisely, let Q(r, b, R) be the billiard table obtained as the intersection of a disk D r of radius r > 0 with another disk D R with radius R ≥ r, where R − r < b < R + r measures the distance between the centers of these two disks. On one hand, the boundary of our billiard table consists of two circular arcs, which makes this billiard systems surprisingly simple to study. Yet on the other hand, these systems already exhibit rich dynamical behaviors. Up to a scaling, we may assume r = 1. Then it was numerically observed in [5] that there exists an infinite strip D ⊂ [1, ∞) × [0, ∞), such that for any (R, b) ∈ D, the billiard on Q(1, b, R) is ergodic. In this paper we give a rigorous proof of the hyperbolicity of the asymmetric lemon billiard Q(r, b, R). Our approach is based on the analysis of continued fractions generated by the billiard orbits. This approach was introduced by Sinai [21] , see also [2] . Continued fractions are intrinsic objects for billiard systems, and therefore they often provide sharper results than one gets by the abstract cone method, which deals with hyperbolic systems of any nature and does not explore directly some special features of billiards. In fact, already in the fundamental paper [21] invariant cones were immediately derived from the structure of continued fractions generated by dispersing billiards.
1.1. Main results. Let Q = Q(r, b, R) be an asymmetric lemon table obtained by intersecting two disks D r and D R , with radii 0 < r < R, respectively, where b ≥ 0 measures the distance between the two centers of D r and D R . Denote the circular boundary component on the disk D r by Γ r , and the circular boundary component on the the disk D R as Γ R . Let A and D be the points of intersection of Γ r and Γ r , whom we will call the corner points of Q. It is easy to see the following two extreme cases:
, and Q(r, b, R) = ∅ when b ≥ r + R. So we will assume b ∈ (R − r, R + r) for the rest of this paper.
Then we will review some properties of periodic points with low periods. It is easy to see that there is no fixed point, and exactly one period 2 orbit O 2 colliding with both arcs 1 , the one moving along the line passing through both centers. The following result is well known, see [23] for example. As observed in [5] that under the condition b < r or b > R, O 2 is actually nonlinearly stable (see also [19] ). Therefore, the orbit is surrounded by some islands. So a necessary condition to guarantee hyperbolicity of the billiard system on Q(r, b, R) is r < b < R, which will be assumed from now on.
Some new phenomena of the period 3 orbit of are discovered in [5] . In fact a small set of parameters (r, b, R) is identified such that the period 3 orbit is elliptic. More precisely, denote by O 3 = {x i = (s i , ϕ i ) : i = 0, 1, 2} the period 3 orbit on Q(r, b, R) (see Fig. 2 ). The trace of the derivative DT 3 along this orbit is given by 
Moreover, elliptic islands are numerically observed in [5] surrounding O 3 (see Fig 15- See Appendix A for a proof of Lemma 2.
In this paper we conjecture that, the major arc assumption is in fact sufficient for the complete hyperbolicity of billiard system on Q(r, b, R) for large enough R: Conjecture. Fix two points A and D on ∂D r such that Γ r is a major arc. There exists R * = R * (|AD|) such that the billiard system on Q(r, b, R) is hyperbolic for all R ≥ R * . Remark 1. As we motioned in the introduction, the table Q(r, b, R) can be viewed as a perturbation of Q 0 , a table obtained by cutting the disk D r along the chord AD. The billiard system on Q 0 is hyperbolic and ergodic. In fact it is the first convex billiard with chaotic behavior (see [3, 4] ). The above conjecture claims that, the hyperbolicity on Q 0 , while being nonuniform, is robust in some sense.
In this paper we give very general sufficient conditions under which the billiards are hyperbolic. However as these conditions are rather technical, we state it in §4. Theorem 1. Let Q(r, b, R) be a asymmetric lemon table satisfies the main assumptions (A1)-(A3) (see §4.1). Then the billiard system on Q(r, b, R) is hyperbolic.
The proof of Theorem 1 can be found in Section 4.2. Moreover, we also prove below a special version of our main results under slightly stronger assumptions: Theorem 2. Fix two points A and D on ∂D r such that |AD| < r. Then there exists R * = R * (|AD|) such that the billiard system on Q(r, b, R) is hyperbolic for all R ≥ R * .
Theorem 2 follows by verifying the listed assumption for Theorem 1, see Section 5 for the detailed proof of Theorem 2.
Preliminaries for general convex billiards
Let Q ⊂ R 2 be a compact convex domain with piecewise smooth boundary, M be the space of unit vectors based at the boundary ∂Q (pointing inwards). The set M, endowed with the topology induced from the tangent space T Q, is a natural cross-section of the phase space for the billiard flows on Q. The billiard map, denoted as F , is the first return map (or the Poincare map) of the billiard flow on Q with respect to M. Note that M can be viewed as a cylinder with nature coordinates x = (s, θ), where s ∈ [0, |∂Q|) is the arc-length parameter on the wall ∂Q, oriented counterclockwise, and θ ∈ [0, π] is the angle formed by the vector x and the positive tangent direction to ∂Q at the base point of x.
The billiard map preserves a smooth probability measure µ on M, where dµ = (2|∂Q|) −1 · sin θ ds dθ. For any x = (s, θ) ∈ M, we define d(x) = ρ(s) sin θ, where ρ(s) ∈ {r, R} is the radius of curvature of ∂Q at Γ(s). Geometrically, the quantity 2d(x) is the time of the trajectory of x spends inside the osculating circle of radius ρ(s).
In the case Q = Q(r, b, R), ∂Q = Γ r ∪ Γ R has two singular points at A and D (so called corners of Q), which correspond to s = 0 and s = |Γ r |, respectively. So we can also view M as the union of two closed rectangles:
The flow trajectory starting at each point x ∈ M traces out a directed segment on Q, say L(x). Let S 0 be the set of points x ∈ M such that L(x) ends up at one of the corners. So S 0 is the set of points on which F is not well-defined, which consists of 4 decreasing curves θ = θ i (s) (1 ≤ i ≤ 4) in M. Moreover, it is easy to see that
The set S = S 0 ∪ S −1 is called the singular set of the billiard map F .
The way to understand chaotic billiards lies in the study of infinitesimal families of trajectories. Let x ∈ M \ S. A tangent vector V ∈ T x M is naturally associated with a differentiable curve ψ = ψ(t) ⊂ M, for t ∈ (−ε 0 , ε 0 ) with a small ε 0 > 0, such that ψ(0) = x and ψ ′ (0) = V . The post-collision (or pre-collision) traces of Graph(ψ) generates a wavefront W + (or W − ) in the plane with two focal points along the trajectory of x (maybe at ±∞). We denote B ± = B ± (x, V ) as the curvature of the wave front W ± at x. The well-known Mirror Equation in geometric optics is
where R(x) := −2/d(x) is the collision parameter introduced in [21] , see also [6, §3.8] .
Note that R(x) > 0 on dispersing components and R(x) < 0 on focusing components of the boundary ∂Q.
In our analysis, we usually drop x when describing B ± (x, V ) if there is no ambiguity. Since we mainly use B − , we also drop the minus sign, simply denote it by B(V ) = B − (x, V ). Let τ (x) be the length of free path of the trajectory of x (before next collision). According to (2.1), one gets the evolution equation for the curvatures of the pre-collision wavefronts of V and its image V 1 = DF (V ):
Let x ∈ M \ S be a point with F k x / ∈ S for all 1 ≤ k ≤ n, V ∈ T x M be a nonzero tangent vector, and V n = DF n V be its forward iterations. Then by iterating the formula (2.2), we get For convenience, we introduce the standard notations for continued fractions [11] . Definition 1. Let a n , n ≥ 0 be a sequence of real numbers. The finite continued fraction [a 1 , a 2 , · · · , a n ] is defined inductively by:
.
Moreover, we denote [a 0 ; a 1 , a 2 , · · · , a n ] = a 0 + [a 1 , a 2 , · · · , a n ].
Therefore, the evolution of the curvatures of V n = DF n (V ) can be re-written as
Note that Eq. (2.4) is a recursive formula and hence can be extended to a formal infinite continued fraction. It is well known that the hyperbolicity of a billiard map is related to the convergence of this infinite continued fraction. In particular, the following proposition reveals the relations between them. See [21, 2, 6] .
Proposition 1. Let F be a hyperbolic billiard map. Then µ-almost every point x ∈ M is a hyperbolic point, and the curvature B u (x) of unstable vector at x is given by the following infinite continued fraction:
Finally we recall an ordering property for consecutive reflections on focusing boundary components by comparing backward focusing distances of different tangent vectors.
Proposition 2 ([8]). Endow R ∪ {∞} ≃ S
1 with the usual order ≺ on S 1 . Then for any triple vectors X, Y, Z ∈ T x M with B(X) ≺ B(Y ) ≺ B(Z), their iterates satisfy
, for all n ∈ Z.
Continued fractions for asymmetric lemon billiards
In this section we first construct two induced maps of the billiard system on different but closely related subsets of the phase space M, and then study the continued fractions of the curvatures B(V ). Let Q(r, b, R) be an asymmetric lemon table, M = ∂Q × [0, π] be the phase space of the billiard map on Q. Note that M consists of two parts:
, the sets of points in M based on the arc Γ r and Γ R , respectively. For σ ∈ {r, R}, x ∈ M σ , let η(x) be the number of successive collisions on the arc Γ σ . That is,
Let M p be the set of points that never leave Γ r , i.e. M p = {x ∈ M r : η(x) = ∞}. One can easily check that each point x ∈ M p is periodic, and the M p is a finite union of horizontal segments of such periodic points. In particular, it implies that µ(M p ) = 0. LetM =M r ∪M R be the set of points first entering one piece of M, wherê
The restriction η :M r → N ∪ {0} induces a measurable partition ofM r , whose cells are given by M n := η −1 {n} ∩M r for all n ≥ 0. Each cell M n contains all first collision vectors on the arc Γ r that will experience exactly n collisions on Γ r before it hits Γ R . Then it is easy to check that
Moreover, M r is the disjoint union of the sets on the right hand side of (3.2). It is worth to mention that this partition of M r is similar to the partition of the phase space on one pedal of flower table, see [6, Fig. 8.3 ].
3.1. The first induced map. Let x 0 ∈M r , x 1 = F j 0 +1 x 0 , j 0 = η(x 0 ) and j 1 = η(x 1 ) be the numbers of full series of successive collisions of x 0 on Γ r and x 1 on Γ R , respectively. Let τ 0 = τ (x 0 ) be the free path of F j 0 x 0 , and τ 1 be the free path of F j 1 x 1 . LetF be the return map with respect toM r , which is given byF x = F j 0 +j 1 +2 x. To simplify the notations, we introduce the following effective quantities:
We also use the following basic properties to reduce some continued fractions. 
Proof. Consider m consecutive collisions on a circular arc Γ σ : F i x ∈ M σ , for i = 0, · · · , m. Note that we always have
see [6, §8.7] . Then applying this reduction process for each of the two collision series on Γ r and Γ R , we see that
Applying Proposition 3 to the segments (R 1 /2, −2j
(see the quantities with 'hat' in Definition 2). This completes the proof. 
More generally, we use the backward iterates of x, and get a continued fraction
. Note thatR k < 0 and kR k (x) diverges for almost all x (by Poincare recurrence theorem). Then the convergence of the continued fraction (3.5) follows directly from Seidel-Stern Theorem if allτ k ≤ 0. This may not be the case for the billiard system on the asymmetric lemon table Q(r, b, R), which is the reason why we work on a different return map (M, F ) (instead of (M r ,F )).
3.2.
New induced map and its analysis. Now let ⌈x⌉ be the smallest integer larger than x, and consider the following shifted subset
Let F be the first return map of F with respect to M. Clearly the induced map F : M → M is measurable and preserves the conditional measure µ M .
For each x ∈ M, we introduce the following notations:
(1) let i 0 = η(x) ≥ 0 be the number of further collisions on Γ r before leaving for Γ R , τ 0 := τ (F i 0 x) be the distance of the last collision on Γ r and the next collision on Γ R . We denote d 0 := d(x) and R 0 := R(x), which stay the same along this series of collisions on Γ r ; (2) let i 1 = η(x 1 ) ≥ 0 be the number of full series of collisions of
be the distance of the last collision on Γ R and the next collision on Γ r . We denote d 1 = d(x 1 ), and R 1 = R(x 1 ), which stay the same along this series of collisions on Γ R ; (3) let i 2 = ⌈η(x 2 )/2⌉ ≥ 0 be the number of collisions of
, which stay the same along the series of collisions on Γ r . Then the first return map F on M is given explicitly by
The following is the analog of Lemma 3 on continued fractions for the new induced return map F :
is given by the following continued fraction:
7)
Proof. The proof is similar to the previous one: applying the reduction process for each of the three series of collision of lengths (j 0 , j 1 , j 2 ), we see that
Then we apply the basic relations in Proposition 3 to the above equation with the following segments (−R 2 /2, −2j 2 d 2 , R 2 /2), (R 1 /2, −2j 1 d 1 , R 1 /2) and (R 0 /2, −2j 0 d 0 , R 0 /2), and get Definition 2 for the quantities with 'hat'). This completes the proof.
Sufficient conditions for hyperbolicity: Proof of Theorem 1
In this section we first list a few rather general sufficient conditions for the asymmetric lemon-type table, and then prove Theorem 1, i.e. the corresponding billiard system is hyperbolic. More precisely, let Q(r, b, R) be an asymmetric lemon table, and M be the subset introduced in §3.2. We divide the set M into three disjoint regions X k , k = 0, 1, 2, which are given by (a) X 0 = {x ∈ M : i 1 (x) ≥ 1}; (b) X 1 = {x ∈ M : i 1 (x) = 0, and i 2 (x) ≥ 1}; (c) X 2 = {x ∈ M : i 1 (x) = i 2 (x) = 0}. By the major arc assumption, one can see that
4.1. Main Assumptions and their properties. Here we list the following additional assumption on each of X i 's.
(A1) for x ∈ X 0 : i 0 ≥ 1, i 2 ≥ 1 and
To prove Theorem 1, it suffices to check the hyperbolicity of the first return map F : M → M, obtained by restricting F on M. For each x ∈ M, V ∈ T x M, we let B(V ) be the curvature of the wave-front induced by V . Note that B(V ) determines V uniquely up to a scalar. Let V 
Proof. Note that B(V 
where
. It is easy to see that (
Then (4.3) holds if and only if one of the following conditions holds:
, which corresponds to (D1);
, which corresponds to (F1).
We can derive (D2) and (F2) from (II) in the same way.
Then (4.4) holds if and only if one of the following conditions holds:
, which is (F1)-(F2)-(P1);
, which is (D1)-(F2), or equivalently, (P2).
Remark 3.
(1) Note that Conditions (F1) and (F2) are empty if i 2 = 0. (2) The above arguments apply to general billiards with several circular boundary components. In fact, for any consecutive circular components that a billiard orbit passes, say Γ k , k = 0, 1, 2, let i k be the number of collisions of the orbit on Γ k . Then we have the same characterizations for T x = F i 0 +i 1 +i 2 +2 x. (3) In the case when all arcs Γ k lie on the same circle, the left-hand side of (D1) and (F1) are zero, and (I) always fails. This is justified, since the circular billiards are well-known to be not hyperbolic, but parabolic.
The following is a direct application of Proposition 4 to tables satisfying Assumptions (A1)-(A3).
Proposition 5. Let Q(r, b, R) be an asymmetric lemon billiard satisfying main Assumptions (A1)-(A3). Then for any x ∈ M, 
for short, and rewrite the the corresponding conditions using i 1 = 0:
, or equally,
There are several subcases when τ 0 varies in (0, follows from the assumption that
Subcase (a). Let τ 0 < pd 0 . Hence τ 1 > d 2 and 0 <
Proof of Claim.
. Similarly, 
There are two subcases:
The proof is similar to Case (b), and (D1
′ ) always holds (as in Subcase 2c). Using the condition τ 0 + τ 1 < pd 0 + d 1 + qd 2 , we see that
• τ 1 − qd 2 < 0. Then (F2 ′ ) holds trivially.
Subcase (e). Let τ 0 ≥ d 0 + d 1 /2. We still have two subcases:
• τ 1 − qd 2 < 0. Then 
x be the corresponding subspace for all x ∈ M\S ∞ . Using the time reversal
for almost every point x, and such a point x is a hyperbolic point of the induced map F .
Next we show that the original map F is also hyperbolic. It suffices to show that the Lyapunov exponent χ + (F , x) > 0 for µ-a.e. x ∈ M, since (M, F , µ) is a (discrete) suspension over (M, T, µ M ) with respect to the first return time function, say ξ M . Let
be the k-th return time, and ξ(x) = lim k→∞ ξ k (x) k be the averaging return time. Clearly ξ(x) > 0 for µ M -a.e. x ∈ M. By Oseledets Multiplicative Ergodic Theorem, we know the limit χ + (F , x) = lim n→∞ 1 n log D x F n exists for µ-a.e. x ∈ M. So for x ∈ M, we have
This completes the proof.
Remark 4. Our setting also works for the stadium billiard [3] . More precisely, set
Then the billiard is said to satisfy a generalized defocusing condition, if τ > 0,τ 1 > 0, and
Then it is easy to see that (D1)-(D2)-(P1) always hold. In particular, the return map of stadium billiard satisfies Eq. (4.5), hence is hyperbolic. The conditions involving with (F1) or (F2) are novel ones, which differ from the standard application of the idea of defocusing.
Proof of Theorem 2
To prove Theorem 2, it suffices to show that the main assumptions (A1)-(A3) are satisfied for the tables considered in Theorem 2. First let's study the billiard dynamics on the round disk table D r of radius r. Let x 1 = − − → AD and x 2 = − − → DA be the two points moving along the chord AD. Since s := |AD| < r, these two orbits will go through I(s) ≥ 5 collisions before getting back and intersecting AD. In fact, there are two small open neighborhood U i around x i in the phase space of the billiard system on D r , such that any point x ∈ U i , after leaving AD, will take more than 5 collisions before crossing the chord AD. Let U = U 1 ∪ U 2 . See Figure 4 , where the bold pieces on Γ r are the bases of U.
Then there exists a sufficiently large number R 0 = R 0 (s), such that for all R > R 0 , F i 0 x ∈ U and F i 0 +i 1 +2 x ∈ U whenever d 1 (x) is not that large, say d 1 ≤ 4r. In other words, if d 1 ≤ 4r, then i 0 ≥ 2 and i 2 ≥ 3. (1). In the case i 1 ≥ 1, we know that d 1 ≤ |AD| < r, which implies 1 − . Then a sufficient condition for (A1) is τ < 1)-(1.3) , respectively. The proofs of (D2) and (F1-2) are similar calculations and hence omitted here. )d 1 . Therefore we simplify above 4 conditions and get (P1a)-(P1b).
