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INTRODUCTION
Species transport processes in shallow flows may be modelled using either a single phase or a multi-phase approach depending on whether the mixtures can be considered homogeneous. For non-homogeneous mixtures with large gradients of concentration in the vertical direction, two-phase models are used to treat separately the solid and liquid phases in order to simulate morphological evolution and stratified flows (see e.g. Hutter et al. 1996 and Zhang and Dong 2000) . Due to the complexity of the interaction between fluid and solid particles, a typical two-phase model consists of six governing equations plus complicated boundary and interface conditions at the fluid-sediment interface.
In most rivers and streams, fully turbulent conditions achieve rapid vertical mixing and it can be appropriate to assume the mixture to be vertically well mixed. It is then possible to consider the mixture to be homogeneous and single-phase in situations where no significant morphological changes occur (Fraccarollo and Papa 2000) . Several single-phase shallow flow and species transport models have been developed, where the non-linear shallow water and species transport equations are solved simultaneously using a coupled approach (e.g. Liang et al. 2001; Sommeijer and Van Der Houwen 2002; and Murillo et al. 2005) . The majority of these models treat the species as a passive scalar (i.e. a quantity that is passively advected with the fluid). The mass and momentum equations may then be simplified by assuming density to be constant. This assumption applies to dilute flows containing low species concentrations. However in many practical applications, such as hyper-concentrated sediment transport and debris flows, the species concentration reaches such a high value that the species changes from passive to active. In such cases, the presence of large quantities of material alters the mechanical properties of the liquid-species mixture from those of a pure liquid. A density-dependent hydrodynamic model is thus necessary to describe the behaviour of the liquid-species mixture. Cao et al. (2004 Cao et al. ( , 2006 have developed such a model for simulating hyper-concentrated sediment-laden flow, which has been applied to dam-break flow over an erodible bed and sediment-laden floods in the Yellow River. Recently, Takahashi (2007) has provided a comprehensive review of debris flow modelling strategies.
The aim of the present paper is to describe a one-dimensional numerical model that simulates the transport of vertically homogeneous liquid-species mixtures in shallow flows, where sharp depth and horizontal density gradients may occur locally. Section 2 presents a derivation of the coupled variable-density nonlinear shallow flow and species transport equations in hyperbolic conservation form. By considering the liquid-species mixture to be homogeneous in the vertical direction, the conservation laws obtained for the mixture can be expressed in depth-averaged form, similar to those derived by Abbott (1979) amongst others for vertically homogeneous fluids. Section 3 describes the Godunov-type numerical scheme used to solve the variable-density nonlinear shallow flow and species transport equations in equilibrium-corrected form. Section 4 presents numerical model validation for variable density shallow cases with analytical steady-state solutions, and 1-D dam break analogues with one or two initial discontinuities in density. The main conclusions are listed in Section 5.
MATHEMATICAL FORMULATION
Let us consider an infinitesimal element located at x of horizontal extent dx through which a shallow flow passes with depth-integrated velocity component in the x-direction u(x, t) and depth h (x, t) , where t is time. We assume that the flow is almost horizontal, the vertical component of acceleration is vanishingly small, the pressure can be taken to be hydrostatic, the free surface gravity waves are long with respect to the mean flow depth and wave amplitude, and the liquid-species mixture is vertically homogeneous and non-reactive. Let  be the depth-averaged density of the liquid-species mixture, and c the non-dimensional depth-averaged species concentration by volume. By taking an infinitesimal time interval dt, the following fundamental conservation laws (see e.g. Abbott, 1979) are obtained by balancing the net inflow of mass, momentum and species through the boundaries of the control volume whilst accounting for the accumulation of mass, resultant forces and species within the control volume. The possibility of relative motion (slip) between the components of the fluid mixture is discounted.
Mass conservation of the mixture:
Momentum flux balance in the x-direction:
where g is the acceleration due to gravity, w  is the tangential surface stress component, b  is the bed shear stress, o S is the bed slope, and T is the effective stress due to viscous effects.
Species mass conservation:
where K is the longitudinal mixing coefficient and s  is the density of the species (e.g. density of suspended sediment in a hyper-concentrated flow).
It should be noted that equations (2) and (3) contain surface, bed, and internal effective stresses, and mixing terms for completeness. However, in the numerical examples given in this paper, we neglect these terms in order to demonstrate the resolution of sharp depth and density fronts by the shock-capturing scheme.
Equation (3) The conservation laws (1)-(3) can be expressed as a hyperbolic system of partial differential equations in the following vector form.
where the vector of the conserved variables q, the flux vector f(q) and the source terms vector h(q) are
The bed shear stress b  is approximated by a quadratic friction law: The effective stress is approximated by
in which  is the kinematic eddy viscosity coefficient and u is the mean (and slowly varying) horizontal velocity.
By applying the generalised flux gradient and source term balancing technique proposed by Rogers et al. (2003) , the hyperbolic system of conservation laws in (6) is preserving the hyperbolicity of the original equations, and is independent of the order of the numerical approximation (Rogers et al. 2003) . For a flow in a domain  with boundary S, the hyperbolic system of conservation equations in vector form (11) can be written in integral form as:
Applying Gauss' theorem to the second term gives
where S is the surface through which the net flux passes. The equilibrium-corrected vectors of the conserved variables, fluxes and source terms are given by
When defining the equilibrium for the system prior to the simulation, it is generally Unlike the above coupled equilibrium-corrected variable-density shallow flow and species transport equations, the conventional nonlinear shallow water equations and species transport equation are limited by the assumption that the species is of such low concentration that the transport process does not affect the flow. This assumption becomes unrealistic for large values of species concentration, which influences the flow velocity. Even at low concentration, a discontinuity in the concentration can affect the flow whereby the higher density region will try to balance the lower density region. This is an analogue to the dam break problem (with a discontinuity in water depth) that can lead to contact discontinuities, rarefactions and shock waves.
In the variable-density shallow flow and species transport equations, the variables h, u, c and  are solved in a fully coupled manner. The role of the volumetric concentration c is an active scalar so any variation of species concentration occurs with simultaneous variation of the depth, density and flow velocity. 
The above equations are essentially the de-coupled one-dimensional nonlinear shallow water and species transport equations. This indicates that the model has a wide range of applicability in that the new variable-density shallow flow and species transport equations transform to the conventional nonlinear shallow water equations plus the advection-diffusion equation for species transport when   constant and 0 c  .
In the absence of any source or sink, volume conservation results from mass conservation of both the mixture and the species. If the bed friction, wind stress, Coriolis parameter, viscosity and diffusivity are all set to zero so that there is no loss or gain of energy to or from the system's surroundings, then the flow is driven purely by the interchange of kinetic energy () KE and potential energy () PE . Moreover, the sum of KE and PE is a constant wherever the flow is varying continuously with KE and PE being out of phase at all time. At flow discontinuities such as finite hydraulic jumps, energy is lost according to the first law of thermodynamics. For the variable-density shallow flow and species transport model, the volume per unit width of channel () V , mass per unit width of channel() M , kinetic energy per unit width of channel() KE and potential energy per unit width of channel() PE of the liquid-species mixture can be interpreted at any given time as
where
, and u(x) are the total depth, mixture density and horizontal velocity components defined in the domain a x   0 and
is the bed level above the initial reference datum. If the simulation is accurate, then the volume, mass, and momentum of the system should be conserved at all time provided there is no mass leaving or entering the system and the boundaries are perfectly reflective. The total energy of the system should also be conserved whenever the flow variables are continuous (i.e. without hydraulic jumps or bores).
GODUNOV-TYPE FINITE VOLUME SOLVER
A Godunov-type finite volume scheme in conjunction with Roe's approximate Riemann solver is used to solve the variable-density shallow flow and species transport equations on a uniform collocated grid with Canuto et al. 1988) :
The time step required for a stable solution is determined by the Courant Friedrichs Lewy criterion (CFL), which can be expressed in terms of the Courant number C o . For an arbitrary cell i, the CFL criterion implies
Roe's approximate Riemann solver is used to evaluate the interface fluxes. At each cell edge, Roe's approximate Riemann solver gives 
The left and right eigenvectors of the matrix are: 
and 
The model is applicable to constant density shallow flows containing dilute species, i.e. when  = constant and 0  c , and equation (23) simplifies to give the Jacobian matrix for the conventional shallow water and species advection-diffusion equations.
At each time step, the matrix |A| is evaluated using averaged values following Roe and Pike (1984) , where the Roe averages are
A nonlinear flux gradient limiter (see Hirsch 1990 ) is used to prevent numerical oscillations developing in the solution. The limiter used is minmod, unless otherwise stated.
The source terms (given as components of the vector h ) are evaluated at the cell centres using second-order accurate central differences to represent spatial gradients, and are lagged at time t when integrating forward to time Δ tt  . For applications where the source terms could be highly transient, a more accurate treatment is necessary; for example by upwinding and splitting (see e.g. Goutal and Maurel 2002, Guinot 2003) . 
RESULTS

The variable-density shallow flow and species transport model was first validated (see 
Quiescent equilibrium in a tank with a sinusoidal bed
Ignoring the surface stress, effective stress, and source term in Equations (1), (2), and (3), and noting that t
, and u are all zero for no flow at steady state, both sides of Equations (1) and (3) reduce to zero, and Equation (2) becomes Frictional effects are ignored. The numerical domain is discretised spatially on a uniform grid of 1001 cells (the number selected after grid convergence checks had been undertaken).
The time step is Δt  0.01 s and the total simulation time is t  100 s. The end boundary conditions are reflective. Figure 1 shows the bed profile (dotted line), and the steady state variable-density equilibrium predictions of the free surface (solid line) and the density distribution (solid line). The constant density equilibrium depth and density distributions, and were found to be invariably less than 10 -6 . The error in the density was slightly divergent with time, but remained below 10 -8 . The non-zero errors arise from the half timestep lag in the treatment of the source terms. This partly indicates that the simple approach taken to handling the source terms is adequate for an engineering calculation. The acceleration due to gravity is g  1 m/s 2 . Frictional effects are neglected. The grid is uniform with 5000 cells, and the time step is Δt  0.02 s. The wall is suddenly removed at time t  0 s. Figure 2 illustrates the stacked x-t plots showing time evolution of the depth, velocity and concentration from t = 0 to 100 s. In Figure 2 , as time increases, each successive profile is shifted vertically relative to the previous profile (the other x-t plots given in the paper are obtained by the same method). Initially the hydrostatic pressure difference at the interface of the two liquids drives a flow of higher density liquid towards the right, pushing the lower density liquid ahead. To conserve mass, the free surface of the lower density liquid rises and a rightward propagating shock-like bore forms (Figure 2a ). This is evident also as a step change in velocity (Figure 2b ). The bore occurs entirely in the less dense liquid, and so there is no trace of it in the concentration plot ( Figure 2c ). As can be seen in the free surface elevation x-t plot, there is a moving contact surface behind the bore, where the liquid depth drops suddenly as the contact wave passes. This contact surface marks the boundary between the two liquids that were either side of the interface initially, and is where the concentration jumps discontinuously. As diffusion is neglected, the two liquids are permanently separated by the moving contact surface. The contact surface
1-D density dam break with a single initial discontinuity
propagates to the right in the depth and concentration x-t plots, but is not visible on the depth-averaged velocity either side of the shear wave. A leftward propagating expansiontype wave is evident in Figure 2a , located entirely in the denser liquid. The expansion-type wave fans out with time, smoothing out the depth changes in the region of denser liquid.
There is however no sign of this wave in the concentration plot (Figure 2c ). From Figure 2a it can be discerned that the bore travels to the right at 1.43 m/s, the contact wave to the right The mechanisms of the density dam break are similar to that of a dam break induced by change in free surface depth, in that a leftward rarefaction, a rightward shock and a contact wave are formed. Toro (2001) gives details of the different types of waves, and the related solutions of the Riemann problem. Similar wave structures occur in shock tube gas dynamics (see e.g. Liepmann and Roshko 1957) .
Symmetric 1-D density dam break with two initial discontinuities
The following parameter study investigates the effect of a region of different density within a long channel of horizontal bed containing otherwise uniform density material of initially uniform depth, as illustrated in In this case, the liquid in the central region is a factor of ten denser than the liquid either side of the interfaces. The density differences cause liquid motions to occur. The equilibrium depth and width of the central region are estimated from Equations (40) and (41) continues to fall and spread out under gravity. By t  4 s (Figure 8b ), a zone of still liquid can be seen, as the denser liquid bottoms out. At this stage, the denser liquid has spread out too far, in a similar manner to an over-expanded compressible flow. At t  12 s (Figure 8c ), the denser liquid at the centre of the domain has started to readjust for the over-spreading.
The depth profile at the centre has risen by a small amount since t  4 s and has become more rectangular in shape while slightly contracting. By t  18 s, the central rectangular depth profile has almost become established. The adjustment for over-spreading has ceased, releasing a further pair of small bores into a depression region behind the main bores. At t  30 s (Figure 8d ), the height of the shock-type bore front has reduced, as the liquid making up the bore has to cover an increasing distance along the channel. The decrease in height is accompanied with a reduction in bore speed. The second pair of bores follows behind, propagating in the outwards directions. Thus, the leading disturbance in both directions is a classical N-wave. By t  50 s, the depth and the width of the central column reach steady state values of 0.315 m and 3.1 m respectively. Figure 9 gives the stacked x-t plots showing evolution of the depth, velocity and concentration profiles along the channel from t  0 s to t  50 s plotted at 1-s intervals. The sudden collapse of the denser liquid in the central column causes primary shock waves to be created and propagate as bores in the direction from high to low density. Two outward propagating bores are generated, travelling in opposite directions. Each primary bore decreases in strength with time, which can be seen from the curved shock path. Meanwhile, a pair of rarefaction waves travels inward from the interfaces. The rarefaction waves are almost immediately reflected at the centre, and then move outward, weakening rapidly. Two contact waves are also clearly evident at the interfaces between the higher and lower density liquids. These confirm that over-expansion occurs during the first 2 s. The width of the denser region then contracts, until a minimum width occurs at about t  10 s when two outward-directed secondary bores are released.
Afterwards, the contact waves at the interface between the regions of different density become stationary, and the primary and secondary bores continue to travel outward. The primary bore travels in a curved path on the x-t plane as it loses height and speed. Figure 11 it can be observed that the convergence rate of the free surface elevation at the centre of the channel is much slower than that of the previous case.
The numerically predicted width and depth of the denser liquid region undergo damped oscillations as they tend to equilibrium at about t  300 s. Figure 12 illustrates the evolution of the depth, velocity and concentration profiles along the channel until t  300 s. Three pairs of outward propagating shock-type bores can be observed in the depth and velocity plots. The primary pair of bores is created by liquid density differences. Secondary and tertiary pairs of shock waves are released from the edges of the denser liquid region each time it starts to readjust for over-expansion and under-expansion of its width.
CONCLUSIONS
This paper has presented a mathematical formulation of the 1-D nonlinear shallow flow and species transport equations designed for variable density horizontal free-surface flows. The formulation deals with cases where the density difference in different flow regions is sufficiently large as to drive flows. It is assumed that the liquid-species mixture is instantaneously fully mixed in the vertical direction, but can vary in the horizontal plane. A Godunov-type finite volume numerical scheme has been used to solve the variable-density nonlinear shallow flow equations in order to permit steep fronts to be modelled. The hyperbolic conservation laws have been transformed into an equilibrium-corrected form that balances the flux gradient and source terms using the generalised balancing technique derived by Rogers et al. (2003) . For the cases considered, it was sufficient to subtract the constant density equilibrium solution when setting up the deviatoric equation system in the numerical solver.
Using the full 1-D variable-density nonlinear shallow flow and species transport equations, analytical steady-state solutions were derived for certain idealised cases which were used to help validate the numerical solver. Predictions of the steady-state depth and density distributions along a channel for a variable-density liquid-species mixture, where the bed was sinusoidal were in almost exact agreement with the analytical solutions. Further predictions were made for variable-density cases analogous to 1-D dam breaks, where the flow was driven by initial discontinuities in density. The numerical predictions in these cases converged to equilibrium values in agreement with approximate analytical solutions based on mass conservation.
The first parameter study investigated the transient flow features that occur for two adjacent liquids of different density but the same initial depth in a rectangular tank. It was observed that a shock-type bore propagated from the initial interface between the two liquids into the lower density liquid (which corresponded to the lower initial 2 h  value). A contact wave followed the bore, while a rarefaction wave propagated simultaneously in the opposite direction into the higher density liquid. The wave structures from this test were found to be similar to those that occur in shock tube gas dynamics.
The second parameter study considered the motions induced by an initial liquid column of different density than surrounding ambient liquid. The initial depth was the same everywhere in the tank, and therefore the 2 h  value depended solely on the density. The liquid motions were characterised according to whether the column had higher, the same or lower density than the surrounding liquid. For the case where the density of the column was higher than that of the surrounding liquid, the transient flow behaviour was similar to that of a conventional wet-bed dam break. Bores propagated from the density interface into the low-density surrounding liquid as rarefaction waves propagated in the opposite direction into the high-density liquid of the central column. Reflection of the rarefaction waves caused a sudden drop in free surface elevation at the centre. In establishing equilibrium, the highdensity central region underwent a series of readjustments counteracting overshoots in the free surface motions. When the density was the same either side of the interface, the system remained stationary, as would be expected. For the case where the density was lower inside than that outside of the column, bores initiated from the interface propagated inwards into the low-density region while rarefactions propagated outwards. At equilibrium, a peak formed at the centre of the tank due to the superposition of the inward propagating bores.
The model should be applicable to a wide class of environmental free surface flows, including hyper-concentrated sediment-laden flows in rivers, and debris flows.
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