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Abstract
The solutions of fractional differential equations (FDEs) have a natural
singularity at the initial point. The accuracy of their numerical solutions is
lower than the accuracy of the numerical solutions of FDEs whose solutions
are differentiable functions. In the present paper we propose a method for
improving the accuracy of the numerical solutions of ordinary linear FDEs
with constant coefficients which uses the fractional Taylor polynomials of
the solutions. The numerical solutions of the two-term and three-term FDEs
are studied in the paper.
1 Introduction
In recent years there is a growing interest in applying FDEs for modeling
diffusion processes in biology, engineering and finance [3, 20]. The two
main approaches to fractional differentiation are the Caputo and Riemann-
Liouville fractional derivatives. The Caputo derivative of order α , where
0< α < 1 is defined as
DαC y(t) = y
(α)(t) =
dα
dtα
y(t) =
1
Γ(1−α)
∫ t
0
y′(ξ )
(t−ξ )α
dξ .
The Caputo derivative is a standard choice for a fractional derivative in the
models using FDEs. The finite difference schemes for numerical solution of
FDEs involve approximations of the fractional derivative. Let tn = nh, where
h is a small positive number and yn = y(tn) = y(nh). The L1 approximation
is an important and commonly used approximation of the Caputo derivative.
y
(α)
n =
1
hα Γ(2−α)
n
∑
k=0
σ
(α)
k yn−k +O
(
h2−α
)
, (1)
1
where σ
(α)
0 = 1, σ
(α)
n = (n−1)1−α −n1−α and
σ
(α)
k = (k+1)
1−α −2k1−α +(k−1)1−α , (k = 1, · · · ,n−1).
In [8] we obtain the second-order approximation the Caputo derivative
y
(α)
n =
1
Γ(2−α)hα
n
∑
k=0
δ
(α)
k yn−k +O
(
h2
)
, (2)
where δ
(α)
k = σ
(α)
k for 2≤ k ≤ n and
δ
(α)
0 = σ
(α)
0 −ζ (α −1),δ
(α)
1 = σ
(α)
1 +2ζ (α −1),δ
(α)
2 = σ
(α)
2 −ζ (α −1).
When 0 < α < 1 and the function y ∈ C2[0, tn], the L1 approximation has
an accuracy O
(
h2−α
)
and approximation (2) has an accuracy O
(
h2
)
. The
zeta function satisfies ζ (0) = −1/2. From (2) with α = 1 we obtain the
second-order approximation for the first derivative
y′n =
1
h
(
3
2
yn−2yn−1+
1
2
yn−2
)
+O
(
h2
)
. (3)
The Caputo derivative of order α , where 1< α < 2 is defined as
DαCy(t) = y
(α)(t) =
dα
dtα
y(t) =
1
Γ(2−α)
∫ t
0
y′′(ξ )
(t−ξ )α−1
dξ .
In [9] we obtain the expansion formula of order 4−α of the L1 approxima-
tion of the Caputo derivative. When 0 < α < 2, approximation (2) has an
asymptotic expansion
1
Γ(2−α)hα
n
∑
k=0
δ
(α)
k yn−k = y
(α)
n +
(
D2y
(α)
n −
y′0
Γ(−α)t1+α
)
h2
12
−
ζ (α −1)+ζ (α −2)
Γ(2−α)
y′′′n h
3−α +O
(
hmin{3,4−α}
)
.
When 1 < α < 2 approximation (2) has an accuracy O
(
h3−α
)
. In [10] we
obtain the asymptotic expansion formula
1
Γ(−α)hα
(
n−1
∑
k=1
yn−k
k1+α
−ζ (1+α)yn
)
= y
(α)
n −
ζ (α)
Γ(−α)
y′nh
1−α
+
ζ (α −1)
2Γ(−α)
y′′nh
2−α +O
(
h3−α
)
,
2
and an approximation of the Caputo derivative
1
Γ(−α)hα
n
∑
k=0
γ
(α)
k zn−k = z
(α)
n +O
(
h3−α
)
, (4)
where γ
(α)
k = 1/k
1+α ,(k ≥ 3) and γ
(α)
0 =−ζ (1+α)+
3
2
ζ (α)−
1
2
ζ (α−1),
γ
(α)
1 = 1−2ζ (α)+ζ (α −1), γ
(α)
2 =
1
21+α
+
1
2
ζ (α)−
1
2
ζ (α −1).
Approximation (4) has an accuracy O
(
h3−α
)
when the function z ∈C3[0, tn]
and satisfies z(0) = z′(0) = z′′(0) = 0.
The Miller-Ross sequential derivative for the Caputo derivative of order
nα is defined as
y[nα ](t) = Dnαy(t) = DαC D
α
C · · ·D
α
Cy(t).
The Caputo and Miller-Ross derivatives of order 2α of the function y(t) =
1+ tα satisfy y[2α ](t) = 0 and y(2α)(t) = Γ(1+α)t−α/Γ(1−α). The frac-
tional Taylor polynomials of the function y(t) are defined as
T
(α)
m (t) =
m
∑
k=0
y[kα ](0)tαk
Γ(αk+1)
.
The fractional Taylor polynomials T
(α)
m (t) (polyfractonomials) are defined at
the initial point of fractional differentiation t = 0 and are polynomials with
respect to tα . An important class of special functions in fractional calculus
are the one-parameter and two-parameter Mittag-Leffler functions
Eα(t) =
∞
∑
n=0
tn
Γ(αn+1)
, Eα ,β (t) =
∞
∑
n=0
tn
Γ(αn+β )
.
The Mittag-Leffler functions generalize the exponential function and appear
in the analytical solutions of fractional and integer-order differential equa-
tions. The Miller-Ross derivatives of the function Eα (t
α) satisfy
Dnα Eα (t
α) = Eα (t
α) , DnαEα (t
α)|t=0 = Eα (0) = 1.
The two-term equation is called fractional relaxation equation, when 0 <
α < 1.
y(α)(t)+By(t) = F(t), y(0) = y0. (5)
3
The exact solution of equation (5) is expressed with the Mittag-Leffler func-
tions as
y(t) = y0Eα(−Bt
α)+
∫ t
0
ξ α−1Eα ,α (−Bξ
α)F(t−ξ )dξ . (6)
When the solution of the two-term equation y ∈C3[0,T ], the numerical so-
lutions which use approximations (1), (2) and (4) of the Caputo derivative
have accuracy O
(
h2−α
)
, O
(
h2
)
and O
(
h3−α
)
. The numerical solutions of
FDEs which have smooth solutions have been studied extensively in the last
three decades. The finite difference schemes involve approximations of the
Caputo derivative related to the constructions of the L1 approximation and
the Gru¨nwald-Letnikov difference approximation [1, 4, 11, 12, 19]. When
F(t) = 0 the two-term equation (5) has the solution y(t) =Eα(−Bt
α). When
0 < α < 1, the function Eα(−Bt
α) has a singularity at the initial point, be-
cause its derivatives are unbounded at t = 0. This property holds for most
ordinary and partial FDEs. The singularity of the solutions of FDEs adds
a significant difficulty to the construction of high-order numerical solutions
[14, 18, 22, 23]. In the present paper we propose a method for transform-
ing linear FDEs with constant coeeficients into FDEs whose solutions are
smooth functions. In section 2 and section 3 the method is applied for com-
puting the numerical solutions of the two-term and the three-term FDEs.
2 Two-term FDE
The numerical and analytical solutions of the two-term ordinary FDE are
studied in [5, 6, 7, 9, 13, 15, 17]. Let N be a positive integer and h = T/N.
Suppose that
1
hα
n
∑
k=0
λ
(α)
k yn−k = y
(α)
n +O
(
hβ(α)
)
(*)
is an approximatiom of the Caputo derivative of order β (α). Now we drive
the numerical solution of two-term equation (5), which uses approximation
(*) of the Caputo derivative. By approximating the Caputo derivative of
equation (5) at the point tn = nh we obtain
1
hα
n−1
∑
k=0
λ
(α)
k yn−k +Byn = Fn +O
(
hβ(α)
)
.
The numerical solution {un}
N
n=0 of equation (5) is computed with u0 = 1 and
1
hα
n−1
∑
k=0
λ
(α)
k un−k +Bun = Fn,
4
un =
1
λ
(α)
0 +Bh
α
(
hα Fn−
n
∑
k=1
λ
(α)
k un−k
)
. (NS1(*))
When the solution of the two-term equation y∈C3[0,T ], numerical solutions
NS1(1), NS1(2), NS1(4) have accuracy O
(
h2−α
)
,O
(
h2
)
,O
(
h3−α
)
. When
the solution of equation (5) satisfies y(0) = y′(0) = y′′(0) we can choose
the initial values of the numerical solution u0 = u1 = u2 = 0. The two-term
equation
y(α)(t)+By(t) = 0, y(0) = 1 (7)
has the solution y(t) = Eα(−Bt
α). When 0 < α < 1 the first derivative of
the solution is undefined at t = 0. Numerical solutions NS1(1) and NS1(2)
of equation (7) have accuracy O(hα) [13]. The numerical results for the
error and order of numerical solution NS1(1) with α = 0.3,B = 1 and α =
0.5,B = 2 and NS1(2) with α = 0.7,B = 3 on the interval [0,1] are presented
in Table 1. The errors of the numerical methods in Table 1 and the rest of
the tables in the paper are computed with respect to the natural (maximum)
l∞ norm. Now we transform equation (7) into a two-term equation whose
solution has a continuous second derivative. From (7) with t = 0 we obtain
y(α)(0) = −By(0) = −B. By applying fractional differentiation of order α
we obtain
y[2α ](t)+By(α)(t) = 0, y[2α ](0) =−By(α)(0) = B2,
y[3α ](t)+By[2α ](t) = 0, y[3α ](0) =−By[2α ](0) =−B3.
By induction we obtain the Miller-Ross derivatives of the solution of equa-
tion (7) at the initial point t = 0:
y[nα ](0) =−By[(n−1)α ](0) = (−B)n.
Substitute
z(t) = y(t)−T
(α)
m (t) = y(t)−
m
∑
n=0
(−Btα)n
Γ(αn+1)
.
The function z(t) has a Caputo derivative of order α
z(α)(t) = y(α)(t)+B
m−1
∑
n=0
(−Btα)n
Γ(αn+1)
,
and satisfies the two-term equation
z(α)(t)+Bz(t) =
(−B)m+1tαm
Γ(αm+1)
, z(0) = 0. (8)
Now we use the uniform limit theorem to show that when mα > 2 the solu-
tion of equation (8) is a twice continuously differentiable function.
5
Lemma 1. Let ε > 0,T > 0 and
M >max
{
1
α
(
2B1/α Te+2−α
)
,
2
α
−1+ log2
(
2B2/α
ε
)}
.
Then(
B1/αTe
αM+α −2
)α
<
1
2
and 2B2/α
(
B1/α Te
αM+α −2
)αM+α−2
< ε .
Proof.(
B1/αTe
αM+α −2
)α
<
1
2
⇔
B1/α Te
αM+α −2
<
1
21/α
⇔αM+α−2> (2B)1/αTe.
The first inequality is satisfied when
M >
1
α
(
2B1/aTe+2−α
)
.
We have that(
B1/αTe
αM+α −2
)αM+α−2
=
(
B1/α Te
αM+α −2
)α(M+1−2/α)
<
1
2M+1−2/α
<
ε
2B2/α
,
2M+1−2/α >
2B2/α
ε
.
The second inequality is satisfied for
M >
2
α
−1+ log2
(
2B2/α
ε
)
.
Theorem 2. Let mα > 2 and z be the solution of equation (8). Then z ∈
C2[0,T ].
Proof. The solution of equation (8) satisfies
z(t) = y(t)−T
(α)
m (t) =
∞
∑
n=m+1
(−Btα)n
Γ(αn+1)
,
z′′(t) =
∞
∑
n=m+1
(−B)ntαn−2
Γ(αn−1)
.
6
Denote
Z j(t) =
j
∑
n=m+1
(−B)ntαn−2
Γ(αn−1)
,
where j > m. When mα > 2 the functions Z j(t) are continuous on the inter-
val [0,T ]. Let ε > 0 and
M˜ > M >max
{
1
α
(
2B1/α Te+2−α
)
,
2
α
−1+ log2
(
2B2/α
ε
)}
.
Z
M˜
(t)−ZM(t) =
M˜
∑
n=M+1
(−B)ntαn−2
Γ(αn−1)
.
From the triangle inequality
|Z
M˜
(t)−ZM(t)| <
M˜
∑
n=M+1
Bntαn−2
Γ(αn−1)
= B2/α
M˜
∑
n=M+1
(
B1/α T
)αn−2
Γ(αn−1)
.
The gamma function satisfies [2]
Γ(1+ x)2/x ≥
1
e2
(x+1)(x+2)>
(x
e
)2
,
Γ(1+ x)>
(x
e
)x
.
Then
|Z
M˜
(t)−ZM(t)|<B
2/α
M˜
∑
n=M+1
(
B1/α Te
)αn−2
(αn−2)αn−2
<B2/α
M˜
∑
n=M+1
(
B1/α Te
)αn−2
(αM+α −2)αn−2
,
|Z
M˜
(t)−ZM(t)|< B
2/α
(
B1/αTe
αM+α −2
)αM+α−2
M˜
∑
n=0
(
B1/αTe
αM+α −2
)αn
.
From Lemma 1:
|Z
M˜
(t)−ZM(t)|< B
2/α
(
B1/α Te
αM+α −2
)αM+α−2
∞
∑
n=0
1
2n
,
|Z
M˜
(t)−ZM(t)|< 2B
2/α
(
B1/αTe
αM+α −2
)αM+α−2
< ε .
From the uniform limit theorem, the sequence of functions Z j(t) converges
uniformly to the second derivative of the solution of equation (8), which is a
continuous function on the interval [0,T ].
7
We can show that when mα > 3 then z∈C3[0,T ]. The proof is similar to
the proof of Theorem 2. In this case numerical solutions NS1(1),NS1(2) and
NS1(4) of equation (8) have accuracy O
(
h2−α
)
, O
(
h2
)
and O
(
h3−α
)
. The
numerical results for the maximum error and order of numerical solutions
NS1(1),NS1(2) and NS1(4) of equation (8) on the inteval [0,1] are presented
in Table 2, Table 3 and Table 4.
3 Three-term FDE
In this section we study the numerical solutions of the three-term equation
y[2α ](t)+3y(α)(t)+2y(t) = 0, y(0) = 3,y(α)(0) =−4, (9)
where 0 < α < 1. Substitute w(t) = y(α)(t)+ y(t). The function w(t) satis-
fies the two-term equation
w(α)(t)+2w(t) = 0, w(0) =−1.
Then w(t) =−Eα (−2t
α). The function y(t) satisfies the two-term equation
y(α)(t)+ y(t) =−Eα (−2t
α) , y(0) = 3.
From (6)
y(t) = 3Eα (−t
α)−
∫ t
0
ξ α−1Eα ,α (−ξ
α)Eα (−2(t−ξ )
α)dξ .
From (1.107) in [17] with γ = α ,β = 1,y =−1,z =−2 we obtain∫ t
0
ξ α−1Eα ,α (−ξ
α)Eα (−2(t −ξ )
α)dξ = (2Eα ,α+1 (−2t
α)−Eα ,α+1 (−t
α)) tα
= tα
(
2
∞
∑
n=0
(−2tα)n
Γ(αn+α +1)
−
∞
∑
n=0
(−tα)n
Γ(αn+α +1)
)
[m = n+1]
=−
∞
∑
m=1
(−2tα)m
Γ(αm+1)
+
∞
∑
m=1
(−tα)m
Γ(αm+1)
= Eα (−t
α)−Eα (−2t
α) .
The three-term equation (9) has the solution y(t) = 2Eα (−t
α)+Eα (−2t
α).
When 0 < α < 1 the first derivative of the solution y(t) of equation (9) is
undefined at the initial point t = 0. The Riemann-Liouville derivative of
order α , where n−1≤ α < n and n is a nonnegative integer is defined as
DαRLy(t) =
1
Γ(n−α)
dn
dtn
∫ t
0
y(ξ )
(t−ξ )1+α−n
dξ .
8
The Caputo, Miller-Ross and Rieman-Lioville derivatives satisfy [5, 17]:
Dαy(t) = DαCy(t) = D
α
RLy(t)−
y(0)
Γ(1−α)tα
,
D2αRLy(t)=D
2α
C y(t)+
y(0)
Γ(1−2α)t2α
=D2α y(t)+
y(0)
Γ(1−2α)t2α
+
y(α)(0)
Γ(1−α)tα
,
where the above identity for the Caputo derivative requires that 0 < α <
0.5. Three-term equation (9) is reformulated with the Riemann-Liouville
and Caputo fractional derivatives as
D2αRLy(t)+3D
α
RLy(t)+2y(t) =
3
Γ(1−2α)t2α
+
5
Γ(1−α)tα
, (10)
D2αC y(t)+3D
α
C y(t)+2y(t) =−
4
Γ(1−α)tα
,y(0) = 3, 0< α ≤ 0.5. (11)
A similar three-term equation which involves the Caputo derivative is stud-
ied in Example 5.1 in [22]. The formulation (11) of the three-term equation
which uses the Caputo derivative has only one initial condition specified
and the values of α , where 0.5< α < 1 are excluded. The initial conditions
of equations (10) and (11) are inferred from the equations. Formulation
(9) of the three-term equation studied in this section has the advantages, to
the formulations (10) and (11) which use the Caputo and Riemann-Lioville
derivatives, that the initial conditions of equation (9) are specified and the
analytical solution is obtained with the method described in this section.
Now we determine the Miller-Ross derivatives of the solution of equation
(9). By applying fractional differentiation of order α we obtain
y[(n+1)α ](t)+3y[nα ](t)+2y[(n−1)α ](t) = 0.
Denote an = y
[nα ](0). The numbers an are computed recursively with
an+1+3an +2an−1 = 0, a0 = 3,a1 =−4.
Substitute
z(t) = y(t)−T
(α)
m (t) = y(t)−
m
∑
n=0
ant
nα
Γ(αn+1)
.
The function z(t) has fractional derivatives
z(α)(t) = y(α)(t)−
m
∑
n=1
ant
(n−1)α
Γ(α(n−1)+1)
= y(α)(t)−
m−1
∑
n=0
an+1t
nα
Γ(αn+1)
,
9
z[2α ](t) = y[2α ](t)−
m−1
∑
n=1
an+1t
(n−1)α
Γ(α(n−1)+1)
= y[2α ](t)−
m−2
∑
n=0
an+2t
nα
Γ(αn+1)
.
The function z(t) satisfies the condition z(0) = z(α)(0) = 0 and its Miller-
Ross and Caputo derivatives of order 2α are equal z[2α ](t) = z(2α)(t). The
function z(t) satisfies the three-term equation
z(2α)(t)+3z(α)(t)+2z(t) = F(t), z(0) = 0,z(α)(0) = 0, (12)
where
F(t) =−(2am−1+3am)
t(m−1)α
Γ(α(m−1)+1)
−
2amt
mα
Γ(αm+1)
.
Now we obtain the numerical solution of three-term equation (12) which
uses approximation (*) of the Caputo derivative. By approximating the Ca-
puto derivatives of equation (12) at the point tn = nh we obtain
1
h2α
n−1
∑
k=0
λ
(2α)
k zn−k +
3
hα
n−1
∑
k=0
λ
(α)
k zn−k +2zn = Fn +O
(
hmin{β(α),β(2α)}
)
.
(13)
Denote by NS2(*) the numerical solution {un}
N
n=0 of equation (12) which
uses approximation (*) of the Caputo derivative. From (13)
λ
(2α)
0 un +3h
α λ
(α)
0 un +2h
2α un +
n−1
∑
k=1
λ
(2α)
k un−k +3h
α
n−1
∑
k=1
λ
(α)
k un−k = h
2α Fn.
The numbers un are computed with u0 = u1 = 0 and
un =
1
λ
(2α)
0 +3h
α λ
(α)
0 +2h
2α
(
h2α Fn−
n−1
∑
k=1
(
λ
(2α)
k −3h
α λ
(α)
k
)
un−k
)
.
(NS2(*))
When y ∈ C3[0,T ] numerical solution NS2(2), which uses approxima-
tion (2) of the Caputo derivative has an order min{2,3−2α}. The accuracy
of numerical solution NS2(2) is O
(
h2
)
when 0< α ≤ 0.5 and O
(
h3−2α
)
for
0.5 < α < 1 . The numerical results for the error and the order of numer-
ical solution NS2(2) of three-term equation (12) on the interval [0,1] with
are presented in Table 5. Numerical solution NS2(4) which uses approxima-
tion (4) of the Caputo derivative has an accuracy O
(
h3−2α
)
for all values of
α ∈ (0,0.5)∪ (0.5,1). Numerical solution NS2(4) is undefined for α = 0.5,
because the value of Γ(−2α) = Γ(−1) is undefined. The numerical results
for the error and the order of numerical solution NS2(4) of equation (12)
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on the interval [0,1] are presented in Table 6. Now we obtain the numerical
solution NS3(*) of equation (12) with α = 0.5 which uses approximation
(*) for the Caputo derivative.
z′(t)+3z(0.5)(t)+2z(t) = F(t). (14)
By approximating the first derivative with (3) we obtain
1
h
(
3
2
zn−2zn−1+
1
2
zn−2
)
+
3
h0.5
n
∑
k=0
λ
(0.5)
k zn−k +2zn = Fn +O
(
hmin{2,β(0.5)}
)
.
The numerical solution {un}
N
n=0 of equation (14) is computed with u0 = u1 =
0 and
1
h
(
3
2
un−2un−1+
1
2
un−2
)
+
3
h0.5
n
∑
k=0
λ
(0.5)
k un−k +2un = Fn,
un =
1
3+6λ
(0.5)
0 h
0.5+4h
(
2hFn +4yn−1− yn−2−6h
0.5
n
∑
k=1
λ
(0.5)
k un−k
)
(NS3(*))
The numerical results for the error and the order of numerical solutions
NS3(1), NS3(2) and NS3(4) of equation (14) are presented in Table 7.
4 Conclusion
In the present paper we propose a method for improving the numerical so-
lutions of ordinary fractional differential equations. The method is based on
the computation of the fractional Taylor polynomials of the solution at the
initial point and transforming the equations into FDEs which have smooth
solutions. The method is used for computing the numerical solutions of
equations (7), and (9) and it can be applied to other linear fractional differ-
ential equations with constant coefficients. The fractional Taylor polyno-
mials have a potential for construction of numerical solutions of linear and
nonlinear FDEs which have singular solutions. In future work we are going
to generalize the method discussed in the paper to other linear FDEs with
constant coefficients and analyze the convergence and the stability of the
numerical methods.
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Table 1: Maximum error and order of numerical solutions NS1(1) of equation (7)
with α = 0.3,α = 0.5 and NS1(2) with α = 0.7 of order α .
h
α = 0.3,B = 1 α = 0.5,B = 2 α = 0.7,B = 3
Error Order Error Order Error Order
0.00625 0.3344×10−1 0.2089 0.9063×10−1 0.3987 0.6385×10−1 0.6332
0.003125 0.2863×10−1 0.2242 0.6743×10−1 0.4265 0.4046×10−1 0.6583
0.0015625 0.2429×10−1 0.2372 0.4946×10−1 0.4471 0.2536×10−1 0.6741
0.00078125 0.2045×10−1 0.2482 0.3591×10−1 0.4621 0.1578×10−1 0.6840
Table 2: Maximum error and order of numerical solution NS1(1) of equation (8)
of order 2−α .
h
α = 0.3,B = 1,m = 7 α = 0.5,B = 2,m = 4 α = 0.7,B = 3,m = 3
Error Order Error Order Error Order
0.00625 0.7428×10−7 1.6596 0.4811×10−3 1.4858 0.2821×10−2 1.2943
0.003125 0.2338×10−7 1.6681 0.1713×10−3 1.4901 0.1148×10−2 1.2966
0.0015625 0.7322×10−8 1.6746 0.6085×10−4 1.4931 0.4671×10−3 1.2980
0.00078125 0.2286×10−8 1.6797 0.2159×10−4 1.4951 0.1899×10−3 1.2988
Table 3: Maximum error and order of second-order numerical solution NS1(2) of
equation (8).
h
α = 0.3,B = 1,m = 8 α = 0.5,B = 2,m = 5 α = 0.7,B = 3,m = 2
Error Order Error Order Error Order
0.00625 0.9068×10−6 1.9692 0.2333×10−4 1.8861 0.2789×10−3 2.0586
0.003125 0.2297×10−6 1.9809 0.6148×10−5 1.9240 0.6715×10−4 2.0545
0.0015625 0.5790×10−7 1.9882 0.1593×10−5 1.9484 0.1597×10−4 2.0718
0.00078125 0.1455×10−7 1.9927 0.4081×10−6 1.9645 0.3771×10−5 2.0826
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Table 4: Maximum error and order of numerical solution NS1(4) of equation (8)
of order 3−α .
h
α = 0.3,B = 1,m = 8 α = 0.5,B = 2,m = 6 α = 0.7,B = 3,m = 5
Error Order Error Order Error Order
0.00625 0.1468×10−5 2.6281 0.5705×10−5 2.4902 0.8051×10−4 2.2933
0.003125 0.2329×10−6 2.6565 0.1011×10−5 2.4963 0.1638×10−4 2.2968
0.0015625 0.3675×10−7 2.6637 0.1789×10−6 2.4985 0.3331×10−5 2.2984
0.00078125 0.5776×10−8 2.6699 0.3164×10−7 2.4995 0.6767×10−6 2.2992
Table 5: Maximum error and order of numerical solution NS2(2) of equation (12)
of order min{2,3−2α}.
h
α = 0.3,m = 9 α = 0.4,m = 6 α = 0.7,m = 5
Error Order Error Order Error Order
0.00625 0.7315×10−3 1.9149 0.7261×10−4 1.8455 0.5906×10−3 1.5957
0.003125 0.1902×10−3 1.9429 0.1968×10−4 1.8838 0.1956×10−3 1.5945
0.0015625 0.4886×10−4 1.9610 0.5231×10−5 1.9110 0.6478×10−4 1.5941
0.00078125 0.1245×10−4 1.9728 0.1372×10−5 1.9306 0.2145×10−4 1.5943
Table 6: Maximum error and order of numerical solution NS2(4) of equation (12)
of order 3−2α .
h
α = 0.3,m = 14 α = 0.4,m = 10 α = 0.7,m = 6
Error Order Error Order Error Order
0.00625 0.1202×10−2 2.4521 0.3205×10−3 2.2431 0.5709×10−3 1.6080
0.003125 0.2202×10−3 2.4481 0.6799×10−4 2.2369 0.1874×10−3 1.6069
0.0015625 0.4052×10−4 2.4423 0.1449×10−4 2.2303 0.6161×10−4 1.6052
0.00078125 0.7486×10−5 2.4363 0.3101×10−5 2.2242 0.2027×10−4 1.6037
Table 7: Maximum error and order of numerical solution NS3(1) of equation (14)
of order 1.5 and second-order numerical solutions NS3(2) ana NS3(4).
h
NS3(1),m = 4 NS3(2),m = 3 NS3(4),m = 5
Error Order Error Order Error Order
0.00625 0.8076×10−3 1.4835 0.4197×10−3 1.8868 0.6085×10−4 2.0257
0.003125 0.2872×10−3 1.4915 0.1109×10−3 1.9195 0.1498×10−4 2.0224
0.0015625 0.1019×10−3 1.4955 0.2886×10−4 1.9429 0.3698×10−5 2.0179
0.00078125 0.3608×10−4 1.4975 0.7473×10−5 1.9491 0.9157×10−6 2.0138
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