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The set of times for which a trajectory can intersect a lower-dimensional 
submanifold contained in the range space of the trajectory is studied. It is 
shown that this set of times can be any closed subset of the time domain. The 
existence of trajectories having surprising time intersections with manifolds 
is shown. 
1. INTRODUCTION 
In the study of sufficient conditions for optimality of control systems [5,8- 
101 and necessary and sufficient conditions for optimal strategies in differential 
games [3 and 41, the set of times for which a trajectory “intersects” a given 
lower-dimensional submanifold of the state space had to be considered. 
Concepts related to the time intersection of a trajectory and a manifold were 
introduced and results were then obtained. Leitmann [g-10] introduced the 
concept of a trajectory being “well-behaved” relative to given lower-dimen- 
sional manifolds of the state space to arrive at a simple proof of a sufficiency 
theorem by permitting the ready evaluation of a certain line integral along a 
trajectory. A similar concept was used in a sufficiency theorem for differential 
games [4]. Boltyanskii [5] introduced the concept of a trajectory having a 
“common position” with a piecewise-smooth set in the state space and 
utilized it in an ingenious (but long) proof of a general sufficiency theorem of 
control. Berkovitz [3] restricted optimal strategies to those which produce 
trajectories that are not tangent to given lower dimensional submanifolds in 
the playing space. 
It is the principal purpose of this paper to investigate the class (collection) 
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of time subset9 having the property that for each time subset contained in this 
class there exists an n-dimensional vector valued trajectory defined on a time 
interval containing this time subset such that the trajectory intersects a lower- 
dimensional manifold of En in exactly the time subset. (Concerning the 
definitions of a trajectory and a manifold, see the end of this introductory 
section.) The other purpose of this paper is to point out some surprising 
phenomena encountered in this investigation (see Section 5). 
This investigation is initiated by the following fact: If a closed manifold 
is contained in the range space of a trajectory then the trajectory intersects 
the closed manifold in a closed subset of the time domain of the trajectory. 
Recall here that a trajectory is continuous and the inverse image via a con- 
tinuous function of a closed set is closed. It is therefore quite natural to pose 
the following two questions which are converses of the above fact. 
(I) Given a closed subset of the real line and a manifold contained in En, 
does there exist a trajectory such that the following statement holds ? 
(i) The trajectory intersects the manifold in a set of times identical to 
the given closed set. 
(II) Given a closed subset of the domain of a trajectory, does there exist a 
manifold contained in the range space of the trajectory such that statement (i) 
holds ? 
In Section 4 (Theorem 4.1) Question (I) is answered in the affirmative. In 
fact more is shown there; not only does such a trajectory exist but it is shown 
that a smooth one exists. Here, a trajectory is said to be smooth if it is of class 
C”. 
For constant trajectories, Question (II) has never an affirmative answer 
unless the given closed set is equal to the domain of the trajectory. However, 
in Theorem 4.3 it is shown that if one of the components of the trajectory is a 
Cl diffeomorphism2 and the dimensions of the range space of the trajectory 
is greater or equal to two, then the answer to Question (II) is in the affirmative. 
The following question concerning “nontangency” is answered in the 
affirmative in Theorem 4.2. 
(III) Given a closed subset of the real line and a manifold contained in En, 
does there exist a trajectory such that statement (i) and the following two 
statements hold ? 
(ii) The trajectory neither enters nor leaves the manifold tangentially. 
(iii) The trajectory has a derivative everywhere except at an infinitely 
denumerable number of points where it either enters or leaves the manifold. 
1 Any subset of the real line is called a time subset (or a set of times). 
* A C’ diffeomorphism is a C* map having an inverse which is also of class C’. 
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A trajectory is said to leave (resp. enter) a manifold at time t if the trajectory 
belongs to the manifold at time t and there exists a positive real number 6 
such that the trajectory does not belong to the manifold on the interval 
(t, t + 8) (resp. (t - 8, t)). 
In providing answers to Questions (I) and (II), an important theorem of 
analysis is utilized. This theorem is stated and proved in Section 3 as Theo- 
rem 3.1. Theorem 3.2 is similar in nature to Theorem 3.1 and is utilized in 
providing an answer to Question (III). It is not so much the novelty of the 
proofs of Theorem 3.1 and 3.2 given here that motivates the author’s detailed 
proofs of these two theorems; but instead, it is the practical value of the 
method used to prove them (i.e., by following the method of their proofs, 
examples of their assertions can easily be constructed). The above statement 
also applies to another important theorem in analysis which is stated here as 
Theorem 3.3. Theorem 3.3 is utilized in Section 5 to yield intersections of 
trajectories and manifolds which are surprising at first sight. 
In the proofs of Lemma 2.1 and Theorem 3.2 are given concrete functions 
and in the proofs of Theorems 3.1 and 3.3 are given concrete methods suf- 
ficient to construct concrete examples of the phenomena asserted in the 
corollaries of Section 5. 
The term trajectory is used here to mean an absolutely continuous function 
satisfying a system’s (or plant’s) dynamical state equation almost everywhere 
in the Lebesque sense (i.e., a solution to a system of ordinary differential 
equations). The term manifold is used in this paper to mean an m-dimensional 
differentiable (at least of class Cl) submanifold with boundary of n-dimen- 
sional Euclidean space En, 0 < m < n. Note that the set of all submanifolds 
without boundary has inclusion in the set of all submanifolds with boundary. 
Definitions of an absolutely continuous function and a differentiable sub- 
manifold with boundary are given in [l] and [13], respectively. These defini- 
tions are too lengthy to be included here. Below, 4, T, and M denote an 
n-dimensional vector-valued trajectory, the time domain [tl , t2] of +, and an 
m-dimensional manifold contained in the range space of 4 where 0 < m < n, 
respectively. Invariably, the letter C with or without a subscript denotes a 
closed subset of the real numbers. The n-th derivative of a function f is 
denoted by jj)and the real line is denoted by R. The time derivative of + 
is denoted by d. 
It is important to realize that every absolutely continuous function is the 
solution to some system of ordinary differential equations. This statement 
follows from the Fundamental Theorem of Integral Calculus [1, Theorem 
7.3.71: If $ is absolutely continuous, then 
9(t) - C&J = f,&) dT 
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for all t contained in the domain [to, t 2 ] of +. In fact, the absolutely continuous 
functions are exactly the ones for which this theorem holds. Here, + can be 
an n-dimensional vector-valued trajectory. Now for each (t, X) contained 
in [t, , t,] x En, let f(t, X) = d(t). It then follows that d, is a solution to the 
following system of ordinary differential equations: 
a.e.3 
2. A PRELIMINARY RESULT 
A proof of the following well-known lemma is included here for the prac- 
ticality of constructing concrete examples of trajectories shown to exist in 
the sequel. This lemma is needed in the proof of Lemma 3.1 (compare the 
proof of this lemma with the proof of Lemma 1.3 in [13]). 
LEMMA 2.1. Given a bounded open interval (a, b) in R, there exists a 
smoothfunctionF((a, b); .) : R + [0, l] which equals 1 on (- 00, a], is positive 
on (a, b) and equals zero on [b, co), and there exists a smooth function G 
((a, b); .) : R + [0, l] which equaZs 1 on [b, oo), is positive on (a, b) and equals 
zero on (- co, a]; given further a nonnegative integer p, there exists a smooth 
function H(p; (a, b); .) : R + [0, l] which is positive on (a, b), equaZs zero 
elsewhere and has the property that 
sup{H(p;(a,b);t):tERandO<r<p}<b-a. 
Proof. Consider an open interval (0, 6) where 0 < 6 < co. Letg(t) = e-lit 
for all t > 0 and g(t) = 0 f or all t < 0. Then g is a smooth function and is 
positive for all t > 0. 
LetF((0, S); t) = g(S - t)/(g(S - t) + g(t)). ThenF((0, S); .) is as asserted. 
Let G((0, 6); t) = F((0, S); 6 - t). Then G((0, 6); .) is as asserted. 
Let f (t) = g(t)/(g(t) + g(S/2 - t)). Then f is a smooth function such that 
f(t) = 0 for all t < 0, yit) > 0 for all t E (0, S/2) and f(t) equals 1 for all 
t > s/2. 
Let h(t) =f(t) *f(S - t). Then h is a smooth function such that h(t) 
equals zero for all t E R - (0, S), h(t) is positive for all t E (0, S), and 
h(S/2) = 1. Note here that h depends on 6; denote this dependence by 
h(S; .). 
Let K,,(S) = max{\ h(S; t) 1 : t E R}. Note that K,,(S) = 1 for all 6 > 0. Let 
f$(S) = max{K,_,(S), 1 ($S; t)l : t E R) f or all n E (1, 2,...}. Recall here that 
i(S; t) denotes the n-th derivative of h(S; *) at the point t. 
3 See E. A. Coddington and N. Levinson, “Theory of Ordinary Differential 
Equations,” p. 42, McGraw-Hill, New York, 1955. 
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Let H&J; (0, 6); t) = h(S; t)/&(S) for all t E R. H(p; (0, S); .) is a smooth 
function having all of the properties asserted. 
For arbitrary (a, b), define H(p; (a, b); t) = H(p; (0, b - a); t - a) for all 
t E R. Define 
and 
F((a, b); t) =F((O, b - a); t - a) 
G((a, b); t) = G((0, b - a); t - u) 
for all t E R. This completes the proof. 
3. ZEROS OF SMOOTH FUNCTIONS AND PERFECT NOWHERE-DENSE SUBSETS 
Three theorems and one lemma are proved in this section. Theorems 3.1 
and Theorem 3.3 are two important results of analysis utilized here in the 
investigation of the time intersections of trajectories and manifolds. On the 
one hand, their proofs are included here because it is the methods of their 
proofs which is fundamental in this investigation. By following these methods, 
it is quite easy to construct trajectories possessing the properties asserted in 
Sections 4 and 5. On the other hand, the author has not been able to locate 
a proof of Theorem 3.1 or even any other source that mentions the validity 
of it except [14]. Thorn [14] states, “It is well-known that any closed set in 
R” is the set of zeros of a differentiable function.“4 He gives neither a proof 
of this fact nor a reference containing its proof. It turns out that this fact is 
seldom known outside the field of differential topology. A proof of this fact 
for the case n = 1 is given below in Theorem 3.1. A proof of the above fact 
for higher dimensions is not needed in this investigation since the time 
domain of a trajectory is one-dimensional. 
The method of proof of Theorem 3.3 is more concerned with the construc- 
tion of perfect nowhere-dense subsets having positive measure than it is 
with their existence. It is instructive to construct a perfect nowhere-dense 
subset of the unit interval having length one-half using the method outlined 
in proof of Theorem 3.3. 
In preparation for Theorem 3.1, a lemma is needed. It is worthwhile to 
summarize here the proof of this lemma: An open subset of a compact 
interval of the real line is given. This open set is decomposed into a denumer- 
able union of pairwise disjoint open intervals. Cantor [6] proved in 1882 that 
every open set of real numbers is a countable union of pairwise disjoint open 
intervals; a proof of this fact is given also in [ 1, p. 1221. Then according to the 
lengths of the open intervals [see condition (2) below], a smooth function 
4 R” refers here to n-dimensional Euclidean space E”. 
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(which was constructed in the proof of Lemma 2.1) is defined for each open 
interval on all of R which is positive on the open interval and equals zero 
elsewhere. The proof concludes after showing that the total sum [see Eqs. (1) 
and (3) below] of these smooth functions is a smooth function on R which is 
positive on the open set and equals zero elsewhere on the real line R. 
LEMMA 3.1. Given a compact interval [a, b] such that b - a < 1 and a 
nonenzpty open subset 0 of [a, b], there exists a smooth function h : R -+ [0, l] 
with is positive on 0 and equals zero elsewhere. 
Proof. Up to Equation (3), this proof contains the details on how to 
construct a smooth function h defined on [a, b] which is positive on 0, equals 
zero on [a, b] - 0 and possesses the property of having all of its derivatives 
equal to zero at both endpoints, a and b. The remaining part of this proof is 
to show that the function h defined in Eq. (3) is indeed smooth. 
0, being open, is the denumerable union of disjoint open intervals O(i), 
i E I; 0 = U (O(i) : i E I}. Here, I is the denumerable index set of the 
disjoint open intervals whose union is 0. Let OL denote the length of 0 and 
for each i E I, let a(i) denote the length of O(i). Note that 0 < 01 < b - a 
and OL = CiEI a(i). Hence for any given positive number X > 0, the set 
(i E I : a(i) 3 A} has finite cardinality (i.e., it contains a finite number of 
members of the index set I). 
Let /l(l) = max{a(i) : i ~1) and let 1(l) = {i E I : a(i) = /?(I)}. In general, 
if1 <k<coandI-~{(I(j):j=1,2,...,kjisnonempty,thenlet 
fl(k + 1) = max(ol(i) : i EI - U {I(j) :j = 1,2,..., k}} 
and let 
Let 
I(k+ l)={iEI:c~(i)=/3(k+ 1)). 
K = {l} u {k + 1 : I - u (I(j) : j = 1, 2 ,..., k} is nonempty}. 
Note that I = u {I(k) : k E K} and /3(k + 1) < /3(k) for all K, k + 1 contained 
in K. Note further that if K has infinite cardinality, then lim,,, /I(k) = 0. 
A function h will now be defined on R which is positive on 0 and equals 
zero on R - 0. This function h is then shown to be smooth. 
Let h, be the zero function on R and for each k E K and t E R let 
b(t) = h,-,(t) + c W(k); O(i); t), 
&I(k) 
(1) 
where p(k) is defined such that the following condition is satisfied: 
p(k)l+ 1< B(k) < J- P(k) (2) 
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hk is a smooth function which is positive on u {O(i) : i E I(m), m = 1,2,..., k} 
and equals zero elsewhere on R. Note that h, = f@(m); O(i); .) on O(i) for 
all i E I(m) and for all m E { 1, 2 ,..., A}. For each t E R, let 
If sup K < co, then it is clear that h is a smooth function which is positive 
on 0, equals zero elsewhere, and whose derivatives are equal to zero at a and b. 
This statement follows since h, is a smooth function having these properties 
for each k E K. 
Suppose sup K = co. It will be shown by induction that h is smooth. 
Recall here that 0 = u {O(i) : i EI(K) and k E K}; therefore h is positive on 
0 and equals zero elsewhere. It is shown first that h is of class Co and then 
with the assumption that h is of class P-l, it is shown that h is of class Cr 
where 1 < r < 00. 
Let Y be such that 0 < Y < co. Note that the following statements are true. 
I-1 
(ii)’ z@(k); fy); t) = 0 for all t E R - O(i), where i E I(k) and k E K; 
(iii)’ h,(t) = H@(m); O(i); t) for all t E O(i), where i cI(m), 
m E {I, 2,..., k} and k E K, 
tr) 
(iv)’ I WW; O(i); t>l < B(k) f or all t E R and for all 0 < Y <p(k), 
where i E I(k) and k E K. 
Let kl , k, E K such that 4 > k, . Then for t E R, the following three 
implications are valid for 0 < Y < co [these follow from (i)‘-(iii)‘]. 
(7) (7) (T) 
(VI’ h*(t) f 0 * he,(t) = b&); 
(?9 (r) 
(vi)’ hkl(t) = 0 * hka(t) = 0; 
(99 (79 
(vii)’ hkr(t) = 0 and &,(t) # 0 3 th ere exist a unique k, E K and a unique 
W) (r) 
iEI(kJ such that h,Jt) = H(p(k,); O(i); (t)) and k, < k, < k, . 
To show that h is continuous (i.e., of class CO), it suffices to show that the 
sequence (hk) is uniformly Cauchy (i.e., the sequence (hk) converges uni- 
formly to h on R). Let a positive number E > 0 be given. It is to be shown that 
there exists k* E K such that if k, , k, E K and k, , k, > k*, then 
I f$(t) - h&)l -=c E for all t E R. 
Choose k* E K such that /3(k*) < E. It follows from (iv)‘-(vii)’ that if 
k, , k, 3 k*, then 
I h&) - k&l G m=4P&h /WI < W*) < E for all t E R. 
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Let Y E (1, 2,...} be given. Suppose that h is of class 0-l and that the 
(r-l) (r-1) 
sequence ( h, ) converges uniformly to h . Then it is to be shown that h 
(i.) (1.1 
is of class CT and that the sequence (hk) converges uniformly to h . This is 
shown by applying the Interchange of Limit and Derivative Theorem in [2] 
v-1 
which asserts (in effect): If ( hk) IS a sequence of real-valued Cl functions 
r-1 
defined on R, there( ‘;’ a point a in R at which the ;y?yence (h,(a)) converfe)s 
and the sequence (h:,) is(yniformly Cauchy, then ‘h is of class Cl and (& 
converges uniformly to i . 
(s) 
Since (A,) is a sequence of real-valued smooth functions defined on R and 
h,(a) = 0 for all 0 < s < co and all k E K, it now suffices to show that the 
sequence (t:) is uniformly Cauchy on R in order that h be smooth on R. 
Let E > 0 be given and choose k* E K such that fi(k*) < min{c, l/(r + 1)). 
From condition (2), it follows that p(k*) > Y. Note that if K, , k, 3 k* then 
P(4, $6) > y* 
It now follows from (iv)‘-(vii)’ that if k, , k, > A* then 
I Cl(t) - t,(t)1 < maxUW), P@.dl < kV*) < E for all t ER. 
This completes the proof that h is smooth on R. 
Since h, equals zero on R - (a, b) for all k and h is smooth on R, it follows 
that h possesses the property of having all of its derivatives equal to zero at 
both end points, a and b. It has been indicated above that h is positive on 0 
and equals zero elsewhere. This completes the proof of the lemma. 
THEOREM 3.1. Given a closed subset C of the real line R, there exists 
smooth function f : R + [0, l] which equals zero on C and is positive elsewhere. 
Proof. Let C, = [n, n + l] n C for n E {0, + 1, f 2 ,... >. For each n, 
a 
a 
smooth function fn : [n, n + l] -+ [0, l] will be constructed which equals 
zero on C, and is positive elsewhere such that if f(t) =fn(t) for each 
t E (n, n + l] and for each n E (0, f 1, f 2,...} then f is a smooth function 
which equals zero on C and is positive elsewhere. 
If C, = 0, let fn = 1 on [n, n + 11. 
If G f 0, let a, = min{t E C,} and b, = max{t E C,}. Let 
0, = [% 9 b,] - C, . If 0, = @, let fn = 0 on [an , bn]. If 0, f O, then 
fn is defined on [an , bJ in the following manner. It follows from Lemma 3.1 
that there exists a smooth function h, : R ---f [0, I] such that h, is positive on 
0, , equals zero elsewhere, and possesses the property of having all of its 
derivatives equal to zero at both endpoints, a, and b, . Let fn = h, on the 
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interval [an , bJ. On the interval [n, a,) definef,(t) = F((n, a,); t) and on the 
interval (b, , n + l] definef,(t) = G((S, , n + 1); t). 
Let f(t) = fn(t) f or all t E (n, n + l] and for all n E (0, f 1, f 2 ,... }. The 
fn’s are smooth for all n and they have been fitted together in a smooth fashion 
to form the function f. f equals zero on C and is positive elsewhere. 
Sup{ f (t) : t E R} < 1. 
This completes the proof of the theorem. 
A function f is said to be locally Lipschitzian on R if for any point t in R, 
there exists a neighborhood N of t such that f is bounded in N and there 
exists a constant L > 0 depending on N such that 
If @I) - f (tdl G L I t1 - tz I for all t, , t, contained in N. 
The next theorem which is concerned with “nontangency” is similar in 
nature to Theorem 3.1. 
THEOREM 3.2. Given a closed subset C of R, there exists a locally Lipschitzian 
function f : R + [0, l] which equals zero on C, is positive elsewhere, does not 
leave or enter the mansfold M = (0) tangentially, and has a derivative everywhere 
except at a denumerable number of points where it leaves or enters the manifold M. 
Proof. Let C,, = [n, n + l] n C for n ~(0, f 1, f 2 ,... }. The proof 
of this theorem parallels closely the proof of Theorem 3.1. The difference 
being howf, is defined on the sets [n, u,J, [k , b,], and (b, , n + l] if C, f o 
andO,f@.IfC,=@,letf,-lon[n,n+l]andifC,f@ and 
0, = ,D, then let fn = 0 on [a, , b,]. 
If c, # .B, let fn(t) = 1 - (t - n)2/(a, - n)” on [n, a,) and 
fn(t) = 1 - (‘n” i y 1 i)y2 on (b, , n + 11. n 
If 0, # 0, then fn is defined on [a, , b,J in the manner shown below. 
For each bounded open interval (c, d) in R, let 
J((c, d); t) = v - [t - (c + q)]” for t E (c, d) 
and 
.I(@, 4; t) = 0 for t E R - (c, d). 
The function J((c, d); *) is locally Lipschitzian, positive on (c, d), and satisfies 
for each tl , t2 E R the inequality 
I /NC> 4; td - NC, 4; &)I G (d - 4 I tl - t, I . (4) 
40913413-2 
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Let [a, 61, 0, K, p(k), and I(k) be defined exactly as in the proof of 
Lemma 3.1. 
Let h, be the zero function on R. For k E K and t E R, let 
f&(t) = L,(t) + 1 J(O(i); t). (5) 
iEI(l<) 
Let E(k) = {t : t is an end point of O(i) for i E I(k)); E(k) is a finite set. h, 
defined by Eq. (5) is a locally Lipschitzian function which is positive on 
{O(i) : i PI, m = 1, 2 ,..., k}, equals zero elsewhere, and has a continuous 
derivative except on u {E(m) : m = 1, 2,..., k}. For t E R, let 
(6) 
If sup K < GO, then the assertion follows. Suppose sup K = co. Note that 
h is locally Lipschitzian, positive on 0, equals zero elsewhere and satisfies 
I w - &,)I < P(1) I t, - t2 I for all t, , t, E R. 
Let E = u {E(k) : k E K}; the set E is denumerable. The derivative of h 
exists everywhere on R - E and nowhere on E. For if t E R - E, t $0, 
and (tJ is a sequence contained in 0 converging to t, then 
I&= t, - t 
J(“(i(E)); ‘f 1 I(“(i(l)); t, / < f;% b@(j)) = 0, 
1 
(1) 
where t, E O(i(E)) and i(Z) E I(k(Z)). It follows that h(t) = 0 for 
tER-(EuO). 
Consider the arbitrary interval [a, b] to be the interval [a, , b,J and define 
&(t) = h(t) for all t E [an , bn], where h is defined in Eq. (6). Letf(t) =fn(t) 
for all t E (n, n + l] and for all n E (0, & 1, & 2,...}. This completes the 
proof. 
The next theorem is an important result occurring in the Theory of 
Measure and Integration. Cantor [7] p roved this result for the special case 
6 = 0. The method of proof given below is similar to Cantor’s method. 
Theorem 3.3 is utilized in Section 5 to demonstrate that a trajectory can lie 
in a manifold for a positive length of time and yet not lie in the manifold on 
any nondegenerate open interval of time. Length refers here to one-dimension- 
al Lebesque measure. A subset of the real numbers is said to be perfect if it is 
closed and contains no isolated points. 
THEOREM 3.3. Given a compact interval [a, b] in R with a < b andgiven a 
positive number 6 contained in (0, b - a), there exists a perfect nowhere-dense 
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subset C of [a, b] such that C has length 8 and such that C contains the endpoints 
a and b. 
Proof. Let I= b - a. 
Define C’s1 as the compact interval [a, b]. Remove at the midpoint of C,,l 
an open interval O,l of length A/2 where h = 6 - a - 8. There remain two 
disjoint closed intervals each of length (I - A)/2 + X/22. Denote them by 
C,l and C12. 
Remove at the midpoint of Cii an open interval 02i of length h/23, i = 1, 2. 
There remain 22 closed disjoint intervals each of length (I - A)/22 +A/24. 
Denote them by C2j,j = I,..., 22. Repeat this procedure ad infinitum. 
Note, in general, the n-th step proceeds as follows. There ar Zn-l closed 
disjoint intervals Ci_, , i = I,..., 2+i, which remain after the n - 1-th 
step, each of length (1 - h)/2”-l + A/22n-2. Remove at the midpoint of Ck_, 
an open interval Osi of length 2/22+1, i = l,..., 2%-l. There remain 2” closed 
disjoint intervals each of length (I - h)/2” + h/22n. Denote them by Cni, 
j = I,..., 2”. 
Let 0, be the union of all open intervals removed during the n-th step; 
0, = U {Oni : i = 1, 2,..., 2+i}. Note that 0, has length h/2”. 
Let 0 be the union of the intervals removed at each step; 
0 = u (0, : n = 1, 2,...}. 
From the geometric series cf, A/2”, it is easily seen that the length of 0 
is A. 
Let C = [a, b] - 0. C is a closed set having length 6; that is, the length of 
C is equal to the length of [a, b] minus the length of 0. C has no interior since 
the length (I - X)/2” + h/22n of Cnj, j E {I,..., 2”}, converges to zero as 
n-+ m. Recall here that CC u {C,i :i = 1, 2,..., 2”) for all n and that C,j 
are pairwise disjoint for n fixed and j E {1,2,..., 2”). Note that 
c = ; (j c,i. 
n=1 i=l 
Therefore C is nowhere-dense. It is now to be shown that C contains no 
isolated points or, equivalently, that each point of C is an accumulation 
(limit point) point of C. Suppose x E C. Then for each n E {I, 2,...}, it follows 
that x E u {C,j : j = 1, 2,..., 2”). Therefore there existsjzn such that x E Cy, 
where 1 <j,% < 2%. Let y* be an endpoint of C>’ such that yn f x. Then it 
follows that, for each n E { 1, 2,...}, yfi is contained in C and yn converges to x 
as n -+ 03. Recall here that the length of C,i goes to zero as n -+ co. This 
completes the proof. 
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4. TIME INTERSECTIONS 
Theorems 3.1 and 3.2 are now 
of a trajectory and a manifold. 
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OF TRAJECTORIES AND MANIFOLDS 
utilized to investigate the time intersection 
Theorems 4.1 and 4.2 are n-dimensional analogs of Theorems 3.1 and 3.2, 
respectively.5 The following characteristic property of all m-dimensional 
(0 < m < n) submanifolds of En bridges the dimensional gap between these 
theorems: If M is a smooth (resp. Cl) m-dimensional submanifold of En and x 
is an interior point of M (i.e., x is not contained in the boundary of M), then 
there exist an open neighborhood U of x in En and a smooth (resp. Cl) dif- 
feomorphism h : U + E” (onto) such that h(x) = (0, ,..., 0,) and 
ii(U n M) = E” x {(O,,, ,..., 0,)}, where (0, ,..., 0,) and (O,,, ,..., 0,) 
denote the origins in En and En-“, respectively (see [ 11, Corollary 1.71). 
Geometrically, the mapping h restricted to the set U n M can be considered 
as a local mapping of M onto its tangent plane at X. 
Recall statements (i)-(iii) which are given in Section 1 following Questions 
(I) and (III). 
THEOREM 4.1. Let T be a time interval and C a closed subset of T. If M 
is a smooth m-dimensional manifold in En, 0 < m < n, then there exists a 
smooth trajectory $J : T + En such that statement (i) holds. 
Proof. Let x be an interior point of M. There exist an open neighborhood 
U of x in En and a smooth diffeomorphism h : U---f En (onto) such that 
h(x) = 0 and h( U n M) = E” x {(O,,, ,..., 0,)}, where (O,,, ,..., 0,) denotes 
the origin in En-“. 
It follows from Theorem 3.1 that there exist a smooth function 
f : T -+ [0, l] which is positive on T - C and equals zero on C. 
For each i contained in (1, 2,..., m}, let gi(t) = t for all t contained in T. 
For each j contained in {m + l,..., n}, let gj = f. Let g = (gr ,..., g,). 
Let 4 = h-log (i.e., +(t) = h-l(g(t))). 4 IS a smooth trajectory such that 
$-l(M) = C.6 This completes the proof. 
THEOREM 4.2. Let T be a time interval and C a closed subset of T. If M 
is an m-dimensional manifold contained in E 11, 0 < m < n, then there exists a 
locally Lipschitzian trajectory 4 : T -+ En such that statements (i)-(iii) hold. 
Proof. Let x and h be as in the proof of Theorem 4.1. 
6 Analog in the sense of the dimension of the range space and not the dimension 
of the domain space. 
s $-l(M) = {t E T : +(t) EM}; this set constitutes the inverse image of M under 
the mapping 4. The condition 4-‘(M) = C is equivalent to statement (i). 
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Theorem 3.2 implies that there exists a locally Lipschitzian function 
f : T + [0, l] such that statements (i)-(iii) hold; here the manifold referred 
to is the zero-dimensional manifold {O} contained in [0, 11. 
Let g be as in the proof of Theorem 4.1 where g is defined by using the f 
defined in this proof. 
Let 4 = h-log. 4 satisfies the assertion. This completes the theorem. 
Let W be a compact interval of the real numbers. A smooth (resp. Cl) 
mapping f : W -+ En is said to be a smooth (resp. Cl) imbedding if f is a 
homeomorphism of W into En and the derivative (d/dt)f(t) -f 0 for each 
t E w. 
THEOREM 4.3. Let qS : T -+ En, n 3 2, be a smooth (resp. Cl) trajectory 
such that q$ : T -+ El is a smooth (resp. Cl) disfeomorphism, where 
4 = ($1 ,-**3 62~. ?fc is a closed subset of T, then there exists a smooth (resp. Cl) 
manifold M is contained in En such that statement (i) holds. 
Proof. It follows from Theorem 3.1 that there exists a smooth (resp. Cl) 
function f : T + [0, l] such that f -l(O) = C. 
Let M = {(+l(t),...,~,+l(t), &n(t) + f (t)) E En: t E T). Note that $(t) E M 
if and only if f (t) = 0. Therefore, $-l(M) = C. 
The function g = (+r ,..., ++i , & + f) is a smooth (resp. Cl) embedding 
of T into E”. Therefore, M is a smooth (resp. Cl) manifold with boundary 
(i.e., g(T) = M). This completes the proof. 
5. SURPRISING INTERSECTIONS OF TRAJECTORIES AND MANIFOLDS 
Theorem 3.3 and the results of Section 4 are shown here to yield inter- 
sections of trajectories and manifolds which are surprising at first sight. 
These surprising phenomena are the result of the existence of perfect 
nowhere-dense subsets of the real numbers having arbitrary positive length 
(measure). 
COROLLARY 5.1. Let T = [tl , t,] be a time interval with tI < t, and let 6 
be a positive number contained in (0, t, - tJ. Let M be an m-dimensional 
manifold contained in En, 0 < m < n. Then there exists a smooth trajectory 
qS : T -+ En such that the following statements hold. 
(iv) The set of times t for which the trajectory 4 lies in (intersects) M 
has length 6; 
(v) The trajectory + does not lie in (intersect) the manifold M on any 
open interval of time; 
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(vi) The set of times t for which the trajectory 4 enters or leaves the 
manifold M is infinitely denumerable; 
(vii) The trajectory + does not enter and leave the manifold M at the 
same point of time t. 
Proof. It follows from Theorem 3.3 that there exists a perfect nowhere- 
dense subset C of T having length 6 and containing the endpoint t, and t, . 
It follows from Theorem 4.1 that there exists a smooth trajectory 4 such that 
$-l(M) = C. 
(iv) follows since C has length S. (v) follows since C is nowhere-dense. 
(vii) follows since C is perfect (i.e., C contains no isolated points). 
Let 0 = T - C. Then 0, being open, is the denumerable union of disjoint 
intervals (q , bi); 0 = u {(ui , 6,) : i EI}, w h ere I is the denumerable index 
set of these disjoint intervals whose union is 0. Since C is both perfect and 
nowhere-dense, it follows that I has infinite cardinality (i.e., an finite number 
of members). Let E = {t E T : t = ai or t = bi for some i EI}. (vi) now fol- 
lows since E is infinitely denumerable; that is, for i E I the trajectory + leaves 
the manifold M at the time ai and enters the manifold M at the time b, . 
The trajectory $ neither enters nor leaves at any other point except those in E. 
This completes the proof. 
COROLLARY 5.2. Let T = [t, , ts] be a time interval and let 6 E (0, t, - tJ. 
Let M be an m-dimensional manifold of E”, 0 < m < n. Then there exists a 
locally Lipschitxian trajectory $I : T -+ En such that statements (ii)-(vii) hold. 
Proof. Recall Theorems 3.3 and 4.2. Let q5 be as asserted in Theorem 4.2. 
(iv)-(vii) follow exactly as in the proof of Corollary 5.1. (ii) and (iii) follow 
from the fact that the trajectory 4 enters or leaves only at the times contained 
in the set E. E is defined in the proof of Corollary 5.1. 
COROLLARY 5.3. Let T = [tl , t,] be a time interval and let 6 E (0, t, - tl). 
Let 4 : T -+ En, n 3 2 be a traj’ectory of cluss C1 such that Jbl is a da~eomorphism 
of class Cl, where + = (dl ,..., &J. Then there exists a munzfold M contained in 
E” such that the statements (iv)-(vii) hold. 
Proof. Recall Theorems 3.3 and 4.3. The proof is similar to the proof of 
Corollary 5.1. 
6. DISCUSSION 
In our investigation of the time intersections of trajectories and manifolds, 
our attention has been focussed on closed subsets of the real numbers. The 
motivation for doing so is the following: In most occurrences, manifolds are 
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described by either a set of equations gi(x) = 0, i = l,..., m where x E En 
or the embedding in En of a closed cube contained in Em. In both cases the 
manifolds are closed. A trajectory has always a closed time intersection with a 
closed manifold. On the other hand, all submanifolds of En are locally closed 
in En; therefore, a time intersection is always the union of an increasing 
sequence of nested closed subsets of the real numbers (i.e., an m-dimensional 
submanifold of En is the union of an increasing sequence of nested closed 
m-dimensional submanifold). 
It is not difficult to show that any open subset of the real numbers can be 
the time intersection of trajectory with an open-connected submanifold. Here, 
an m-dimensional submanifold of En is called an open-connected submanifold 
of En if it is homeomorphic to Em. One can remove boundary from a closed 
submanifold and add boundary to an open-connected submanifold to obtain 
various deviations from close and open time intersections; these time inter- 
sections will be G, sets. A G, set is a subset of the real numbers which is the 
intersection of the members of a countable family of open sets. 
7. CONCLUSION 
We have investigated the class of time intersections for which an n-dimen- 
sional vector-valued trajectory can intersect a manifold contained in its 
range space. It was shown that the set of all closed subsets of the real numbers 
has inclusion in this class. This result was arrived at by employing an impor- 
tant theorem which is well-known in the field of differential topology: Any 
closed set in En is the set of zeros of a differentiable function. For the special 
case n = 1 a novel proof of this theorem was presented here to present a 
method by which it is easy to construct a real-valued smooth function defined 
on all of R which is zero only on a pregiven closed set. The method is not 
extendible to higher dimensions. 
Of the three questions posed, two were shown to have always an affirmative 
answer. Conditions were given which ensured an affirmative answer to the 
other question posed. 
Trajectories with surprising phenomena encountered in this investigation 
were described and shown to result from the existence of perfect nowhere- 
dense subsets of the real line having arbitrary positive length (measure). 
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