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X-Ray Fluorescence Imaging With the Medipix2
Single-Photon Counting Detector
J. Uher, G. Harvey, and J. Jakubek

Abstract—Material-resolved X-ray imaging or colour X-ray
imaging is of a great interest for many applications ranging from
physics, industry to medicine and biology. X-ray uorescence
offers a method for producing such images if the energies and
positions of origin of the uorescent photons can be adequately
resolved.
This paper describes application of the Medipix2 single photon
counting imaging detector (256 256 pixels each of 55 55 m
size) for this purpose.
The basics of the method are explained including details of the
energy calibration of all 65 k individual pixels. The effect of charge
sharing is discussed and a method for its characterisation based on
numerical calculation presented. The charge sharing calculation
is then used to generate the Medipix2 detector response matrix,
which is subsequently used for analysis of measured spectra in detector pixels.
Index Terms—Charge sharing, imaging, Medipix, photon
counting, pixel detector, X-ray uorescence.

I. INTRODUCTION
-RAY FLUORESCENCE IMAGING (XRFI) is a powerful tool to study spatial distribution of elements in a
wide variety of samples and applications. Most advanced are
beam scanning devices that utilize either synchrotron beams,
proton beams [1] or micro-focus X-ray tubes coupled with
X-ray optics [2]. However, these approaches require either
complex beamlines, or a precise alignment of the X-ray optics
and mechanics for scanning with the sample.
Another approach is based on the full-eld imaging. The primary X-ray source irradiates the whole sample and the secondary X-ray uorescent photons are projected through a pinhole onto an energy sensitive CCD [3]. Such a device does
not require any beam-scanning mechanism. The limitation is in
sensitivity and readout speed of the CCD sensor. For instance,
the device used in [3] has only 80 m thick sensitive Silicon
volume. Moreover, in order to measure the X-ray energy, each
pixel must not see more than one X-ray photon during the ex-
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posure. Therefore, the exposure time has to be short. That, together with the readout time of the whole CCD matrix (10 s),
contributes signicantly to the dead time and increases the required total measurement time.
Our approach to the XRFI method is also based on a pinhole,
but in combination with X-ray single photon counting imaging
detectors Medipix [4] with energy discrimination capabilities.
The Medipix detectors offer a higher X-ray detection sensitivity
thanks to their thicker sensors (typically 300 m). There is also
possibility to use CdTe sensors in the future to further improve
the sensitivity to higher energies of X-rays [5]. The nal result
will be an X-ray camera that can be used to analyze (parts of)
large stationary samples in cases where moving the sample or
detector/source is not possible and hence the scanning XRFI
techniques are not applicable. This paper presents our rst results obtained in a laboratory setup and focuses on details of
characterization and calibration of the detector.
We used the Medipix2 MXR pixel detector [4] in our prototype. It is a silicon imaging detector with 256 256 pixels,
each of 55 55 m size. The total sensor area is 1.4 1.4 cm .
The silicon sensor is 300 m thick and, is bump-bonded to an
ASIC readout chip. All pixels have their own electronics, consisting of an amplier, energy discriminators and a counter. The
energy discrimination allows Medipix2 to be used as an XRFI
detector for material-resolved imaging. It was shown that elements different by one atomic number could be resolved [6]
with Medipix2.
The XRFI test setup is shown in Fig. 1. It contained a Hamamatsu X-ray tube, the Medipix2 detector and a lead pinhole. The
Medipix device was entirely shielded by a lead encapsulation to
prevent X-rays scattered inside the cabinet from entering the detector. The sample was irradiated with primary X-rays from the
tube. The primary X-ray beam generated in the sample X-ray
uorescent photons that were projected onto the Medipix2 detector through the pinhole.
The spatial resolution of the XRFI method is primarily determined by the pinhole diameter [3]. A larger pinhole is needed
to achieve sufcient statistics for images in a reasonably short
time (minutes, hours); however, this negatively affects the spatial resolution of the image.
In order to resolve elements with close X-ray emission lines,
the full X-ray spectrum has to be measured in each Medpix2
pixel. The spectrum was obtained by running a threshold scan;
i.e., by varying the low energy threshold across the range of
anticipated X-rays energies. An integral X-ray spectrum was
thus measured in each pixel.
The data analysis technique described in [6] is based on spectrum decomposition and requires premeasured X-ray uores-

0018-9499/$26.00 © 2011 IEEE

UHER et al.: X-RAY FLUORESCENCE IMAGING WITH THE MEDIPIX2 SINGLE-PHOTON COUNTING DETECTOR

Fig. 1. Schematics and photo of the X-ray uorescence experimental setup.

TABLE I
ELEMENTS AND THEIR MAJOR X-RAY FLUORESCENT LINES USED IN THE
CALIBRATION AND IN TESTS OF THE XRFI. THE DATA WERE OBTAINED FROM
THE NIST DATABASE [8]
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The target of the X-ray tube was Tungsten. The sample-to-pinhole distance was 9 cm and the distance between the pinhole
and the Medipix2 was 15 cm. The purpose of the pinhole during
the calibration was to reduce amount of the scattered radiation
reaching the detector from inside of the X-ray cabinet. A large
pinhole ( 4.5 mm) was chosen. The large pinhole sufciently
suppressed the scattered radiation while facilitated higher count
rates of detected photons emitted from the calibration material,
which was necessary for a reliable calibration. An integral spectrum of uorescent photons for Ge, Zr, Pd and Sn was measured
by scanning the lower discrimination threshold.
The device contains 4-bit coarse threshold Digital-To-Analogue Converter (DAC) and 10-bit ne DAC. Only the ne
10-bit DAC was used for the threshold scanning. The threshold
DAC step was 2, which corresponds in average to step of
0.3 keV in an individual pixel. The device provides also an
upper threshold. However, it was not used in the measurement.
Utilization of the upper threshold and therefore scanning with
an energy window would require a separate energy calibration
of the upper threshold and adding extra complexity to the
data analysis (for example correcting on change of the energy
window width during the scan).
The exposure time was 200 s for each step. The overall scan
thus took between 2.5 and 5 hours. The applied bias was 100 V.
Differentiation of the measured integral spectrum on a perpixel basis means subtraction of large numbers with a small difference. That leads to a large statistical error. Therefore, the integral spectrum was tted rather than the differential one, using
Gaussian peak and linear background:

(1)

cence (XRF) spectra of elements anticipated in the examined
sample. This requirement limits the practicality of the method,
as it is difcult to generate a comprehensive database of spectral responses. This paper presents a technique for calculating
the Medipix2 response to different X-ray uorescence photon
energies and shows its application to resolving materials in the
XRF image.
II. PER-PIXEL ENERGY CALIBRATION
The analysis of X-ray spectra measured by the Medipix detector requires energy calibration of all 65 k pixels individually.
Energy calibration of Medipix2 has been performed previously
using X-rays and gamma rays [7].
The experimental setup utilized for the energy calibration
measurement was the same as for the XRF imaging shown in
Fig. 1. The calibration employed X-ray uorescent photons. The
list of elements and emission lines used for the calibration and
experiments described in this paper is shown in Table I.
The primary X-ray beam was ltered by 50 m of Tungsten
to reduce the ux of low energy photons that would be otherwise
scattered from the sample into the detector. The voltage of the
primary X-ray beam was 100 kVp and the current was 200 A.

are parameters obtained from the t. The mean
where
value
corresponds to the position of
line.
lines
of elements used in the experimental study were too close to
lines and could not be resolved by the detector due to its
limited energy resolution. The
lines where therefore neglected. The non-zero counts in Fig. 2 left to the step that corresponds to the
peak are caused by
photons. However,
only the intense
was used for the calibration and the
lines were considered as a background. The parameter was
estimated from the total spectrum that was constructed as a sum
of spectra measured in individual pixels. The values THL1 and
THL2 are limits of the t range expressed in values of the DAC
that sets the threshold for all pixels. An example of a t in one
pixel is in Fig. 2.
The distribution of Palladium
peak positions in all pixels
is shown in Fig. 3. The spectrum in Fig. 3 was calibrated with
an average calibration determined from the total spectra generated by sum of individual spectra in all pixels. The following
Fig. 4 shows the same distribution after the per-pixel energy calibration. Post-calibration, the sigma of the distribution dropped
from 0.62 to 0.22 keV. The inset of Fig. 3 reveals the non-uniformity of the detector parameters (corresponding to the asymmetrical shape of the distribution). The per-pixel energy calibration
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Fig. 2. Example of the measured integral spectrum of the Pd X-ray uorescence (squares) tted with function from (1) (solid line) to determine the peak
position. The x-axis shows the values of Digital-To-Analogue Converter of the
energy threshold (THL). The lower the THL value, the higher the threshold energy; therefore, the spectrum is mirrored (the lower energies of photons are at
higher values of THL).

Fig. 5. Example of energy calibration of one selected pixel. The measured data
(circles) were tted with a linear function (solid line).

An example of one linear calibration t is shown in Fig. 5.
For the majority of all pixels the THL value varied linearly with
energy. Only about 0.6% of all 65 k pixels had to be masked
typically due to an increased noise that prevented nding the
positions of the XRF peaks for the calibration.
III. CHARGE SHARING

Fig. 3. Distribution of the tted positions of the
line of Pd in individual
pixels (squares). The distribution shown is tted with sum of two Gaussians
and
(solid lines show also each of the two Gaussians in the sum) with
keV. The inset shows the spatial distribution of the peak positions
in pixels.

Fig. 4. The distribution of tted positions (squares) of the
line of Pd from
Fig. 3 after the per-pixel calibration. The solid line is a t with Gaussian function. The right tail of the distribution in Fig. 3 was corrected by the per-pixel
keV.
calibration. The sigma of the distribution after the calibration is
The inset shows that the spatial non-uniformity was improved as well.

corrects on this non-uniformity across the chip, as shown in the
inset of Fig. 4.

An effect inside a pixel detector that complicates the measured X-ray uorescent spectra is the charge sharing which occurs between pixels. As the size of pixels is 55 55 m and the
detector thickness is 300 m, the charge generated by an X-ray
photon spreads to more than one pixel during the charge collection process [9]. This leads to a low energy tail in the measured
spectrum.
The total integral spectra (sum of spectra for individual pixels
measured by the threshold scan) of elements in the calibration
were differentiated and used to study the charge sharing effect.
The Fig. 3 shows that the true value of the threshold varies
from pixel to pixel. A direct summation of the spectra from individual pixels would lead to a degradation of the energy resolution within the spectrum. Therefore, each individual pixel spectrum was energy calibrated; these calibrated spectra were then
summed and differentiated. The resulting spectra are shown in
Figs. 6 to 9. Starting from Zr (Fig. 7), it is possible to resolve
the
lines. The left tail in the spectra caused by the charge
sharing effect is visible in all shown images. The low energy
tails of the peaks did not present problem in the energy calibration ts, as they could be sufciently described in the proximity
of the peak using the linear part of (1). However, a complex
spectrum with number of peaks has to be analyzed at the full
range of energies. The charge sharing effect must be characterized more precisely in order to reconstruct the original spectrum
of the incoming radiation.
The treatment of charge sharing has previously been described in literature. Researches in [10] performed a full
Monte-Carlo simulation of X-ray photon interactions with the
Medipix sensor and the subsequent charge collection. Another
simpler approach using an analytical calculation was published
in [9]. The precise model presented in [10] provides better
agreement in the charge-sharing region, compared to the simple
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Fig. 6. Peak of Ge X-ray uorescence. The squares represent the measured data
and the full line is the t using the charge sharing calculation.

Fig. 7. Peak of Zr X-ray uorescence. The
line at 17.667 keV becomes
visible. The squares represent the measured data and the full line is the t using
the charge sharing calculation.

Fig. 8. Peak of Pd X-ray uorescence. The squares represent the measured data
and the full line is the t using the charge sharing calculation.

model described in [9], at the cost of complexity of the simulation. We have attempted to combine the advantages of both
approaches: the high accuracy of the Monte-Carlo simulation
with simplicity and speed of the analytical model of charge
sharing.
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Fig. 9. Peak of Sn X-ray uorescence. The squares represent the measured data
and the full line is the t using the charge sharing calculation.

The charge sharing calculation presented here was based on
experimental results. The charge collection in a pixelated silicon sensor was extensively studied with the Timepix detector
[12], [13], [15]. The Timepix detector is a descendant of the
Medipix2 device. It has the same size and number of pixels, but
contrary to Medipix2, it allows charge collected in each individual pixel to be measured. Therefore, it can serve as a tool
for the charge collection characterization. The pixel pitch (55
m), the applied bias (typically 100 V), and the sensor thickness (300 m) are the same as in the case of Medipx2. Therefore, the results of measurement with the Timepix device are
also valid for the Medipix2. The two important conclusions of
the experimental studies were that the charge spread can be described with a 2D Gaussian distribution [14], which was in fact
just a conrmation of theory [15] and other experimental evaluations [10]. The second important conclusion was that the width
of the Gaussian, and therefore also the cluster1 size, as discussed
in [12], was changing almost linearly with the depth of photon
interaction.
It should be noted that the disadvantage of the Timepix device for spectral measurement is currently its readout speed. The
spectra are reconstructed from individual clusters of pixels with
signal generated by the incoming radiation. To analyze the detected clusters correctly, cluster overlaps must be avoided. That
requires short exposure times. The Timepix readout architecture
is the same as in the case of Medipix2 device. Therefore, the
whole detector matrix must be read out for each frame that contains only few photon hits. The frame exposure time has to be
as low as 100 s. However, the USB readout allows collecting
only about 4 frames/s and that leads to a signicant dead time
[12]. Whereas, the exposure time of one step of the threshold
scan in the Medipix2 device can be long (hundreds of seconds)
to accumulated sufcient statistics. The slow readout has then
only a negligible effect. Therefore, the Medipix2 still remains a
device relevant for the energy sensitive imaging application.
The effect of the charge sharing on the X-ray spectrum measured with the Medipix2 can be calculated as follows. Let the
Silicon sensor be divided into
layers and assume that the
1The charge spreads to neighboring pixels and therefore a single particle
(photon) creates signal in a “cluster” of adjacent pixels.
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cluster of 2 or 3 pixels would be detected in the Timepix, and
the central pixel collects only part of the deposited energy. If
the photon is absorbed in -th layer at position
the energy
detected in the central pixel is:
(6)

Fig. 10. Illustrative graphical representation of functions that appear in the convolution in (2).

spread of the charge is limited to an area of 3 3 pixels. This
assumption is appropriate because the observed cluster size for
the anticipated energy range (
to
keV) was less than
3 pixels [12] for the applied bias of 100 V. For -th layer we
calculate convolution:
(2)

is the -th energy of the input spectrum. To generate
where
the nal detected spectrum, the energies
are calculated for
all layers and positions
across the 3 3 array of pixels.
These numbers are binned into the calculated spectrum
with weights:
(7)
where:
d

where:

is the thickness of the Silicon sensor (300 m),
is the X-ray intensity in the -th bin of the input
spectrum,

(3)

is the 2D Gaussian describing the spread of charge for the
photon interaction in the -th layer of the sensor. Parameters
and
are the center of the 3 3 pixel array. The function
is normalized by its integral over the area of the 3 3
pixel array. The parameter
represents the size of the charge
spread and it is calculated as a linear interpolation between
values in the top (
, X-ray entrance window) and bottom
layer of the detector:

(4)
For the parameters
applies
, i.e.,
the charge spreads more if the photon is absorbed on the top
of the detector and it has to travel across the whole detector
thickness before it is collected by a pixel electrode. The function
represents the central pixel of interest for which the charge
sharing (i.e., the detected spectrum) is calculated:

(5)
m in the case of
The parameter is the pixel size, i.e.,
the Medipix2. Graphical representations of the matrixes
and are in Fig. 10.
The function
represents the proportion of energy
which is deposited in the central pixel when a photon hits the
position
within the 3 3 matrix of pixels. For example if
the center of the middle pixel is hit, the full energy is deposited
in that pixel (a cluster of size one pixel would be detected in
the Timepix). If the event occurs at the rim of the pixel, then a

is the X-ray mass attenuation coefcient for Silicon
at energy . It excludes Rayleigh scattering that
does not generate an electron and thus does not lead
to detection of the photon.
is the density of Silicon.
Thus, the calculation accounts for the higher likelihood of
low energy photon absorption in the top portion of the detector.
On the other hand, the calculation neglects photon scattering
and contribution of X-ray uorescent photons from bump-bonds
connecting the sensor and readout and from other materials surrounding the sensor [10]. If the energy
is lower than
a set threshold
, the weight
is set to zero.
The resulting spectrum is nally convolved with electronic
noise:

(8)
where
is the detector resolution given by the readout electronics noise and uctuations in the charge carrier generation
[10].
The parameters in (7) are determined from a t in case that
the calculation of charge sharing is used to analyze experimental
data. Thus, the values resulting from the t include also the detection efciency of the sensor at the given energy. Hence, the
(7) does not contain any extra term to correct on the detector
efciency. Nevertheless, the (7) corrects on the attenuation of
photons inside the detector and therefore different numbers of
photons detected along the depth of the sensor. The detection efciency is considered in a separate step, in case that the charge
sharing calculation is used to generate a detector response matrix as described later.
The advantage of this analytical approach compared to a
Monte-Carlo simulation is the possibility to use the described
function for tting the measured spectra. The parameters such
as
and
can be determined from the t and
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adjusted experimentally for cases where the sensor properties
change, for example due to radiation damage of the sensor and
readout or simply just by applying a different bias.
The described charge sharing calculation was implemented in
the DataMaster, an in-house data acquisition and analysis software package. In Figs. 6 to 9 there are shown comparisons between the calculated and measured uorescent X-ray spectra of
various elements. The energy threshold was set to 8.5 keV. The
overall energy range of the calculation corresponded to the measured spectra. The calculation used 30 layers across the detector
thickness, the 3 3 array of pixels was divided for the numerical calculation into 150 150 subpixels. The input spectrum
for the calculation in all cases consisted of the
and
lines as listed in Table I.
The Bremsstrahlung photons from the X-ray tube scattered elsewhere in the X-ray cabinet were suppressed by the
lead detector enclosure. Therefore, the only substantial path
for these photons to enter the detector was after scattering
inside the sample. The sample was chosen to be as thin as
possible to reduce the scattering. There was observed no signicant contribution of the scattered photons and therefore, the
Bremsstrahlung background was neglected.
Intensities
of the
lines, the parameters of the
charge spread on the top and bottom of the sensor
and the energy resolution were set as free parameters and determined from the ts of measured data. The Fig. 11 shows dependency of the charge spread parameters on the top and bottom
of the sensor
and of the energy resolution .
The nal energy resolution is 1.63 keV @ 25.3 keV (Full
Width at Half Maximum of the Sn
peak). The energy resolution published in [9] is of 1.81 keV @ 25 keV (FWHM). Researchers in [11] achieved resolution of 2.14 keV @ 22 keV. The
energy resolution was in all cases determined from a spectrum
generated as sum of spectra of individual pixels. The good result
of the energy resolution obtained here can be accounted to the
per-pixel energy calibration, which reduced the effect of variation of the truth energy threshold in individual pixels (Fig. 4).
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Fig. 11. Dependency of the parameters: (a)
(triangles),
(squares)
on the X-ray energy. The parameters were obtained from the ts in
and (b)
Figs. 6 to 9. The data were tted with a linear function (blue line).

IV. DETECTOR RESPONSE MATRIX
The charge sharing function described in the previous section
was used to generate the detector response matrix. The parameters
m,
m, and
keV were calculated as average numbers of the values determined by ts of individual spectra (Fig. 11). The rest of the parameters were the same as for the spectrum tting described in
the previous section.
The XRF imaging discussed here was considered to be a qualitative rather than quantitative analysis therefore the detector’s
detection efciency was not precisely measured and folded into
the response matrix. However, the columns of the response matrix were multiplied by correction:

(9)
is the lowest energy of the response matrix, is the
where
mass attenuation coefcient of Silicon, which again excludes

Fig. 12. The Medipix2 detector response matrix. The matrix is truncated at
energy of 8.5 keV, which is the threshold set in the measurement and the data
analysis.

Rayleigh scattering. The parameter is the density of Silicon
and is the thickness of the Medipix2 sensor (300 m). The
calculated detector response matrix is shown in Fig. 12. The
matrix was of size 113 113 with energy bins from 4.75 to 33
keV (0.25 keV per bin).
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Fig. 13. Total X-ray uorescent spectrum of the sample. The squares represent
the measured data and the full line approximating the data is the least square
t using the detector response matrix. The remaining histogram line shows the
“true” spectrum found by the t (see the discussion of (10)). The inset shows a
photo of the sample.

Fig. 14. Example of the tted integral spectrum in a selected pixel.

The generation of the response matrix required 5 minutes
using a 2.66 GHz Intel Dual Core processor. Further improvement on the calculation speed should be achieved by utilization of Graphics Processing Units (GPUs) that are present in
nearly all current graphics cards and through CUDA [17] or
OpenCL [18] programming languages also accessible for numerical calculations. Greater calculation speed of the charge
sharing would open the possibility to use the charge sharing
function, for example, in the per-pixel spectra tting during the
calibration process and therefore improve the quality of the energy calibration.
V. X-RAY FLUORESCENCE IMAGING
The X-ray uorescent imaging was tested on a sample consisting of four different foils of Mo, Pd, Ag and Sn. The inset of
Fig. 13 shows the sample. Each corner of the sample contains
three layers of foils of the same material. The major emission
lines of the elements used in the sample are listed in Table I.
The sample was measured in the geometry shown in Fig. 1.
The pinhole diameter was reduced to 1 mm. The other dimensions and exposure times were the same as that used for the
energy calibration measurement. The disadvantage of the geometrical arrangement in Fig. 1, where the sample was rotated
by 45 , was the introduction of a parallax into the XRF image.
This geometry was chosen due to constraint of the current X-ray
cabinet where the measurement was performed. The setup will
be changed in the future to allow the XRF camera to take images perpendicular to the sample surface.
The total spectrum summed from all pixels is shown in Fig.
13.
The measured spectrum can be expressed as:
(10)
where:
is the detector response matrix,
is the incident X-ray spectrum,
is the measured spectrum,

The vector , representing the true incident spectrum was
found by solving (10) using the LSQNONNEG function provided by Matlab [19]. The LSQNONNEG function implements
the linear least square method with non-negativity constraints,
i.e.,
returns the vector X that minimizes
subject to
. It is suitable
function for this problem, as negative values would have no
physical meaning. The t was performed on the total integral
spectrum, which was then differentiated. The result is shown in
Fig. 13. Most of the X-ray emission energies listed in Table I
were found in the spectrum. However, the
and
energies are closer together than the bin width of 0.25 keV and
therefore were not distinguished. The
lines, and in the case
of Pd also the
line were also resolved in the spectrum. The
line found just below 26 keV is most likely the
line of Ag,
incorrectly reconstructed at higher energy due to systematic errors in the per-pixel energy calibration. The noise in the spectrum was very likely responsible for the peaks below 17 keV.
The total spectrum was used to dene constraints for the perpixel analysis. The integral spectra in individual pixels were also
tted using the non-negative least squares method. The counting
statistics in individual pixels were very low (see Fig. 14). Therefore, the number of free parameters in the least square t had to
be restricted and the response matrix was limited to columns
appropriate for the
and
lines of the elements otherwise identied in the total spectrum. No other constrains were
applied.
The resulting tted spectra in each pixel were analyzed by
checking energy windows where the
lines of elements
present in the sample were expected. These windows were selected based on the t of the total spectrum (Fig. 13). The energy
windows were:
keV,
keV,
keV and
keV. An
additional condition on the amplitude of the peak within the
energy window was applied. The amplitude had to be larger
than amplitude of peaks in the other windows for the given
pixel. Only that element for which all of these conditions
were fullled was allocated to the examined pixel. Another
possibility would be to associate the peak intensity to the concentration of an appropriate element. This approach would be
suitable for mixed materials. However, it was not used in this

UHER et al.: X-RAY FLUORESCENCE IMAGING WITH THE MEDIPIX2 SINGLE-PHOTON COUNTING DETECTOR

61

ACKNOWLEDGMENT
This work was carried out in the framework of the CERN
Medipix Collaboration.
REFERENCES

Fig. 15. XRF image of the sample from Fig. 13 with colours representing the
identied elements (green: Ag, red: Sn, blue: Pd, yellow: Mo).
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material-resolved image is shown in Fig. 15 where each color
represents the element found in the spectrum of the given pixel.
Ag was correctly found in 52% of pixels where it should be
observed, Sn in 59%, Pd in 76% and Mo in 84% of pixels.

VI. CONCLUSION
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