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Resumo
O objetivo deste trabalho e´ estudar momentos de expoentes de Lyapunov para produtos
de sequeˆncias aleato´rias independentes e identicamente distribu´ıdas (i.i.d.).
Uma das questo˜es principais que sera˜o tratadas e´ a da relac¸a˜o entre os momentos dos
expoentes de Lyapunov e as propriedades de controlabilidade do semigrupo que suporta
o produto aleato´rio.
Abstract
The purpose of this work is to study moment Lyapunov exponents for products of i.i.d.
random sequences on noncompact semi-simple Lie groups.
One of the main questions to be addressed is the relationship between the moment
Lyapunov exponents of a given random product and the controllability properties of the
semigroup that supports it.
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Chapter 1
Introduction
The purpose of this work is to study moment Lyapunov exponents for products of i.i.d.
random sequences on noncompact semi-simple Lie groups.
One of the main questions to be addressed is the relationship between the moment
Lyapunov exponents of a given random product and the controllability properties of the
semigroup Sµ that supports it. Our original motivation to consider this question was the
attempt to develop a measure theoretic method to study semigroups in semi-simple Lie
groups.
For semigroups with nonempty interior there is a series of results culminating with
their classification provided by the concept of flag type of a semigroup (see [25], [26],
[27] and [28]). These results describe several geometric and algebraic properties of the
semigroups through their actions on the flag manifolds of the group. Their proofs use in a
decisive way the condition that the semigroup has interior points. So that the classification
by flag type is not immediately extended to other semigroups (e.g. semigroups that are
Zariski dense in the group). Another topological aspect that plays a central role in the
study of semigroups with nonempty interior is the compactness of the K-component of the
Iwasawa decomposition (this is the reason why it is usually assumed that the semi-simple
Lie groups have finite center). Such compactness is not available in infinite dimensional
Lie groups, like e.g. the loop groups. It can be hoped that a measure theoretic approach
to the flag type might be extended to groups with infinite dimensions.
Despite our original motivation towards semigroups a good deal of this work is concer-
ned with the functional analysis (operator theory) required to relate the moment Lyapu-
nov exponents and the spectral radii of some linear operators on Banach spaces. This re-
lation is a classical issue. We make a detailed analysis of these matters taking into account
the flag type of Sµ. Our approach is based on the ideas and results of the papers Arnold
[2], Arnold-Kliemann-Oeljeklaus [3], Arnold-Oeljeklaus-Pardoux [4], Bougerol-Lacroix [6]
and Guivarc’h-Raugi [13], combined with a perturbation theorem for linear operators pro-
ved in Dunford-Schwartz [10]. These results are revised here with some variations in the
proofs and some improvements of the results. We made an effort to get a detailed and
almost self contained presentation of the results involved.
Let us say that we were forced to make this review because one of our results contra-
dicts a theorem of [4] regarding the behavior of the p-moment Lyapunov exponents when
p → −∞ (see the details below in this introduction). What plays the game is a subtle
point about the analyticity of the functions defined by the spectral radii. Contrary to
what was claimed in [4] there is no analyticity in general if the semigroup Sµ is not the
whole group, that is, in the noncontrollable case analyticity may fail.
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We introduce some notation before explaining these facts in more detail.
1.1 Set up
Let G be a noncompact semi-simple Lie group with finite centre. Take a probability µ
in G and a sequence yn of independent random variables yn ∈ G with common law µ
defined in the sample space (Ω, P ) with Ω = GN and P = µN. Our subject of study is the
sequence of random products gn = yn · · · y1 whose law is the n-th convolution power µn.
The Lie algebra of G is denoted by g.
In order to motivate our set up based on the Iwasawa decomposition of G let us
take a representation R : G → Gl (V ) of G in the finite dimensional vector space V .
The sequence of images R (gn) = R (yn) · · ·R (y1) becomes a product of random matrices
whose Lyapunov exponents are defined as
λ (x) = lim
n→∞
1
n
log ‖R (gn)x‖ x ∈ V. (1.1)
The corresponding p-moment Lyapunov exponents are defined by
γ (p, x) = lim
n→∞
1
n
logE [‖R (gn)x‖p] (1.2)
= lim
n→∞
1
n
log
∫
‖R (g)x‖p µn (dg) .
An strategy to measure the growth ratio of the sequence gn in G is to take these exponents
for the several representations of G. Taking into account that the map (g, x) ∈ G ×
(V \ {0}) 7→ ‖R (g)x‖ / ‖x‖ is a cocycle for the action of G we consider more generally
cocycles defined in an intrinsic way as follows: Take an Iwasawa decompositionG = KAN .
For g ∈ G and u ∈ K write the Iwasawa decomposition of gu as gu = vρ (g, u)n with
v ∈ K, ρ (g, u) ∈ A and n ∈ N . Then the map ρ (g, u) factors to a map defined in G× F
where F is the maximal flag manifold of G which is a coset space either of G or of K,
that is F = G/P = K/M . The map ρ : G× F→ A is a K-invariant cocycle in the sense
that ρ (k, x) = 1 if k ∈ K and
ρ (gh, x) = ρ (g, hx) ρ (h, x)
where hx stands for the action of h ∈ G in F. The map a (g, x) = log ρ (g, x) is an additive
cocycle with values in the Lie algebra a of A. Furthermore we get R-valued cocycles by
putting ρλ (g, x) = e
λa(g,x) if λ ∈ a∗. A cocycle defined by a norm in a representation
space is recovered by taking λ ∈ a∗ to be a dominant weight.
With this notation the vector valued sampling Lyapunov exponent of the random
product is defined as
Λ (x) = lim
n→∞
1
n
a (gn, x)
while the moment Lyapunov exponents depending on λ ∈ a∗ and x ∈ F are defined by
γλ (x) = lim sup
n→∞
1
n
logE
[
eλa(gn,x)
]
(1.3)
= lim
n→∞
1
n
log
∫
eλa(gn,x)µn (dg) .
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Guivarc’h-Raugi [13]
The A-valued cocycle ρ (g, x) is only defined in the full flag manifold but depending
on λ the cocycle ρλ (g, x) factors to partial flag manifolds. This is the case, for example,
of the cocycle ρ : Sl (d,R) × Pd−1 → R+ defined by ρ (g, [x]) = ‖gx‖ / ‖x‖ where the
projective space Pd−1 is seen as a partial flag manifold of Sl (d,R).
1.2 Controllability and flag type
Let us describe our results that relate the moment Lyapunov exponents γλ (x) with the
controllability properties of the semigroup Sµ. We assume throughout the work that Sµ
has nonempty interior in G.
We write γλ (p, x) = γpλ (x), p ∈ R, and look at the moment Lyapunov exponent as
a function of p with fixed λ (for instance if ρλ (g, x) = ‖gx‖ / ‖x‖ then γλ (p, x) is the
p-moment Lyapunov exponent of a product of random matrices).
As a starting point we prove in Chapter 3 that if Sµ = G then for every λ ∈ a∗ there
exists p < 0 such that γλ (p, x) > 0. By convexiy and analyticity to be proved later on
with the aid of operator theory this will imply, that limp→−∞ γλ (p, x) = +∞ for every x
and λ. On the other hand in the noncontrollable case (that is, Sµ 6= G) it may happen
that γλ (p, x) ≤ 0 for every p < 0 implying that limp→−∞ γλ (p, x) < 0. A simple example
for this phenomenom is given in Sl (2,R) still in Chapter 3.
Next we proceed to analyse the behavior of γλ (p, x) as p→ −∞ according to the flag
type of Sµ.
In order to avoid the definition of too many concepts we explain here the results for
the matrix group G = Sl (d,R). The reader acquainted with Lie theory will adapt easily
to the general case.
Take the Iwasawa decomposition Sl (d,R) = KAN where K = SO (d), A is the sub-
group of diagonal matrices with positive entries and N is the subgroup of upper triangular
matrices with 1’s at the diagonal. The vector valued cocycle a (g, x) take values in the
Lie algebra a of of zero trace diagonal matrices. This cocycle is defined over the full flag
manifold F but depending on λ the cocycles ρλ (g, x) and aλ (g, x) factor to partial flag
manifolds. For instance if λi is the i-th entry of a diagonal matix in a then ρλ1 (g, x) can
be factored in the x variable and define a cocycle over the projective space Pd−1 (this is
the cocyce given by the norm in Rd). The same way λ = λ1 + · · · + λk defines a cocycle
over the Grassmannian Grk (d) and so on.
We denote in this introduction by FD the manifold of flags (V1 ⊂ · · · ⊂ Vk) of subspaces
of Rd with dimVi = d1 where D = {d1, . . . , dk} with 1 ≤ d1 < · · · < dk < d is the set
of dimensions. The full flag manifold given by D = {1, . . . , d − 1} is denoted simply by
F. Write piD : F→ FD the map obtaining by forgetting the subspaces having dimensions
outside D. For a semigroup S ⊂ G with intS 6= ∅ there are the following facts:
• In each flag manifold FD there exists a unique invariant control set CD, that is, a
set satisfying cl (Sx) = CD for every x ∈ CD.
If S = Sµ then CD is the support of the unique stationary measure for the Markov
process in FD induced by the random product.
• If S 6= G then CD 6= FD for every flag manifold. In other words if S acts transitively
in a flag manifold FD then S = G.
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• There are flag manifolds FD such that the (unique) invariant control set C ⊂ F is
given by C = pi−1D (CD). There is a unique minimal subset (w.r.t. inclusion) denoted
D (S) such that FD(S) satisfies this property.
The minimal set D (S) or the corresponding flag manifold FD(S) is called the flag
type of S.
• In the flag type FD(S) the invariant control set CD(S) is contractible in the sense
that for every g ∈ intS the sequence of sets gnCD(S) shrinks to a point. This
contractibility holds also in the flag manifolds FD with D ⊂ D (S).
In Theorem 4.1 we relate the flag type D (Sµ) = {d1, . . . , dk} of Sµ and the moment
Lyapunov exponents γλ (p, x) for large p < 0. Under the assumptions that intSµ 6= ∅ and
the integrals in (1.3) exist we prove:
1. γλ (p, x) ≤ 0 for every p < 0 if λ = λ1 + · · · + λdj with dj any of the dimensions
in D (Sµ). This inequality holds for any x in the invariant control set but not for
arbitrary x. It will produce that limp→−∞ γλ (p, x) < 0.
2. Let Θ = Θ (Sµ) be the subset of a
∗ given by λi − λi+1 with i running through the
indices outside D (Sµ) (that is, Θ is a subset of simple roots). If λ belongs to the
subspace spanned by Θ then there exists p < 0 such that for all x ∈ F it holds
γλ (p, x) = lim sup
n→+∞
1
n
logE [ρpλ (gn, x)] > 0.
By convexiy and analyticity this will imply that limp→−∞ γλ (p, x) = +∞.
An example of case (1) is when the support of µ is contained in the semigroup Sl+ (d,R)
of matrices with positive entries whose flag type is the projective space, that is, D = {d1 =
1}. Then the flag type D (Sµ) of Sµ contains d1 = 1 and hence the moment Lyapunov
exponent γ (p, x) of (1.2) is negative for p < 0. On the other hand the result in result in
the controllable case (Sµ = G) mentioned above is a particular case of (2).
Let us make a digression to discuss the heuristic idea why the moment Lyapunov
exponents can provide information about the global geometry of Sµ and conversely. By
a result of [13] for any x the sequence of random variables 1
n
a (gn, x) converges almost
surely to the vector valued sampling Lyapunov exponent Λ which belongs to the positive
Weyl chamber in the sense that if Λ = diag{a1, . . . , ad} then a1 > · · · > ad. It follows
that λ (Λ) > 0 if λ = λ1 + · · ·+λk for all k = 1, . . . , d− 1. Hence for these values of λ the
sequence ρλ (gn, x) converges to +∞ so that ρpλ (gn, x) = ρλ (gn, x)p → 0 almost surely if
p < 0.
Now if γλ (p, x) > 0, p < 0, then limn→∞ E [ρλ (gn, x)p] = +∞ so that E [ρλ (gn, x)p]
is far away from 0 for large n. This is an indication that although ρλ (gn, x)
p → 0 with
probability one there are, for a fixed n, a few “late-comers”, that is, ρλ (gn, x)
p is still big
with small probability (cf. Arnold-Kliemann-Oeljeklaus [3], Remark 5.2). Geometrically
this means that the process gn in G reaches (may be with small probability) the region
where ρλ (gn, x) is small. On the other hand if γλ (p, x) < 0, p < 0, then there is a
uniformity in the convergence ρλ (gn, x)
p → 0 showing that the region where ρλ (gn, x) is
small is not attained by the process gn (see Lemma 4.12 where it is proved the existence
of a lower bound for ρλ (gn, x) if suppµ is contained in a semigroup).
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We note also that the Lyapunov spectrum Λ does not see the flag type of the semigroup
Sµ. This is due to the result of [13] alluded above ensuring that Λ is a regular element of
a regardless any further property of Sµ besides having nonempty interior. The semigroup
Sµ may contain nonregular elements and indeed contains if its flag type is not the full flag
manifold F or in the extreme case when Sµ = G. Since the set of nonregular elements is
thin the process does not spent a relevant time on it to influence the limit Λ.
1.3 Operators and their spectral radii
The decisive properties of the moment Lyapunov exponents are obtained by applying
perturbation theory of linear operators (or one-parameter semigroups) on Banach spaces.
This is done by proving that the moment Lyapunov exponents (or at least some of them)
equal to the spectral radii of the operators. The approach through linear operators is
present in all the literature on the subject as Arnold [2], Arnold-Kliemann-Oeljeklaus
[3], Arnold-Oeljeklaus-Pardoux [4], Bougerol-Lacroix [6] and Guivarc’h-Raugi [13]. In
this work we make an almost self-contained exposition of the results and improve them
by taking into account the invariant control sets and by looking the behavior of the
p-moment exponents when p→ −∞.
Following [3] we consider, for a given measure µ and a cocycle ρλ (g, x), two operators
Uλ (µ) and U
C
λ (µ). The first one acts on the Banach space of continuous functions C (F)
of the full flag manifold and the second one in the space C (C) of continuous functions in
the invariant control set C ⊂ F of Sµ. Both operators are defined by the formula
(Uλ (µ) f) (x) =
∫
G
ρλ (g, x) f (gx)µ (dx) .
Before proceeding we make the following foundational remarks: Firstly in some places
(see Bougerol-Lacroix [6] and Le Page [22]) the operators are taken in a space of Ho¨lder
continuous functions in order to handle the case where intSµ = ∅ but satisfies the con-
tractibility and irreducibility conditions of [13]. Since we only work with semigroups with
nonempty interior we do not insist on this sharp tunning. As a second remark we note
that if the cocycle ρλ (g, x) factors to a partial flag manifold, say FΘ, then the operators
can be defined on spaces of continuous functions of FΘ. In such a case the same results
are obtained by working in the full flag manifold or in the partial flag manifold.
We look at these operators under the assumption that µ = hdg has a density h w.r.t.
the Haar measure. This condition permits to prove, as in [13], that Uλ (µ) and U
C
λ (µ) are
compact operators. Hence their spectra are discrete and the spectral subspaces are finite
dimensional. Furthermore the operators Uλ (µ) and U
C
λ (µ) are positive so that by the
classical Krein–Rutman theorem their spectral radii rλ and r
C
λ are eigenvalues associated
to nonnegative eigenfunctions.
Now it is not difficult to prove that if a positive operator T has a strictly positive eigen-
function then its eigenvalue is its spectral radious r and moreover log r = lim 1
n
log T n1 (x)
(see Proposition 6.3). By this fact we conclude that γλ (x) = log rλ for every x ∈ F in
case Uλ (µ) has a strictly positive eigenfunction. The same statement holds for U
C
λ (µ)
but with the equality γλ (x) = log r
C
λ restricted to x ∈ C.
The operator UCλ (µ) is irreducible. This implies that the nonnegative eigenfunction
whose existence is ensured by Krein–Rutman theorem is indeed strictly positive. Therefore
γλ (x) = log r
C
λ for every λ and x ∈ C.
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The existence of a strictly positive eigenfunction of Uλ (µ) is a more delicate question.
In Section 6.2 we improve and generalize a method used in [13] for the group Sl (d,R).
The idea is to get a (partially defined) operator Tλ : C (F)∗ → C (F) that itertwines the
actions of Uλ (µ) and the adjoint Uλ
(
µT
)∗
of the operator for the measure µT obtained
by transposing µ. Then we get an eigenfunction of Uλ (µ) of the form Tλ (νλ) where νλ is
an eigenmeasure of Uλ
(
µT
)∗
. By the definition of Tλ the eigenfunction Tλ (νλ) is strictly
positive. The point is that Tλ (νλ) is not well defined for every λ because Tλ is an integral
operator given by a kernel which may not be integrable w.r.t. νλ. However, proceeding
this way we find an open cone C = −ω+(a∗)+ (with apex −ω ∈ a∗ different from 0) where
we have integrability of ∆λ (y, x) and hence Uλ (µ) admits a strictly positive eigenfuncion
if λ ∈ C. (Actually for each flag manifold FΘ there is a different cone CΘ = −ωΘ + (a∗Θ)+
which is contained in a subspace of a∗.)
Therefore for λ ∈ C we have rλ = rCλ and γλ (x) = log rλ = log rCλ for every x ∈ F.
The next step to get the picture of γλ (x), rλ and r
C
λ as functions of λ is to look at
the analyticity properties. We approach this question via a perturbation theorem proved
in Dunford-Schwartz [10], Section VII.6.7, Theorem 9 (see its statement in Theorem 6.5
below). In order to apply that theorem we check that the families of operators Uλ (µ)
and UCλ (µ) depend analytically of the parameter λ ∈ a∗. Then the spectral radious rλ
(or rCλ ), being an isolated element of the spectra, is analytic at (a neighborhood of) λ0 in
case rλ0 (or r
C
λ0
) is an eigenvalue of multiplicity one.
Having the perturbation theorem in mind we prove in Proposition 6.9 that rCλ has
multiplicity one to conclude that rCλ as well as γλ (x) is analytic as a function of λ if
x ∈ C. Since in the cone C we have rλ = rCλ it follows that rλ is analytic in the domain C.
We get a larger domain of analyticity by taking adjoints in L2 (F,m) where m is
the (unique) K-invariant probability measure in F. For this purpose we assume further
that the density h of µ = hdg is in L3 (dg). We this condition we can prove that an
eigenfunction of in L2 (F,m) is continuous and that Uλ (µ) has the same spectral radius in
the spaces C (F) and L2 (F,m). Now the adjoint Uλ (µ)∗ of Uλ (µ) in L2 (F,m) is given by
U−λ−2ω (µ−1) where µ−1 is the measure obtained by applying to µ the inverse of G. Also,
−ω is the apex of the cone C and is related to the Jacobian cocycle by g∗m = ρ2ω (g−1, x)m
for g ∈ G and x ∈ F, see Proposition 5.2 (a similar formula holds in a partial flag manifold
FΘ by changing ω to ωΘ where ωΘ is defined the same way by the Jacobian cocycle).
Since the spectral radii of Uλ (µ)
∗ and Uλ (µ) are the same we get analyticity of rλ
on the cone −ω − (a∗)+ by applying the result to the measure µ−1. So that λ 7→ rλ
is analytic in the double open cone
(−ω + (a∗)+) ∪ (−ω − (a∗)+). A similar result is
obtained by working in a partial flag manifold FΘ when we get analyticity in a double
cone
(−ωΘ + (a∗Θ)+) ∪ (−ω − (a∗Θ)+) which is open in a subspace a∗Θ of a∗.
Let us exemplify these domains for the group Sl (d,R) (see Section 6.5). Let λi be
as in the previous section and write ωk = λ1 + · · · + λk with k = 1, . . . , d − 1. Then
ω = ω1 + · · · + ωd−1 while (a∗)+ is the interior of the convex cone generated by ωk,
k = 1, . . . , d− 1. Hence the double cone (−ω + (a∗)+)∪ (−ω − (a∗)+) is the set of linear
combinations a1ω1 + · · ·+ ad−1ωd−1 whose coefficients are either all bigger than −1 or all
less than −1.
It is enlightening to see the shape of the function fω (p) = log rpω, p ∈ R, and compare
it with the function fCω (p) = r
C
pω. Since pω belongs to the double cone if p 6= −1 it follows
that fω (p) is analytic at the intervals (−∞,−1) and (−1,+∞). The function fω is convex
and satisfies fω (0) = 0 and f
′
ω (0) = ω (Λ) > 0 (see Proposition 6.25). These properties
imply that fω is strictly increasing in (−1,+∞) and limp→+∞ fω (p) = +∞. The graph of
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fω above (−∞,−1) has a shape symmetric to the graph above (−1,+∞) by the formula
Uλ (µ)
∗ = U−λ−2ω (µ−1) for the adjoint in L2. Hence in (−∞,−1), fω decreases from +∞
to fω (−1) and anihilates at −2. These two pieces are glued at p = −1 where fω reaches
a global minimum.
In the interval (−1,+∞) we have fω (p) = fCω (p) = γpω (x) where the last equality
holds for all x ∈ F. The function fCω is analytic in the whole real line. Hence fω = fCω in
R if and only if fω is analytic, that is, if and only if fω is analytic at p = −1.
We get the same picture by working with a partial flag manifold FΘ where a functi-
onal ωΘ plays the role of ω. For instance in the Grassmannian Grk (d) of k-dimensional
subspaces of Rd (which is a flag manifold of Sl (d,R)) the double cone of analyticity is one
dimensional and centered at ωΘ = d (λ1 + · · ·+ λk). Hence the function fλ1+···+λk has the
same shape as fω but annihilating at 0 and −2d and attaining a minimum at −d. On
the other hand we may have limp→−∞ fCλ1+···+λk (p) < 0 depending on the controllability
properties of Sµ.
For k = 1 we have the cocycle over the projective space ρλ1 (g, [x]) = ‖gx‖ / ‖x‖,
x ∈ Rd\{0}. For this cocycle our function fλ1 (p) is the function g (p) of Arnold-Oeljeklaus-
Pardoux [4] where the properties mentioned above are proved (our approach using adjoints
in L2 is taken from [4]). In [4] it is claimed that g (p) = fλ1 (p) is analytic which is not
always true. (The proof in [4], Lemma 2.4, does not check that the radious of convergence
of the power series, centered at p = 0, in page 144 is infinite.) As said above analyticity
of fλ1 implies that fλ1 is equal to f
C
λ1
which does not happen if limp→−∞ fCλ1 (p) < 0 (for
example if the support of µ is contained in the semigroup Sl+ (d,R) of matrices with
nonnegative entries). Thus fλ1 is not analytic in general.
In [4] analiticity is applied also to prove the statement that γλ1 (x) is constant as a
function of x. Again this is not true in general. In fact, for any λ we have γλ (x) = r
C
λ
if x belongs to the invariant control set C. On the other hand we can prove that there
exists y such that γpλ (y) ≥ fλ (p) for any p. But if fλ 6= fCλ then limp→−∞ fλ (p) = +∞
while limp→−∞ fCλ (p) < 0. So that there are x, y and p with γpλ (x) 6= γpλ (y).
It should be mentioned that for applications like to the proof of central limit theorems
it is required smoothness (analyticity) only around p = 0 (see [4], [6] and [13]). To our
knowledge the p-moments with large p < 0 does not appear before our results relating
the moment Lyapunov exponents with the controllabillity properties of Sµ.
1.4 Stochastic differential equations
The discrete time case of an i.i.d. random product applies to the solutions of a stochastic
differential equation in G given by
dg = X (g) dt+
m∑
j=1
Yj (g) ◦ dWj (1.4)
where X, Y1, . . . , Ym right invariant vector fields in G and Wj Brownianos motions. The
solutions of (??) define a Markov process in G with transition probabilities pt (g, ·) that
satisfy pt (hg, ·) = pt (h, ·) g because the vector fields are right invariant. The time 1
transition probability µ = p1 (1, ·) generates a random product gn as previously. By the
Markov property and right invariance we have pt+s (1, ·) = pt (1, ·) ∗ ps (1, ·) so that gn is
the the time n solution of (??) with initial condition g0 ≡ 1.
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The exponents for the time 1 discretization coincide with their continuous time versi-
ons, namely
λ (x, ω) = lim
t→∞
1
t
a (gt (ω) , y)
and
γλ (x) = lim
t→∞
1
t
logE
[
eaλ(gt,x)
]
.
(see Chapter 7 for details). Therefore the results on the exponets for the random products
hold true for the continuous-time case if the right conditions are satisfied by the transition
probabilities µt = pt (1, ·).
In Chapter 7 we apply Girsanov Theorem to prove that each µt = pt (1, ·) has expo-
nential moments so that it makes sense to talk about the moment Lyapunov exponents.
The basic assumption that the semigroup Sµ has nonempty interior is ensured with
the Lie algebra rank condition. This is the condition that the invariant vector fields X,
Y1, . . . , Ym generate the Lie algebra g of G. By the support theorem we have that the
support suppµt of a transition probability µt = pt (1, ·) is an accessible set (denoted At)
of the associated control system
g˙ = X (g) +
m∑
j=1
ujYj (g) . (1.5)
Now under the Lie algebra rank condition it is known that At is a subset with nonempty
interior of a coset Hg where H = 〈exp h〉 is the connected Lie subgroup whose Lie algebra
is the ideal h of g generated by Y1, . . . , Ym. Since g is semi-simple we have h = g because
the codimension of h is at most 1. It follows that the Lie algebra rank condition ensures
that suppµt has nonempty interior for every t > 0.
The main difference between the discrete and continuous time cases is that for the later
we have the one-parameter semigroups of operators Uλ (µt) and Uλ (µt) . The infinitesimal
generator of Uλ (µt) is a second order operator of the form
Lλ = L˜+
1
2
m∑
j=1
λ
(
qYj
)
Y˜j + λ (qX) +
1
2
m∑
j=1
λ
(
rYj
)
+
1
2
m∑
j=1
(
λ
(
qYj
))2
where L˜ = X˜ + 1
2
∑m
j=1 Y˜
2
j is the infinitesimal generator of the stochastic differential
equation induced by (1.4) on a flag manifold FΘ. In this expression qX and rY are
functions in the flag manifold with values in a and that depend on X and Y , respectively.
(Thus the last three terms are 0-order differential operators.) In Chapter 7 we obtain
these functions in terms of the Cartan and Iwasawa decompositions of X and Y . These
functions generalize those written in [4] for the operator on the projective space.
The spectra of Uλ (µt) and Lλ are related by spec (Uλ (µt)) = {0} ∪ etspec(Lλ). Hence if
rλ is the spectral radious of Uλ (µt=1) then log rλ is the maximum of the spectrum (largest
eigenvalue) of Lλ. With this in mind we apply our results to get a necessary and sufficient
condition for the controllability of the control system (1.5) in terms of the operators Lλ.
The system (1.5) is said to be controllable in case the semigroup S generated by
{et(X+
∑m
j=1 ujYj) : t ≥ 0, u ∈ R}
is the whole group G.
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Let us state the controllability result for the group Sl (d,R). As above a is the algebra
of diagonal and λi ∈ a∗ is such that λi (H) is the i-th diagonal entry of H. Also for
k = 1, . . . , d− 1 put ωk = λ1 + · · ·+ λk and fωk (p) = log rpωk where log rpωk is the largest
eigenvalue of Lωk .
Then we can prove the following necessary and sufficient condition for (1.5) to be
controllable:
• For each k = 1, . . . , d− 1, the following equivalent conditions are satisfied:
1. fωk is analytic at −d (and hence analytic in the whole real line).
2. The spectral space (eigenspace) of L−dωk associated to the largest eigenvalue
log r−dωk is 1-dimensional.
In this condition the point p = −d is singled out because it is the unique minimum for
the functions fωk . The same result holds in general with the fundamental weights playing
the role of the functionals ωk.
Hopefully this result can open the way to develop techniques based on operator theory
to solve one of the main open problems in nonlinear control theory, namely the full under-
standing of the controllability of bilinear control systems and invariant control systems
on semi-simple Lie groups.
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Chapter 2
Basic concepts
2.1 Random products of i.i.d. sequences
Let µ be a probability Borel measure on the Lie group (or just a topological group) G.
Define the sample space (Ω, P ) where Ω = GZ and P is the product measure µZ. For n ∈ Z
we let yn : Ω → G be the random variable that associates y ∈ GZ its n-th coordinate.
Then (yn)n∈Z is a (bilateral) sequence of indendent and identically distributed (i.i.d.)
random variables with common law µ. For n ≥ 1 we let gn = yn be the random product
of the i.i.d. sequence. By the very definition of the convolution of measures the law of
gn is the n-th power convolution product µ
n which is the push-forward p∗ (µ× · · · × µ) of
the product measure µ× · · · × µ by the multiplication map p (x1, . . . , xn) = x1 · · ·xn.
In relation to a measure µ in a group G we can associate two dynamical systems that
complement each other. One of them is probabilistic and is the discrete time Markov
process in G having transition probabilities
pn (g, ·) = µng = Rg∗µn g ∈ G, n ≥ 1 (2.1)
where Rg (y) = yg is the right translation. The process is given explicitly by the map
Q : N× Ω×G→ G defined by Qn (y, g) = gng where y = (yn) ∈ Ω and gn = yn · · · y1 is
the random product.
There is an analogous process obtained by taking left translations in (2.1) instead of
the right ones, giving rise to the process Qn (y, g) = gy1 · · · yn where the product appears
in reverse order.
Another dynamical system is the skew-product flow on Ω×G. Its definition does not
depend on µ in advance. Let τ : Ω → Ω be the shift τ (yn) = (yn+1) and define the map
χ : Z× Ω→ G by χ (0,y) = 1 and
χ (n,y) =
{
yn · · · y2y1 if n ≥ 1
y−1n+1 · · · y−1−1y−10 if n ≤ −1
where y = (yn)n∈Z. For each n ∈ Z define also the map φ : Ω×G→ Ω×G by
φ (y, g) = (τ (y) , χ (1,y) g) y ∈ ⊗, g ∈ G.
It is straightforward to check that χ is cocycle over τ with values in G in the sense that
it satisfies
χ (n+m,y) = χ (n, τmy)χ (m,y) .
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This implies that φn = (τn (y) , χ (n,y) g) so that φ is the generator of a skew-product flow
over τ on ⊗×G. If Ω is endowed with the product topology then τ is a homeomorphism
implying that φ is continuous and hence a homeomorphism as well. If n ≥ 1 then
χ (n,y) = yn · · · y1 hence φn (y, g) = (τn (y) , yn · · · y1g). So that the iteration of φ in
positive time recovers the product yn · · · y1 as the second coordinate of φn (y, 1).
Given a measure µ on G the product measure µZ on Ω = GZ is invariant and ergodic
by the shift τ . By the equality φn (y, g) = (τn (y) , yn · · · y1g) we see that the Markov
process Qn (y, g) defined by µ is the second coordinate of φ
n (y, g).
A central object in this work is the subsemigroup of G that supports the random
product process defined by µ. We define it as
Sµ =
⋃
n≥1
suppµn.
Note that Sµ is indeed a semigroup because supp (µ1 ∗ µ2) ⊂ supp (µ1) supp (µ2) if µ1
and µ2 are probability measures. A condition that pervades all this work is that Sµ has
nonempty interior. As we establish in the next proposition this condition is equivalent to
the assumption that µ is an exposed measure (the mesure e´tale´e of Azencott [5], Section
I.8).
Proposition – Definition 2.1 A measure µ on G is said to be exposed (e´tale´e) if it
satisfies one of the following equivalent conditions.
1. Some convolution power µn of µ is not singular w.r.t. the Haar measure dg.
2. There are an integer m, an open set U and c > 0 such that such that µm ≥ cdg on
U .
3. The semigroup Sµ =
⋃
n≥1
suppµn has nonempty interior.
Proof: To prove that (1) implies (2) recall that a measure on G can be written as the
sum of two measures one of them absolutely continuous and the other singular w.r.t.
dg. Hence condition (1) implies that there is a nonnegative function f 6= 0 such that
µ×n ≥ fdg.
We claim that µ2n satisfies condition (2). To check this take a subset of positive
measure A ⊂ G such that f is bounded and nonzero on A and define h to be f on A and
0 outside A. To prove the claim it is enough to verify that the measure ν ∗ ν satisfies
condition (2) where ν = hdg. We have ν ∗ ν = Fdg where
F (x) =
∫
h
(
xg−1
)
h (g) dg.
Since h is bounded we have that F is continuous. In fact, if M be an upper bound of h
then
|F (yx)− F (x)| =
∣∣∣∣∫ (h (yxg−1)− h (xg−1))h (g) dg∣∣∣∣
≤ M
∫ ∣∣h (yxg−1)− h (xg−1)∣∣ dg
= M
∫ ∣∣h (yg−1)− h (g−1)∣∣ dg.
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By regularity of the Haar measure this last integral converges to 0 as y → 1, showing that
F is continuous. It follows that ν ∗ ν and hence µ×2n dominates a multiple of the Haar
measure on some open set. This proves that (1) implies (2).
If (2) holds then suppµm has nonempty interior. This support is contained in Sµ so
that intSµ 6= ∅.
Now suppose that intSµ 6= ∅. Since
Sµ =
⋃
n≥1
suppµn
we have by Baire’s category that suppµn has nonempty interior for some integer n. For
this integer µm is positive on some open set and hence nonsingular w.r.t. dg.
The equivalence between the first two conditions were prove in Azencott [5], De´finition
I.8, based on Lemma 3.3 of Furstenberg [12]. The third condition puts in evidence the
semigroup Sµ.
2.2 Cocycles and flag manifolds
In this section we define the cocycles that are used to define the Lyapunov exponents and
their moments. For the benefit of the reader without expertise in Lie theory we write the
details for the concrete matrix group Sl (d,R). For this group one can avoid the full Lie
theory and rely on linear algebra only.
2.2.1 Sl (d,R)
The SO (d)-invariant cocycles for the actions of Sl (d,R) on the flag manifolds are defined
through the Iwasawa decomposition Sl (d,R) = KAN where K = SO (d), A is the sub-
group of diagonal matrices with positive entries and N is the subgroup of upper triangular
matrices with 1’s at the diagonal. In this decomposition each component is a subgroup
as is the product AN . Moreover, N is normal in AN .
Define the map ρ : Sl (d,R) × SO (d) → A by writing the Iwasawa decomposition of
gk as gk = uρ (g, k)n ∈ KAN . This map satisfies the cocycle property
ρ (gh, k) = ρ (g, u) ρ (h, k) (2.2)
where u is defined by hk = uρ (h, k) y ∈ KAN . In fact, ghk = guay so that ghk =
u1ρ (g, u)xρ (h, k) y if gu = u1ρ (g, u)x. But N is normalized by A hence xρ (h, k) y =
ρ (h, k)n where n = ρ (h, k)−1 xρ (h, k) y. This shows that ghk = u1ρ (g, u) ρ (h, k)n,
proving the formula.
The coset space Sl (d,R) /AN is diffeomorphic to K by the map k ∈ K 7→ kAN ∈
Sl (d,R) /AN . By identifying Sl (d,R) /AN with K via this diffeomorphism we get an
action Sl (d,R) × K → K of Sl (d,R) in K given by g (k) = u where u is defined by
gk = uρ (g, k)n ∈ KAN . Using the notation of this action the cocycle property becomes
ρ (gh, k) = ρ (g, h (k)) ρ (h, k).
Let a be the Lie algebra of A, that is, a is the subspace of zero trace diagonal matrices.
It is readily seen that exp : a → A is a diffeomorphism with inverse log : A → a. The
map a (g, k) = log ρ (g, k) ∈ a satisfies the same cocycle property but additively
a (gh, k) = a (g, u) + a (h, k) .
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The next step is to define the cocycles over the flag manifolds. To this end we introduce
notation and properties of these manifolds. A flag of subspaces of Rd is a set of subspaces
V1 ⊂ · · · ⊂ Vk. A flag manifold is a set of flags whose subpaces have a prescribed sequence
of dimensions 1 ≤ d1 = dimV1 < · · · < dk = dimVk < d. We denote temporarily a flag
manifold by FD where D = {d1, . . . , dk} is the set of dimensions. Later we will change
the notation to be in accordance with the general theory. That will be just a different
way of indexing the partition n1, . . . , nk+1 of {1, . . . , d} defined by the set of dimensions
by n1 = d1, n2 = d2 − d1, . . ., nk+1 = d − dk. We usually drop the subscript D when
D = {1, 2, . . . , d − 1} so that F = FD is manifold of complete flags. We refer to it as
the maximal flag manifold. Other examples of flag manifolds are the Grassmannians
Grk (d) = F{k} including the projective space Pd−1 = Gr1 (d) = F{1}.
The group Sl (d,R) acts in a flag manifold FD by g (V1 ⊂ · · · ⊂ Vk) = (gV1 ⊂ · · · ⊂ gVk).
It is well known and easy to prove that this action is transitive so that FD identifies to a
coset space Sl (d,R) /PD where PD is the stabilizer subgroup (isotropy subgroup) of a flag
f ∈ FD. Given a basis β = {e1, . . . , ed} of Rd and a set of dimensions D = {d1, . . . , dk}
form the flag fβ = (V1 ⊂ · · · ⊂ Vk) with V1 = 〈e1, . . . , ed1〉, V1 = 〈e1, . . . , ed2〉, etc. The
isotropy subgroup PD of fβ is the group of block upper triangular matrices g1 · · · ∗0 . . . ...
0 0 gk+1

where the sizes of the blocks are given by the partition n1, . . . , nk+1 with n1 = d1, n2 =
d2−d1, . . ., nk+1 = d−dk. These subgroups are the so-called standard parabolic subgroups
of Sl (d,R). The flag manifold FD identifies with Sl (d,R) /PD by the diffeomorphism
ψ : Sl (d,R) /PD → FD given by ψ (gPD) = gfβ, so that fβ becomes the origin of the flag
manifold FD.
The subgroup K = SO (d) also acts transitively on the flag manifolds (because AN ⊂
PD so that gfβ = (kan) fβ = kfβ). Hence FD is diffeomorphic to coset spaces K/KD
where KD = PD ∩ K is the subgroup of block diagonal matrices with same sizes of PD
and such that the block entries are othogonal matrices. In particular if F is the maximal
flag manifold then K{1,...,d−1} is the group of diagonal matrices with ±1 entries. This
group is usually denoted by M . The map ψ (kKD) = kfβ is a diffeomorphism between
SO (d) /KD and FD. This shows that each FD is compact. The identification SO (d) /KD
with FD yields an action of Sl (d,R) in SO (d) /KD which is defined as follows: Given
g ∈ Sl (d,R) and k ∈ SO (d) let gk = vhn ∈ KAN be the Iwsawa decomposition. Then
g (kKD) = vKD since g (kfβ) = vhnfβ = vfβ.
Now we can return to the cocycles ρ (g, k) and a (g, k) and descend them to the flag
manifolds through the projections K → K/KD = FD. Consider in first place the maximal
flag manifold F = K/M . We claim that ρ (g, km) = ρ (g, k) for any g ∈ Sl (d,R), k ∈
SO (d) and m ∈ M . In fact, write gk = uρ (g, k)x ∈ KAN . Since m−1xm ∈ N and m
commutes with ρ (g, k) ∈ A we have
gkm = uρ (g, k)xm = uρ (g, k)mx
= uρ (g, k)x
where u = um ∈ K and x = m−1xm ∈ N . Hence ρ (g, km) = ρ (g, k) as claimed. (This
invariance under right multiplication by m ∈M is due to the fact that m commutes with
every h ∈ A.)
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The equality ρ (g, km) = ρ (g, k) just proved shows that ρ (g, u) is constant as u runs
through a coset kM . Hence it factors to a map Sl (d,R) × SO (d) /M → A which we
denote also by ρ. This map is a cocycle for the action of Sl (d,R) on FD = K/M . To
see this denote for a moment by ρ the map defined on Sl (d,R)×K. Then by definition
ρ (g, kM) = ρ (g, k) and by (2.2) we have
ρ (gh, kM) = ρ (gh, k) = ρ (g, u) ρ (h, k)
where hk = uρ (h, k) y is the Iwasawa decomposition. By the action on K/M we have
h (kM) = uM so that we have
ρ (gh, x) = ρ (g, hx) ρ (h, x)
for x ∈ F = K/M , which is the cocycle property.
The same way a (g, x) = log ρ (g, x) defines an additive cocycle over F with values in
the vector space a. The cocycles ρ (g, x) and a (g, x) do not factor to partial flag manifolds
since in general a k ∈ KD does not commutes with A, as happens to m ∈M . We get real
valued cocycles over the partial flag manifolds by composing a (g, x) with linear maps,
that is, by picking only pieces of a (g, x).
For λ ∈ a∗ put aλ (g, x) = λ (a (g, x)) and ρλ (g, x) = eλ(a(g,x)). Both are real valued
cocycles over F (or K) additive and multiplicative, respectively. For each flag manifold
FD we have a subspace, say a∗D, of a∗ such that ρλ (g, x) and aλ (g, x) factor to FD for each
λ ∈ a∗D.
Let λi ∈ a∗ be given by
λi (diag{a1, . . . , ad}) = ai.
We consider two bases of a∗, namely,
Σ = {λ1 − λ2, . . . , λd−1 − λd} and Φ = {λ1, λ1 + λ2, . . . , λ1 + · · ·+ λd−1}.
In the terminology of the general theory Σ is a set of simple roots while Φ is the corre-
sponding set of basic weights. These bases are dual to each other w.r.t. the inner product
in the space of diagonal matrices for which the λi, i = 1, . . . , d, form an orthonormal
basis.
Given a flag manifold FD with D = {d1, . . . , dk} let a∗D be the subspace spanned by
the basic weights λ1 + · · ·+λdi , i = 1, . . . , k. It is easy to check that a∗D is the annihilator
of the subspace a (D) ⊂ a given by the diagonal matrices D1 . . .
Dk+1

with the same block structures as PD and KD such that each subdiagonal Di has zero
trace.
In what follows we denote by MD the group of block diagonal matrices (with sizes as in
PD) where each block has determinant 1, which is isomorphic to Sl (n1,R)×· · · Sl (nk+1,R).
To check that ρλ (g, x) factors to a cocycle in FD in case λ ∈ a∗D we use the following
fact (not proved here): A n ∈ N decomposes as n = n1n2 with n1, n2 ∈ N and such that
n1 ∈MD and the block diagonal part of n2 is the identity matrix.
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Proposition 2.2 Let ρ : Sl (d,R) × SO (d) → A be defined as in the beginning from the
Iwasawa decomoposition. Then ρλ (g, uk) = ρλ (g, u) if λ ∈ a∗D and k ∈ KD. Hence
ρλ (g, u) factors to a cocycle in FD which we denote by the same letter.
Proof: Take the Iwasawa decomposition gu = vρ (g, u)n and decompose as above n =
n1n2 with n1 ∈MD and n2 the identity along the diagonal blocks. Then
guk = vρ (g, u)n1n2k = vρ (g, u) (n1k)
(
k−1n2k
)
.
Since k ∈ KD we have that k−1n2k ∈ N and has the same form as n2. Also n1k ∈ MD.
Put ρ (g, u) = eH with H ∈ a and decompose as H = H1 +H2 with H1 ∈ a (D) (zero trace
on the blocks) and such that each block of H2 is a scalar matrix. If we write h1 = e
H1
and h2 = e
H2 then ρ (g, u) = h1h2 = h2h1 and h2 commutes with the elements of MD in
particular with n1k. Moreover ρλ (g, u) = e
λ(H) = eλ(H2) because H1 ∈ a (D) and λ ∈ a∗D.
Now if m = waz with w ∈ K, a ∈ A and z ∈ N is the Iwasawa decomposition of
m ∈MD then the three components w, a and z belong to MD (Iwasawa decomposition on
each diagonal block). Hence the Iwasawa decomposition waz of h1n1k has its components
in MD. It follows that the Iwasawa decomposition of ρ (g, u)n1k = h1n1kh2 is wah2z.
Finally, the decomposition of guk is wah2z (k
−1n2k). Since λ (log a) = 0 we have
ρλ (g, uk) = e
λ(H2+log a) = eλ(H2) = ρλ (g, u) ,
concluding the proof.
By this proposition we get a cocycle ρλ (g, x) over FD is λ ∈ a∗D. Our notation ρλ (g, x)
does not make reference to the flag manifold where the cocycle is defined. This will be
clear from the context. We write ρDλ (g, x) when it is needed to specify the flag manifold
FD.
If D1 and D2 are two set of dimensions with D2 ⊂ D1 then there is defined a map
pi : FD1 → FD2 that associates to a flag in FD1 the flag in FD2 obtained by forgetting the
subspaces whose dimensions are not in D2. Clearly pi is surjective and equivariant w.r.t.
the actions of Sl (d,R) in the sense that pi (gx) = gpi (x) for every g ∈ Sl (d,R) and x ∈ FD1 .
The partition induced by D1 refines that of D2 so a
∗
D2
⊂ a∗D1 . It follows that a cocycle
ρλ (g, x) is well defined in both flag manifolds FD1 and FD2 and ρ
D2
λ (g, pi (x)) = ρ
D1
λ (g, x).
Let us look with more detail to the cocycles ρλ1+···+λk . Start with D = {1} when
F{1} = Pd−1 and a∗{1} is spanned by λ1. Hence the cocycles that factor to the projective
space are ρpλ1 (g, x) = ρλ1 (g, x)
p, p ∈ R. Let ‖·‖ be Euclidean norm in Rd and e1 the first
basic vector. Take g ∈ Sl (d,R) and v ∈ R2 with v 6= 0. Then there exists k ∈ SO (d)
such that v = ‖v‖ ke1. Let gk = uρ (g, k)n be the Iwasawa decomposition of gk and write
ρ (g, k) = eH with H ∈ a. We have ne1 = e1, ρ (g, k) e1 = eλ1(H) and u is an isometry.
Hence ‖gv‖
‖v‖ = ‖gke1‖ = e
λ1(H) = ρλ1 (g, k) .
Since v = ke1 and the subspace [e1] is the origin of Pd−1 we conclude that
ρλ1 (g, [v]) =
‖gv‖
‖v‖ ,
that is, ρλ1 (g, [v]) is the cocycle of norm over the projective space.
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A similar expression is given to the cocycle ρλ1+···+λk over the Grassmannian Grk (d).
Let ∧kRd be the k-fold exterior product of Rd endowed with the inner product 〈·, ·〉 that
is defined by the orthonormal basis
{ei1 ∧ · · · ∨ eik : 1 ≤ i1 < · · · < ik ≤ d}
where {e1, . . . , ek} is the standard basis of Rd. The Grassmannian Grk (d) embeds into
the projective space P
(∧kRd) by associating to a k-dimensional subspace V ⊂ Rd the
1-dimensional subspace [v1 ∧ · · · ∧ vk] spanned by the decomposable vector v1 ∧ · · · ∧ vk
where {v1, . . . , vk} is any basis of V . The image of the embedding is the set D of subspaces
in spanned by the nonzero decomposable vectors and thus Grk (d) becomes identified to
D. The embedding respects the actions of Sl (d,R) on both spaces because if g ∈ Sl (d,R)
then g [v1 ∧ · · · ∧ vk] = [gv1 ∧ · · · ∧ gvk] and {gv1, . . . , gvk} is a basis of gV if {v1, . . . , vk}
is a basis of V . It follows that by the action of Sl (d,R) on P
(∧kRd) the set D (identified
with Grk (d)) is the projective orbit of the basic decomposable vector e1 ∧ · · · ∧ ek.
Now if h = eH ∈ A then h (e1 ∧ · · · ∧ ek) = e(λ1+···+λk)(H). So that we can repeat the
reasoning made for λ1 to see that ρλ1+···+λk is the norm cocycle over D (and hence over
Grk (d)) given by
ρλ1+···+λk (g, [v1 ∧ · · · ∧ vk]) =
‖g (v1 ∧ · · · ∧ vk)‖
‖v1 ∧ · · · ∧ vk‖ .
These expressions for the cocycles in terms norms and projective embeddings is part of
a general construction that will be used extensively in this text. The cocycles ρλ (g, x) for
which this construction works are those where λ is a dominant weights, that is, a linear
combination of the basic weights λ1 + · · ·+ λk with nonnegative integer coefficients.
In what follows we modify the notation to index the flag manifolds to be in accordance
with the general theory of semi-simple Lie grops. We substitute the set of dimensions
D = {d1, . . . , ds} by set of simple roots Θ = {λi − λi+1} with i running through the
indices that do not appear in D.
The same description of the cocycles and flag manifolds holds for the complex group
Sl (d,C) up to minor changes. An Iwasawa decomposition Sl (d,C) = KAN is given by
K = SU (d) (instead of SO (d)) and N the group of upper triangular complex matrices
(1’s at the diagonal). As for Sl (d,R) we take A to be the group of real matrices with
positive entries. The cocycles are defined the same way over the manifolds of flags of
complex subspaces of Cd.
2.2.2 Semi-simple groups
The starting point to get the cocyclces is the Iwasawa decomposition G = KAN of the
group G and the corresponding decomposition g = k ⊕ a ⊕ n of the Lie algebra g of G.
The relationship between the two decompositions is that k, a and n are the Lie algebras
of K, A and N , respectively.
Fix Iwasawa decompositions G = KAN and g = k ⊕ a ⊕ n and define the map
(g, u) ∈ G × K 7→ A (gu) ∈ A where gu = kA (gu)n ∈ KAN . This map factors to the
maximal flag manifold F = K/M defining a map ρ : G× F→ A that satisfies the cocycle
property
ρ (gh, x) = ρ (g, hx) ρ (h, x) .
We write a (g, x) = log ρ (g, x) for the additive cocycle with values in a. Also, for λ ∈ a∗
we put aλ (g, x) = λ (a (g, x)) and ρλ (g, x) = e
aλ(g,x).
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To have cocycles in a partial flag manifold FΘ we write the simple roots as Σ =
{α1, . . . , αl} and for Θ = {αi1 , . . . , αij} ⊂ Σ we let ΦΘ = {ωi1 , . . . , ωij} be the set of
fundamental weights with the same indices as those in Θ. Equivalently, Φ \ΦΘ is the set
of fundamental weights annihilating a (Θ), that is,
Φ \ ΦΘ = {ω ∈ Φ : ∀α ∈ Θ, 〈α, ω〉 = 0}.
We note that the set Θ ∪ (Φ \ ΦΘ) is a basis of a∗.
Now, if g ∈ MΘ then its Iwasawa decomposition g = khn is such that h ∈ exp a (Θ).
Hence, if λ ∈ span (Φ \ ΦΘ) then λ (logA (g)) = 0, so that the cocycles aλ and ρλ factor
to cocycles over FΘ that we denote by aΘλ (g, x) and ρΘλ (g, x), respectively. It is clear that
if pi : F→ FΘ is the canonical projection then aΘλ (g, pi (x)) = aλ (g, x) and ρΘλ (g, pi (x)) =
ρλ (g, x). More generally if Θ1 ⊂ Θ then aΘ1λ and ρΘ1λ are well defined cocycles that satisfy
the same projection property.
In the sequel we say that λ ∈ span (Φ \ ΦΘ) is Θ-regular if Φ\ΦΘ = {ω ∈ Φ : 〈λ, ω〉 =
0}. For such a regular element the flag manifold FΘ is the smallest one where the cocycles
aΘλ (g, x) and χ
Θ
λ (g, x) can be defined.
For a dominant weight λ ∈ span (Φ \ ΦΘ) that is Θ-regular the cocycle ρΘλ (g, x) has
an useful expression in terms of a norm in the space V of the representation Rλ of g with
highest weight λ. The construction is as follows: Let Vλ ⊂ V be the 1-dimensional weight
space with weight λ and put G = 〈exp ρλ (g)〉. Then the projective orbit G · Vλ identifies
with the flag manifold FΘ = G/PΘ, since PΘ is the isotropy subgroup at Vλ (see [14]
Chapter IV, Theorem 4.29).
Now, let (·, ·) be a K-invariant inner product in V . If ‖·‖ is the corresponding norm
then ‖hnv‖ = eλ(log h) ‖v‖ if v ∈ Vλ and hn ∈ AN . By K-invariance it follows that
ρλ (g, [v]) =
‖Rλ (g) v‖
‖v‖
if [v] belongs to the projective orbit G · Vλ.
More generally, let λ ∈ span (Φ \ ΦΘ) be such that its coefficients with respect to
Φ\ΦΘ are rational all of the same sign. If λ is Θ-regular then pλ is a Θ-regular dominant
weight for some integer p. Hence,
ρλ (g, [v]) =
(‖Rpλ (g) v‖
‖v‖
)1/p
.
2.3 Sampling Lyapunov Exponents
The vector valued Lyapunov exponents are defined by sampling as
Λ (x, ω) = lim
n→∞
1
n
a (gn (ω) , x)
where ω ∈ GN and x ∈ F. The existence and main properties of the vector valued
Lyapunov exponents for skew-product flows on semi-simple Lie groups come from the
Multiplicative Ergodic Theorem (MET), whose proof in this context were completed in
[1]. In the next theorem we state the MET specializing it to the i.i.d. random product
with measure µ. To state it we need the following notation: Let G = K (clA+)K be the
polar decomposition of G and for g ∈ G let a+ (g) be defined by g = uea+(g)k, u, k ∈ K.
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Theorem 2.3 (Multiplicative Ergodic Theorem) Suppose that the functions g 7→
λa+ (g) are µ-integrable for any dominant weight λ. Then there exists a set of full µN-
measure Ω such that the limit Λ (x, ω) exits for all ω ∈ Ω and x ∈ F.
Since µN is ergodic for the shift in GN it follows that the Lyapunov spectrum is almost
surely constant and invariant by the Weyl group W in the following sense: There exists
Λ ∈ cla+ such that
1. for all (x, ω) ∈ F× Ω, λ(x, ω) belongs to the finite set {wΛ(µ); w ∈ W} and
2. there exists a measurable map σ : Ω → Ad(G)Λ such that λ(x, ω) = w−1Λ if x ∈
st (σ(ω), w).
For a random product the result of the Multiplicative Ergodic Theorem were improved
by Guivarc’h and Raugi [13] under two assumptions on the group Gµ and semigroup Sµ
respectively generated by the support of µ. Namely Gµ is strongly irreducible (meaning
that Gµ does not leave invariant a finite set of open Bruhat cells) and Sµ contains a
contrating sequence gn, that is, if gn = unhnvn is the polar decomposition of gn then
lim 1
n
log hn converges to a regular element in a
+. Both conditions are satisfied by an
exposed measure because in this case intSµ 6= ∅.
The improvements are
1. the spectrum Λ is regular, that is, Λ ∈ a+ (see [13], The´ore`me 2.6).
2. Fix x ∈ F and define the sequence of random variables
Λx,n (ω) =
1
n
a (gn (ω) , x) .
Then for every x ∈ F, Λx,n converges almost surely to the constant Λ (see [13],
The´ore`me 3.5,). This means that for any x ∈ F the set Ωx of those ω ∈ Ω (with Ω
given by the MET) such that x ∈ st (σ(ω), 1) has full probability.
3. In F (or any flag manifold FΘ) there exists a unique stationary measure ν, that is,
µ ∗ ν = ν (see [13], Corollaire 2.7) and the Lyapunov spectrum Λ is given by (see
[13], The´ore`me 3.5)
Λ = λ (x, ω) = lim
n→∞
1
n
a (gn (ω) , x) =
∫
F
∫
G
a (g, x)µ (dg) ν (dx) . (2.3)
Remark: With the assumptions of [13] (in particular if µ is exposed) the Lyapunov
spectrum Λ is regular regardless of any further property of the semigroup Sµ. This
situation is opposed to that of a Lyapunov spectrum of a single element g that contains
information about its Jordan decomposition. This is the reason that led us to consider
the moment Lyapunov exponents as a way to recover the flag type of Sµ from asymptotic
properties of the random product.
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2.4 Exponential moments
Let G be a noncompact smi-simple Lie group and µ a measure on G. Fix an Iwasawa
decomposition G = KAN and consider the K-invariant cocycles over the maximal flag
manifold F, ρλ (g, x) = eλa(g,x) with λ running through a∗ as defined above. We say that
µ has exponential momentat λ ∈ a∗ if∫
G
ρλ (g, x)µ (dg) =
∫
G
eλa(g,x)µ (dg) < +∞.
for every x ∈ F. Plainly µ has exponential moments if this integrability holds at every
λ ∈ a∗. (For example, µ has exponential moments if its support is compact by continuity
of the cocycles. Also in Chapter 7 we prove that µ has exponential moments if it is a
transition probability of the Markov process defined by a stochastic differential equation.)
By Ho¨lder inequality the above integral is finite for λ in the segment tλ1 + (1− t)λ2,
t ∈ [0, 1], if it is finite for λ1 and λ2. It follows that µ has expoential moments if it has
exponential moments at pωi for p ∈ R and i = 1, . . . , l and {ω1, . . . , ωl} a basis of a∗. For
example, if G = Sl (d,R) then ωk = λ1 + · · · + λk, k = 1, . . . , d − 1, form a basis of a∗.
The cocycle ρωk can be difined in the Grassmannian Grk (d) and is given by the norm in
the k-fold exterior power ∧kRd. Thus a measure µ in Sl (d,R) has exponential moments if
and only if for all k = 1, . . . , d−1, ρωk (g, x)p is µ-integrable for all p ∈ R and x ∈ Grk (d).
An alternative way to write the condition that µ has exponential moments is by taking
the function
Nλ (g) = sup
x
ρλ (g, x) .
For the lack of a better name we call Nλ (g) the λ-norm of g. (Note that if ρλ (g, x) is the
cocycle of the norm over the projective space Pn then Nλ (g) is the operator norm of g.)
We indend to prove that µ has exponential moments if and only if∫
G
Nλ (g)µ (dg) <∞
for every λ. Clearly if Nλ (g) is µ-integrable then ρλ (g, x) is also integrable for every x.
For the converse we note first the following immediate properties of the λ-norms.
1. Nλ (gh) ≤ Nλ (g)Nλ (h) for all g, h ∈ G, as follows from the cocycle property.
2. Nλ1+λ2 (g) ≤ Nλ1 (g)Nλ2 (g) because ρλ1+λ2 = ρλ1ρλ2 .
3. Npλ (g) = N
p
λ (g) if p ≥ 0.
4. Ntλ1+(1−t)λ2 (g) ≤ Nλ1 (g)tNλ2 (g)1−t if t ∈ [0, 1].
5. Nλ (k1gk2) = Nλ (g) if k1, k2 ∈ K because ρλ (k1gk2, x) = ρλ (g, k2x) by K-invariance
of the cocycle.
Property (4) combined with the Ho¨lder inequality shows that the set of those λ ∈ a∗
such that Nλ (g) is integrable is convex.
Next we relate Nλ (g) with the polar decomposition G = K (clA
+)K. If g = uhv with
u, v ∈ K and h ∈ clA+ then Nλ (g) = Nλ (h) by property (5) above.
Proposition 2.4 If h ∈ clA+ and λ ∈ cl (a∗)+ then Nλ (h) = ρλ (h, x0) = eλ log h where
x0 is the origin of F.
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Proof: Any λ ∈ cl (a∗)+ is a conic combination of dominant weights. Hence it suffices to
prove the equality Nλ (h) = ρλ (h, x0) when λ is a dominant weight. In this case let Rλ
be the irreducible representation on Vλ with highest weight λ and let v ∈ Vλ be a highest
weight vector. Then ρλ (h, x0) = ‖Rλ (h) v‖ / ‖v‖ is the largest eigenvalue of Rλ (h) since
h ∈ clA+. However Rλ (h) is symmetric and positive definite so that its operator norm
‖Rλ (h)‖ equals the largest eigenvalue ρλ (h, x0). To have the operator norm ‖Rλ (h)‖
it is taken the supremum of ‖Rλ (h)w‖ / ‖w‖ over w ∈ Vλ \ {0} while to get Nλ (h) the
supremum is taken on the smaller set corresponding to the projective orbit of the subspace
[v] spanned by v. Hence
Nλ (h) ≤ ‖Rλ (h)‖ = ρλ (h, x0) ≤ Nλ (h) ,
concluding the proof.
The expression for Nλ (h) with h ∈ clA+ and λ ∈ cl (a∗)+ in the above proposition
permits to prove the following invariance of Nλ by the Weyl group. This invariance is
crucial to characterize the existence of exponential moments in terms of the λ-norms.
Proposition 2.5 For w ∈ W, λ ∈ a∗ and g ∈ G we have Nwλ (g) = Nλ (g).
Proof: By the equality Nλ (g) = Nλ (h) if g = khv is the polar decomposition of g it is
enough to prove the proposition for g = h ∈ clA+. If λ ∈ a∗ then there exists u ∈ W such
that λ1 = u
−1λ ∈ cl (a∗)+ because W acts transitively on the set of Weyl chambers. Let
u ∈ K be a representative of u in K. Then uhu−1 ∈ u (clA+)u−1 and λ ∈ u (cl (a∗)+).
The chambers u (clA+)u−1 and u
(
cl (a∗)+
)
are related to each other as clA+ and cl (a∗)+.
Hence by the Proposition 2.4 we have
Nλ
(
uhu−1
)
= eλ(uH) = euλ1(uH) = eλ1(H)
where H = log h. Again by Proposition 2.4 the last term equals to Nλ1 (h). On the
other hand Nλ (uhu
−1) = Nλ (h) because u ∈ K. Hence the above equalities show that
Nλ (h) = Nλ1 (h) = Nu−1λ (h), showing the proposition for w = u
−1. For a general w the
same argument shows that
Nwλ (h) = Nwuλ1 (h) = Nλ1 (h) = Nλ (h)
concluding the proof.
The above proposition permits to reduce the proof of the integrability of Nλ (g) to the
case when λ is a dominant weight. For this case we have the following estimate.
Lemma 2.6 Let ω be a dominant weight and take an open set O ⊂ F. Then for every
p > 0 there are c > 0 and a finite subset Fpω = {x1, . . . , xN} ⊂ O such that for every
g ∈ G we have
Npω (g) ≤ c max
x∈Fpω
ρpω (g, x) . (2.4)
Proof: Let Vω be the irreducible representation with highest weight ω. The projective
orbit G · [vω] through the highest weight space of Vω is a flag manifold FΘω and on this
flag manifold we have
ρω (g, x) =
‖gv‖
‖v‖
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if x = [v] where ‖·‖ is given by a K-invariant inner product in Vω. By irreducibility we
have that the orbit G ·vω ⊂ Vω spans Vω. Any open subset of G ·vω also spans Vω because
the map g ∈ G 7→ gvω ∈ Vω is analytic. Hence if A ⊂ FΘω = G · [vω] is open then there
exists a basis {v1, . . . , vN} of Vω such that yi = [vi] ∈ A, i = 1, . . . , N . Clearly we can
take ‖vi‖ = 1.
Now take c > 0 such that |a1| + · · · + |aN | ≤ c if ‖v‖ = 1 and v = a1v1 + · · · + aNvn.
If ‖v‖ = 1 then
‖gv‖ ≤ |a1| ‖gv1‖+ · · ·+ |aN | ‖gvN‖ ≤ cmax{‖gv1‖ , . . . , ‖gvN‖}
that is ρω (g, [v]) ≤ cmax{ρω (g, y1) , . . . , ρω (g, yN)}. Hence the statement of the lemma
is true if we consider the cocycle ρω over FΘω . Now if pi : F → FΘω is the projection
and O ⊂ F is open then A = pi (O) is open and hence the lemma follows if we take
Fω = {x1, . . . , xN} with pi (xi) = yi.
For p > 0 the inequality still holds if we replace c by cp and take the same subset
Fpω = Fω, concluding the proof.
Now we can prove that µ-integrability ofNλ (g) (all λ) is equivalent to the µ-integrability
of ρλ (g, x) (all λ and x).
Proposition 2.7 The measure µ has exponential moments if and only if Nλ (g) is in
integrable w.r.t. µ for every λ ∈ a∗.
Proof: We are required to prove that Nλ (g) is µ-integrable for all λ if µ has exponential
moments. By Proposition 2.5 above it is enough to prove integrability of Nλ (g) for
λ ∈ cl (a∗)+. The cone cl (a∗)+ is the convex closure of dominant weights. Hence by
convexity of the set where Nλ (g) is µ-integrable we can further reduce the proof to those
linear functionals pλ with p ≥ 0 and λ a dominant weight. By the previous lemma
Npλ (g) ≤ c max
x∈Fpλ
ρpλ (g, x)
with Fpλ a finite set. Hence integrability of ρpλ (g, x) with x ∈ Fpλ ensures µ-integrability
of Npλ (g), concluding the proof.
With the above proposition we finish our discussion about a measure having exponen-
tial moments.
Let us
Proposition 2.8 If µ and ν have exponential moments then µ ∗ ν also has exponential
moments. It follows that any convolution power µn, n ≥ 1, has exponential moments.
Proof: By definition of convolution we have∫
G
Nλ (g)µ ∗ ν (dg) =
∫
G2
Nλ (gh) (µ× ν) (d (g, h))
≤
∫
G2
Nλ (g)Nλ (h) (µ× ν) (d (g, h))
=
(∫
G
Nλ (g)µ (dg)
)(∫
G
Nλ (g) ν (dg)
)
<∞,
showing that Nλ (g) is integrable w.r.t. µ ∗ ν.
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2.5 Moment Lyapunov exponents
For a probability measure µ that has exponential moments and λ ∈ a∗ we define the
λ-moment Lyapunov exponent of µ in the direction of x ∈ F by
γλ (x) = lim sup
n
1
n
log
∫
G
ρλ (g, x)µ (dg) . (2.5)
Later on we we check that in several cases the lim sup is in fact a limit. An easy con-
sequence of the Cauchy-Schwarz (or Ho¨lder) inequality is the convexity of γλ (x) as a
function of λ.
Proposition 2.9 γλ (x) is convex as a function of λ ∈ a∗, that is, γtλ1+(1−t)λ2 (x) ≤
tγλ1 (x) + (1− t) γλ2 (x) if t ∈ [0, 1] and λ1, λ2 ∈ a∗.
Proof: By the Cauchy-Schwarz inequality we have∫
G
e
λ1+λ2
2
a(g,x)µ (dg) ≤
(∫
G
eλ1a(g,x)µ (dg)
)1/2(∫
G
eλ2a(g,x)µ (dg)
)1/2
.
Taking logarithms and limits it follows that γλ1/2+λ2/2 (x) ≤ γλ1 (x) /2 + γλ2 (x) /2 which
implies convexity.
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Chapter 3
First Examples
In this chapter we present an special case an examples of the full results that relate
the moment Lyapunov exponents with the transitivity porperties of the action of the
semigroup Sµ on the flag manifolds. The idea is to give a flavour of the results to be proved
later abvoiding the technicalities involving flag manifold and semi-simple Lie groups.
It is proved a general result showing that in the controllable case (that is, when
Sµ = G) the moment Lyapunov exponent γpλ (x) is positive for large p < 0 for any x
and for any cocycle ρλ (g, x). Combined with convexity we get in the controllable case
limp→−∞ γpλ (x) = +∞. This fact is a particular case of a more general result to be
proved later in Chapter 4 that takes into account the flag type of Sµ. The case Sµ = G
already presents the main probabilistic ideas without involving the full techniques of flag
manifolds.
On the other hand we present some examples of noncontrollable situations (that is,
Sµ 6= G) such that γpλ (x) is negative for large values of p < 0.
3.1 Sµ = G
This section is devoted to the proof of the following theorem that explains what happens
when the semigroup Sµ generated by the support suppµ is the whole group G.
Theorem 3.1 Let µ be an exposed Borel probability measure on G such that its support
suppµ generates G as a semigroup, that is, Sµ = G. Then for every λ ∈ a∗ and x ∈ F
there exists p < 0 such that
γλ (p, x) = lim sup
n→+∞
1
n
logE [ρpλ (gn, x)] > 0
where E [ρpλ (gn, x)] =
∫
G
ρpλ (g, x)µ
∗n (dg) and ρpλ (g, x) = e
aλ(g,x).
We start the proof with the following lemma that selects a good neighborhood of the
identity.
Lemma 3.2 Suppose that Sµ = G for the etale´e measure µ. Then there exists a convo-
lution power θ = µ∗n0, a neighborhood U of the identity and a > 0 such that µ∗n0 > am
on U where m is the Haar measure.
3.1. Sµ = G 33
Proof: Take n1 ∈ N, an open set V ⊂ G and b > 0 such that µ∗n1 > bm on V (see [5],
I.8). Take g ∈ V and a compact neighborhood C of the identity contained in g−1V . By
continuity of the left translation with respect to the compact-open topology there exists
an open set W such that hC ⊂ V for all h ∈ W . Since Sµ = G we can find n2 such that
µ∗n2 (W−1) > 0. Hence if A ⊂ C then
µ∗(n1+n2) (A) = µ∗n2 ∗ µ∗n1 (A) =
∫
G
µ∗n1
(
h−1A
)
µ∗n2 (dh)
≥
∫
W−1
µ∗n1
(
h−1A
)
µ∗n2 (dh) >
∫
W−1
bm
(
h−1A
)
µ∗n2 (dh)
= bµ∗n2
(
W−1
)
m (A) .
So that the lemma follows if we choose U = intC, n0 = n1 + n2 and a = bµ
∗n2 (W−1).
We can shrink the open set U of this lemma and assume that k−1Uk = U for all k ∈ K
(e.g. take an open ball B (1, r) for a K bi-invariant distance on G with B (1, r) ⊂ U ).
Clearly it is enough to estimate the lim sup of the theorem for the measure θ = µ∗n0
instead of µ which amounts to look at the sequence 1
nn0
logE [ρpλ (gnn0 , x)] instead of the
whole sequence. This being so we take θ = µ∗n0 and U as in the lemma, assuming without
loss of generality that k−1Uk = U .
Take the sample space Ω = GN with probability measure P = θN. Fix λ ∈ a∗ and
x ∈ F and define the real valued random variables Xxn : GN → R by
Xxn (y, x) = aλ (yn, yn−1 · · · y1x)
with y = (yn) ∈ GN and y0 = 1. By the cocycle property of aλ we have
aλ (gn, x) = aλ (ynyn−1 · · · y1, x) = Xxn + · · ·+Xx1 ,
where gn = ynyn−1 · · · y1. We wish to estimate the probability that aλ (ynyn−1 · · · y1, x) <
0, that is, Xxn + · · · + Xx1 < 0. To this purpose we will estimate the probability that the
variables Xx1 , . . . , X
x
n are simultaneously < 0. For this estimation we need an uniform
estimate of the measures of the sets in which aλ (g, x) < 0 for all x ∈ F.
Lemma 3.3 Let θ = µ∗n0 and U be as above with θ > am on U . Then there are d > 0
and 0 < c < 1 such that for all x ∈ F it holds
θ{aλ (g, x) < −d} > c.
Proof: Let x0 be the origin of F and take H ∈ a such that λ (H) < 0. Then aλ
(
etH , x0
)
=
tλ (H) < 0 and if t is small enough then etH ∈ U . This shows that there exists d > 0 such
that the open set
A<−d = {g ∈ U : aλ (g, x0) < −d}
is not empty. Now if x ∈ F is arbitrary then x = kx0 for some k ∈ K and we have
aλ (g, x) = aλ (g, kx0) = aλ
(
k−1gk, x0
)
so that {g ∈ U : aλ (g, x) < −d} = kA<−dk−1. It follows that
m{g ∈ U : aλ (g, x) < −d} = m (A<−d) .
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Since θ > am on U we have θ (A<−d) > am (A<−d) = c > 0, so that for all x ∈ F it holds
µ{g ∈ G : aλ (g, x) < −d} > am{g ∈ U : aλ (g, x) < −d}
= am (A<−d) = c > 0
concluding the proof.
Now we can estimate the probability that the random variables Xn are simultaneously
< 0.
Lemma 3.4 Let U , a > 0, 0 < c < 1 and d > 0 be as in the previous lemma. Then for
any for all x ∈ F and n ≥ 1 we have
P{Xx1 , . . . , Xxn , Xxn+1 < −d} > cP{Xx1 , . . . , Xxn < −d}.
Hence P{Xx1 , . . . , Xxn < −d} > cn because P{Xx1 < −d} > c.
Proof: Denote byA the set of elements y = (yn, . . . , y1) ∈ Gn such that aλ (yk, yk−1 · · · y1x) <
−d for all k = 1, . . . , n (where y0 = 1), so that
P{Xx1 , . . . , Xxn < −d} = θn (A) .
On the other hand the set {Xx1 , . . . , Xxn , Xxn+1 < −d} is given by y = (yk) ∈ GN such that
(yn, . . . , y1) ∈ A and aλ (yn+1, ynyn−1 · · · y1x) < −d. Given y = yn, . . . , y1 ∈ A write
Ay = {g ∈ G : aλ (g, ynyn−1 · · · y1x) < −d}.
With this notation the set {Xx1 , . . . , Xxn , Xxn+1 < −d} is given by the elements y = (yk) ∈
GN such that y = (yn, . . . , y1) ∈ A and yn+1 ∈ Ay. Hence
P{Xx1 , . . . , Xxn , Xxn+1 < −d} = θn+1
(⋃
y∈A
Ay × {y}
)
=
∫
A
θ (Ay) dθ
n.
The choice of c > 0 in Lemma 3.3 gives µ (Ay) > c for all y ∈ A. Hence
P{Xx1 , . . . , Xxn , Xxn+1 < −d} =
∫
A
θ (Ay) dθ
n
> c
∫
A
dθn = cθn (A) = cP{Xx1 , . . . , Xxn < −d},
which concudes the proof.
Corollary 3.5 Let θ, c and d as in the previous lemmas. Then
P{Xxn + · · ·+Xx1 < −nd} > cn−1P{Xx1 < −d}
> cn.
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Proof: Is a direct consequence of the lemma since {X1, . . . , Xn < −d} ⊂ {Xn+· · ·+X1 <
−nd}. Hence,
P{Xn + · · ·+X1 < −n} ≥ P{X1, . . . , Xn < −d} > cn.
Now we can prove Theorem 3.1. Write gn = yn · · · y1 and denote by Bn the set
{aλ (gn, x) < −nd}. For p > 0 we have
E
[
ρ−pλ (gn, x)
]
= E
[
e−paλ(gn,x)
]
=
∫
Bn
e−paλ(gn,x)dθn +
∫
Ω\Bn
e−paλ(gn,x)dθn
≥
∫
Bn
e−paλ(gn,x)dθn ≥
∫
Bn
epnddθn > cnepnd
by the last corollary if c = e−α with α > 0 then the last term is en(pd−α) so that
1
n
logE
[
ρ−pλ (gn, x)
]
> pd− α
which implies that
lim sup
n→+∞
1
n
logE [ρpλ (gn, x)] ≥ pd− α > 0
if p > d/α.
3.2 An example in Sl (2,R)
For the group of Sl (2,R) the only cocycle over the projective line P1 of interest is when
λ
(
1 0
0 −1
)
= 1
in which case ρλ (g, [z]) = ‖gz‖ / ‖z‖, 0 6= z ∈ R2 where [z] ∈ P1 denotes the subspace
spanned by z.
In what follows we give an example of a semigroup in Sl (2,R) such that there exists
un lower bound c > 0 for ρλ (g, x) with x running through a subset C
+ of P1. This lower
bound implies that for x ∈ C+ the moment Lyapunov exponent γpλ (x) has limit ≤ 0
when p→ −∞.
Consider the cone
W = {(a, b) ∈ R2 : a ≥ 0, |b| ≤ a}
and form the compression semigroup SW = {g ∈ Sl (2,R) : gW ⊂ W}. The subset
C+ = {[(a, b)] ∈ P1 : (a, b) ∈ intW}
= {[(a, b)] ∈ P1 : a > 0, b < a}
is invariant by SW . Note that the 1-parameter group
A = {
(
cosh t sinh t
sinh t cosh t
)
: t ∈ R}
is contained in SW and acts transitively in C
+ so that for any pair x, y ∈ C+ there exists
g ∈ SW with gx = y.
The following estimate is a particular case of Lemma 4.12 to be proved in Chapter 4.
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Lemma 3.6 For any x ∈ C+ there exists c > 0 such that ρλ (g, x) > c for every g ∈ SW .
Proof: Suppose first that x = [(1, 0)] and take g ∈ SW . If g (1, 0) = (a, b) then (a, b) ∈ W
so that a > 0 and it makes sense to define
h =
(
1 0
b/a 1
)(
a 0
0 a−1
)
.
We have h (1, 0) = (a, b) = g (1, 0) hence h−1g (1, 0) = (1, 0) which implies that h−1g is
upper triangular, that is, g = hn with n upper triangular. Thus there are x, y and µ such
that
g =
(
1 0
y 1
)(
µ 0
0 µ−1
)(
1 x
0 1
)
.
An easy computation shows that y = b/a and µ = a so that |y| ≤ 1 and µ > 0.
The inclusions g (1,−1) ∈ W and g (1, 1) ∈ W yield the inequalities 1 − x ≥ 0,
|µy (1− x)− µ−1| ≤ µ (1− x), 1 + x ≥ 0 and |µy (1− x) + µ−1| ≤ µ (1 + x). Hence
|x| ≤ 1 and
µ−1 − µ |y| (1− x) ≤ µ (1− x) ,
that is, µ−1 ≤ µ (1− x) (1 + |y|). But |y| ≤ 1 and 1−x ≤ 2 so that 1 ≤ 4µ2 and µ ≥ 1/2.
Since g (1, 0) = µ (1, y) we get the lower bound
‖g (1, 0)‖ = µ
√
1 + y2 ≥ 1
2
.
Now if z = [(c, d)] ∈ C+ then there exists h ∈ SW with z = hz0, z0 = [(1, 0)]. Hence if
g ∈ SW then gh ∈ SW so that
ρλ (g, x) =
‖ghz0‖
‖hz0‖ ≥
‖ghz0‖
‖h‖ ≥
1
2 ‖h‖ .
That is, for z = hz0 ∈ C+ we can take c = 1/2 ‖h‖ to get the desired lower bound.
Now let µ be a probability measure whose support suppµ is contained in SW . For any
convolution power µn we have suppµn ⊂ SW as well. Hence if x = [z] ∈ C+ with ‖z‖ = 1
then by the lemma there exists c > 0 such that ρλ (g, x) = ‖gz‖ > c for every g ∈ suppµn.
Therefore if p < 0 then ρλ (g, x)
p < cp for g ∈ suppµn and we have
γpλ (x) = lim sup
n
1
n
log
∫
G
ρλ (g, x)
p µn (dg)
≤ lim sup
n
1
n
log
∫
SW
cpµn (dg) = 0.
It will be proved later in Chapter 6 that the function fλ (p) = γpλ (x) is analytic and
convex as a function of p for any x ∈ C+. Hence limp→−∞ fλ (p) < 0 contrary to the
controllable case where the limit is +∞.
37
Chapter 4
Flag type and moment exponents
Let Σ = {α1, . . . , αl} be the set of simple roots and denote by Φ = {ω1, . . . , ωl} the
correponding fundamental weights that are defined by
〈ωi, α∨j 〉 =
2〈ωi, αj〉
〈αj, αj〉 = δij.
Given a subset Θ = {αi1 , . . . , αij} ⊂ Σ we write ΦΘ = {ωi1 , . . . , ωij} for the set of
fundamental weights with the same indices as those in Θ. Equivalently
Φ \ ΦΘ = {ω ∈ Φ : ∀α ∈ Θ, 〈α, ω〉 = 0}.
We note that the set Θ ∪ (Φ \ ΦΘ) is a basis of a∗. We denote by (a∗Θ)+ the “partial
chamber”
(a∗Θ)
+ = {β ∈ a∗Θ : ∀α ∈ Σ \Θ, 〈α, β〉 > 0}
which is the interior (in a∗Θ) of the convex cone cl (a
∗
Θ)
+ spanned by Φ \ ΦΘ.
Theorem 4.1 Assume that µ is an exposed measure and let FΘ, Θ ⊂ Σ, be the flag type
of Sµ. For λ ∈ a∗ we have the following cases:
1. If λ belongs to the subspace spanned by Θ then there exists p < 0 such that for all
x ∈ F it holds
γλ (p, x) = lim sup
n→+∞
1
n
logE [ρpλ (gn, x)] > 0.
2. If λ belongs to the convex cone cl (a∗Θ)
+ spanned by Φ \ ΦΘ then for all x ∈ C and
p < 0,
γλ (p, x) = lim sup
n→+∞
1
n
logE [ρpλ (gn, x)] ≤ 0.
Here C ⊂ F is the invariant control set of Sµ.
We prove the first and second parts of the theorem separately.
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4.1 Proof in the case λ ∈ spanΘ
To prove the first part of Theorem 4.1 fix once and for all λ ∈ spanΘ where FΘ is the
flag type of Sµ. For simplicity of notation we put Tn = suppµ
×n so that T kn = Tkn and
Sµ = ∪nTn. As before we let C+ be the core (set of transitivity) of the invariant control
set C of Sµ in the maximal flag manifold F.
We start the proof with the following lemmas that specify to the sets Tn known results
about the action of Sµ on F.
Lemma 4.2 There exists n1 ∈ N such that intTn1 contains a regular real element h1.
Proof: Since µ is an exposed measure there are an integer m and an open set U such
that µ×m dominates the Haar measure on U . Clearly, U is contained in intTm and hence
Uk ⊂ intTkm for any k ≥ 1. The open semigroup R = ∪k≥1Uk contains a regular element
h1. Let k be such that h1 ∈ Uk. Then n1 = km is the desired integer.
The next two lemmas ensure that any x ∈ C+ is the attracttor fixed point of a regular
real element in some Tn.
Lemma 4.3 Given x ∈ C+ let Px be the isotropy subgroup at x. Then there exists nx ∈ N
such that intTnx ∩ Px 6= ∅. Also, let Px = MxAxNx be a Langlands decomposition of Px.
Then there exists mx ∈ N such that intTmx ∩ AxNx 6= ∅.
Proof: Let n1 and h1 be as in the previous lemma and let x1 be the attractor fixed point
of the regular element h1. We have x1 ∈ C+ so that there are g1, g2 ∈ Sµ such that
g1x1 = x and g2x = x1. Hence, g1h1g2x = x, that is, g1h1g2 ∈ Px. Now there are r, s ∈ N
such that g1 ∈ Tr and g2 ∈ Ts which implies that g1h1g2 ∈ T r+s+n1 ⊂ Tr+s+n1 . A fortiori
g1h1g2 ∈ intTr+s+n1 because h1 ∈ intTn1 .
As to the second part take g ∈ intTnx ∩ Px and write its decomposition g = kan ∈
MxAxNx. By perturbing g we can assume that k has finite order, say j. Then g
j = ajn
with n ∈ N . Clearly gj ∈ intTmx ∩ AxNx with mx = jnx, which concludes the proof.
Lemma 4.4 Given x ∈ C+ there are px ∈ N and a regular element hx ∈ intTpx such that
x is the attractor fixed point of hx.
Proof: Take g = an ∈ intTmx ∩ AxNx as ensured by the previous lemma. On the other
hand we know that there exists a regular h ∈ intSµ such that x is the attractor fixed point
of h. This means that h ∈ A+xNx so that for some k ∈ N we have hkg ∈ A+xNx. It follows
that hx = h
kg ∈ intTpx ∩ AxNx with px = kmx is the required element.
Since C is the unique invariant control set it follows that S−1 is transitive from any
x ∈ C+, that is, F = S−1x. The next lemma shows that this transitivity is achieved by
the action of just one Tn.
Lemma 4.5 Take n0 ∈ N and suppose that there are x0 ∈ C+ and g0 ∈ intTn0 such that x0
is an attractor fixed point of g0. Then there exists k0 ∈ N such that F =
(
(intTn0)
−1)k0 x0.
Hence for all x ∈ F there exists g ∈ int (Tn0)k0 ⊂ intTk0n0 such that gx = x0.
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Proof: The assumption that x0 is a fixed point of g0 ∈ intTn0 ensures that for every
k ≥ 1 we have (
(intTn0)
−1)k x0 ⊂ ((intTn0)−1)k+1 x0. (4.1)
In fact, if h ∈ ((intTn0)−1)k then hg−10 ∈ ((intTn0)−1)k+1 and hx0 = hg0x0.
Now let S1 be the semigroup generated by intTn0 . It has nonempty interior and is
contained in Sµ. Since x0 is the attractor fixed point of g0 ∈ intS1, it follows that x0
belongs to the core C+1 of the invariant control set C1 of S1 in F. This implies that S1 is
controlable to x0, that is, F = S−11 x0. Hence
F =
⋃
k≥1
(
(intTn0)
−1)k x0
and the lemma follows by compactness and the inclusion (4.1).
Corollary 4.6 Let n0, k0 and x0 be as in the lemma and take a neighborhood U of
x0. Then for every x ∈ F there are a compact neighborhood Vx of x and an open set
Wx ⊂ intTk0n0 such that gVx ⊂ U if g ∈ Wx.
Proof: By the lemma there exists h ∈ intTk0n0 with hx = x0. Hence by continuity of h
there exists a compact neighborhood Vx of x such that hVx ⊂ U . Again by continuity,
now with respect to the compact-open topology there exists and open set W ′x ⊂ G with
h ∈ W ′x such that gVx ⊂ U for all g ∈ W ′x. It follows that Wx = W ′x ∩ intTk0n0 is the
required open set.
Now we can start to estimate the cocycle aλ (g, x). The condition that λ ∈ spanΘ
appears in the next results.
Lemma 4.7 Given x ∈ C+ there are n0 ∈ N, g1 ∈ intTn0 and d > 0 such that aλ (g1, x) <
−d. Furthermore for the same n0 there exists g2 ∈ intTn0 regular such that x is an attractor
fixed point of g1.
Proof: Let hx and px be as in the previous lemma. Up to a change of the Langlands
decomposition we can assume that hx ∈ A+x . If a is the Lie algebra of Ax then the convex
cones
Γ = {H ∈ a : ∃t > 0, etH ∈ intSµ}
and
ΓN = {H ∈ a : ∃n ∈ N, ∃t > 0, etHn ∈ intSµ}
satisfy the invariance property wΓ ⊂ ΓN if w ∈ WΘ (see [28], Section 4). Clearly if
Hx = log hx ∈ Γ so that wHx ∈ ΓN for all w ∈ WΘ. By rescaling Hx we can find nw ∈ N
with ewHxnw ∈ intSµ for all w ∈ WΘ. Hence there are integers kw, 1 6= w ∈ WΘ, so that
ewHxnw ∈ Tkw . The sum
H0 =
∑
w∈WΘ
wHx
is fixed by WΘ and hence α (H0) = 0 for all α ∈ Θ.
Now take the product
g0 = e
Hx
∏
w 6=1
ewHxnw.
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Then g0 = e
H0n for some n ∈ N. Also, if n0 = px +
∑
w 6=1 kw then by the choice of the
integers kw we have g ∈ Tn0 and actually g0 ∈ intTn0 because hx ∈ intTpx .
Finally we have aλ (g0, x) = λ (H0) which is 0 because λ ∈ spanΘ. Since g0 ∈ intTn0
there exists g1 ∈ intTn0 such that aλ (g1, x) < 0 (for example g1 = eH1n with H1 a small
perturbation of H0 such that α (H1) < 0 for all α ∈ Θ). We put d = −aλ (g1, x) /2 so that
d and g1 satisfy the desired conditions.
Perturbing g0 within intTn0 we get g2 as well.
Corollary 4.8 Given x ∈ C+ there are n0 ∈ N, d > 0 and open sets ∅ 6= V ⊂ Tn0 and
U ⊂ F with x ∈ U such that aλ (g, y) < −d for all g ∈ V and y ∈ U .
Proof: Immediate from the lemma and the continuity of aλ (g, x).
Corollary 4.9 Given x ∈ C+ there are n0 ∈ N, c, d > 0 and a neighborhood U of x such
that
µ∗n0{g ∈ G : ∀y ∈ U, aλ (g, y) < −d} > c.
Proof: If U and V are as in the previous corollary then V ⊂ {g ∈ G : ∀y ∈ U, aλ (g, y) <
−d} and since V is open and contained in the support Tn0 of µ∗n0 we have µ∗n0 (V ) = c > 0.
The above corollary estimates aλ (g, y) for y in a neighborhood of x ∈ C+. In order
to proceed towards the proof of Theorem 4.1 we provide the same estimate but now for
arbitrary x ∈ F.
Lemma 4.10 There are n1 ∈ N and d > 0 such that for all x ∈ F there are a neighborhood
Vx of x and cx > 0 such that
µ∗n1{g ∈ G : ∀y ∈ Vx, aλ (g, y) < −d} > cx.
Proof: Take x0 ∈ C+ and let n0 ∈ N and d > 0 be as in Lemma 4.7. Take also U ⊂ F
and V ⊂ G as ensured in corollary 4.8, that is, x ∈ U and aλ (h, y) < −d for all h ∈ V
and y ∈ U .
By the choice of n0 we can apply Lemma 4.5 and its Corollary 4.6. By the corollary
there exists k0 ∈ N such that for all x ∈ F there are an open set Wx ⊂ intTk0n0 and a
neighborhood Vx of x such that gVx ⊂ U for all g ∈ Wx.
By these choices we have aλ (hg, y) < −d if h ∈ V , g ∈ Wx and y ∈ Vx, that is,
VWx ⊂ {g ∈ G : ∀y ∈ Vx, aλ (g, y) < −d}.
Now let cx = µ
∗(k0+1)n0 (VWx) = µ∗n0 (V )µ∗k0n0 (Wx). Then cx > 0 because V is open
and contained in Tn0 = suppµ
∗n0 . Also e Wx is open and contained in Tk0n0 = suppµ
∗k0n0 .
Therefore if n1 = (k0 + 1)n0 then
µ∗n1{g ∈ G : ∀y ∈ Vx, aλ (g, y) < −d} ≥ µ∗n1 (VWx) > cx
concluding the proof.
As an easy consequence of the previous lemma we get the main estimate for the proof
of Theorem 4.1 (1).
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Proposition 4.11 There are n1 ∈ N and c, d > 0 such that for all x ∈ F it holds
µ∗n1{g ∈ G : aλ (g, x) < −d} > c.
Proof: Take Vx and cx as in the lemma. Then by compactness there are x1, . . . , xk with
F = Vx1 ∪ · · · ∪ Vxk . Hence c = min{cx1 , . . . , cxk} satisfies the required property.
From now on the proof of Theorem 4.1 (1) is the same as the proof in the controllable
case (when Sµ = G). Let n1 ∈ N be given by the last proposition and take the sample
space Ω = GN with probability P = (µ∗n1)N.
Given x ∈ F define the random variablesXn (y, x) = aλ (yn, yn−1 · · · y1x). As in Lemma
3.4 the estimate of Proposition 4.11 shows that
P{X1, . . . , Xn, Xn+1 < −d} > cP{X1, . . . , Xn < −d}
and hence P{X1, . . . , Xn < −d} > cn. If gn = yn · · · y1 then aλ (gn, x) = Xn + · · ·+X1 so
we get
P{aλ (gn, x) < −nd} > cn.
Finally from this inequality we obtain for p > 0 that
lim sup
n→+∞
1
n
logE
[
e−paλ(gn,x)
] ≥ pd− α > 0
if p > d/α where α = − log c, concluding the proof of Theorem 4.1 (1).
4.2 Proof for the case λ ∈ (a∗Θ)+
The proof of the second part of Theorem 4.1 is based in the following lemma on semigroups
proved in [?] and [29]. For the sake of completeness we reproduce its proof below.
Lemma 4.12 Let S be a semigroup whose flag type is FΘ, Θ ⊂ Σ. Denote by C its
invariant control set in the maximal flag manifold F. Take λ ∈ (a∗Θ)+ and x ∈ C0. Then
there exists c > 0 such that ρλ (g, x) = e
λ(a(g,x)) > c for all g ∈ S.
This lemma yields the following estimate of the p-moments for probability measures
with support in S.
Corollary 4.13 With the notation as in the lemma suppose that θ is a probability measure
with support suppθ ⊂ S. If λ ∈ (a∗Θ)+, x ∈ C and p < 0 then∫
G
epλ(a(g,x))θ (dg) < cp
where c > 0 is as in the lemma.
Proof: In fact, since p < 0 we have epλ(a(g,x)) < cp and hence∫
G
epλ(a(g,x))θ (dg) =
∫
S
epλ(a(g,x))θ (dg)
<
∫
S
cpθ (dg) = cp.
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The second part of Theorem 4.1 follows immediately from this corollary. In fact,
γλ (p, x) = lim sup
n→+∞
1
n
logE
[
epλa(gn,x)
]
= lim sup
n→+∞
1
n
log
∫
G
epλ(a(g,x))µn (dg) .
But the support of the n-th convolution power µ∗n is contained in Sµ. Hence by the
corollary the last integral is bounded above by cp. Hence,
γλ (p, x) ≤ lim sup
n→+∞
1
n
log cp = 0
which concludes the proof of Theorem 4.1 (2).
To prove Lemma 4.12 we assume without loss of generality that A+∩ intS 6= ∅, which
implies that origin x0 of F = G/MAN belongs to C+. Recall the convex cone
ΓN = {H ∈ a : ∃n ∈ N,∃t > 0, etHn ∈ intS}.
Since FΘ, Θ ⊂ Σ, is the flag type of S it follows that
ΓN ⊂ cl
( ⋃
w∈WΘ
a+
)
.
For otherwise we would have w /∈ WΘ, H ∈ wa+ and n ∈ N such that g = eHn ∈ intS.
But this implies that x0 is a fixed point of type w of g. Since w /∈ WΘ this contradicts
the fact that Θ is the flag type of S. From this fact we can prove the following estimate
for elements in intS fixing x0.
Lemma 4.14 Suppose that g ∈ intS is such that gx0 = x0. Then ρλ(g, x0) ≥ 1.
Proof: If gx0 = x0 then we can write g = man ∈ MAN in which case ρλ (g, x0) = eλ(H)
where a = eH . We claim that H ∈ CΘ. In fact, we can pertub g inside intS and assume
that m has finite order. Then for some k ≥ 1 we have gk = akn ∈ AN , which implies, by
the comments above, that kH ∈ ΓN ⊂ CΘ and hence H ∈ CΘ. Finally, for any λ ∈ (a∗Θ)+
and H ′ ∈ CΘ we have λ (H ′) ≥ 0, which shows that ρλ (g, x0) = eλ(H) ≥ 1 as claimed.
Proof of Lemma 4.12: Assume without loss of generality that in the statement of the
lemma x = x0 is the origin of F = G/MAN . Suppose by contradiction that there exists
a sequence gk ∈ S with ρλ (gk, x0) → 0. It can be assumed that gkx → y in which case
y ∈ C. If g ∈ S then ρλ(ggk, x) = ρλ(h, gk ·x)ρλ(gk, x)→ 0 because the map z 7→ ρλ (g, z)
is bounded. Take in particular g ∈ intS with gy = x0. Then we can substitute gk by ggk
and assume that gk ∈ intS and gkx0 → x0.
Since x0 ∈ C+ we can choose g0 ∈ intS with g0x0 = x0. We choose also a compact
neighborhood W of g0 with W ⊂ intS and hence U = W−1x0 is a neighborhood of x0 in
F. By construction for every z ∈ U there exists h ∈ W such that x0 = hz. Write
r = sup{ρλ (h, z) : h ∈ W, z ∈ F}
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which is finite by compactnees.
Now, take k large enough so that gkx0 ∈ U and ρλ (gk, x0) < 1/2r. Then there exists
h ∈ W such that hgkx0 = x0 and we have
ρλ (hgk, x0) = ρλ(h, gkx0)ρλ(gk, x0) ≤ rρλ (gk, x0) < r
2r
=
1
2
.
But this contradicts the last lemma since hgk ∈ intS and hgkx0 = x0, concluding the
proof of Lemma 4.12.
In Section 3.2 it was given an example of the result of this lemma for a semigroup in
Sl (2,R).
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Chapter 5
Representations
In this section we derive basic properties of operators Uλ (µ) whose spectral properties
are intimitately related to the moment Lyapunov exponents. We work mainly in the
Banach space C (FΘ) of continuous functions on a flag manifold FΘ but auxiliary results
are obtained by considering the L2 space of the K-invariant probability measure mΘ on
FΘ.
The operators Uλ (µ) are obtained from representations of G. Let ρλ (g, x) be a cocycle
with x either in K or in a flag manifold FΘ where the cocycle is defined. If f is a function
(in K or FΘ) then we write formally
(Uλ (g) f) (x) = ρλ (g, x) f (gx) (5.1)
and will view Uλ as a representation of G on function spaces of K or FΘ. These are
right representations because Uλ (gh) = Uλ (h) ◦ Uλ (g). We use the same notation Uλ
for the representations on different spaces. In each case we specify which space is under
consideration.
For a probability measure µ we are interested in the operators
Uλ (µ) f (x) =
∫
G
(Uλ (g) f) (x)µ (dg) =
∫
G
ρλ (g, x) f (gx)µ (dg) (5.2)
The representations on the Banach spaces C (FΘ) and C (K) of continuous functions
are continuous as well as the representations on L2 (FΘ,mΘ) and L2 (K,m) where m = dk
is the Haar measure of K and mΘ is the unique K-invariant probability measure on FΘ.
We note that mΘ is the push-forward (piΘ)∗m where piΘ : K → FΘ is the canonical
projection.
For many properties it is enough to consider functions in K. In fact, denote for a mo-
ment by UKλ and U
Θ
λ the representations on the function spaces of K and FΘ, respectively.
If piΘ : K → FΘ is the canonical projection then for a function f on FΘ we have
UΘλ f = U
K (f ◦ piΘ) .
So the map f 7→ f ◦ piΘ define injections of the function spaces C (FΘ) and L2 (FΘ,mΘ)
onto closed subspaces of C (K) and L2 (K,m), respectively. These injections intertwine
the representations UΘλ and U
K
λ . Hence properties of U
Θ
λ (e.g. compactness of operators)
are inherited from those of UKλ .
If µ has exponential moments then the integral in (5.2) is well defined for every con-
tinuous function f . Hence we have well defined operators on C (FΘ) and C (K). These
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operators are positive (Uλ (µ) f ≥ 0 if f ≥ 0) and bounded because
|Uλ (µ) f (x) | ≤ ‖f‖∞ sup
x
∫
G
ρλ (g, x)µ (dg) = ‖f‖∞ ‖Uλ (µ) 1‖∞ .
Since Uλ (µ) is positive its operator norm ‖Uλ (µ)‖∞ coincides with ‖Uλ (µ) 1‖∞ where 1
is the constant function 1 (x) = 1.
Furthermore if µ and ν have exponential moments then the same happens to the
convolution µ ∗ ν and we have Uλ (µ ∗ ν) = Uλ (ν) ◦ Uλ (µ), so that Uλ (µ×n) = Uλ (µ)n.
????
We note that if pi : FΘ1 → FΘ2 is an equivariant fibration between flag manifolds then
UΘ1λ (µ) (f ◦ pi) =
(
UΘ2λ (µ) f
) ◦ pi if λ ∈ a∗Θ2 as follows directly from the definition.
????
The adjoint UΘλ (µ)
∗ acts on a measure ν on FΘ by
Uλ (g)
∗ ν (·) =
∫
Uλ (g)
∗ δy (·) ν (dy)
where δy is the Dirac measure at y ∈ FΘ.
????
The next proposition ensures that Uλ (µ) is an analytic family of operators. This
property will be needed later in order to apply perturbation theory of operators.
Proposition 5.1 If µ has exponential moments then the map λ 7→ Uλ (µ) is analytic
with respect to the operator norm in C (FΘ) and C (K).
Proof: Since C (FΘ) can be viewed as a closed subspace of C (K) it is enough to consider
this last space.
We check first that g 7→ |λa (g, x)|k is µ-integrable for any x ∈ K and any integer
k ≥ 0. But this is the case because if k is even then 0 ≤ (λa (g, x))k ≤ eλa(g,x) and
hence integrable. On the other hand if k is odd and λa (g, x)+ is the positive part of
λa (g, x) then (λa (g, x))k+ is bounded above by e
λa(g,x)+ and hence integrable. The same
way, the negative part (λa (g, x))k− is bounded above by e
λa(g,x)− = e−λa(g,x) which is also
µ-integrable. Thus for any x and k the integral
∫
G
|λa (g, x)|k µ (dg) is bounded above by
c = max
∫
G
e±λa(g,x)µ (dg).
Now consider, for example, the one-dimensional case p 7→ UΘpλ (µ) with λ fixed and
define the operators
Ukf (x) =
∫
G
(λa (g, x))k f (gx)µ (dg) .
By the previous estimate we have ‖Uk‖∞ ≤ c hence the radius of convergence of the power
series ∑
k≥0
pk
k!
Uk
is finite. Clearly
Upλ (µ) f (x) =
∫
G
epλa(g,x)f (gx)µ (dg)
=
∫
G
∑
k≥0
pk (λa (g, x))k
k!
f (gx)µ (dg)
=
∑
k≥0
pk
k!
Uk
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showing that p 7→ Upλ (µ) is analytic. The analyticity of the general case λ 7→ Uλ (µ) is
proved in the same way by expanding eλa(g,x) with λ = p1λ1 + · · ·+ plλl and {λ1, . . . , λl}
a basis of a∗.
We look now at the representations on L2 spaces. If µ has exponential moments
then Uλ (µ) is a bounded operator of L
2 (K,m) and hence of L2 (FΘ,mΘ). In fact, if
f ∈ L2 (K,m) and g ∈ G then
‖Uλ (g) f‖22 =
∫
ρλ (g, x)
2 |f (gx)|2m (dx) ≤ sup
x
ρ (g, x)2
∫
|f (gx)|2m (dx) = sup
x
ρ (g, x)2 ‖f‖22
that is
‖Uλ (g) f‖2 ≤ sup
x
ρ (g, x) ‖f‖2 .
It follows that ∫
G
‖Uλ (g) f‖2 µ (dg) ≤
(∫
sup
x
ρ (g, x)µ (dg)
)
‖f‖2
where the integral in the right hand side is finite because µ has exponential moments.
This inequality implies that the map g 7→ Uλ (g) f with values in L2 (K,m) is integrable.
In fact, if h ∈ L2 (K,m) and 〈·, ·〉 stands for the inner product in L2 (K,m) then by the
Cauchy-Schwarz inequality we have∫
G
|〈Uλ (g) f, h〉|µ (dg) ≤ ‖h‖2
∫
G
‖Uλ (g) f‖2 µ (dg)
≤
(∫
G
sup
x
ρ (g, x)µ (dg)
)
‖f‖2 ‖h‖2 .
So that g 7→ 〈Uλ (g) f, h〉 is integrable for any h ∈ L2 (K,m) hence
∫
G
Uλ (g) fµ (dg)
exists in L2 (K,m). Therefore Uλ (µ) is a well defined operator in L
2 (K,m) (and hence
in L2 (FΘ,mΘ)) with norm ‖Uλ (µ)‖2 bounded above by
∫
G
supx ρ (g, x)µ (dg).
Let us compute the adjoint of Uλ (µ) in L
2 (FΘ,mΘ). Let ωΘ be half the sum of the
positive roots outside 〈Θ〉 counted with multiplicities. If g ∈ G then g∗mΘ is absolutely
continuous w.r.t mΘ and is given by
g∗mΘ = ρ−2ωΘ
(
g−1, x
)
mΘ.
Proposition 5.2 The adjoint Uλ (µ)
∗ of Uλ (µ) in L2 (FΘ,mΘ) is U−λ−2ωΘ (µ−1) where
µ−1 = ι∗ (µ) and ι (g) = g−1.
Proof: If f, h ∈ L2 (FΘ,mΘ) and g ∈ G the∫
FΘ
ρλ (g, x) f (gx)h (x)mK (dx) =
∫
FΘ
ρλ
(
g, g−1x
)
f (x)h
(
g−1x
)
(g∗mK) (dx)
=
∫
FΘ
ρ−λ−2ωΘ
(
g−1, x
)
f (x)h
(
g−1x
)
mK (dx)
because ρλ (g, g
−1x) = ρλ (g−1, x)
−1
= ρ−λ (g−1, x). Hence 〈Uλ (g) f, h〉 = 〈f, U−λ−2ωΘ (g−1)h〉
and Uλ (g) = U−λ−2ωΘ (g
−1)∗. Integrating with respect to µ both sides of 〈Uλ (g) f, h〉 =
〈f, U−λ−2ωΘ (g−1)h〉 we get Uλ (µ) = U−λ−2ωΘ (µ−1)∗ as asserted.
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Next we derive some properties of the operators Uλ (µ) with the assumption that
µ = φdg has a density w.r.t. the Haar measure dg of G. In this case we have
Uλ (µ) f (kx) =
∫
G
ρλ (g, kx) f (gkx)µ (dg)
=
∫
G
ρλ (gk, x) f (gkx)φ (g) dg
=
∫
G
ρλ (g, x) f (gx)φ
(
gk−1
)
dg
because dg is right invariant and the cocycle is K-invariant. From this expression we get
the image of a bounded function is continuous.
Proposition 5.3 Suppose that µ = φ (g) dg has a densitiy. Then in a flag manifold FΘ
(or in K) Uλ (µ) (L
∞ (mΘ)) ⊂ C (FΘ).
Proof: Take f ∈ L∞ (mΘ). Then by the above expression for Uλ (µ) f (kx) we have
|Uλ (µ) f (kx)− Uλ (µ) f (x) | ≤ ‖f‖∞
∫
G
|ρλ (g, x)
(
φ
(
gk−1
)− φ (g)) |dg
≤ ‖f‖∞
∫
G
Φ (g) |φ (gk−1)− φ (g) |dg
where Φ (g) = supx∈F ρλ (g, x). By K-invariance of the cocycle we have ρλ (gk
−1, x) =
ρλ (g, k
−1x) for any k ∈ K so that Φ (gk−1) = Φ (g). If we put F = Φφ then the last term
in the above inequality becomes
‖f‖∞
∫
G
|Φ (gk−1)φ (gk−1)− Φ (g)φ (g) |dg = ‖f‖∞ ‖F ◦ Lk−1 − F‖1
where this integral exists by the assumption that µ has exponential moments and hence
F ∈ L1 (G, dg). Notice that UL (k)F = F ◦ Lk−1 is the left regular representation of K
on L1 (G, dg). This representation is continuous therefore,
|Uλ (µ) f (kx)− Uλ (µ) f (x) | ≤ ‖f‖∞
∥∥U1 (k−1)− 1∥∥ · ‖F‖1 (5.3)
which shows Uλ (µ) f is continuous.
The inequality (5.3) estimates the differences Uλ (µ) f (kx)−Uλ (µ) f (x) uniformly for
‖f‖∞ ≤ 1. Combining this estimate with Arzela´-Ascoli’s theorem we obtain compactness
of the operators Uλ (µ) in C (K) and C (FΘ) (cf. [13], Lemme 5.11).
Proposition 5.4 Suppose that µ has exponential moments and µ has a density with
respect to the Haar measure dg. Then the operators Uλ (µ) on C (FΘ) and C (K) are
compact.
Proof: If B [0, 1] = {f : ‖f‖∞ ≤ 1} is the unit ball in C (FΘ) then by (5.3) we have
that Uλ (µ) (B [0, 1]) is bounded and euicontinuous. Hence by Arzela´-Ascoli’s theorem
Uλ (µ) (B [0, 1]) is relatively compact, that is, Uλ (µ) is a compact operator.
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Now we wish to have compactness of the operators on the L2 spaces. For this purpose
we apply the integral formula dg = ρ2ω (g, 1) dk da dn for the Iwasawa decomposition
G = KAN (see e.g. see [16], Section I.5) to view Uλ (µ) as an integral operator on
L2 (K,m). We have,
Uλ (µ) f (u) =
∫
G
ρλ (g, u)φ (g) f (gu) dg =
∫
G
ρλ (gu, 1)φ (g) f (gu) dg
=
∫
G
ρλ (g, 1)φ
(
gu−1
)
f (g) dg
=
∫
K
dk
∫
AN
f (kan) e(λ+2ω) log aφ
(
gu−1
)
da dn
=
∫
K
f (k) dk
∫
AN
e(λ+2ω) log aφ
(
kanu−1
)
da dn.
Hence Uλ (µ) f (u) =
∫
K
Qλ (u, k) f (k) dk where the kernel Qλ (u, k) is given by
Qλ (u, k) =
∫
AN
e(λ+2ω) log aφ
(
kanu−1
)
da dn
=
∫
kANu−1
e(λ+2ω) log aφ (g) da dn.
In the last integral the measure in kANu−1 is the translation of the product of the Haar
measures in A×N (cf. [31], Section 4.4, Lemma 7 where this formula is written with the
assumption that φ is continuous with compact support).
It is well known that an integral operator in a L2-space is compact provided the kernel
Q is of Hilbert-Schmidt class, that is,∫
Q (u, k)2 du dk <∞. (5.4)
Hence under this integrability condition the operator Uλ (µ) on L
2 (K,m) is compact.
The same conclusion holds for the operators on L2 (FΘ,mΘ) since they are obtained by
restricting to a closed subspace of L2 (K,m).
Thus we arrive at the following conditions ensuring that the operators Uλ (µ) are
compact.
Proposition 5.5 Assume that µ satisfies the following properties:
1. µ has exponential moments.
2. µ = φ (g) dg has a density φ w.r.t. the Haar measure dg.
3. φ ∈ L3 (G, dg) or, equivalently φ ∈ L2 (G, µ).
Then in any flag manifold FΘ the operators Uλ (µ) on L2 (FΘ,mΘ) are compact.
Proof: By Jensen inequality we have
Q (u, k)2 =
(∫
AN
e(λ+ω) log aφ
(
kanu−1
)
da dn
)2
≤
∫
AN
e2(λ+ω) log aφ
(
kanu−1
)2
da dn.
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Hence ∫
K
Q (u, k)2 dk ≤
∫
K
dk
∫
AN
e2λ(log a)φ
(
kanu−1
)2
da dn
=
∫
G
ρ2λ (g, 1)φ
(
gu−1
)2
dg =
∫
G
ρ2λ (g, u)φ (g)
2 dg
=
∫
G
ρ2λ (g, u)φ (g)µ (dg) .
The assumption that µ has exponential moments assures that ρ2λ (·, u) belongs to L2 (G, µ).
Now if φ ∈ L2 (G, µ) then the Cauchy-Schwarz inequality shows that the last integral is
finite. Hence the kernel Q (u, k) is of Hilbert-Schmidt class which implies that the opera-
tor is compact.
When the kernel Q is of Hilbert-Schmidt class we can apply Cauchy-Schwarz inequality
to conclude that the functions in the image of Uλ (µ) are bounded.
Proposition 5.6 Under the assumptions of Proposition 5.5 we have that Uλ (µ) f is boun-
ded if f belongs to L2 (K,m) or L2 (FΘ,mΘ).
Proof: In fact, for any u ∈ K we have
|Uλ (µ) f (u)| ≤
∫
K
|Q (u, k) f (k)| dk ≤ ‖f‖2
∫
K
Q (u, k)2 dk <∞.
Combining the above statement with Proposition 5.3 we obtain the following regularity
result for the eigenfunctions of Uλ (µ) on L
2.
Corollary 5.7 Assume the conditions of Proposition 5.5 and let f be an eigenfunction
(nonzero eigenvalue) of Uλ (µ) in L
2 (K,m) or L2 (FΘ,mΘ). Then f is continuous.
Proof: By the above proposition Uλ (µ) f is bounded. Hence Uλ (µ)
2 f is continuous by
Proposition 5.3. Since f is an eigenfuction with nonzero eigenvalue it follows that f is
continuous as well.
Latter on we will apply this corollary to relate the spectra of Uλ (µ) on L
2 and on the
space of continuous functions.
To conclude this section we draw some comments about the restriction of the operators
Uλ (µ) to the invariant control sets. Given a flag manifold FΘ we let CΘ be the unique
invariant control set of Sµ in FΘ (we keep assuming that intSµ 6= ∅). Since CΘ is Sµ-
invariant it makes sense to define representations of S on the function spaces of CΘ. We
denote these representations by UCλ without distinguishing in advance the function space
nor the flag manifold. As before we have the operators UCλ (µ) obtained by integrating
UCλ (g) with respect to µ.
The operators UCλ (µ) satisfy analogous properties as those of Uλ (µ) like
1. the map λ 7→ UCλ (µ) is analytic with respect to the operator norm in C (CΘ).
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2. Each UCλ (µ) is a positive operator.
3. If µ has exponential moments and a density with respect to dg then the operators
UCλ (µ) are compact on C (CΘ).
(It should be mentioned that the expression for the adjoint in Proposition 5.2 does
not make sense for UCλ (µ) because CΘ is not invariant by S
−1
µ = Sµ−1 .)
The main difference between UCλ (µ) and Uλ (µ) is that the first operator is irreducible
in the space C (CΘ) (see below). Irreducibility allows to apply the classical Krein-Rutman
theorem (which is a generalization to infinite dimensions of the Perron-Frobenius theorem)
to get a decisive spectral property of UCλ (µ) that does not hold in general for Uλ (µ). We
work out this spectral question later on.
5.1 Infinitesimal representations
The representations Uλ of G on the functional spaces C (FΘ) and Lp (FΘ,mΘ) induce
infinitesimal representations of the Lie algebra g of G on the space of smooth functions
by taking derivatives of , X ∈ g, at t = 0. In turn a representation of g gives rise to
a representation of the universal enveloping algebra U (g) of g. In the function spaces
the infinitesimal representations are given by differential operators. The objective of this
section is to describe these differential operators. They will appear later on as infinitesimal
generators of semigroups of measures defined by stochastic differential equations.
If X ∈ g and f is a smooth function of FΘ then the derivative
Uλ (X) f (x) =
d
dt
Uλ
(
etX
)
f (x)|t=0
exits and define a smooth function Uλ (X) f . The map X 7→ Uλ (X) is a representation of
g on the space C∞ (FΘ) by first order differential operators. This representation extends
to the universal enveloping algebra U (g) of g by composing the operators, that is, if
X1, . . . , Xn ∈ g then Uλ (X1 · · ·Xn) = Uλ (X1) · · ·Uλ (Xn).
In order to explicitate the diferential operators Uλ (X), X ∈ g, we denote by X˜ the
vector field on FΘ whose flow is the one-parameter group etX , that is,
X˜ (x) =
d
dt
(
etXx
)
|t=0 .
(We use the same notation for every flag manifold FΘ.) Also, if X ∈ g is viewed as a right
invariant vector field in G we write
Xa (g, x) =
d
dt
a
(
etXg, x
)
|t=0
for the derivative w.r.t. the first coordinate in the direction of X. Clearly Xaλ (g, x) =
λXa (g, x) and Xρλ (g, x) = Xaλ (g, x) e
aλ(g,x). Now
Uλ (X) f (x) =
d
dt
ρλ
(
etX , x
)
f
(
etXx
)
|t=0 = Xaλ (1, x) f (x) + X˜f (x)
so that Uλ (X) = X˜ +Xaλ (1, x) where the last term is to be understood as the operator
of multiplication by the function Xaλ (1, x).
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The infinitesimal representation will be applied later on to semigroups of measures
defined as solutions of stochastic differential equations. The infinitesmial generators of
these semigroups are second order differential operators. With this in mind we introduce
the following notation (cf. [3]).
Notation: If X ∈ g and λ ∈ a∗ then we put
1. qX (x) = Xa (1, x). So that Xaλ (1, x) = λ (qX (x)) if λ ∈ a∗. The function qX is
defined in the maximal flag manifold F. But if λ ∈ a∗Θ then aλ (1, x) factors to FΘ
in which case we use the same notation λ (qX) for Xaλ (1, x).
2. rY (x) = Y˜ qY (x) = Y
2a (1, x) with the same remarks as for qX about λ (rY ).
With this notation we have Uλ (X) = X˜ + λqX . For a term of degree two Y
2, Y ∈ g,
we have
Uλ
(
Y 2
)
=
(
Y˜ + λqY (x)
)2
= Y˜ 2 + 2λqY (x) Y˜ + Y˜ λqY (x) + λqY (x)
2
= Y˜ 2 + 2λqY Y˜ + λrY + λq
2
Y .
The next lemma will be used to derive expressions for the functions qX and rY .
Lemma 5.8 If X, Y ∈ g are right invariant vector fields then
1. Xa (gh, x) = Xa (g, hx) for all g, h ∈ G. In particular Xa (g, x) = Xa (1, gx).
2. Y Xa (gh, x) = Y Xa (g, hx).
3. Y Xa (1, x) = Y˜ Xa (1, x).
4. Xa (g, x) = 0 if X ∈ k.
Proof: By the cocycle property
d
dt
a
(
etXgh, x
)
|t=0 =
d
dt
a
(
etXg, hx
)
|t=0 +
d
dt
a (h, x)|t=0
which shows (1). Item (2) is a direct consequence of (1). Now
Y (Xa (1, x)) =
d
dt
Xa
(
etY , x
)
|t=0 =
d
dt
Xa
(
1, etY x
)
|t=0
by (1). The last term is Y˜ Xa (1, x) showing (3). Finally, a
(
etXg, x
)
= a (g, x) if X ∈ k so
that Xa (g, x) = 0.
For simplicity of notation we abbreviate the derivatives of a (g, x) as follows (cf. [4]):
Now we we compute explicitly the partial derivatives of a (g, x) in terms of the Cartan
g = k ⊕ s and Iwasawa g = k ⊕ a ⊕ n decompositions. If Z ∈ g we write its components
as Z = Zk + Za + Zn ∈ k⊕ a⊕ n.
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Lemma 5.9 For the cocycle a (g, x) in the maximal flag manifold F we have the following
formulas where x = kx0 and x0 is the origin of F = G/MAN .
1. qX (x) = Xa (1, x) = (Ad (k
−1)X)a.
2. Y Xa (1, x) = Y˜ Xa (1, x) = (Ad (k−1) [(Ad (k−1)Y )k , X])a.
3. X2a (1, x) = (Ad (k−1) [(Ad (k−1)X)k , X])a.
4. If Y = A + Z ∈ k ⊕ s is the Cartan decomposition of Y then qY = qZ and rY =
rZ + A˜qZ.
5. Let pa : s → a be the orthogonal projection w.r.t the Cartan-Killing form. Then
qX (x) = pa (Ad (k
−1)X).
6. If k ∈ K and X ∈ g then qX (kx) = qAd(k−1)X (x) and rX (kx) = rAd(k−1)X (x).
Proof: Write the Iwasawa decomposition etXk = kthtnt with k0 = k and h0 = n0 = 1.
We have log ht = a
(
etX , x
)
so that Xa (1, x) = h′0. On the other hand
X (k) =
d
dt
(kthtnt)|t=0 = k
′
0 + kh
′
0 + kn
′
0.
This last equality shows that k−1X (k) = k−1k′0 + h
′
0 + n
′
0. Since k
−1k′0 ∈ k, h′0 ∈ a and
n′0 ∈ n it follows that h′0 is the a-component of k−1X (k) = Ad (k−1)X. This shows that
Xa (1, x) = (Ad (k−1)X)a as claimed in (1).
By Lemma 5.8 (3) we have Y Xa (1, x) = Y˜ Xa (1, x). Hence we get (2) by derivating
(Ad (k−1)X)a as a function of k. Take the Iwasawa decomposition e
tY k−1 = uthtnt ∈
KAN with u0 = k
−1 and h0 = n0 = 1. Then the derivative in the direction of Y˜ is
d
dt
Ad (ut)|t=0 = d (Ad)k−1 (u
′
0) .
Since u′0 ∈ Tk−1K we have u′0 = k−1A with A ∈ k, that is, u′0 = ddt
(
k−1etA
)
|t=0 . So that
d
dt
Ad (ut)|t=0 =
d
dt
Ad
(
k−1etA
)
|t=0 = Ad
(
k−1
)
ad (A) .
To find A ∈ k take the derivative of etY k−1 = uthtnt to get
Y
(
k−1
)
= u′0 + kh
′
0 + kn
′
0
and hence (
Ad
(
k−1
)
Y
)
k
= ku′0 = A.
Summarizing,
Y Xa (1, x) = Y˜ Xa (1, x) = Ad
(
k−1
) [(
Ad
(
k−1
)
Y
)
k
, X
]
a
showing (2). Item (3) is a special case of (2) and (4) is a consequence of qA = 0.
To get (5) take Z ∈ s and write and write its Iwasawa decomposition as Z = Zk +
Za + Zn ∈ k ⊕ a ⊕ n. Since Z = (Z − θZ) /2 we have Z = Za + (Zn − θZn) /2. But Za
and (Zn − θZn) /2 are orthogonal w.r.t the Cartan-Killing form. Hence pa (Z) = Za which
implies (5).
5.1. Infinitesimal representations 53
Finally, if k ∈ K andX ∈ g then byK-invariance we have a (etX , kx) = a (k−1etXk, x) =
a
(
etAd(k)X , x
)
so that
qX (kx) =
d
dt
a
(
etAd(k)X , x
)
t=0
= qAd(k−1)X (x) .
A similar computation yields rX (kx) = rAd(k−1)X (x).
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Chapter 6
Principal eigenvalue
One of the main issues regarding the moment Lyapunov exponents γλ (x) stays in their
relationship with the spectral radii rλ and r
C
λ of the operators Uλ (µ) and U
C
λ (µ) acting
on the space of continuous functions C (FΘ) and C (CΘ), respectively.
We say that an operator T admits a principal eigenvalue if its spectral radius r (T ) is
an eigenvalue of multiplicity 1. If T is a compact operator in a space C (X) of continuous
functions that admits a principal eigenvalue then its spectral radius is an isolated point
of the spectrum spec (T ) and we have a decomposition
T = r (T ) 〈ν, ·〉f +Q
where f is an r (T )-eigenfunction, ν is a measure and Q is an operator with spectral
radious strictly less than r (T ).
In this chapter we will prove that under suitable hypothesis that the operators UCλ (µ)
as well as most of the operators Uλ (µ) admit principal eigenvalues. It will produce that
γλ (x) = r
C
λ for any x ∈ CΘ an that rCλ is analytic as a function of λ. Similar results hold
for rλ but now with λ resctricted to a certain range.
6.1 Results from operator theory
By definition of the operator Uλ (µ) we have Uλ (µ)
n 1 (x) =
∫
G
ρλ (g, x)µ
n (dg) where
1 (x) = 1. Hence the moment Lyapunov exponent γλ (x) is given in terms of the operator
Uλ (µ) by
γλ (x) = lim sup
n→∞
1
n
logUλ (µ)
n 1 (x) .
Under suitable conditions this limit is the spectral radius (and even an eigenvalue) of
Uλ (µ). This way of looking at the moment Lyapunov exponents open the way to apply
operator theory to prove some of the main properties of γλ (x) (e.g. lim sup = lim,
analyticity, etc.). In this section we collect results on operator theory that will be used
in the proofs.
If X is a compact space we let C (X) be the Banach space of continuous functions on
X endowed with the norm ‖·‖∞. An operator in C (X) is positive if Tf ≥ 0 whenever f
is a nonnegative function in C (X).
The following result is the classical Krein–Rutman theorem which is a generalization
to infinite dimensions of the Perron-Frobenius theorem for nonnegative matrices (see
Schaefer [30]).
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Theorem 6.1 Let E be a Banach space and W ⊂ E a convex cone such that the subspace
W −W is dense in E. Let T : E → E be a compact operator such that T (W ) ⊂ W and
assume that its spectral radius r (T ) is strictly positive. Then r (T ) is an eigenvalue of T
having an eigenvector in W .
This theorem applies to positive operators of functional spaces (C (X) or Lp (X)) by
taking W to be the cone of nonnegative functions. By writing a function f as f = f+−f−
where f+ = (|f |+ f) /2 and f− = (|f | − f) /2 it follows that W − W is the whole
functional space in each case.
A Borel subset E ⊂ X is said to be invariant by a positive operator T on C (X) if
suppf ⊂ E implies supp (Tf) ⊂ E. The operator T is said to be irreducible if X is the
only invariant set that contains the support suppf of a nonzero function f .
Proposition 6.2 Let T be a positive compact operator on C (X). Suppose T is irreducible
and r (T ) > 0. Let f be a nonnegative eigenfunction of the spectral radius. Then suppf =
X.
Proof: The set of functions g ∈ C (X) such that suppg ⊂ suppf is the closure of the set
B = {g ∈ C (X) : ∃α ≥ 0, |g| ≤ αf}.
If g ∈ B then |Tg| ≤ T |g| ≤ αTf = αβf so that TB ⊂ B. By continuity we conclude
that suppTg ⊂ suppf if suppg ⊂ suppf . Hence irreducibility implies that suppf = X.
Still about positive operators we note that if T is bounded and positive then ‖T‖∞ =
‖T1‖∞. In fact, if ‖f‖∞ ≤ 1 then |f | ≤ 1 hence |Tf | ≤ T |f | ≤ T1.
Proposition 6.3 Let T be a bounded positive operador on C (X) and f a strictly positive
eigenfunction of T . Let β be the eigenvalue of f and assume that β 6= 0. Then, β > 0
and equals the spectral radius r (T ) of T . Furthermore lim 1
n
log T n1 (x) = log β uniformly
in x.
Proof: We have β > 0 because Tf = βf . Put m = inf f > 0 and M = sup f > 0. Since
T is a postive operator we have mT n1 ≤ T nf ≤MT n1, that is, for all x ∈ X it holds
1
M
βnf (x) ≤ T n1 (x) ≤ 1
m
T nf (x) . (6.1)
Hence
log β +
1
n
log
f (x)
M
≤ 1
n
log T n1 (x) ≤ log β + 1
n
log
f (x)
m
implying that
lim
n→∞
1
n
log T n1 (x) = log β.
Since f is bounded 1
n
log f(x)
M
and 1
n
log f(x)
m
converge to 0 uniformly in x, proving the last
statement.
Now inequality (6.1) implies that
1
M
βn ‖f‖∞ ≤ ‖T n1‖∞ ≤
1
m
βn ‖f‖∞ .
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But T is a positive operator hence ‖T n‖∞ = ‖T n1‖∞. Therefore limn→∞ 1n log ‖T n‖ =
log β so that β is the spectral radius r (T ) of T by the well known Gelfand formula
r (T ) = limn→∞ ‖T n‖1/n.
The next statement complements the above proposition. It will be used later to show
that γλ (x) may not be constant as a function of x.
Proposition 6.4 Let T be a bounded positive operador on C (X) and f a nonnega-
tive eigenfunction of T . Let β be the eigenvalue of f and assume that β 6= 0. Then
lim supn log
1
n
(T n1) (x) ≥ log β if f (x) > 0.
Proof: Since T is positive we have βnf (x) = (T nf) (x) ≤ ‖f‖∞ (T n1) (x). Hence,
1
n
log (T n1) (x) ≥ log β + 1
n
log
f (x)
‖f‖∞
and limit follows.
Our analysis of the analyticity of λ 7→ γλ (x) is based on the following perturbation
theorem (see Dunford-Schwartz [10], Section VII.6.7, Theorem 9).
Theorem 6.5 Let T (z), |z| < ε, be an analytic family of bounded operators of a complex
Banach space E. Suppose that λ0 ∈ C is an isolated point of the spectrum σ (T (0)) of
T (0) such that the corresponding spectral subspace E (λ0, T (0)) has dimension m. Then
there is an open set U 3 λ0 and δ > 0 such that if |z| < δ then the spectra of T (z) in U
splits into k ≤ m functions λ1 (z) , . . . , λk (z) with λi (0) = λ0 and satisfying the following
properties:
1. The dimension of the sum of the spectral subspaces associated to λ1 (z) , . . . , λk (z)
is equal to the dimension m of E (λ0, T (0)).
2. There exists n ∈ N such that each λi (z) is a power series on the principal value of
z1/n.
3. If m = 1 then λ (z) = λ1 (z) is analytic at (a neighborhood of) 0.
Proof: See [10], Section VII.6.7, Theorem 9. The one-dimensional case in (3) is not
explicitly stated in [10] but is an immediate consequence of (2). Anyway by inspecting
the proof one sees that the functions λ1 (z) , . . . , λk (z) are obtained by solving for λ the
m×m eigenvalue equation
det (λid− S (z)) = 0
where S (z) is analytic. If m = 1 then the solution λ = S (z) is analytic.
6.2. Operators on the invariant control sets 57
6.2 Operators on the invariant control sets
In this subsection we rely on irreducibility to prove that the operators UCλ (µ) have princi-
pal eigenvalues. The only assumption to prove this fact is that µ has a density w.r.t. the
Haar measure dg of G. We view UCλ (µ) as an operator on the space C (CΘ) of continuous
functions on the invariant control set CΘ in an arbitrary flag manifold FΘ. The assump-
tion that µ = φ (g) dg ensures that intSµ 6= ∅ and that UCλ (µ) is a compact operator on
C (CΘ).
Proposition 6.6 For any λ the operator UCλ (µ) is irreducible on C (CΘ) where CΘ is
the invariant control set in an abitrary flag manifold FΘ. (As always we assume that )
Proof: Let E ⊂ CΘ be a measurable set such that there is a continuous f 6= 0 with
suppf ⊂ E which is invariant by UCλ (µ), that is, if supph ⊂ E then suppUCλ (µ)h ⊂ E.
Clearly E is also invariant by any iteration UCλ (µ)
n of UCλ (µ). Suppose by contradiction
that E 6= CΘ and take x ∈ CΘ \ E. Take also a nonnegative f 6= 0 with suppf ⊂ E (e.g.
f = |h| with supph ⊂ E). Let r > 0 be such that the open set Vr = {y ∈ FΘ : f (y) > r}
is not empty.
By Corollary 4.6 there exists n ≥ 1 and a set A ⊂ G with µ×n (A) > 0 such that
gx ∈ Vr if g ∈ A. For such n and A we have
UCλ (µ)
n f (x) =
∫
G
ρλ (g, x) f (gx)µ (dg) ≥
∫
A
ρλ (g, x) f (gx)µ (dg) ≥ r
∫
A
ρλ (g, x)µ (dg) > 0
contradicting the fact that x /∈ suppUCλ (µ)n f .
The irreducibility combined with Proposition 6.2 ensures that the spectral radius of
UCλ (µ) is an eigenvalue with eigenfunction f such that suppf = CΘ. Let us write r
C
λ =
r
(
UCλ (µ)
)
for the spectral radius of UCλ (µ). Below we will prove that r
C
λ is a principal
eigenvalue. A basic ingredient in the proof is the fact that the nonnegative eigenfunction
with full support is strictly positive as we prove next.
Proposition 6.7 There exists an eigenfunction f of rCλ that is strictly positive on CΘ.
Proof: Let f be an eigenfunction with suppf = CΘ and suppose by contradiction that
f (x) = 0 for some x ∈ CΘ. Then we have
0 = rnλf (x) =
∫
G
ρλ (g, x) f (gx)µ
×n (dg)
for all n ≥ 1 so that f (gx) = 0 for µ×n-almost all g. However by Corollary 4.6 there
exists n ≥ 1 and a set A ⊂ G with µ×n (A) > 0 such that f (gx) > 0 if g ∈ A. Hence the
integral above cannot be 0 which is a contradiction.
The next simple lemma will be used in the proof that rCλ is a principal eigenvalue.
Lemma 6.8 In a probability space (X,P ) let a be measurable function such that |a| = c
is constant. Suppose that a is not almost surely constant (and hence c > 0). Then∣∣∫
X
a (x)P (dx)
∣∣ < c.
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Proof: Let z0 =
∫
X
a (x)P (dx). Since |a| = c we have |z0| ≤ c. Suppose by contradiction
that |z0| = c then for every x ∈ X, a (x) belongs to the half-plane {z : Rez0a (x) ≤ |z0|2}
delimited by the tangent line to the circle of radious c through z0, that is, Rez0a (x) ≤ |z0|2,
x ∈ X. The assumption that a is not constant ensures that there exists d < |z0|2 such
that P (Ad) > 0 if Ad = {x ∈ X : Rez0a (x) ≤ d}. Therefore
|z0|2 = Rez0
∫
X
a (x)P (dx) =
∫
A
Rez0a (x)P (dx) +
∫
X\A
Rez0a (x)P (dx)
< dP (A) + |z0|2 P (X \ A) < |z0|2
which is a contradiction.
Now we can prove that rCλ is a principal eigenvalue.
Proposition 6.9 The eigenspace associated to rCλ is one dimensional and if β is an
eigenvalue of UCλ (µ) with |β| = rCλ then β = rCλ .
Proof: Let f be the strictly positive eigenfunction whose existence is ensured by Pro-
position 6.7. Suppose that h is an (eventually complex) eigenfunction with eigenvalue β
with |β| = rCλ , that is, β = eiarCλ . Put ξ = h/f and normalize h so that there exists
x0 ∈ CΘ with ξ (x0) = supx∈CΘ |ξ (x)|. For n ≥ 1 we have
1
(rCλ )
n
∫
G
ρλ (g, x0)
f (gx)
f (x)
ξ (gx0)µ
×n (dg) = einaξ (x0) . (6.2)
Hence
sup
x∈CΘ
|ξ (x)| = ξ (x0) ≤ 1
(rCλ )
n
∫
G
ρλ (g, x0)
f (gx)
f (x)
|ξ (gx0)|µ×n (dg) .
Since
1
(rCλ )
n
∫
G
ρλ (g, x0)
f (gx)
f (x)
µ×n (dg) = 1
the above inequality shows that for µ×n-almost all g ∈ G we have |ξ (gx0)| = ξ (x0) for
every n ≥ 1. Therefore |ξ (x)| is constant on CΘ because CΘ is an invariant control set
(cf. Corollary 4.6).
Now we can apply the previous lemma to the probabilities Pn =
1
(rCλ )
nρλ (g, x0)
f(gx)
f(x)
µ×n (dg)
(all n) and the function a (g) = ξ (gx0). We have |a (g)| = ξ (x0) and∣∣∣∣∫
G
a (g)Pn (dg)
∣∣∣∣ = ξ (x0)
hence by the lemma a (g) is constant so that ξ is constant in CΘ. It follows that
h = ξ (x0) f which means that β = r
C
λ and the multiplicity of r
C
λ is one, concluding
the proof.
Remark: The above proof can be (and will be) applied to an operator Uλ (µ) on C (FΘ)
as soon as it is known that the spectral radius of Uλ (µ) has an eigenfunction that is
strictly positive. Then arguing as in the proof one can conclude that ξ is constant on
the set Sµx0 which contains the invariant control set CΘ. Hence the eigenfunction h is a
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multiple of f in Sµx0 and hence in CΘ. In the next subsection we use this fact as a step
in the proof that Uλ (µ) has a principal eigenvalue for the majority of λ.
Combining the existence of a principal eigenvalue rCλ ensured in the above Proposition
6.9 with the perturbation Theorem 6.5 (3) we that the map λ 7→ rCλ is analytic.
For latter reference we summarize the results in the next theorem.
Theorem 6.10 Suppose that µ = φ (g) dg has a density w.r.t. the Haar measure. Take
a flag manifold FΘ and let CΘ ⊂ FΘ be the unique invariant control set. If ρλ (g, x) is
a cocycle defined in FΘ we let the operator UCλ (µ) act on the Banach space C (CΘ) of
continuous functions on CΘ. Then we have the following properties:
1. UCλ (µ) is a compact, positive and irreducible operator.
2. The spectral radius rCλ of U
C
λ (µ) has multiplicity one and its eigenspace is generated
by a strictly positive eigenfunction.
3. If β is an eigenvalue of UCλ (µ) with |β| = rCλ then β = rCλ .
Remark: The above theorem includes the operators Uλ (µ) on C (FΘ) if Sµ = G because
in this case CΘ = FΘ.
As a consequence we can apply the perturbation Theorem 6.5 (3) to get the analyticity
of rCλ as a function of λ.
Corollary 6.11 Let rCλ be the spectral radius of U
C
λ (µ). Then the map λ 7→ rCλ is analytic
if µ satisfies the conditions of the above theorem.
6.3 Operators on the flag manifolds
Unless Sµ = G the operators Uλ (µ) are not irreducible on C (FΘ) because CΘ is a proper
invariant set if Sµ is a proper semigroup.
Let rλ be the spectral radius of Uλ (µ) acting on the space C (FΘ) of continuous functi-
ons. It was proved in Guivarc’h-Raugi [13] that for λ in a certain range (see [13], Propo-
sition 5.10, The´ore`me 5.13 and Corollaire 5.14) rλ is a principal eigenvalue. The results
of [13] are stated only for G = Sl (d,R) but the proofs can be easily adapted to a general
semi-simple Lie group.
In this subsection follow the ideas and techniques of Section 5 of [13] to prove the
existence of a principal eigenvalue of operators Uλ (µ) with λ in a subset of a
∗. Even in
the case of G = Sl (d,R) we enlarge the range covered by [13].
Recall that we denote by (a∗Θ)
+ the partial chamber which is the interior (in a∗Θ) of
the cone spanned by the fundamental weights Φ \ ΦΘ.
Theorem 6.12 Suppose that µ satisfies the conditions of Proposition 5.5 (i.e., µ has
exponential moments and µ = φ (g) dg with φ ∈ L3 (G, dg)). Let ωΘ be half the sum of the
positive roots outside 〈Θ〉 counted with multiplicities (cf. Proposition 5.2). Then rλ is a
principal eigenvalue of Uλ (µ) if λ ∈ CΘ = −ωΘ + (a∗Θ)+.
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Remark: In [13] it is proved that if G = Sl (d,R) then an operator Uλ (µ) admits principal
eigenvalue if λ = r1ω1 + · · · + rd−1ωd−1 is such that
∑
ri<0
(−ri) < 1/ (d− 1) where
{ω1, . . . , ωd−1} are the fundamental weights (see [13], The´ore`me 5.13). For Sl (d,R) when
Θ = ∅ we have ω = ω1 + · · ·+ωd−1 so that C contains λ = r1ω1 + · · ·+rd−1ωd−1 if ri > −1.
Thus the condition in the above theorem that λ ∈ C improves the condition of [13].
The first step in the proof of Theorem 6.12 is to construct an eigenmeasure of the ad-
joint Uλ (µ)
∗ of Uλ (µ) with eigenvalue rλ. For this purpose we recall that by Proposition
5.5 the operator Uλ (µ) on L
2 (FΘ,mΘ) is compact. Hence by the Krein-Rutman Theorem
6.1 the spectral radius, say sλ, of Uλ (µ) on L
2 (FΘ,mΘ) is an eigenvalue having a nonne-
gative eigenfunction (note that Uλ (µ) is injective so that its spectrum does not reduces
to 0 and hence sλ > 0). Now by Corollary 5.7 an eigenfunction of Uλ (µ) in L
2 (FΘ,mΘ)
is continuous and hence an eigenfunction in C (FΘ). This shows that sλ ≤ rλ. The reverse
inequality holds because C (FΘ) ⊂ L2 (FΘ,mΘ).
Proposition 6.13 Under the assumptions of Theorem 6.12 the spectral radius of the
operator Uλ (µ) on L
2 (FΘ,mΘ) equals the spectral radius rλ of Uλ (µ) viewed as an operator
of C (FΘ). Moreover Uλ (µ) has a continuous nonegative eigenfunction with eigenvalue rλ.
Combining this proposition with the expression for the adjoint of Uλ (µ) in L
2 (FΘ,mΘ)
given in Proposition 5.2 we get the existence of an eigenmeasure with eigenvalue rλ.
Proposition 6.14 Under the conditions of Theorem 6.12 there exists an eigenmeasure
νλ (in C (FΘ)∗) of Uλ (µ)∗ with eigenvalue rλ. The measure νλ has a continuous density
w.r.t. the K-invariant measure mΘ.
Proof: The measure µ−1 = ι∗µ where ι (g) = g−1 satisfies the same conditions as µ.
Hence by the above proposition the operator U−λ−2ωΘ (µ
−1) has a nonnegative continuous
eigenfunction fλ whose eigenvalue is the spectral radius of U−λ−2ωΘ (µ
−1) that coincides
with rλ because U−λ−2ωΘ (µ
−1) is the L2 (FΘ,mΘ)-adjoint of Uλ (µ).
Hence νλ = fλmΘ is the desired eigenmeasure.
We proceed now to construct a strictly positive eigenfunction φλ if λ ∈ CΘ, whose
eigenvalue is the spectral radius rλ by Proposition 6.3. Once such a function is obtained
the proof of Theorem 6.12 follows the same way as in the invariant control set case.
To get φλ we define an integral operator Tλ : C (F)∗ → C (F) by
(Tλν) (x) =
∫
F
∆λ (x, y) ν (dy)
that intertwines the actions of the operators Uλ
(
µT
)∗
and Uλ (µ) where µ
T = τ∗ (µ) and
τ (g) = θ (g−1) is the transpose w.r.t. the Cartan involution θ. The condition that λ ∈ C
will be needed to ensure that Tλν
T
λ ∈ C (F) where νTλ is an eigenmeasure of Uλ
(
µT
)∗
.
In the next proposition we define and prove the properties of the kernel ∆λ of Tλ.
Proposition 6.15 Given λ ∈ cl (a∗Θ)+ there is an analytic function ∆λ : FΘ × FΘ → R+
satisfying the following properties:
1. ∆λ (kx, ky) = ∆λ (x, y) for all k ∈ K and x, y ∈ FΘ.
2. ∆λ (nx0, x0) = ρλ (n, x0)
−1 if x0 is the origin of FΘ and n ∈ N−. Hence ∆λ (x, y) ≥
0.
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3. If g ∈ G and x, y ∈ FΘ then
ρλ (g, x) ∆λ (gx, y) = ∆λ
(
x, gTy
)
ρλ
(
gT , y
)
(6.3)
where gT = θ (g−1) is the transposition with respect to the Cartan involution θ.
4. ∆λ+µ (x, y) = ∆λ (x, y) ∆µ (x, y).
Proof: Assume first that λ is a dominant weight and consider the flag manifold Fλ = FΘλ
where Θλ = {α ∈ Σ : 〈λ, α〉 = 0}. Since λ ∈ cl (a∗Θ)+ we have Θ ⊂ Θλ so that there is a
fibration piλ : FΘ → Fλ.
The flag manifold Fλ realizes as the projective orbit G · Vλ of the λ-weight space Vλ
in the space V (λ) of the representation Rλ with highest weight λ. The cocycle ρλ factors
to Fλ and is given by
ρλ (g, x) =
‖gv‖
‖v‖
where ‖·‖ is the norm of the K-invariant inner product and v is a generator of the line
x ∈ Fλ = G · Vλ. This being so define
∆Θλ (x, y) = |cos θ (x, y)| ∆λ = ∆Θλ ◦ (piλ × piλ)
where θ (x, y) is the angle between representatives of x, y ∈ Fλ ⊂ P (V (λ)). Property (1)
is satisfied by ∆λ because k ∈ K is an isometry. To see (2) take v0 ∈ Vλ with ‖v0‖ = 1
and let b0 be the origin of Fλ which is identified with Vλ ∈ P (V (λ)). For n ∈ N− write
v = nv0 = Rλ (n) v0. Let X ∈ n− be such that n = eX . Then
v = eXv0 = v0 +
∑
k≥1
1
k!
Rλ (X)
k v0.
For each k ≥ 1 we have Rλ (X)k v0 ∈
∑
µ6=λ Vµ where the Vµ are the weight spaces. Since
the weight spaces are orthogonal to each other we get v = nv0 = v0 + v1 with 〈v0, v1〉 = 0.
Hence if θ = θ (nb0, b0) then
cos θ =
〈v, v0〉
‖v‖ =
〈v0 + v1, v0〉
‖v‖ =
1
‖v‖ .
It follows that ρλ (n, x0) = ‖nv0‖ = 1/ cos θ = 1/∆Θλ (nbΘ, bΘ), which proves (2) for ∆Θλ .
By equivariance of piλ the equality (2) holds for ∆λ as well.
To get (6.3) let v and w be representatives of x and y, respectively. Then
ρλ (g, x) ∆λ (gx, y) =
‖gv‖
‖v‖
〈gv, w〉
‖gv‖ · ‖w‖ =
〈v, gTw〉
‖v‖ · ‖gTw‖
∥∥gTw∥∥
‖w‖
= ∆λ
(
x, gTy
)
ρλ
(
gT , y
)
.
This concludes the definition of ∆λ when λ is a dominant weight. Analyticity of ∆λ
follows by (2).
Now, if λ ∈ cl (a∗)+ then λ = r1ω1 + · · ·+ rkωk with ri ≥ 0 where {ω1, . . . , ωk} are the
fundamental weights in Φ \ ΦΘ. If we put
∆λ = ∆
r1
ω1
· · ·∆rlωl
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then the properties in the statement are satisfied because ρλ = ρ
r1
ω1
· · · ρrlωl .
For λ ∈ a∗Θ arbitrary with λ = r1ω1 + · · ·+ rlωl we define ∆λ by the same expression
∆λ = ∆
r1
ω1
· · ·∆rlωl . Although we can have ∆λ (x, y) = +∞ when some coefficient ri < 0 the
properties of Proposition 6.15 are mantained. In particular by property (2) ∆λ (nx0, x0)
is finite for any n ∈ N−.
The following lemma about integrability of ρλ is well known. The restriction in The-
orem 6.12 that λ ∈ CΘ is based on this integrability.
Lemma 6.16 Let ωΘ be half the sum of the positive roots outside 〈Θ〉 counted with mul-
tiplicities. Then ∫
N−
e−(θ+ωΘ)a(n,x0)dn <∞
if θ ∈ (a∗Θ)+.
Proof: See Helgason [16], Theorem 6.14. Actually the integral is the value of the c-
function of Harish-Chandra on −iθ.
As a consequence of this lemma and (2) of Proposition 6.15 we get integrability of ∆λ
for λ in the cone CΘ.
Lemma 6.17 Denote by mΘ the K-invariant measure on FΘ. Then for every x ∈ FΘ it
holds ∫
FΘ
∆λ (y, x)mΘ (dy) <∞
if λ ∈ −ωΘ + (a∗Θ)+.
Proof: By K-invariance of ∆λ it suffices to prove integrability when x = x0 is the origin
of FΘ. By Proposition 6.15 (2) we have∫
FΘ
∆λ (y, x0)m (dy) =
∫
N−
ρλ (n, x0)
−1 e−2ωΘa(n,x0)dn
where we are using the integral formula
∫
FΘ
f (x)m (dx) =
∫
N− f (nx0) e
−2ωΘa(n,x0)dn (see
[16], Theorem I.5.20). The right hand side of the above equality is∫
N−
e−(λ+2ωΘ)a(n,x0)dn
which is finite if θ = λ+ ω ∈ (a∗Θ)+, by the above lemma. That is ∆λ (y, x0) is integrable
if λ belongs to the cone −ω + (a∗Θ)+.
Having this estimate we can return to Theorem 6.12. For a measure ν in FΘ define
∆λ ∗ ν ∈ C (FΘ) by
∆λ ∗ ν (y) =
∫
FΘ
∆λ (y, x) ν (dx)
if the integral exists. By (6.3) we have Uλ (g) (∆λ ∗ ν) = ∆λ ∗
(
Uλ
(
gT
)∗
ν
)
if g ∈ G and
hence
Uλ (µ) (∆λ ∗ ν) = ∆λ ∗
(
Uλ
(
µT
)∗
ν
)
, (6.4)
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that is, the operator ν 7→ ∆λ ∗ ν intertwines the operators Uλ
(
µT
)∗
and Uλ (µ).
Now as µ the measure µT satisfies the same hypothesis of Theorem 6.12. Hence
by Proposition 6.14 the adjoint Uλ
(
µT
)∗
admits eigenmeasure νλ that has a continuous
density w.r.t. the K-invariant measure mΘ.
Proposition 6.18 Assume that µ satisfies the conditons of Theorem 6.12. Then for any
λ ∈ CΘ the Uλ (µ) has a strictly positive eigenfunction φλ ∈ C (FΘ). (In view of Proposition
6.3 the eigenvalue of φλ is by force the spectral radius rλ.)
Proof: By Proposition 6.14 the operator Uλ (µ)
∗ has an eigenmeasure νλ that has a
continuous density w.r.t. mΘ. Hence by the above lemma ∆λ (y, x) is integrable w.r.t.
νλ (dy) for every x ∈ FΘ if λ ∈ −ωΘ + (a∗Θ)+. Thus
φλ (x) =
∫
FΘ
∆λ (y, x) νλ (dy) (6.5)
is the desired strictly positive eigenfunction.
Remark: If λ ∈ (a∗Θ)+ then the above proposition holds true with less conditions on
µ than those of Theorem 6.12. In fact, for a general µ one can built an eigenmeasure
νλ as an application of the Schauder-Tychonoff fixed-point theorem. If λ ∈ (a∗Θ)+ then
∆λ (y, x) is continuous (analytic) and hence integrable w.r.t. νλ in the y variable defining
an eigenfunction φλ as in (6.5). Under an irreducibility condition of Sµ (e.g. intSµ 6= ∅) it
follows that νλ is spreaded out so that φλ is strictly positive (see [13], Proposition 5.10).
On the contrary if λ /∈ (a∗Θ)+ then ∆λ (y, x) is not continuous anymore and we need the
conditions of Theorem 6.12 to get integrability of ∆λ (y, x) as a function of y for all x.
Now we can extend the result of Proposition 6.9 to C (FΘ) and prove that rλ is indeed
a principal eigenvalue, thus concluding the proof of Theorem 6.12.
Proposition 6.19 Assume that µ satisfies the conditons of Theorem 6.12. Then
1. the spectral radius rλ of Uλ (µ) has multiplicity one and its eigenspace is generated
by a strictly positive eigenfunction.
2. If β is an eigenvalue of Uλ (µ) with |β| = rλ then β = rλ.
Proof: Let φλ ∈ C (FΘ) be the strictly positive eigenfunction whose existence is ensured
by Proposition 6.18 and take an eigenfunction h with eigenvalue β = earλ. Then arguing
as in the proof of Proposition 6.9 we conclude that there exists a constant c > 0 such that
h (x) = cφλ (x) if x ∈ CΘ (see also the remark after the proof of Proposition 6.9). Hence
by equality (6.2) we have that β = rλ.
It remains to check that h is a multiple of φλ on the whole space FΘ. To this purpose
define the function f = φλ − ch. Since both φλ and h are eigenfunctions with eigenvalue
rλ the same happens to f . If we renormalize the eigenfunctions we can assume that there
exists x1 ∈ FΘ such that
f (x1) = sup
x∈FΘ
|f (x)|
φλ (x)
.
Then as in the proof of Proposition 6.9 we conclude that f (x) = f (x1)φλ (x) if x ∈ Sµx1.
In particular this holds if x ∈ CΘ because CΘ ⊂ Sµx1. It follows that f (x) = h (x) −
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cφλ (x) = f (x1)φλ (x) if x ∈ CΘ and hence f (x1) = 0, that is, f = 0. This means that
f = cφλ, concluding the proof.
With this proposition the proof of Theorem 6.12 is finished. Since in the range −ωΘ +
(a∗Θ)
+ the spectral radius of Uλ (µ) has multiplicity one we can apply the perturbation
Theorem 6.5 (3) to get its analyticity as a function of λ.
Corollary 6.20 Let rλ be the spectral radius of Uλ (µ). Then the map λ 7→ rλ is analytic
on −ωΘ + (a∗Θ)+ if µ satisfies the conditions of Theorem 6.12.
Now we apply the above results to µ−1 = ι∗ (µ) in place of µ. Denote by sλ the
spectral radius of Uλ (µ
−1) on C (FΘ). If µ satisfies the conditions of Theorem 6.12 the
same happens to µ−1. Under these conditions the map λ 7→ rλ is analytic on −ωΘ +(a∗Θ)+.
Moreover, the spectral radius of Uλ (µ
−1) on L2 (FΘ,mΘ) is sλ as well. Now by Proposition
5.2 the adjoint of Uλ (µ
−1) on L2 (FΘ,mΘ) is U−λ−2ωΘ (µ). Hence sλ = r−λ−2ωΘ . By this
symmetry we get a new domain of analyticity of rλ.
Corollary 6.21 The map λ 7→ rλ is analytic on −ωΘ− (a∗Θ)+ if µ satisfies the conditions
of Theorem 6.12.
Proof: In fact, λ ∈ −ωΘ − (a∗Θ)+ if and only if −λ− 2ωΘ ∈ −ωΘ + (a∗Θ)+.
6.4 Moment Lyapunov exponent and spectral radius
The relationship between a moment Lyapunov exponent γλ (x) and a spectral radius rλ
(or rCλ ) comes from the immediate observation that
Uλ (µ)
n 1 (x) =
∫
G
ρλ (g, x)µ
n (dg)
so that γλ (x) = lim supn→∞
1
n
logUλ (µ)
n 1 (x). In these equalities we can take UCλ (µ) in
place of Uλ (µ) in case x belongs to an invariant control set.
On the other hand we have the general Proposition 6.3 ensuring that the spectral
radius of T is given by limn→∞ T1 (x) if T is a positive operator having a strictly positive
eigenfunction. This fact combined with the results of the previous section permits to prove
analyticity properties of γλ (x) (as a function of λ) ensuring by pass that the lim sup in
the definition is in fact a limit.
Given a flag manifold FΘ take as before λ ∈ a∗Θ so that ρλ (g, x) is well defined in
FΘ. We let CΘ ⊂ FΘ be the unique invariant control set of Sµ (assumed to have no-
nempty interior) and consider the operators UCλ (µ) and Uλ (µ) acting on C (CΘ) and
C (FΘ), respectively. The spectral radius of UCλ (µ) (respectively Uλ (µ)) is denoted by rCλ
(respectively rλ).
Theorem 6.22 Assume that µ = φ (g) dg has a density w.r.t. to the Haar measure and
admits exponential moments. Then
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1. For every x ∈ CΘ we have
γλ (x) = lim
n→∞
1
n
log
∫
G
ρλ (g, x)µ
×n (dg) = rCλ
where the limit is uniform for x ∈ CΘ. If x ∈ CΘ then the function λ 7→ γλ (x) is
analytic and γλ (x) = log r
C
λ .
2. Suppose in addition that φ ∈ L3 (G, dg). If λ ∈ −ωΘ + (a∗Θ)+ then γλ (x) = log rλ
for all x ∈ FΘ. The lim sup in the definition of γλ (x) is a limit which is uniform
for x ∈ FΘ.
3. If λ ∈ −ωΘ + (a∗Θ)+ then rλ = rCλ (in case φ ∈ L3 (G, dg)) and γλ (·) is constant in
FΘ.
Proof: Is a direct consequence of Proposition 6.3 since the operators UCλ (µ) as well as
Uλ (µ) (if λ ∈ −ωΘ +(a∗Θ)+) admit strictily positive eigenfunctions in CΘ and FΘ respecti-
vely. Analyticity is a consequence of corollaries 6.11 and 6.20. The equality between rλ
and rCλ if λ ∈ −ωΘ + (a∗Θ)+ holds because rλ = eγλ(x) = rCλ if x ∈ CΘ.
This is the main theorem about regularity properties of γλ (x) as a function of λ and
its relationship with the spectral radii rλ and r
C
λ .
By taking adjoints we can improve the domain of analyticity of λ 7→ rλ. In fact,
by Proposition 5.2 the adjoint Uλ (µ)
∗ of Uλ (µ) in L2 (FΘ,mΘ) is U−λ−2ωΘ (µ−1) where
µ−1 = ι∗ (µ) and ι (g) = g−1. A basic fact is that the spectra of Uλ (µ)
∗ and Uλ (µ) coincide
(see e.g. [7], Theorem 2.4). Since −λ−2ωΘ ∈ −ωΘ +(a∗Θ)+ if and only if λ ∈ −ωΘ−(a∗Θ)+
we get the following corollary that enlarges the domain of analyticity of rλ.
Corollary 6.23 If µ = φ (g) dg with φ ∈ L3 (G, dg) and µ has exponential moments then
λ 7→ rλ is analytic on −ωΘ − (a∗Θ)+.
Proof: It remains only to observe that µ−1 satisfies the same assumptions as µ.
About these results it is worthwile to emphasize the following points:
1. Different from rCλ the spectral radius rλ is not in general analytic in the whole
subspace a∗Θ. Clearly in the controllable case, that is, when Sµ = G we have
CΘ = FΘ so that irreducibility ensures that rλ is analytic. Conversely it will become
clear from the discussion below that rλ is not analytic on a
∗
Θ if Sµ 6= G when FΘ is
either the maximal flag manifold F or the flag manifold FΘ(Sµ) corresponding to the
flag type of Sµ.
2. The moment Lyapunov exponents γλ (x) are constant on x ∈ CΘ. In particular
γλ (·) is constant on FΘ if Sµ = G. It is also constant on FΘ if λ ∈ −ωΘ + (a∗Θ)+.
In these cases it is proved that γλ (x) = log rλ (or log r
C
λ ) by showing the existence
of a strictly positive eigenfunction. When λ /∈ −ωΘ + (a∗Θ)+ one cannot expect
to find a strictly positive eigenfunction of Uλ (µ), even if λ belongs to the domain
of analyticity −ωΘ − (a∗Θ)+. Hence the proof of the equality γλ (x) = log rλ fails.
Actually, as we prove below with the aid of Proposition 6.4, γλ (·) is not constant
when Sµ 6= G and λ ∈
(
a∗Θ(Sµ)
)+
.
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3. Our notation rλ and r
C
λ for the spectral radii does not specify which flag manifold
FΘ is under consideration. This is because thei are the same in every flag manifold
where ρλ (g, x) is defined. In fact, if λ ∈ a∗Θ so that the cocycle ρλ is well defined in
FΘ then ρλ is also defined in the flag manifolds FΘ1 with Θ1 ⊂ Θ. Let pi : FΘ1 → FΘ
be the canonical projection. By equivariance we have ρλ (g, pix) = ρλ (g, x) if x ∈ FΘ1
(where we use the same notation ρλ for the cocycles over FΘ1 and FΘ). Hence the
moment Lyapunov exponents for x and pix are the same.
Denote for a moment UΘλ (µ) the operator on FΘ. Then U
Θ1
λ (µ) (f ◦ pi) =
(
UΘλ (µ) f
)◦
pi if f is a function on FΘ. Hence if f is a strictly positive eigenfunction of UΘλ (µ)
then f ◦pi is an eigenfunction of UΘ1λ (µ) with the same eigenvalue (and also strictly
positive). It follows that the spectral radii of UΘ1λ (µ) and U
Θ
λ (µ) are the same (cf.
Proposition 6.3). Since pi (CΘ1) = CΘ the same arguments hold for the restrictions
to the invariant control sets.
In view of the last remark we specialize the above results to the maximal flag manifold
F to get the following open domain of analyticity of λ 7→ rλ.
Corollary 6.24 If µ = φ (g) dg with φ ∈ L3 (G, dg) and µ has exponential moments then
λ 7→ rλ (and hence λ 7→ log rλ) is analytic on the open double cone
(−ω + (a∗)+) ∪(−ω − (a∗)+).
Since ω ∈ (a∗Θ)+ we have 0 ∈ −ω + (a∗)+ so that λ 7→ log rλ is analytic at 0. The
next proposition shows that its differential is the sample Lyapunov exponent Λ viewed as
a linear functional on a∗ (cf. [2], [3], Lemma 2.1, and [6], Lemma 5.2).
Proposition 6.25 Write R (λ) = log rλ. Then its differential at 0 is dR0 (λ) = λ (Λ).
Proof: Take x ∈ F, λ ∈ a∗ and p > 0 in a neighborhood of 0. Then by Jensen inequality
we have ∫
log ρpλ (g, x)µ
n (dg) ≤ log
∫
ρpλ (g, x)µ
n (dg)
and hence
p
n
∫
λa (g, x)µn (dg) ≤ 1
n
log
∫
eλa(g,x)µn (dg) .
By the ergodic theorem the limit of the left hand side is pλ (Λ) while in the right hand
side is R (pλ) = γpλ (x). Hence λ (Λ) ≤ R (pλ) /p. Applying the same reasoning to −p we
have
R (−pλ)
−p ≤ λ (Λ) ≤
R (pλ)
p
.
Since R is analytic at 0 we can take limit as p→ 0 to conclude that dR0 (λ) = λ (Λ).
Now we intend to give a closer look to the restriction of the map λ 7→ log rλ to the
straight lines pλ, with p ∈ R and λ ∈ a∗. We are specially interested in the case when
λ ∈ cl (a∗)+. For instance when λ is a dominant weight then γpλ (x) (and hence log rpλ
for some p) is a moment Lyapunov exponent of the product of random matrices obtained
by the representation of G with highest weight λ. With this in mind we introduce the
following
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Notation: For λ ∈ a∗ we define the functions fλ, fCλ : R → R by fλ (p) = log rpλ and
fλ (p) = log r
C
pλ. In these definitions we leave implicit the measure µ fixed in advance. We
write fλ and f
C
λ for the functions corresponding to the measure µ
−1 = ι∗ (µ).
In the next proposition we recollect some properties of the functions fλ and f
C
λ . Most
of them where already proved above.
Proposition 6.26 The functions fλ and f
C
λ satisfy the following properties:
1. fCλ is analytic in R.
2. fλ is analytic in the interval Iλ containing 0 given by Iλ = {p : pλ ∈ −ω + (a∗)+}
and in the interval Jλ = {p : pλ ∈ −ω − (a∗)+}.
3. If λ ∈ a∗Θ then fλ is analytic in the intervals IΘλ = {p : pλ ∈ −ωΘ + (a∗Θ)+} and
JΘλ = {p : pλ ∈ −ωΘ + (a∗Θ)+}.
4. f ′λ (0) =
(
fCλ
)′
(0) = λ (Λ).
5. fλ is equal to f
C
λ in the interval Iλ (or I
Θ
λ if λ ∈ a∗Θ).
6. fλ is analytic in R if and only if fλ = fCλ .
7. fCλ is a convex function while fλ is convex in Iλ and Jλ. Moreover if λ ∈ a∗Θ then
fλ is convex in I
Θ
λ and J
Θ
λ .
Proof: Properties (1) to (5) are direct consequences of Theorem 6.22 and Proposition
6.25. The function fCλ is analytic and equal to fλ on the open interval Iλ 6= ∅. Hence the
two functions must be equal on the whole real linte if fλ is analytic as well. This proves
(6).
Regarding the convexity we note that by Theorem 6.22, fCλ (p) = γpλ (x) for every
x ∈ C while fλ (p) = γpλ (x) if p ∈ Iλ and x ∈ F.
Now an easy application of the Cauchy-Schwartz inequality shows that if x is fixed
then γλ (x) is convex as a function of λ. In fact, for n ≥ 1 we have∫
e
λ1+λ2
2
a(g,x)µn (dg) ≤
(∫
eλ1a(g,x)µn (dg)
)1/2(∫
eλ2a(g,x)µn (dg)
)1/2
.
Taking logarithms and limits this implies that
γλ1+λ2
2
(x) ≤ γλ1 (x) + γλ2 (x)
2
which ensures convexity of λ 7→ γλ (x). Since fλ (p) = γpλ (x) if p ∈ Iλ we have convexity
of fλ on Iλ and I
Θ
λ . The same holds for f
C
λ .
For the convexity of f on Jλ and J
Θ
λ we must deal with µ
−1, rλ and f . To say that
p1, p2 ∈ JΘλ is the same as saying that the segment [p1λ, p2λ] between p1λ and p2λ is
contained in −ωΘ− (a∗Θ)+. Hence the segment [−p1λ− 2ωΘ,−p2λ− 2ωΘ] lies in the cone
−ωΘ +(a∗Θ)+ where a spectral radius for µ−1 equals a moment Lyapunov exponent. Hence
the function η 7→ rη is convex on [−p1λ− 2ωΘ,−p2λ− 2ωΘ]. Since rη = r−η+2ωΘ we get
convexity of f on JΘλ .
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Remark: For a product of random matrices (and hence for λ a dominant weight) it is
proved in [6] (lemmas 5.2 and 5.3) that f ′′λ (0) =
(
fCλ
)′′
(0) > 0. This implies that fλ and
fCλ are strictly convex in Iλ and R, respectively. In fact the derivatives are nondecreasing
because the functions are convex. If we had f ′λ (p1) = f
′
λ (p2) with p1 < p2 then f
′
λ would
be constant in the interval [p1, p2] and hence constant in Iλ by analyticity contradicting
the fact that f ′′λ (0) > 0. Hence f
′
λ is strictly increasing so that fλ is strictly convex.
Clearly, the same argument applies to fCλ .
Now we take λ ∈ cl (a∗)+. For the function fCλ we have the following picture.
Proposition 6.27 If λ ∈ cl (a∗)+ then for the analytic function fCλ : R → R we have
fCλ (p) > 0 if p > 0, limp→+∞ f
C
λ (p) = +∞ and there are the possibilities:
1.
(
fCλ
)′
(p) > 0 for all p ∈ R in which case limp→−∞ fCλ (p) < 0.
2.
(
fCλ
)′
is not strictly positive. Then there exists a unique global minimum p0 < 0,(
fCλ
)′′
> 0 and limp→−∞ fCλ (p) = +∞.
Proof: If λ ∈ cl (a∗)+ then (fCλ )′ (0) = λ (Λ) > 0 so that by convexity (fCλ )′ (p) ≥ λ (Λ) if
p > 0. This implies that fCλ (p) > 0 if p > 0 and limp→+∞ f
C
λ (p) = +∞. If
(
fCλ
)′
is strictly
positive then fCλ is increasing and since f
C
λ (0) = 0 we have limp→−∞ f
C
λ (p) = inf f
C
λ < 0.
On the other if
(
fCλ
)′
is not strictly positive then it is not constant because
(
fCλ
)′
(0) > 0.
It follows that
(
fCλ
)′
is strictly increasing. For otherwise there would be p1 < p2 with(
fCλ
)′
(p1) =
(
fCλ
)′
(p2) and hence in [p1, p2] since
(
fCλ
)′
is nondecreasing. By analitycity
this implies that
(
fCλ
)′
constant and equals
(
fCλ
)′
(0) > 0. Hence
(
fCλ
)′′
> 0. Also there
exists a unique p0 (necessarily < 0) with
(
fCλ
)′
(p0) = 0 and
(
fCλ
)′
(p) < 0 if p < p0. This
implies that limp→−∞ fCλ (p) = +∞.
By Theorem 4.1 the first case in the above proposition holds if λ ∈ cl (a∗Θ)+ and
Θ = Θ (Sµ) is the flag type of Sµ. By the same theorem (or by Theorem 3.1) the second
case occurs with any λ if Sµ = G.
We continue taking λ ∈ cl (a∗)+ and look now the domains of analyticity of fλ. Since
ω ∈ (a∗)+ we have that pλ ∈ −ω + (a∗)+ if p ≥ 0 so that [0,+∞) is contained in Iλ.
The straight line pλ, p ∈ R, is not contained in the cone −ω + (a∗)+ hence iλ = inf{p :
ω + pλ ∈ (a∗)+} is negative and finite. It follows that Iλ = (iλ,+∞). If furthermore
λ ∈ cl (a∗Θ)+ then analogously the fact that ωΘ ∈ (a∗Θ)+ ensures that IΘλ =
(
iΘλ ,+∞
)
with
−∞ < iΘλ < 0. In general iΘλ < iλ in which case IΘλ is a larger domain of analyticity
around 0 than Iλ.
If λ ∈ (a∗)+ we obtain another domain of analyticity as follows: Since (a∗)+ is an open
cone there exists p0 > 0 such that −ω+pλ ∈ (a∗)+ if p > p0. Hence −pλ ∈ −ω−(a∗)+ for
every p > p0. Let sλ = sup{q : qλ ∈ −ω − (a∗)+} and define the interval Jλ = (−∞, sλ).
It follows that pλ ∈ −ω − (a∗)+ if p ∈ Jλ and hence fλ is analytic in Jλ. In a similar
way if λ ∈ (a∗Θ)+ then fλ is analytic in the interval Jλ =
(−∞, sΘλ ) where sΘλ = sup{q :
qλ ∈ −ωΘ − (a∗Θ)+} which is finite and negative because ωΘ ∈ (a∗Θ)+. It is clear that
−∞ < sλ ≤ iλ < 0 and −∞ < sΘλ ≤ iΘλ < 0 so that Jλ ∩ Iλ = ∅ = JΘλ ∩ IΘλ .
By the above discussion we get the following partial picture of fλ when λ ∈ (a∗Θ)+.
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Proposition 6.28 Take λ ∈ (a∗Θ)+ where Θ is any proper subset of Σ. Then there are
sΘλ and i
Θ
λ with −∞ < sΘλ ≤ iΘλ < 0 such that fλ is analytic on
(−∞, sΘλ ) ∪ (iΘλ ,+∞).
Moreover, fλ (p) > 0 if p > 0 and
lim
p→−∞
fλ (p) = lim
p→+∞
fλ (p) = +∞.
Proof: The domain of analyticity
(−∞, sΘλ ) ∪ (iΘλ ,+∞) was established above. Since
f ′λ (0) = λ (Λ) > 0 and fλ is convex it follows that f
′
λ (p) > 0 for all p ≥ 0. This shows
that fλ (p) > 0 if p > 0 and limp→+∞ fλ (p) = +∞.
Since fλ is analytic and convex in
(−∞, sΘλ ) to have the limit limp→−∞ fλ (p) = +∞
it is enough to exhibit q1, q2 ∈
(−∞, sΘλ ) with q2 < q1 and such that fλ (q2) > fλ (q1).
To get q1, q2 we use the fact that the adjoint of Uλ (µ) is U−λ−2ωΘ (µ
−1). So that if we
denote with a bar the function corresponding to µ−1 we have that fλ (p) is the spectral
radius r−pλ−2ωΘ of U−pλ−2ωΘ (µ
−1), that is,
fλ (p) = f−λ−(2/p)ωΘ (p) = f−pλ−2ωΘ (1) .
Now choose p1 > 0 such that p1λ − 2ωΘ ∈ (a∗Θ)+ (which exists because λ ∈ (a∗Θ)+).
The segment [p1λ, p1 − 2ωΘ] between p1λ and p1− 2ωΘ is entirely contained in (a∗Θ)+ and
hence in the domain of analyticity −ωΘ + (a∗Θ)+ of η 7→ rη = f η (1). Put
s = sup{f η (1) : η ∈ [p1λ, p1 − 2ωΘ]}
and take q > 1 such that fλ (qp1) = f qp1λ (1) > 3s. Then there exists 0 < ε < 1 such that
f qp1λ−2ωΘ/a (1) > 2s if 0 < 1/a < ε. Since f qp1λ−2ωΘ/a is increasing in [0,+∞) it follows
that
faqp1λ−2ωΘ (1) = f qp1λ−2ωΘ/a (a) ≥ f qp1λ−2ωΘ/a (1) > 2s.
Hence if p2 = aqp1 then p2 > p1 and faqp1λ−2ωΘ (1) > fp1λ−2ωΘ (1). Finally, we have−p2 < −p1 and
fλ (−p2) = fp2λ−2ωΘ (1) > fp1λ−2ωΘ (1) = fλ (−p1) ,
concluding the proof.
Contrary to fCλ the function fλ may fail to be analytic on the whole real line. In fact
by combining Theorem 4.1 with the limit when p→ −∞ in the above proposition we get
the following lack of analyticity.
Proposition 6.29 Suppose that Sµ 6= G and let Θ = Θ (Sµ) be the flag type of Sµ. If
λ ∈ (a∗Θ)+ then fλ is not analytic in R.
Proof: The functions fλ and f
C
λ are not equal on R because by Theorem 4.1 (com-
plemented by Proposition 6.27) limp→−∞ fCλ (p) < 0 and by Proposition 6.28 we have
limp→−∞ fλ (p) = +∞. Hence fλ is not analytic by Proposition 6.26 (6).
The difference between fλ and f
C
λ when λ ∈
(
a∗Θ(Sµ)
)+
permits to show as an applica-
tion of Proposition 6.4 that the moment Lyapunov exponent is not constant in general.
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Proposition 6.30 Suppose that Sµ 6= G and let Θ = Θ (Sµ) be the flag type of Sµ. If
λ ∈ (a∗Θ)+ then the moment Lyapunov exponent γpλ (x) is not constant as a function of
x ∈ F if p is negative and large enough.
Proof: If x belongs to the invariant control set C ⊂ F then γpλ (x) = fCλ (p) which is
negative if p < 0. On the other hand rp = e
fλ(p) is the spectral radius of the operator
Upλ (µ) acting on C (F). Let φ be a nonnegative eigenfunction of Upλ (µ) with eigenvalue
rp. Then by Proposition 6.4 we have
γpλ (y) = lim sup
n
log
1
n
(Upλ (µ)
n 1) (y) ≥ log rp = fλ (p)
if φ (y) > 0. Hence if p < 0 is large enough then γpλ (y) ≥ fλ (p) > 0 by Proposition 6.28.
Therefore γpλ (y) > 0 > γpλ (x) showing that γpλ is not constant.
In the specific case when λ = ωΘ (Θ 6= Σ) we have the intervals of analyticity IωΘ =
(−1,+∞) and JωΘ = (−∞,−1) so that fωΘ may fail to be analytic only at p = −1. For
this function we get the following picture.
Proposition 6.31 If Θ 6= Σ then fωΘ (−2) = 0 and fωΘ reaches a global minimum at
−1. Moreover the following conditions are equivalent:
1. fωΘ = f
C
ωΘ
.
2. fωΘ is analytic in R.
3. fωΘ is analytic at p = −1.
If these conditions fail to hold then the spectral radius r−ωΘ is an eigenvalue with
multiplicity > 1.
Proof: Since U−2ωΘ (µ) is the L
2-adjoint of U0 (µ
−1) we have fωΘ (−2) = 0. The function
fωΘ attains a minimum at −1 because it is strictly decreasing (respectively increasing)
in the interval JωΘ = (−∞,−1) (respectively IωΘ = (−1,+∞)). The equivalences are
immediate from the above.
The last statement is a direct consequence of the perturbation theorem 6.5.
The function fωΘ may not be analytic at −1 but it is anyway continuous by the
perturbation theorem 6.5.
If Θ contains the flag type Θ (Sµ) of Sµ (with Sµ 6= G) then ωΘ ∈ cl (a∗Θ)+ and hence by
Theorem 4.1 we have limp→−∞ fCωΘ (p) < 0. On the other hand by the symmetry described
above we have limp→−∞ fωΘ (p) = +∞. Hence fωΘ 6= fCωΘ so that fωΘ is not analytic at
p = −1. Therefore we get a necessary and a sufficient condition in terms of the functions
fωΘ to have Sµ = G.
Corollary 6.32 Assume that µ = φ (g) dg with φ ∈ L3 (G, dg) and µ has exponential
moments. Then
1. If Sµ 6= G and Θ (Sµ) ⊂ Θ then fωΘ is not analytic at p = −1 and the spectral radius
r−ωΘ is an eigenvalue with multiplicity > 1.
2. If Sµ = G then fωΘ is analytic in R for every Θ.
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6.5 Examples of ωΘ
Among the functions fλ we highlight the fωΘ with Θ ⊂ Σ by the symmetry of their shape
around −1 (see Proposition 6.31). Each ωΘ is a rational combination of the fundamental
weights with nonnegative coefficients and hence ωΘ a multiple of a dominant weight. So
that the up to a reparametrization p 7→ ap the cocycles ρpωΘ are given by a norm in the
representation space as (‖ρ (g) v‖ / ‖v‖)p. It follows that the function fωΘ (p) gives the
moment Lyapunov exponent for the product of random matix obtained by a representa-
tion. We also recall that g∗mΘ = ρ2ωΘ (g
−1, x)mΘ where mΘ is the K-invariant measure
in FΘ. Therefore fωΘ is related to moments for the growth ratio of volumes in FΘ.
In what follows we give some concrete examples of ωΘ for different groups and flag
manifolds.
6.5.1 Sl (d,R)
For the group Sl (d,R) with Lie algebra sl (d,R) we take a to be the subalgebra of diagonal
matrices. The roots are λi − λj, i 6= j, where λi (diag{a1, . . . , ad}). A natural choice of
simple roots is Σ = {λ1 − λ2, . . . , λd−1 − λd} so that the positive roots are λi − λj with
i < j. The corresponding fundamental weights Φ = {ω1, . . . , ωd−1} are
ωi = λ1 + · · ·+ λi.
For the maximal flag manifold F = F∅ there is the general formula ω∅ = ω = mα1ω1 + · · ·+
mαlωl where mαi is the multiplicity of the root αi. In sl (d,R) the roots have multiplicity
one. Hence
ω = (d− 1)λ1 + · · ·+ λd−1 =
d−1∑
i=1
(d− i)λi.
The Grasmmannian Grk (d) is the flag manifold FΘk where Θk = Σ\{λk−λk+1}. The
positive roots outside 〈Θk〉 are λi − λj with 1 ≤ i ≤ k < j ≤ d. Hence
2ωΘk = (d− k) (λ1 + · · ·+ λk)− k (λk+1 · · ·+ λd)
and since λ1 + · · ·+ λd = 0 we have
ωΘk =
d
2
(λ1 + · · ·+ λk) .
The cocycle over the Grassmannian Grk (d) defined by ωk = λ1 + · · · + λk is given by
ρωk (g, ξ) ‖gξ‖ / ‖ξ‖ where ‖·‖ is a SO (d)-invariant norm in the k-fold exterior power
∧kRd and ξ = v1 ∧ · · · ∧ vk, vi ∈ Rd. (Here Grk (d) is identified with the set of lines in
∧kRd spanned by decomposable elements v1 ∧ · · · ∧ vk, vi ∈ Rd.) The function fωk of
the moment Lyapunov exponents coincides with fωΘ up to the reparametrization p 7→ dp.
Hence the shape of fωk is symmetric around −d/2, fωk = fCωk in the interval (−d/2,+∞)
and fωk is analytic in this interval. For k = 1 this symmetry was obtained in [3].
6.5.2 Sp (l,R)
The Lie algebra sp (l,R) of the symplectic group Sp (l,R) is given by the real 2l × 2l-
matrices (
A B
C −AT
)
B −BT = C − CT = 0.
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We take a to be the subalgebra of diagonal matrices in sp (l,R), that is,
a = {
(
D 0
0 −D
)
D = diag{a1, . . . , al}.
The roots are λi − λj, i 6= j and ± (λi + λj) where λi (D) = ai. A choice of simple roots
is given by
Σ = {λ1 − λ2, . . . , λl−1 − λl}
yielding the positive roots λi − λj (i < j) and λi + λj (i ≤ j). The corresponding set of
fundamental weights Φ = {ω1, . . . , ωl} is given by ωk = λ1 + · · ·+ λk, k = 1, . . . , l.
Since every root α has multiplicity mα = 1 we have for the maximal flag manifold
ω = ω∅ = ω1 + · · ·+ ωl, that is,
ω =
l∑
k=1
(l − k + 1)λk.
The representation with highest weight λ1 is the canonical representation in Rd,
d = 2l. As happens to sl (d,R) the projective space Pd−1 is a flag manifold of sp (l,R),
namely Pd−1 = FΘ with Θ = Σ \ {λ1− λ2}. Also, ρλ1 (g, x) is the cocycle of norm in Pd−1
and if Θ = Σ\{λ1−λ2} then g∗mΘ = ρ−2ωΘ (g−1, x)mΘ where mΘ is the SO (d)-invariant
measure in Pd−1. Hence we must have ωΘ = d2λ1. This equality can be seen algebraically
as well. In fact, the positive roots outside 〈Θ〉 are λ1 ± λj, j ≥ 2, and 2λ1 whose sum is
2 (l − 1)λ1 + 2λ1 = dλ1, so that ωΘ = d2λ1. It follows that fλ1 (p) has symmetric shape
around −d/2.
As another example we consider the flag manifold FΘ where Θ = Σ \ {2λl}. This flag
manifold is concretly realized as the Grassmannian LGrl (2l) of l-dimensional subspaces
of Rd, d = 2l, that are isotropic w.r.t. the symplectic form Ω (u, v) = vTJu where
J =
(
0l×l −1l×l
1l×l 0l×l
)
.
In this case the positive roots outside 〈Θ〉 are λi+λj, i ≤ j. Hence ωΘ = l (λ1 + · · ·+ λl) =
d
2
(λ1 + · · ·+ λl).
6.6 Moments of norms
Given a cocycle ρλ (g, x) we write Nλ (g) = supx ρλ (g, x). For the lack of a better name
we call Nλ (g) the λ-norm of g. (Note that if ρλ (g, x) is the cocycle of the norm over the
projective space Pn then Nλ (g) is the operator norm of g.)
In this section we look at the limits
νλ = lim
n→+∞
1
n
log
∫
Nλ (g)µ
n (dg)
= lim
n→+∞
1
n
logE [Nλ (gn)] .
which we call the λ-moment of the norm. The objective is to compare νλ with the
moment Lyapunov exponents γλ (x). It will be proved that νλ = γλ (x) for every x in case
λ ∈ cl (a∗)+.
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Let us recall basic properties of νλ and the integral definining it. First note that
ρλ (g, x) is positive hence its cocycle property ensures that
Nλ (gh) ≤ Nλ (g)Nλ (h)
for all g, h ∈ G. Moreover, we have
1. Nλ1+λ2 (g) ≤ Nλ1 (g)Nλ2 (g) because ρλ1+λ2 = ρλ1ρλ2 and
2. Npλ (g) = N
p
λ (g).
Proposition 6.33 The sequence an = log
∫
Nλ (g)µ
n (dg) is subadditive (an+m ≤ an +
am). Hence lim an/n exists and equals inf an/n. The function λ 7→ νλ is upper semi-
continuous and convex.
Proof: Denote the i.i.d. sequence by yn so that gn = yn · · · y1. We have
E [Nλ (gn+m)] = E [Nλ (yn+m · · · y1)] ≤ E [Nλ (yn+m · · · yn+1)Nλ (yn · · · y1)] .
Since yn is i.i.d. the last integral equals E [Nλ (yn+m · · · yn+1)]E [Nλ (yn · · · y1)] = E [Nλ (gm)]E [Nλ (gn)]
which shows that an is subadditive implying that lim an/n = inf an/n. The functions
bn (λ) =
1
n
log
∫
Nλ (g)µ
n (dg)
are contiuous hence νλ = inf bn (λ) is upper semi-continuous.
As to the convexity we have by the above properties of Nλ and the Cauchy-Schwarz
inequality∫
N(λ1+λ2)/2 (g)µ
n (dg) ≤
(∫
Nλ1 (g)µ
n (dg)
)1/2(∫
Nλ2 (g)µ
n (dg)
)1/2
.
Hence taking logarithms and limits we get ν(λ1+λ2)/2 ≤ νλ1 + νλ2 .
Now we compare νλ with γλ (x). Clearly by the very definition of Nλ (g) we have
γλ (x) ≤ νλ for all x and λ. The reverse inequality will be obtained only for certain values
of λ as consequence of the following estimate.
????ver cap basic2
Lemma 6.34 Let ω be a dominant weight and take an open set O ⊂ F. Then there are
c > 0 and a finite subset Fω = {x1, . . . , xN} ⊂ O such that for every g ∈ G we have
Nω (g) ≤ cmax
x∈Fω
ρω (g, x) . (6.6)
Proof: Let Vω be the irreducible representation with highest weight ω. The projective
orbit G · [vω] through the highest weight space of Vω is a flag manifold FΘω and on this
flag manifold we have
ρω (g, x) =
‖gv‖
‖v‖
if x = [v] where ‖·‖ is given by a K-invariant inner product in Vω. By irreducibility we
have that the orbit G ·vω ⊂ Vω spans Vω. Any open subset of G ·vω also spans Vω because
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the map g ∈ G 7→ gvω ∈ Vω is analytic. Hence if A ⊂ FΘω = G · [vω] is open then there
exists a basis {v1, . . . , vN} of Vω such that yi = [vi] ∈ A, i = 1, . . . , N . Clearly we can
take ‖vi‖ = 1.
Now take c > 0 such that |a1| + · · · + |aN | ≤ c if ‖v‖ = 1 and v = a1v1 + · · · + aNvn.
If ‖v‖ = 1 then
‖gv‖ ≤ |a1| ‖gv1‖+ · · ·+ |aN | ‖gvN‖ ≤ cmax{‖gv1‖ , . . . , ‖gvN‖}
that is ρω (g, [v]) ≤ cmax{ρω (g, y1) , . . . , ρω (g, yN)}. Hence the statement of the lemma
is true if we consider the cocycle ρω over FΘω . Now if pi : F → FΘω is the projection
and O ⊂ F is open then A = pi (O) is open and hence the lemma follows if we take
Fλ = {x1, . . . , xN} with pi (xi) = yi.
If λ = pω with p > 0 and ω a dominant weight then the above lemma still holds for λ
if we replace c by cp and take the same subset Fω.
???
Now if ω1, . . . , ωl are the fundamental weights then the set
D = {p1ω1 + · · ·+ plωl : pi ≥ 0, pi ∈ Q}
is dense in cl (a∗)+ and any λ ∈ D is a positive multiple of a dominant weight ω. Hence
we have an estimate as in the above lemma for any λ ∈ D. We combine this fact with
upper semi-continuity of νλ to get the desired equality γλ (x) = νλ.
Proposition 6.35 If λ ∈ cl (a∗)+ then γλ (x) = νλ = log rλ for every x ∈ F.
Proof: We must show that
lim
n→+∞
1
n
log
∫
Nλ (g)µ
n (dg) ≤ γλ (x)
for every x ∈ F. Since λ ∈ cl (a∗)+ we have by Theorem 6.22 that γλ (x) is constant for x ∈
F, say γλ (x) = γλ. Now suppose that λ belongs to the dense set D. Then λ is a positive
multiple of a dominant weight ω and hence there are c > 0 and a finite set Fλ such that
Nλ (g) ≤ cmaxx∈Fλ ρλ (g, x) for all g ∈ G. This implies that Nλ (g) ≤ c
∑
x∈Fλ ρλ (g, x)
and hence
1
n
log
∫
Nλ (g)µ
n (dg) ≤ 1
n
log c+
1
n
log
∑
x∈Fλ
ρλ (g, x) .
Since 1
n
log ρλ (g, x) converge to the same limit γλ for every x it follows that
1
n
log
∑
x∈Fλ ρλ (g, x)
converges to γλ as well. This shows the inequality for λ ∈ D.
Now take λ0 ∈ cl (a∗)+ and suppose by contradiction that νλ0 > γλ0 . Then we can find
a convex polyhedron (e.g. a simplex) whose vertices λ1, . . . , λk are close enough to λ0,
contained in cl (a∗)+ and have rational coefficients with respect to fundamental weights.
In other words λ0 is a convex combination of λ1, . . . , λk ∈ D, say λ0 = a1λ1 + · · ·+ akλk
with a1 + · · ·+ ak = 1. By convexity of λ 7→ νλ we have
νλ0 ≤ a1νλ1 + · · ·+ akνλk = a1γλ1 + · · ·+ akγλk .
Hence if λ1, . . . , λk are chosen so that γλi < γλ0 + (νλ0 − γλ0) /2 we arrive at the contra-
diction
νλ0 − γλ0 ≤ a1γλ1 + · · ·+ akγλk − (a1 + · · ·+ ak) γλ0 < (νλ0 − γλ0) /2.
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The proof of the above proposition fails for λ /∈ cl (a∗)+. To see this take for instance
λ = pω with ω a dominant weight and p < 0. Then the p-power of (6.6) reverts the
inequality so that we do not get an upper bound of Nω (g)
p in terms of ρω (g, x)
p =
ρpω (g, x).
For λ ∈ −cl (a∗)+ we can obtain the moment of norms νλ as a spectral radious by using
the adjoint Uλ (µ)
∗ = U−λ−2ωΘ (µ
−1) and applying the above proposition to the random
product generated by µ−1 instead of µ.
To this purpose let us writeNλ (g) in terms of the polar decompositionG = K (clA
+)K
of G. For g ∈ G write g = uhv with h ∈ clA+ and u, v ∈ K. Then ρλ (g, x) = ρλ (uhv, x) =
ρλ (h, vx) so that Nλ (g) = Nλ (h). For h ∈ clA+ and λ ∈ cl (a∗)+ we have
Nλ (h) = sup
x∈F
ρλ (h, x) = ρλ (h, x0) = e
λ(log h)
where x0 is the origin of F. Therefore if g = uhv ∈ K (clA+)K then Nλ (g) = eλ(log h) if
λ ∈ cl (a∗)+.
Now for θ ∈ −cl (a∗)+ we have
ρθ
(
g−1, x
)
= ρθ
(
v−1h−1u−1, x
)
= ρθ
(
h−1, u−1x
)
=
1
ρ−θ (h−1, u−1x)
.
Hence Nθ (g
−1) = 1/ infx ρ−θ (h−1, x). Since h ∈ clA+ the infimum for h−1 is attained at
x0. So we get
Nθ
(
g−1
)
=
1
ρ−θ (h−1, x0)
= eθ(log h
−1) = N−θ (g) . (6.7)
Having done these computations we can get the moments of norms as spectral radii
for functionals in −cl (a∗)+ as well.
Proposition 6.36 If θ ∈ −2ω− cl (a∗)+ then νθ+2ω = log rθ. Hence if θ ∈ −cl (a∗)+ then
νθ =.
Proof: Put λ = −θ − 2ω and denote by νλ (µ−1) the moment of norms for the random
product defined by the measure µ−1. Since λ ∈ cl (a∗)+ we have by Proposition 6.35 that
νλ (µ
−1) = log rλ (µ−1) (with evident notation). By the adjoint Uθ (µ)
∗ = U−θ−2ω (µ−1) =
Uλ (µ
−1) we have rλ (µ−1) = rθ. Hence νλ (µ−1) = log rθ. By (6.7) we have νλ (µ−1) =
ν−λ (µ) = νθ+2ω concluding the proof.
Combining the above two propositions we get the following analyticity property of the
function p 7→ νpλ when λ ∈ cl (a∗)+.
Proposition 6.37 For λ ∈ cl (a∗)+ write nλ (p) = νpλ. Then nλ is analytic in R \ {0}.
At p = 0 it is continuous and have different right and left derivatives.
Proof: Analyticity at (0,+∞) is a direct consequence of Proposition 6.35 and the fact
that the p 7→ νpλ is analytic when p > 0 and λ ∈ cl (a∗)+. In the interval (−∞, 0) the
result follows by Proposition 6.36. At p = 0 we have nλ (p) = log r−2ω = log r0 = 0 and
hence continuity. The derivative at 0 of rpλ to the right is strictly positive (it equals the
sampling Lyapunov exponent λ (Λ)) while the symmetry given by Uθ (µ)
∗ = U−θ−2ω (µ−1)
shows that the derivative to the left is strictly negative (it is minus the sampling Lyapunov
exponent λ (Λ (µ−1)) for µ−1). Hence nλ do not have derivative at 0.
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Chapter 7
Stochastic Differential Equations
An invariant stochastic differential equation in G gives rise to a semigroup (under convo-
lution) of measures µt given by the transition probabilities pt (1, ·) of the solution starting
at the identity. The semigroups Uλ (µt) have infinitesimal generators that are differential
operators on smooth functions. The moment Lyapunov exponents can be read of from
the principal eigenvalues of the infinitesimal generators.
Let
dg = X (g) dt+
m∑
j=1
Yj (g) ◦ dWj (7.1)
be a stochastic differential equation in G where X, Y1, . . . , Ym are right invariant vector
fields and (W1, . . . ,Wm) is a Brownian motion defined on the sampling space (Ω, P ). We
let gt denote the solution of (7.1) with initial condition g0 ≡ 1. The Markov process in G
generated by (7.1) has transition probabilities pt (g, A) = P (gtg ∈ A), t ≥ 0 that satisfy
pt (g, ·) = pt (1, ·) g by the right invariance of the vector fields.
Write µt = pt (1, ·) with µ0 = δ1. By the Markov property we have µt+s = µt ∗ µs
which means that µt, t ≥ 0 is a semigroup under convolution. It is well known that
its infinitesimal generator is the right invariant second order differential operator L =
X + 1
2
∑m
j=1 Y
2
j . This infinitesimal generator is to be interpreted in the following sense.
For a smooth function f and h ∈ G we have by Itoˆ’s formula
f (gth) =
∫ t
0
Lf (gsh) ds+
m∑
j=1
∫ t
0
Yjf (gsh) dWj. (7.2)
Taking expectations the last term of (7.2) disappears so that∫
f (gh)µt (dg) = E
[∫ t
0
Lf (gsh) ds
]
.
Hence
d
dt |t=0
∫
f (gh)µt (dg) =
d
dt |t=0
E
[∫ t
0
Lf (gsx) ds
]
= Lf (h) .
The semigroup generated by the support of the measures µt is obtained by the support
theorem. Associated to the stochastic equation (7.1) there is the control system
g˙ = X (g) dt+
m∑
j=1
ujYj (g) . (7.3)
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Its accessible set At (1) from 1 ∈ G at time t is defined as the set of endpoints of the
trajectories of (7.3) starting at 1.
By the support theorem the closure of At (1) is the support of µt = pt (1, ·). We let S
be the semigroup generated by
{exp t
(
X +
m∑
j=1
ujYj
)
: t ≥ 0, uj ∈ R}
and refer to it as the control semigroup. Its closure contains any semigroup Sµt , t ≥ 0,
generated by the support of µt.
We assume throughout that (7.3) satisfies the Lie algebra rank condition, that is,
the Lie algebra generated by X, Y1, . . . , Ym is the whole g. Under this condition intS 6=
∅. Moreover since g is simple the ideal generated by Y1, . . . , Ym (which in general has
codimension ≤ 1) coincides with g. This implies (by hypoellipticity) that a transition
probability µt, t > 0, has a smooth density with respect to the Haar measure of G. It
follows that under the Lie algebra rank condition each semigroup Sµt , t > 0, has nonempty
interior.
In the continuous-time setting given by a stochastic equation the sampling Lyapunov
exponent is given by a limit limt→∞ 1t a (gt (ω) , x) with ω ∈ Ω and x ∈ F (when the limit
exists). On the other hand for t0 > 0 the measure µt0 generates an i.i.d. random sequence
whose n-th product is the solution gnt0 of (7.1) and has law µ
n
t0
= µnt0 . The relation
between the continuous and the discrete time cases is given by the equalities
lim
n→∞
1
n
a (gnt0 (ω) , x) = lim
t→∞
t0
nt0
a (gnt0 (ω) , x) = t0 lim
t→∞
1
t
a (gt (ω) , x) .
So that the continuous-time Lyapunov exponents, say λc (x, ω), and the discrete-time are
related by
λc (x, ω) =
1
t0
λt0 (x, ω) (7.4)
and hence are equal if t0 = 1. The same way the moment Lyapunov exponents in
continuous-time
γλ (x) = lim
t→∞
1
t
logE [ρλ (gt, x)]
coincides with the time 1 discrete-time case.
Each X ∈ g defines the vector field
X˜ (x) =
d
dt
(
etXx
)
|t=0
in a flag manifold FΘ whose flow is the one-parameter group etX . If pi : G → FΘ is
the canonical projection then pi∗X = X˜ if X is a right invariant vector field. Thus the
stochastic equation (7.1) in G induces equations
g˙ = X˜ (g) dt+
m∑
j=1
ujY˜j (g) (7.5)
on the flag manifolds of G. Since the vector fields in (7.5) are projections of the vector
fields in (7.1) it follows by Itoˆ’s formula that the solution of (7.5) starting at x ∈ FΘ is
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given by gtx where gt is the solution of (7.1) starting at the identity 1 ∈ G. Therefore the
transition probabilities of the process in FΘ, say pΘt (x, ·), are given by
pΘt (x,A) = µt{g ∈ G : gx ∈ A} = µt ∗ δx
where µt = pt (1, ·) is the transition probability for the process in G starting in 1.
We consider now the operators UΘλ (µt) on C (FΘ). We will check soon that the tran-
sition probabilities µt have exponential moments ensuring that these operators are well
defined so that under the Lie algebra rank condition t 7→ UΘλ (µt) is a semigroup of com-
pact operators of C (FΘ).
Before giving a closer look at the semigroups UΘλ (µt) and their infinitesimal generators
we introduce some notation and facts about the derivatives of the cocycles a (g, x) and
aλ (g, x) = λa (g, x). Let X ∈ g be viewed as a right invariant vector field and write
Xa (g, x) = d
dt
a
(
etXg, x
)
|t=0 for the derivative w.r.t. the first coordinate in the direction
of X. Clearly Xaλ (g, x) = λXa (g, x). If X˜, X ∈ g, is a vector field in FΘ then we write
X˜a (g, x) for the derivative w.r.t. the second coordinate.
Now we look at the operators UΘλ (µt). The first step is to check that µt has exponential
moments and hence the operators are well defined. This is done next by an application
of Girsanov Theorem.
Proposition 7.1 The transition probabilities µt = pt (1, ·), t ≥ 0, of the solution of (7.1)
have exponential moments.
Proof: Denote by gt the solution of (7.1) with g0 = 1 and write E [·] for the expectation
w.r.t. the Wiener measure. We must estimate∫
G
ρλ (g, x)µt (dg) = E [ρλ (gt, x)]
where λ ∈ a∗ and x ∈ F. For λ ∈ a∗ and x ∈ F the Itoˆ-Stratonovich formula gives
aλ (gt, x) =
∫ t
0
Xaλ (gs, x) ds+
m∑
j=1
∫ t
0
Yjaλ (gs, x) ◦ dWj.
By Lemma 5.8 (1) we can substitute Xaλ (gs, x) by Xaλ (1, gsx) = λ (qX (gsx)) and so on
to get
ρλ (gt, x) = exp
(∫ t
0
q (gsx) ds+
m∑
j=1
∫ t
0
qj (gsx) ◦ dWj
)
where we put q (x) = λ (qX (x)) and qj (x) = λ
(
qYj (x)
)
= Yjaλ (1, x).
Now, write the Itoˆ integral At =
∑m
j=1
∫ t
0
qjdWj whose quadratic variation is
[A]t =
m∑
j=1
∫ t
0
q2jds.
By Girsanov Theorem it follows that
dQλ
dP |Ft
= exp
(
At − 1
2
[A]t
)
= exp
m∑
j=1
(∫ t
0
qjdWj − 1
2
∫ t
0
q2jds
)
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is the Radon-Nikodym of a measure Qλ that is equivalent to the Wiener measure P . Let
Eλ [·] be the expectation w.r.t. Qλ. If rj (x) = λ
(
rYj (x)
)
= Y 2j aλ (1, gsx) then
Eλ
[
exp
(∫ t
0
(
q (gsx) +
m∑
j=1
rj (gsx)
)
ds+
1
2
m∑
j=1
∫ t
0
q2j (gsx) ds
)]
<∞ (7.6)
because the functions q, qj and rj are continuous and hence bounded. By the expression
of the Radon-Nikodym of Qλ w.r.t. P we have
E
[
exp
m∑
j=1
(∫ t
0
qj (gsx) dWj − 1
2
∫ t
0
q2j (gsx) ds
)
+B
]
where eB is the integrand of (7.6). Substituting B we get the finiteness of the integral
E
[
exp
(∫ t
0
(
q +
m∑
j=1
rj (gsx)
)
ds+
m∑
j=1
∫ t
0
qj (gsx) dWj
)]
which in Stratonovich form is
E
[
exp
(∫ t
0
q (gsx) ds+
m∑
j=1
∫ t
0
qj (gsx) ◦ dWj
)]
= E
[
eaλ(gt,x)
]
= E [ρλ (gt, x)] .
This concludes the proof that E [ρλ (gt, x)] <∞ for any λ and x, so that µt has exponen-
tial moments.
The above proposition ensures that the operators UΘλ (µt) on the functions spaces
C (FΘ) and Lp (FΘ,mΘ) are well defined. Since µt is a semigroup under convolution we
have that t 7→ UΘλ (µt) is a semigroup of operators. These semigroups satisfy the following
properties:
1. UΘλ (µt) is strongly continuous, that is, (t, f) 7→ UΘλ (µt) f is continuous. This is
because the integral in (7.6) is boounded above by
sup
x∈F
exp
(
t
(
q (x) +
m∑
j=1
rj (x) +
1
2
m∑
j=1
q2j (x)
))
.
Hence
∥∥UΘλ (µt)∥∥ is uniformely bounded in compact intervals. This implies that the
semigroup is strongly continuous (see e.g. [7], Proposition 1.17).
2. Under the Lie algebra rank condition the operators UΘλ (µt) are compact because in
this case µt, t > 0, has a smooth density w.r.t. the Haar measure hence compactness
is a consequence of Proposition 5.4.
We denote the infinitesimal generator of the semigroup UΘλ (µt) by L
Θ
λ (or simply Lλ
if it is not needed to specify the flag manifold FΘ). This generator is a second order
differential operator and can be obtained either by a direct application of Itoˆ’s formula
or via the infinitesimal representation of the universal enveloping algebra.
We use computations for the infinitesimal representations already done in Chapter 5
combined with the knowledge that L = X + 1
2
∑m
j=1 Y
2
j is the infinitesimal generator of
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the convolution semigroup µt. This last assertion implies that the infinitesimal generator
of UΘλ (µt) is the operator U
Θ
λ (L).
Now recall the functions qX (x) = Xa (1, x) and rY (x) = Y˜ qY (x) = Y
2a (1, x) defined
just before the statement of Lemma 5.8. As was viewed in Section 5.1 we have Uλ (X) =
X˜ + λqX if X ∈ g where X˜ is the vector field in FΘ induced by X. Also for a term of
degree two Y 2, Y ∈ g, we have
Uλ
(
Y 2
)
= Y˜ 2 + 2λqY Y˜ + λrY + λq
2
Y .
Hence we get the following expression for the infinitesimal generator LΘλ of U
Θ
λ (µt).
Proposition 7.2 The infinitesimal generator LΘλ of the semigroup U
Θ
λ (µt) acting on the
C2 functions of FΘ is given by
LΘλ = L˜+
1
2
m∑
j=1
λ
(
qYj
)
Y˜j + λ (qX) +
1
2
m∑
j=1
λ
(
rYj
)
+
1
2
m∑
j=1
(
λ
(
qYj
))2
(7.7)
where L˜ = X˜ + 1
2
∑m
j=1 Y˜
2
j is the infinitesmial generator of the stochastic differential
equation on FΘ induced by (??).
The spectral properties of the infinitesimal generators LΘλ of relevance here are obtained
from the spectra of the operators UΘλ (µt). This is because spec (Uλ (µt)) = {0} ∪ espec(Lλ)
hence LΘλ has a largest eigenvalue, say Γλ, such that e
tΓλ is the spectral radius of Uλ (µt).
(Note that 0 indeed belongs to spec (Uλ (µt)) since Uλ (µt), t > 0, is compact and hence not
invertible.) By the results obtained previously about the spectral radius of the operators
in the discrete time case we get the following facts about the largest eigenvalu Γλ of L
Θ
λ .
1. If λ ∈ −ωΘ + (a∗Θ)+ then the spectral radius rλ of Uλ (µt=1) is a eigenvalue of
multiplicity one. Hence Γλ = log rλ is an eigenvalue of L
Θ
λ with multiplicity one
and having a strictly positive eigenfunction. The function λ 7→ Γλ is analytic on
−ωΘ + (a∗Θ)+, in particular
fλ (p) = Γpλ is analytic in the open interval (iλ,+∞) where iλ = inf{p : pλ ∈
−ωΘ + (a∗Θ)+} is < 0.
Moreover, for any x ∈ FΘ we have
γλ (x) = lim
t→∞
1
t
logE [ρλ (gt, x)] = Γλ
where gt is the solution of (7.1) starting at 1.
2. When λ ∈ −ωΘ− (a∗Θ)+ then LΘλ also has a principal eigenvalue Γλ with multiplicity
one such that λ 7→ Γλ is analytic on −ωΘ − (a∗Θ)+. The proof of this fact in the
discrete time case wa made by exploiting the formula Uλ (µ)
∗ = U−λ−ωΘ (µ
−1)∗ for
the adjoint in L2 (FΘ,mΘ). For this proof to work we imposed the condition that
µ = φdg has a density φ ∈ L3 (G, dg) to ensure that an eigenfuction in L2 (FΘ,mΘ)
is continuous and hence the spectral radius of Uλ (µ) in L
2 (FΘ,mΘ) is the same
in C (FΘ). For a stochastic differential equation satisfying the Lie algebra rank
condition the operators LΘλ are hypoelliptic and hence by Ho¨rmander theorem the
eigenfunctions are smooth. Therefore we do not need to check the integrability
condition imposed in the discrete time case.
In the range −ωΘ − (a∗Θ)+ the principal eigenvalue Γλ is not directly related to γλ
but with the moment Lyapunov exponent for the measure µ−1.
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7.1 Controllability
The control system (7.3) is said to be controllable in case the control semigroup S genera-
ted by the exponentials exp t
(
X +
∑m
j=1 ujYj
)
, t > 0 and uj ∈ R, is equal to G. For the
discrete time case we have Corollary 6.32 that give conditions to have Sµ = G in terms
of the spectral radii of the operators Uλ (µ). In what follows these conditions are carried
over to stochastic equations to get conditions for the controllability of (7.3) in terms of
the principal eigenvalues of the operators LΘλ .
Besides the semigroup S =
⋃
t≥0
suppµt we have for each t > 0 the semigroup Sµt =⋃
t≥0
suppµnt which is contained in S. Under the Lie algebra rank conditions these semi-
groups have nonempty interior. One cannot expect in general that a semigroup Sµt is
equal to S. However they have the same invariant control sets on the flag manifolds as
follows by uniqueness of stationary measures and their supports, the invariant control
sets.
Proposition 7.3 Assume the Lie algebra rank condition and let CΘ be the unique inva-
riant control set of S on the flag manifold FΘ. Then CΘ is the unique invariant control
set of Sµt for every t > 0. Hence the flag type of each Sµt is the same as the flag type of
S. In particular S = G if and only if Sµt = G for all t > 0.
Proof: By the Lie algebra rank condition the Markov process with transition probabilities
pΘt (x, ·) defined by the solutions of (7.5) has a unique invariant probability ν whose
support is CΘ. Invariance means
ν (A) =
∫
FΘ
pΘt (x,A) ν (dx) (7.8)
for every t > 0. Now
pΘt (x,A) = µt ∗ δx (A) =
∫
G
δx
(
g−1A
)
µt (dg) .
Hence the right hand side of (7.8) becomes∫
G
∫
FΘ
δx
(
g−1A
)
ν (dx)µt (dg) =
∫
G
∫
FΘ
1g−1Aν (dx)µt (dg)
=
∫
G
ν
(
g−1
)
µt (dg) = µt ∗ ν (A) .
Hence to say that ν is invariant by the Markov process is the same as to say that it is a
stationary measure for every µt, t > 0. Now the support of the unique stationary measure
of µt is the invariant control set of Sµt . Hence the invariant control sets are indeed equal.
Now we obtain a sufficient and a necessary condition for the controllability of (7.3) in
terms of the infinitesimal generators LΘλ . This is done by rewriting Corollary 6.32 using
the principal eigenvalue Γλ of the operator L
Θ
λ instead of the spectral radius rλ of Uλ (µ1).
As before we write fλ (p) = Γpλ.
Theorem 7.4 Assume that (7.3) satisfies the Lie algebra rank condition and let S be
control semigroup. Then we have:
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1. If Sµ 6= G and Θ (Sµ) ⊂ Θ then fωΘ is not analytic at p = −1 and ΓωΘ is an
eigenvalue with multiplicity > 1.
2. If Sµ = G then fωΘ is analytic in R for every Θ.
Proof: Is a direct consequence of Corollary 6.32 and the above proposition, taking into
account that Γλ = log rλ where rλ is the spectral radius of Uλ (µ1).
7.2 Example: Brownian motions on flag manifolds
Consider the driftless stochastic differential equation
dg =
m∑
j=1
Yj (g) ◦ dWj (7.9)
where {Y1, . . . , Ym} is an orthonormal basis of s. For this equation we can get explicit
expressions for the operators
2LΘλ =
m∑
j=1
Y˜ 2 +
m∑
j=1
λ
(
qYj
)
Y˜j +
m∑
j=1
λ
(
rYj
)
+
m∑
j=1
(
λ
(
qYj
))2
. (7.10)
To this purpose we note first that the terms of LΘλ do not change with the choice of the
orthonormal basis. This is because the vector fields appear quadratically in LΘλ and the
orthonormal bases are obtained from each other by an orthogonal matrix. Let us check
this for the term
∑m
j=1
(
λ
(
qYj
))2
. Take another orthonormal basis {Z1, . . . , Zm} with
Zj =
∑m
i=1 aijYi. Then(
λ
(
qZj
))2
=
m∑
i=1
a2ij (λ (qYi))
2 +
m∑
r,s=1
arjasjλ (qYr)λ (qYs)
so that
m∑
j=1
(
λ
(
qZj
))2
=
m∑
i=1
(
m∑
j=1
a2ij
)
(λ (qYi))
2 +
m∑
r,s=1
(
m∑
j=1
arjasj
)
λ (qYr)λ (qYs)
which is equal to
∑m
i=1 (λ (qYi))
2 because the matrix (aij)i,j is orthogonal.
Before computing the functions in (7.10) we make the following remarks:
1. If g has noncompact factors then Lie algebra generated by s is the whole g. This
implies that the control system associated to (7.9) satisfies the Lie algebra rank
condition. Since the equation (7.9) has no drift the control semigroup is a group
with nonempty interior and hence is the connected group G.
2. Equation (7.9) induces stochastic equations dg =
∑m
j=1 Y˜j (g) ◦ dWj on the flag
manifolds. For several flag manifolds FΘ (including the Grassmannians) the diffu-
sions generated by these equations are Brownian motions of K-invariant Rieman-
nian metric. This is because we can embed FΘ = K/KΘ in s as the adjoint orbit
Ad (K)HΘ ≈ K/KΘ for a suitable chose HΘ. If the eigenvalues of ad (HΘ) ar 0 and
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±1 then a vector field Y˜ , Y ∈ s, is the gradient of the height function fY (x) = 〈x, Y 〉
where 〈·, ·〉 is the inner product in s and the gradient is taken w.r.t. the induced me-
tric. Hence by the classical construction of Itoˆ the solution of dg =
∑m
j=1 Y˜j (g)◦dWj
is a Brownian motion. We give below some examples of these flag manifolds with
further details.
Now we can compute the functions in (7.10).
Proposition 7.5 The zero order terms of (7.10) are constant and given by
1.
∑m
j=1
(
λ
(
qYj
))2
= ‖λ‖2 and
2.
∑m
j=1 λ
(
rYj
)
= 2〈λ, ωΘ〉.
Proof: By Lemma 5.9 (6) we have qYj (kx) = qAd(k−1)Yj (x) and rX (kx) = rAd(k−1)X (x)
if k ∈ K. Since {Ad (k−1)Y1, . . . ,Ad (k−1)Ym} is also an orthonormal basis of s the
functions are K-invariant and hence constant.
To get the first formula let Hλ ∈ a be defined by λ (·) = 〈Hλ, ·〉 so that if pa : s→ a is
the orthogonal projection then λ (pa (Z)) = 〈Hλ, Z〉. Hence by item (5) of Lemma 5.9 we
have
λ
(
qYj
)
(x) = 〈Hλ,Ad
(
k−1
)
Yj〉 x = kx0.
In particular λ
(
qYj
)
(x0) = 〈Hλ, Yj〉 so that
∑m
j=1
(
λ
(
qYj
))2
=
∑m
j=1〈Hλ, Yj〉2 = ‖Hλ‖2 =
‖λ‖2.
To compute
∑m
j=1 λ
(
rYj
)
at the origin x0 we choose a specal orthonormal basis, namely
it is the union of orthonormal bases on the subpsaces zΘ ∩ s and (gα ⊕ g−α) ∩ s with α
running through the set of positive roots outside 〈Θ〉. If Z ∈ zΘ then rZ (x0) = 0 because
x0 is a singularity of Z. Hence the elements of the basis of zΘ do not contribute to the
sum
∑m
j=1 λ
(
rYj
)
.
On the other hand take X ∈ (gα ⊕ g−α) ∩ s with ‖X‖ = 1 and write X = Xα + Yα
with Xα ∈ gα and Yα ∈ g−α. Since gα is orthogonal to g−α and θ (gα) = g−α we have
1. 1 = ‖X‖ = 2〈Xα, Yα〉 which implies that [Xα, Yα] = 12Hα.
2. θ (Xα) = Yα and θ (Yα) = Xα. This implies that A ∈ k if A = −Xα + Yα.
Now X˜ (x0) = Y˜α (x0) = A˜ (x0) so that rX (x0) = A˜qX (x0). Hence if Hλ is as above
then
λ (rX) (x0) =
d
dt
〈Hλ,Ad
(
e−tA
)
X〉t=0 = 〈Hλ, [X,A]〉.
But [X,A] = [Xα + Yα,−Xα + Yα] = 2 [Xα, Yα] = Hα and we get λ (rX) (x0) = 〈Hλ, Hα〉 if
X ∈ (gα ⊕ g−α)∩s and ‖X‖ = 1. Therefore the contribution of the basis in (gα ⊕ g−α)∩s
to the sum
∑m
j=1 λ
(
rYj
)
is
〈Hλ, Hα〉 dim gα = 〈λ, dim gαα〉.
Adding over the positive roots outside 〈Θ〉 we get ∑mj=1 λ (rYj) = 2〈λ, ωΘ〉 after recalling
that ωΘ is half the sum of such roots counted with multiplicities.
These computations permit to write down the operators LΘλ for the above stochastic
equation.
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Corollary 7.6 For the equation (7.9) an operator LΘλ is the sum of a differential operator
plus a constant. Precisely
LΘλ =
1
2
D + 〈λ, ωΘ〉+ 1
2
‖λ‖2
where D =
∑m
j=1 Y˜
2 +
∑m
j=1 λ
(
qYj
)
Y˜j.
As a consequence we have that the constant function 1 is an eigenfunction of LΘλ for
any λ and Θ. The corresponding eigenvalue is
rλ = 〈λ, ωΘ〉+ ‖λ‖
2
2
.
This is the principal eigenvalue of LΘλ because the eigenfunction 1 is strictly positive (see
Proposition ??).
In this case the function fλ (p) = rpλ (which we know to be analytic) is the polynomial
fλ (p) = 〈λ, ωΘ〉p+ ‖λ‖
2
2
p2.
In particular if λ = pωΘ then we get
fωΘ (p) =
‖ωΘ‖2
2
(
2p+ p2
)
.
In the sequel we give some concrete examples of the above systems.
7.2.1 Flags of sl (d,R)
A Cartan decomposition sl (d,R) = k ⊕ s is obtained by taking k = so (d) and s the
space of zero trace symmetric matrices. A basis of s is given by the matrices Sij =√
2
2
(Eij + Eji) where Eij is the basic matrix with 1 at the ij entry and 0 elsewhere. This
is an orthonormal basis w.r.t. the inner product 〈X, Y 〉 = tr (ad (X) ad (Y )) = 2ntr (XY )
in s. Hence the stochastic differential equation (7.9) in Sl (d,R) is given by
dg =
∑
i<j
Sij (g) ◦ dWij (7.11)
where Sij (g) denotes also the right invariant vector field defined by Sij.
Take a diagonal matrix H = diag{a1, . . . , ad} ∈ sl (d,R) with decreasing (nonincrea-
sing) eigenvalues having multiplicities m1, . . . ,ms. The adjoint orbit
Ad (K)H = {kHk−1 : k ∈ K}
(K = SO (d)) identifies to the coset space K/Z (H) where Z (H) = {k ∈ K : kH =
Hk} is the centralizer of H in K. This coset space identifies also with the manifold
F (k1, . . . , ks−1) of flags (V1 ⊂ · · · ⊂ Vs−1) with dimVi = ki where ki = m1 + · · · + mi.
These two identifications define a diffeomorphism F (k1, . . . , ks−1) → Ad (K)H. Since
the orbit Ad (K)H is an embedded submanifold of s we get an embedding of the flag
manifold F (k1, . . . , ks−1) into s. Clearly this construction holds for any flag manifold by
choosing appropriately the diagonal matrixH or rather the multiplicities of its eigenvalues.
(When F (k1, . . . , ks−1) is the projective space Pd−1 = F (1) its embedding into s is known
classically as the Veronese embedding.)
The link of these embeddings with the stochastic equation (7.11) is provided by the
following result about flag manifolds.
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Proposition 7.7 There exists a Riemannian metric (the so called Borel metric) mB (·, ·)
in F (k1, . . . , ks−1) which is K-invariant and for each X ∈ s the vector field X˜ is the
gradient w.r.t. mB (·, ·) of the height function fX : Ad (K)H → R, fX (x) = 〈X, x〉.
Proof: See Duistermaat-Kolk-Varadarajan [9].
The Borel metric for the flag manifolds will not be written here. We just mention that
its construction uses the eigenvalues and eigenspaces of ad (H). In general mB (·, ·) is not
the Riemannian metric in Ad (K)H induced by the inner product 〈·, ·〉 in s. This happens
if and only the eigenvalues of ad (H) are ±1 or 0 which in the sl (d,R) means that the
flag manifold is a Grassmannian Grk (d) (including the projective space Pd−1 = Gr1 (d)).
Therefore by the embedding Grk (d) in s it follows that the stochastic differential
equation
dg =
∑
i<j
S˜ij (g) ◦ dWij (7.12)
induced by (7.11) on Grk (d) is defined by the gradient vector fields of the height functi-
ons of an orthonormal basis of s. By Itoˆ’s construction of Brownian motion on immersed
manifolds the infinitesimal generator 1
2
∑
i<j S˜
2
ij of (7.12) is the Laplace-Beltrami opera-
tor of the induced metric. Hence the diffusion defined by the solutions of (7.12) is the
corresponding Brownian motion.
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Appendix
Proposition 7.8 ωΘ ∈ (a∗Θ)+, that is ωΘ is a linear combination of Φ \ ΦΘ with strictly
positive coefficients.
Proof: Suppose first that Θ = ∅ so that ωΘ = ω is half the sum of the positive roots
counted with multiplicities. If Σ = {α1, . . . , αl} and Φ = {ω1, . . . , ωl} then
ω =
2〈α1, ω〉
〈α1, α1〉ω1 + · · ·+
2〈αl, ω〉
〈αl, αl〉 ωl
so we are required to check that 2〈α1,ω〉〈α1,α1〉 > 0.
Let rα be the reflection w.r.t. the simple root α. We have rαα = −α and rαβ > 0 if
β 6= α is a positive root. Hence rα2ω = 2ω − 2mαα where mα is the multiplicity of α.
That is, rαω = ω −mαα. Hence
ω − 2〈α, ω〉〈α, α〉 α = rαω = ω −mαα
showing that 2〈α,ω〉〈α,α〉 = mα > 0.
For a general Θ we first if α ∈ Θ then rα〈Θ〉 = 〈Θ〉 which implies that rα (Π+ \ 〈Θ〉) =
(Π+ \ 〈Θ〉). Hence rαωΘ = ωΘ so that 〈ωΘ, α〉 = 0. Therefore ωΘ indeed belongs to a∗Θ.
Now, take β ∈ Σ\Θ and let γ be a positive root in 〈Θ〉. Then γ−β is not a root because
the coefficients of a root w.r.t. the simple roots have the same sign. By the Killing formula
this implies that 〈β, γ〉 ≤ 0. Hence 〈β, ω′〉 ≤ 0 where ω′ is the sum with multiplicities of
the positive roots in 〈Θ〉. Since 2ω = 2ωΘ + ω′ we conclude that
0 < 〈β, 2ω〉 = 〈β, 2ωΘ〉+ 〈β, ω′〉 ≤ 〈β, 2ωΘ〉
which concludes the proof.
