on health outcomes in the United States. We show that a one percentage point increase in the unemployment rate resulted in a 7.8-8.8% increase in reports of poor health. In addition, mental health was adversely impacted. These effects were concentrated among those with strong labor force attachments. Whites, the less educated, and women were the most impacted demographic groups.
Introduction
Recessions are a major source of systematic risk to households. Because they affect large groups of people at once, they are very difficult to insure. Moreover, due to moral hazard problems, public insurance schemes like unemployment insurance only provide limited recourse to the unemployed. As a consequence, recessions can have serious, adverse impacts on household and individual welfare.
One of the more commonly studied of these potential impacts is the effect of recessions on human health. Early work on the topic indicated that poor macroeconomic conditions raised mortality rates substantially (e.g. Brenner, 1979) . However, seminal work by Ruhm (2000) pointed out severe methodological shortcomings in this earlier work and he showed that, once these issues are corrected, mortality rates tend to decline during recessions so that mortality rates are actually pro-cyclical in the aggregate data.
1 Improved health-related behaviors due to relaxed time constraints and tightened budget constraints were cited by Ruhm (2000 Ruhm ( , 2005 as a mechanism driving these results, although subsequent work by Stevens et al. (2015) suggested that higher rates of vehicular accidents and poor nursing home staffing during robust economic times were the primary mechanisms. Notably, more recent work by Ruhm et al. (2015) has shown that mortality rates for many causes of death did not decline during the Great Recession and that mortality due to accidental poisoning actually increased. However, other recent work by Crost and Friedson (2017) shows, in aggregate data, that mortality rates increase with the unemployment rate when both are calculated by education group. All of these studies utilize aggregate state-level mortality and unemployment rates and so their unit of analysis is a state/time observation.
On the other hand, studies that are based on individual-level data mostly show that health and health-related behaviors worsen during recessions. For example, Johannesson (2003, 2005) use micro-data and show that mortality risks increase during recessions for working-aged men. Similar evidence over the period [1984] [1985] [1986] [1987] [1988] [1989] [1990] [1991] [1992] [1993] is provided for the United States by Halliday (2014) who used the Panel Study of Income Dynamics (PSID). Browning and Heinesen (2012) use Danish administrative data and show that involuntary job displacement has large effects on mortality, particularly, from cardiovascular disease which is similar to results in Halliday (2014) . 2 In a similar vein to these studies, Jensen and Richter (2004) showed that pensioners who were adversely affected by a large-scale macroeconomic crisis in Russia in 1996 were five percent more likely to die within two years of the crisis. Related, Charles and DeCicca (2008) use the National Health Interview Survey (NHIS) and MSA-level unemployment rates to show that increases in the unemployment rate were accompanied by worse mental health and increases in obesity. Hence, while the macro-based studies tend to be somewhat conflicted, the micro-based studies indicate that the uninsured risks posed by recessions have real, adverse impacts on human health. That said, there are some micro-based studies that show that health improves during recessions e.g. Ruhm (2003) who uses a sample from the NHIS from 1972 to 1981. In this study, we consider how the Great Recession impacted the health of Americans. Specifically, we ask three questions. First, did the Great Recession impact health in the United States? Second, how did it impact health? Third, who did it impact?
The first and most important contribution of this study to the literature is that we estimate the relationship between the Great Recession and health at the individual level rather than the state level. We contend that this is more appropriate since as has been shown by Arthi et al. (2017) and argued by Halliday (2014) , migration can severely bias aggregate health measurements such as mortality rates.
This bias works in two opposing ways. One on hand, outmigration from depressed areas will lower the count of people who die in a given time period within a region which will tend to mechanically lower the measurements of mortality rates. This will create a spurious relationship in which high unemployment is accompanied by lower mortality rates. On the other hand, the people that exit economically depressed areas tend to be healthier as shown in Halliday (2007) which results in a spurious relationship in the opposite direction ceteris paribus. Notably, Arthi et al. (2017) state that one solution to this is to employ individual-level panel data which is what we do in this paper. This paper makes other contributions to the literature, as well. First, in contrast to many other studies that use individual level data, we do not rely on epidemiological surveillance data sources such as the Behavioral Risk Factor Surveillance System (BRFSS) or the NHIS which may have more sample variability from year-toyear due non-response than the PSID. Second, we employ granular information on economic conditions at the county-level whereas many other studies that employ individual level data are conducted at the state level. The main benefit of doing this is that county-level indicators necessarily have more geographic variation than state-level indicators which results in more precise estimates. Third, like Lindo (2015) does in an aggregate context, we are able to investigate how using economic indicators at different levels of aggregation affects our results albeit in the context of an analysis at the individual level. Fourth, we compare how our estimates differ if we employ the unemployment rate or the employment/population (E/P) ratio. As far as we can tell, this has not been done by any other studies that employ individual-level data. Fifth, because we investigate the impact of the Great Recession on different demographic subgroups, we provide additional detail about how the recession widened or narrowed important health inequalities.
The Great Recession is an important episode to study since this recession was the deepest and longest recession during the postwar period. In fact, Farber (2015) estimates that, over this period, one in six workers lost their job at least once. From trough to peak, the unemployment rate increased from 4.6 to 9.3% which is the largest increase during the post-war period. To illustrate, we present Fig. 1 which shows the unemployment rate during this period. This figure clearly indicates that the recession of 2007-2009 was the most severe. In addition, as shown in Fig. 2 , unemployment duration during the most recent recession was also, by far, the longest of any recession since World War II peaking at just over 40 weeks.
Aside from being the deepest recession in the post war period, another reason to focus on the Great Recession is that some important work suggests that the relationship between recessions and health may have changed during the most recent recession. For example and as already discussed, Ruhm et al. (2015) shows that the relationship between state-level unemployment and mortality rates has been severely dampened during the past ten years, although deaths due to accidental poisoning did increase. These are the deaths that Case and Deaton (2015) often refer to as "deaths of despair" which have been increasing over the past 15 years among whites with low levels of education.
There are also some important papers that have investigated how the Great Recession impacted well-being. In one paper, Deaton (2011) investigates how a rich set of subjective measures of well-being collected by Gallup responded to various events during the recession period. One of the main findings of this work is that many of these indicators track the stock market surprisingly well which the author suggests might be due to the well-being measures and the stock market responding to the same news events during this period. Another recent study that considers the health impact of the Great Recession is Tekin et al. (2013) . They use the BRFSS and find little impact of the Great Recession on health outcomes using state-level unemployment rates. This is the study from the literature that is closest to our own. However, our study offers two innovations upon the Tekin et al. (2013) study. First, because we employ panel data from the PSID, we have a reliably consistent sample across years and are not subject to the notoriously high non-response rates in many epidemiological surveillance data sources. For example, during the 2 Browning and Heinesen (2012) builds on earlier work by Browning et al. (2006) that does not find any impact of displacements on hospitalization by using more outcomes including mortality, a sample with stronger labor force attachments, as well as a substantially larger data set.
2000's, the NHIS had a non-response rate over ten percent (p. 44, Massey and Tourangeau, 2012) and the BRFSS had a non-response rate approaching 50% during the same period (p. 188, Groves et al., 2011) . If the non-response in these surveys is in any way correlated with the business cycles or employment status, then researchers employing these data sources will have biased results. The second advantage of our study is that we are able to employ more granular information on economic conditions at the county level using the PSID's geocode file. This provides us with a more detailed portrait of the economic conditions that an individual faces. It also provides us with more variation in our right hand side variables which increases the precision of our estimates and, hence, the power of our study.
There are also some other studies that have investigated the impact of the Great Recession on inputs to health, particularly, illicit drug use. For example, Carpenter et al. (2017) look at the impact of the business cycle over the period 2002-2013 on illicit drug use in the United States and find that there is strong evidence that economic downturns lead to increases in the use of prescription pain relievers. This result is consistent with findings in Ruhm et al. (2015) who showed that mortality due to accidental poisoning in the United States increased during the Great Recession. Related, Bassols and Castelló (2016) showed that the Great Recession increased legal and illegal drug use in Spain. Pabilonia (2015) investigates the impact of the Great Recession on teenagers' risky behaviors in the Youth Risk Behavior Survey and the American Time Use Survey. She shows that some risky behaviors such smoking and drinking increased for females during the recession, although she also provides evidence that some demographic groups obtained more education. Argys et al. (2016) show that the run-up of household debt during the Great Recession was accompanied by increased mortality risk. Finally, Asgeirsdottir et al. (2012) and Ásgeirsdóttir et al. (2016) showed that the 2008 economic crisis in Iceland reduced consumption of health compromising goods.
The findings of our study are as follows. First, there is very strong evidence that the Great Recession impacted the health of working-age Americans. Using a common omnibus measure of health status, self-reported health, we show that a one percentage point increase in the unemployment rate resulted in a 7.8-8.8%
increase in reports of fair or poor health status. This finding is robust to a number of tests. These effects were not present in a sample of older people with weaker labor force attachments. Second, the Great Recession adversely impacted mental health and increased heavy drinking, although these effects were weaker than the impact on self-rated health. Third, we detect the strongest impacts on mental and physical health for white Americans and those with at most 12 years of schooling. In addition, women were impacted more than men. In this sense our results are consistent with important findings by Case and Deaton (2015) who show that mortality rates of whites with less education have increased during the past 15 years.
The balance of this paper is organized as follows. In the next section, we discuss some avenues through which the macroeconomy can affect health. After that, we discuss our data. After that, we describe our empirical methods. We then present our findings. Finally, we conclude.
Mechanisms
Theoretically, the impact of recessions on health and healthrelated behavior is ambiguous. On the whole, the healthpromoting effects of recessions will happen via time investment in health and reduced consumption of vices provided that they are normal goods. On the other hand, the harmful effects of recessions will happen through increased consumption of vices if they are inferior goods or increased stress levels.
Health-promoting effects
These effects have been discussed by many including Ruhm (2000) . Essentially, recessions will reduce the opportunity cost of time and incomes. As a consequence, time investment in health will increase and consumption of vices that are also normal goods will decline. Ruhm (2005) does provide evidence for both of these channels using the BRFSS. Evidence for reduced consumption of alcohol and other potentially harmful goods is also provided by Asgeirsdottir et al. (2012) and Cotti et al. (2015) . However, it is important to bear in mind that alcohol is a normal good and, so just because some drinking declines during recessions that does not preclude problematic binge drinking from increasing.
Harmful effects
Recessions may damage health via several channels. First, if some vices are inferior goods, then consumption of them will increase. Moreover, although it may be the case that a good such as alcohol is normal (e.g. Cotti et al. (2015) ), excessive use of it might be an inferior good if it is used as a coping mechanism during stressful times (e.g. Dee (2001) , Dávalos et al. (2012) , Paling and Castello (2017) ). A similar argument can be made for obesity since food can also provide comfort during stressful times. Second and related, the stress associated with job loss or the threat of it may, by itself, be a risk factor for a number of ailments which could, thus, lead to a deterioration of health status. A third possible mechanism is that people might have less medical coverage during recessions.
Data
We utilize data from the PSID which is a national longitudinal study that collects individual-specific information on health, demographic, and socioeconomic outcomes that is run by the University of Michigan. The PSID began in 1968 with interviews of about 5000 families and has continued to interview their descendants since then. To obtain county-specific information, we use the county identifier or the geocode file from the PSID. Because only heads of household and their spouses were asked the healthrelated questions in the survey, we limit our sample to them. We employ regional economic indicators from the Local Area Unemployment Statistics (LAUS) of the Bureau of Labor Statistics (BLS) which were then merged into the PSID for each year using the PSID's geocode file. For most of the estimations, we restrict the sample to people with strong labor force attachments which we define to be people between ages 25 and 55 and in the labor force. Sample sizes by year for the working aged sample are reported in Table A1 in Appendix A. Specifically, we restrict the working age sample by dropping people who reported being out of the labor force, retired and disabled people, students, and housewives. We also present some estimates for people age 65 or older. The idea of using this sample is that this sub-sample has weaker labor force attachments and so if the impact of the recession on health is operating through the labor market then we should see attenuated effects in this population. 5 In addition, because the goal of this exercise is to see if the recession impacted people with weak labor force attachments, we included retired and disabled people, students (to the extent that there are full-time students older than 65), and housewives, as well as people who reported being out of the labor force.
Descriptive statistics for our sample are reported in Table 1A for people ages 25-55 and Table 1B for people 65 and older. The data can be categorized under the rubrics: economic conditions, health outcomes, and demographic controls. The demographic variables are fairly self-explanatory and are listed in the bottom portion of the table.
Health outcomes
The health outcomes that we consider are drinking, mental health, self-reported health status (SRHS), and obesity. The drinking variable that we use is an indicator for heavy drinking. We follow the Centers for Disease Control and Prevention's definition and define heavy drinking to be 15 or more drinks per week for men and eight or more drinks per week for women. We use the K6 Non-specific Psychological Distress Scale as an indicator for mental health which was also used by Charles and DeCicca (2008) . The K6 index is based on six questions designed to measure different markers of psychological distress including reports of feelings of effortlessness, hopelessness, restlessness, sadness, and worthlessness during the past 30 days. The K6 distress scale is a weighted sum of these six outcomes. Kessler et al. (2002) has shown that the K6 scale is at least as effective as a number of other depression scales in predicting serious mental health problems. Next, SRHS is a categorical variable that takes on integer values between one and five where one is excellent and five is poor. We transform the SRHS variable into a binary variable that we call poor health when SRHS equal to four or five. Halliday (2014) has shown that SRHS is strongly predictive of mortality in the PSID; we will also present some evidence to this effect later in this section from the NHIS. Finally, obesity is an indicator for body mass index exceeding 30 which is the standard definition from the Centers for Disease Control and Prevention. Our obesity variable warrants some discussion. As discussed by Cawley et al. (2015) , there is a large degree of measurement error in measures of BMI based on self-reported height and weight due to misreporting. To address this, we employ a procedure from Cawley (2004) .
6 Specifically, we used measures of actual and reported height and weight from the National Health and Nutrition Examination Survey (NHANES). We then regressed actual outcomes on a quadratic in their reported values for different gender/ race cells. We then used these estimates to predict actual height and weight in the PSID using the estimates from the NHANES and based our obesity calculations off of these predictions. Using this procedure, we calculate that 36% of our sample of 25-55 years olds is obese. The most comparable number from Cawley et al. (2015) is 33.52% but corresponds to a sample of people ages 20-64 (see Tables 2A-2C of that paper).
Given that SRHS plays a central role in this paper, some words concerning the quality of this variable should be mentioned. It is true that these data can be criticized for being subjective. However, Smith (2003) , Baker et al. (2004), and Halliday (2014) have shown that it is highly correlated with both morbidity and mortality. In addition, Bound (1991) has shown that SRHS is highly predictive of retirement even when adjusting for other confounding variables. Given this, we contend that SRHS is a good proxy for underlying health status because it is highly correlated with individual mortality risk. That said, SRHS is not without flaws as there can be important differences in how different individuals, often from different cultures, value the SRHS categories (e.g. Banks and Smith, 2012) .
Finally, to illustrate how SRHS is associated with mortality risks, we have employed the NHIS (waves 1999-2004) to compute how SRHS is associated with mortality adjusting for age. Specifically, we regressed an indicator for dying within one year of the survey year on age and five dummies for SRHS using a logistic regression. The results are in Fig. 3 and show quite clearly that SRHS is strongly associated with mortality risks even conditional on age. Interestingly, we show that the one-year mortality risk of a 50 year in poor health (SRHS = 5) is 8.3%, whereas an 80 year old in excellent health (SRHS) has a lower one-year mortality risk of 6.0%. Based on this, an 80 year old in excellent health is still healthier than a 50 year old in poor health. Notably, an 80 year old in poor health has a mortality risk of 44.3%. Based on this, we strongly contend that SRHS measures a meaningful component of health status.
Economic indicators
We employ data on regional unemployment rates and E/P ratios. These were obtained from the LAUS of the BLS and were merged into the PSID using its geocode file either by county or by state. Note that for the E/P ratios, the employment counts in the numerators come from the LAUS and the population counts in the denominators come from the Surveillance, Epidemiology, and End Results Program (SEER). In total, we had 3218 counties in our data.
In our sample of working age adults, the average county-level unemployment rate was 6.95% with a standard deviation of 2.75%. At the state level, the corresponding statistics are 6.88 and 2.20%. As indicated by the standard deviations, there is 25% more variation at the county level than at the state level.
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The average county-level E/P ratio was 0.56 with a standard deviation of 0.09. At the state level, the corresponding statistics are 0.60 and 0.04. Accordingly, there is 125% more variation at the county level. Note that there is substantially more county-level variation in the E/P ratios than in the unemployment rates. 
County population sizes
In Table A2 in Appendix A, we report some descriptive statistics on county population sizes from the merged PSID-LAUS-SEER data set as well as from the raw SEER data. The average county size in the merged data is 99,555, but the median is 35,341 indicating that the distribution of county sizes is skewed to the right. This is reflected in a high standard deviation of 160,419. In the raw data, the mean is lower, 94,997; the percentiles are also uniformly smaller than in the merged data set. This indicates that the PSID tended to sample from larger counties. In Fig. A1 , we present a kernel density estimate of the county sizes also from the merged data set. As suggested by the descriptive statistics, the distribution of county sizes is skewed to the right. 6 A more recent procedure is discussed by Courtemanche et al. (2015) . This procedure relies on weaker assumptions than the procedure in Cawley (2004) . However, per the paper and per discussions with one of the authors, regression estimates tend not to be very sensitive to using their method or Cawley's which is slightly easier to implement. 7 A regression of the county-level unemployment rate onto county fixed effects has an R 2 of 47.55% indicating that over half of the variation of the county-level unemployment rate is within counties which is critical for our research design's success. 8 The R 2 from a regression of the E/P ratio onto a set of county dummies is 41.72%
once again indicating substantial within county variation in the county-level E/P ratios.
Attrition and non-Response
Based on our reading of the literature, we do not believe that attrition in the PSID has a similar impact as non-response in the NHIS or, especially, the BRFSS on estimates of the effect of recessions on health. While it is not well-understood how nonresponse varies over the business cycle in either of these surveys, it is known that, even after adjustments are made for non-response in the BRFSS, key sociodemographic factors in the BRFSS differ from the census (Schneider et al., 2012) . In addition, BarrettConnor et al. (2011) concludes on p. 67 that, "Because it typically does not collect locally representative survey samples, the BRFSS has limited use for local-level analyses and research. Such research is necessary to support efforts to address geographic and social disparities. The CDC recognized the need for local data and used aggregated BRFSS data to produce a limited set of annual estimates for local geographic areas, but these vary from year to year due to sampling variations." On the other hand, work by Fitzgerald (2011) concludes that the PSID sample weights do an admirable of preserving the representativeness of the PSID despite some attrition. In addition, Fitzgerald et al. (1998) conclude that conditioning on a rich set of covariates in many models of key socioeconomic outcomes results in little impact of attrition on parameter estimates.
There does appear to be a somewhat weak relationship between the business cycle and attrition in the PSID with attrition probabilities lowering when the economy worsens. In the Appendix A, Table A3 , we report results from a regression of an indicator for attriting in the next survey year on the county level unemployment rate and a battery of exogenous controls both with county fixed effects. This is the same specification that we discuss in greater detail in the next section. We estimate one specification without and one with state-specific trends. In the specification without the trends, we see that a one percentage point increase in the unemployment rate is associated with a 0.4 percentage point decline in the attrition probability and this estimate is significant at the ten percent level. In the next column when we include state trends, the estimate falls to À0.002 but is no longer significant. Finally, note that in our main sample of people ages 25-55, the probability of attriting the next survey year (two years hence) is about 11%; this corresponds to an annual attrition probability of 5.87% which is substantially lower than the non-response rates in either the NHIS or the BRFSS. So, while attrition may not be trivial in the PSID, it does not appear to be systematically related to the business cycle once we properly adjust the regressions.
Methodology
To estimate the effect of the Great Recession on health outcomes and health-related behaviors, we employ a linear regression model. If we let i denote the individual, c the county, s the state, and y the year, the basic estimation model is:
The dependent variable, H icsy , is a health outcome or behavior. The county-specific (or state-specific) unemployment rate (or E/P ratio) in a given year is denoted by U cy .
9 The vector, X iy , contains There are two important choices that must be made with respect to the economic indicator on the right-hand side of the estimation equation. The first is whether to focus on state-or county-level indicators. The second is whether to use the E/P ratio or the unemployment rate. We argue that the most appropriate choice in our context is the county-level unemployment rate. Consequently, we mostly focus on these in this paper. However, we do present results at the state and county levels using both indicators.
There are pros and cons of focusing the analysis at the state versus the county level. One advantage of using county-specific indicators is that within states, there can be considerable variation in local economic conditions, particularly, in larger states. As such, using county-specific indicators may do a better job of capturing the macroeconomic circumstances that an individual is facing. In this sense, state-specific indicators can be viewed as error-ridden proxies for the county-specific indicator. Another argument in favor of county-specific rates is more quotidian, which is that there simply is more variation in county-level indicators than at the state-level which increases the precision of estimates based on them.
On the other hand, Bartik (1996) and Hoynes (2000) point out that there can be considerable amounts of measurement errors in county-specific unemployment rates since these come from surveys and imputations are often used for small counties. Another argument against using indicators at the county level comes from Lindo (2015) . He argues that spillovers in regional economic conditions across counties may result in smaller estimates at the county level.
To shed light on spillovers in our context, we provide a formal test for their presence. To do this, we compute an F-test of the equality of the coefficients on the county and state unemployment rates. First, we estimated two models, one with the county unemployment rate and one with the state unemployment rate, as a system of seemingly unrelated regressions. This allowed us to compute the covariance between the two parameter estimates. Next, using the two estimates from this system, we tested the null that the two parameters from the different equations were equal. This provides a formal test of the presence of spillovers that properly accounts for a positive covariance in the two estimates.
Next, it has been argued that county-level E/P ratios may be preferred to county-level unemployment rates because the former come from administrative data sources, whereas the unemployment rates come from either surveys or imputations (in the case of smaller counties). It is true that the numerators of the E/P ratios come from administrative sources so should be less prone to measurement errors. However, because population counts only come every census year, the denominators do rely on imputations 9 Note that it is possible that survey respondents may work in counties other than where they reside. Unfortunately, we do not know the county of the respondent's employer in the PSID. However, we do estimate the models using the state unemployment rates for some specifications to account for these possible spillovers. 10 Note that there is some controversy surrounding when and when not to weight regressions (see Deaton (1997) and Solon et al. (2015) ). Our main reason for employing the weights is per the recommendation of Fitzgerald et al. (1998) as a remedy for sample attrition in the PSID.
within census years for county and state populations. Moreover and in contrast to the county-level unemployment rates which only use imputations for smaller counties, the E/P ratios necessarily must rely on imputed denominators for all counties and states between census years. So, it is not accurate to say that the E/P ratios are free of measurement errors. Like the regional unemployment rates, they are also measured with errors.
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In this paper, we focus on results that employ the county-level unemployment rate for the following reasons. First, as the reader will see, we provide no evidence of spillovers in our context. Second and as we already discussed, there is considerably more variation in the county-level indicators than in the state-level indicators, specifically, 25% more for the unemployment rate and 125% more for the E/P ratio. This implies that we will have more precise estimates at the county level than at the state level. Third and related, it is not necessarily the case that there is less measurement error in the E/P ratios. The fact that the county-level E/P ratios have a standard deviation that is 125% higher than at the state level is consistent with the notion that there is more measurement error in the county-level E/P ratio than in the unemployment rates.
Controlling for heterogeneity
Our study also does a comprehensive job of controlling for heterogeneity across local labor markets relative to previous studies in this literature. Importantly, Tekin et al. (2013) and Ruhm (2003) only control for state fixed effects and trends which only accounts for state-level confounders. Clearly, the use of state fixed effects may be too coarse since potential confounders such as education and health infrastructure, culture, demographic composition, and weather may vary at a finer geographical level.
We also adopt a more comprehensive approach to addressing heterogeneity by including individual fixed effects which subsume the county fixed effects. This approach has the advantage of controlling for a greater amount of unobserved confounding variables than the county fixed effects. However, it comes with the cost of wasting important exogenous variation in the data as has been argued by Deaton (1997) and Angrist and Pischke (2009) . It is also less efficient and exacerbates the attenuation bias caused by measurement errors (e.g. Griliches and Hausman, 1986 ). As such, we view the results with the individual fixed effects as a robustness check for our core results and we primarily focus on the results with the county fixed effects for most of the paper.
Results
In this section, we answer our three research questions. First, did the Great Recession affect health? Second, how did it affect health? Third, who did it affect?
Did the great recession affect health?
We begin with Table 2A in which we explore the effects of macroeconomic conditions on poor health where our macroeconomic conditions are measured at increasingly smaller levels of aggregation. At the most disaggregated level, we employ the national unemployment rate in the first two columns. These specifications include a national trend but no year fixed effects. We see weak evidence that increases in the national unemployment rate are associated with higher reports of poor health. In columns three and four, we employ the state-specific unemployment rate together with state fixed effects and state-specific trends in the fourth column. We see that the point-estimates are between three and five times larger than they are in the first two columns even with the state and year fixed effects which were excluded in the first two columns. We argue that this is because the effects of this recession (and most other recessions) varied by locality and that the geographically more disaggregated unemployment rates are better proxies for local economic conditions. Finally, in columns five and six, we employ the county-specific unemployment rates with county fixed effects and county-specific trends in the sixth column. The results are slightly attenuated when compared to the results that employ the state-specific unemployment rates, but they are of similar magnitudes to the estimates using state unemployment rates. In the next set of results, we provide a formal test for their equivalence and we fail to reject the null that they are the same.
Note that we employ county-specific trends in the sixth column of Table 2A . However, we do view this as a bit Draconian. While this does a very comprehensive job of addressing unobserved confounding heterogeneity, it also runs the risk of throwing out meaningful and exogenous variation in the unemployment rates. Our compromise is to control for county fixed effects and statespecific trends for most of the coming estimations. Finally, it is important to bear in mind that our finding is still highly robust to the inclusion of county-specific trends despite this. Notes: All standard errors are clustered at the county level and are reported in parentheses. All specifications control for the demographic variables listed in Table 1A and 1B as well as year fixed effects (except for columns one and two. *sig. at 10% level. **sig. at 5% level. ***sig. at 1% level.
We now estimate Eq. (1) using poor health as the dependent variable using a variety of specifications but focusing on either county or state economic indicators. We begin with the SRHS measure as it is a good omnibus measure of health status that exhibits meaningful time series variation. Moreover and as previously mentioned, it is highly correlated with mortality in the PSID and the NHIS. The results are reported in Table 2B .
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Our core results are reported in the first four columns. In the first column where county fixed effects are included, the estimate is 0.008 and is significant at the one percent level. This indicates that a one percentage point (PP) increase in the unemployment rate results in a 0.8 PP increase in the probability of reporting poor health. Inclusion of state-specific trends slightly attenuates the estimate to 0.007 but it is still highly significant. The mean of reports of poor health in our data is 0.09, so these estimates constitute a 7.8-8.8% increase. One concern with the estimates with the county fixed effects in the first two columns is that healthier people may selectively migrate out of depressed areas as shown in Halliday (2007) . If this were to happen then areas with high unemployment rates would have a less healthy population due to selection as opposed to a structural effect of the macroeconomy on individual health. One way to address this is with the inclusion of individual fixed effects as in columns three and four. Another way to address this is to re-estimate the models in the first two columns for a subsample of people who do not move counties while in the sample. These results are reported in columns three through six. All four estimates are between 0.007 and 0.008 and remain significant at the one percent level. This indicates that selective migration is not driving our results.
In columns seven and eight, we use the state unemployment rate instead of the county unemployment rate. The estimates are 0.010 and 0.009 without and with state-specific trends. While this is larger than the analogous estimates in the first two columns, the magnitude of the difference is not as large as what was found in Lindo (2015) . The p-values on an F-test of the equality of the coefficients on the county and state unemployment rates are close to unity indicating that we cannot reject the null that the two estimates are the same. This casts doubt that there are spillover effects in our context. Given that we fail to uncover evidence of spillovers and that we have greater variation in the county-specific unemployment rates, we focus on these for the remainder of the paper.
It is important to point out that these estimates are actually quite different from a corresponding estimate in Tekin et al. (2013) of 0.001 from Table 2 of that paper. 13 Hence, our estimates are Notes: All standard errors are clustered at the county level and are reported in parentheses. All specifications control for the demographic variables listed in Table 1A and  Table 1B as well as year fixed effects. The F-statistic is from a test of the null that the county and state estimates are equal. We report the p-value for the F-tests in brackets. *sig. at 10% level. **sig. at 5% level. ***sig. at 1% level.
actually about eight times larger. This is interesting because our estimates from the PSID that use state-level unemployment rates are close to estimates that use county-level unemployment rates (also from the PSID). This suggests that there may be something about the BRFSS that is driving the difference in the two sets of estimates, as opposed to the level of aggregation of the right-hand side variable. We also report estimates based on county and state level E/P ratios in the final four columns. Of these four estimates, only the estimate using the state-level ratio in column 11 is significant. It is interesting to note that the estimates that use the state E/P ratios are substantially larger than those that use the county-level ratios. One possible reason for this is that the estimated county populations in the denominators are more inaccurate than the state population estimates which could result in more measurement error at the county level. In addition, none of the corresponding estimates with the other health outcomes produced a significant estimate; these results are reported in the Appendix A in Table A5 . Given that most of our effects appear to be operating through the county-level unemployment rate, we will focus on it for the duration of the paper.
Finally, we estimate the same models as in Table 2B except that we drop observations that reside in small counties. Specifically, we estimate the models for people living in counties with populations above the 15th percentile in the merged data. We do this since the BLS imputed unemployment rates for smaller counties. In addition, given our discussion about the denominators in the E/P ratios, there may be reasons to believe that measurement errors in these indicators are greater in smaller counties.
The results are reported in Table 2C and are basically identical to those in Table 2B except some of the standard errors are slightly larger due to dropping 15% of the observations. If measurement errors were more problematic in smaller counties, then we would expect to see larger estimates in this table than in the previous table (provided that we are dealing with well-behaved classical measurement error). That said, this does not mean that measurement errors are not a problem, overall. It just means that they do not appear to be more important in smaller counties than in larger counties.
How did the great recession affect health?
Having established that the Great Recession impacted an omnibus health measurement, we now try and understanding how the recession impacted different components of health. To accomplish this, we estimate the model in Eq. (1) using the K6 index, the heavy drinking indicator, and the obesity indicator as the dependent variables.
The results are reported in Table 3 . First and consistent with Tefft (2011) , we see in the first two columns that mental health as proxied by the K6 scale deteriorated during the Great Recession. The estimates without and with the state-specific trends are significant at the ten percent level. Note that in columns three and four where we use state-level unemployment rates, both estimates Table 2C The Effects of Unemployment on Poor Health (SRHS = 4 or 5), Ages 25-55, Dropping Small Counties (Bottom 15%). are slightly smaller in magnitude and not significant, but we cannot reject that these estimates are equal to the estimates at the county level. Once again, we cannot reject the null that there are no spillovers. Moving on to drinking in columns one and two of the next panel, we see that a one PP increase in the county-level unemployment rate increases the propensity to drink by 0.2-0.5 PP, but neither estimate is significant at conventional levels. The corresponding estimates with the state unemployment rate in columns seven and eight are similar in magnitude, although neither of these estimates is significant at conventional levels. Once again, we do not find any evidence of spillovers. Finally, we look at obesity in the final four columns and see no evidence of any effects. Next, in Table 4 , we estimate our model for our four main outcomes on a sample that is 65 or older that has weak labor force attachments. None of the estimates are significant. Although it is true that due to a smaller sample size, this may be the result of less power. However, it is interesting to note that the magnitudes also tend to be smaller than the corresponding magnitudes in Tables   2A, 2B , 2C, 3 for the working age population, so the lack of significance is not only due to higher standard errors. This is suggestive that our effects are operating via the labor market.
Who was impacted the most by the Great Recession?
Finally, we investigate how the Great Recession affected different demographic and socioeconomic groups. In Table 5 , we estimate our models separately for blacks and whites. In Tables 6  and 7 , we estimate the model separately for high school and college educated people. Finally, in Table 8 , we estimate the models separately by gender.
In Table 5 , we report the results for blacks in the top panel and for whites in the bottom panel. For blacks, we do not see any impacts on poor health or the K6 scale. In contrast, we do see strong evidence of effects on these outcomes for whites. Based on the two outcomes which we view as good proxies for physical and mental health, the recession had larger effects on whites. Next, looking at drinking, we actually see stronger evidence for the recession impacting the drinking behavior of black Americans than white Americans. The estimates for blacks indicate that a one PP in the unemployment rate is associated with a 1.1-1.7 PP increase in the propensity for heavy drinking and both estimates are significant at the ten percent level. The corresponding estimates of whites are not significant and are smaller in magnitude.
Finally, looking at obesity in column seven which excludes the state-trends, there is evidence of impacts on obesity albeit in opposing ways. A one PP increase in the unemployment rate increases the propensity to be obese for blacks by 1.1 PP but decreases the propensity for whites by 0.6 PP. However, these results are not robust to the inclusion of state-trends in the final column. These conflicting effects on obesity warrant further investigation in another paper.
Our interpretation of the results stratified by race is that there is stronger evidence that the recession impacted the mental and physical health of white Americans than black Americans. This is consistent with recent findings by Case and Deaton (2015) who provide evidence of increased mortality rates for less educated whites over the period 1999 -2013 and Falconi et al. (2016 who show that there was an increased risk of death from stroke for nonHispanic white men over the period 2000-2010 in California. However, it is a puzzle that there is evidence that the recession appeared to increase drinking and obesity, which we view as inputs into the production of health, for black Americans but that this did not manifest in any observable health consequences as proxied by SRHS and the K6 index. Table 6 is analogous to the previous table except that now we stratify by education level. First, we see that none of the estimates are significant for college graduates. Second, we see that, for the high school educated, there are significant impacts on SRHS in both columns one and two. Third, the point-estimates for the effects on drinking are substantially larger for the high school educated than for the college educated, but they are not significant at conventional levels. On the whole, this table suggests that there is stronger evidence that the recession had larger impacts on the less educated. Next, in Table 7 , we adopt the approach from Crost and Friedson (2017) and employ education-specific unemployment rates from the BLS while employing poor health as the dependent variable. These unemployment rates are only available at the state level. We employ unemployment rates for two groups: (1) high school graduates without any college and (2) people with at least a bachelor degree. As in the previous table, we stratify by education and employ the unemployment rate for the high school educated for the sub-sample for at most a high school education and we do the same for the college-educated sub-sample. As in Table 6 , we find the strongest effects for the less-educated sub-sample.
Finally, in Table 8 , we investigate gender differences in the effects of the Great Recession on health. First, we see substantially larger impacts on SRHS for women than for men. The point estimates for women are 0.010 and 0.007 without and with the state-specific trends. Both are significant at the one percent level. The corresponding estimates for men are 0.004 and 0.005 and neither is tightly estimated. Next, we see that the point-estimates when drinking is the dependent variable are higher for men than for women, but once again they are only marginally significant. Interestingly and similar to white Americans, there is also some weak evidence that obesity rates for women declined as a consequence of the recession.
Conclusions
In this paper, we showed that the Great Recession resulted in worse health outcomes. We built on previous work by employing more granular information on local macroeconomic conditions using the geocode file from the Panel Study of Income Dynamics. Specifically, we showed that a one percentage point increase in the unemployment rate results in a 7.8-8.8% increase in reports of poor health. In addition, increases in unemployment are also associated with worse mental health and increases in heavy drinking for black Americans. The bulk of the effects on physical and mental health were borne by whites, the less educated, and (to a lesser extent) women. This is consistent with important recent findings by Case and Deaton (2015) who show that mortality of less educated whites has risen over the period 1999-2013.
Our work departs from other work that uses individual-level data to investigate how health is impacted by the business cycle in important ways. First, we do not rely on epidemiological surveillance data that has notoriously high non-response response. This is especially true of the BRFSS that can have non-response rates approaching 50%. Second, we employ granular information on macroeconomic conditions at the county-level. While our point-estimates when looking at the impact of the unemployment rate on self-rated health are very similar when we use unemployment rates at both the county and state levels, the estimates that are based on the county-level rates have much smaller standard errors since there is more variation at the county-level than at the state-level. Note that work by Tekin et al. (2013) that uses the BRFSS and state-level variation delivers quantitatively different point-estimates that are also very imprecise. Finally, our work shows no evidence of spillovers in the PSID which is a contrast to studies at the aggregate level.
Another important point is that our findings are not consistent with most of the aggregate studies in this literature in that we do not find compelling evidence that any of our health measures improved during the Great Recession aside from some weak evidence that obesity rates declines for whites and for women. It is important to note that at the aggregate level the effects of recessions on health tend be positive or more recently null, whereas, at the individual level, they tend to be negative. Indeed, our results are consistent with a growing body of evidence that employs individual-level data and shows that health tends to deteriorate when the economy worsens.
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