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ABSTRACT 
 
In construction, workforces are an essential element of safety management. Previous studies found that 
about 80%–90% of accidents are strongly associated with workers’ unsafe actions and errors, which are 
affected by safety-related factors (e.g., safety program, safety culture, production pressure). Behavior 
measurement also turns out to be significantly correlated to safety outcomes (e.g., incident rates). To this 
end, an in-depth understanding of workers’ behavior has tremendous potential to contribute to the 
prevention of construction injuries and illnesses. However, there are immense difficulties regarding 
worker observation in construction, which is the single most significant element in managing workers’ 
behavior. These difficulties are three-fold: (1) field observation is time-consuming, painstaking, and 
error-prone due to the complexity of workforce and workplace on a jobsite; (2) training workers for 
observation is expensive and inefficient for the short tenure of construction workers, particularly hired by 
various subcontractors; and (3) workers’ active participation is required for peer-to-peer observation, 
survey, and interview. 
In an effort to provide a robust and automated means for worker observation, this study proposes a 
framework of vision-based unsafe posture and action detection for human behavior monitoring. The 
framework consists of: (1) the identification of critical unsafe actions and postures; (2) the collection of 
relevant motion templates (i.e., identified critical unsafe actions); (3) the extraction of a 3D human 
skeleton model from videos collected with a stereo camera system (e.g., a 3D camcorder, multiple 
cameras); and (4) the detection of unsafe actions using the motion templates and 3D skeleton models. As 
a case study, experimental studies were undertaken to evaluate each process of the framework. This 
research thus opens up the possibility of micro-level motion tracking and recognition with video cameras 
to identify the frequency and types of workers’ unsafe actions on jobsites. The resulting information will 
serve as: (1) preliminary information for providing workers with direct feedback on their behavior; (2) a 
positive safety performance measurement to evaluate ongoing safety management; and (3) data to analyze 
the impact of safety-related factors (e.g., schedule pressure, rework, safety training) on workers’ behavior. 
In particular, the proposed approach will allow one to provide feedback on workers’ safety behavior, to 
foster communications between a manager and workers through the feedback process, and eventually to 
contribute to the creation of a safe climate on a jobsite.  
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CHAPTER 1.  INTRODUCTION 
 
1.1 Overview 
A labor force is a major resource for production in the construction industry. In 2011, the number of 
employees in a construction sector reached about 5.8 million in the United States, and occupations related 
to production (e.g., construction laborers, helpers, skilled-trade workers) accounted for 70.4% of 
construction’s employment (BLS 2011); the other 29.6% included management, engineering, or 
administrative support occupations (Figure 1.1). Compared with 2005’s statistic―77.7% (CPWR 
2008)―the large proportion of production-related occupations has not changed much, and this 
phenomenon implies that construction activities still involve a large amount of manual work that needs to 
be done by people. In this regard, the observation and analysis of a human activity has great potential to 
contribute to the improvement of project performances (e.g., productivity and safety). For example, 
Oglesby et al. (1988) observed that 75% of form carpenters’ time was spent carrying or re-handling 
materials―which is regarded as unproductive; and they proposed activity analytic methods such as 
activity sampling to reduce or eliminate the time wasted on unproductive actions with efficient planning. 
Worker observation has been also studied for safety; for instance, behavior-based safety processes 
proposed by McSween (2003) and Krause (1997) emphasize observation for detecting critical unsafe 
actions and postures occurring during an activity. 
 
Figure 1.1: Employment in the United States in 2011 
Due to the labor-intensive characteristics of construction—combined with others such as producing a 
unique product, the continuously changing working environments, relatively short durations of projects, 
and so on—the construction industry in particular continues to have both a high number and rate of 
2 
accidents compared to other industries. The Bureau of Labor Statistics (2010), for example, counted 816 
fatalities in construction in 2009, which was the highest number of fatalities recorded for all industries 
(Figure 1.2). The fatality rate per 100,000 employees in construction is thus 9.7, the fourth most severe 
rate, behind agriculture (26.0), mining (12.7), and transportation (12.1) (Bureau of Labor Statistics 2010). 
In the case of non-fatal injuries, the number of recordable cases and the incident rate were counted as 
251K and 4.3, respectively (Figure 1.3). The total cost of fatal and non-fatal injuries in the construction 
industry is estimated to be nearly $13 billion per year (CPWR 2008). 
 
Figure 1.2: The number and rates of construction fatalities as compared with other industries in 2009 
 
Figure 1.3: The number and rates of construction non-fatalities as compared with other industries in 2009 
In an effort to reduce injuries and illnesses in the construction industry, safety practitioners and 
researchers have investigated various safety programs, management techniques, and analytical tools as 
well as organizational strategies beyond compliance with safety regulation, as follows: safety meeting 
(Hinze 1997), inspection (Carper 1984), training (Cohen et al. 1998; Hinze 2003; Bena et al. 2009), 
education (Lin et al. 2011), hazard analysis (Wang and Boukamp 2009), safety standard and regulation 
(Kibert ad Coble 1995; Hinze 1997), accident reporting (Hinze and Russell 1995), owner involvement 
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(Huang and Hinze 2006), safety in contracts (Hinze 1997), supervision (Hinze and Gordon 1979; Hinze 
1997; Mohamed 2002), roles of foremen, superintendents and top managers (Hinze 1987; Levitt and 
Samelson 1987; Hallowell and Gambatese 2009; Mitropoulos and Cupido 2009), subcontractor 
management (Hallowell and Gambatese 2009), involvement in design phases (Hinze and Wiegand 1992; 
Gambatese et al. 2008), safety culture (Choudhry et al. 2007; Fernández-Muñiz et al. 2007; Molenaar et al. 
2009), safety climate (Flin et al. 2000; Neal and Griffin 2006), a causation model (Abdelhamid and 
Everett 2000), site layouts (El-Rayes and Khalafallah 2005), and information technologies like 
localization and computer vision techniques (Teizer and Vela 2009; Zhu and Brilakis 2009). During the 
past decades, these studies have contributed to the improvement of safety. 
Despite these efforts, however, the number of fatalities in construction remains approximately 2.9 times 
higher than the average for all other industries (Figure 1.2). A lack of understanding of how accidents 
occur in construction is a major reason for this continually high number (Schafer et al. 2009). Most efforts 
to understand the accident process thus far have not been successful due to their insufficient ability to 
consider the dynamic and interdependent nature of construction work, as well as their insufficient ability 
to understand human behavior in this complex system (Howell et al. 2002). To address this issue, a 
behavior-based approach has emerged as a trend in safety research, aiming to observe, analyze, and 
modify work behavior (Krause 1997). Specifically, this approach identifies critical safety-related 
behaviors (e.g., checklist of at-risk behaviors), then observes and counts the frequency of the defined 
behavior in order to give feedback to workers (Krause 1997; McSween 2003). The previous studies 
investigating the impact of behavior-based safety management on safety performances demonstrate that 
incident rates can be dramatically reduced by implementing such a behavioral approach in practice 
(Komaki et al. 1978; Duff et al. 1994; Villane 1995; Krause et al. 1999; Godbey 2006). The prior work 
also reveals that behavior-based techniques such as feedback can significantly enhance safety (Krause 
1997; Hinze and Godfrey 2003; McSween 2003). Taking into account the fact that the unsafe acts and 
behavior of workers cause 80% to 90% of accidents in construction (Heinrich et al. 1980; Williamson and 
Feyer 1990; Salminen and Tallberg 1996; McSween 2003; Helen and Rowlinson 2005), and that the 
behavior measurement has a statistically significant correlation to incident rates (Krause 1997), the 
attempt to understand the unsafe acts and behavior of workers is critical to advancing our knowledge of 
accident occurrence, and to determining the appropriate safety policies that eventually will reduce and 
prevent injuries and fatalities in construction.  
1.2 Research Problems 
Despite the potential of the behavior-based approach for safety enhancement, three critical gaps in the 
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implementation of such a behavioral approach in construction are identified as follows: (1) existing 
monitoring methods require significant time and human efforts, (2) field observation is subjective and 
time-consuming in detecting and determining unsafe actions and postures, and (3) training construction 
workers for observation is difficult due to the nature of construction. 
(1) The lack of existing monitoring methods for worker behavior: In the behavior-based approach, 
behavior observation is the single most important element used as preliminary data for providing 
feedback (Chhokar and Wallin 1984; Komaki et al. 1986; McSween 2003), and used as a positive, 
sensitive, and reliable indicator to assess an organization’s safety performance (Komaki et al. 1978; 
Chhokar and Wallin 1984; Levitt and Samelson 1987). Taking into particular account the worker 
behavior that is affected by changing hazardous environments and the conflicts between production 
pressure and safety, there is a significant need for an efficient method to enable the continuous monitoring 
of worker responses to changing environments (Schafer et al. 2009). Despite the importance of worker 
behavior in the context of safety, its monitoring and measurement has not been fully applied in practical 
safety management due to the inefficiency of existing methods, such as field observation, surveys, 
interviews, and self-reporting. Field observation, for example, is a time-consuming and painstaking task 
(Levitt and Samelson 1987). The methods of surveying and interviewing are great for understanding 
worker behavior, however they can be subjective and can potentially produce biased results (Mohamed 
2002). Lastly, traditional reporting requires the active participation of workers, necessitating workers to 
inform managers of their own at-risk behavior or of others’ unsafe actions. Unsurprisingly, construction 
workers tend to be reluctant to report as such. Negligible accidents, in particular, were found to go 
underreported in the preliminary study (Han et al. 2013). Current methods therefore are limited, and a 
reliable and cost-effective technique that requires less time and effort is needed.  
(2) Limitations of worker observation in a field setting: Taking into account the importance of behavior 
measurement, the quality of observations directly affects the quality of feedback and managerial action 
plans for behavior modification and safety improvement (Krause 1997). Particularly for safety 
management, these safety actions must be taken in a timely manner in order to prevent incidents. 
However, the nature of the existing monitoring methods (e.g., field observation) creates difficulties in 
collecting and analyzing reliable behavior data without delay. For example, field observations collected 
from sites may be biased because the degree of unsafe actions the observer feels may vary from person to 
a person (Mattila et al. 1994). Also, significant time is required to post-process the data in order to 
provide workers with feedback, which may give outdated information. In this sense, it has been 
recommended that behavior observation should only be conducted when other methods are not available 
(Johnson and Sackett 1998; Laitinen et al. 1999).  Through an interview with my industry partner, Turner 
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Construction Company—who attempted to measure workers’ behavior in their practice—it was also 
found that behavior observation is not currently pursued for reasons that include its slower nature and 
inconsistent results (e.g., the determination of whether or not an action is safe depends on an individual 
observer). In this respect, it can be reasoned that practitioners are in need of consistent and reliable 
measurement methods that enable them to collect and analyze a large amount of motion data without bias 
or delay. 
(3) Difficulties in training construction workers for observation: The behavior-based safety process 
proposed by Krause (1997) and McSween (2003) involves a training process in which workers can learn 
about at-risk behavior, and through which workers’ involvement in safety can be promoted. However, one 
of the reasons that such a process has not been actively applied to construction is due to the difficulty in 
training construction workers for the observation of safety behavior. In construction, for example, large 
forces are involved in a variety of different activities, and even these forces frequently shift during a 
project (i.e., a turnover of employees). Moreover, the short tenure of workers on a jobsite not only 
negatively affects a workers’ familiarity with working environments (Hendrickson 1998), but also gives 
rise to practical issues such that training for observation requires additional cost for the implementation of 
this process compared with other industries. These natures of a construction project may make it difficult 
to establish behavior-based safety processes on a jobsite, as well as to observe the ongoing stream of 
behavior during dynamic construction activities.       
1.3 Research Approaches and Objectives 
In an effort to address the limitations, this study aims at exploring a robust and automated means of 
worker observation to facilitate a field observation process so as to collect workers’ safety behavior 
information on a jobsite without significant human effort or time. To complement current behavior 
measurement methods, the automated monitoring and analysis of worker behavior is required to 
implement behavior-based safety management in a construction practice.  
For automated motion data collection in a workplace, a computer vision approach—among several 
available approaches (e.g., sensors for localization and motion tracking)—is proposed in this research. 
This approach has been developing rapidly over the past decades and has been applied to various 
industries, including construction (e.g., pose analysis by Bai et al. 2008; automatic construction progress 
monitoring by Golparvar-Fard et al. 2009; location tracking by Teizer and Vela 2009; object detection by 
Zhu and Brilakis 2010). The advantages of computer vision over other approaches are that workers do not 
have to carry additional devices (e.g., radio frequency tag) and that no equipment needs to be installed 
(e.g., radio signal receiver) on a site. Workers thereby are not disturbed in their work. Further, this 
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approach will use the ordinary network surveillance cameras increasingly prevalent on construction sites. 
These cameras do not require additional human effort or workforce involvement (Zhu and Brilakis 2009), 
unlike on-site surveys and observations. On that account, the use of computer vision has great potential to 
automatically capture behavior (e.g., slip, loss of balance), as well as to detect objects and locations (e.g., 
the existence of a lifeline and the locations of workers and hazard areas, such as a void area); this doctoral 
study focuses on the motion capture and analysis. The use of computer vision thus enables the systemic 
monitoring of workers’ safety behavior without significant cost and time, interference of ongoing 
operations, active participation and training of workers, or subjective bias (Zhu and Brilakis 2009). Safety 
professionals have desired the development of a system that measures safe behavior rather than the results 
of at-risk behavior (Levitt and Samelson 1987). This can be realized with the proposed monitoring 
method.   
For the robust motion analysis used to identify at-risk behavior, this study proposes applying machine 
learning techniques for consistently analyzing measured behavior data. Motion data for behavior analysis 
are high-dimensional—for example, 218 degrees of freedom in Johnson and Sackett (1998), and 78 
variables in the previous study (Han et al. 2011). The high dimensionality as well as non-linearity of 
human motions in nature makes it difficult to infer poses and motions, and in particular, to detect at-risk 
behavior in this study. Thus to model human motion, recent approaches have relied on training motion 
datasets to constrain the high dimensionality and non-linearity (Wang et al. 2005). In this study, motion 
data are mapped onto a low-dimensional space, and motions such as at-risk behavior can be recognized 
by observing the trajectories of transformed motions. In this way, the motion model built with training 
datasets can be used to predict missing motions caused by occlusions, which are a common problem in 
video recording on a construction jobsite. Moreover, the proposed approach potentially allows for the 
consistent analysis of workers’ postures and motions in an ergonomic way that requires tracking a high 
degree of freedom of the human body over time; for instance, OSHA’s back injury analysis requires, as 
inputs, the location of hands, the travel distance of an object, the asymmetry angle, the lifting frequency, 
etc. (OSHA 2010). The machine learning approach thus enables the analysis of a large amount of high-
dimensional motion data in a consistent and efficient way in order to identify at-risk behavior.  
To validate the vision-based monitoring approach, the framework is tested for traumatic injuries (i.e., falls 
from a ladder); the potential of the proposed approach for ergonomic analysis (e.g., overexertion, bodily 
reaction, and repetitive motions) is also discussed. Experimental studies are thus undertaken to capture 
motions in videos and detect unsafe actions specifically associated with falls, which are the most serious 
events leading to major and minor injuries (e.g., 34.0% of fatalities and 23.6% of non-fatalities in 2009; 
BLS 2009). Despite the focus on this type of injuries, the proposed approach can potentially be extended 
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to other injury types (e.g., contact with objects, transportation) by detecting and tracking the motion and 
location of workers and equipment. 
With the two aforementioned approaches to address the limitations, the following three specific objectives 
have been identified to provide a framework of vision-based behavior monitoring for the implementation 
of behavior-based safety management in construction.  
Objective 1: A framework of automated motion capture and recognition (Figure 1.4) 
Questions: What are the existing motion capture systems available for motion sensing and analysis in a 
field setting? What processes are required to track human motions and detect particular unsafe actions? 
What are the critical at-risk behaviors that need to be detected and prevented? How can reliable motion 
samples of unsafe actions be collected? How can patterns of human movement be modeled to build 
representative motion templates representing the at-risk behavior?  
Hypothesis: With video cameras on a construction jobsite, a vision-based approach will allow for the 
collection of motion data without disturbing workers, the reconstruction of a human body and movements 
to analyze a worker’s motions and postures, and the deeper understanding of the task context (e.g., 
particular actions during an activity).    
Significance: The obtained data from these techniques provide a means to automatically detect and 
analyze the at-risk behavior of workers, preventing injuries and fatalities through the provision of 
immediate feedback on at-risk behavior.  
 
Figure 1.4: A framework of vision-based motion capture and recognition 
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Objective 2: 3D human skeleton model extraction from video streams (Figure 1.5) 
Questions: What are the existing techniques for motion capture within streaming videos? Which 
techniques are the most effective for extracting 2D human skeletons from videos taken from multiple 
locations in construction sites (e.g., overcoming occlusions that typically take place in construction)? 
Which 3D reconstruction techniques will result in the most accurate 3D skeleton?  
Hypothesis: Computer vision techniques using stereo camera systems (e.g., multiple video cameras) will 
enable the estimation of body joints’ positions on images, measuring the depth of detected joints, and 
hence reconstructing human skeleton models in a 3D coordinate.  
Significance: The obtained data from these techniques provide a means to automatically detect and 
analyze the at-risk behavior of workers, preventing injuries and fatalities through the provision of 
immediate feedback on at-risk behavior.  
 
Figure 1.5: 3D human skeleton model extraction from video streams 
Objective 3: Automated detection of the at-risk behavior of workers (Figure 1.6) 
Questions: How can motion captured by computer vision be used to detect at-risk behavior? Are the 
designed algorithms accurate enough to distinguish at-risk behavior from safe behavior? To what extent 
can information needed for the identification of at-risk behavior be extracted, and how can this be 
interpreted in the context of construction safety?  
Hypothesis: Given motion datasets, machine learning techniques will facilitate the modeling of high-
dimensional and non-linear human motions, and the capturing of workers’ at-risk behavior (e.g., slip, loss 
of balance) during an activity. 
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Significance: Based on the resulting information such as the frequency and types of critical unsafe actions, 
one can provide workers with feedback on their behavior, and so can modify workers’ behavior to 
perform their work in a safe manner. Also, the constant monitoring of workers facilitates the 
understanding of how an individual worker’s behavior is affected by changing environments and 
conditions (e.g., schedule delays, rework), and further, facilitates the evaluation of ongoing safety 
performances.  
 
Figure 1.6: Automated detection of workers’ at-risk behavior  
1.4 Thesis Organization 
This dissertation is comprised of eight chapters including this one (Introduction) and a Conclusion; it also 
contains an appendix. Figure 1.7 illustrates an overview of the dissertation organization and relationships 
between chapters. The summary of these chapters and their relevance to the aforementioned specific 
objectives are presented, as follows: 
 
Figure 1.7: Overview of Dissertation Organization 
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Chapter 2: This chapter provides an overall research background and reviews relevant literature on 
behavioral safety. It presents traditional field observation methods for behavior measurement as well as 
existing motion capture systems for motion data collection and analysis. Consequently, this chapter 
summarizes the limitations of such methods and motion capture systems in applying them to construction. 
In addition, each chapter addresses any relevant previous literature.         
Chapter 3: This chapter presents a framework of vision-based motion capture and recognition in a holistic 
view of this research (Objective 1). It briefly explains the four main procedures forming the framework: 
(1) the identification of critical unsafe actions, (2) motion data collection and motion template modeling 
using available motion capture systems (e.g., Kinect, and VICON), (3) 3D human skeleton model 
extraction from videos, and (4) unsafe action detection using the motion template (i.e., from either Kinect 
or VICON) within video streams. It also provides experimental results and error analysis, and discusses 
the practical implications in implementing behavior-based safety management. 
Chapter 4: This chapter introduces existing motion capture systems—such as a marker-based motion 
capture system (i.e., VICON) and an RGB-D sensor–based system (i.e., Kinect)—for reliable motion 
template collection in a laboratory (Objective 1). It compares their pros and cons with respect to their 
application to construction, and evaluates the tracking accuracy of a Kinect system based on (1) 3D 
positions of body segments, (2) 3D rotation angles at body joints, and (3) detection performances. 
Chapter 5: This chapter mainly presents the motion template modeling to build representative motion 
templates of a particular atomic action with several samples (Objective 1). In addition, this study 
introduces available motion features that can be extracted from motion capture data, and then compares 
their performances in terms of action detection. An experimental study is undertaken to validate the 
proposed modeling of motion templates, and to investigate the primary motion feature that is performing 
well for motion classification. In this experiment, a Kinect motion capture system is used to collect 
accurate motion data and test the proposed methods.      
Chapter 6: This chapter focuses on 3D skeletal model extraction from videos (Objective 2). This process 
mainly consists of (1) 2D pose estimation detecting positions of body joints on images and (2) 3D 
reconstruction computing the depth of body joints. Based on experiments conducted for performance 
evaluation, this chapter discusses the use of this motion tracking approach for biomechanical analysis.  
Chapter 7: This chapter proposes unsafe action detection that automatically recognizes unsafe actions in 
streamlining motion capture datasets (Objective 3). First, dimension reduction is performed to minimize 
the negative impact of high-dimensional motion data on data analysis. Second, training datasets collected 
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in a laboratory are classified to learn a classifier through the process, which will be used again to classify 
testing datasets (e.g., 3D skeleton models extracted from videos). Lastly, unsafe actions in streaming 
motion data are automatically detected based on the similarity measures between a motion template and a 
subset of streaming data. The proposed methods are tested with motion data from Kinect. 
Chapter 8: This chapter summarizes the findings and results of this research, and offers a discussion on 
the key contribution and broader impact of this study. It also discusses directions and recommendations 
for future research on vision-based motion sensing and analysis in construction.    
Appendix A: Additionally, this appendix aims to achieve an in-depth understanding of human behavior in 
a complex system (i.e., construction operations). It proposes simulation modeling to understand the 
complexity of construction operations and to identify the impact of management practices (e.g., 
scheduling and quality management) on safety performances. The simulation model illustrates how such 
managerial elements are linked together and how their interactions directly and indirectly affect the 
perception and behavior of workers, in turn, associated with accident occurrences. Hence, this appendix 
presents the direction of future research to utilize the proposed behavior measurement method for the 
understanding of workers’ safety behavior in complex construction operations.       
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CHAPTER 2. RESEARCH BACKGROUND: LITERATURE REVIEW 
 
2.1 Introduction 
Human behavior has a direct impact on safety performances in construction operations. During a project, 
accidents occur not because workers make an error or take an unsafe action by themselves, but because 
project management fails to recognize and assess the gap in their safety system, to eliminate any negative 
factors affecting safety behavior, and to take timely correcting management actions for managing workers’ 
behavior. For the prevention of accidents, an organization thus needs to take a proactive approach to 
safety management, identifying and resolving precursors to accidents to avoid potential risk in advance. 
Workers’ behavior is indeed a precursor of incidents that can be used as proactive measures of safety 
performances (Levitt and Samelson 1987; Bird and Germain 1996; Phimister et al. 2000). In addition, the 
behavior herein can be defined as “how a person conducts himself,” “the demeanour and manners of an 
individual,” or “an observable action of a person” (Stranks 2007). Particularly, this thesis focusing on 
behavior measurement mainly adopts the definition, “an observable action of a person” for the detection 
of unsafe actions; nevertheless, this doctoral study ultimately aims to understand why workers take unsafe 
actions in construction operations (Appendix A).   
Behavior-based safety has gained great attention for the understanding of interactions between a human 
and a system (e.g., construction operations) as well as for the establishment of management practice to 
manage workers as one of the most critical components of a system. In this research, the behavior-based 
safety process establishes a theoretical foundation to develop the proposed framework of motion capture 
and recognition for the observation of workers’ behavior; as discussed in Chapter 1, the difficulties in 
implementing an observation process have hindered an application of such behavioral safety processes to 
construction. Accordingly, this study may help implement the behavior-based safety process on a 
construction jobsite—known to be effective for safety enhancement but challenging to adopt—by 
providing a complementary means of observation. 
This chapter provides a theoretical background on this research, and investigates traditional methods and 
existing motion capture systems for worker monitoring. The prior studies are thus reviewed (1) to 
understand what factors cause accidents on a workplace and what role human behavior plays in this 
accident occurrence mechanism (Section 2.2), (2) to explore effective management approaches to 
managing human behavior for the prevention of occupational injuries (Section 2.3), and (3) to identify the 
limitations of traditional behavior measurement methods (Section 2.4) and existing motion sensing 
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technologies (Section 2.5).  Section 2.6 then summarizes the findings of the literature review and 
emphasizes the necessity of this study for safety enhancement. 
2.2 Human Behavior in Accident Causation Models 
In an effort to understand the accident process mechanism, previous studies have investigated and 
proposed various accident causation models. For example, Heinrich et al. (1980)—pioneering a scientific 
approach on the accident causation theory—present the domino theory, which explains that an accident 
occurs in a sequence of factors (i.e. worker’s personality/social environments, fault of person, unsafe acts 
or physical hazard, accidents, and injuries). Cooper and Volard (1978) also emphasize the effect of human 
factors (i.e. physical and psychological) on accident occurrences, viewing an accident as the result of 
extreme environmental characteristics and an overload of human capacities that cause human errors. Yet, 
a chains-of-events model attributes accidents to strings of multiple and diverse errors and implies that the 
elimination of one error can contribute to the prevention of the following events and accidents (Weiss et 
al. 2001). Reason (1990), in contrast, looks at accidents as the result of combinations among weakened 
defenses (i.e. unsafe acts and conditions). On the other hand, Firenzie (1978) proposes a systems theory 
model in which an accident occurs by how interrelated system components—mainly, a human, a machine, 
and an environment—interact with one another in a system.  
In sum, Hollnagel (2002) categorizes accident causation models into three main types, as follows: 
 Sequential models: In this type of model (e.g., Heinrich et al. 1980), model components are 
decomposable because components have simple linear relations. Hence, an accident occurrence is 
determined by the probability of component failures.  
 Epidemiological models: In this type of model (e.g., Reason 1990), model components are 
decomposable because components have complex but linear relations. Hence, an accident occurrence 
is determined by the likelihood of weakened defenses or their combination.  
 Systemic models: In this type of model (e.g., Firenzie 1978), model components are non-
decomposable because components have complex and non-linear relations. Hence, an accident 
occurrence is determined by the coincidences, links, or resonance of correlated components, even in a 
normal condition.   
Despite the different structure of and relationships among model components, these models commonly 
emphasize a role of human factors, linking between external conditions (e.g., environments, operations) 
and accident occurrences. Figure 2.1 illustrates the significance of human factors in an accident causation 
model; Heinrich et al. (1980) investigated thousands of accident reports made in 1920s to identify the root 
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causes of accidents (Manuele 2003). In this figure, workers’ behavior affected by project management is a 
major cause of accidents. For instance, Heinrich et al. (1980) report that people’s unsafe acts and unsafe 
physical conditions account for 88% and 10% of accidents, respectively. Furthermore, they conclude that 
approximately 50% of accidents can be prevented through effective management strategies. This study 
thus obviously motivates managers to control workers’ at-risk behavior, not merely blaming workers for 
causing accidents. 
 
Figure 2.1: A graphical illustration of an accident causation model (Heinrich et al. 1980) 
It has widely been acknowledged that the number of recordable incidents reported and recorded on a 
workplace is only the tip of an iceberg when taking into account all of the potential risks that can possibly 
lead to injury and illness (Heinrich et al. 1980; Bird and Germain 1996; Phimister et al. 2003). For 
instance, the previous studies (Bird and Germain 1996; Phimister et al. 2003) state that among 600 
incidents without damage or loss (e.g., near-misses), 60 lead to incidents with property damage, 10 result 
in minor injuries, and 1 causes a major injury such as a fatality; there may exist a large number of at-risk 
behaviors and physical conditions that lead to such near-misses. This phenomenon is referred to as a 
safety pyramid (Figure 2.2). Although the theory does not ensure that workers’ unsafe actions necessarily 
result in incidents causing injuries and illness, these studies obviously demonstrate that the high 
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frequency of such at-risk behaviors and physical conditions increases the chance of these accidents 
happening. In this respect, the early detection of workers’ at-risk behavior is critical in preventing actual 
accidents before workers get injured as it allows for the minimization and elimination of such potential 
risk in an accident causation model.  
 
Figure 2.2: A safety pyramid (Phimister et al. 2003; Bird and Germain 1996) 
2.3 Behavior-based Safety Management 
Based on such accident causation models that underline human factors affecting safety, behavior-based 
safety management has been proposed and implemented in various industries (e.g., manufacturing, 
chemical, and electronic industries). Behavioral safety herein can be defined as “an approach designed to 
improve safety performance directly through peer observations of safe behaviors, goal setting, 
performance feedback, and celebrations or incentives for reaching safety goals” (Wirth and Sigurdsson 
2008). Consequently, behavior-based safety management is not a temporary program for behavior 
modification but a continuous process for constant improvement in safety performances (Krause 1997). 
2.3.1 Implementation Processes of Behavior-base Safety   
From a holistic point of view, implementation processes of behavior-based safety include: (1) 
implementation planning meetings; (2) site preparation and assessment; (3) the establishment of a mission, 
values, and milestone targets; (4) the design of an observation process; (5) the design of intervention 
procedures (e.g., feedback); (6) observer training and kickoff meetings; (7) ongoing observation and data 
collection; and (8) action planning for continuous safety improvement (Krause 1997; McSween 2003). 
For the continuous improvement of safety performances, Krause (1997) suggests that the observation and 
intervention processes be implemented in an iterative way through (1) the identification of critical safety 
behavior, (2) the development of an action plan for the intervention, (3) the implementation of action 
items (3) performance measurements, (4) the evaluation of entire progress, and (5) the further adjustment 
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of these processes. A close loop in Figure 2.3—which consists of observation, analysis, intervention, and 
continuous improvement—illustrates the operation and maintenance of these iterative processes during a 
project. Notably, the focus of observation is placed on critical at-risk actions more likely contributing to 
accidents as recommended to develop a checklist of critical safety behavior based on accident statistics, a 
company’s historical data, and field observation.  
 
Figure 2.3: Processes and effects of behavior-based safety management 
2.3.2 Effectiveness of Behavior-based Safety  
The effective implementation of these processes will thus offer the enhancement of (1) communication 
between management and employees in operations, (2) workers’ involvement in safety, and (3) a positive 
safety climate on a site (Figure 2.3). Through these processes, one can provide observation-based 
feedback on the effectiveness of ongoing safety strategies, and can benchmark a baseline for setting a 
target of future safety performances. Regarding the effectiveness of feedback, goal setting, and behavioral 
observation, McSween (2003) provides a theoretical background supporting behavior-based safety, as 
follows: 
“Three studies by the original researchers have implications for the design of effective safety 
improvement efforts. One study proved that on-the-job feedback in conjunction with safety training 
produced a much higher level of compliance than training alone (Komaki et al., 1980). The second 
study examined the effects of worker participation in goal setting (Fellner and Sulzer-Azaroff, 1985). 
This study suggests that explicit goals improve the effectiveness of safety feedback and that whether 
supervisors or employees set those goals is not a critical factor. The third study examined whether 
supervisors or safety personnel should perform the observations (Fox and Sulzer-Azaroff, 1989). This 
study found no significant differences in safety performance related to whether supervisors or safety 
personnel conducted them and then provided feedback.” (McSween 2003, pp. 18) 
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These types of behavioral safety techniques (e.g., behavior observation, feedback, goal setting) have 
proved remarkably effective for the improvement of safety performances in other previous studies as well 
(Komaki et al. 1978; Duff et al. 1994; Krause et al. 1999; Godbey 2006). 
2.3.3 Implementation Results of Behavior-based Safety Processes: Case Studies  
During the last decades, behavior-based safety management has been adopted in many industries. Overall, 
the results reveal that safety performances can be significantly improved by implementing the proposed 
processes (Chapter 2.3.1) in management practice. For instance, Krause (1997) reports that the average 
reductions in incident rates from baseline in the first four years are from 34% in the first year to 71% in 
the fourth year (Figure 2.4.a). In this research, incident rates before and after the implementations are 
compared in the case studies including a total of 23 companies—11 chemical, 2 electronics, 3 metals, 3 
paper, 4 petroleum companies. McSween (2003) also demonstrates the long-term effect of the 
implementation on safety performances; for example, Figure 2.4.b shows the steady decline of both 
incident rates and incident severities in the next six years after implementing behavior safety processes. 
Moreover, Villane (1995) states that total recordable rates and lost workday rates decrease in plant safety 
from 6.80 to 0.52, and from 2.67 to 0.12, respectively, by applying a behavior-based safety process. These 
results provide explicit insight into the effect of behavior-based safety that contributes to the continuous 
improvement of safety performances by creating both the positive safety culture of an organization and a 
positive safety climate on a workplace.  
 
Figure 2.4: Implementation results of behavior-based safety: (a) Comparison of average incident rates 
before and after the implementation for 23 companies (Krause 1997), and (b) records of incident rates and 
severities before and after the implementation (McSween 2003) 
18 
2.4 Behavioral Observation for Safety and Health 
Observation is a key process for the successful implementation of behavior-based safety (Chhokar and 
Wallin 1984; Komaki et al. 1986; McSween 2003). As a method for behavioral measurement, observation 
facilitates collecting relatively reliable and objective data regardless of the willingness and ability of 
respondents as well as the biasing effect of questioners or interviewers—unlike self-reporting, surveying, 
and interviewing (Bajpai 2011). Meanwhile, Krause (1997) and McSween (2003) stress the effective 
training of observation to minimize observers’ biases inherent in an observation method.    
In implementing an observation process, most behavior-based safety processes rely on observational 
sampling to obtain statistically representative data, due to the difficulty of constant observation by 
observers (Wirth and Sigurdsson 2008); in this regard, the frequency of observation may affect the 
reliability and accuracy of the collected sample data. Previous research (Cooper 2006) states that the 
observation frequency has not been significantly correlated to safety performances in a paper mill with 55 
workgroups where behavioral safety processes have been implemented; yet, methodological factors (i.e., 
individual observation on a daily basis rather than peer-to-peer observation) may have affected the results 
by reducing the variations of frequency effects between interventions. At any rate, it is intuitively obvious 
that a large amount of data may contribute to obtaining representative data with the reduction of biases in 
samples. Though it has not been empirically proved, Krause (1997) also states that training more workers 
for observation will increase the effectiveness of behavior-based safety in the long term (Wirth and 
Sigurdsson 2008). 
For an observational measurement of behavior, a checklist containing items of critical safety-related 
behavior is commonly used to evaluate the behavioral performances of safety. According to Geller (1997), 
critical behavior in a checklist is defined as “a behavior that (1) has led to a large number of injuries or 
near hits in the past, (2) could potentially contribute to a large number of injuries or near hits because 
many people perform the behavior, (3) has previously led to a serious injury or a fatality, and (4) could 
lead to a serious injury or fatality.” The critical safety behavior can thus be investigated and identified on 
the basis of accident records, near-miss reports, job hazard analyses, safety rules and regulations, 
interviews, and field observations (Geller 1997; Krause 1997; McSween 2003). When creating a checklist, 
the number of checklist items in addition to the safety significance of items is also an important factor that 
may affect safety performances (Wirth and Sigurdsson 2008). The number of checklist items may vary by 
safety practitioners or researchers; Geller (1997) recommends focusing on only the most critical behavior, 
particularly in the beginning of implementation. Examples of a checklist are presented in Figures 2.5 and 
2.6; more examples can be found in Godbey (2006), McSween (2003), Pettinger (2000), Lotlikar (2005), 
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and Staten et al. (2011). 
Depending on the purpose of observation (e.g., types of injuries), checklists can include generic or job-
specific behavior (Geller 1997). As an example of a generic checklist, Figure 2.5 contains critical at-risk 
behaviors applied to various jobs, while Figure 2.6—which is designed for specific tasks—includes 
detailed descriptions of actions and durations to evaluate workers’ actions and postures. Particularly for 
the prevention of ergonomic injuries—caused by overexertion, bodily reaction, and repetitive motions—
time-demanding observation is required to assess the impact of an activity’s durations and intervals on a 
human’s performances (e.g., physical capacity). 
 
Figure 2.5: An example of a genetic checklist for worker observation  
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Figure 2.6: An example of a job-specific checklist for ergonomic analysis (Washington State Department 
of Labor and Industries 2013) 
In addition to the aforementioned sources of information for determining each behavior item in a 
checklist, prior research also provides insight into the causality between such at-risk behavior and an 
associated potential injury. For example, regarding falls from a ladder—selected as test cases in this 
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thesis—BLR (2007) reports the following ladder statistics, based on 1,400 ladder accidents: 
 57% of fall victims were carrying and holding an object in one or both hands when the accident 
happened. 
 30% of victims were wearing slippery shoes (e.g., wet, greasy, or oily shoes). 
 In 55% of accidents, ladders were not properly secured or braced at the bottom, while not fixed at the 
top in 61% of accidents. 
 66% of victims were not trained for the proper use and inspection of a ladder. 
 Written instruction on the proper use of a ladder was not provided to 73% of fall victims. 
Also, Kumar (2001) states that workers should face the ladder and maintain 3 points of contact to prevent 
ladder accidents. These studies thus imply that the loss of balance, or that any actions contributing to an 
unstable maintenance of the center of gravity in a human body (e.g., holding an object, reaching far to a 
side or a rear, and backward-facing climbing), may result in a fall accident. 
Furthermore, ergonomics and biomechanics studies specifically provide general recommendations to 
avoid musculoskeletal disorders. As examples, some recommendations on typical actions during a 
construction activity are summarized as follows: 
Lifting and carrying 
 Squatting down and maintaining an object close to a body while lifting: This action and posture 
reduces the moment and force exerted on the lower back (Chaffin et al. 1999).  
 Stooping over an object while lifting an object too large to straddle: This action produces less 
moment load on the back than squat-lifting around the knees as the decreasing perpendicular distance 
from a back to the object minimizes the moment load placed on the back (Chaffin et al. 1999).  
 Lifting gradually: An increased speed of lifting places higher force on the back; for example, De 
Looze et al. (1994) reports that at a fast speed, the peak dynamic force increases up to 42%  more 
than the static force (Chaffin et al. 1999).  
 Avoid twisting while lifting: Twisted postures negatively affect torso muscles acting to stabilize the 
spinal column, which contributes to the increase of forces on the back (Chaffin 2005). 
Pulling and pushing 
 Pushing rather than pulling if possible: Pushing can cause less force on a body than pulling, as 
pushing allows for utilizing one’s body mass more effectively (Chaffin et al. 1999). 
 Pulling or pushing at around the hip to shoulder height: Pulling or pushing at lower than hip height or 
at higher than shoulder height can negatively affect stability, muscle strength, and lower back stresses 
(Chaffin et al. 1999). 
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 Using both hands for pulling and pushing: The static strengths of one hand when pulling or pushing 
are about 50%–60% of two hands’ strengths (Daams 1993; Chaffin et al. 1999). 
 Placing one foot in front of the other while pulling or pushing: This posture can increase static hand 
forces up to 40%–50% compared with placing both feet together (Daams 1993; Chaffin et al. 1999). 
Using hand tools 
 Having short but frequent breaks: It depends on the type of work, but in the case of repetitive work 
using hand tools, a 6–10 minute break is recommended for every 50–60 minutes of work (Thomas 
1999). 
Walking and running 
 Toe landing to maintain balance of a body when slipping: The heal landing likely leads to a forward 
slip of a foot, thus resulting in the entire body falling backward. In this case, it is difficult to stop the 
sliding movement until a fall. Still, the toe contact generally leads to a backward slip of the foot, 
which allows for relatively easy reactions to avoid slips by stepping forward (Kumar 2001).   
In sum, current practice and research have provided valuable guidelines to implement an effective 
observation process and evaluate workers’ behavior in terms of safety and health. However, field 
observation demands significant human efforts to monitor workers on a construction jobsite, taking large 
labor forces and widely distributed workplaces into account; thus observation of ongoing manual work 
has not actively been adopted in the daily practice of construction management. Ergonomic analysis 
additionally requires measuring the durations of movements, the trajectories of body segments, and angles 
at body joints, all of which are very difficult for an observer to track over time.    
2.5 Existing Motion Capture Systems 
Motion capture is a process used to track and record an object’s movement. During the last few decades, 
the motion capture technologies have been actively developed, and various types of commercial motion 
capture systems are now available, including: mechanical, magnetic, and optical systems (e.g., VICON 
Motion Capture system (www.vicon.com)), as well as a depth sensor–based markerless system (e.g., a 
Microsoft Kinect depth sensor (www.kinectforwindows.org) with iPi Soft motion capture 
(www.ipisoft.com)). In this section, a brief summary of such systems is presented, and their suitability for 
a construction application is discussed. In particular, the pros and cons of two vision-based systems that 
use cameras (i.e., an optical system and a depth-sensing camera system) are examined.  
A mechanical system uses a set of sensors mounted on a human body to directly measure the relative 
positions of body parts by calculating the joint angles between sensors (Frey 1996; Vlasic et al. 2007). 
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The system does not suffer from signal interferences (i.e. light or magnetic jamming signals), and it 
provides accurate measurements even in environments where physical occlusions exist (Frey 1996; 
Furniss 1999; Welch and Foxlin 2002). The system faces drawbacks, though, in that the exoskeleton that 
a user must wear for this measurement can significantly impede his/her movement, and frequent 
calibrations of equipment are required to obtain an accurate result (Frey 1996; Furniss 1999; Vlasic et al. 
2007). 
In a magnetic system that uses the earth’s magnetic field or the field artificially generated by a coil, 
position and orientation with respect to a source (e.g. static magnetic transmitter) are computed using 
sensors attached to a human body (Vlasic et al. 2007). Thus, absolute position and rotation are determined 
in real time, and the system works properly and accurately under visually complex circumstances (Frey 
1996; Furniss 1999; Vlasic et al. 2007). Due to the limited ranges of the magnetic field and the sensitivity 
toward metallic objects, however, the tracking area is limited by a source (Frey 1996; Furniss 1999; 
Welch and Foxlin 2002), and data noise can gradually increase on the construction sites where metallic 
objects commonly exist. 
An optical system uses reflective markers or light-emitting devices attached to a human body to compute 
three-dimensional locations with images taken by cameras (Vlasic et al. 2007). Various techniques and 
different equipment can be applied (e.g. Position-Sensing Detector system, Structured Light System, 
Laser Radar, Laser Interferometry, etc.), and they provide accurate results (Frey 1996). However, this 
system has the disadvantage of cost (that it is quite expensive), and it lacks portability (Vlasic et al. 2007). 
In particular, the system requires a controlled environment, which can cause a practical issue in 
construction.  
A recently released depth sensor for motion capture (e.g., Microsoft Kinect sensor, ASUS Xtion motion 
sensor) can accurately measure the 3D depth of a scene with just one camera—for example, a Kinect 
sensor emits a structured infrared laser in a grid form, analyzes the distortion of the infrared image, and 
computes the depth based on disparity retrieval (Khoshelhan 2011)—and so this depth sensor can 
automatically produce motion capture data in combination with motion capture solutions (e.g., iPi Soft 
motion capture and Brekel Kinect). As shown in Table 7.1—which compares the performances between 
VICON (an optical system) and Microsoft Kinect (a depth sensor)—the VICON system performs better in 
terms of the resolution, operating ranges, frame rate, and accuracy. Further, compared to the Kinect that 
limits an operating range to 0.8 to 4 meters, the VICON system allows an improved range with high-
quality lenses so that it can produce very accurate motion capture results without a significant limitation 
on distance. On the other hand, the Kinect has fewer constraints on experimental conditions than the 
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VICON does: the Kinect does not require a performer to wear a special suit, does not attach markers to 
his/her body, and does not use multiple cameras surrounding a performer in a circular configuration. 
Moreover, the Kinect can provide a cost-effective and portable motion capture system, the accuracy of 
which is great enough for ergonomic analysis (Dutta 2012); the root mean squared errors of a Kinect 
sensor for 3D positions of four 0.1-m cubes were 6.5 mm, 10.9 mm, and 5.7 mm in the x, y, and z 
directions compared to VICON. 
Table 2.1: Comparison between Kinect sensor and VICON motion capture system 
 Kinect VICON (T-40) 
Resolution 640 × 480 pixels 2352 × 1728 pixels 
Operating range Limited (0.8 – 4m) Adjustable (lens available) 
Frame rate 30 fps 370 fps 
Performer cloth Flexible Special suit 
Marker No Yes 
Typical 
configuration 
1 or 2 6 or 8 in radial configuration 
Environment Indoor Laboratory 
Accuracy 
High (0.2 – 0.3mm at short 
range) 
Very high (0.1mm) 
Price $150 – $250 Approx. $96K – $120K 
Among currently available commercial systems, the one using a depth sensor is not only the one most 
likely to be suitable for recording and capturing actions involved in construction activities through 
experiments, but the one readily available for taking motion samples for indoor activities on a site. The 
constraints of mechanical and magnetic systems, such as the significant interruption of workers’ 
movement and the sensitivity at circumstances as mentioned, can restrict these systems’ application to 
construction. An optical system may be useful for obtaining accurate motion data of construction workers 
through a mock-up experiment, but the required experiment settings can cause practical issues on a jobsite. 
In this dissertation, the motion data captured by Kinect is thus thoroughly evaluated to utilize the Kinect 
for the collection of motion templates (i.e., motion models of critical at-risk behavior) through either 
laboratory experiments or site observation in indoor environments.  
Despite the advantages of Kinect over others, the drawbacks of Kinect (e.g., operating ranges and 
environments) are still significantly problematic when applying the system to harsh construction jobsites 
and activities. Reviews of existing motion capture systems thus indicate that further research efforts are 
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required to explore breakthrough approaches providing flexible and adjustable operations for motion 
studies.  
2.6 Conclusion 
Prior work provides insight into how an accident takes place on a jobsite and how human factors 
contribute to the process of an accident occurrence. Accident causation models studied in previous 
research indicate that no matter how model components are structured, a human component plays a key 
role in causing an incident that results in injuries and illnesses. Nonetheless, modern safety theories 
regard a human as a system component; hence the management efforts must made to effectively manage 
employees by reducing the negative impact of system defects on them and encouraging them to comply 
with safety rules and regulations, rather than blaming workers for their at-risk behavior. 
Along this line, behavior-based safety management has been an emerging approach for observing, 
analyzing, and reinforcing workers’ safety behavior in daily management practice. This approach aims 
not only to provide feedback and modify human behavior, but also to promote the involvement of 
workers and managers in safety, increasing the positive safety culture and climate during a project. The 
results reveal that this approach is remarkably effective in improving safety performances.  
Up until now, however, there have been few case studies applying such behavioral safety processes to 
construction due to the adverse nature of construction projects. One of the major obstacles to the 
application to construction is posed by an observation process, which is difficult to implement on a 
construction jobsite. Literature reviews on the current practice of field observation imply that worker 
observation for safety and health requires additional time and human efforts to monitor a large labor force 
in construction operations. 
Lastly, the rapid development of technologies has contributed to providing an automated means of motion 
data collection for behavior measurement. However, existing motion capture systems have limitations in 
applying such technologies to construction environments. Consequently, the literature review shows the 
demand of an advanced approach allowing for the motion capture and analysis in a field setting, which is 
the objective of this dissertation.       
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CHAPTER 3. VISION-BASED MOTION CAPTURE AND RECOGNITION 
FRAMEWORK FOR BEHAVIOR-BASED SAFETY MANAGEMENT
1
 
 
3.1 Introduction 
In the construction industry, workers’ behavior is one of the major causes of workplace accidents and 
injuries. About 80%–90% of accidents are strongly related to the unsafe acts and behavior of workers 
(Heinrich et al. 1980; Salminen and Tallberg 1996; McSween 2003; Helen and Rowlinson 2005). 
Previous studies also indicate that safety performance can be significantly improved by behavior-based 
techniques (e.g., feedback, goal setting, and worker involvement) (Komaki et al. 1978; Duff et al. 1994; 
Krause et al. 1999; Godbey 2006). To this end, a behavior-based approach has emerged as a trend in 
safety research, aiming to observe, analyze, and modify worker behavior. Specifically, this approach 
consists of developing a checklist of critical safety-related behaviors, observing workers and counting the 
frequency of the defined behaviors, improving their behavior by feedback, and enhancing safety 
continuously with the observed data (Krause 1997; McSween 2003). In the procedures, observers learn 
about unsafe actions and postures leading to accidents, observe their own and colleagues’ behavior, and 
provide feedback on their observations. Workers’ behavior can be significantly improved by hearing 
feedback about themselves, and observers also tend to improve their own behavior in the process of 
watching and discussing that of their colleagues (Krause 1997; McSween 2003; Hinze and Godfrey 2003). 
In this respect, the observation is the single most significant element to be used as preliminary data for 
behavior modification and management improvement (Chhokar and Wallin 1984; Komaki et al. 1986; 
McSween 2003). Despite its importance, traditional behavior measurement methods have the following 
limitations when applied to construction projects: (1) time-consuming and painstaking tasks involved in 
the measurement (Levitt and Samelson 1987); (2) the demand of a large amount of samples necessary to 
avoid biases (Laitinen et al. 1999); and (3) workers’ active participation required for observing and 
reporting (Han et al. 2011). 
To address these limitations, this study proposes a computer vision-based behavior monitoring that 
automatically captures the movements of workers and recognizes workers’ unsafe actions. Available 
motion capture solutions are mainly categorized into mechanical, magnetic, optical, and vision-based 
systems. The former three may provide more accurate results than a vision-based system but require 
sensors or markers to be attached on a human body for motion tracking. In construction, this requirement 
causes a critical obstacle since the attached devices can disturb workers’ movement. For this reason, a 
                                                     
1
This chapter is based on Han et al. (2013), “A vision-based motion capture and recognition framework for 
behavior-based safety management.” Automation in Construction, in press. 
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vision-based approach can be considered the most suitable for the construction application. Due to its 
potential for practical, cost-effective, visual, and rapid data collection, the vision-based approach has been 
taken in construction, for productivity management (Peddi et al. 2009; Weerasinghe and Ruwanpura 2009; 
Gong and Caldas 2010; Gong and Caldas 2011), progress monitoring (Golparvar-Fard et al. 2009; 
Brilakis 2011), quality management (Zhu and Brilakis 2010), resource tracking (Park et al. 2011), and 
safety (Teizer and Vela 2009; Yang et al. 2010). In particular, Peddi et al. (2009) and Gong and Caldas 
(2011) suggested pose analysis and motion classification of workers, respectively, to analyze construction 
operations for productivity. For safety management, this study explores a micro-level motion tracking and 
recognition to identify workers’ at-risk behavior. From site videos, the proposed system extracts 3D 
human skeleton motion models, and identifies workers’ unsafe actions using the motion data. In this way, 
the 3D skeleton models also potentially enable the ergonomic analysis of workers’ poses (e.g., back angle) 
by tracking the angles between body joints and the trajectories of body parts, which are the major inputs 
for ergonomic analysis.  
This chapter examines an observation process and its challenges in behavior-based safety management. 
To address the challenges, this chapter introduces a vision-based monitoring framework and investigates 
its usefulness through an experimental study. Based on the results, the contributions and limitations of the 
vision-based monitoring approach are discussed to validate its applicability to construction workers’ 
behavior measurement.  
3.2 Limitations of Current Practices in Behavior Measurement 
Accurate safety performance measurement facilitates the evaluation of ongoing safety management and 
the motivation of project participants to improve safety. The previous research found that the correlation 
between the behavior measurement and recordable injury rates is statistically significant (Krause 1997) 
and that near-miss incidents (e.g., workers’ unsafe actions, unsafe conditions) can eventually result in 
accidents thus being used as precursors (Bird and Germain 1996; Phimister et al. 2000). As a result, 
behavior measures can be used not only as preliminary data for providing feedback (Chhokar and Wallin 
1984; Komaki et al. 1986; McSween 2003), but also as a praactive indicator to assess an organization’s 
safety performance before an accident occurs (Chhokar and Wallin 1984; Levitt and Samelson 1987).  
Despite its potential benefits for safety improvement, behavior measurement (e.g., field observation) has 
not been actively carried out on a jobsite for the following issues. First, it is a time-consuming and 
painstaking task (Levitt and Samelson 1987). In construction, large forces are involved in many different 
operations, and these forces change during each project. Due to the short tenure of workers on a site, the 
worker’s familiarity and the employer-employee relationship are less settled than in manufacturing 
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settings (Hendrickson 1998). These characteristics of construction may pose difficulties when training 
workers for observation, as well as when measuring the ongoing stream of behavior in a complex 
environment. For staff-based observation or empirical studies, the method also requires the significant 
time and efforts of observers to collect reliable data; hence, behavior observation is recommended only 
when other methods are not available (Johnson and Sackett 1998). Second, a large amount of samples are 
necessary to avoid biases (Laitinen et al. 1999). Peer-to-peer observation may imply a bias and produce 
inconsistent results caused by each participant since the degree of unsafe actions people feel may vary 
from person to person (Mattila et al. 1994). The bias can even be critical in construction, due to the short 
tenure and frequent substitution of site workers. In the case of empirical studies, it is also challenging for 
an observer to visit a site and get a sufficient number of samples so as to reduce errors and biases in the 
data (Laitinen et al. 1999). Third, workers’ active participation is required for observing and reporting 
their own or colleagues’ at-risk behavior (Han et al. 2011). For behavior observation, significant worker 
involvement is required for the successful implementation and long-term continuous improvement 
(Krause 1997). Construction workers however tend to be reluctant to report as such; for example, 
negligible accidents such as at-risk behavior were not exhaustively reported in safety data collection 
(Saba and Mohamed 2008). For these reasons, field observation has been considered too expensive to 
apply to a practice (Johnson and Sackett 1998). Thus, a reliable and objective technique that requires less 
time and effort is needed to complement current behavior measurement. 
3.3 Computer Vision-based Approach to Behavior Monitoring 
To address the limitations, this study takes a computer vision-based approach to monitor workers’ 
behavior for safety. In this scenario, workers are recorded using stereo camera systems (e.g., multiple 
cameras and a 3D camcorder) without any attached markers or device, and the workers’ motions are 
automatically analyzed with the recorded videos. To collect videos on a jobsite, a sampling approach can 
be adopted; for instance, observation time can randomly be selected during a workday, and videos can be 
filmed for a certain time period (e.g., one or two hours) for motion analysis. Though the constant 
observation (e.g., full-day observation) would be highly effective and ideal for behavior monitoring, the 
sampling approach (e.g., random sampling) can also provide unbiased and statistically representative data 
for behavioral safety analysis (Nestor and Schutt 2012). Taking into account that the behavior monitoring 
is for providing feedback as well as evaluating ongoing safety performance, both approaches (i.e., 
sampling and constant monitoring) can thus be used for such purposes. In addition, the proposed 
framework can be enabled by ordinary and economical surveillance cameras that have been increasingly 
prevalent on construction sites nowadays―for example, in the previous study (Urano et al. 2012), 40 
surveillance cameras have been installed on a site for progress, safety, and security monitoring; hence, 
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additional human effort and workforce involvement can be further minimized. In these respects, the use 
of computer vision with ordinary network cameras enables the systemic analysis of at-risk behavior 
without significant cost, disruption of ongoing work, active participation of workers, or subjective bias.  
In this chapter, the proposed framework aims at detecting pre-defined unsafe actions and postures (i.e., 
motion template). For behavior-based safety management, Krause (1997) and McSween (2003) 
recommend observing critical at-risk behavior based on a checklist. Similarly, the proposed system takes 
a pattern recognition approach using motion templates (i.e., pre-defined unsafe motion models) for 
detection. Moreover, the proposed monitoring method is suggested not as an alternative but as a 
complementary measure for obtaining reliable behavior information, which is challenging in construction. 
Due to the different types of information provided by various measures, it is not recommended that a 
single measure be used alone (Hinze and Godfrey 2003). For example, jobsite safety inspection, which is 
one of the most widely used measures on a site, can be used to evaluate physical working conditions, 
while vision-based monitoring is useful for detecting and analyzing workers’ unsafe poses and motions. 
As used with other measures, the vision-based method can thus provide more fruitful information for 
safety management.  
3.4 Framework of Vision-based Behavior Monitoring 
The vision-based behavior-monitoring framework is mainly composed of four procedures: identification 
of critical unsafe actions, data collection, motion capture, and motion recognition; Figure 3.1 illustrates 
the overview of data, processes, and data sources in the framework. To measure the frequency of workers’ 
at-risk behavior from site videos, the proposed approach utilizes the motion templates of an atomic action 
(i.e., one single action performed by one single person), which represent pre-defined unsafe motions. In 
this respect, the identification of unsafe motions and poses is critical for motion recognition. A checklist 
of critical at-risk behavior thus needs to be developed through not only a thorough review of safety-
related documents and data, as well as of companies’ historical data, but also through ongoing field 
observations to update the checklist in a dynamically changing environment. Then, motion templates for 
the identified unsafe actions are collected and modeled through laboratory experiments. For the accuracy 
of the templates, this research uses commercial motion capture systems such as VICON (i.e., marker-
based motion capture system) or Kinect (i.e., depth sensor-based markerless motion capture system) for 
the laboratory experiments. However, those systems have limitations in gathering actual motion data from 
a jobsite; for example, VICON requires a performer to wear a special suit and attach markers, while 
Kinect is not suitable for outdoor activities. Thus, this study explores computer vision techniques to 
extract 3D skeletons from regular videos, which are the same type of outputs that the commercial systems 
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produce (c.f., Kinect can be used when there is no direct sunlight, such as in the case of indoor activities). 
Once motion templates and actual motion datasets have been obtained from a laboratory and a jobsite, the 
patterns of and similarity between the two datasets are analyzed to detect and count the number of unsafe 
actions.   
 
Figure 3.1: An overview of data, processes, and data sources in the framework of vision-based unsafe 
action and posture detection 
3.4.1 Identification of Critical At-risk behavior 
The initial process for the behavior-based worker observation is to develop a checklist of critical safety-
related behaviors. To measure behavior, McSween (2003) suggests the following steps: (1) investigate 
historical accident records, (2) identify critical safety-related behaviors, (3) develop and revise checklists, 
(4) establish the observation procedures, and (5) test and validate the observation checklists and 
procedures in a practice. In this chapter, the OSHA accident statistics (BLS 2011) and training materials 
as well as checklist samples in the previous studies (Godbey 2006; McSween 2003; Pettinger 2000; 
Lotlikar 2005; Staten et al. 2011) were investigated to formalize the critical safety-related poses and 
motions to be monitored. The result contains a list of critical body postures and motions classified by 
event and exposure leading to accidents; an example of a checklist is presented in Table 3.1. The accident 
statistics are sorted into two injury types: a traumatic injury that is caused by physical impact outside the 
human body, and an ergonomic injury that is caused by the cumulative impact of repetitive, excessive, 
and poor postures and motions on a body. These two types of injuries are classified into several groups of 
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injury types (e.g., falls and overexertion), and the fatality and non-fatality rates indicate the frequency and 
severity of the injuries and illness for each subcategory. Taking the frequency and severity into account, 
the critical poses and motions in construction were then identified according to the subcategories (e.g., 
falls from a ladder and overexertion in lifting, pulling, pushing) and will be tracked and detected using the 
proposed vision-based monitoring system. One notable point is that the checklist can be revised to reflect 
a particular jobsite, such as through the characteristics of the specific workforce (e.g., masonry) and 
workplace (e.g., high-rise building).  
In this phase, hazardous areas in which workers’ unsafe actions are more likely to take place—as well as 
associated activities—can be identified. Accident statistics and records can be a helpful resource in 
identifying the at-risk workplaces and activities requiring intensive monitoring. This step thus offers a 
guide for where to install cameras on a jobsite in order to achieve behavior monitoring and analysis. For 
example, falls from scaffolding and ladders account for 18% and 16% of falls, respectively (CPWR 2008); 
hence locations around these devices will be good places to install cameras for the prevention of further 
accidents. Moreover, the statistics that the back injury rate for masonry workers is the highest, about 1.6 
times higher than the average for all construction workers (CPWR 2008), indicate which activities need to 
be monitored to prevent a specific type of injury. 
3.4.2 Data Collection 
Two types of data are collected from a laboratory and a jobsite as follows. In addition, frame rates (i.e., 
frame per second) of both need to be set to the same value for further motion analysis. For instance, if the 
frame rates of a VICON and a video camera are 120 and 30 frames per second, respectively, then one per 
every four frames of a VICON can be selected to analyze motion data.  
3.4.2.1 Motion Template Collection Through Lab Experiments 
Motion templates, which represent unsafe body postures and actions exemplified in Table 3.1 (e.g., 
slipping, tripping, or stumbling), are sampled in advance using a commercial motion capture system (e.g., 
VICON or Kinect). The VICON captures the movement of an object with multiple cameras (e.g., 6 or 8 
cameras) by tracking reflective markers attached to a human body (i.e., joints). The Kinect computes 
three positions of body joints with one or two depth sensors. Both systems can accurately track and 
estimate the 3D positions of body joints for motion analysis (Dutta 2012); and hence they have been used 
to collect motion priors for motion capture studies (Moeslund et al. 2006). The resulting model is a 
simplified 3D skeleton that contains the changing angles between joints over time. The angular data are 
less sensitive to the varying size of human bodies, thus these systems can help to reduce errors in motion 
recognition caused by dissimilar performers.  
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Table 3.1: A checklist example for behavior-based worker observation 
Category 
*Fatality/ 
Non-fatality 
(%) 
Body Positions and Motions 
Traumatic 
Injury 
Falls 34.0 / 23.6 
Fall to lower level, on the same level, and from roof 
 Wear PPEs (e.g. hard hats, personal fall arrest systems) 
 Avoid slipping, tripping, or stumbling 
 Keep the eyes on path and work 
Fall from ladder and scaffold 
 Maintain 3 points of contact 
 Always face the equipment 
 Don't reach too far to either side or to rear 
 Don't carry tools or materials up the ladder 
 Don't jump from equipment 
 Avoid skipping steps 
 Don't climb scaffold cross-bracing 
 Don't stand on the top 2 steps of a folding stepladder 
Transportation 25.1 / 3.9 
Highway/non-highway accident and stuck by vehicle 
 Keep the eyes on moving equipment 
 Keep the eyes on path 
 Wear PPEs (e.g., hard hats, traffic vests) 
 Stay clear of "line of fire" 
Contact with 
objects and 
equipment 
18.5 / 32.8 
Struck against object and by object, and caught in objects 
 Keep the eyes on path and work 
 Wear PPEs (e.g., hard hats, safety glasses, safety boots) 
 Stay clear of "line of fire" 
 Stay clear of pinch joints 
Exposure to 
harmful 
substances/  
environment 
15.8 / 4.1 
Contact with temperature extremes and exposure to harmful substances 
 Wear PPEs (e.g., gloves, safety goggles, special vests) 
 Keep the eyes on work 
 Stay clear of hot surfaces or materials 
Assaults and 
violent acts 
4.9 / 0.4 
Assaults by person, animal 
 Avoid hitting, kicking, beating 
Fires and 
explosion 
1.7 / 0.2 
Fire unintended, uncontrolled, and explosion 
 Never smoke near flammable substances 
Ergonomic 
Injury 
Overexertion - / 18.1 
Overexertion in lifting, pulling, pushing 
 Avoid awkward positions (e.g., bending, stooping, twisting, and 
overhead reaching) 
 Don’t reach out to pick up an object 
 Avoid lifting above shoulder height and lift with the legs below the 
knees 
 Lift gradually 
Overexertion in holding, carrying 
 Keep objects close to the body 
 Avoid remaining in the same position for a long time without 
movement 
 Avoid sitting on, standing on, or holding vibrating equipment 
Bodily reaction - / 10.8 
Bending, twisting, etc. 
 Avoid bending and twisting 
Slip, trip, loss of balance 
 Avoid slipping, tripping, losing balance 
Repetitive 
motion 
- / 2.6 
Repetitive placing, grasping, moving objects, and repetitive use of tools 
 Avoid repetitive motion and use of tools 
 Do stretching exercises and take breaks regularly 
 Rotate the job 
 Keep the appropriate pace 
*Note: Due to rounding and data exclusion of non-classifiable responses, percentages may not add up to 100. 
33 
3.4.2.2 Motion Template Collection Through Lab Experiments 
Motion templates, which represent unsafe body postures and actions exemplified in Table 3.1 (e.g., 
slipping, tripping, or stumbling), are sampled in advance using a commercial motion capture system (e.g., 
VICON or Kinect). The VICON captures the movement of an object with multiple cameras (e.g., 6 or 8 
cameras) by tracking reflective markers attached to a human body (i.e., joints). The Kinect computes 
three positions of body joints with one or two depth sensors. Both systems can accurately track and 
estimate the 3D positions of body joints for motion analysis (Dutta 2012); and hence they have been used 
to collect motion priors for motion capture studies (Moeslund et al. 2006). The resulting model is a 
simplified 3D skeleton that contains the changing angles between joints over time. The angular data are 
less sensitive to the varying size of human bodies, thus these systems can help to reduce errors in motion 
recognition caused by dissimilar performers.  
3.4.2.3 Site Videos 
Motion data are collected from construction jobsites by recording workers using stereo camera systems or 
Kinects. As discussed, Kinects may be suitable for only indoor activities due to the sensitivity of their 
depth sensors to sunlight; thus, this research focuses on a stereo camera system to extract motion 
information from site videos. In addition, such camera systems will be installed in the places where 
frequent accidents occur, which can be inferred from accident statistics (see Table 3.1).  
3.4.3  Motion Capture  
From site videos, 3D human skeleton models are extracted such that they can be compared with motion 
templates for detection. To estimate the 3D locations of body joints, two approaches that use a monocular 
camera and multiple cameras have mainly been taken and studied in the field of motion capture. Although 
the use of a monocular camera obviously makes it easy to collect video data, the approach has involved 
assumptions required for the estimation―for example, limitations to the specific types of movements, 
sensitivity to viewpoints in training, and difficulties in extracting robust evidence (e.g., silhouettes) to 
occlusions―and remained an open problem in the motion capture community (Moeslund et al. 2006; 
Andriluka et al. 2010). Consequently, a multiple camera approach that facilitates the improvement of 
accuracy and that addresses self-occlusions in images has been studied in construction (Li and Lee 2011). 
Along the same line, this study takes advantage of a 3D camcorder, which allows for the simplification of 
3D skeleton extraction to 2D pose estimation while still having the merit of using one device for motion 
capture; yet, the proposed methods are similarly applicable for two individual cameras, as well. A 3D 
camcorder is composed of two lenses in one camera, thus producing two synchronized videos from 
different viewpoints. With the two videos either from a 3D camcorder or two individual cameras (Figure 
3.2.a), one is mainly used to estimate the positions of body joints on 2D image sequences, while the other 
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is used to obtain reference data for 3D reconstruction (Figure 3.2.b). Thus, the estimated 2D body joints 
can be transformed onto a 3D coordinate with the depth information (i.e., distance between a camera and 
an image point) computed (Figure 3.2.c), eventually resulting in a 3D skeleton model (Figure 3.2.d). 
Additionally, the 3D skeleton does not reveal a worker’s identity and hence may help address an issue 
that workers often consider—the identification of their at-risk behavior as a cause for penalization.  
 
Figure 3.2: An overview of a motion capture process 
3.4.3.1 2D Pose Estimation 
With a video, the location of body joints is estimated on a 2D image (i.e., each frame of the video) to 
extract 2D skeleton models. For the body joint estimation, two classes of approaches can be taken; one is 
a top-down approach that estimates the joint location by mapping a projection of a body model onto 
observed images, while the other is a bottom-up estimation that first detects body parts on images and 
then adjusts their locations to fit into a human body (Poppe 2007). Due to the drawback of the top-down 
approach that the method often produces inaccurate results with occlusions and generally requires manual 
initialization (i.e., manually labeling the location of body joints) in the first frame (Poppe 2007), the 
bottom-up approach is adopted in this work.  
Accordingly, body parts are detected on 2D images using a Histogram of Oriented Gradient (HOG) 
descriptor (Dalal and Triggs 2005), and the relationship between body parts is inferred using a flexible 
mixtures-of-parts model (Yang and Ramanan 2011); this method provides accurate and fast results and 
also helps address the issues related to the varied appearances of target people (e.g., different body sizes, 
body shapes, and viewpoints) and occlusions. To detect body parts, a group of training images are first 
selected and manually annotated with a body skeleton model defined in Figure 3.3. Based on the skeleton 
model, body joints in the training images are labeled, and this dataset is used to estimate the locations of 
body parts in testing datasets. In this process, a large number of rotated and foreshortened training 
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datasets can help address such issues in pose estimation as too many degrees of freedom, varied 
appearances of limbs due to different body sizes or shapes, changes in clothing, or changes in viewpoint. 
In addition to the location information, types of particular body parts (e.g., hands and feet) on 2D images 
are recognized and stored to build 3D skeleton models. This task is done by clustering body parts based 
on their relative location with respect to their parents. The clusters thus represent a collection of particular 
body parts, and body part types are labeled based on the cluster. Then the derived type labels are used to 
construct a fully supervised dataset, and the flexible mixture-of-parts model is learned to assign IDs to 
body joints (e.g., ID numbers in Figure 3.3). The resulting outputs are 2D skeleton models (the upper 
image in Figure 3.2.b), in which IDs associated with body joints are also assigned.  
 
Figure 3.3: A body skeleton model for body joint estimation                                                                                    
(Note: the numbers represent the numerical IDs of body parts) 
3.4.3.2 3D Skeleton Reconstruction 
Given 2D pose estimation results, 3D skeleton reconstruction involves two sub-processes: (1) 
correspondence matching that matches corresponding body joints on images from the other view, and (2) 
depth computation that calculates the depth of body joints using the corresponding points identified. 
To determine pixel correspondence on two-view images, there are two main approaches suggested in the 
previous study (Szeliski 2008): correlation-based and feature-based approaches. A correlation-based 
approach involves computing pixel correlation within a local search region near the pixel (e.g., 5 by 5 
pixel window) and finding corresponding points based on the local appearance, thus being suitable for the 
images taken from close distances (e.g., a 3D camcorder). A feature-based approach involves detecting 
the features of a pixel with feature descriptors (e.g., SIFT (Liu et al. 2011), SURF (Uijlings et al. 2010), 
DAISY (Tola et al. 2010)) and finding conjugate pairs by comparing the extracted features, thus being 
suitable for the images including changes in a viewpoint and appearance (e.g., multiple cameras 
positioned at a wide angle) (Szeliski 2008). In searching for pairs of corresponding points based on both 
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approaches, the search space can be significantly constrained by epipolar geometry (Hartley and 
Zisserman 2004); that is, the corresponding points must lie on the epipolar line according to the body 
joints obtained by 2D pose estimation. To compute the epipolar line, any pair of images is selected, 
interesting points corresponding in both images are automatically extracted using aforementioned feature 
descriptors, a fundamental matrix is computed using an 8-point algorithm (Hartley and Zisserman 2004), 
and then the epipolar line can be computed using the property of the fundamental matrix. The epipolar 
geometry is related to camera geometry (not to scene geometry), and hence the fundamental matrix can be 
used for the rest of the images taken from the same positions. In addition to the epipolar geometry, this 
study investigated the use of homography to minimize the search space in correspondence matching. 
Homography is a projective transformation that maps one plane to the other. Through the experiments, 
this research empirically found that in the case of a 3D camcorder, homography provides a rough but 
acceptable estimation of the potential regions of corresponding points. To compute the homography, the 
normalized Direct Linear Transformation (DLT) algorithm (Hartley and Zisserman 2004) can be applied. 
Given pairs of corresponding points and projection matrices of two cameras (Figure 3.2.c), positions of 
the points in a 3D coordinate can be computed through triangulation. A straightforward means to 
computing the camera projection matrix is to record a chessboard with each camera and obtain camera 
parameters using available camera calibration toolboxes (e.g., Robust Automatic Detection Of Calibration 
Chessboards toolbox (Kassir and Peynot 2010)). Once both positions of corresponding points and 
projection matrices are obtained, the linear triangulation method using Singular Value Decomposition 
(SVD) (Hartley and Zisserman 2004) can be used to calculate the depth of body joints, and hence the 2D 
skeleton can be reconstructed in a 3D space with the IDs of body joints previously identified (Figure 
3.2.d). 
3.4.4  Motion Recognition 
Two types of inputs, which have the same format (i.e., a 3D skeleton containing joints angles) but come 
from different sources (i.e., lab experiments and site videos), have been collected and processed in the 
previous procedures. Figure 3.1 shows an overview of data, processes, and data sources in the proposed 
framework, and also illustrates how the two types of inputs (i.e., field data and an atomic action template 
representing at-risk behavior) are processed in the framework with differently colored boxes. With two 
sets of data, the objective of motion recognition is to detect the same actions as a template in field data, 
and its process can be divided into two sub-processes: (1) dimension reduction to address the high 
dimensionality of 3D skeleton models for motion analysis, and (2) similarity measurement to compare 
and classify the motion data for motion detection. 
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3.4.4.1 Dimension Reduction 
Motion data are highly dimensional (i.e., x-y-z rotation angles per each body joint), dynamic (i.e., time 
series data), and nonlinear (i.e., changing velocities and directions over time). Due to the characteristics of 
motion data, motion analysis has underlying challenges. In an effort to address the issues, dimension 
reduction techniques such as a kernel Principal Component Analysis (kernel PCA) (Schölkopf et al. 1998) 
have been studied to classify construction workers’ actions (Han et al. 2013). Dimension reduction 
techniques allow for the identification of primary variables and the reduction of the data’s dimensionality, 
thus improving efficiency and accuracy in motion analysis; and in the previous study (Han et al. 2013), 
the errors of motion classification could be reduced by applying such a technique. Expanded on the study 
(Han et al. 2013), this chapter applies the kernel PCA for 3D skeletons extracted from site videos as well 
as for a template, and also includes the detection of actions in streaming data, in which datasets are not 
clustered for classification. In this case, as a pre-process, both motion datasets from a lab and a site need 
to be set to have the same skeleton structure; the skeleton structures from a VICON and Kinect can be 
different from the one extracted from videos (Figure 3.3). This task can be completed by computing 3D 
positions of body joints, selecting corresponding joints between two datasets (e.g., VICON/Kinect and 3D 
skeletons from videos), and re-calculating the rotation angles of the selected joints, as explained in 
Meredith and Maddock (2001). Using the kernel PCA, motion templates obtained from a lab is then 
mapped onto a low-dimensional latent space, and the mapping parameters are learned in this process. 
With the learned parameters, 3D skeletons from site videos can also be transformed onto the same latent 
space. In this latent coordinate, each frame of motion data is represented as a point, and actions can be 
recognized by observing datasets’ trajectories. 
3.4.4.2 Similarity Measurement 
In the latent coordinate where a template and 3D skeletons from videos are mapped, similarity between 
them can be measured using a Dynamic Time Warping algorithm (DTW) (Jeong et al. 2011). The DTW 
quantifies the similarity between a pair of time series data, even the lengths of which (i.e., the number of 
data points in both datasets) are varying. In this respect, actions at various speeds can efficiently be 
recognized by adjusting the size of datasets to be compared. Figure 3.4 illustrates the proposed algorithm 
to iteratively adjust the search size of field data for the comparison with a template, sliding over all of the 
frames (i.e., time). In this manner, the distance at time tx is computed as follows: 
      
     
    (  )                                                      Eq. (1) 
Here, S1 and SN represent sets {x(tx,min,s),…,x(tx),…x(tx,min,e)} and {x(tx,max,s),…,x(tx),…x(tx,max,e)}, 
respectively; Dist(S) is a distance measured between a motion template and a subset S; and x(t) denotes a 
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data value at time t. For instance, at a specific time (tx), the minimum (i.e., tx,min,s to tx.min.e) and maximum 
size (i.e., tx,max,s to tx.max.e) of a sample in the field data can be determined based on observations of 
workers’ actual actions, and sizes from the minimum to maximum can be iteratively compared with a 
template to find the smallest similarity measure. The smallest distance represents the similarity at the 
specific time (tx), and this process is repeated by sliding over all of the frames to measure the similarity 
over time. The similarity measures turn out to be small when similar actions with a template occur, and 
hence specific actions can be detected by setting a threshold and identifying frames (i.e., time), the 
similarity of which becomes less than the threshold. Thus, the frequency of unsafe actions can be obtained 
by counting the number of actions similar to motion templates representing the unsafe action. 
 
Figure 3.4: Detection Search Algorithm 
3.5 Proof of Concept: Experiments and Results 
The proposed framework is experimentally tested for one of the unsafe actions identified in Table 3.1 
(e.g., reaching too far in ladder climbing). A relevant motion template and videos are collected and used 
to apply the proposed methods. The results of 3D skeleton extraction and motion recognition are 
presented in this section, and the framework is validated based on performance measurements. 
3.5.1  An Unsafe Action for a Fall from a Ladder 
In construction, falls are one of leading causes of fatalities (34.0%) and nonfatal injuries (23.6%); 
moreover, falls from a ladder solely account for 8.8% of deaths and 5.6% of injuries (BLS 2011). Thus 
among the unsafe actions associated with a ladder in Table 3.1, the action of reaching far to a side on the 
ladder (Figure 3.5) is selected as a test case in this chapter; this action can potentially lead to an incident 
by causing loss of balance and a fall. 
3.5.2 Data Collection 
A motion template and video recordings of ladder climbing are collected in a lab environment, using a 
commercial motion capture system (VICON) and a 3D camcorder (JVC 3D Everio Camcorder), 
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respectively; Figure 3.6 illustrates the experiment scenes, a 3D camcorder, and an output of a VICON. In 
the case of a VICON, 8 cameras surrounding a performer track reflective markers attached to body joints, 
and hence occlusions either by the performer or by a ladder can be minimized. On the other hand, video 
samples are recorded with a 3D camcorder positioned about 5 meters away from a performer. In the 
experiment, a chessboard is also recorded for camera calibration.  
 
Figure 3.5: An example of an unsafe action: reaching far to a side on a ladder 
 
Figure 3.6: Data Collection through Experiments: (a) an experiment scene using a VICON, (b) a skeleton 
model from a VICON, (c) a JVC 3D Everio Camcorder, and (d) videos from a 3D camcorder 
The template contains a reaching-far-to-side action, while the videos consist of 25 samples (i.e., trials) of 
ladder climbing, each of which is comprised of an ascending, a reaching-far-to-side, and a descending 
action (Figure 3.7). Consequently, reaching-far-to-side actions in the videos are detected with the 
template according to the procedures proposed in this chapter. 
3.5.3 3D Human Skeleton Extraction 
In this experiment, 5625 frames of videos per lens (i.e., one of two lenses in a 3D camcorder) are 
collected and decomposed into sequences of images; a video from one lens is used for 2D pose estimation, 
while one from the other lens is used as a reference for 3D reconstruction. Among the total frames in 
which 25 samples are stored, one sample (i.e., 220 frames) is used for learning the appearances and 
relationships of body joints; for the training, the positions of body joints (Figure 3.3) are manually labeled 
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on 220 frames of the sample. Then, the learned model is used to detect body joints on testing datasets (i.e., 
entire frames of the video). The detection is achieved by locating the mixture of body parts (Yang and 
Ramanan 2011), based on the learned appearances and relationships of body parts in training. Specifically, 
body parts are captured with a set of detection windows (e.g., 40 by 40 pixel window), and 2D skeletons 
are extracted based on the location of detection windows (i.e., the center of the window). As an example, 
one frame of the 2D pose estimation result is presented in Figure 3.8.a. 
 
Figure 3.7: Three actions in videos: (a) ascending, (b) reaching far to a side, and (c) descending 
Once positions of body joints are estimated on images from a video (i.e., a main video in Figure 3.1), 
corresponding joints on the other video (i.e., a reference video)―taken by the other lens―are also 
estimated through correspondence matching. In this study, both epipolar lines and homography are 
applied to estimate potential regions of body joints on the reference images. This study assumes that the 
homography can be used to roughly estimate the mapping between pairs of images when two cameras are 
located as closely as a 3D camcorder (i.e., the distance between lenses in a 3D camcorder is 35mm as 
shown in Figure 3.6.c); and in this experiment, the homography is useful for correctly finding 
corresponding points of body joints. To compute the homography, SURF (Uijlings et al. 2010) is first 
applied to search and match interesting points in two images from both videos, and then the DLT 
algorithm (Hartley and Zisserman 2004) is applied. Given the interesting points corresponding in the two 
images by the SURF, a fundamental matrix can also be calculated using the 8-point algorithm (Hartley 
and Zisserman 2004) for computing epipolar lines. Figure 3.8 illustrates the potential search regions 
estimated by homography (i.e., blue boxes), and epipolar lines (i.e., green lines) passing the search 
regions on a reference image. In this experiment, search regions are based on an 11 by 11 pixel window 
centered at the points estimated through homography mapping. Constrained by estimated regions, the 
accurate positions of body joints are further refined by computing correlations between an image patch 
(e.g., 11 by 11 pixels) centered at a body joint on the main image, and image patches (e.g., 11 by 11 
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pixels) centered at every point in the search region (i.e., blue box) on the reference image. Body joints 
(i.e., red X marker) in Figure 3.8.b are the points adjusted by the correlation-based matching.         
For the 3D reconstruction of a body joint, camera parameters in addition to the pairs of corresponding 
body joints are obtained using a camera calibration toolbox (Kassir and Peynot 2010). With the camera 
parameters and pairs of corresponding points, 3D reconstruction can be completed through triangulation 
methods (Hartley and Zisserman 2004); the linear triangulation method is applied in this experiment. The 
result of 3D reconstruction is presented in Figure 3.8.c. 
 
Figure 3.8: Results of (a) 2D pose estimation, (b) correspondence matching, and (c) 3D skeleton 
reconstruction 
The resulting 3D skeleton models are validated based on the length of body joints (i.e., bone size) by 
comparing the skeletons with anthropometry data. In Table 3.2, means and standard deviations of 13 
bones’ sizes, based on the skeleton model in Figure 3.3, are computed, and the differences from the 
anthropometry data are presented. In total, the average difference of bone sizes in a 3D coordinate is 6.3 
cm between the two datasets; taking into account that the difference is derived from the combined results 
of both 2D pose estimation and 3D reconstruction, the result shows that, overall, no significant errors 
arise in either process.  
In this table, a large difference may imply that the positions of joints estimated by the algorithm (Yang 
and Ramanan 2011) differ from the one used for anthropometry data, while a large standard deviation 
may imply that the joint positions are inconsistently estimated over the frames.  Based on this implication, 
the results show that in terms of standard deviations, large errors are caused by a pelvis (i.e., a link 
between ID 3 and 4 in Figure 3.3), a left upper leg (i.e., a link between ID 2 and 3), a right upper leg (i.e., 
a link between ID 4 and 5), a left arm (i.e., a link between ID 7 and 9), and a right arm (i.e., a link 
between ID 11 and 12). This result infers that the 2D pose estimation algorithm may inconsistently track 
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the positions of a hip (i.e., ID 3 and 4 in Figure 3.3) and hands (i.e., ID 7 and 12). Particularly, the 
differences of right and left arms associated with hands are also large, and this suggests that hands may be 
the most difficult body part to capture with a video; this result is also reported in Yang and Ramanan 
(2011), which compares performances of various pose estimation algorithms previously developed. In 
addition, the differences and standard deviations that occur in a left upper body are larger than those that 
occur in a right upper body, and the inaccuracy is caused by self-occlusions (i.e., a left arm and hand are 
occluded by one’s torso in most frames). The applicability of the 3D skeletons for motion detection is 
validated and discussed in the following section. 
Table 3.2: Bone length validation of 3D skeleton models 
Bone 
(Body Part ID) 
Pelvis 
(3-4) 
Left   
up-leg      
(2-3) 
Left leg 
(1-2) 
Right 
up-leg 
(4-5) 
Right 
leg       
(5-6) 
Spine 
(3&4-13) 
Neck 
(13-14) 
Left 
shoulder          
(9-13) 
Left 
forearm      
(8-9) 
Left arm     
(7-8) 
Right 
shoulder        
(10-13) 
Right 
forearm      
(10-11) 
Right 
arm   
(11-12) 
Anthropo-
metry (cm) 
27 44 43 44 43 61 20 22 36 30 22 36 30 
Skeleton 
Mean/Std. 
(cm) 
24.0 
/9.7 
38.1 
/10.7 
39.4  
/2.1 
37.7  
/9.5 
32.9  
/1.2 
70.1  
/5.3 
22.4  
/1.8 
33.2   
/6.0 
24.6  
/6.2 
24.3 
/13.0 
22.0  
/3.1 
26.3  
/3.8 
22.3  
/9.3 
Diff. (cm) -3.0 -5.9 -3.6 -6.3 -10.1 8.1 1.4 10.2 -10.4 -5.7 -1.0 -8.7 -7.7 
    *Note: Body part IDs are defined in Figure 3.3. 
3.5.4  Motion Recognition 
In this experiment, two inputs for motion recognition are a motion template collected with a VICON, and 
3D skeletons extracted from videos. Skeleton models from the two different sources are not matched up 
in a structure; thus, the skeleton model (i.e., a 25-joint skeleton) from a VICON (Figure 3.6.b) is 
converted to the one (i.e., a 14-joint skeleton) in Figure 3.3, based on Meredith and Maddock (2001). 
Then, a dimension reduction technique such as the kernel PCA (Schölkopf et al. 1998) is applied to both 
skeleton models for reducing the dimensions of motion data by extracting primary features from the 
dataset. In this process, a motion template is first mapped onto a three-dimensional space (Figure 3.9.a), 
and motion data from videos is also transformed onto the same space (Figure 3.9.b), based on the 
mapping parameters learned. Although ascending and descending actions are not similarly distributed in 
the space due to the mis-estimation of hands by self-occlusions, Figure 3.9.b reveals that, overall, motion 
data from videos can be successfully mapped onto the same coordinate through dimension reduction.  
For action detection, the similarity between a motion template of an atomic action (i.e., a reaching-far 
action) and a 3D skeleton from videos—the dimensions of which are reduced to three after the dimension 
reduction—is measured using the DTW (Jeong et al. 2011). In the experiment, the template contains 29 
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frames, and I observe that the minimum and maximum frame lengths of reaching-far-to-side actions in 
videos are 49 and 75 frames, respectively. Therefore, the similarities over all of the frames are computed 
as proposed in the framework (e.g., Figure 3.4), and the result is presented in Figure 3.10. The similarity 
measurements fluctuating over time indicates that the similarity decreases when similar actions occur, 
while increasing when different actions are taken in the video. Accordingly, the same action as the 
template can be recognized by setting a threshold and detecting the similarity falling below the threshold. 
Figure 3.10 illustrates that the similarity falls below the threshold between two dotted vertical lines, 
which represent the correct occurrence time periods that the reaching-far-to-side actions actually occur in 
the videos. 
 
Figure 3.9: Dimension reduction of motion data, mapping with (a) a template and (b) motion data 
extracted from videos 
 
Figure 3.10: Measurement of similarity between a template (reaching far to a side) and motion data 
extracted from videos over frames 
44 
Motion detection is performed based on the similarity measurement, and errors in detecting the unsafe 
action (i.e., reaching far on the ladder) in videos are calculated as presented in Table 3.3. In summary, the 
Recall―calculated by True Positive (TP) divided by the sum of TP and False Negative (FN)―is 88%; 
and the Precision―calculated by TP divided by the sum of TP and False Positive (FP)―is 88%; as an 
example, TP represents that reaching-far actions are detected when they actually occur, FN represents that 
reaching-far actions are not detected even when they actually occur, and FP represents that reaching-far 
actions do not occur but other actions are detected as the unsafe action. Herein, the Recall means that the 
motion recognition algorithm detects 88% of unsafe actions in the video, while the Precision means that 
among all of the detected actions, 88% of actions are correctly detected by the algorithm. The result thus 
shows that, in this experiment, the proposed motion recognition actually performs well with field data for 
detecting and counting unsafe actions with pre-defined templates. Additionally, the errors may mainly 
result from the inaccurate estimation of body joint positions particularly in arms and hands, as identified 
in the analysis of pose estimation results.  
Table 3.3: A detection result 
Template 
# of actions      
in data 
# of correctly 
detected actions 
(TP) 
# of incorrectly detected actions 
Not detected 
(FN) 
Mis-detected 
(FP) 
Reaching far to a side 25 22 (88%) 3 (12%) 3 
*Note: “Not detected (FN)” means that the action in the data is the same as the template, but that the action was not 
detected. “Mis-detected (FP)” means that the action in the data is not the same as the template, but was detected. 
3.6 Discussion 
For construction safety management, behavior observation has been important but difficult to implement 
on a jobsite; safety professionals and researchers have tried to measure safety behavior of workers in 
construction operations rather than the consequences of at-risk behavior (e.g., incident rates) (Levitt and 
Samelson 1987). The safety expert in the industry, whom I interviewed with, also stated that they tried to 
measure workers’ behavior with a checklist but failed because of the amount of time required and biased 
errors. Instead of a human observer staying on a jobsite and watching workers for several hours, the 
proposed framework provides an automated means to monitor workers by installing cameras near 
activities to be observed. Similar to observation by a human, the proposed vision approach also allows the 
gathering of motion samples for a couple of hours, even without significant human efforts and errors, and 
feedback can also be provided based on the identified unsafe actions. With further improvement of 
motion capture algorithms, the detection errors that occurred in this study can be reduced. This advance 
will help minimize the biases and obtain consistent results of behavior observation, which is difficult for a 
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human observer to achieve.  
The results of the experiments demonstrate that the proposed framework technically functions well for 
extracting 3D skeletons from videos, and for detecting unsafe actions with motion templates. However, 
limitations are identified, and further investigation will be undertaken to address the issues in the future 
research. Limitations identified in this study are summarized as follows: (1) the impact of camera 
viewpoints and occlusions needs to be investigated, (2) the accuracy of 3D skeletons extracted from 
videos needs to be fully validated, (3) the various types of unsafe actions also need to be tested, (4) the 2D 
pose estimation needs to be validated with a generalized training dataset, and (5) issues on the privacy of 
video recording and the impact of videotaping on behavior need to be resolved. First, the proposed 
framework is evaluated through lab experiments. In a field setting, however, complex construction 
jobsites can give rise to the issues derived from the locations of cameras (i.e., viewpoints) and occlusions 
(e.g., occlusions by other workers and objects), which may negatively affect the performances of motion 
sensing and analysis. Accordingly, field studies will be required and hence be carried out in the future 
study to assess an applicability of the framework to actual construction environments including various 
activities, motions, and occlusions for providing detailed guidelines to filed data collection. Second, in 
this chapter, the proposed framework is validated, based on the measured bone lengths and action 
detection result. The performance of motion recognition, however, relies on the accuracy of 3D skeletons 
extracted from videos. In this respect, the performances of 2D pose estimation and 3D skeleton 
reconstruction need to be validated in depth. For example, rotation angles stored in the skeleton models 
can be compared with a commercial motion capture system (e.g., Kinect)―the performance of a Kinect 
also needs to be validated in advance to be used as a ground truth. In this case, a VICON may not be 
suitable for the angular validation due to the requirement of a special suit and markers, which can 
influence the accuracy of vision-based motion capture. Through the validation, one can investigate, for 
example, the extent to which occlusions affect the 2D pose estimation and find a research direction to 
improve its accuracy, as well. Third, the thorough validation would help confirm that the proposed 
framework can be applied to other types of unsafe actions (e.g., kneeling and squatting), in which self-
occlusions are more likely to result. The future work will thus include an in-depth validation of 3D 
skeleton models, and will test various types of actions, for which pose estimation errors can significantly 
degrade the accuracy of action detection.  In addition, a training dataset is created with 1 of 25 samples to 
be tested for 2D pose estimation in the experiment. In the future work, I will train the pose estimation 
model with generalized motion datasets, not specific to testing data, and apply the learned model to 
various actions that construction workers take on a jobsite. Lastly, the privacy and confidentiality of 
workers can become an issue when recording videos. As an effort to address this issue, this study 
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potentially takes the approaches that do not recognize the identity of workers for the motion analysis done 
by extracting skeletal models; likewise, this study provides workers with feedback rather than imposing 
penalties for their unsafe actions. Even though the ethics policy of the target organization needs to be 
thoroughly reviewed, these approaches may help resolve the issues in applying vision-based monitoring 
of workers. Moreover, previous studies in health and safety reported that the impact of video recording on 
the observed person’s behavior has not been significant (Carayon 2012). 
As another application of the 3D skeleton model, the proposed framework can be utilized to observe 
workers’ postures and actions from the ergonomic perspective (Li and Lee 2011). As a proof of concept, 
an unsafe action particularly belonging to traumatic injuries (e.g., reaching far to a side on the ladder) is 
tested to validate the proposed framework. In the case of ergonomic injuries, skeleton models extracted 
from videos can be used to identify ergonomic injuries (e.g., overexertion, bodily reaction, and repetitive 
motions) by analyzing risk factors (e.g., body postures, repetition and frequency of movement, and task 
duration). These are the key inputs needed for various ergonomic analysis methods (Karhu et al. 1977; 
Sperling et al. 1993; Buchholz et al. 1996; Everett 1999; Li and Buckle 1999; David et al. 2008). The risk 
of back injuries, for example, which accounted for about 20% of nonfatal injuries and illnesses in 
construction in 2005 (CPWR 2008), can be inferred through the reconstructed 3D skeleton and the 
identification of the angle, duration, and frequency of back bending. The collected information on 
ergonomic risk factors can then be compared to guidelines in ergonomic standards (e.g., OSHA technical 
manual for back disorders and injuries, Washington State’s ergonomic rule). For example, according to 
Washington State’s ergonomics rule (WAC 296-62-051), if the worker is doing an activity with a back-
bending angle greater than 45° for longer than two hours/day, it can be considered hazardous and in need 
of rectification. The risks of ergonomic injuries can thus be identified with the motion information 
captured in videos.  
3.7 Conclusions 
In this study, a framework of vision-based motion capture and recognition is proposed to detect the 
critical unsafe actions of construction workers on a jobsite. 3D human skeleton models containing motion 
information are reconstructed from site videos and used to detect pre-defined unsafe action in the data. 
The results indicate that the proposed framework can potentially be applied for site videos, as shown in an 
experimental study. The resulting information—the number and type of unsafe actions—can be used to 
provide workers with feedback on their behavior, and also to examine the impact of safety-related 
management actions (e.g., feedback, training, education) on behavior modification through a comparison 
of workers’ behavior before and after the managerial actions. For the observation of workers’ behavior, 
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vision-based monitoring does not require significant additional time or cost, thus providing a way to 
collect behavior data for safety management in practice. Considering the time and efforts required for a 
human observer to have to spend on worker behavior monitoring, the proposed framework might help 
constantly and automatically monitor workers, provide feedback, and manage their behavior to perform 
the work in a safe manner. 
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CHAPTER 4. MOTION TEMPLATE COLLECTION USING MOTION CAPTURE 
SYSTEMS: EMPIRICAL ASSESSMENT OF AN RGB-D SENSOR                                       
ON MOTION CAPTURE AND RECOGNITION
2
 
 
4.1 Introduction 
During a construction project, data collection is critical to the evaluation and control of ongoing project 
performances. The complexity of construction environments and the dynamics of moving equipment and 
human resources, however, often pose a challenge in undertaking such tasks on a jobsite. Particularly, the 
time-consuming tasks required for worker monitoring can give rise to the issue of implementing field 
observation in a daily management practice (Johnson and Sackett 1998). For efficient field data 
acquisition, research efforts have thus been made to investigate and propose available sensing devices—
such as cameras, laser scanners, and the combination of sensors (e.g., ultra wideband and physiological 
status monitoring devices)—for the tracking of human movements and the analysis of construction 
activities (Cheng et al. 2013; Gong and Caldas 2011; Peddi et al. 2009; Gonsalves and Teizer 2009). The 
previous studies provide valuable insight into the analysis of human postures and actions, but further 
research is still needed for the capture of an articulated motion and the modeling of its kinematics. Along 
this line, an RGB-D sensor—such as the Microsoft Kinect sensor—has gained great attention as a cost-
effective and readily available device for motion capture.  
Since it was released in 2010, the Kinect has been actively studied as a motion capture device to record 
the movement of human subjects. In this regard, action recognition techniques—in particular—have been 
explored for the detection of specific actions using the motion capture data for use with operation and 
safety analysis in construction. For example, Weerasinghe et al. (2012) propose a Kinect-based tracking 
framework for the localization of workers and the analysis of their movement patterns, which could 
potentially be used for productivity measurement. For operation analysis, Escorcia et al. (2012) also 
present an action recognition technique to classify construction workers’ actions based on the color and 
depth information from a Kinect. On the other hand, Ray and Teizer (2012) utilize a Kinect for the pose 
analysis of construction workers to classify awkward postures based on ergonomic rules during safety and 
health training, and Hen et al. (2013) study the unsafe action detection of workers for safety behavior 
monitoring with motion capture data from a Kinect. These studies have thus demonstrated the great 
potential of the Kinect to gather motion information from a jobsite, as well as the great potential of its 
applications to construction management. To validate the proposed approach, however, the prior work has 
                                                     
2
This chapter is based on Han et al. (2013), “Empirical assessment of an RGB-D sensor on motion capture and 
action recognition for construction worker monitoring.” Journal of Visualization in Engineering, Springer, in press. 
49 
mainly focused on the performances of motion classification and detection rather than the accuracy of 
estimated postures and actions (e.g., 3D human skeleton models). The results in the studies suggest that 
pose estimation is computationally verified to a certain extent, but the accuracy of the Kinect solely when 
used for motion capture still remains unexplored. Taking into account that one of the main uses of the 
Kinect is to estimate 3D body skeletons of humans and track their movements over time, the thorough 
assessment of a Kinect-based motion capture system will thus help elucidate: (1) up to what degree of 
accuracy a Kinect sensor can detect and track the 3D positions of body parts; (2) to what research areas 
the Kinect can potentially be applied, depending on the accuracy; and (3) which processes of motion 
analysis cause computational errors for the debugging of action recognition systems. 
This chapter evaluates the performance of the Kinect sensor on motion capture and action recognition for 
construction worker monitoring. An experimental study is undertaken to compare the accuracy of a 
Kinect with a commercial marker-based motion capture system, VICON, which has been used as the 
ground truth in prior work (Dutta 2011; Stone and Skubic 2011; Fernández-Baena et al. 2012). A VICON 
tracks the 3D locations of reflective markers attached to body parts with multiple cameras (e.g., 6 or 8 
cameras), thereby minimizing occlusions and producing accurate tracking results. Extended from the 
previous work (Han et al. 2012), this chapter performs the error analysis based on: (1) the estimated 3D 
positions of body joints, (2) the recomputed 3D rotation angles at particular joints, and (3) the effect of 
the motion capture accuracy on motion detection. The rest of this chapter is organized as follows. Section 
3.2 provides a background on the Kinect sensor and its performance evaluation. Section 3.3 demonstrates 
a research methodology used to compute and analyze the three types of errors for the comparative study. 
Section 3.4 describes the experimental process for the collection of motion capture datasets with both a 
Kinect and a VICON. Results, including the error analysis, are presented and discussed in Section 3.5. 
Finally, Section 3.6 summarizes the findings of this study and suggests the direction of future research.  
4.2 Background 
This section summarizes the pros and cons of an RGB-D sensor (i.e., Kinect) for motion capture, and 
reviews previous work on the performance evaluation of a Kinect motion capture system. Based on the 
literature review, further research efforts required in this domain are identified.  
4.2.1 An RGB-D sensor for motion tracking and analysis 
The Kinect sensor was initially developed as a motion-sensing device for video gaming. A Kinect consists 
of two main components—one is a RGB camera that produces images at a 640×480 resolution, while the 
other is a depth sensor that measures the depth information of the image (Rafibakhsh et al. 2012). In 
addition, the depth sensor is comprised of both a projector and an infrared (IR) camera, all of which 
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projects a structured IR light onto the scene and measures the depth by analyzing the distortion of the IR 
light (Weerasinghe et al. 2012; Khoshelhan 2011). Accordingly, the Kinect allows not only for the 3D 
reconstruction of a scene with point clouds but also for the 3D skeleton extraction of a human subject as 
combined with the motion capture solutions (e.g., OpenNI, Microsoft Kinect for Windows SDK, iPi Soft 
Motion Capture). In terms of the image processing for motion capture, the measured depth can be used 
for the building of 3D human models through 2D pose estimation (i.e., 2D skeletons with depth), as well 
as for the direct inference of 3D poses by integrating the depth into the pose estimation process. On the 
other hand, the use of IR light brings about constraints in the practical application of a Kinect to a field 
setting. For example, the Kinect’s sensitivity of IR light to sunlight may cause unreliable motion capture 
outcomes in an outdoor environment, and its operating ranges for motion capture are also known to be 
limited (e.g., 0.8–4 m) (Weerasinghe et al. 2012; Han et al. 2013). Nevertheless, previous studies report 
that the operating distance for object tracking can be extended up to 10 m (Rafibakhsh et al. 2012) and 7.5 
m (Ray and Teizer 2012) from a camera; hence, further investigation is required to clarify the range issue. 
Though limited to indoor applications, the Kinect still has the following notable advantages for motion 
sensing: (1) it requires no additional body attachment (e.g., markers, a special suit), which allows for 
worker observation without the interference of ongoing work; (2) the cost of a sensor (e.g., approximately 
150–250 USD) is quite competitive, compared with other motion capture systems (e.g., approximately 
96–120K USD for a marker-based VICON system) (Han et al. 2013); (3) the minimum number of sensors 
for motion tracking is only one Kinect; and (4) it provides an easy-to-use and easy-to-carry means for 
data collection in a field setting. 
4.2.2 Previous work on the performance evaluation of an RGB-D sensor 
For motion capture, performances of the Kinect can broadly be evaluated in terms of the functionalities 
such as the depth measured by a sensor and body part positions estimated by motion capture solutions. 
This section summarizes the previous work on depth measurement and discusses issues in the pose 
estimation assessment. 
A principal function of the Kinect sensor is to compute the depth (i.e., the distance from a sensor) as a 
laser scanner does. Due to its low cost compared with that of a laser scanner (e.g., 10–130K USD) 
(Golparvar-Fard et al. 2011), previous studies have investigated the accuracy and resolution of Kinect 
depth data for the 3D modeling of indoor environments, as well as for motion sensing. Khoshelham and 
Elberink (2012) report that the depth discrepancies between pairs of point clouds generated by a Kinect 
and a high-end laser scanner (i.e., Faro LS 880) are less than 3 cm for 84% of the point pairs, and that the 
point spacing in the depth direction (i.e., resolution) is about 2 mm, 2.5 cm, and 7 cm at the 1-, 3-, and 5-
m distance. Rafibakhsh et al. (2012) also compare the accuracy and resolution of a Kinect with a laser 
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scanner (i.e.. a Faro Focus3D scanner) and reveal that the average distance error between the point pairs is 
3.49 cm, and that the resolution of the Kinect is about 4 times less than that of a laser scanner at 1.7- to 
3.4-m distances from a sensor. Dutta (2011) measures the differences in distances between a Kinect and a 
VICON for a 0.1-m cube over a range of 1–3 m from a sensor, and the Root-Mean-Square Errors (RMSEs) 
are 6.5 mm in a horizontal direction, 5.7 mm in a vertical direction, and 10.9 mm in depth. On the other 
hand, Stoyanov et al. (2011) evaluate the accuracy of a Kinect in comparison with a laser scanner using 
the Three-Dimensional Normal Distributions Transform (3DNDT), which is a spatial representation 
accuracy evaluation technique, and conclude that the Kinect sensor performs well within 3.5-m distances. 
In Chow et al. (2012), a 3D reconstruction model of a mannequin is computed and compared with a laser 
scanner, and an RMSE of 11 mm is observed. In sum, previous studies reviewed herein conclude that the 
depth measurement and resolution of the Kinect are promising within a short range (e.g., 3 m), though not 
as accurate as those of a laser scanner, particularly in longer ranges. 
The accuracy of motion capture data obtained with the Kinect has also been investigated. In Livingston et 
al. (2012), human skeletons tracked by a Microsoft software development kit are evaluated based on the 
positions of body joints (e.g., arms and hands) along a meter stick, and the average error and standard 
deviation in this experiment are 5.6 mm and 8.1 mm, respectively. Fernandez-Baena et al. (2012) conduct 
an experiment associated with rehabilitation treatments to compare the accuracy between a Kinect—
combined with Natural Interaction Technology for End-user (NITE)—and a VICON in terms of the 
rotation angles of knee, hip, and shoulder joints, defined as angles between two vectors of body parts (e.g., 
one from knee to foot); the results show that the differences in rotation angles range from 6.78 to 8.98 
degrees for a knee, from 5.53 to 9.92 degrees for a hip, and from 7 to 13 degrees for a shoulder. In the 
study of physical rehabilitation by Chang et al. (2012), the trajectories of the right hand, right elbow, and 
right shoulder that are tracked by a Kinect with OpenNI/NITE middleware are visually compared with 
those of marker-based OptiTrack motion capture system; the trajectories of a hand and an elbow are 
matched between two systems, while a shoulder is not accurately tracked by a Kinect system. To apply 
the Kinect to construction, however, further research efforts are required to address the following issues 
on the assessment of its motion capture performances: (1) the motions involved in construction activities 
need to be investigated, (2) the tracking results of full body joints need to be evaluated due to the 
characteristics of construction activities (i.e., manual work), and (3) the impact of the Kinect system’s 
performances on action recognition needs to be studied for the analysis of construction worker monitoring 
and operation.    
4.3 Research Methodology 
The objective of this chapter is to assess the accuracy of Kinect motion capture data for the motion 
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analysis of construction operations; Figure 4.1 illustrates an overview of evaluation processes comparing 
the outputs of VICON and Kinect motion capture systems.  The evaluations are based on the error 
analysis of tracked 3D positions of full body joints, the 3D rotation angles at body joints used as a feature 
for motion classification, and the effect of the accuracy on action recognition. To compute the tracking 
errors, a VICON is used as the ground truth for motion tracking, and the iPi Motion Capture solution 
(http://ipisoft.com) is used with Kinect sensors to track the 3D positions of a human subject and extract 
3D skeletons; the iPi Motion capture system estimates human poses mainly based on the depth 
measurements of a human body, and is thus less affected by a performer’s appearance (e.g., special black 
suit and markers required by a VICON). In the experiment, human motions are thus simultaneously 
recorded with a Kinect and a VICON, and corresponding body joints of both systems—synchronized in 
time and space domains—are compared to compute the errors of Kinect outcomes.  
 
Figure 4.1: Overview of evaluation processes 
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4.3.1 Data Correspondence and Synchronization 
To compare the pose estimation results of a Kinect and a VICON, coordinate systems and data frames of 
both systems are matched through the rotation of coordinate systems and the synchronization of frames. 
For the spatial correspondence, local coordinate systems of both (i.e., coordinate systems defined by each 
system—an x-axis defined by the pelvis and a y-axis defined by the spine) are rotated about the y-axis 
into a global coordinate system (i.e., an absolute coordinate system newly defined for the coordinate 
system matching—a subject always faces the front) (Figure 4.2). In this experiment, a local coordinate 
system is defined based on the positions of a hip (i.e., Phip), a spine (i.e., Pspine), and a pelvis (i.e., Ppelvis) 
tracked by motion capture systems. The y-axis rotation angle, Ry, is calculated using Eq. (1):    
𝑅𝑦  cos
− (𝑧𝑝, ⃗⃗ ⃗⃗⃗⃗  ⃗ × 𝑍 ⃗⃗⃗⃗ + 𝑧𝑝,𝑦⃗⃗ ⃗⃗ ⃗⃗  ⃗ × 𝑍𝑦⃗⃗ ⃗⃗ + 𝑧𝑝,𝑧⃗⃗ ⃗⃗ ⃗⃗  × 𝑍𝑧⃗⃗⃗⃗ )                                            (Eq. 1) 
where  𝑧𝑝, ⃗⃗ ⃗⃗⃗⃗  ⃗, 𝑧𝑝,𝑦⃗⃗ ⃗⃗ ⃗⃗  ⃗, a d 𝑧𝑝,𝑧⃗⃗ ⃗⃗ ⃗⃗   denote x, y, and z components of 𝑧𝑝⃗⃗⃗⃗  in Figure 4.2.c, and 𝑍 ⃗⃗⃗⃗ , 𝑍𝑦⃗⃗ ⃗⃗ , a d 𝑍𝑧⃗⃗⃗⃗  denote 
x, y, and z components of 𝑍  in Figure 4.2.b. Then, entire datasets of both systems are rotated using a 
rotation matrix obtained from Ry. In this manner, skeleton models of both systems face the front (i.e., z-
axis), thus allowing for the comparison of skeletons in the same coordinate system regardless of 
viewpoints.    
 
Figure 4.2: Y-axis rotation for data correspondences; (a) a local coordinate system of motion capture data, 
(b) a global coordinate system, and (c) Y-axis rotation between (a) and (b) 
In the experiment, the synchronization of a pair of datasets is manually performed by identifying the same 
frame. For instance, I observe the frame in which a performer contacts a ladder’s rung with a foot, and 
then I search for the exact frame among adjacent frames (e.g., 2 frames before and after the frame) by 
selecting the moment minimizing the distance between two datasets. In addition, the frame rates of the 
two systems are different (e.g., 120 frames per second for a VICON, and 30 frames per second for a 
Kinect). In the case of a VICON, thus 1 frame for every 4 is selected for the performance comparison. 
The accuracy is evaluated using RMSE in Eq. (2): 
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RMSE = √∑
(  , −  , ) 
 
 
                                                                (Eq. 2) 
where xv denotes a VICON data value, xk denotes a Kinect data value at each frame (i), and n is the total 
number of frames.  
4.3.2 Action Recognition 
To evaluate the impact of motion tracking accuracy on action recognition, this chapter adopts the action 
detection framework presented in our previous work (Han et al. 2013). The framework consists of the 
dimension reduction of high-dimensional motion data, similarity measurements between a pair of motion 
data, and motion classification based on the measured similarity. First, dimension reduction is needed due 
to the high dimensions in motion data (e.g., 78), which hinder efficient and accurate action detection. 
Thus, this study uses Kernel Principal Component Analysis (Kernel PCA) (Schölkopf et al. 1998) to map 
motion data onto a 3D space, and then one can compare the trajectories of datasets in the low-dimensional 
coordinate. In this space, a trajectory represents a sequential movement of postures (i.e., actions), and 
actions can be recognized by comparing the temporal patterns of transformed datasets. For the pattern 
recognition, temporal-spatial similarity between a pair of datasets is quantitatively measured using 
Dynamic Time Warping (DTW) (Okada and Hasegawa 2008). In this study, DTW measures Euclidean 
distances between datasets by warping the datasets in a time domain so as to compare datasets, even the 
sizes (i.e., durations) of which are different. For the performance evaluation, thus the similarity between a 
motion template (i.e., one trial of action datasets) and the entirety of the data is computed over all of the 
frames, and the behavior (e.g., fluctuation) of measured similarities is compared to investigate the effect 
of motion capture systems on the detection accuracy. Eventually, this research performs the action 
detection that recognizes actions based on similarities by observing the ones with less similarity than a 
threshold (i.e., a classifier learned through classification); the detection results of Kinect and VICON 
datasets are compared in terms of accuracy (i.e., the fraction of correctly classified actions among all 
sample actions), precision (i.e., the fraction of correctly detected actions among detected ones), and recall 
(i.e., the fraction of correctly detected actions among ones that should be detected). 
4.4 Experiment 
To collect motion capture data, a lab experiment was conducted in the University of Michigan 3D Lab 
(Han et al. 2012); experimental configuration and scenes are illustrated in Figure 4.3. In this experiment, 
actions during ladder climbing were recorded and analyzed; in construction, 16% of fatalities and 24.2% 
of injuries were caused by falls from a ladder in 2005 (CPWR 2008). 25 trials of each action (i.e., 
ascending and descending) taken by 1 subject were recorded with six 4-mega-pixel VICON sensors and a 
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Kinect sensor. In total, 3,136 and 12,544 frames were collected with the Kinect and the VICON, 
respectively; and the datasets were synchronized for each system to have 3,136 frames for the comparison.   
 
Figure 4.3: Experimental settings; (a) configurations of Kinect and VICON sensors, (b) a VICON sensor, 
(c) a Kinect, and (d) a human subject wearing a black suit and attaching reflective markers 
In this experiment, human skeleton models of the VICON and Kinect systems were slightly different in 
terms of the hierarchical structures of a human body; graphical illustrations of skeleton models extracted 
from each system are presented in Figure 4.4. Thus, for the comparison, corresponding body joints 
between the two systems are selected to convert the two models into the same form of a skeletal model 
(Figure 4.4.c), and positions of such joints, as well as their rotation angles, are computed from motion 
capture data. For instance, motion capture data used in this study was in the Biovision Hierarchy (BVH) 
format (Meredith and Maddock 2001), in which a human posture at each frame is represented only with 
3D Euler rotation angles. The BVH format also defines the 3D positions of body joints (i.e., translations) 
in an initial pose (e.g., T-pose as shown in Figure 4.4). This rotation and translation information forms a 
transformation matrix allowing for the computation of the 3D positions of all body joints in a global 
coordinate system (Meredith and Maddock 2001). To re-calculate Euler rotation angles (e.g., rotations in 
an order of x-, y-, and z-axes in this study) with respect to the converted skeleton model, an axis-angle 
between two body parts is first computed, a quaternion is defined with the axis-angle and axis vector, this 
quaternion forms a rotation matrix, and lastly a rotation angle is computed based on the rotation matrix 
(Han et al. 2012). Consequently, the 3D positions and rotation angles of each body part (Figure 4.4.c) are 
compared to evaluate the tracking performances of the two systems; Table 4.1 describes body joint IDs 
corresponding to body parts in Figure 4.4.c. 
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Figure 4.4:  Human skeleton models; (a) a Kinect, (b) a VICON, and (c) a converted skeleton model 
(number: body joint ID). 
Table 4.1: Description of body parts and their joint IDs in Figure 4.4.c 
Body part ID 1 2 3 4 5 6 7 
Body part 
Left upper 
leg 
Left leg Left foot 
Right upper 
leg 
Right leg Right foot Left arm 
Body part ID 8 9 10 11 12 13 14 
Body part 
Left 
forearm 
Left hand Right arm 
Right 
forearm 
Right hand Neck Head 
4.5 Results and Discussion 
To assess the performance of the Kinect as a motion capture system, this study compares it with the 
VICON in terms of the results of: (1) 3D positions of body joints, (2) 3D rotation angles, and (3) motion 
detection for the datasets simultaneously collected through a lab experiment. Based on the error analysis, 
the applicability of the Kinect to the motion analysis of construction workers is discussed. 
4.5.1 3D Position Evaluation 
To compare the 3D positions of body joints tracked by both systems, postures at each frame were 
iteratively rotated about the y-axis in a global coordinate system (Figure 4.2) over all of the temporally 
synchronized frames. Figure 4.5 visualizes skeleton models extracted from both systems at selected 
frames in the coordinate where two datasets are mapped. In this manner, the inspection of entire frames 
(i.e., animations) visually confirmed that the data correspondence and synchronization were successfully 
carried out for the two datasets. Through the visual investigation, I found that overall a Kinect model was 
closely matched with a VICON model, while hands and feet in particular were not exactly located in the 
same place.  
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Figure 4.5: Comparisons of 3D position estimation between a Kinect and a VICON for a trial of ladder 
climbing; frames (a) 310, (b) 335, (c) 360, (d) 385, (e) 410, and (f) 435 
For the quantitative assessment, RMSEs of body parts are computed over the entire frame using Eq. (2). 
Table 4.2 summarizes the RMSEs and standard deviations on distance differences in x-, y-, and z-
directions, as well as in a 3D space; body part IDs refer to Figure 4.4 and Table 4.1. The temporal 
trajectories of the 3D positions of both systems in the first 500 frames are also presented in Figure 4.6. 
Compared with a VICON, a Kinect produces the discrepancy of 10.7 cm in a 3D coordinate, and no 
significant disparity in each direction was identified. The results show that the largest RMSEs are caused 
by the tracking of both hands (i.e., IDs 9 and 12) among body parts, and the large standard deviations of 
hands also indicate that the locations of such body parts are inconsistently estimated over the frames. Yet, 
Figures 4.6.i and 4.6.l imply that the patterns of a Kinect at large are still similar with those of a VICON. 
In addition, a large RMSE—the third greatest after that of the two hands—is found in a neck (i.e., ID 13). 
However, the standard deviation is relatively small, and most errors result from differences in a y-
direction; this suggests that the tracking positions of a neck by the two systems are slightly different, as 
shown in Figure 4.6.m. Next, relatively large RMSEs are caused by forearms (i.e., IDs 8 and 11), legs (i.e., 
IDs 2 and 5), and feet (i.e., IDs 3 and 6). As observed with hands, the trajectories of those body parts also 
similarly fluctuate over time with both a Kinect and a VICON (Figures 4.6.h, 4.6.k, 4.6.b, 4.6.e, 4.6.c, and 
4.6.f). 
The results show that the discrepancy between the Kinect motion capture system and a marker-based 
system is 10.7 cm on average in 3D positions. However, the estimated trajectories reveal that the Kinect 
sensor can still capture patterns of movements well, even with only one sensor. On the other hand, the use 
of one sensor may introduce the issue of occlusions. In the experiment, a Kinect sensor was positioned at 
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the rear of a performer (Figure 4.3), and hence the performer’s hands were frequently occluded by the 
performer, himself/herself. Also, forearms and legs, which were sometimes occluded as a performer 
climbed up and down a ladder, caused larger errors than other body parts. This implies that occlusions 
may have been a major source of errors in this experiment. 
Table 4.2: 3D position comparison (cm) of body joints between a Kinect and a VICON 
ID 1 2 3 4 5 6 7 8 9 10 11 12 13 14 Mean 
3D 
(Std.) 
2.7 
(0.4) 
8.3 
(3.2) 
8.8 
(3.0) 
3.1 
(0.7) 
10.0 
(3.7) 
9.5 
(3.6) 
6.8 
(2.3) 
9.1 
(3.5) 
24.3 
(12.0) 
6.8 
(2.7) 
12.4 
(4.9) 
21.7 
(12.2) 
19.0 
(1.2) 
7.7 
(2.3) 
10.7 
(5.3) 
X 
(Std.) 
2.3 
(0.2) 
5.2 
(3.9) 
4.5 
(3.0) 
2.3 
(0.2) 
5.9 
(3.7) 
2.9 
(2.7) 
4.5 
(3.2) 
4.4 
(4.0) 
11.3 
(10.6) 
4.1 
(3.3) 
8.7 
(5.1) 
14.7 
(10.9) 
4.1 
(3.2) 
4.8 
(3.9) 
5.7 
(5.1) 
Y 
(Std.) 
1.3 
(1.3) 
4.4 
(3.0) 
4.5 
(3.7) 
1.8 
(1.3) 
6.0 
(3.1) 
5.8 
(4.1) 
3.6 
(1.5) 
3.5 
(3.1) 
17.4 
(13.7) 
3.1 
(1.5) 
4.6 
(2.5) 
10.9 
(10.4) 
17.3 
(1.0) 
4.7 
(1.0) 
6.4 
(5.1) 
Z 
(Std.) 
0.6 
(0.6) 
4.8 
(4.2) 
6.0 
(3.6) 
0.9 
(0.6) 
5.4 
(4.5) 
7.0 
(3.4) 
3.7 
(3.6) 
7.1 
(6.3) 
12.6 
(9.0) 
4.4 
(3.7) 
7.6 
(6.1) 
11.7 
(11.6) 
6.6 
(3.6) 
3.8 
(3.0) 
5.9 
(5.4) 
(Unit: cm) 
4.5.2 3D Rotation Angle Evaluation 
In this experiment, rotation angles were the outcomes of both motion capture systems. However, other 
types (e.g., joint angles) of motion data—which can efficiently characterize human postures—can be 
obtained from motion capture systems and used as a feature for motion analysis. Taking into account that 
the selection of discriminating features significantly affects the classification performances (Mangai et al. 
2010), I compared three data types in my previous study: rotation angles, joint angles (i.e., horizontal and 
vertical joint angles between a body part and x-y and x-z planes in a global coordinate system), and 
position vectors (i.e., normalized vectors of body parts) (Han et al. 2013). The result reveals that, in the 
experiment, rotation angles outperformed the other two data types in applying the motion detection 
framework, which is also adopted in this chapter. In this respect, 3D rotation angles used as inputs for 
motion analysis are compared to evaluate the accuracy of the Kinect and its impact on action recognition. 
For the assessment, rotation angles were computed according to the converted skeleton model in Figure 
4.4.c. A rotation angle at a particular joint is defined as the angle rotating a vector of the joint (i.e., a 
vector from the joint to its child joint) from a corresponding vector in an initial pose. Thus, end-joints 
such as body part IDs 3, 6, 9, 12, and 14 are excluded from the comparison as not defined. Thus at the 
available joints, RMSEs of rotation angles in the x-, y-, and z-directions, as well as mean RMSEs of the 
three directions, were computed through all of the frames, and the results are presented in Table 4.3 
(extended from Han et al. 2012). Compared to a VICON, overall the mean difference of 16.2 degrees and 
the standard deviation of 18.0 degrees were observed for the average of the three directions. For each  
59 
 
Figure 4.6: 3D position trajectories of a Kinect and a VICON in x-, y-, and z-directions over the first 500 
frames; (a) left upper leg, (b) left leg, (c) left foot, (d) right upper leg, (e) right leg, (f) right foot, (g) left 
arm, (h) left forearm, and (i) left hand.  
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Figure 4.6 (continued): 3D position trajectories of a Kinect and a VICON in the x-, y-, and z-directions 
over the first 500 frames; (j) right arm, (k) right forearm, (l) right hand, (m) neck, and (n) head (Note: 
graphs are scaled for each body part) 
Table 4.3: Rotation angle comparison (degree) at body joints between a Kinect and a VICON 
ID 1 2 4 5 7 8 10 11 13 Mean 
3D 
(Std.) 
5.1 
(5.2) 
5.6 
(5.1) 
6.2 
(4.9) 
8.2 
(6.2) 
13.9 
(7.8) 
34.2 
(29.6) 
18.9 
(15.4) 
49.0 
(40.0) 
4.4 
(3.8) 
16.2 
(18.0) 
X 
(Std.) 
6.6 
(6.2) 
7.3 
(7.3) 
6.7 
(6.1) 
8.1 
(8.1) 
12.1 
(6.3) 
31.2 
(27.7) 
18.7 
(15.6) 
38.6 
(34.5) 
6.0 
(2.0) 
15.1 
(16.5) 
Y 
(Std.) 
3.3 
(3.2) 
3.5 
(2.9) 
3.9 
(2.7) 
7.2 
(5.1) 
6.3 
(5.5) 
21.9 
(19.6) 
5.2 
(5.2) 
48.3 
(33.8) 
0.2 
(0.2) 
11.1 
(13.5) 
Z 
(Std.) 
5.6 
(5.6) 
5.9 
(4.1) 
7.9 
(5.1) 
9.2 
(5.1) 
23.4 
(10.6) 
49.5 
(38.4) 
32.9 
(21.0) 
60.0 
(49.7) 
7.0 
(6.3) 
22.4 
(22.7) 
(Unit: degree) 
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direction, large errors occur in an order of z-, x-, and y-axis rotations (the z-axis has the largest error). In 
particular, the largest errors of up to 49 degrees were caused by forearms (i.e., IDs 8 and 11), which 
define the hand position. This implies that position errors at forearms and hands, which determine the 
rotation angles at forearms, can heavily magnify errors of rotation angles as combined. This phenomenon 
also explains the large errors of arms (i.e., IDs 7 and 10). The position errors of arms and forearms were 
not relatively large, but the combination of errors produces the second largest errors of rotation angles at 
the arms. Except for forearms and arms, the rotation angle errors of other body parts were less than 10 
degrees. 
4.5.3 Performance Evaluation for Motion Analysis  
To evaluate the performance of the Kinect for motion analysis, I applied a motion detection method (Han 
et al. 2013) to motion capture datasets from a Kinect and a VICON, and compared the results of detection 
based on conventional measures of classification performances (i.e., accuracy, precision, and recall). For 
motion analysis, dimensionalities of motion datasets were first reduced using kernel PCA. To determine 
the dimension to be reduced, eigen-decomposition was performed for the estimation of internal 
dimensionality in the datasets. As shown in Figure 4.7, the first three eigen-vectors have large eigen-
values, which means that most information can be represented with three dimensions. In this regard, 
motion datasets were transformed onto a 3-dimensional coordinate; Figure 4.8 illustrates the distributions 
of each dataset in the low-dimensional space. In this space, a data point represents posture information at 
one frame, and hence the trajectories describe actions as changing postures over time. In Figure 4.8, the 
minimum and maximum values of each system are slightly different; for example, the ranges of x, y, and 
z values of VICON are [-8.5*1015, 1.1*1015], [-1.0*1015, 1.6*1015], and [-6.0*1014, 4.3*1014], while 
the ranges of x, y, and z values of Kinect are [-4.9*1015, 0.9*1015], [-0.4*1015, 1.5*1015], and [-
3.5*1014, 3.2*1014], respectively. However, the results indicate that the motion data captured by both 
systems could be mapped onto the same space. More importantly, despite large errors associated with 
body parts (e.g., arms and forearms) in rotation angles, the result of mapping (i.e., the transformation of 
high-dimensional data onto a low-dimensional space) reveals that the patterns of motion data can be 
preserved though dimension reduction; action detection is based on the comparison of patterns (i.e., 
trajectories) in a 3D space.   
To compare the trajectories between actions, temporal-spatial similarities are measured using the DTW. 
In this experiment, one trial of datasets among 25 for each ascending and descending action was used as a 
motion template to compare its similarity with testing data and detect similar actions when the similarity 
is higher—or the distance is smaller—than a threshold. To avoid a biased assessment, a motion template 
from a Kinect and a VICON were compared with the same testing dataset (i.e., an entire frame of VICON 
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data) for the detection; for instance, consistent errors (e.g., constantly estimating locations of a hand at a 
wrong but similar place) caused by a Kinect over the frames can positively affect the detection accuracy. 
The similarities measured over all of the frames are illustrated in Figure 4.9. Notwithstanding errors in 
Kinect data, the fluctuations of both datasets behave similarly over time. This result suggests that the 
errors of a Kinect system have not significantly affected the motion analysis in this experiment. Detection 
results (Table 4.4) also show that the accuracy, precision, and recall of a Kinect system are 98%, 100%, 
and 96%, respectively; only one trial among 25 was not detected. 
 
Figure 4.7: Eigen-decomposition for the internal dimensionality estimation 
 
Figure 4.8: Dimension reduction results of (a) a VICON and (b) a Kinect (axis: eigen-vector; and unit: 
eigen-value)  
 
Figure 4.9: Comparison of similarity measurements between a VICON and a Kinect; (a) ascending, and 
(b) descending actions 
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Table 4.4: Detection error comparison  
Data 
source 
Action type 
# of 
actions 
in data 
# of correctly 
detected actions 
# of incorrectly 
detected actions 
Acc. 
(%) 
Prec. 
(%) 
Rec. 
(%) Template 
(TP) 
Other 
action 
(TN) 
Not 
detected 
(FN) 
Mis-
detected 
(FP) 
VICON 
Ascending 25 25 25 0 0 100 100 100 
Descending 25 25 25 0 0 100 100 100 
Kinect 
Ascending 25 24 25 1 0 98 100 96 
Descending 25 25 25 0 0 100 100 100 
4.6 Conclusions 
This chapter evaluates the performance of an RGB-D sensor (e.g., Kinect sensor) as a motion capture 
system based on the accuracy in estimated 3D positions and computed rotation angles, and the sensor’s 
impact on action recognition. An experiment was undertaken to collect motion capture data for 25 trials 
of ladder climbing actions and to analyze the accuracy on the datasets to identify the sources of errors. In 
the experiment, a 3D position RMSE and standard deviation were 10.7 cm and 5.3 cm, compared with a 
VICON. In the case of rotation angles, the RMSE and standard deviation were 16.2 degrees and 18.0 
degrees, respectively. The rotation angles were used for motion detection, and the results show that 
among 25 trials, only 1 case of an ascending action was incorrectly detected (i.e., accuracies of 98% and 
100% for ascending and descending actions, respectively). The experimental study implies that the 
inaccuracy of the Kinect motion capture system, particularly on occluded body parts, did not have a 
considerable effect on action recognition. However, the Kinect system produces large errors in estimating 
the positions of body parts, which can even increase errors as converted into rotation angles. The 
relatively lower accuracy of the Kinect system than that of marker-based systems can thus limit its 
application to construction; for example, the Kinect system may not be suitable for applications requiring 
high accuracy such as hand-related ergonomic analysis. Moreover, further investigation of Kinect 
performance evaluation on various actions (e.g., walking, running, lifting and carrying an object, and 
slipping) in construction operations is required for the thorough review of the feasibility of a Kinect for 
construction applications (e.g., productivity and safety). In addition, occlusions by a performer or other 
moving objects might be common in construction; thus a single Kinect motion capture system may 
potentially produce noise in a field setting. In this respect, further investigation on the use of multiple 
Kinect sensors is required to collect reliable motion information on a jobsite. 
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CHAPTER 5. MOTION TEMPLATE MODELING: COMPARATIVE STUDY OF 
MOTION FEATURES AND SIMILARITY-BASED MOTION MODELING FOR 
CLASSIFICATION OF UNSAFE ACTIONS IN CONSTRUCTION
3
 
 
5.1 Introduction 
In construction, the workforce is the most valuable and essential asset of an organization, primarily 
contributing to production. The U.S. Bureau of Labor Statistics (BLS 2012) reports that about 5.5 million 
employees worked in a construction sector in 2011, and that 76.2% of employees (e.g., laborers, skilled-
trade workers) engaged in production and construction operations; occupations such as management, 
engineering, and administration accounted for the other 23.8%. The ratio of production-related 
occupations has not changed considerably over time in construction. This indicates that construction still 
remains one of the most labor-intensive industries despite recent advancements in automation technology 
and management practice. However, a labor force is regarded as one of the most challenging resources to 
manage in construction due to the industry’s unique characteristics (e.g., transient workforce, short 
project duration, unique product). In this respect, the human resource, when managed effectively, can 
offer significant benefits and improve project performances. Particularly regarding safety, previous 
studies (Heinrich et al. 1980; Williamson and Feyer 1990; Salminen and Tallberg 1996; Helen and 
Rowlinson 2005) demonstrate that human behavior is one of the major causes of accident occurrences. 
McSween (2003) and Krause (1997) also show that the number of accidents can be reduced significantly 
by observing and modifying workers’ behavior.   
Especially for safety and health enhancement, worker observation can play a critical role to monitor and 
modify workers’ behavior, as workers’ behavior is negatively correlated to accidents up to 80%–90% 
(Heinrich et al. 1980; McSween 2003; Helen and Rowlinson 2005). Notwithstanding the benefits of 
observation, behavior measurement has not been commonly involved in a daily practice of construction. 
Han et al. (2012) pointed out that the significant time and effort required to collect reliable data may 
hinder the implementation of such monitoring tasks in construction (Levitt and Samelson 1987; Laitinen 
et al. 1999). In this context, vision-based motion analysis has been recently proposed and investigated in 
the construction research community to complement the human observation process (Escorcia et al. 2012; 
Han et al. 2013; Ray and Teizer 2012). Due to the frequent visual occlusions and wide working ranges 
derived from the complexity of construction environments, the vision-based approach using cameras may 
                                                     
3
This chapter is based on Han et al. (2013), “Comparative study of motion features for similarity-based modeling 
and classification of unsafe actions in construction.” ASCE Journal of Computing in Civil Engineering, in press. 
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also give rise to practical and technical issues that need to be addressed. Taking into account that these 
issues are likewise applied to human-driven observation and that the attachment of sensors onto workers 
can disrupt the workers’ movements, vision-based worker monitoring can still be regarded as one of the 
means that is potentially applicable to management practices. 
This study presents a novel method for modeling and classifying motion capture data for the detection of 
unsafe actions. Previous studies have proposed methodologies to acquire motion capture data (i.e., a 3D 
human skeleton model) on a construction jobsite, and presented the motion data’s applications to 
construction management. For example, Escorcia et al. (2012) and Ray and Teizer (2012) extract skeleton 
models from a Microsoft Kinect for indoor operation analysis and ergonomics training, respectively, and 
Han and Lee (2013) estimate 3D positions of body joints using multiple video cameras for workers’ 
behavior monitoring. As ongoing research efforts extended from our previous work (Han et al. 2013; Han 
and Lee 2013), this chapter thus focuses on motion data analysis for action recognition, given motion 
capture data from any type of sensing devices.  
Particularly, this chapter focuses both on available motion data types (e.g., rotation angles, joint angles, 
position vector, and movement direction), which can be extracted from the data, and on the impact these 
motion data types have on the modeling and recognition of action patterns. As a case study, actions 
during ladder climbing are examined. An experimental study is then carried out to evaluate a performance 
of the motion classification and to investigate the effects of motion data types on the classification 
accuracy; in this chapter, motion data is collected using a commercial motion capture system (e.g., a 
Microsoft Kinect sensor with iPi Motion Capture solution). The objectives of this chapter are thus to (1) 
discover principal data types that effectively distinguish between human motions, (2) explore a modeling 
technique for the recognition of action patterns, and (3) validate a classification approach to action 
detection. 
5.2 Background on Vision-based Activity Analysis in Construction 
Human action recognition has gained great attention for its wide variety of potential applications (e.g., 
entertainment, rehabilitation, robotics, and security) in the computer vision community. During the last 
decades, rapid advances have been made, investigating various approaches such as scene interpretation 
(e.g., Vasvani et al. 2003; Liu and Chua 2006), holistic body–based recognition (e.g., Efros et al. 2003; 
Wang et al. 2006), body part–based recognition (e.g., Davis and Taylor 2002; Biswas and Basu 2011), 
and action hierarchy–based recognition (e.g., Ijspeert et al. 2002; Jenkins and Mataric 2002). In 
construction, an activity consists of a series of actions to complete a task. For example, a sequence of 
plywood installation is generally comprised of walking for pickup, measuring a dimension, cutting, lifting, 
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carrying, aligning, and nailing a board. Accordingly, action recognition has great potential for promoting 
accurate data collection and fostering a field observation process to analyze operations. Amongst various 
sensing devices used for activity analysis (e.g., accelerometers in Joshua and Varghese 2011; external 
musculoskeletal joint angle sensor in Alwasel et al. 2011; the combination of ultra wideband and 
physiological status monitor in Cheng et al. 2013; and the fusion of ultra wideband, physiological status 
monitor, and video in Cheng et al. 2013), this section summarizes prior work focused on vision-based 
motion analysis for construction applications (Table 5.1), and discusses the following issues arising from 
the previous studies, which can potentially affect action recognition performances: (1) data types 
extracted from motion capture data, (2) the variations of postures and actions in the samples of a 
particular motion, and (3) the characteristics of motion data used for motion classification.  
The selection of discriminating features plays a key role in improving the accuracy of classification 
(Mangai et al. 2010); for instance, the process that makes the datasets separable can significantly improve 
the classification accuracy. The development of sensing devices such as a Kinect has allowed for the 
acquisition of rich motion information, and motion data types have been advanced to the point that they 
can precisely represent a human body and its motions. For example, a Kinect motion capture system (e.g., 
a Kinect application implemented using an OpenNI software development kit) allows for not only the 
depth measurement of body parts but also for the extraction of skeleton models from the videos recorded 
with depth sensors. This skeleton model generally contains angular or spatial information of body joints 
as variables that characterize a human posture per frame, thus representing a human action as changing 
postures over time. At the same time, however, features used for motion classification have also varied in 
previous research. For instance, Ray and Teizer (2012) utilized depth values of a human subject for action 
classification, and joint angles for ergonomic analysis; Escorcia et al. (2012) classified actions with pose 
code-words based on joint angles; and Han et al. (2013) extracted rotation angles for unsafe action 
detection. Taking into account the importance of feature selection on classification performance, further 
investigation into motion data types and features is needed to find the discriminating ones that can best 
represent specific actions and distinguish those actions from others for action recognition. 
The pattern and pace of actions varies from individual to individual as well as from time to time. 
Moreover, motion capture data is high dimensional, having numerous variables to define a posture in any 
given moment—for example, a feature vector contained 500 variables (i.e., 20 × 25 grayscale image) in 
Ray and Teizer (2012), 13 angle variables between body joints in Escorcia et al. (2012), and 42 rotation 
angles at joints in Han et al. (2013). The variation of human motion in addition to the high dimensionality 
can potentially degrade the performance of classification for action recognition. Specifically, in Han et al. 
(2013), the selection of an action template for similarity measurement between actions influenced the 
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classification error rates up to 25.2%. In this respect, motion modeling that efficiently reflects the 
variations and dynamics of actions may lead to the in-depth understanding of motion patterns, and thereby 
may improve the classification accuracy by effectively modeling patterns of motions and learning 
classifiers with the training datasets.  
In motion analysis, an action consists of a temporal sequence of postures. Hence, action detection is 
mostly performed by measuring the similarity between body poses (e.g., Ray and Teizer 2012) or sets of 
postures (e.g., Escorcia et al. 2012, Han et al. 2013) and classifying actions into the ones with the largest 
degree of similarity. Particularly, in the latter case (i.e., a collection of poses), different speeds of actions 
may make it difficult to distinguish actions such as walking and running, and to segment entire data into a 
subset of data for classification. Also, sequential relations inherited in motion data as not properly 
reflected may lead to the loss of semantic information on actions, and to inaccurate results of the 
recognition of actions such as picking up and dropping an object. These characteristics of motion data 
thus emphasize the necessity of further research efforts to reflect time series characteristics of actions into 
the motion analysis for the improvement of classification tasks.  
Table 5.1: Summary of prior work on vision-based activity analysis in construction 
 Application 
Sensing 
Device 
Classified  Action Feature 
Classification 
Approach 
Peddi et al. 
(2009) 
Productivity 
(re-bar tying) 
Camera 
Effective, ineffective, and 
contributory work 
Skeleton from 
silhouette 
Neural 
network 
Gonsalves 
and Teizer 
(2009) 
Safety and 
health 
3D range 
camera 
Lifting, waving a flag, crawling, 
side-walking, performing sit-
ups, and walking 
Joint angle in 
a star-skeleton 
model 
Rule-based 
model 
Gong and 
Caldas             
(2011) 
Activity 
Analysis 
(framework) 
Camera 
Traveling, transporting, 
bending, nailing, and aligning 
formwork 
Video feature 
(HOG 
descriptor) 
Bag-of-video 
feature words 
model 
Escorcia et 
al. (2012) 
Activity 
Analysis 
(drywall) 
Kinect 
Fire caulking, hammering, 
idling, painting, and walking 
Pose code-
word                  
(joint angle) 
SVM with 
bag-of-pose 
model 
Ray and 
Teizer               
(2012) 
Safety and 
health 
Kinect 
Standing, squatting, bending, 
and crawling 
Depth values 
of a person 
(20×25 
image) 
Linear 
Discriminant 
Analysis 
Han et al. 
(2013) 
Safety      
(ladder 
climbing) 
Kinect 
Backward-facing climbing, 
climbing with an object, and 
reaching far to a side 
Rotation angle 
Similarity 
measurement 
(DTW) 
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5.3 Methodology 
Given motion capture data, the detection of unsafe actions is undertaken in the following procedures: (1) 
extracting motion information, (2) reducing the dimension of motion data, (3) modeling a mean trajectory 
of samples in the low-dimensional space, (4) measuring distances between the mean trajectory and 
motion datasets, and (5) classifying actions based on the distances (developed based on the framework of 
action detection proposed by Han et al. 2013). To address the issues mentioned in the previous section, 
the focus of this chapter is thus placed on the comparison of motion data types that can be extracted from 
motion capture data, the building of action models that represent the pattern of actions, and a similarity 
measurement method that preserves the pace and sequence of an action for features of motion 
classification. This section describes motion data types and methods for the motion modeling and 
similarity measurement. 
5.3.1 Motion data types 
There are various formats of motion data (e.g., BVH, HTR, ASF/AMC) that capture and store motion 
information in a digital form. These formats generally contain Euler rotation angle and translation 
information to define the structure of a body and a posture at each frame, regardless of viewpoint. With 
this information, 3D locations of body joints can thus be computed over all of the frames using a 
transformation matrix (Meredith and Maddock 2001). This section presents four data types—rotation 
angles, joint angles, position vectors, and movement directions—that can be extracted from motion 
capture data.  
5.3.1.1 Rotation angle 
A rotation angle is defined as an angle at a joint rotating from an x-y-z local coordinate of a body part 
rooted at the joint to a coordinate of the body part in an initial pose (e.g., T-pose); a graphical illustration 
is presented in Figure 5.1. An advantage of its use is that a typical commercial motion capture system 
(e.g., VICON, Kinect) generally produces this type of data as an output. In this study, rotation angles at 
twelve body joints are computed by computing the angles between two vectors (i.e., one vector for a body 
part at a specific time, and the other vector for the body part in an initial pose). Specifically, two vectors, 
v1 and v2, are first normalized, and an axis-angle between them is computed using Equations (1) and (2): 
       cos
− (  , ×   , +   ,𝑦 ×   ,𝑦 +   ,𝑧 ×   ,𝑧)                                 (1) 
       (  ,𝑦 ×   ,𝑧     ,𝑧 ×   ,𝑦), (  ,𝑧 ×   ,     , ×   ,𝑧), (  , ×   ,𝑦     ,𝑦 ×   , )        (2) 
Then, a quaternion, q, can be defined via Equation (3):  
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Letting q1' = q1×q1, q2' = q2×q2, q3' = q3×q3, and q4' = q4×q4, a rotation matrix, R, can be computed using 
Equation (4): 
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Once a rotation matrix is obtained, rotation angles are computationally calculated using the following 
equations: 
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Figure 5.1: A rotation angle; (a) 36 features (i.e., x-y-z angles per joint) of rotation angles, and (b) 
definition of rotation angles (XYZ rotation) 
5.3.1.2 Joint angle 
A joint angle in this research consists of horizontal and vertical angles, defined as an angle between a 
vector of a body part and an XY plane, and an angle between the vector and a ZX plane, respectively 
(Figure 5.2). In total, 21 angles are extracted from motion capture data. To compute the angles, an 
orientation of a body is first rotated to face a z-direction in a global coordinate system. This rotation 
allows for the consistent computation of angles regardless of the orientations of a human subject at a 
particular frame. Then, a joint angle is straightforwardly computed by measuring the angle to the defined 
plane. The definition of joint angles in this section follows the convention presented in Chaffin et al. 
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(1999); details can be found therein. A benefit of a joint angle is that this data type requires only two 
dimensions (i.e., horizontal and vertical angles) for most of the body joints, unlike other types requiring 
three dimensions (e.g., x-y-z dimensions). Accordingly, the negative impact of high dimensionality can 
relatively decrease for motion data analysis. 
 
Figure 5.2: A joint angle; (a) 21 features of joint angles, and (b) definition of horizontal and vertical 
angles 
5.3.1.3 Position vector 
As another motion data type, this study proposes a position vector, which is defined as a normalized 
vector of a body part (i.e., a bone between body joints). The normalization can help consistently compare 
human motions, remaining unaffected by varying sizes of a body. As mentioned, 3D locations of body 
joints can be calculated from motion capture data using the transformation matrix consisting of rotation 
and translation. Then, a body orientation is matched to the base line (i.e., z-axis) as rotated for a joint 
angle. In this coordinate, a position vector is simply computed by subtracting a position of a child joint 
from a parent joint and normalizing the vector (Figure 5.3). Reversely, 3D locations of body joints can be 
re-computed through the sum of vectors when the hierarchy of body joints and the sizes of bone are 
known.    
 
Figure 5.3: A position vector; (a) 51 features (i.e., x-y-z vectors per joint) of position vectors, and (b) 
definition of position vectors 
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5.3.1.4 Movement direction 
A movement direction is a vector from a position of a root joint (e.g., a hip) at one frame to its position at 
the following frame. This data type does not contain any posture information but provides additional 
information on movement. Han et al. (2013) discuss the use of this data type to efficiently distinguish 
similar actions, such as ascending and descending a ladder. In this study, a movement direction is 
additionally tested in combination with the other three data types.  
5.3.2 Motion modeling in a low-dimensional space 
Due to the high dimensionality of motion capture data, dimension reduction techniques have been applied 
for motion analysis. Such techniques embed high-dimensional data onto a low-dimensional space without 
significant loss of information, thereby likely improving the computational efficiency and accuracy of 
analysis. For example, Han et al. (2013) report that an application of kernel Principal Component 
Analysis (PCA) leads to the significant improvement of classification performances. However, the results 
in Han et al. (2013) also show that the selection of parameters (i.e., kernels) heavily affects the accuracy 
of motion classification. This study comparing various data types as one of the objectives thus introduces 
a nonparametric modeling method such as Gaussian Process Dynamical Models (GPDM) (Wang et al. 
2008), developed for nonlinear time series analysis. A GPDM involves a mapping of data from a latent 
space to a data space, and a learning of the dynamics (i.e., sequential relations) in the low-dimensional 
space. In this process, model parameters for both the mapping and learning are marginalized out using 
Gaussian Process priors. Wang et al. (2008) apply the model to motion capture data for the embedding 
and modeling of data, and the results reveal that the GPDM can efficiently transforms motion data onto a 
3D coordinate and model the trajectories of motions in the space. One noteworthy merit of the GPDM is 
that the model can generalize the patterns of actions and smoothen their trajectories in the latent space. 
This strength of the model may potentially lead to the reduction of action variations through the mapping 
and optimization of action trajectories.   
5.3.3 Similarity measurement between actions 
One of the simplest ways to compare the similarity of postures is to measure the Euclidean distances 
between them. In the case of actions, however, a Euclidean distance may not be suitable to correctly 
quantify their similarity due to their changing speed over time. For the recognition of actions, the paces 
and durations of which can be different, a robust measurement method can play a critical role in that the 
measured similarity is used as a feature for a classification algorithm. In this section, thus a Dynamic 
Time Warping (DTW) technique (Muller 2007) is applied for the similarity measurement between a pair 
of time series datasets. DTW first measures local distances (e.g., Euclidean distances in this research) 
between pairs of all the data points, and stores the distances in a table (e.g., an N × M matrix where N and 
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M are the number of data points of two sequences). Then, an overall distance for each element in the table 
(i.e., a cumulated distance from the start to a particular element) is computed by finding the smallest 
distance to its preceding element on the path, and then adding its local distance to the overall distance of 
the preceding element. The goal of DTW is to find an optimal path that minimizes the overall distance 
from the start to the end. Through this process, the time series data are warped in a time domain to match 
each data point on the optimal path. Consequently, the spatial-temporal similarity between two actions 
can be quantitatively compared regardless of the duration, acceleration, or deceleration of motions. In this 
chapter, DTW is also used to warp the sequence of each motion dataset and compute the mean sequence 
to model a representative template for classification.   
5.4 Experiment 
An experimental study was carried out (1) to investigate the proposed dimension reduction approach to 
motion analysis through the visualization of resulting data, (2) to evaluate the proposed modeling of 
motion patterns in a low-dimensional space by quantitative comparisons of measured similarity, and (3) 
to compare the performances of different motion data types as features for action recognition in terms of 
the classification accuracy. In this experiment, I collect motion capture data using a commercial Kinect-
based markerless motion capture solution (i.e., iPi Motion Capture) in a laboratory. Han et al. (2012) 
evaluate performances of the Kinect system as compared with an accurate marker-based VICON system; 
the mean difference of measured rotation angles is 15.9 degrees, and the error increases to 49.0 degrees in 
the case of a right forearm, which produces the largest difference in the experiment. In contrast to a 
VICON that tracks markers with multiple cameras (e.g., 6 or 8 cameras), a Kinect system uses only 1 
camera in the experiment, and hence has a limitation in capturing body parts with significant occlusions. 
For a practical application, however field conditions are likely to be similar to the Kinect setting (i.e., no 
marker and a smaller number of cameras). In this regard, datasets from a Kinect system may involve the 
noise and variation of data, which may be inevitable in real-world data, so as to facilitate assessing the 
robustness of the proposed approach for action detection. 
In this experiment, I collect four actions during ladder climbing (i.e., normal climbing, backward-facing 
climbing, holding an object when climbing, and reaching far to a side on the ladder) to analyze the 
performance of classification (Han et al. 2013); Figure 5.4 illustrates animations of the four actions. For 
each action, 25 samples taken by one subject are collected, and ascending and descending actions of 
climbing are differentiated for classification. Table 5.2 shows the description of datasets to be tested. In 
total, 9,695 frames of postures are measured with a frame rate of 30 frames per second. Each dataset 
contains a different number of frames, as the speed of actions differs each time, and the means and 
standard deviations are presented in Table 5.2. Based on the spatial-temporal similarity between datasets, 
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this paper classifies 3 unsafe actions (i.e., classes 3–7) likely leading to falls from a ladder, and then 
evaluates the performances. 
 
Figure 5.4: Four actions during ladder climbing; (a) normal climbing, (b) backward-facing climbing, (c) 
holding an object when climbing, and (d) reaching far to a side on the ladder 
Table 5.2: Motion data description 
 
Normal Climbing Backward-Facing Holding an Object Reaching 
Far to a 
Side Ascend Descend Ascend Descend Ascend Descend 
Class 1 2 3 4 5 6 7 
No. of samples 25 25 25 25 25 25 25 
Mean length 
(frame) 
62.7 60.0 71.5 62.3 42.6 50.9 37.8 
Std. length 
(frame) 
1.8 2.6 3.5 3.0 1.4 2.1 4.1 
Max/min length 
(frame) 
[60,67] [54,65] [65,78] [56,68] [40,46] [45,54] [31,46] 
 
5.5 Results 
To compare the effect of motion data types on action recognition, datasets of each data type are extracted 
from the collected motion capture data. An output of the motion capture system used in this study is the 
BVH format data. This format defines the hierarchical structure of a body (e.g., relationships between 
body joints and lengths of bones), and contains rotation angles at all of the body joints and a position of 
one root joint (i.e., a hip). Starting from the hip position, thus 3D positions of all of the body joints can be 
computed using the transformation matrix formed with the bone sizes (i.e., translation) and rotation 
angles (i.e., rotation). Based on the 3D positions, datasets for the three types of motion data are then 
computed according to the procedures presented in the previous section; the numbers of features and 
structures of resulting datasets for each data type are illustrated in Figure 5.1.a, Figure 5.2.a, and Figure 
5.3.a (e.g., rotation angle, joint angle, and position vector contain 36, 21, and 51 features, respectively). In 
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this experiment, actions during ladder climbing mostly involve ascending and descending, and hence only 
elevations (i.e., y-axis) are considered for movement direction. 
5.5.1 Dimension reduction 
For the dimension reduction, datasets of each data type are transformed onto a 3D latent space using 
GPDM. In Wang et al. (2008), motion data are successfully mapped onto and modeled in a 3D coordinate 
through the GPDM learning. The eigenvalue-based estimation of an intrinsic dimensionality also reveals 
that most information can be captured with three dimensions for all three of the motion data types (i.e., 
rotation angles, joint angles, and position vectors). In this chapter, the performance of GPDM is compared 
with PCA, which is a linear mapping method based on eigenvalue decomposition. GPDM initializes the 
embedding of data using PCA and learns the temporal relations of data points. Accordingly, this 
comparison may show a performance of learning the dynamics. Figure 5.5, in which datasets (i.e., class 7, 
the reaching-far-to-a-side action of position vector data) are mapped onto a 3D space through the 
dimension reduction, demonstrates that GPDM outperforms PCA in the sense that trajectories of the 
action are modeled, and the patterns of the action are more clearly visible after GPDM.     
 
Figure 5.5: Visual comparison of mapping results between PCA and GPDM: class 7 (i.e., reaching-far-to-
a-side action) of position vector data 
The results of GPDM mappings are presented in Figure 5.6. All of the datasets are successfully mapped 
onto the same 3D space. In this space, each data point (i.e., a dot) denotes a posture at one frame, while a 
trajectory (i.e., a line) denotes an action, a sequential collection of postures. One notable point herein is 
that each action has its own trajectory in the low-dimensional space, which means a pattern of actions can 
be preserved through embedding for dimension reduction. Thus, the problem of action recognition can 
simply be seen in the latent space as comparing trajectories of action samples and identifying similar ones. 
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5.5.2 Mean trajectory estimation in a latent space 
In this study, motion classification is performed by measuring the similarity of each sample dataset with 
an atomic action template and classifying the dataset into the same action when the similarity is higher—
or the distance is smaller—than a particular threshold. In this manner, an action template provides a  
 
Figure 5.6: Results of dimension reduction using GPDM; (a)–(d) a rotation angle, (e)–(h) a joint angle, 
and (i)–(l) a position vector in an order of normal climbing, backward-facing climbing, holding an object 
when climbing, and reaching far to a side on the ladder, respectively 
benchmark for the classification and thus plays a critical role in learning the threshold (i.e., classifier). As 
mentioned, the selection of a template has the significant impact on the classification performance in Han 
et al. (2013). In this chapter, a mean trajectory of sample datasets for a particular action is estimated and 
used as a template of the atomic action. As with using a mean trajectory, an average of distances between 
a template and all of the sample datasets can be minimized, and this may potentially lead to the efficient 
learning of a classifier that can distinguish well the action from others. However, there exists an issue on 
the different number of frames (i.e., durations) between datasets. For the accordance of a data size, DTW 
is thus applied to identify matching data points between two datasets and warp the datasets in a time 
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domain. The matching points can be found on the optimal path that minimizes the overall distance 
between a pair of sequences. In this experiment, 1 of 25 sample datasets is selected as a baseline, and the 
other 24 datasets are warped to make their size the same as the baseline. Figure 5.7 shows that a 
fluctuation of two sequences is adjusted in each dimension to be similar to each other. As a result, the size 
of all of the datasets is set to be the same, and a mean template is obtained by averaging the data points at 
each time frame (Figure 5.8). 
 
Figure 5.7: An example of time-warped data; (a) 1st, (b) 2nd, and (c) 3rd dimension of data 
 
Figure 5.8: An example of a mean template with 25 samples; (a) trajectories of action samples in a 3D 
coordinate, (b) 1st, (c) 2nd, and (d) 3rd dimension of trajectories in a time domain 
To validate the mean template approach, the average distances (i.e., similarity) from a mean template—as 
well as the average distances from one sample minimizing the average distances to all of the datasets—
are measured and compared, as illustrated in Table 5.3. Overall, the distance of a mean template is 
smaller than the one of the best sample; a small distance is regarded as close similarity. This implies that a 
mean template may outperform any sample among available datasets as a template for similarity 
measurement. However, in the cases of class 3, 5, and 6 of a position vector, a mean template does not 
produce smaller distances. These errors may result from the non-existence of dominant patterns (e.g., 
fluctuations) in the datasets, which causes inconsistent results of time warping.         
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5.5.3 Classification for action recognition 
For the motion detection of an action, the distances between a mean template of the action and all of the 
sample datasets (i.e., 175 datasets consisting of 25 samples for each of 7 classes) are measured using 
DTW, and such distances are used as a feature for classification. This process is carried out for 7 classes 
of each data type, and additionally all of these processes are repeated for the use of movement direction as 
another feature. In the case of class 3 of a rotation angle, for example, the distances between a mean 
template of the class 3 and 175 datasets are computed, and datasets are classified into class 3 based on the 
measured distances. 
Table 5.3: Comparison of average distance measurements from a mean template and from the best sample 
with the smallest distance 
  Class 3 Class 4 Class 5 Class 6 Class 7 Mean 
Rotation 
angle (10
-3
) 
Mean template 12.2 4.5 5.5 19.3 11.2 10.5 
Best sample 13.5 6.2 6.4 20.0 12.3 11.7 
Joint angle 
(10
-4
) 
Mean template 4.0 6.0 4.3 4.8 30.5 9.9 
Best sample 4.5 7.6 4.4 6.1 35.4 11.6 
Position 
vector (10
-5
) 
Mean template 6.2 2.8 2.9 5.9 6.6 4.88 
Best sample 5.9 3.3 2.8 5.6 7.0 4.92 
To determine a classifier based on the similarity feature, this study applies One-Class Support Vector 
Machine (SVM) with a Gaussian kernel (Canu et al. 2005). The One-Class SVM allows for the collection 
of a relatively small amount of training datasets (i.e., datasets of only unsafe actions) and for the modeling 
of a classifier inclusive of all the collected data (i.e., full inclusions of action variations); in this chapter, 
the boundary methods (e.g., One-Class SVM, nearest neighbor distance, and SVM) thus have the 
advantages over other approaches—density estimation methods (e.g., Gaussian model and mixture of 
Gaussian), and reconstruction methods (e.g., k-means and PCA). For instance, this version of SVM learns 
a classifier with only one class of datasets (i.e., a particular unsafe action) and maximizes the classifier 
with respect to training datasets, thus generally being used for the detection of abnormal actions (i.e., 
unsafe actions in this study). An example of a classification result (i.e., class 3 with two distance features 
from a rotation angle and movement direction) is presented in Figure 5.9. In the feature space, each 
sample dataset is marked with a “+” symbol, and the ones classified into class 3 is additionally marked 
with an “o” symbol.  The result shows that all of the datasets within the classifier are correctly detected. 
In this experiment, various settings of parameters (i.e., ν = [0.01 0.05:0.05:0.5], and Gaussian kernel’s 
bandwidth = [10
-2
 10
-1
 1 10]) are tested to find the one producing the best results. 
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To evaluate the performances of motion classification, 5-fold cross validation is undertaken for every 
class of the three data types, as well as for the combination of motion data types and movement direction. 
For example, among 25, the first 20 datasets of a particular class are used as training datasets to learn the 
classifier, and the other 5 datasets and 150 datasets of other classes are classified with the learned 
classifier. This process is repeated for the next 20 datasets and iteratively 5 times for using all of the 
datasets once as training data. Then, the mean error of five runs is computed. For the performance 
analysis, Table 5.4 summarized errors for six cases of data type combinations (i.e., three cases for each 
motion data type, and another three cases for the combination of movement direction with each data type). 
In Table 5.4, the numbers of True Positive (TP), True Negative (TN), False Positive (FP), and False 
Negative (FN) for the five runs are counted, and the accuracy (i.e., (TP+TN)/(TP+TN+FP+FN)), 
precision (i.e., TP/(TP+FP)), and recall (i.e., TP/(TP+FN)) are also computed based on the counted 
numbers.  
 
Figure 5.9: Classification results of sample datasets in a feature space 
Overall, the results show that in this experiment, a rotation angle as a motion-related feature outperforms 
the other two, and the combination with movement direction explicitly improves the performances of 
classification. Interestingly, a joint angle as combined with movement direction produces a slightly better 
result than the combination with a rotation angle. This may be caused by large standard deviations in 
joint-angle–based similarity measurements, which leads to forming large boundaries of a classifier; a low 
precision of a joint angle implies that the number of FP (i.e., the case in which other classes are classified 
into the testing class) arises as a boundary of a classifier expanded. Eventually, the large classifier causes 
an error for a single use of a joint angle, but improves the accuracy when an additional direction-based 
feature helps eliminate the cases of FP. On the other hand, the accuracy measures reveal that a joint angle 
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also performs well except for class 7. As shown in Figure 5.6 (h), class 7 may not have a specific pattern 
in a low-dimensional space. This suggests that some information can be lost through PCA, or its 
trajectory in a latent space may not be properly modeled through GPDM learning. For an in-depth 
analysis of these types of errors, further investigation is needed to identify the cause of the errors and to 
improve the embedding and modeling processes for motion analysis. 
Table 5.4: Performance analysis of classification for motion data types 
  Data: motion  Data: motion and movement direction 
Feature Class TP TN FN FP Acc. Prec. Rec.  TP TN FN FP Acc. Prec. Rec. 
Rotation 
angle 
3 21 750 4 0 99.5 100.0 84.0  21 750 4 0 99.5 100.0 84.0 
4 23 734 2 16 97.7 59.0 92.0  23 750 2 0 99.7 100.0 92.0 
5 23 750 2 0 99.7 100.0 92.0  22 750 3 0 99.6 100.0 88.0 
6 23 645 2 105 86.2 18.0 92.0  23 711 2 39 94.7 37.1 92.0 
7 22 750 3 0 99.6 100.0 88.0  22 750 3 0 99.6 100.0 88.0 
Mean 22 726 3 24 96.5 75.4 89.6  22 742 3 8 98.6 87.4 88.8 
Joint angle 
3 23 750 2 0 99.7 100.0 92.0  23 750 2 0 99.7 100.0 92.0 
4 21 750 4 0 99.5 100.0 84.0  20 750 5 0 99.4 100.0 80.0 
5 23 737 2 13 98.1 63.9 92.0  23 750 2 0 99.7 100.0 92.0 
6 22 725 3 25 96.4 46.8 88.0  22 746 3 4 99.1 84.6 88.0 
7 20 366 5 384 49.8 5.0 80.0  20 750 5 0 99.4 100.0 80.0 
Mean 22 666 3 84 88.7 63.1 87.2  22 749 3 1 99.5 96.9 86.4 
Position 
vector 
3 21 327 4 423 44.9 4.7 84.0  21 556 4 194 74.5 9.8 84.0 
4 22 750 3 0 99.6 100.0 88.0  22 750 3 0 99.6 100.0 88.0 
5 22 514 3 236 69.2 8.5 88.0  23 597 2 153 80.0 13.1 92.0 
6 18 539 7 211 71.9 7.9 72.0  23 555 2 195 74.6 10.6 92.0 
7 22 649 3 101 86.6 17.9 88.0  22 750 3 0 99.6 100.0 88.0 
Mean 21 556 4 194 74.4 27.8 84.0  22 642 3 108 85.7 46.7 88.8 
5.6 Discussion 
The proposed approach and results demonstrate that human actions can be recognized by comparing 
spatial-temporal similarities of motion capture data. In particular, this chapter validates the proposed 
methodology with a single Kinect motion capture system. A Kinect sensor has limitations in operating 
ranges (e.g., 0.8–4m), lighting conditions (e.g., not properly working in outdoor environments), and 
tracking accuracy (e.g., Compared with a marker-based VICON system, a marker-less Kinect system may 
not accurately track the locations of body parts when occluded.) (Han et al. 2013). However, a Kinect 
system may be more suitable for field settings in light of the smaller number of constraints on its 
operation (e.g., no marker, no special suit, and a smaller number of cameras). Further, researchers (e.g., 
Rafibakhsh et al. 2013) have recently investigated how to improve performances of Kinect sensors in 
various settings (e.g., locations of Kinects). Given motion capture data with readily available motion 
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capture systems, the proposed action detection technique thus has great potential to allow for the 
observation of construction workers without significant time and cost, and for the counting of the number 
and types of their unsafe actions. Based on this information, one can provide workers with feedback on 
their behavior and manage them so they can do their work safely. Previous studies indicate that behavior-
based safety techniques (e.g., feedback on behavior, goal setting) are a considerably effective means to 
enhance safety (Komaki et al. 1978; Duff et al. 1994; Krause et al. 1999; McSween 2003; Godbey 2006). 
Consequently, motion capture and recognition techniques can potentially facilitate the monitoring of 
workers as a complementary method to field observation, which has been difficult to implement in 
construction. 
One of the objectives of this chapter is to compare different types of motion information for the detection 
of unsafe actions. Due to the difficulty in timely observing the occurrence of unsafe actions on a jobsite, I 
collect motion capture data in a lab environment and analyze the performances of each data type with the 
same number of datasets. Also, limited types of actions (i.e., three unsafe actions during ladder climbing) 
taken by one subject are tested in this chapter. In the future study, the proposed methodology will thus be 
further validated with field data involving a large variation of movements, a variety of actions (e.g., lifting 
an object, slipping, twisting, repetitive motions, and keeping an appropriate pace), and a sufficient 
number of samples taken by various sizes and appearances of subjects. Specifically, I will test the 
hypothesis that a classifier learned with lab datasets can correctly classify field datasets, and this research 
design may help address the issue regarding field data collection of unsafe actions. On the other hand, the 
future study will also focus on computational time and efficiency. The computational time spent for the 
motion classification (i.e., One-Class SVM) was on average 1,473 and 826 frames per second with 
Matlab on an Intel Xeon Dual Core 3.20 GHz machine with 16 GB RAM for the use of one feature (i.e., 
motion data) and two features (i.e., motion and movement direction data), respectively. However, a 
drawback of GPDM involving the Gaussian Process (GP)—though selected for the nonparametric 
characteristics of GPDM allowing for the consistent evaluation of different types of data —is that its 
computational performance is affected by the size of datasets (Wang et al. 2008); which can significantly 
increase the computational time when processing a large size of data. In the future work, the proposed 
methodology will thus be tested with computationally efficient methods—for example, the kernel PCA 
applied in Han et al. (2013) can perform dimension reduction in near real time—in order to achieve a 
real-time monitoring of workers’ safety behavior. In addition, practical issues may exist regarding the side 
effect of video recording on workers’ behavior. Previous studies in health and patient safety reported that 
the awareness of video recording has not significantly affected the observed person’s behavior (Carayon 
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2012). Still, further research is required to investigate this impact on the behavior of construction 
employees. 
 
5.7 Conclusions 
This study presents an action recognition methodology to detect unsafe actions with motion capture data. 
In this chapter, I investigate three types of motion data (i.e., rotation angles, joint angles, and position 
vectors) and direction information that can be extracted from motion capture data (i.e., BVH format).  
Then, their effects on performances are compared in terms of their potential suitability as a feature for 
classification. Also, this study proposes a motion modeling method to estimate a mean trajectory of action 
samples and utilize the mean trajectory as a representative template of the action for similarity-based 
classification. The proposed approach is evaluated with datasets from a Kinect motion capture system, but 
is also applicable to any motion capture system that can track the 3D positions of body joints over time.  
The experimental results show that, first, a rotation angle as a single motion feature outperforms a joint 
angle and a position vector. For all of the evaluation metrics (i.e., accuracy, precision, and recall), a 
rotation angle produces better results than a joint angle and a position vector. However, a joint angle also 
has great potential as a motion feature; a joint angle performs well except for one type of an action (i.e., 
reaching far to a side on a ladder). Second, direction information can clearly improve the classification 
performance as a complementary feature. As combined with direction data, the accuracy increases for all 
three types of motion data. Lastly, in the case of using two features, the combination of a joint angle and 
direction data results in slightly higher accuracy of classification than others. This result indicates that 
misclassified datasets of other classes in a single use of a joint angle are correctly classified by direction 
data. Based on these findings, the future study will investigate various types of dimension reduction 
techniques and their impact on each motion data type. Further investigation on this issue may help 
determine one primary motion data type for future motion studies. 
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CHAPTER 6. VISION-BASED MOTION CAPTURE: PERFORMANCE EVALUATION 
OF MARKERLESS MOTION TRACKING TO STUDY PHYSICAL STRESSES 
DURING CLIMBING
4
 
 
6.1 Introduction 
Overexertion, bending and twisting, and repetitive motions are major causes of work-related 
musculoskeletal disorders (WMSDs) in the industry (CPWR 2013). Various types of disorders from 
which labors suffer at workplaces often lead to serious injuries requiring days away from work, and even 
lead to fatalities. Particularly, physical stresses exerted on a human body during climbing may cause falls 
when exceeding performance limitations of the victim or when disrupting the balance of a body. Accident 
statistics show that WMSDs and falls account for 32.8% and 25.3% of all workplace injuries and illnesses, 
respectively (BLS 2013). For the prevention of such occupational injuries, research efforts have been 
made from the biomechanical perspective to understand human postures and motions made by body parts, 
forces exerted on these body parts, and physical capacities of a human body, eventually for finding out 
the cause of WMSDs. In the modeling and computation of forces and moments operating on body 
segments, the observation of human movements plays a key role in analyzing human movements during 
normal daily activities. However, the observation process requires significant time and human efforts to 
measure the positions of body parts over time due to the complexity of a body system. 
In this regard, recent advances in motion capture have gained great attention as we near the possibility of 
an automated means of motion data acquisition. Motion capture systems allow for the tracking and 
recording of human movements, and thus enable one to extract motion information from actual human 
subjects. For the demand for a variety of potential applications (e.g., entertainment, security, and military), 
various types of motion capture systems have been developed; for instance, recently released RGB-D 
sensors (e.g., Microsoft Kinect) have made it technically easy to compute human motions in video 
streams. Among available motion capture systems (e.g., mechanical, magnetic, optical systems), however, 
a vision-based approach using regular cameras is regarded as the most suitable in a field setting due to its 
low number of constraints on operations (e.g., interruption of workers’ movement, sensitivity to the 
environment, and requirement of attachments to a body) (Han et al. 2013). In particular, a vision-based 
motion capture system is less affected by operating environments—unlike a Kinect sensor that may not 
function well in an outdoor condition because its depth sensor is sensitive to sunlight.   
                                                     
4
This chapter is based on Han et al. (2013), “Markerless motion tracking to study physical stresses during climbing.” 
The 2nd International Digital Human Modeling Symposium, Ann Arbor, MI, June 11–13, 2013. 
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This study thus proposes the use of a markerless motion capture system utilizing a stereo vision system 
(e.g., multiple regular video cameras) to track and analyze postures and movements. In this chapter 
extended from Han et al. (2013), the proposed vision-based system does not require any attachment (e.g., 
markers) to estimate the locations of body parts, but produces the same type of outcomes (i.e., 3D human 
skeletal models) as other systems. To evaluate the resulting motion information, this research carries out 
laboratory experiments recording motions during ladder climbing. Based on the results, discussion and 
recommendations are also presented for future research directions in this domain. 
6.2 Materials and Methods 
The markerless motion capture system presented in this chapter is based on computer vision techniques 
such as 2D pose estimation and two-view geometry for 3D reconstruction; Figure 6.1 illustrates an 
overview of processes involved in 3D human skeleton extraction from videos with two different views. 
The 2D pose estimation performs the detection of body parts on images from one view, and the building 
of 2D skeletal models based on the appearances and structures of a human body. To reconstruct the 
skeletal models in a 3D coordinate, corresponding body parts on images from the other view are 
identified using matching algorithms—for example: SIFT (Lie et al. 2011), SURF (Uijlings et al. 2010), 
and correlation-based methods—and utilized with the 2D pose estimation results to compute the depth 
(i.e., the distance from the cameras) through triangulation. Based on the framework adopted from our 
previous study (Han et al. 2013), this section describes each of these steps in detail. 
 
Figure 6.1: An overview of motion capture processes (adopted from Han et al. 2013) 
6.2.1 2D pose estimation 
With two videos from different views, 2D pose estimation is performed on images extracted from one 
video. In this process, the locations of body joints are estimated per frame by recovering the spatial layout 
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of a human subject.  
For the detection of body parts, the proposed approach requires supervised learning to learn the 
appearances of body parts and the hierarchical structures of a human body (i.e., relationships between 
body parts) with a training dataset. This dataset contains such information, generated by manually 
labeling locations of body segments and body configurations on various images, which are not necessarily 
composed of the target human subject to be detected (i.e., testing images). Also, the use of images on 
which various people are present in different orientations may improve the accuracy of pose estimation by 
minimizing the influences of varied types of people (e.g., different appearances, body sizes, and 
viewpoints) on the detection process.  
Based on the learning, body parts on testing images are detected using a Histogram of Oriented Gradient 
(HOG) descriptor (Dalal and Triggs 2005) in the hierarchical order of a body learned with a flexible 
mixtures-of-parts model (Yang and Ramanan 2011). For example, the methods detect a head, a neck, 
shoulders, arms, and so on in sequence as learned with training datasets, and then optimize body 
configurations based on the scores of the body part detection (e.g., quantified degrees of similarity with 
training data) to determine the configuration close to an actual pose.  
The outcomes of this pose estimation are 2D human skeletal models containing location information of 
body joints and structure information of body parts’ relationships. The information thus allows one to 
recognize particular body parts on images from the other view once detected, and to calculate the depth 
with a pair of corresponding body joints. 
6.2.2 3D reconstruction of skeletal models 
In this research, 3D reconstruction is to compute the unknown depth (i.e., z value) of particular pixels 
with known x and y values (i.e., width and length on an image plane) on two-view images; herein, the x 
and y values refer to positions of body joints. In addition to results of 2D pose estimation, this process 
thus requires another input—locations of corresponding joints on images from a different view—for the 
depth computation. Given corresponding joints on images from both views, the depth can then be 
calculated by applying triangulation methods (Hartley and Zisserman 2004); in this study, I assume that 
camera parameters are known as calibrating cameras during video recording (Kassir and Peynot 2010). 
Accordingly, two steps—the identification of corresponding joints and the depth computation—are taken 
for the 3D reconstruction of skeletal models.  
With joints detected in the previous section, positions of corresponding joints on images from the other 
view can be estimated using matching algorithms; according to Szeliski (2008), one can take a feature-
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based approach using feature descriptors (e.g., SIFT and SURF) when images are taken at a wide angle 
(i.e., changing shapes due to viewpoints), and a correlation-based approach using pixel correlation around 
a particular pixel when images are taken at a narrow angle.  
In either approach, the minimization of search regions by predicting potential areas can significantly 
improve the accuracy of matching. In computer vision, one of the well-known means for the search space 
reduction is the use of epipolar geometry; one of its properties is that on two-view images, corresponding 
points must be placed on an epipolar line (i.e., the extension line projected onto an image from the other 
view when drawing an extension line from a camera to a particular point on an image) (Hartley and 
Zisserman 2004). The epipolar line can be drawn using a fundamental matrix that can be computed with 
any conjugate pairs of points on two-view images (Hartley and Zisserman 2004). On the other hand, Han 
et al. (2013) empirically found that homography (i.e., a projective transformation) is also an acceptable 
estimation of potential regions when two cameras are very closely positioned. In this study, I apply the 
normalized Direct Linear Transformation (DLT) algorithm (Hartley and Zisserman 2004) for the 
computation of homography.     
Given both pairs of corresponding joints from the matching process and camera projection matrices from 
calibrations, the depth of body joints can be calculated using triangulation. In this chapter, I apply a linear 
triangulation method based on Singular Value Decomposition (SVD) as presented in Hartley and 
Zisserman (2004). 
Consequently, the resulting skeletal models contain the 3D positions of body joints over all of the frames. 
Based on the location information, angles between joints can also be computed for biomechanical 
analysis.     
6.3 Experiment 
A laboratory study was undertaken to evaluate the proposed markerless motion capture. In this 
experiment, 3 human subjects of different heights (i.e., 170, 175, 180 cm) and appearances (Figure 6.2) 
climbed up and down a ladder 10 times. All subjects wore a hard hat and a safety vest as required at a 
workplace but did not attach any marker or wear any kind of special suit. In total, 3,105, 3,390, and 3,780 
frames were recorded for each subject, and their movements were tracked over all frames.  
In addition, a 3D camcorder (Figure 6.3) is utilized for the recording. This camera produces two 
synchronized videos and provides more portability than two individual cameras as two lenses are 
equipped in one device. Specifically, the distance between two lenses is 35 mm, and the frame rate is 30 
frames per second. 
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Figure 6.2: Three human subjects (a, b, and c) in a laboratory experiment 
 
Figure 6.3: A 3D camcorder used in an experiment (JVC 3D Everio Camcorder) 
In this experiment, one trial among 10 (i.e., 220 frames) taken by one subject (Figure 6.2.a) was used as a 
training dataset for the learning of 2D pose estimation, and all other datasets (i.e., all trials taken by the 
three subjects) were used as testing datasets to extract 3D skeletal models from videos. To create training 
data, I manually annotated the locations of body joints on the 220 frames and calculated x and y 
coordinates on the images. These datasets and training images were input together to learn the 
appearances of and relationships between body joints.  
In the processes of 3D reconstruction, a correlation-based method was adopted for correspondence 
matching, due to the short distance between lenses (i.e., 35 mm). In this step, potential regions were 
estimated with both epipolar geometry and homography, and then accurate pixels of joints were searched 
within the areas. To compute correlations, 11 by 11 pixels around a body joint were selected as an image 
patch.  
For the performance evaluation, the 3D locations of hands and feet when subjects made contact on the 
ladder were selected to compare with the known positions of the ladder (Figure 6.4). These positions (e.g., 
rungs and rails where subjects made contact with their hands and feet) were computed in advance.  
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Figure 6.4: Contact points (P1–P8) on a ladder 
To assess the precision of the proposed system, the average Root Mean Square (RMS) error of the 
difference between estimated (x) and known positions (y) was computed at frames when contacts were 
made, as follows:  
    √
∑ (     ) 
 
   
 
 
where i and n denote a contact frame and the total number of contacts, respectively. Estimated positions 
(x) herein are averaged based on 3 consecutive frames centered at a contact frame to minimize errors 
caused by incorrect contact time being manually determined.  
6.4 Results 
The proposed markerless motion capture was performed to extract 3D human skeletal models from all of 
the frames. Figure 6.5 illustrates the results of one sample frame obtained by applying 2D pose estimation 
on images from one view (a) and correspondence matching on images from the other view (b). 
 
Figure 6.5: 2D pose estimation (a) and correspondence matching (b): subject 1 (Figure 6.2.a) 
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With a pair of corresponding body joints and camera parameters, the depth information of each body joint 
was computed. Then, 2D skeletal models were transformed onto a 3D coordinate with the z value (i.e., 
depth). Figure 6.6 shows an example of a 3D skeletal model at frame 320 extracted videos recording 
subject 1 (Figure 6.2.a).  
 
Figure 6.6: 3D human skeletal model extraction: subject 1 (Figure 6.2.a) 
For the performance evaluation, differences (cm) in distance between estimated and known positions 
were computed over all of the frames, and differences at contact frames were selected to analyze the 
accuracy. An example of the difference measurements over time is presented in Figure 6.7 for the visual 
investigation of patterns in the difference measurements. In this figure, the differences between a left 
hand and P1 in Figure 6.4 were calculated over all of the frames. The result shows that each of the 10 
trials has a similar pattern of hand movements as observed in the experiment, and this confirms that the 
3D skeleton extraction did a good job of capturing climbing patterns in the videos.   
 
Figure 6.7: Distance differences between estimated (a left hand) and known positions (P1 in Figure 6.4) 
over all the frames: subject 1 (Figure 6.2.a) 
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Based on distance measurements, I computed the RMS errors of the differences between estimated 3D 
locations of hands and feet and 8 positions (P1–P8) when contacts were made. Means and standard 
deviations of RMS errors are summarized in Table 6.1. Overall, the average Root Mean Square (RMS) 
error of three subjects in 3D directions was 10.5 cm. Relatively small errors were found with respect to a 
y-direction, while large errors were observed in a z-direction. Further, errors were not widely distributed 
over three subjects (i.e., the standard deviation of three subjects was 1.6 cm).  
Table 6.1: RMS errors of distance difference (cm) and standard deviation (in parentheses) with respect to 
each direction (x, y, and z) and 3D (x-y-z) at 8 contact points on the ladder (P1–P8 in Figure 6.4) for 3 
subjects (adopted from Han et al. 2013) 
  
P1 P2 P3 P4 P5 P6 P7 P8 Mean 
Sub 1 
X 
5.2 
(2.7) 
3.9 
(2.8) 
5.7 
(3.5) 
3.7 
(1.9) 
10.9 
(4.6) 
3.5 
(1.7) 
3.0 
(1.9) 
9.6 
(5.3) 
5.7 
(3.1) 
Y 
2.6 
(1.7) 
2.0 
(1.1) 
5.4 
(2.5) 
1.7 
(0.8) 
3.4 
(1.9) 
6.6 
(1.5) 
1.7 
(0.9) 
6.7 
(2.6) 
3.8 
(1.6) 
Z 
9.6 
(3.8) 
5.7 
(3.8) 
8.5 
(1.9) 
3.1 
(1.7) 
10.5 
(5.3) 
3.0 
(1.9) 
2.0 
(1.2) 
11.6 
(6.3) 
6.8 
(3.2) 
3D 
11.4 
(4.0) 
7.3 
(4.4) 
12.0 
(3.3) 
5.2 
(2.1) 
16.3 
(4,4) 
8.2 
(1.5) 
4.1 
(2.1) 
16.9 
(7.0) 
10.2 
(3.6) 
Sub 2 
X 
3.5 
(1.4) 
5.0 
(3.2) 
4.5 
(2.2) 
4.8 
(2.4) 
9.3 
(3.9) 
5.2 
(2.1) 
4.4 
(2.1) 
8.0 
(3.3) 
5.6 
(2.6) 
Y 
2.4 
(1.5) 
2.9 
(1.5) 
2.6 
(1.4) 
2.2 
(1.0) 
5.4 
(2.6) 
7.2 
(1.9) 
1.9 
(1.0) 
7.3 
(2.4) 
4.0 
(1.7) 
Z 
6.7 
(3.0) 
5.3 
(3.5) 
4.6 
(2.5) 
3.8 
(2.1) 
5.6 
(2.5) 
4.5 
(1.9) 
3.0 
(1.6) 
8.1 
(2.4) 
5.2 
(2.4) 
3D 
8.1 
(2.9) 
8.0 
(4.5) 
7.2 
(2.2) 
6.7 
(2.1) 
12.4 
(2.8) 
10.2 
(1.7) 
5.8 
(2.4) 
13.8 
(2.5) 
9.0 
(2.7) 
Sub 3 
X 
1.7 
(0.7) 
3.3 
(2.7) 
4.3 
(2.2) 
5.6 
(2.5) 
7.9 
(0.8) 
3.9 
(1.2) 
5.9 
(4.5) 
19.9 
(18.8) 
6.6 
(4.2) 
Y 
4.2 
(1.2) 
3.0 
(0.6) 
2.9 
(2.3) 
2.7 
(0.9) 
3.7 
(0.8) 
7.1 
(1.3) 
3.8 
(2.7) 
6.6 
(1.7) 
4.2 
(1.4) 
Z 
12.3 
(1.3) 
5.2 
(4.3) 
5.0 
(3.8) 
6.6 
(3.3) 
3.6 
(2.5) 
6.5 
(1.6) 
10.4 
(7.0) 
16.9 
(14.2) 
8.3 
(4.8) 
3D 
13.2 
(1.6) 
7.1 
(5.0) 
7.3 
(4.3) 
9.4 
(3.7) 
9.7 
(1.4) 
10.6 
(1.1) 
12.9 
(8.6) 
27.3 
(23.0) 
12.2 
(6.1) 
Mean 
X 
3.4 
(1.6) 
4.1 
(2.9) 
4.8 
(2.6) 
4.7 
(2.3) 
9.4 
(3.1) 
4.2 
(1.7) 
4.4 
(2.8) 
12.5 
(9.1) 
5.9 
(3.3) 
Y 
3.1 
(1.4) 
2.6 
(1.1) 
3.6 
(2.0) 
2.2 
(0.9) 
4.2 
(1.7) 
6.9 
(1.6) 
2.5 
(1.5) 
6.9 
(2.3) 
4.0 
(1.6) 
Z 
9.5 
(2.7) 
5.4 
(3.9) 
6.0 
(2.7) 
4.5 
(2.4) 
6.6 
(3.4) 
4.7 
(1.8) 
5.1 
(3.3) 
12.2 
(7.6) 
6.8 
(3.5) 
3D 
10.9 
(2.8) 
7.5 
(4.6) 
8.8 
(3.3) 
7.1 
(2.7) 
12.8 
(2.9) 
9.7 
(1.5) 
7.6 
(4.4) 
19.3 
(10.8) 
10.5 
(4.1) 
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6.5 Discussion 
This result may be hard to confirm yet that the proposed vision-based motion capture approach can track 
human movements with high accuracy. However, the proposed methods utilizing multiple regular videos 
or one 3D camcorder have great merits that a marker-based system (e.g., VICON) or an RGB-D sensor 
system (e.g., Microsoft Kinect) may not have. For instance, a VICON system requires a performer to 
attach markers to his/her body parts and to wear a special suit to produce accurate results. A Kinect 
system does not have this requirement regarding the attachment but also has a limitation in operating 
ranges (e.g., 0.8–4 m). These limitations are critical in applying those systems to a field setting.  
In addition, the proposed approach still allows for the identification of different climbing patterns (e.g., 
hand-over-hand versus hand-to-hand) and for the measurement of movement speeds. As shown in Figure 
6.7, the system can precisely track the patterns of hand movements (i.e., overall fluctuations) during 
climbing despite any noises. Figure 6.7 also infers that the speed of movements can be computed as 
analyzing spatial and temporal locations of body segments. For instance, durations between contacts 
representing each cycle time of climbing are counted with the number of frames and a frame rate (e.g., 30 
frames per second), which are known in this system.  
Further, resulting 3D skeletal models can directly be used for biomechanical studies. Positions of body 
joints can simply be converted to angular data that makes it readily available to manipulate 3D 
biomechanical models and to assess musculoskeletal loads. For instance, angular information (e.g., joint 
angles) is one of the inputs for biomechanical analysis tools (e.g., 3D SSPP in Chaffin et al. 1999); the 
other inputs include external forces and moments, and anthropometry information. As an example, Figure 
6.8 illustrates the computation of physical stresses exerted on body segments, computed with motion 
capture data; hand forces were assumed to be uniformly distributed.  
In this respect, the proposed vision-based approach to motion capture may potentially provide a mean of 
field observation and enable one to conduct ergonomic studies at workplaces. 
This chapter reports experimental results of the ongoing research. There is still the potential to improve 
the accuracy of the proposed approach. First, data smoothing (e.g., moving average filter, Gaussian filter) 
can be applied as a post-process to minimize tracking noises. Data filtering allows for the smoothing of 
movement trajectories based on spatial and temporal locations of a body at adjacent frames, thus making 
motion capture results closer to actual human motions. Second, the negative impact of the short distance 
between two lenses of a 3D camcorder on 3D reconstruction can be reduced by utilizing multiple cameras 
at a distance, or by using commercial stereo camera systems (still consisting of two lenses in one device 
but having a longer distance between them). Large errors in a z-direction in Table 6.1 imply that 3D 
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reconstruction may be one of the processes leading to the inaccuracy of motion capture. In this 
experiment, the short distance between lenses (i.e., 35 mm) could potentially magnify errors through 
triangulation in 3D reconstruction; and this type of error can be decreased by selecting appropriate camera 
positions. Lastly, the integration of temporal information into pose estimation may help recover 
trajectories of occluded body parts. The part-based model used in this study does not process occluded 
body parts separately; that is, a human pose is determined by scoring each body part and selecting the best 
configuration of an entire body based on the sum of the parts’ scores. In the future, I will thus investigate 
the estimation of temporal trajectories based on preceding and following frames and on geometrical 
constraints with respect to occluding objects (e.g., a ladder, body parts).  
 
Figure 6.8: An example of biomechanical analysis conducted with motion capture data; UM 3D Static 
Strength Prediction Program (Chaffin et al. 1999) 
6.6 Conclusion 
This chapter presents a markerless motion tracking method to compute 3D positions of body joints in 
videos and evaluates the performance of the method through experimental studies. Results do not confirm 
yet that the vision-based approach produces highly accurate outcomes, but the results do demonstrate that 
the system could achieve an average accuracy of up to 10.5 cm in distance difference between estimated 
and known positions even though pose estimation models were trained with only one subject out of three. 
Furthermore, results also show that patterns and speeds of movements can be well recognized in spite of 
tracking noises.  
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The motion capture system provides rich information necessary to study physical stresses applied to a 
body during climbing. On the other hand, unlike other types of systems, the vision-based approach has 
fewer constraints on its operation (e.g., attachments, operating ranges). In this regard, the proposed 
system has great potential for collecting the motion information of laborers on a jobsite, and for analyzing 
their movements through ergonomic studies.  
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CHAPTER 7. MOTION RECOGNITION: AUTOMATED DETECTION OF UNSAFE 
ACTIONS OF A CONSTRUCTION WORKER DURING LADDER CLIMBING
5
 
 
7.1 Introduction 
For the success of a construction project, in terms of safety, it is critical to manage employees such that 
they perform their work in a safe manner. Considering that the unsafe actions and behaviors of employees 
account for about 80-90% of incidents (Heinrich et al. 1980; McSween 2003; Helen and Rowlinson 2005), 
worker behavior management plays a major role in enhancing safety. Krause (1997) also found 
significant correlation between behavior measurement and incident rates. Safety can thus be significantly 
improved through behavior measurements (e.g., finding the frequency of unsafe actions and postures) and 
modification (e.g., offering feedback, setting goals, and upping worker involvement) (Komaki et al. 1978; 
Duff et al. 1994; Krause et al. 1999; McSween 2003; Godbey 2006). Construction, however, lacks cost-
effective and robust methods to measure workers’ behavior (Han et al. 2012). Worker behavior 
observation requires, for example: 1) a time-consuming and labor-intensive task in collecting and 
analyzing the data (Levitt and Samelson 1987); 2) plenty of data to deal with inconsistent and biased 
results (Laitinen et al. 1999); and 3) active worker participation in observing and reporting their own and 
colleague’s at-risk behavior (Han et al. 2011). These requirements impose practical constraints on 
behavior measurement, and again, behavior measurement is the key to behavior-based safety management 
(Chhokar and Wallin 1984; Komaki et al. 1986; McSween 2003).    
To provide a complementary means to do field observations of safety behavior, computer vision-based 
human motion tracking and analysis has been proposed in construction (Han et al. 2011; Li and Lee 2011; 
Han et al. 2012). This vision-based approach is motivated by the rapid development of motion capture 
technologies. For example, optical motion capture systems that track reflective markers attached to 
human body joints facilitate the quantification of human motions using the angle and location information 
of body joints. In particular, recently developed motion sensing devices (e.g., Microsoft Kinect sensor) 
use a depth sensor to enable the direct computing of the 3D information of body joints. These 
technologies help obtain accurate motion data, thus allowing the recording, modeling, and analysis of 
human motions for the detection of unsafe postures and actions. For motion analysis, however, issues 
arise from the high dimensionality and time-series characteristics of motion data (Han et al. 2012). The 
motion capture data generally contains 3D rotation angles of body joints (e.g., hip, leg, arm, head), as well 
as a 3D global position of a root joint (e.g., hip) per frame (Meredith and Maddock 2001). For instance, 
                                                     
5
This chapter is based Han et al. (2013), “Vision-based detection of unsafe actions of a construction worker: A case 
study of ladder climbing.” ASCE Journal of Computing in Civil Engineering, in press. 
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22 body joints are tracked in this study, and hence, each data point has 69 dimensions (i.e., 3 for one root 
joint position, plus 66 for 22 joint angles). The ‘curse of dimensionality’ consequently leads to the 
performance degradation of motion analysis (Zheng and Xue 2009). In addition, motion recognition 
involves time-series data analysis for a wide range of actions in the movement pattern and pace (Han et al. 
2012). That is, during a construction activity, a particular motion may vary from individual to individual, 
as well as from time to time. In motion data, human actions consist of a sequence of data points changing 
over time, and hence it is challenging to identify the sequential relationship between data points, and so to 
determine the proper size of data for the detection of a specific action. In this respect, further research on 
construction workers’ motion analysis is needed to explore the use of available motion data for safety 
behavior measurement. 
This chapter focuses on automated motion analysis to detect the unsafe actions of construction workers 
with motion capture data. The motion data can be obtained from a jobsite by taking motion samples of 
workers using several motion capture systems. In this chapter, the motion data from a depth sensor is used. 
Then, the proposed motion analysis method automatically counts the number of unsafe actions by 
comparing the data with pre-defined unsafe action samples. Proper feedback can then be provided for 
behavior modification, based on the frequency of unsafe actions. The rest of this chapter is organized as 
follows: first, Section 7.2 proposes a research methodology to address the issues inherent in the motion 
data analysis. Then, Section 7.3 and 7.4 discuss the experiment for data collection and the resulting 
motion data structures for further analysis. Using the motion capture data, an automated motion detection 
approach that performs dimension reduction, motion classification, and motion recognition is proposed, 
and the results of the experiments are used to validate the proposed approach (Section 7.5–7). In 
particular, I discuss the use of different human models for safety-related action detection and the areas in 
which further research efforts are needed to facilitate motion data acquisition from a jobsite (Section 7.8). 
In conclusion, the findings of this study are summarized. 
7.2 Research Methodology 
This research is undertaken to propose and evaluate a motion recognition approach to detect workers’ 
unsafe actions in construction. To recognize a particular unsafe action, this study builds a template of an 
atomic action that represents the unsafe action, and then use the template to detect the same action in 
motion datasets (Figure 7.1). In this process, dimension reduction techniques can address the issue on the 
high dimensionality of motion data as reproduced in a low-dimensional space. In the latent space where 
motion datasets are mapped, an appropriate pattern recognition algorithm measures the similarity between 
actions, even if their speeds vary, by computing the distance between their trajectories. Based on the 
similarity measure, actions are classified; the classification result is utilized to determine the most typical 
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sample among various movement patterns, so as to serve as a template for motion detection. Using the 
pre-defined atomic motion template, the same action is eventually detected in observing motion data. As a 
case study, motion datasets—including unsafe actions during ladder climbing—are collected and tested 
using a Microsoft Kinect sensor. The resulting motion capture data is investigated to select the best 
features describing the unsafe action for further analysis. The results of this experiment are analyzed and 
discussed to validate the proposed approach. 
 
Figure 7.1: An overview of a research methodology 
7.3 Motion Capture Data Collection 
In this chapter, motion data for actions associated with falls from a ladder was collected. In construction, 
falls led to 34.1% of fatalities and 24.2% of nonfatal injuries in 2010. Falls from a ladder also accounted 
for 25.8% and 22.9% of falls within the categories of fatalities and nonfatal injuries, respectively. In other 
words, 8.8% of deaths and 5.6% of injuries in construction were solely caused by falls from a ladder 
(Bureau of Labor Statistics 2012). As a test case, three types of unsafe actions potentially leading to 
ladder incidents—carrying tools or materials up the ladder, ascending/descending facing backward, and 
reaching too far to a side—are selected based on OSHA accident statistics (Bureau of Labor Statistics 
2012) and previous studies (Pettinger 2000; McSween 2003; Lotlikar 2005; Godbey 2006; Staten et al. 
2011). For instance, the statistic that 57% of victims were holding objects in their hands on a ladder when 
a fall incident occurred (BLR 2007) indicates the risk of carrying an object up a ladder. 
In the experiment, motion capture data were recorded and extracted with a single Microsoft Kinect sensor 
and the iPi Soft Motion Capture solution. To select the position of a sensor, various viewpoints were 
visually tested, and the one with the smallest self-occlusion (i.e., occlusion by the performer’s body) was 
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selected for the experiment. Consequently, a single performer was recorded from the right-rear side of the 
performer at a distance of 3 meters (as shown in Figure 7.2). Figure 7.2 illustrates the resulting image in 
which the Kinect sensor computed the depth values of a human body, and the iPi Soft Motion Capture 
estimated the 3D positions of body joints and calculated the 3D angles between joints. The resulting 
motion data thus contained 3D locations and the 3D angles of body joints. To validate the proposed 
approach, four classes of actions including a normal-climbing action, as well as the three unsafe actions 
(e.g., backward-facing climbing, climbing with an object, and reaching far from a ladder) (Figure 7.3), 
were collected and used as a training dataset. For each class of actions, I collected 25 samples (i.e., the 
action is cyclically taken 25 times) to reflect the motion deviation varying with each instance of acting. 
These datasets were used to identify, among 25 samples, a representative one that distinguishes well from 
other actions. Then, the selected sample was used as a template to detect the same action in a testing 
dataset. The testing dataset consisted of 25 actions randomly selected among the four classes, and the 
performer acted in a way similar to how a construction worker does on a jobsite in order to test the 
proposed method with the dataset closest to the one collected from a jobsite. 
 
Figure 7.2: Depth information measured by Kinect 
  
Figure 7.3: Motion samples of four actions: (a) normal climbing, (b) backward-facing climbing, (c) 
climbing with an object, and (d) reaching far from a ladder 
7.4 Human Skeleton Models 
Various formats of motion capture data (e.g., ASC, BVH, C3D, and HTR) have been developed for 
recording and analyzing human motions. Motion data, such as the Biovision hierarchical (BVH) used in 
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this research, define a human skeleton model specifying the hierarchical structure of body joints, their 
degree of freedom (DOC), and the joint offsets, and also contain 3D locations and the 3D angles of body 
joints at each frame according to the hierarchy (Figure 7.4). In particular, the format initializes the shape 
of a skeleton model (e.g., T-shape) and calculates 3D rotation angles from the base position. In this 
hierarchical structure, each body joint can be reached from its parent joint, starting from the root (i.e., hip 
in Figure 7.4), hence the rotation angles of body joints can be recursively computed following the links 
from the root to the end joints (i.e., head-end, right-hand-end, right-toe-end, etc. in Figure 7.4.a) 
(Meredith and Maddock 2001). The format contains the global position of the root (e.g., hip) and the sizes 
of bones (i.e., joint offsets), and hence the 3D locations of all the joints can also be computed with their 
3D rotation angles.  
The human skeleton model captured by the Kinect initially had 3D angles of 22 body joints and one 
global position of a root joint (Figure 7.4.a). Although it is theoretically optimal to use all possible 
variables for data analysis, reducing the number of irrelevant variables can decrease the search areas of 
analytical algorithms, thus improving the accuracy and efficiency of computations (Liu and Motoda 2008). 
Moreover, human motions can be adequately represented with small numbers of driving dimensions since 
the motions are coordinated; for example, a human uses legs and arms together to take a specific action 
(e.g., jumping) (Safonova et al. 2004). In this respect, the use of a fewer number of body joints can lead to 
the performance improvement of motion analysis. In this study, the 22-joint skeleton model is converted 
to the one with 13 body joints (Figure 7.4.b), and this conversion indeed reduces errors in motion 
recognition; the result will be presented and discussed later. The conversion is completed by computing 
the locations of all the body joints in the 22-joint model, and in turn recalculating rotation angles for the 
selected 13 joints based on the hierarchical structure (Figure 7.4.b). Thus for motion analysis, the 13-joint 
skeleton model is used in this study. 
 
Figure 7.4: Comparison of Human Skeleton Models: (a) A body skeleton model of the Kinect and (b) a 
modified body skeleton model for motion analysis (Note: The numbers represent the numerical IDs of 
body parts, and the arrows represent the hierarchical relationships.) 
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7.5 Mapping of Motion Data onto a 3D Space 
Dimension reduction is a process that identifies low-dimensional representation of original data, such that 
the data can lie on a manifold (i.e., a coordinate system) of smaller dimensions without losing a 
significant amount of information (Lee and Verleysen 2007). The dimension reduction techniques thus 
lead to a reduction of the computational time, as well as an improvement in the accuracy of analysis 
(Cunningham 2008). Through the reconstruction of a body skeleton model, the number of variables in the 
motion data is reduced from 69 to 42 (i.e., a 3D global position of a root joint and 3D rotation angles of 
13 joints). The dimensionality of the newly converted data, however, still causes underlying challenges 
for data analysis (i.e., high dimensionality); I preliminarily used the data for motion detection, but the 
results were significantly inaccurate. Thus, the high-dimensional motion data is transformed onto a low-
dimensional space, using a dimension reduction technique such as Kernel Principal Component Analysis 
(PCA) (Schölkopf et al. 1998). Kernel PCA is one of the most widely used techniques that transforms 
data onto a new feature space through a non-linear mapping, using eigen-decomposition of a kernel 
(Cunningham 2008). Human motions are non-linear since the velocity and direction of movement are not 
constant; thus, linear methods may not perform well for motion data (Jenkins and Mataric 2002). 
Moreover, I also tested a neighborhood-preserving embedding technique called Locally Linear 
Embedding (LLE) (Roweis and Saul 2000), which has been used in motion analysis on image data 
(Tangkuampien 2005). The method did not perform well enough to attain satisfactory results for this 
motion capture data, though, due to the unstable selection of neighbors in the sparsely distributed high-
dimensional space (Xie and Mu 2008). 
Using Kernel PCA (Schölkopf et al. 1998), the motion data is mapped onto a 3D space. For the mapping, 
a kernel that measures similarity between variables is first selected before performing PCA. The 
experiments that test various kernels (e.g., linear, polynomial, Radial Basis Function (RBF), and Spectral 
Angle Mapper (SAM)) and kernel parameters (e.g., degree, sigma) show that the RBF kernel (sigma=256) 
successfully transforms motion data onto a low-dimensional coordinate for the purpose of recognizing 
particular actions; the results are presented in Table 7.1. Accordingly, the RBF kernel of training data is 
computed; I use one sample of each action as a training dataset, and the other 24 samples as testing 
datasets for this mapping. With the kernel, then eigen-decomposition is performed to reproduce the 
dataset in a new feature space, and to identify its principal components that account for the largest 
possible variance in the data. In this process, the target dimension that represents the input data with the 
smallest number of dimensions (i.e., eigen-vector) can be identified. For instance, Figure 7.5, in which the 
computed eigen-vectors are sorted in descending order of eigen-value, implies that the first four 
dimensions (i.e., eigen-vector) might sufficiently represent most of the data. Through cross validation 
99 
with 2 to 4 dimensions, it was found that mapping onto a 3D space provides the best result of motion 
analysis; the use of the fourth dimension may cause the inaccurate measures of similarity between actions, 
which is performed for motion detection. 
Table 7.1: Classification error (%) comparison between various kernels and parameters 
Kernel linear 
Polynomial RBF 
D=2 D=3 D=4 D=5 σ=1 σ=4 σ=16 
Error (%) 8.3 10.0 11.0 22.4 35.4 84.7 84.0 72.8 
Kernel 
RBF SAM 
σ=64 σ=256 σ=512 σ=0.5 σ=1 σ=2 σ=4 σ=8 
Error (%) 19.0 4.7 8.6 85.7 42.4 11.8 8.4 17.2 
*Note: linear kernel=x'·x; polynomial kernel=(x'·x+0.01)
D
; RBF kernel=exp(-||x'-x||
2
/2σ2); and SAM 
kernel=exp(-acos(x'·x)
2/2σ2) where x is an input dataset. 
 
Figure 7.5: A result of the eigen-decomposition of a training dataset 
The mapping results are presented in Figure 7.6. A training dataset is first mapped using PCA on the 
kernel (Figure 7.6.a), and then testing datasets of four different actions (i.e., normal climbing, backward-
facing climbing, climbing with an object, and reaching far to a side) are mapped onto the same 3D space 
by performing kernel PCA using learned mapping parameters with the training dataset (Figures 7.6.b, 
7.6.c, 7.6.d, and 7.6.e). The results show that training and testing datasets can be transformed onto the 
same space by learning the mapping parameter (i.e., kernels). They also show that each action has its own 
distribution in the space, as shown in Figures 7.6.b, c, d, and e. As visually possible to distinguish 
between actions, a particular action can be recognized by observing the action’s movement in this 3D 
space. In the coordinate, each data point represents a pose at each frame of motion data, and its trajectory 
represents an action that a pose changes over time. In this regard, unsafe actions can be detected by 
analyzing the trajectories of motion datasets and quantifying the similarity between them. 
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Figure 7.6: Mapping results of motion data onto a 3D space: (a) a training dataset and (b) testing datasets 
of normal climbing, (c) backward-facing climbing, (d) climbing with an object, and (e) reaching far to a 
side  
7.6 Identification of Typical Motion Models 
In the proposed scenario, one can build atomic motion templates through experiments and use the 
templates to detect the same action in motion datasets that can be extracted from a jobsite. The accuracy 
of motion detection thus highly relies on the selection of motion templates. This research takes a machine 
learning classification approach to identifying the most typical template among the datasets collected in 
experiments. In solving a classification problem, the key point for improving the performance is based on 
which data features are used as inputs for classification methods. The use of good features that can 
completely divide the data into each class (e.g., actions) can lead to obtaining an optimal result, while no 
method may produce accurate results when using poor features in which classes are not distinguishable 
(e.g., significant overlaps of data points between classes). For this reason, the dimension reduction is 
performed for motion data, and the results in Figure 7.6 visually confirm that a particular action is distinct 
from others in the 3D space. To classify actions with the transformed data, the distance between actions in 
the feature space is quantitatively measured, using Dynamic Time Warping (DTW) (Senin 2008). The 
DTW is a well-known algorithm that measures the similarity between a pair of time-series datasets; it has 
been widely used in the field of speech recognition to analyze signals. The DTW has also been applied for 
motion classification involving time-series data analysis (Kulbacki et al. 2002; Pohl and Hadjakos 2010, 
Han et al. 2012). Its merit—that it allows the computation of the distance between sequential datasets, the 
lengths of which are varying—helps address the issue on various movements in time and pace. In this 
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study, the distances between action samples (i.e., normal climbing, backward-facing climbing, climbing 
with an object, and reaching far to a side) are calculated using the DTW, and based on the distance, 
actions are classified to determine a representative template to be used as a template for motion detection. 
In the experiment, 25 samples are collected to be used as training datasets of each action, and in total, 7 
classes are established: ascending and descending of backward-facing climbing (classes 1 and 2), 
climbing with an object (classes 3 and 4), reaching far to a side (class 5), and ascending and descending 
of normal climbing (classes 6 and 7). Among the 7 classes, samples of classes 1 to 5—which are unsafe 
actions—are used to select templates, while normal climbing samples (classes 6 and 7) are used in 
classification processes in order to distinguish the templates from normal climbing actions. To find a 
typical sample among the 25, each sample of an action is recursively used as a template to measure the 
sample’s distances to all of the other samples. Based on the distances to the 7 classes of action samples, 
classification is performed by computing the largest distance among the same classes as the template, and 
using the distance as a classifier to classify all of the samples. The classification results in Table 7.2 thus 
help identify which sample of a particular action can better serve as a template. For example, the error in 
class 3 and sample 2 is calculated as follows: 1) the distances between the input sample (i.e., class 3 and 
sample 2) and all of the samples (i.e., samples 1-25 in classes 1-7) are measured; 2) the largest distance 
among the samples of class 3 is selected as a classifier; and 3) using the classifier, all of the samples are 
classified into 2 labels (i.e., class 3 / not class 3); the error is calculated by counting the number of mis-
classified cases. In each column (i.e., class) in Table 7.2, the sample—an error of which is smallest—is 
thus regarded as the best sample that can distinguish such class from other classes. As a result, samples 5, 
17, 16, 10, and 7 are selected as templates for classes 1 to 5, respectively, for the detection of unsafe 
actions (e.g., sample 5 in the column of class 1 has the smallest classification error among 25 samples). In 
addition, the classifiers learned with training datasets in this process are used to detect unsafe actions with 
testing datasets.  
7.7 Detection of Unsafe Actions 
Given an unknown motion sequence, motion recognition aims to automatically detect a particular action 
using a known motion sequence. The unknown motion sequence herein refers to a motion dataset from a 
jobsite, while the known motion sequence refers to a template of an atomic action from the experiment in 
this study, which is selected through motion classification. Motion detection is hence carried out by 
comparing the two sequences, and the DTW is also used to measure the similarity. For motion 
classification in the previous section, however, one can manually divide datasets into classes by observing 
the data, and classification is performed with a dataset corresponding to each class. On the other hand, for 
unsafe action detection, classification is applied to a streaming dataset, which is not divided into subsets. 
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Table 7.2: Classification errors (%) through 25-fold cross-validation 
Class 1 2 3 4 5 
Sample 1 17.1 4.0 0 11.4 0 
Sample 2 0 2.3 0 20.0 0 
Sample 3 2.3 0 0 10.9 0 
Sample 4 0 4.0 0.6 26.9 0 
Sample 5 0 1.1 0 34.9 0 
Sample 6 0 12.0 0 29.1 0 
Sample 7 0.6 0 0 10.9 0 
Sample 8 1.1 7.4 0 13.1 0 
Sample 9 2.3 0 0 18.9 0 
Sample 10 8.6 0 0 9.7 0 
Sample 11 5.1 2.3 0 14.9 0 
Sample 12 0 1.1 0 13.7 0 
Sample 13 1.1 0 0 13.7 0 
Sample 14 12.6 0.6 0.6 13.7 0 
Sample 15 0.6 0 0 32.6 0 
Sample 16 0 0 0 14.3 0 
Sample 17 0.6 0 0 21.7 0 
Sample 18 0 1.1 0 13.7 0 
Sample 19 12.0 0 0 24.0 0 
Sample 20 2.9 0 0 14.9 0 
Sample 21 3.4 0 0.6 10.9 0 
Sample 22 0 1.1 0 14.9 0 
Sample 23 0.6 0 0 30.9 0 
Sample 24 0 2.9 0 24.6 0 
Sample 25 0 5.1 2.9 23.4 0 
Mean 2.8 1.8 0.2 18.7 0 
*Note: backward-facing climbing – ascending (class 1) and descending (class 2); climbing with an object 
– ascending (class 3) and descending (class 4); and reaching far to a side (class 5)   
In this case, a subset of the streaming dataset is selected in consecutive order from the starting to ending 
data point, and the distance between a template and each subset is measured as sliding over all the data 
points. For example, data points 1 to 100 are first selected as a subset and compared with a template, then 
data points 2 to 101 are selected as a comparison, and so on until reaching the ending point. In addition, 
the size of a subset can be determined using motion samples obtained through experiments. To address 
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the issue that the speed of actions varies each time when performing, all possible subset sizes (i.e., all 
possible durations of an action) are selected based on the minimum and maximum duration of the 
collected motion samples, and tested to accurately compare the similarity regardless of the movement 
pace. As mentioned, the DTW correctly measures the distance between different sizes of sequences, and 
motion variation in pace can thus be minimized in this manner. Once the distances for all of the data 
points are calculated, the same actions as in a template can be detected by searching the ones with a 
distance less than the classifier learned through motion classification in the previous section. 
To validate the proposed approach, 5 classes of unsafe actions are detected in a testing dataset from which 
the actions are randomly taken. The 5 classes are as follows: (1) backward-facing ascending and (2) 
descending, (3) ascending and (4) descending with an object in hand, and (5) reaching far to a side. Using 
the motion template selected through motion classification, the similarity with the testing dataset—the 
dimension of which is also reduced to 3—is computed using the DTW, as shown in Figure 7.7. The 
distances fluctuate over time, decreasing when actions in the testing dataset become close to the template, 
and increasing when actions are completely different. In Figure 7.7, the dotted vertical columns represent 
the range in which the same action as the template actually occurs, and the circle mark indicates the data 
point classified into the same class as the template. Therefore, the results illustrate that the distance 
correctly falls below the classifier when the action is taken, and hence the unsafe actions are properly 
detected. Additionally, the average computational time for mapping and detection processes with the 
testing dataset—the duration of which is 127.0 seconds—is 16.5 seconds on an Intel Dual Core 2.50 GHz 
machine with 6GB RAM.  
Motion detection was performed for the 5 classes of unsafe actions, and the errors were calculated by 
counting the number of correctly and incorrectly classified samples based on rules such as, if any 
classified point exists in the time frame (i.e., range) of a specific action sample, the action is regarded as 
taken once. As summarized in Table 7.3, in total, 30 out of 33 unsafe actions in a testing dataset were 
correctly detected; thus, Recall ("True Positive(TP)" /"True Positive(TP)+False Negative(FN)" ) is 90.9%. 
The result validates that the proposed motion recognition performs well even for testing data, which has 
not been used in motion classification, and also that the proposed motion provides information on what 
unsafe actions are taken. Taking into account the amount of time and effort that a human observer should 
spend on detecting every unsafe action, the proposed method can constantly and automatically provide 
behavior information to manage workers such that safety is enhanced. However, actions were mis- 
detected 24 times, which means that the distance fell below the classifier even though the actions did not 
happen; that is, Precision ("True Positive(TP)" /"True Positive(TP)+False Positive(FP)" ) is 57.9%. I 
found that most of these errors may have been caused by the similarity between ascending and descending.  
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Figure 7.7: Measurement of distance between a template and sequential data points over time: (a) 
backward-facing climbing (descending), (b) climbing with an object (ascending), and (c) reaching far to a 
side  
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As shown in Figure 7.7, the distances after correct time frames of ascending actions where descending 
actions occur (e.g., 361–426 on data point (time) in Figure 7.7.a and 86–148 in Figure 7.7.b) decrease; the 
ascending and descending of ladder-climbing activities (i.e., backward-facing climbing and climbing with 
an object) were taken consecutively in the experiment. For the cyclic actions in which body parts (e.g., 
arms and legs) repeatedly move in a similar way, it may be challenging to recognize such actions using 
only angles between body joints. To reduce this type of error, further research is thus needed for feature 
extraction of motion data (e.g., directions and velocities of actions) that helps distinguish actions such as 
ascending and descending. 
Table 7.3: Detection results with a testing dataset in which actions are randomly taken. 
Template 
# of actions              
in data 
# of correctly 
detected actions 
(TP) 
# of incorrectly detected actions 
Not detected 
(FN) 
Mis-detected 
(FP) 
Backward-facing 
climbing 
(Ascending) 6 5 1 9 
(Descending) 6 6 0 3 
Climbing with an 
object 
(Ascending) 7 6 1 6 
(Descending) 7 6 1 6 
Reaching far to a side 7 7 0 0 
Total 33 30 (90.9%) 3 24 
*Note: “Not detected (FN)” means that the action in the data is the same as the template, but that the 
action was not detected. “Mis-detected (FP)” means that the action in the data is not the same as the 
template, but was detected. 
7.8 Discussion 
In this study, two human skeleton models are presented; one is a 22-joint model (Figure 7.4.a) captured 
and extracted using a Kinect sensor-based motion capture system, the other is a 13-joint model (Figure 
7.4.b) converted from the 22-joint model. The 22-joint model obviously contains more information on 
body postures than the 13-join model, and better details human motion. However, the error comparisons 
for motion classification and detection, shown in Tables 7.4 and 7.5, indicate that the use of a 13-joint 
model can improve the accuracy of motion analysis. By using a 13-joint model, for example, the overall 
error of classification was reduced by 35.5% (Table 7.4), and the detection error for the number of mis-
detected actions significantly decreased by 125 cases, though correctly detected actions slightly increased 
by 6.1% (Table 7.5); this implies that the classifier learned with the 22-joint model incorrectly had a large 
value thus classifying more samples including both correct and incorrect actions into the same class as the 
motion template. This result may suggest that particular body joints contain information that is more 
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important for representing specific human motion. For example, arms and legs may be more critical body 
parts than toes and fingers for motion analysis conducted in this research (i.e., unsafe actions during 
ladder climbing); that is, the movement of fingers and toes does not appear to be significantly different 
among the three unsafe actions, and hence, that movement has less impact on differentiating the actions. 
Accordingly, the 13-joint model that does not have toes and fingers outperformed the 22-joint model in 
this experiment. On the other hand, the fingers and toes can be crucial parts in analyzing other types of 
unsafe actions, for instance, slipping by taking a wrong step on a ladder rung, or losing hold of a rung. In 
this respect, the body joints to be used for analysis need to be carefully selected based on the purpose of 
the study.  
Table 7.4: Classification error (%) comparison between two skeleton models (22 and 13 joints) 
Class 1 2 3 4 5 Mean 
22 joints 72.9 29.1 41.2 39.4 18.5 40.2 
13 joints 2.8 1.8 0.2 18.7 0 4.7 
Difference 70.1 27.3 40.0 20.7 18.5 35.5 
 Table 7.5: Detection error comparison between two skeleton models (22 and 13 joints) 
Template 
# of actions 
in data 
# of correctly 
detected actions 
(TP) 
# of incorrectly detected actions 
Not detected 
(FN) 
Mis-detected 
(FP) 
22 joints 33 32 (97.0%) 1 149 
13 joints 33 30 (90.9%) 3 24 
Difference 0 2 (6.1%) -2 125 
Movement directions were used as an additional feature for the action detection within the same testing 
data. Table 7.6 reports the detection results and compares the performances to the average errors in Table 
7.5. By integrating movement directions in motion classification, the results explicitly show that the recall 
and precision could be improved from 90.9% and 57.9% to 91.0% and 84.4%, respectively. This 
improvement thus confirms that additional motion information indeed helps in recognizing similar actions 
(i.e., ascending and descending).    
In this chapter, a motion capture system using a Kinect sensor is introduced as an emerging technology to 
collect motion capture data. The system not only provides an easy-to-use and low-cost means to track 
human motion, but also produces reliable data for motion analysis. The critical drawback that hinders a 
construction application, however, is that this system may not work well for an outdoor environment 
because of its sensitivity to infrared light from an external source (e.g., sunlight) (Raspa et al. 2011). For 
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construction involving outdoor activities, further research efforts may thus be needed. These efforts 
should investigate a vision-based motion capture system that uses regular video cameras. Despite its 
shortcomings such as computational complexities, low accuracy, and a light-of-sight issue, the system has 
various advantages (Vlasic et al. 2007; Frey 1996), as follows: (1) no disturbance of workers’ movement; 
(2) a wide range of a tracking area; (3) suitability for both indoor and outdoor environments; and (4) the 
increasing use of webcams or surveillance cameras on a site. In addition, active research and emerging 
technologies in the computer vision field may lead to the improvement of the accuracy and computational 
efficiency. For these reasons, motion analysis has been applied in construction; for example, our previous 
studies (Li and Lee 2011; Han et al. 2012) proposed video-based motion tracking and recognition for 
ergonomic analysis and behavior-based safety management. Our future research will thus include the 
extraction of motion capture data from regular site videos for safety behavior analysis, which will make a 
vision-based approach more applicable. 
Table 7.6: Detection results of 2 types of motion information combined (i.e., motion and movement 
direction) as compared with single motion information. 
Template 
# of actions              
in data 
# of correctly 
detected actions 
(TP) 
# of incorrectly detected actions 
Not detected 
(FN) 
Mis-detected 
(FP) 
Backward-facing 
climbing 
(Ascending) 6 5 1 4 
(Descending) 6 6 0 0 
Climbing with an 
object 
(Ascending) 7 6 1 0 
(Descending) 7 6 1 3 
Reaching far to a side 7 7 0 0 
Total 33 30 (90.9%) 3 7 
Single Motion information 33 30 (90.9%) 3 24 
*Note: “Not detected (FN)” means that the action in the data is the same as the template, but that the 
action was not detected. “Mis-detected (FP)” means that the action in the data is not the same as the 
template, but was detected. 
7.9 Conclusion 
The rapid development of sensing devices has led to automated data collection making a variety of 
information available for project management. The recently released Kinect depth sensor is regarded as 
one of the most promising methods for safety enhancement, in that the device enables the monitoring and 
analysis of construction workers’ behavior. With motion capture data from the Kinect, this chapter 
presents a machine learning approach to the automated detection of the unsafe actions of workers. It also 
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evaluates the proposed approach for unsafe actions involved in ladder climbing. The results validate that 
an unsafe action can be adequately recognized using a pre-defined motion template corresponding to the 
action. In the process of motion analysis, the selection of a human skeleton model is found to have a 
significant influence on motion classification and detection; thus, human actions need to be thoroughly 
reviewed before being analyzed in order to determine the body parts to be used, depending on the target 
application. Another factor affecting motion detection is the building of a typical motion template, which 
should be close to the actual action that will be detected. The future research will thus investigate the 
major considerations and limitations (e.g., the sufficient number of samples, required computation time, 
position and distance of a camera, effect of occlusion, and light conditions) in collecting and building 
motion templates from a construction site.  
Furthermore, feature extraction is also found to be a critical process that has an impact on the detection 
results. In this chapter, three features (i.e., variables) were extracted via dimension reduction and used for 
motion classification and detection. The results confirm that the transformation of data improves the 
analysis accuracy, but they also suggest a direction (e.g., motion velocity and direction as additional 
features) for accurately distinguishing similar actions such as ascending and descending. As a result, the 
proposed motion analysis provides an automated means to count the frequency of workers’ unsafe actions 
on a jobsite, and eventually, to modify workers’ behavior in a safe manner by offering feedback. 
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CHAPTER 8. CONCLUSION 
 
8.1 Summary and Contributions 
The understanding of workers’ safety behavior is critical to safety management as it provides insight into 
the cause of accidents, and hence, an opportunity to initiate proactive management actions for the 
prevention of injuries and illnesses in operations. An understanding of accidents as failures to adapt to 
complex conditions and changing environments (e.g., production pressure)—which manifests in the at-
risk behavior of workers—rather than as the breakdown or malfunctioning of normal systems, has 
become increasingly popular. For example, when a severe discrepancy between as-planned and as-built 
progress exists, workers who know how to work safely in a normal work environment (e.g., no 
discrepancy between as-built and as-planned progress) are encouraged to work faster to compensate for 
schedule delays (i.e., production pressure). In these circumstances, speed trumps safety, and thus safety 
standards, procedures, and guidelines are ignored. This results in at-risk behavior and human errors and is 
a major cause of accidents. The characteristics of construction include large workforces with temporary 
alliances that are involved in complex operations and placed in various outdoor worksites, continually 
changing jobsites, and unique products. Taking these characteristics into account, it is very important to 
systematically understand safety behavior (including contributing factors like the task conditions), rather 
than examine safety on its own, but it is challenging to observe, analyze, and modify safety behavior in 
ongoing operations. 
This research addresses these challenges in an observation process for behavior-based safety management 
by proposing a framework of computer vision–based motion capture and recognition. This approach 
aiming for the extraction of motion information and the detection of unsafe actions takes advantage of     
regular video cameras that have less constraint on operation than others (e.g., RGB-D sensors, marker-
based motion capture systems). For example, critical drawbacks of applying RGB-D sensors (e.g., Kinect) 
to a field setting are the limited operating ranges (e.g., 0.8–4 m) and the operating conditions (e.g., only in 
an indoor environment), while marker-based systems (e.g., VICON) require additional attachments to a 
human body, which may lead to the significant disruption of ongoing work. To that extent, the summary 
and contributions of this research are as follows: 
8.1.1 Vision-based Framework of Motion Capture and Recognition 
To facilitate behavior measurement in a field setting, a computer vision–based framework for the motion 
data extraction from videos and the detection of unsafe actions is presented in Chapter 3. The framework 
consists of the following four procedures: (1) the formalization of critical at-risk behavior based on 
accident history, (2) data collection for the building of motion templates representing the identified 
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critical unsafe actions, (3) the extraction of 3D human skeleton models from multiple videos, and (4) the 
recognition of unsafe actions within streaming motion data. As proof of concept, an experimental study is 
carried out to extract motion information during ladder climbing and to detect unsafe actions (i.e., 
reaching-far-to-a-side actions) in the extracted motion data.  
The result of motion tracking shows that the proposed approach achieves an accuracy of up to 6.3 cm in 
the measurement of average bone lengths over frames. Further, errors in motion detection performed with 
extracted skeleton models are measured as having both a precision and recall of 88%. These results thus 
potentially demonstrate that the proposed vision-based approach is effective for the acquisition of motion 
information from site videos and the monitoring of safety behavior without significant human effort or 
time.  
The resulting information that can be obtained using the proposed framework includes the number and 
types of unsafe actions likely leading to actual accidents. This information is indeed the very same 
measures that the behavior-based safety process recommends one to observe with a checklist of critical 
at-risk behaviors. This study thus facilitates the implementation of behavior-based safety management in 
construction as it provides an automated means of observation to recognize and analyze workers’ 
behavior; the observation process is the most important but challenging process to undertake on a jobsite 
due to the characteristics of construction projects (e.g., short tenure of workers, relatively short duration 
of projects, complex and dynamic workplaces). Based on the behavior observation, not only can one 
provide workers with feedback and intervention (e.g., safety training, workplace design) for the 
prevention of reoccurrences of at-risk behavior, but also the interaction between a manager and workers 
may promote their intercommunication, improve workers’ involvement in safety, and eventually create a 
safe climate on a jobsite.  
8.1.2 Motion Template Collection: Empirical Assessment of an RGB-D Sensor  
In this research, commercial motion capture systems (e.g., RGB-D sensors, marker-based motion capture 
systems) are recommended to collect reliable motion data through laboratory experiments, particularly for 
the building of motion templates. Especially RGB-D sensors (e.g., Kinect), if used only for a narrow 
range of indoor activities, have great potential to be applied to field observation as well. To evaluate the 
motion capture accuracy of RGB-D sensors, which has not been thoroughly reviewed yet, experiments are 
undertaken to compare the performances between a Kinect sensor and a marker-based VICON system 
(Chapter 4). The assessments are based on 3D positions of body joints, 3D rotation angles between body 
parts, and motion recognition performances.    
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Performance results of a Kinect system as compared with VICON (i.e., ground truth) are summarized as 
follows: 
 3D positions: RMSE and standard deviation are 10.7 cm and 5.3 cm, respectively.   
 3D rotation angles: RMSE and standard deviation are 16.2 degrees and 18.0 degrees, respectively.  
 Detection performances: only 1 trial of an ascending action out of 25 is incorrectly detected.  
Specifically, large errors are caused by occluded body parts. Unlike a VICON system utilizing six 
cameras in this experiment, a Kinect system estimates and tracks a human subject with only one sensor. 
The inaccuracy in 3D positions and 3D rotation angles, however, does not have a crucial influence on 
detection performances in the experiment. Hence, a Kinect system can be considered suitable as a cost-
effective and easy-to-use method for motion data collection in a laboratory or controlled environment.   
The availability of a Kinect motion sensing device has brought great attention to motion capture and 
analysis in construction. This study provides insight into the performance of Kinect in terms of not only 
the depth measurement for which the sensor itself is designed but also the motion tracking to which the 
device is applicable. The results presented in this study thus help researchers and practitioners understand 
the strengths and weaknesses of currently available Kinect systems for their study and practice, and 
further, provide directions of future research (e.g., the use of multiple sensors, the impact of viewpoints 
on performances). 
8.1.3 Motion Template Modeling: Comparative Study of Motion Features and Motion Pattern Modeling 
The efficient modeling of motion patterns enables the building of representative templates of actions, and 
thus the recognition of particular actions as compared with the template. Chapter 5 introduces the 
similarity-based modeling of action samples in a low-dimensional latent space where high-dimensional 
motion datasets are transformed. To address issues on the varying durations of each action sample in this 
process, motion datasets are warped in a time domain to standardize the durations by expanding or 
contracting data points with respect to their pattern. Consequently, a mean trajectory in this low-
dimensional coordinate is selected as a typical template of a particular action. This study compares 
various motion features (i.e., rotation angles, joint angles, and position vectors, as well as movement 
directions)—which can be extracted from motion capture data—to identify the most effective feature for 
motion analysis presented in this research.  
For the validation of the proposed modeling of motion patterns, the average similarity measurements 
between a mean template and all of the datasets, the average similarity measurements between the best 
sample—producing the minimum similarity among samples—and all of the datasets, are compared. The 
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result reveals that overall, the mean template outperforms the best sample. The experimental results of the 
comparative study on motion features are summarized as follows: 
 As a single motion feature, a rotation angle outperforms a joint angle and a position vector for the 
proposed motion classification. 
 As a complementary feature, a movement direction explicitly improves the classification performance.  
 As a pair of features, the combination of a joint angle and a movement direction slightly outperforms 
others.  
The use of a movement direction as an additional feature, in particular, helps distinguish similar actions in 
a cyclic manner (e.g., ascending and descending). Also, multiple features for classification can have both 
positive and negative influences on forming a boundary of a classifier.  
These results indicate that the selection of the motion feature obviously affects the accuracy of motion 
classification. Based on this study, further research efforts can be made to explore a primary motion data 
type—not limited to the four features in this study—that systematically and optimally characterizes 
human motions (e.g., the reduction of the degree of freedom in representing a human posture). 
8.1.4 Vision-based Motion Capture: Performance Evaluation of Markerless Motion Capture  
An experimental study is conducted to test the vision-based motion capture in the framework presented in 
Chapter 3. In this experiment (Chapter 6), the datasets contain ten trials of ladder climbing actions taken 
by three human subjects. One notable thing is that one trial of only one subject is used as a training 
dataset to learn the appearances and structure of a human body, and 3D skeleton models are then 
extracted from all of the other datasets from the three subjects. To evaluate the accuracy of motion 
capture, RMS errors of spatial deviations between estimated and known positions are computed and 
analyzed. Specifically, positions of hands and feet are estimated when contacting the ladder; the contact 
positions on the ladder are preliminarily calculated and used as the ground truth. Further, Chapter 6 
discusses the potential of vision-based motion capture to conduct biomechanical analysis in a field setting. 
Overall, the average RMS error and standard deviation are 10.5 cm and 4.1 cm, respectively. In addition, 
the distances measured over time between a body part (e.g., a left hand) and a particular contact position 
illustrate that movement patterns can be well recognized and that the durations and speed of actions can 
also be measured. In particular, the results confirm that the proposed motion capture performs with the 
datasets—even from different human subjects—, which are not included in the training process. 
Construction activities require labor-intensive and physically demanding tasks potentially causing 
musculoskeletal disorders. To prevent ergonomic injuries on a jobsite, biomechanical analysis has been 
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conducted to compute physical loads exerted on body parts, and to measure the allowable strength limits 
of body segments. However, this ergonomic study has hardly been applied to practice or empirical 
investigation in a field setting due to the challenges in observing human postures and actions over time. 
Taking into account that the proposed motion capture approach does not require any marker disrupting 
workers’ movements and that the minimum operating requirement is to secure a clear view, this study 
may have huge potential to contribute to the biomechanical study as it provides a means of motion data 
acquisition under real-world conditions. 
8.1.5 Vision-based Recognition of Unsafe Actions 
The motion recognition approach using motion templates can successfully allow for the detection of 
unsafe actions within streaming motion data. Chapter 7 explains the details of each step including (1) 
dimension reduction for the mapping of high-dimensional data onto a low-dimensional space, (2) motion 
classification for the learning of classifiers with training data, and (3) the detection of unsafe actions, 
which are similar with motion templates, in streaming testing data. The proposed approach is tested to 
detect three unsafe actions during ladder climbing (i.e., backward-facing climbing, carrying an object up 
the ladder, and reaching far to a side on the ladder) within testing data, in which ladder-climbing actions 
are randomly taken. Various parameters required for dimension reduction and different body structure 
models of motion capture data are examined to compare performances of motion recognition in various 
settings. 
The summary of experiment results is presented as follows: 
 Overall, the recall and precision are 90.9% and 57.9%, respectively.         
 Overall, a 13-joint model outperforms a 22-joint model for motion classification and recognition.  
 By using movement directions as another feature, the recall and precision are improved up to 91.0% 
and 84.4%, respectively. 
In this experiment, the performer is asked to randomly take actions among the three unsafe actions as well 
as normal climbing actions; this implies that motion variations that can commonly be observed on an 
actual jobsite are aptly reflected in the testing datasets. In this regard, these results demonstrate that, given 
motion capture data, the number and types of unsafe action can be detected by comparing the testing data 
with templates of unsafe actions, and by identifying similar actions between the two.  
This study presents a novel motion recognition algorithm to (1) iteratively cluster streaming data into a 
series of subsets over each frame, (2) determine the similarity measured at a specific frame, and (3) 
classify the subset based on the similarity. The proposed approach hence addresses the issue such that a 
motion dataset extracted from site videos is generally not clustered. Moreover, the motion capture data 
114 
utilized in this analysis contains angular information between body segments. From this we can infer that 
the proposed algorithm is not technically affected by different sizes of a human body; yet, the same action 
taken by different individuals can vary slightly in the trajectories of motions. Further, the temporal 
sequence of postures forming an action is considerably reflected in the measure of similarity between 
datasets. Accordingly, the consideration of time-series characteristics of motion may help distinguish 
actions—for example, moving forward and backward, picking up and dropping an object, and waling and 
running— that are difficult to differentiate between without temporal information.  
8.1.6 Human Behavior in Complex Construction Operations 
In Appendix A, the empirical study taking a simulation approach to data analysis is undertaken to 
understand the complexity of project management and the relationship between production and safety. 
The study focuses, in particular, on the impact of scheduling and quality management (i.e., schedule 
delays, rework) on safety performances, regarding production pressure as a linkage between them. For the 
quantitative analysis, relevant project data to measurable variables (i.e., workers’ perceptions of safety, 
safety training, progress deviation, safety supervision, rework, and crew size) are collected from a 
construction jobsite, and the dynamic and interactive relationships among variables are investigated 
through a feedback loop analysis.   
The results of a case study reveal that schedule delays and rework have a significant impact on safety 
outcomes. From this, we can infer that production pressure for the recovery of schedule deviations may 
negatively affect safety performances. The sensitivity analysis also supports the idea that the reduction of 
schedule delays can lead to the prevention of accident occurrences. This study thus emphasizes the 
importance of an integrated approach to project management considering all of the managerial elements 
(i.e., scheduling, quality, and safety) together in practice. On the other hand, this research also 
demonstrates the effectiveness of a simulation approach as a methodology for safety analysis in 
construction operations. Simulation modeling allows for the in-depth understanding of management 
complexity and the identification of optimal solutions that maximize production rates and minimize the 
impact of production on safety. In particular, the proposed data-driven approach to simulation may 
potentially reduce the gap between safety theories and practice by providing a means of data analysis in a 
complex system (e.g., construction operations) where all variables are strongly coupled and constantly 
changing over time. 
The finding—production pressure is a critical factor affecting incident rates—implies that managing 
workers’ safety behavior is a key to safety enhancement as it allows for the mitigation of pressure exerted 
on employees. For the reduction of schedule delays, one can take other managerial approaches (e.g., 
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additional employment, overtime work) rather than forcing workers to work faster, or one can efficiently 
and intensively manage workers’ behavior under pressure. In this study, however, a survey conducted to 
measure workers’ perceptions of safety involves practical issues in workers’ participation; the results may 
have been underestimated, as mentioned. This limitation thus demands robust and constant measurement 
methods to observe workers’ behavior on a construction jobsite.  
8.2 Practical Significance and Broader Impact  
This research is one of the first attempts in construction to automatically capture and analyze workers’ 
micro-level motions with regular videos for safety management. The innovations that arise from this 
study will enable researchers and industry professionals to constantly monitor the at-risk behavior of 
construction workers, which to date has been very difficult to achieve. Thus, this research may help take 
the first step toward achieving the goal—“Safety professionals have long dreamed of developing ways to 
measure safe behavior in the workplace rather than measuring the outcomes of at-risk behavior” (Levitt 
and Samelson 1987).  
From a practical point of view, this study is focused on monitoring and managing workers’ safety 
behavior, based on the understanding of how project performances and management actions can affect 
workers’ behavior in operations. While significant research efforts have been made toward behavior-
based safety management, there are only a handful of studies on the measurement of workers’ behavior 
on a construction jobsite; therefore, the role of safety management in mitigating such behavior has not 
been clearly explained. This research offers a robust and automated means of behavior observation by 
revealing the feasibility of ordinary video cameras as a cost-effective and easy-to-obtain source of field 
data acquisition, thus providing a way to understand how planning and control decisions in daily 
construction can affect the safety aspects of a process. To that end, such application can bring significant 
benefits, as follows: 
1. Behavioral Intervention and Management Support: Management decisions for the modification and 
control of safety behavior can effectively be made on the basis of the observation data. These actions 
and supports at a management level include both behavioral intervention (e.g., feedback, safety 
training, goal setting) and workplace design (e.g., reengineering devices, site layout planning).   
2. Positive Measures of Ongoing Safety Performances: A measure of worker behavior serves as a 
leading indicator to assess ongoing safety performances and programs (Levitt and Samelson 1987; 
Hinze and Godfrey 2003). In contrast to lagging indicators (e.g., incident rates), leading indicators are 
accident precursors that change prior to an undesirable event or situation; they can be used to predict 
accidents (Grabowski et al. 2007).  
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3.  Quantitative Measures of the Effectiveness of Safety Programs: Behavior measurements can allow 
for the evaluation of the effectiveness of safety programs and management actions. Such programs 
and managerial controls aim to change workers’ behavior in a safe manner; and hence, their impact 
on behavior can potentially be quantified by comparing behavior measures before and after such 
interventions (e.g., safety training) or project conditions (e.g., schedule pressure, rework).   
The use of 3D skeleton models—which do not reveal workers’ identities—may be particularly helpful in 
addressing privacy issues regarding video recording. This study intends to provide positive feedback as 
behavioral intervention, rather than as punishment. Although further investigation is required, the 
technical approach and primary purpose of this research will ensure an application of the proposed 
methodology to management practice. 
In addition, one of noteworthy findings from his research is that schedule delays and rework that arise 
during a project negatively affect safety. This research finding is very suggestive in that safety aspects 
must be reflected in scheduling and quality management, thus advancing a new direction of research and 
management practices. Combined with the behavior monitoring methodology developed, this study has 
great potential to help the understanding of project dynamics―for instance, how managerial actions for 
the recovery of schedule delays and quality defects physically and psychologically affect workers’ 
behavior, and vice versa.  
From the scientific perspective, the proposed monitoring methodology opens up the possibilities of 
measuring and assessing workers’ behavior based on their physical movements. Compared with 
traditional methods (e.g., survey) for measuring psychological factors (e.g., perception, intention), human 
actions are an outcome of the psychological factors affecting human behavior. The vision-based approach 
allows for the tracking of human motions over time, and hence facilitates the objective measuring of 
behavior as well as the investigation of the mechanism through which psychology leads to action.  
Further, this research makes it possible to conduct biomechanical analysis in a field setting. The skeleton 
models enable us to conduct ergonomic analysis with biomechanical analytic tools in order to compute 
the pressure placed on specific body parts during an activity. However, currently available motion capture 
systems are generally suitable for lab experiments. This study explores a means to extract 3D skeleton 
models from videos even in unstructured and complex environments, and this achievement can potentially 
lead to analyzing workers’ actions and postures on a workplace for the prevention of musculoskeletal 
injuries.  
The scientific contributions and broader impact of this study are summarized as follows:  
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 The prevention of injuries and the saving of human lives in the diverse industries where labor is an 
important resource.  
 Automated and robust motion capture and analysis techniques that identify the at-risk behavior of 
workers in a workplace. 
 A significant advancement over current safety management and injury prevention practices providing 
a theoretical foundation for the importance of safety behavior and immediate feedback on the at-risk 
behavior of workers. 
 An advanced monitoring methodology extensible to productivity and quality management as well as 
to human behavioral studies in other disciplines (e.g., manufacturing and industrial engineering). 
 An in-depth understanding of how production pressure affects accident potential and, at the same time, 
how safety actions and policies affect safety performance as well as production rates. 
8.3 Recommendations for Future Research 
The vision-based motion capture and recognition framework presented in this research contributes to 
establishing and advancing the conceptual and scientific foundations necessary to understand human 
behavior based on workers’ postures and motions in a workplace. However, several issues still need to be 
addressed for the successful implementation of the proposed framework in management practice. The 
directions of future research are thus recommended as follows:      
8.3.1 Accuracy Improvement of 3D Skeleton Model Extraction 
In this study, experimental results demonstrate that 3D skeleton models extracted from videos are 
accurate enough to identify motion patterns and recognize unsafe actions. Even so, practical issues in 
applying the motion capture technique to real site conditions still remain challenging. Such issues include: 
(1) frequent occlusions by other objects and oneself, (2) multiple people tracking, and (3) uncalibrated 
mobile cameras.   
1.  Recovery of Occlusions: The part-based model used in this research does not process occluded body 
parts separately; that is, a human pose is determined by scoring each body part using a Histogram of 
Oriented Gradient (HOG) descriptor and selecting the best configuration of a body, in which the sum 
of the parts’ scores is highest. In this manner, the full body configuration is not significantly affected 
by occluded body parts (i.e., non-occluded parts can still be correctly estimated), but occluded parts 
may not be recognized for a post-process to minimize the error. In future studies, one can take a 
benchmarking approach that determines a threshold of a score for each body part through 
experimental studies and labels the ones less than the threshold, which are regarded as occluded. For 
those occluded parts, the following two approaches can be tested: 1) the integration of tracking and 
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detection approaches for the estimation of temporal trajectories of body segments based on 
proceeding and following frames (i.e., estimation based on temporal and spatial evidence), and 2) the 
dynamic selection of training datasets that includes images having occluded body parts (i.e., inference 
based on similar training images). 
2.  Multiple People Detection: Multiple people detection algorithms can be applied as a pre-process to 
track the positions of multiple people, to extract segmented images of each person in the form of a 
bounding box, and to perform 2D pose estimation for each bounding box containing an image of a 
worker. In this manner, not only can the poses of multiple people in the scene be estimated in parallel, 
but also the improvement of computational efficiency and accuracy can be achieved; the effect is 
similar to applying background subtraction that improves computational efficiency eliminating 
unnecessary information (i.e., background) from raw images, but is not affected by moving objects 
unlike background subtraction. Specifically, a tracking-by-detection approach (Breitenstein et al. 
2011) can be adopted in future research. This approach combines detection (e.g., searching for a 
human on an image) and tracking (e.g., observing an optical flow of an object over frames) to 
compute the locations of an object (e.g., a human in this study) frame by frame. In this process, a 
feature vector of a human (e.g., a HOG descriptor) for detection does not change much due to the 
short interval between frames (e.g., a similar viewpoint), and hence people can be detected quite 
robustly by recursively updating a feature vector from a previous frame and searching the one with a 
similar feature vector near its previous position. It is a reasonable assumption that on a jobsite, 
workers wear a hard hat and safety vest, which can be used as strong evidence that makes it easy to 
detect a human body on an image. 
3.  Uncalibrated Camera–based 3D Reconstruction: For 3D reconstructions, the camera calibration 
procedure that figures out the extrinsic and intrinsic camera parameters (e.g., the principal point of a 
camera and a focal length) needs to be conducted before image processing. This procedure generally 
includes taking about 20–25 images of a planar checkerboard at fixed locations of cameras, and then 
computing the parameters with calibration tools; hence, it requires additional time and effort every 
time video cameras are set up at particular locations. To collect videos more flexibly on a workplace, 
future research will investigate an uncalibrated camera model (Hartley and Zisserman 2004) that can 
extract camera parameters without pre-collected calibration images. This model allows for the 
computation of the camera matrix based on the essential matrix, which can be obtained with pairs of 
corresponding points (e.g., at least five points) on images from two views. In this study, we will 
identify the corresponding points on two images using searching and matching algorithms (e.g., SIFT 
and SURF) and apply a RANSAC algorithm to refine the results by removing outliers (e.g., errors 
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produced by SIFT or SURF). These methods will help eliminate the camera calibration process 
during the 3D skeleton extraction.  
In addition, the rapid development of hardware (i.e., sensors and cameras) will further advance the motion 
capture performance in terms of both accuracy and computational efficiency. For example, recent 
advances in hardware include a new Microsoft Xbox One Kinect that may improve the accuracy and 
operating conditions as well as a 3dim (http://3dimtech.com) that can recognize human gestures using 
mobile devices.    
8.3.2 Contextual Information Associated with Human Behavior 
This research has solely focused on motion tracking and analysis for behavior monitoring. However, 
human behavior needs to be understood and interpreted in the context of construction safety. To provide 
rich contextual information for systematic behavior analysis, future studies will include both object 
detection and location tracking in combination with motion capture. 
1.  Object Detection: Object detection techniques provide useful information for safety management 
(Chi et al. 2009; Born and Teizer 2010; Makhmalbaf et al. 2010) by detecting equipment, tools, and 
materials. For example, head and face protective equipment is required when pumping concrete 
(OSHA 1926.701), and lifelines for fall protection are required for workers who operate above a 
certain height (OSHA 1926.104). As another example, the incorrect use of vibrating tools may cause 
Raynaud’s Syndrome (i.e., hand-arm vibration syndrome), which leads to a loss of sensation and 
control of the fingers and hands. Thus with motion analysis, detecting objects can provide meaningful 
information for analyzing the context of at-risk behavior. Future research will thus explore detection 
algorithms such as view-invariant object detectors (Su et al. 2009; Sun et al. 2009) to detect objects 
on a site. In this model, compact models of an object category are obtained by linking together 
diagnostic (canonical) parts of the objects from different viewing points. In this manner, because the 
object is represented as a linkage structure of parts, recognition is stable and robust in the presence of 
partially occluded targets. Even if one or multiple parts are occluded, other parts can still gather 
evidence for the target.  
2.  Location Tracking: In addition to object detection, location tracking of multiple objects (e.g., 
workers, equipment, tools, materials) can provide another dimension in which to analyze the context 
of at-risk behavior. For example, workers close to unsafe locations (e.g., open places at height, places 
near hazardous materials) can be detected. This is very useful for understanding the safety of places 
where workers operate. In order to track multiple objects (and workers) and their trajectories, a 
tracking method (Choi and Savarese 2010) can be applied in future studies. This method tracks 
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multiple objects in a scene, estimates 2D and 3D temporal trajectories in the camera reference system, 
and estimates camera parameters (e.g., pose and focal length). Further, it solves common problems in 
tracking, such as occlusions, severe background clutter, and other issues arising from an un-calibrated 
monocular camera.  
8.3.3 Variations of Motions and Spatial Interpretation for Action Recognition 
The experimental results confirm that the proposed action recognition can produce reliable and promising 
outcomes. Yet, further research efforts are necessary to address issues with motion variations and the 
spatial context of situations for the improvement of motion analysis in a field setting.   
1.  Variations of Motions: Movement patterns when people take actions vary from time to time as well 
as from individual to individual; that is, even when people intend to take the same action, variations 
in motion always exist. For instance, when carrying a tool up a ladder, one person might use their 
right hand to hold the object and their left hand to grasp a rung, while another person might use their 
right hand to grasp a rail and their left hand to carry the tool. To ensure that these variations in 
movement patterns are reflected in action recognition, future research will investigate and further 
advance emerging data analytical methods based on existing algorithms such as GPDM (Wang et al. 
2008) and Bayesian Network Model (BNM) (Ma et al. 2010); GPDM optimizes variable trajectories 
of action samples in a low-dimension space to be close to the average value of the trajectories over 
time, while BNM attempts to parameterize variations on motions and describes the relationship 
between motion styles and the variations. These approaches will thus help address such issues by 
modeling and parameterizing movement patterns and styles in motion data analysis.   
2.  Spatial Interpretation: In this study, the proposed action recognition approach relies solely on action 
and posture analysis. The spatial interpretation of actions, however, allows for the contextual 
understanding of workers’ behavior as well as for the precise detection of unsafe actions. For instance, 
a reaching-far action, which served as an example of at-risk behavior in this research, may not be 
regarded as unsafe if taken at a low elevation. This exemplifies that the definition of at-risk behavior 
may often, particularly in the case of falls, involve the spatial restraints. Future studies will thus 
examine both the extraction of the geometrical information of a human as well as a device (e.g., a 
ladder) from motion capture data, and the data fusion approach to action recognition combining 
motion data with spatial-temporal positions of a body. 
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APPENDIX A. HUMAN BEHAVIOR IN A COMPLEX SYSTEM: TOWARD AN 
UNDERSTANDING OF THE IMPACT OF PRODUCTION PRESSURE ON SAFETY 
PERFORMANCE IN CONSTRUCTION OPERATIONS
6
  
 
In this appendix, simulation studies are carried out to understand workers’ safety behavior in complex 
construction operations. A System Dynamics (SD) simulation model is developed with project 
management data from an actual construction jobsite to identify correlations among scheduling, quality, 
and safety management, and to quantify the impact of production pressure—caused by scheduling and 
quality management to recover schedule delays—on safety behavior, which eventually results in an 
accident occurrence. In this research, surveys are conducted particularly to measure workers’ perceptions 
of safety, which psychologically represents workers’ behavior. This study thus presents: (1) the results of 
a case study demonstrating the influence of scheduling and quality management on safety performances; 
(2) a research methodology to understand workers as an active and dynamic agent linking different 
management practices (e.g., scheduling, safety) in construction operations; and (3) a potential approach to 
the use of behavior measurement—mainly studied in this dissertation—for practice and future studies on 
safety behavior.      
A.1 Introduction 
The development of new technologies has been leading to rapid changes of our society and working 
environments, resulting in increasing complexities and changes of the causes of accidents as well 
(Leveson 2012). To reflect the complexity and coupling of system components into safety management, 
the concept of systems thinking―understanding the behavior of an entire system as a result of 
interactions among individual system components―has been applied to accident analysis and 
investigation (Goh et al. 2010; Leveson 2011; Leveson 2012; Goh et al. 2012). In construction, safety is 
also an integral component of a construction project that cannot be isolated from other project elements 
(e.g., schedule, cost, and quality) (Hinze 1997). As progress deviation increases, workers are encouraged 
by management to complete their work within the contract time. The resulting production pressure (e.g., 
being pressed to work faster) adversely affects safety performance (Hinze and Parker 1978; Hinze 1997; 
Goldenhar et al. 2003; Mitropoulos and Cupido 2009). Rework that results from quality deviations is also 
a major contributor to production pressure (i.e. schedule pressure), which consequently degrades safety 
management (Rodrigues and Williams 1998; Love et al. 1999; Park and Peña-Mora 2003). In this respect, 
production pressure is an essential factor in understanding scheduling and quality performances (Nepal et 
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This chapter is based on Han et al. (2013), “Toward an understanding of the impact of production pressure on 
safety performance in construction operations.” Accident Analysis and Prevention, Elsevier, in review. 
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al. 2006) as well as in safety performance in construction operations. Under production pressure, the 
managerial priority may not be given to safety, and hence the goal conflicts with other project elements, 
such as schedule and quality, need to be understood to prevent accidents and to improve productivity.  
To understand such relationships between production pressure and safety performance, research efforts 
have been made in construction during the last decade. For example, Nepal et al. (2006) investigated the 
impact of production pressure on productivity and rework through cause-and-effect analysis. Lee et al. 
(2005) proposed a framework for project planning and control in design and construction processes that 
allows assessing the effects of changes and rework on schedule and quality performances. The complex 
relationship between rework and schedule and cost performances was also studied to identify effective 
strategies for the prevention of rework (Love et al. 1999; Love et al. 2002). As to safety, Mitropoulos et al. 
(2005) presented an accident causation model illustrating how at-risk situations are generated in a 
production system. Specifically, the impact of production pressure on safety has been studied. A review 
of the relevant literature reveals that perceived production pressure affects worker productivity and can 
result in a degradation of safety, which eventually has an impact upon both safety management and 
accident rates (Hinze 1997; Rundmo et al. 1998; Brown et al. 2000; Mohamed 2002; Seo 2005; 
Mitropoulos et al. 2005).  
However, such findings and knowledge still have not been applied to actual practices during a 
construction project due to the following reasons: (1) a lack of understanding regarding process 
mechanisms such as how production pressure affects safety, (2) a limited quantification of the effect of 
production pressure on safety, and (3) difficulties in identifying the critical factors that the managerial 
priority needs to be given to improve safety during construction operations. Underwood and Waterson 
(2013) point out that this phenomenon (i.e., the gap between research and practice) is due to investigator’s 
bias, resource constraints, and the qualitative nature of systems approach affecting its reliability.  
In an effort to address these issues, this chapter examines the interactive relationship between production 
pressure and safety performance over time and explores a simulation approach to applying the findings 
(i.e., the identified interaction) for management practices. In particular, SD is applied in this research for 
the in-depth understanding of the complexity and coupling of project elements (e.g., schedule delays, 
rework, and safety). SD represents and analyzes feedback processes among components in dynamic and 
complex systems using causal mapping and simulation modeling, which helps investigate the behavior of 
entire systems (Sterman 2001). SD can thus facilitate understanding and explaining how production 
pressure is related to safety performance, identifying their feedback processes. Further, with project data, 
the proposed simulation approach evaluates and quantifies the impact on safety performances of other 
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managerial decisions triggered by low schedule and quality performances. It also tests and finds adequate 
safety management strategies as a project’s progress changes. 
The rest of this chapter is organized as follows: first, Section 2.2 investigates the complexity of project 
management (i.e., interactions among scheduling, quality, and safety), and Section 2.3 proposes a 
conceptual SD model illustrating their interactive relations. Then, the relationship of those variables with 
accident occurrence is simulated with the use of data collected from a construction site (Section 2.4). In 
Section 2.5, the resulting SD model is validated; and the results are analyzed and discussed to understand 
the dynamics of managerial components. In conclusion, the findings of this study are summarized. 
A.2 The Impact of Schedule and Quality Performances on Safety 
For the successful project, construction projects need to be performed and delivered to meet requirements 
for time, cost, quality, and safety. Achieving these diverse goals altogether usually creates the complexity 
and coupling of management elements in the execution of a project. Especially for a large-scale project, a 
project team consists of various task forces as illustrated in Figure A.1. In general, each task force (e.g., 
accounting, scheduling, and quality) is in charge of their own work, and this separated duties and 
responsibilities may lead to the ignorance of their influence on others in practice. For example, the safety 
director I interviewed in the preliminary study indicated the difficulty in reflecting safety into scheduling 
as a team member in charge of scheduling commonly pays little attention to the impact of the schedule on 
safety performances. For the understanding of the interactions among different goals, thus this study 
focuses on production pressure which can result from scheduling and quality management as mentioned 
but can negatively affect safety.      
Production pressure is closely related to scheduling. Hinze (1997) demonstrates that schedule status of 
projects is correlated to the frequency of injuries; for instance, subcontractors who were ahead of schedule 
had fewer numbers of injuries, while ones who were behind of schedule obviously had more injuries in 
the projects. This result implies that managerial actions for the recovery of schedule delays adversely 
influence workers as being under pressure to increase their production rates. When perceiving production 
pressure (e.g., excessive workload, required work pace, and time pressure), workers perceive increasing 
risk and barriers more likely leading to higher chances of taking at-risk behavior (Seo 2005). Statistically, 
the behavior measurement and recordable injury rates are significantly correlated (Krause 1997). Also, at-
risk behavior of workers accounts for about 80%–90% of accidents (Heinrich et al. 1980; Salminen and 
Tallberg 1996; Helen and Rowlinson 2005). Consequently, previous studies show that production 
pressure is a key linkage between scheduling and safety in construction operations.   
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Figure A.1: An example of generic project organization 
On the other hand, quality management is also associated with safety. In construction, rework results from 
quality deviations caused by changes, errors, and omissions during design and construction (Sommerville 
2007, referring to Farrington 1987). Rework, which means to work again, is a major contributor to 
schedule delays and cost overruns, which are negative factors in safety management (Rodrigues and 
Williams 1998; Love et al. 1999; Park and Peña-Mora 2003; Lee et al. 2005). Love and Edwards (2004) 
state that rework undermines the effective supervision of other work and results in demoralization, fatigue, 
and absenteeism, all of which have a negative effect on project safety. Nguyen and Ogunlana (2005) also 
studied how rework causes schedule delays that require overtime to rectify; this results in a high rate of 
worker turnover. Safety is then affected by the turnover when the cumulative experience of on-site 
workers deteriorates. Mitropoulos and Cupido (2009) additionally show that accident rates can be reduced 
through the prevention of errors during dangerous activities. These studies imply that rework is relevant 
to production pressure eventually affecting safety (e.g., safety supervision, schedule delays, frequent 
errors). 
A.3 Feedback Loop Analysis for Construction Operations 
To understand the causal relationships between production pressure and safety performance, the causal 
loop diagram (Figure A.2) is established based on a literature review. In Figure A.2, there are two 
balancing (i.e., B1 and B2) and six reinforcing loops (i.e., from R1 to R6), which interact. In a balancing 
loop, a variable moves toward a desired or reference value; in a reinforcing loop, a variable continuously 
increases or decreases (Leveson et al. 2006).  
145 
The balancing loops (i.e., B1 and B2) represent an effort of management to enhance safety and improve 
productivity. For instance, the safety training balancing loop (B1) illustrates that a manager may take 
corrective actions, such as safety training, when risk arises. The purpose of safety training on a site is to 
increase risk awareness and to facilitate an understanding both of accident occurrence and safety 
requirements, as well as to provide technical information (Bena et al. 2009). Dong et al. (2004) and Bena 
et al. (2009) investigated how safety training directly or indirectly contributes to a reduction in the 
accident rate and an increase in safety; studies on the impact of training on accident outcomes have thus 
emphasized its importance for management. Moreover, research on the effectiveness of training helps to 
identify ways to improve safety management, particularly if managers are provided with an understanding 
of the relationship between training and safety improvement; for example, training is positively related to 
the improvement of safety participation, awareness, knowledge, behavior, and motivation (Goldberg et al. 
1991; Cohen et al. 1998; Sawacha et al. 1999; Lingard 2002). As safety training increases, thus the degree 
of safety knowledge also increases (Goldberg et al. 1991) and positively influences worker hazard 
awareness and participation in safety programs (Cohen et al. 1998; Sawacha et al. 1999). The safety 
climate thus positively influences workers’ perceptions, motivation, behavior, and attitudes, both 
individually and as a group (Tomas et al. 1999; Brown et al. 2000; Lingard 2002; Mohamed 2002; Seo 
2005; Coudhry et al. 2007). Eventually, the incident rate decreases with the reduction in at-risk behavior 
(Tomas et al. 1999; Coudhry et al. 2007). The loop (B1) reveals the role of management and their efforts 
to reduce risk as the balancing loop. On the other hand, the schedule delay-labor hours loop (B2) 
demonstrates the effect of management efforts to reduce schedule delays as completed work associated 
with resource inputs (i.e., labor hours); when delays increase, management actions are taken to improve 
the production rate correspondingly.  
The reinforcing loops, R1, R2, and R3 illustrate the impact of quality performances (i.e., rework) on 
safety, associated with production. The rework-schedule delay loop (R1) in turn indicates how rework 
leads to schedule delays, which causes production pressure (Rodrigues and Williams 1998; Love et al. 
1999; Park and Peña-Mora 2003) that leads to an increase in errors (Mitropoulos and Cupido 2009) and 
produces further rework. The amount of rework thus continues to increase and negatively affect 
supervisor effectiveness in this reinforcing loop (R1). The R2 and R3 loops further illustrate the negative 
impact of rework and schedule delays on the incident rate. Fatigue, for example, is caused by increasing 
rework (R2) and the overtime required to recover from schedule delays (R3). Fatigue leads to worker 
turnover and eventually to the deterioration of cumulative experience on a site (Love and Edwards 2004; 
Nguyen and Ogunlana 2005).  
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The rework-supervisor effectiveness-incident rate feedback loop (R4) explains the effect of rework on 
safety supervision. Field supervisors, through management practices, play a critical role in preventing 
accidents. Hinze and Parker (1978), for example, examine the powerful impact that supervisors have on 
safety performance. Sawacha et al. (1999) also find that communication between supervisors and workers 
is strongly correlated with safety outcomes. Hinze (1997) further discusses supervisory styles (referring to 
Van de Voorde 1991) and workers’ accessibility to foremen (referring to McMeel 1979; Hymel 1993) as 
factors that affect accident rates. Due to their control of the construction environment and their impact 
upon workers’ attitudes and behavior, managers thus influence accident rates through the effectiveness or 
ineffectiveness of their supervision (Tomas et al. 1999; Mohamed 2002; Fernández-Muñiz et al. 2007). 
R4 thus shows that rework reduces the effectiveness of supervision on safety performance (Love and 
Edwards 2004). The number of accidents therefore increases within a worsening safety climate caused by 
weak supervision (Tomas et al. 1999; Mohamed 2002). Increased accidents negatively affect the 
production rate and schedule delays and rework increase in turn within the B2 loop.  
In addition, R4 includes an external variable (i.e., crew size) affecting the supervisor effectiveness. In this 
study, crew size refers to the ratio of supervisors to crew members. In general, a crew consists of workers 
and a first-line supervisor or foreman, whose role is considered critical for effective safety management 
(Levitt and Samelson 1987; Hinze 1997). The relationship between crew size and the accident rate has 
been studied extensively. Hinze (1997), for example, shows that the frequency of injury varies according 
to crew size (referring to Banki 1979) and the worker-to-supervisor ratio (referring to Reed and Hinze 
1986). Fang et al. (2004) also find that the worker-to-supervisor ratio has a significant impact upon safety 
performance. Glendon and Litherland (2001) mention that increased contact with supervisors results in a 
corresponding increase in positive worker perception of safety and morale. 
The production pressure-incident rate loop (R5) represents the goal conflict between safety and 
productivity. When accidents occur, the priory of management is generally placed on safety to prevent 
further incidents. Also, the accident occurrence may directly or indirectly lead to reduced productivity 
(Levitt and Samelson 1987). R5 thus indicates that schedule delays further influence accident occurrence 
by affecting hazard awareness in the B1 loop (Hinze 1997; Mitropoulos et al. 2005).  
The safety climate reinforcing loop (R6) illustrates the safety climate affected by workers’ perceptions. 
Workers’ perceptions of safety herein represent the safety climate of a site. Climate, in this sense, is 
defined as a summary of individual employees’ perceptions of their work environment (Zohar 1980); 
climate is measured through workers’ perceptions and project performances (Zohar 1980; Flin et al. 2000). 
Several researchers studied the impact of climate on safety by examining workers behavior and 
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corresponding accidents, and found that the safety climate influences workers’ behavior (Tomas et al. 
1999; Brown et al. 2000; Mohamed 2002; Seo 2005; Neal and Griffin 2006; Coudhry et al. 2007). 
Research on the safety climate in which individual workers’ perceptions are aggregated have thus helped 
to predict the worker behavior that is associated with accidents. Accordingly, R6 similarly reveals that the 
safety climate has a positive impact upon worker perceptions and motivation, which then improves the 
climate itself by inducing workers to participate in safety programs (Coudhry et al. 2007).  
In sum, the model reveals that for the understanding of these feedback processes, it is important to 
consider both production (e.g., scheduling and quality) and safety on an operational level. This will 
permit the determination of the most efficient actions and policies to maintain the desired range of safety 
performance while minimizing any negative impact on the production rate. 
 
Figure A.2: Conceptual modeling of construction operations. The polarities represent a positive or 
negative impact between variables, and the B and R in the circular arrows stand for balancing and 
reinforcing loops, respectively. 
A.4 Data Collection and Analysis 
For the quantitative analysis of the feedback process, an experimental study was undertaken through data 
collection corresponding to operation-level variables (herein referred to as safety-related managerial 
components)―workers’ perceptions of safety, safety training, safety supervision, crew size, schedule 
delays, and rework―and safety outcomes (i.e., incident rates). Those variables represent the 
implementation degree of typical safety programs as well as the schedule and quality performances, 
which were identified through interviews with the industry partners who participated in the data collection 
(e.g., project data, interview, and survey). Among all the variables in Figure A.2, thus the selected 
variables are the ones measurable and manageable, for which the industry partners actually collect data in 
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their practice. In this regard, the existing datasets are analyzed to find correlations among variables and 
understand their causal feedback processes in a real world. 
A user-friendly database and reporting system, which was applicable to all activities and which was 
available to all employees involved in planning and safety, was developed to collect data in the study 
(Saba and Mohamed 2008). Using this system, data on the identified managerial components was 
collected for a construction project over a 9- to 14-month period; this is summarized in Table A.1. To 
gauge workers’ perceptions of safety, a survey consisting of 24 questions and with a score as a unit (e.g., 
0 = poorly perceived, 5 = well perceived) was conducted every 3 months. The questions were divided into 
the following five categories: the relationship to risk-taking behavior, exploring the impact of leadership 
on safety, exploring the effects of systems and processes, exploring competing commitments, and 
acknowledgement and recognition. To investigate the effectiveness of safety training, the number of 
safety training hours on a site was also recorded and converted into a percentage unit by dividing the 
number by the total number of labor hours. Monthly schedule delays were measured in percentages (e.g., 
+ for behind of schedule and - for ahead of schedule). In addition, a quarterly supervisor effectiveness 
survey consisting of 20 questions about safety supervision was conducted, and the resulting scores were 
tallied up and converted to percentage units. Rework data was also collected monthly in percentages that 
represented the rate of rework to actual work completed during a month. Crew size was recorded on a 
daily basis but was converted to a monthly average for unit consistency. In the case of safety outcomes, 
accidents were recorded as they occurred; the severity of the injuries was documented and divided into 
one of four categories (i.e., catastrophic, critical, marginal, and negligible).   
Table A.1: Data collection of managerial elements and safety outcomes 
Project 
Workers’ 
perceptions 
(score 0–5) 
Safety 
training 
(%) 
Schedule 
deviation 
(%) 
Safety 
supervision 
(%) 
Rework 
(%) 
Crew 
size 
(persons) 
Accidents 
(number) 
Duration 
(months) 
12 12 9 9 9 12 14 
Mean/std 3.41/0.07 1.33/1.08 7.81/19.73 81/11.84 9.09/3.84 7.35/1.46 8.21/5.62 
The process through which managerial components affect accident occurrence may take time; data 
analysis must include this time and other delays to accurately reflect outcomes and their causal 
relationships. The time lag among variables therefore was computed using the cross-lagged correlation 
method (Simon 1954) to identify delays with which one variable influenced another. This technique has 
been applied in many previous studies (e.g., Lawler 1968; Wanous 1974; Miles 1975); it compares 
correlations between variables across a time interval and helps to identify cause-and-effect relationships 
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based on the correlations (Locascio 1982). Causal relationships were inferred from the literature reviewed 
for this study; the lag also was identified with this method. Following the n-sample recommendations of 
Box et al. (2008), autocorrelations were calculated for the first n/4 samples, and the correlations for the 
first 2 out of 9 months were computed and compared to find the lag with the largest correlation; 9-month 
data were used to formulate the relationship between variables in a simulation model for validating the 
model with the other 3-month data. An example of this is presented in Figure A.3. Without any delay, the 
correlation coefficient (r) between rework and injury is 0.108. With 1- and 2-month delays, the 
coefficients were calculated as 0.515 and 0.708, respectively. A 2-month delay with the highest 
correlation was thus selected as a lag. Rework was assumed to influence accident data with a 2-month 
delay. Figure A.3 shows that a line of rework with a 2-month lag (red line in Figure A.3) visually fits the 
injury line better than one without a lag (black line in Figure A.3). A possible explanation is that it takes 
about 2 months for rework to increase worker turnover and affect safety through the cumulative 
experience deterioration examined by Nguyen and Ogunlana (2005). Once this lag was selected, 
mathematical equations for the variables were computed using the least squares method; this provided the 
best fit for the data and equations. The optimal equations, which minimized the sum of the squares of the 
deviation between independent and dependent variables, were thus determined. The signs of variables’ 
slopes in an equation were then compared with the relationships found in the literature. 
 
Figure A.3: Example of lag selection: cross-correlation between rework and injuries 
A.5 Simulation Modeling 
A conceptual model of construction operations (Figure A.2) helps to elucidate how variables interact in a 
complex system, and further, allows relationships between the components and incident rates to be 
identified from the data. A simulation model was therefore developed to simulate accident rates with the 
managerial components. The conceptual model was then converted to a model having only eight variables, 
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as shown in Figure A.4. The purpose of this conversion is to track only the measurable elements and a 
single safety outcome (i.e., incident rates) over time, rather than every variable listed in Figure A.2, while 
also conserving all of the relationships implied in the conceptual model. Thus, the focus of the modeling 
practice used in this research is the identification of relationships among those variables. The other 
variables featured in Figure A.2 are helpful in understanding these relationships; however, they may not 
be necessary for quantitative simulation practice since mathematical equations are invariant after 
conversion. The feedback loops in the simulation model are thus the same as those in the conceptual 
model, except for the elimination of Figure A.2’s R6 loop—there is one variable (workers’ perception and 
motivation) that does not have an effect on any other variables in the R6 loop and thus does not need to be 
integrated. In addition to the variables, monthly labor hours were incorporated into the model in the 
balancing feedback loop (B2) of Figure A.2. Every relationship among the variables was therefore 
implemented in the simulation model; it was assumed that one variable has a relationship with another if 
it influences the other directly or indirectly through omitted variables in the conceptual model. 
Quantitative equations were computed in the data analysis and the extent to which one or more variables 
affected another was reflected in terms of magnitudes of coefficients. In the case in which variable A 
influences variable B and variable B influences variable C [e.g., B = f(A) and C =g(B)], for example, the 
equation between variables A and C can be computed by substituting the B in the equations of B and C 
with the function of A [e.g. C = g(f(A))]. The mathematical relationships among variables thus remain the 
same after the conversion, even if some immeasurable variables and R6 loop in the conceptual SD model 
are omitted in the simulation model. Furthermore, all of the coefficients’ signs in the equations were 
found to coincide with the polarities in the model deduced from the literature review. Consequently, the 
simulation model supports the findings from previous studies. The model therefore reflects the qualitative 
relationships among variables in a safety system closely enough to simulate future risk and to understand 
their interactive relations. 
A.6 Results and Analysis 
The purpose of simulation in this research is to understand the feedback processes in which schedule and 
quality performances (i.e., schedule delays and rework) interactively affect safety-related managerial 
components (i.e., workers’ perceptions of safety, safety training, safety supervision and crew size) and 
safety performance (e.g., incident rates). Through the simulation, one can evaluate ongoing safety 
management methods and respond to deficiencies that increase risk. For the simulation, the model was 
utilized to predict the incident rate and the simulated result was compared with actual data (Figure A.5). 
Though data was collected over 12 months, only 9 months of data was used to develop a simulation 
model, and the rest was used to check whether the model could accurately predict the data from the other  
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Figure A.4: The feedback processes among the managerial components and safety outcomes (i.e., incident 
rates) 
3 months. The results show similar behavior in a trend over the entire period. The incident rate was also 
assumed to represent the safety level of a system, since it is a measurable and direct outcome of system 
behavior. The variables (i.e., the identified managerial components) were put into the model as an input; 
the safety level trend was then estimated over time. Figure A.5 reveals the similarities between the 
simulated result and the actual data. For example, both move upward until the fourth month, then 
gradually decrease over the remaining time. Despite trends that are visually similar, however, actual data 
is more volatile than simulated data. To evaluate the model’s fit to the data and to determine the sources 
of error, inequality statistics (Sterman 1984) were applied.   
 
Figure A.5: Simulation result for incident rates over time: comparison between simulated results and 
actual data 
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A.6.1 Inequality Statistics 
Inequality statistics were applied to a simulation model to measure the forecast error; errors were then 
decomposed to analyze their source (Sterman 1984). To measure the accuracy of the fitted data, the Mean 
Absolute Percentage Error (MAPE) was calculated; it is dimensionless and can be used for prediction 
comparisons (Martin and Witt 1989). Lewis (1982) suggests MAPE range classifications as follows: less 
than 10 percent for highly accurate forecasting, 10–20 percent for good forecasting, 20–50 percent for 
reasonable forecasting, and greater than 50 percent for inaccurate forecasting (Martin and Witt 1989). 
Statistical analysis was also applied for both actual data and smoothed data that was modified with the 
moving average method. This method was chosen because it mitigates the effects of fluctuations in the 
original data, thereby permitting trends to be evaluated precisely with smoothed data. The results are 
summarized in Table A.2. The MAPEs for both actual and smoothed data indicate that the model provides 
reasonable predictions through simulation (e.g., 28.93% for the actual case and 28.22% for the smoothed 
case).  
Table A.2: Inequality statistics with actual data and smoothed data* 
Data 
MAPE 
(%) 
MSE U
M
 U
S
 U
C
 
Actual 28.93 274.17 0.36 0.15 0.49 
Smoothed 28. 22 189.36 0.88 0.02 0.10 
Note: equations (Martin and Witt 1989; Sterman 1984) 
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Legend: 
,S A : means of S and A 
SS, SA: standard deviations of S and 
A 
r: correlation coefficient b/w S and A 
N: number of observations (t=1,…n) 
St: simulated value at time t 
At: actual value at time t 
 
*
MAPE, mean absolute percentage error; MSE, mean squares error; U
M
, U
S
, and U
C
, fractions of the MSE, 
representing the bias, unequal variance, and unequal covariance, respectively. 
Small amounts of data (i.e., 12-month samples) may lead to reasonable but not highly accurate results, 
however. To check model accuracy, errors were analyzed through inequality statistics, which use 
decomposed components of errors (e.g., UM+US+UC=1) to find their source. According to Sterman 
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(1984), the variables UM, US, and UC are fractions of the Mean Squares Error (MSE) that represent bias, 
unequal variance, and unequal covariance, respectively. The bias UM=1 thus represents a simulation 
result that is equal to the actual data translated by a constant. The unequal variance US=1 represents a 
result that is equal to the actual data multiplied or stretched by its mean. The unequal covariance UC=1 
then represents a result that is equal to the actual data translated in time. Table A.2 shows the error 
decomposition of actual data and indicates that the majority of the MSE is due to unequal covariance 
(49%) and bias (36%) rather than unequal variance (15%). Further, the MSEs in the smoothed data were 
due mostly to bias (88%) but hardly to unequal variance (2%). This explicitly proves that the simulated 
result has the same trend as the data but is translated only by a constant. The data shows that the USs that 
cause different trends are relatively small; errors are instead caused mainly by translation. The inequality 
statistics as well as the MAPE ranging in reasonable forecasting therefore demonstrate that the model can 
be utilized to forecast trends in the incident rate. With more data, the MAPE caused by short-term 
fluctuations in the actual data could be reduced; the model could become more accurate. 
A.6.2 Sensitivity Analysis 
Sensitivity analysis determines the impact of changes in model parameters on the behavior of outcomes 
and helps to understand the dynamics of a system (Breierova and Choudhari 1996). While simulation 
attempts to predict risk, sensitivity analysis is helpful in determining corrective management actions that 
are intended to reduce risk. To understand their effects, model parameters are therefore altered, and the 
impact of variables (e.g., schedule delays and workers’ perceptions and motivation) is examined through 
sensitivity analysis. Figure A.6, for example, illustrates how incident rates behave differently as 
parameters change from -17 to 50 (schedule delays) and from 3.34 to 3.44 (workers’ perceptions and 
motivation) in five runs. These ranges are based on the boundaries of actual data to represent possible 
practical inputs. Thus 50 represent the largest percentage behind schedule in this case, while -17 indicates 
the percentage ahead of schedule. For workers’ perception and motivation, 3.34 for workers’ perceptions 
and motivation is the lowest score obtained from the worker perception survey; 3.44, in contrast, is the 
highest (e.g., 0 = poorly perceived, 5 = well perceived). Figure A.6 (left panel) describes the effect of 
schedule delays on the incident rate. As schedule delays increase, risk levels also increase. Also, the 
degree of risk increase due to shifts in schedule delays can thus be estimated. Management actions to 
reduce schedule delays or to identify other corrective actions to lower the incident rate affected by 
schedule delays are therefore necessary. On the other hand, Figure A.6 (right panel) shows that as the 
level of workers’ perceptions and motivation increases, the incident rate decreases with a two-month time 
lag. Raising the level to 3.44 will therefore facilitate a reduction in future risk. Further, management 
would be able to prevent accidents by identifying and taking the actions (e.g., safety training) that would 
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improve workers’ perceptions of safety and motivate them to practice safe behavior. As such, sensitivity 
analysis enables investigations of variables’ impacts upon risk; possible solutions can then be identified 
by testing their effect on accident occurrence. 
 
Figure A.6: Sensitivity analysis of the incident rate: schedule delay varying from -17 to 50, with 5 runs 
(lines 1 to 5, respectively; left panel); worker perceptions and motivation varying from 3.34 to 3.44, with 
5 runs (lines 1 to 5, respectively; right panel). 
A.6.3 Statistical Screening 
Statistical screening is a pragmatic technique (Ford and Flynn 2005; Taylor et al. 2010) used to identify 
the key input parameters that greatly influence model output. It is applied to indicate the variables that 
contribute most to the upward and downward trends of safety outcomes. Statistical screening uses linear 
correlation coefficients to determine the most influential inputs by comparing the direction and strength of 
the relationship between input parameters and a user-defined variable (Taylor et al. 2010). The effects of 
input parameters on safety outcomes are investigated by observing correlation coefficients and gauging 
system performance with various initial inputs. Contributing variables are identified by determining the 
parameters with a large correlation coefficient during an analysis period. All of the variables (i.e., 
managerial components) are selected and analyzed, and the following ranges of input parameters are 
determined based on the minimum and maximum gradients of variables in the collected data. The results 
are as follows: safety training [1.75, 3.84], schedule delays [-38.2, 41.83], rework [0, 12.22], workers’ 
perceptions and motivation [3.34, 3.37], supervisor effectiveness [67.67, 73.39], and crew size [5.14, 11]. 
To generate random samples of the inputs in the range, a Latin Hypercube Sampling (LHS) (Wyss and 
Jorgensen 1998) that generates multivariate samples is utilized. Ford and Flynn (2005) recommend the 
LHS for SD modeling because it permits the reduction of sample sizes. Once the randomly generated 
inputs in the ranges are determined, the performance variable (i.e., the incident rate) is simulated 50 times; 
this is the number of simulations recommended by Ford and Flynn (2005) when using an LHS. 
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The simulation results permit the computation of the time series of the correlation coefficients between 
the input parameters and the performance variable (Figure A.7). Figure A.7 shows that the incident rate 
increases until the third month, then begins to decrease thereafter. Two analysis periods—the first to the 
third months, and the third to the twelfth months—are therefore selected to determine which variables are 
the main contributors to increases and decreases in the incident rate (analysis periods 1 and 2 in Figure 
A.7). High-leverage parameters are based on the magnitude of absolute correlation coefficients—the 
variables with the largest correlation coefficients are marked in Figure A.7. During the first period, 
schedule delays are strongly related to an increase in the incident rate. During the second period, schedule 
delays and rework have large correlation coefficients with a decrease in the incident rate. The correlation 
of rework in analysis period 1 also gradually increases over time while the correlation of schedule delays 
decreases. The two then converge around the third month. In the model (Figure A.4), both rework and 
schedule delays directly influence the incident rate. They are reinforcing, in fact, in loop R3. The trends 
that result from the two dominant parameters are therefore reinforced by the feedback loop. In other 
words, when the managerial components—rework and schedule delays—increase, the number of future 
accidents increases in a corresponding manner. Efforts to reduce rework and schedule delays (i.e., 
schedule pressure) are thus necessary. Statistical screening permits an identification of the dominant 
parameters; analysis then helps mangers focus on the critical elements to efficiently manage a level of 
safety. 
 
Figure A.7: Results of statistical screening. [legends: workers’ perceptions and motivation (perception), 
safety training (training), schedule delays (delay), supervisor’s effectiveness (supervisor), rework, crew 
size (crew), and maximum correlation coefficient (Max. Cor. Coeff.)]. 
A.7 Discussion 
Rework and schedule delays are the critical managerial components determined for the monitored project. 
Rework is the result of quality deviations (Sommerville 2007, referring to Farrington 1987). Schedule 
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delays cause workers to feel pressed to work faster (Rodrigues and Williams 1998; Love et al. 1999; Park 
and Peña-Mora 2003). Both variables are therefore associated with organizational pressures (i.e., schedule 
pressure) to control quality and scheduling; this finding in turn corresponds to the perspective of 
resilience engineering (Hollnagel et al. 2006; Schafer et al. 2009), which emphasizes organizational 
factors that affect workers’ behavior in safety management (Woods and Hollnagel 2006). The resilience 
engineering intends to achieve proactive safety management during construction projects through the 
management of safety levels for an organization (e.g., incident rates in this paper) within acceptable 
benchmarks (Sheridan 2008). To manage system resilience, Wood and Hollnagel (2006) suggest 
developing methods to monitor the resilience of organizations, control the resilience affected by changing 
environments, and predict the impact of management decisions on resilience. This study serves as a 
foundation for further research by presenting the importance of organizational pressures for safety 
management. In addition, a simulation model introduced in this chapter can potentially be utilized to: (1) 
detect changes in safety outcomes (i.e., accident occurrences) that are affected by various variables; (2) 
assess the impact of various system components on outcomes; and (3) evaluate responses (e.g., new 
policies or planned actions) to changes (Leveson et al. 2006). A proposed simulation modeling can thus 
provide valuable insight into the integration of systems thinking and resilience engineering as a potential 
method to monitor and manage the resilience of a complex system (e.g., construction project) in terms of 
safety. 
A potential limitation in current data collection methods (i.e., surveys and self-reporting) is identified in 
the study. For example, workers’ perceptions of safety may have been underestimated in data collection. 
For example, the measures of worker perception ranged from 3.34 to 3.44, but it was difficult to figure 
out the difference between the values in evaluating and managing workers’ perception. In this study, the 
same questionnaires were administered every 3 months; this may have resulted in a participation issue 
(e.g., less willingness to participate in repeated surveys). Alternative measurement methods that can 
constantly perception and the resultant behavior thus need to be developed. In addition, the data on 
injuries indicates that marginal injuries are reported more often than negligible injuries. According to Bird 
and Germain (1996), only one serious injury and ten minor injuries result from 600 near-miss incidents. 
Theoretically, negligible injuries should therefore be reported more often than marginal injuries. However, 
minor injuries or near-miss incidents may not be reported and efficiently recorded in practice since it is 
mandatory to report only work-related injuries to the Occupational Safety and Health Administration in 
the United States. There is thus a need for a systematic development of accident reporting. With sufficient 
and reliable data (e.g., minor and near-miss incidents), more accurate analyses of safety systems are 
possible, which could contribute to a reduction in accident occurrence. 
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A.8 Conclusion 
This study examines the relationships between schedule and quality performances (i.e., scheduling and 
quality) and safety performance (i.e., incident rate) using SD simulation. Measurable variables (i.e., 
workers’ perceptions of safety, safety training, progress deviation, safety supervision, rework, and crew 
size) were identified and their impact on accident occurrence was examined. The simulation model 
illustrated the dynamic and interactive relationships among the variables in feedback loop diagrams. The 
impacts of the variables have been further examined through sensitivity analysis. Finally, the critical 
variables are identified using a statistical screening technique. The results show that rework and schedule 
delays are the most important critical variables of this project used as a case study. They are strongly 
correlated to a fluctuating incident rate trend, which indicates that major management attention must be 
given to rework and schedule delays. Particularly, these two variables highlight the need to manage 
organizational factors for safety improvement. Organizational pressures, such as product demand (i.e., 
schedule delays) and quality control (i.e., rework), have been considered major factors that affect accident 
occurrences in complex safety systems. All of these finding are facilitated by simulation modeling that 
aims at an understanding of the relationships between production-related managerial components and 
safety performance over time and that potentially help reduce the gap between systems theory and 
practice, used as a methodology for safety analysis. 
 
