We compute some large-scale properties of the uniform spanning tree process on Z 2 . In particular we compute certain crossing probabilities for rectangles and annuli.
Introduction
On a nite connected graph, a spanning tree is a set of edges which is connected, has no cycle, and passes through every vertex. The uniform spanning tree (UST) on a nite graph G is the uniform measure on the set of all spanning trees of G. The UST model is a well-known statistical mechanical model, with connections to random walks, electrical networks, and potential theory.
Recent work by Pemantle, Burton, Benjamini, Lyons, Peres, Schramm, and the author 14, 5, 4, 11] give a precise understanding of both the local and long-range properties of the spanning tree process in (large subgraphs of) Z d . However an important problem which remains open is to prove, in low dimensions (2 d 4) , the existence of a`scaling limit', that is, a unique limiting process when the lattice spacing shrinks to 0. In particular, in 2], Aizenmann et al prove the existence of subsequential limits and give some of their properties, but cannot prove uniqueness of the limit. For Z 2 , this limit is particularly interesting because it is conjectured to have certain conformal invariance properties. In particular given a domain U in C and a random spanning tree on a very ne grid U \ Z 2 , the image of the tree under a conformal self-map of U should be measure-theoretically indistinguishable (up to errors tending to zero with ) from an untransformed spanning tree.
The purpose of this paper is to prove the conformal invariance of certain properties of the UST in the plane. For example, on a bounded domain U we compute explicitly the distribution of the unique meeting point of the tree branches joining three points x; y; z 2 @U. We verify that this distribution is conformally invariant.
Another set of quantities we compute are the \crossing probabilities" of rectangles and annuli. That is, for the UST process on the intersection of Z 2 with a 1 L rectangle, we compute for each k the probability of nding k disjoint tree branches running from the left side to the right side of the rectangle (more precisely, we compute the probability when the right boundary is \wired" to a point) Under the assumption of existence and conformal invariance of the scaling limit, Duplantier 7] computed the asymptotic growth rate of these crossing probabilities. Our answer, which does not require these assumptions, agrees with that of Duplantier: the probability for k crossings is a constant times e ? L k (1+o (1)) as L ! 1, where k = k 2 ?k 2 . Similarly, for an annulus of modulus L, Duplantier predicted that the asymptotic probability of k crossings (i.e. k disjoint tree branches running from one boundary ot the other) to be e ?2 L k (1+o(1)) as L ! 1, with k = k 2 ?1 4 . We prove this as well, again when one boundary is wired to a point.
A nal computation is the asymptotic \winding number" of the branches of the tree. For the UST on Z 2 , there is almost surely a unique branch from the origin to 1 14] . In the annulus of inner radius r and outer radius R concentric about the origin, we show that the total turning of this branch about the origin has variance tending to 1 2 2 log R r + O(1) as R=r ! 1 while r ! 1. Surprisingly, this same variance holds even if the origin is conditioned on having two or three branches to 1.
All of the computations done here rely on the previous works 12] and 11]. We sketch the relevant results of those papers in the next section.
Background 2.1 Spanning trees and probabilities
Let U be a Jordan domain in C with piecewise smooth boundary. Let b0 2 @U. For each > 0 let U be the subgraph of Z 2 whose vertices lie in U: an edge of Z 2 is an edge of U if both endpoints lie in U . If U has some sharp corners then U may not be connected near them; in this case discard all but the main component of U . Let b be a xed vertex of U on its boundary, chosen so that b converges to b0 as ! 0. In a spanning tree T on U , we will direct the edges of the tree towards b , that is, in the direction of the unique branch of the tree leading to the root. The dual tree of a tree T is the tree on the dual graph of U which uses those dual edges which do not cross edges in the primal tree T. We direct the edges of the dual tree towards the outer face of U (the outer face will also be referred to as the`dual root').
The Laplacian and Green's function
On a nite graph with vertices V , the Laplacian is the operator on R V de ned by f(v) = P w v f(v)? f(w); where the sum is over neighbors of v. Note that on Z 2 this Laplacian is the negative of the usual Laplacian, in the sense that on a ne grid for a smooth function f its discrete Laplacian (when normalized by the square of the lattice spacing) converges to ? @ 2 f @x 2 ? @ 2 f @y 2 .
The basic tool we use to study the UST is the Green's function on the graph U . Since the Laplacian on a nite graph is not invertible (constant functions are in the kernel of the Laplacian), the Green's function, that is, the inverse of the Laplacian, is not de ned. We can however de ne the di erence of Green's functions, that is, for any two vertices v; w there exists a unique (up to an additive constant) function whose Laplacian is v ? w (we mean the function which is 1 at v, ?1 at w and zero elsewhere).
For a directed edge e = * v1v2 let dG(e; ) denote the unique function (on vertices of U ) which is zero at b and whose Laplacian is the function v 2 ? v 1 .
The function dG(e; v) is harmonic as a function of v except at v1 and v2, and so it has a harmonic conjugate f dG(e; f) which is de ned on faces f of U in the following manner. First de ne the value to be zero on the outer face. For any other face f, take a path of faces of U from the outer face to f (two adjacent faces on the path being adjacent across an edge of U except for the edge e); if f1 and f2 are two adjacent faces on this path then the value at f2 is determined by the equation f dG(e; f1) ? f dG(e; f2) = dG(e; v 0 ) ? dG(e; v), where vv 0 is the edge separating face f1 from f2 (with f1 on the left of vv 0 ). This de nition of f dG(e; f) is independent of the choice of face-path used, by harmonicity of dG and the fact that the value of the Laplacian of dG(e; ) at v1 is the negative of the Laplacian at v2 (and we are not allowing the path to pass between v1 and v2). Furthermore f dG(e; f) is harmonic as a function on the dual graph, except on the two faces adjacent to the edge e.
Since f dG is a harmonic conjugate of dG, the combination dG + i f dG is a \discrete analytic function". We think of this combination as a single function from the union of the vertices and faces V F to R, which is equal to dG(e; ) when we plug in a vertex, and i f dG(e; ) when we plug in a face. When there is no risk of confusion we refer to this function simply as dG. This function dG is called the coupling function on U .
The utility of dG in the study of the UST is indicated by the following theorem. Theorem 2.1 ( 12] ) Let fv1; : : : ; v k g be a set of vertices and/or faces of U (distinct from the root and dual root) and fe1; : : : ; e k g be a set of edges of U such that for each j, ej is adjacent to vj. Then the probability that in a random spanning tree and its dual, for each j the branch from vj to the root (or dual root as the case may be) goes in the direction of ej (or its dual e j ), is given by the absolute value of the determinant of the k k matrix whose ij-entry is dG(ei; vj).
In 12] this theorem is stated in slightly di erent terms, using the domino tiling model (dimer model). The bijection between domino tilings and spanning trees is due to Temperley, and is discussed in 11], see also 13] and section 2.4.2 below. The main results of this paper are based on a generalization of Theorem 2.1, Theorem 2.5 below.
Asymptotic properties
When ! 0 the function 1 dG converges (as described below) to dg, the exterior derivative (with respect to the rst variable) of the continuous Neumann Green's function. The Neumann Green's function g(v; z) is the \inverse" of the (negative) Laplace operator restricted to functions whose normal derivatives at the boundary are zero, that is g(v; z) satis es g(v; z) = ? v(z) where is the Laplacian with respect to z, and @g(v;z) @y = 0 where y is the normal direction to the boundary (and again the derivative is with respect to the second variable). As in the discrete case, on a bounded domain the Neumann's Green function g does not exist. More precisely, it exists but is not single-valued: g(v; z) as a function of z decreases by 1 when z describes a path counterclockwise around v. However its derivative dg is single valued.
Lettingg be the harmonic conjugate (with respect to the second variable) of g, we de ne two functions F+(v; z) and F?( Here is a simpli ed version of the convergence of the discrete coupling function to the continuous coupling function.
Theorem 2.2 ( 11]) For each let v; e1; e2; f be respectively a vertex, left-oriented horizontal edge, upwards-oriented vertical edge, and face, of U , which converge to distinct points (of the same names) v; e1; e2; f of U as ! 0. Then the quantities 1 dG(e1; v); 1 dG(e2; v); 1 dG(e1; f) and 1 dG(e2; f) converge respectively to Re(F0(e1; v)); iIm(F1(e2; v)); iIm(F0(e1; f)); Re(F1(e2; f)): If e1 or e2 points in the opposite direction then the appropriate limit is negated.
Alternate boundary conditions
In certain situations, we will need to consider a region U with more general boundary conditions. Let U be a subgraph of Z 2 as before and a subinterval of its boundary. Add a new vertex b to U with an edge from b to every boundary vertex in . In this situation we will always take the root vertex b0 to be b. Spanning trees of this new graph are said to be wired along 5] . The e ect that this has on the function dG is that it turns the Neumann boundary conditions along to Dirichlet boundary conditions, and vice versa. So in this case we have to deal with Green's functions with mixed boundary conditions. Fortunately Theorem 2.2 extends to this case as well, with g replaced with the appropriate Green's function.
To be precise, let F0; F1 be de ned as before except that when z 2 , F0(v; z) is pure imaginary and F1(v; z) is real. Then Theorem 2.2 holds for these U and functions F0; F1. The proof is the same as the proof of previous case, in particular involves only the convergence of the appropriate Green's functions and their derivatives. In this section we extend Theorem 2.1 to apply to a slightly more general situation, when the vertices and faces of the fv1; : : : ; v k g are not necessarily adjacent to the fe1; : : : ; e k g. To understand this extension, it is easier to rst discuss the relation between trees and perfect matchings. Indeed, Theorem 2.1 as stated in 12] is about perfect matchings.
Recall that a perfect matching of a graph is a set of edges M such that each vertex is an endpoint of exactly one edge in M. Kasteleyn 10] showed how to count the number of perfect matchings of any planar graph G with the Pfa an (square root of the determinant) of a matrix related to the adjacency matrix of the graph. This matrix, or one of its many variants, is called a Kasteleyn matrix of G. To obtain a Kasteleyn matrix for a planar graph G, orient the edges of G so that around every face the number of edges oriented counterclockwise is odd. The Kasteleyn matrix is then the matrix indexed by the vertices such that K(vi; vj) is 1 if there is an edge oriented from vi to vj, ?1 if there is an edge oriented from vj to vi, and zero otherwise. This (antisymmetric) Kasteleyn matrix has the property that each term in the expansion of its Pfa an corresponds to a perfect matching of G, and moreover all these terms have the same sign. So its Pfa an is the number of perfect matchings of G. (Below we give a de nition of an alternate Kasteleyn-like matrix in case G is bipartite; its determinant is also the square of the number of perfect matchings.)
When one removes a set of vertices V from G one can ask to what extent the corresponding jG ? V j jG?V j submatrix of the Kasteleyn matrix for G is a Kasteleyn matrix for the new graph G ?V . In general, the submatrix will not be a Kasteleyn matrix for G ?V . However a Kasteleyn matrix for G ?V can be obtained from K by the following manipulation 15]. Group the removed vertices V into pairs. For each pair v1; v2, choose a path of faces f1; f2; : : : ; f k from a face adjacent to v1 to a face adjacent to v2 (so that two faces fi; fi+1 are adjacent along an edge ei), and switch the directions on each edge ei of all these paths. It is not hard to check using the above de nition that the result is now a Kasteleyn matrix for G ? V . Now, note that if we remove pairs of vertices from the same face, then no edge-directions need to be switched. Therefore the number of perfect matchings of the region with these removed vertices is a subdeterminant of the original Kasteleyn matrix. We can now state a generalization of Theorem 2.1 (using the language of perfect matchings). Theorem 2.3 Let G be a planar graph and K be a Kasteleyn matrix for G as above. Let V = fv1; : : : ; v 2k g be 2k vertices of G. Suppose the vertices of V can be grouped into pairs so that each pair belongs to the boundary of some face of G. Then the ratio of the number of perfect matchings of G?V and the number of perfect matchings of G is the absolute value of the Pfa an of the 2k 2k matrix whose ij-entry is K ?1 (vi; vj).
The proof follows from the above remarks and the fact that a ratio of a determinant of a submatrix of K and the determinant of K is a determinant of the appropriate submatrix of K ?1 , see 12]. The inverse Kasteleyn matrix is just the coupling function for G.
In the case G is a bipartite planar graph, that is, when all faces bound an even number of edges, one can de ne a symmetric Kasteleyn matrix, as follows 15]. Put complex number weights on the edges, in such a way that around each face the product of the weights on every other edge is plus or minus the product of the weights on the other half of the edges, where the \plus" holds if the number of edges around the face is 2 mod 4 and the \minus" holds if the number of edges around the face is 0 mod 4. Then a Kasteleyn matrix K is the adjacency matrix with these weights (the ij-entry is the weight on the edge ij or 0 if there is no edge). The square root of its determinant is the number of matchings. The advantage of this formulation is that when G is bipartite K can be put in block form K = 0 B B t 0 , and so in Theorem 2.3 we can replace a 2k 2k Pfa an with a k k determinant.
For an example of a Kasteleyn weighting of a bipartite graph, on Z 2 put weights 1 on vertical edges and i = p ?1 on horizontal edges. This was Kasteleyn's original de nition of his matrix.
In the following section we interpret Theorem 2.3 for spanning trees.
Temperley's bijection
A spanning tree and its dual provide a bijection between the union of the the vertices and faces (minus the root and the dual root) of U and the set of edges: to a vertex is associated the edge along which one must proceed to get to the root, and to a face is associated the dual edge along which one must proceed to get to the dual root. This bijection can be thought of as a perfect matching on a graph W which is the superposition of U and its planar dual (when the root vertex and dual root are removed). That is, W is the planar graph with a vertex for every vertex, edge and face of U except for the root and dual root, and edges of W connect vertices whenever the corresponding structures in U are: an edge and one of its vertices, or a face and one of its bounding edges. This bijection was rst noticed by Temperley 16] , who discovered that spanning trees of an n m rectangle in Z 2 were in bijection with perfect matchings The computations which we encounter below all use spanning tree con gurations on graphs obtained from U by \removing" certain sets of vertices, faces and edges. These con gurations are more natural to describe from the point of view of perfect matchings on W , since they correspond to perfect matchings of a graph obtained from W by removing a certain number of vertices.
To describe these con gurations, we use the following notion of adjacency. A vertex, edge, or face of U is said to be adjacent to another vertex, edge or face of U if the corresponding vertices of W are in the boundary of the same face. In U this corresponds to the following notion of adjacency: an edge is adjacent to a vertex if the vertex is an endpoint of the edge; an edge is adjacent to a face if the edge lies on the boundary of the face; an edge is adjacent to another edge if they share both a vertex and a face; a vertex is adjacent to face if the vertex is on the boundary of that face. Two vertices or two faces are not considered adjacent.
Lemma 2.4 Let fv1; : : : ; v k g be k vertices and/or faces of U distinct from the root and dual root. Let fe1; : : : ; e k g be k edges of U . Suppose that the elements of the set fv1; : : : ; v k ; e1; : : : ; e k g can be partially grouped into pairs so that the members of each pair are adjacent in the above sense, with the remaining elements adjacent to the root or dual root. Take a perfect matching of W ? fv1; : : : ; v k ; e1; : : : ; e k g. On U , this matching can be considered as a set of directed (primal) edges and directed dual edges. This set of edges has the following properties. The primal edges form a spanning forest (a set of edges without cycles) with one component directed towards each vertex of v1; : : : ; v k and at b . The components in this forest do not use the edges ei. Similarly, the dual edges form a forest, with one component rooted at each face of v1; : : : ; v k and at the dual root. These dual components do not use the edges dual to the ei. We let S(v1; : : : ; v k ; e1; : : : ; e k ) denote this set of spanning forests.
Proof. Each non-root vertex of U ? fv1; : : : ; v k g has a unique outgoing edge (corresponding to the edge to which it is matched in W ). Following a directed edge path, one either eventually lands on a vertex of fv1; : : : ; v k g or the root, or else the path eventually cycles. However we claim that the path cannot cycle: by Euler's formula for a disk, V ? E + F = 1 and so V + E + F 1 mod 2. Therefore a cycle in U encloses an odd number of vertices of W . However the vertices of W enclosed by the cycle are either matched to each other (if they are not in fv1; : : : ; e k g) or come in pairs if they do, by hypothesis. So a cycle does not exist. Similarly the dual graph has no cycles. This completes the proof.
We can now state Theorem 2.3 in the language of spanning trees. Theorem 2.5 Let v1; : : : ; v k be a set of k vertices and/or faces and e1; : : : ; e k be k edges of U . Suppose elements of fv1; : : : ; v k ; e1; : : : ; e k g can be partially grouped into pairs so that the members of each pair are adjacent in the above sense, with the remaining elements adjacent to the root or dual root. Then the ratio of the number of con gurations of S(v1; : : : ; v k ; e1; : : : ; e k ) and the number of spanning trees of U is given by the absolute value of the determinant of the k k matrix (dG(ei; vj)), where dG is the coupling function on U .
A determinant
The following well-known determinant is due to Cauchy 6], and will be useful later. Proposition 2.6 (Cauchy) The determinant of the n n matrix whose ij-entry is 1 x i +y j is Q 1 i<j n (xi ? xj)(yi ? yj) Q 1 i;j n (xi + yj) :
3 Tripod distribution Let U C be a Jordan domain and y1; y2; y3 three points on its boundary. Let U be an approximating graph in Z 2 as before, and let x1; x2; x3 be vertices of U converging to y1; y2; y3 as ! 0. Consider the UST process on U rooted at x1.
In a spanning tree on U , the three branches between pairs of the fx1; x2; x3g meet at a common vertex x. The union of the three branches from x to the xj is called the tripod of x1; x2; x3. We compute the distribution of the point x in the limit ! 0, as a function of U and x1; x2; x3. Let x 0 ; x 00 be the two vertices x 0 = x + and x 00 = x + i of U . Suppose rst that from x the branch of the tree leading to x2 starts along edge e1 = xx 0 , and the branch leading to x3 starts out along edge e2 = xx 00 . Then the branch leading to x1 starts out in one of the other two directions.
In the UST, the tripod branches are all directed towards the root x1. If we reverse the directions on the branches between x 0 and x2 and between x 00 and x3, then we obtain a spanning forest in S(x2; x3; e1; e2) in the notation of the previous section (in other words, a perfect matching of W with holes at x2; x3; e1; and e2). See Conversely, an element of S(x2; x3; e1; e2) is a union of three trees, one rooted at each of the xj, and we claim that the three trees each contain exactly one of x; x 0 and x 00 . To see this, note that from each of x; x 0 ; x 00 there is a tree branch leading to one of x1; x2; or x3. No two of the tree branches leading from x; x 0 and x 00 can meet each other since then the branches of the dual tree leading from faces centered at x + 1 2 ( + i ); x + 1 2 ( ? i ) and x + 1 2 (? + i ) would not be able to reach the outer face (the dual root).
Therefore we have a bijection between the spanning tree process S(x2; x3; e1; e2) on U (rooted at x1) and the spanning tree process on U rooted at x1 whose tripod from the xj meets at x in the above prescribed way.
In particular by Theorem 2.5 the probability that the tripod meets at x in the above prescribed way is given by a determinant Pr = dG(e1; x2) dG(e1; x3) dG(e2; x2) dG(e2; x3) :
By Theorem 2.2, when is small this probability is approximated by
The probability that x is the center of the tripod of the UST on U is the sum over all possible ( nite number of) ways to match the edges adjacent to x to the three branches of the tripod, of the corresponding probability. However in each case this probability is asymptotic to a certain constant times a function only depending on the position of x and x1; x2; x3. This function is the same in each case (and is given by (2) This is the density in the Euclidean metric. It is somewhat more natural to consider this density in the hyperbolic metric; this is obtained by multiplying the above expression by Im(x) 2 (recall that the hyperbolic measure is jdxj 2 Im(x) 2 ). To show that this density is invariant under M obius transformations of the upper half plane, note that it is invariant under translations zi 7 ! zi + t. One can also easily show that it is invariant under z 7 ! 1=z. These operations generate the M obius group.
The conformal invariance of the tripod density follows from the conformal invariance of dg. Proof. Given a spanning tree with k disjoint branches running from the vj to the ej, reverse the directions on each of the k branches between ej and vj. This gives a con guration of S k . Conversely, given an element of S k , consider the directed branch starting from the left vertex of ej. This branch cannot end up at b0 since it would enclose a set of faces (the branches of the dual tree starting at these faces cannot cross edge ej and so would be disconnected from the dual root). Therefore each such branch leads to one of the roots vj. Let fj be a face adjacent to b0 and located between two edges ej and ej+1. If both ej and ej+1 lead to the same v`, then the path in the dual tree from fj could not land on the dual root, a contradiction. So the branch from the left vertex of ej must leads to the root vj. Reversing the directions on these paths gives a spanning tree with k disjoint branches from the vj to the ej.
The probability that a spanning tree of G has k disjoint branches running from the vj to the ej is then the ratio of the number of con gurations in S k and the number of spanning trees of U . This ratio can be computed by Theorem 2.5, since all removed vertices and edges are adjacent to either the root or dual root. It is the absolute value of the determinant of a k k matrix whose ij-entry is dG(ei; vj):
Here note that in the de nition of dG the right boundary has wired boundary conditions, and the other boundaries are free.
Asymptotic coupling function for the rectangle
Here we compute the asymptotics of the entries of the determinant in (3). Let U be the rectangle 0; L] 0; 1] R 2 and U the subgraph of Z 2 which approximates U as before. As above we add an extra vertex b0 to U which is connected to all the vertices on its right edge.
By Theorem 2.2, the ij-entry in (3) can be approximated by dg(ei; vj) + o( ) as ! 0, where dg is the derivative of the Green's function with wired boundary conditions on the right edge of U (and free boundary conditions on the remaining boundary). Rather than compute this probability on the rectangle, we map via a conformal coordinate change to the quadrant, where the computation is simpler. Now the probability of k crossings from the vj to ej in a spanning tree is, by Lemma 4.1, equal to the absolute value of det(dG(ei; vj)). Now ei is a vertical edge, perpendicular to the x-axis, so When tends to zero, and we sum over the positions of the ej, we can replace the sum with an integral, the factor k becoming de1de2 de k . Thus we can think of the above expression, without the factor k , as the probability density of the k crossings landing in ej; ej + dej].
On our original rectangle 0; L] 0; 1] this probability density is the same expression, multiplied by the product of the derivatives Q j jf 0 (ej)j, where f(z) = } ?1 (z 2 + 2 2 3 ) maps the quadrant to the rectangle. This follows from the fact that dgrect = d(f g quad ). In particular when we integrate over the positions of the ej the resulting probability only depends on the conformal type of the domain U with marked points v1; : : : ; v k and boundary conditions. This probability on the L 1 rectangle is a constant times e ? L(k 2 ?k)=2 , plus lower order terms.
We have calculated the probability g(v1; : : : ; v k ) of k crossings starting from k speci ed points v1; : : : ; v k . To compute the probability of k crossings starting anywhere requires the following observation. For each con guration with exactly k crossings, the left edge of the rectangle is subdivided into k consecutive subintervals such that two points are in the same interval if and only if their tree branches lead to the same edge just before the root b0. These k subintervals are separated by k ? 1 edges z1; : : : ; z k?1 . De ne a function f(z1; : : : ; z k?1 ) to be the probability that a con guration has k crossings and the corresponding k subintervals of the left edge are delineated by the z1 : : : ; z k?1 . Since f(z1; : : : ; z k?1 ) describe disjoint events, we have plus lower order terms (terms involving more than k crossings). When L is large these lower order terms are negligible and we can write f(z1; : : : ; z k?1 ) = @g(z1; : : : ; z k?1 ; v k ) @z1@z2 : : : @z k?1 : Then the probability of k crossings anywhere can be obtained by integrating f over all possible positions of the z1; : : : ; z k?1 .
Crossings of an annulus

Combinatorial Lemmas
Let m be an even positive integer and n be any positive integer. Let G = Gm;n be the cylindrical graph obtained as a product In Cm where Cm is a cycle of length m and In is an interval of length n (and edges connect nearest neighbors). To each vertex on the \right" (x = n) boundary of G attach an edge to an additional vertex b0. Let fv1; : : : ; v k g be k vertices on the left (x = 1) boundary of G, and fe1; : : : ; e k g be k edges leading to b0. Note that elements of S k := S(v1; : : : ; v k ; e1; : : : ; e k ) are de ned by Lemma 2.4 to be spanning forests with k + 1 components, one rooted at each of v1; : : : ; v k and b0, in which the dual forest is a tree. Proof. The proof is nearly identical to the proof of Lemma 4.1. From a spanning tree with k crossings from the vj to the ej, reverse the directions on the branches from the ej to the vj to get a con guration in S k .
Now consider a spanning forest in S k . For each face of G, the branch of the dual tree leads from that face to the dual root, that is, o of the left edge of G. Therefore, in the primal forest, the directed branch from the left vertex of an edge ej cannot lead to b0, since it would surround a set of faces and disconnect the dual tree. So each branch from the left vertex of an ej leads to some root vj. The remainder of the proof is as in Lemma 4.1.
The probability that a spanning tree of G has k disjoint branches running from the vj to the ej is then the ratio of the number of con gurations in S(v1; : : : ; v k ; e1; : : : ; e k ) to the number of spanning trees of G. This computation is more di cult than in the case of the rectangle above, since this ratio cannot in general be written in terms of the coupling function.
Let H0 be the graph I2n C2m. By Temperley's trick, spanning trees of Gm;n rooted at b0 give perfect matchings of H0, although in this case not all perfect matching give spanning trees. Indeed, perfect matchings give graphs which are locally spanning trees but which may have cycles which wind around the annulus. However the following is true. Proof. Using Temperley's trick, a con guration in S k gives a matching of H k . Conversely, suppose we have a matching of H k . Consider rst the case k = 1. The directed tree branch starting from any vertex of G ? fv1g either lands on v1, on b0, or eventually meets itself, forming a cycle. In this last case, this cycle must wrap around the annulus or else it would enclose an odd number of vertices of H1 (see the proof of Lemma 2.4) and so could not arise from a perfect matching of H1. However if the cycle wraps around the annulus, either side of the annulus contains an odd number of vertices of H1 by the same Euler characteristic argument, again a contradiction. Therefore all branches land on v1 or the root and the two-component forest has no cycles. Furthermore, the branch starting at the left vertex of e1 must lead to v1 and not to the root, for if it led to the root it would enclose an odd number of vertices of H1. This implies that the dual object has no cycles, hence is a tree. This completes the proof for k = 1. For general k, the directed tree branches starting from the left vertices of two adjacent ej's cannot meet each other, for their union enclose an odd number of vertices of H k . So they are all disjoint, and one must land on each vj. This completes the proof. Note that the ratio of perfect matchings of H0 and H1 is
(1 + o(1)):
As ! 0, this ratio is asymptotic to e =(2 )(1+o(1)) : this can be seen using the modular covariance and the Fourier expansion of , see 3].
Asymptotic coupling funtions
Here we compute the asymptotic coupling functions on H0 and H1.
Coupling function on H 1
Fix L > 0 and let be the lattice = Z + 4iLZ. The quotient of the strip fz : 0 Im(z) iLg by is the cylinder U; we take as fundamental domain for U the rectangle with vertices f0; 1; 1 + iL; iLg. Here we consider U to be the limit of the graphs H0 = I2n C2m when m; n ! 1 in such a way that n=m ! L (in particular L = 1 for as in Lemma 5.4.) Recall that H1 is obtained from H0 by removing one point from each boundary component. Let v0 be a point in 0; 1) and z0 a point in 0; 1) + iL be the points in U to which these removed points converge.
Let (z) = (z) be the Weierstrass zeta-function that is, and when z 2 R the rst term in parentheses is real, the second is pure imaginary, H+(v0; z0) is imaginary and H+(v0; z) is real since it is half of H+(v0; z) + H?(v0; z). So F0(v; z) is real. Similarly if z 2 iL + R, the rst term in parentheses is imaginary and H+(v0; z) is also imaginary, so F0(v; z) is pure imaginary. The computation for F1 is similar.
Coupling function for H 0
De ne a Kasteleyn matrix for H0 as follows. Weight the horizontal edges of H0 with weight i = p ?1 and the vertical edges with weight 1, except that, on a single horizontal row of vertical edges running from one boundary to the other, puts weights ?1. Let K be the adjacency matrix for H0 with these weights. Then K is a Kasteleyn matrix for H0 (see e.g. 10]). (The reason for this row of ?1s is that we chose m even; had we chosen m odd we would have had to put in this row of ?1s for H1 instead.) The e ect of this row of ?1's on the coupling function dG is that it changes sign when crossing this row, in particular it is no longer discrete analytic across that row. A convenient way to deal with this sign change is to work on the double cover of H0, which is a cylinder of twice the width. The coupling function can be lifted to a discrete harmonic function on the double cover, which changes sign when changing sheets of the cover. In particular the asymptotic coupling functions, which are not continuously de ned on U, can be continuously de ned on its double cover (and they change sign when the second variable changes sheets of the cover).
Let be the lattice = Z + 2iLZ. The quotient of the strip fz : 0 Im(z) iL=2g by is a cylinder which is the double cover of U; we take as fundamental domain for U the rectangle with vertices f0; 1 2 ; 1 2 + iL 2 ; iL 2 g. The k-crossing probability is now obtained as a determinant of the matrix whose ij-entry is ?iImF1(vi; zj) = ?F+(vi; zj) for i; j ranging from 1 to k ?1, and F+ given by (6) . Using (6) 
To see this, for each j > 1 in the numerator of (8) subtract H + (v 0 ;z j?1 ) H + (v 0 ;z 0 ) times column 1 from column j. Unfortunately we don't know how to evaluate this determinant with su cient accuracy for all choices of vj; zj. We will evaluate it only for vj and zj evenly spaced around the cylinder. This is enough to determine the dependence on L for general vj; zj, see below. 
(this is the product of the eigenvalues, whose corresponding eigenvectors are (1; e 2 ij=k ; : : : ; e 2 i(k?1)j=k )).
To evalute this product, we rst compute the Fourier expansion of H+(0; s + iL) for real s. The proof is a straighforward computation. Now the quantity P k?1 =0 e 2 i`j=k cos(2 n`=k) is zero unless j n mod k: Therefore in the product (9), the j = 0 term is kc + O(e ?2 Lk ) and for j > 0 the jth term is e ?2 L minfjjj;jj?kjg (1 + o (1)) times a constant independent of L. That is, the jth term is e ?2 L to the power of the jth element of f0; 1; 2; : : : ; k?1 2 ; k?1 2 ; k?3 2 ; : : : ; 2; 1g. The product of these terms is Le ?2 L(k 2 ?1)=4 (1 + o(1)) times a constant independent of L. This is the product (9) and therefore also the determinant of the numerator in (8) . The denominator is (8) is L(1 + o(1)) times a constant, so the quotient is e ?2 L(k 2 ?1)=4 (1 + o (1)). This was the computation for vi and ei evenly spaced around the cylinder. Now let v 0 i ; e 0 i be points in arbitrary (generic) position. A lower bound on the crossing probability with points v 0 i ; e 0 i can be obtained by concatenating a cylinder of modulus L having a crossing from the vi to the ei, with short cylinders of modulus O(1) with crossings from the ei to the e 0 i , and from the vi to the v 0 i . The crossing probabilities of the short cylinders are O(1). Reversing the roles of the v 0 i ; e 0 i and the vi; ei gives a matching upper bound on the crossing probability.
As in the case of the rectangle, the probability of a k-crossing somewhere can be obtained from the probability of a crossing from a speci ed set of points. This completes the case k odd.
Case k even
As for the case of k odd, we evaluate the crossing probability for a well-chosen set of vj and zj. for j 2 0; k ? 1] let vj = j=2k and zj = j=2k + iL=2. The crossing probability is a determinant of the k k matrix whose pq-entry is iImF1(vp; zq) = F+(vp; zq) = Now the quantity P k?1 =0 e i(2j+1)`=k cos(2 `n=k) is zero unless 2j + 1 n 0 mod 2k: In the product (10), the j = 0 term is e ? L (1 + o(1)) times a constant independent of L, and in general to compute the jth term, the rst non-vanishing term in (11) is for n = (2j + 1) mod 2k, which has coe cient e ? L minfj2j+1j;j2k?(2j+1)jg times a constant, up to lower order terms. So the product (10) has dominant term of order e ? L to the power 1+3+5+ +(k?1)+(k?1)+(k?3)+ +3+1 = k 2 =2. Thus the ratio of jS k j to the number of matchings of H0 is a constant independent of L times e ? Lk 2 =2 (1 + o (1)). Using the remark after Lemma 5.4, we nd that the ratio fo jS k j to the number of spanning trees of Gm;n, that is, the k-crossing probability, to be a constant independent of L, times e ? Lk 2 =2 e L=2 = e ?2 L(k 2 ?1)=4 up to lower order terms.
Winding variance
A fundamental constant associated to the UST on Z 2 is the rate of winding of its branches. That is, given a point x, at what rate, as you zoom in towards x does the branch from x to a far-away point wind around x? More precisely, consider the UST on a cylinder of circumference 1 and length L. Pick a point on each boundary; how many times does the branch between these two points wind around the cylinder, as a function of L?
In 11], we showed that the variance of this winding number on a cylinder could be computed using the asymptotic coupling functions F+; F?, in the following way. Take two disjoint paths 1, 2 between the two boundary components. Then the variance 2 of the winding number is The higher moments of the winding number have similar formulas 11]. For the graph Gm;n we proceed as follows. We consider Gm;n to be an approximation to the cylinder U which is the quotient of the rectangle f0; 1; 1 + iL; iLg by the translation z 7 ! z + 1, as in section 5.2.1. We use the asymptotic coupling functions F+; F? of (6) and (7). We integrate along the paths (6) and (7) and doing the integrals (12) yields variance L + O(1) (we omit the long and uninteresting computation).
We can do a similar computation for the variance of the winding number on the annulus conditioned to have 2 or 3 crossings. We simply have to do the integrals (12) using the asymptotic coupling functions on H2 or H3.
To nd the asymptotic coupling functions on H3, proceed as follows. Let U be the cylinder as above. Let v1; v2 be distinct points on (0; 1) (and distinct from v0) and z1; z2 distinct points on (0; 1)+iL distinct from z0. Then the asymptotic coupling function on H3 with edges removed near v1 and v2, and vertices removed near z1 and z2, is given by a ratio of determinants. We have These may be checked as follows. Note that F H 3 + is analytic in both variables, and F H 3 ? (v; z) is analytic in z and antianalytic in v. As functions of z they are zero when z = z1 and z = z2 since two rows of the matrix are equal. As functions of z they have poles at z = v of residue 2 ? are indeed the asymptotic coupling functions for H3.
The same formula holds for H2, but with the matrix entries replaced by the asymptotic coupling functions on H0. Veri cation is left to the reader.
For H3, the 3 3 determinant in the numerator can be replaced by a 4 4 determinant whose entries are H+, as described in section 5.3.1. Similarly the denominator can be replaced with a 3 3 determinant. Using the approximation (13), after another computation one arrives at the same variance L + O(1).
A similar computation for the case H2 again arrives at the same answer L + O(1).
In all these cases, we can map the cylinder to the plane with the mapping z 7 ! exp(2 iz); where its image is an annulus of outer radius 1 and inner radius R = e ?2 L . In terms of R the winding variance is 1 2 2 j log Rj + O(1) in each case. : This is a straightforward veri cation. The corresponding eigenvector is the j; k-term of (4).
To evaluate the asymptotics of (4) 
where k = cos k 2n+1 + q 1 + cos 2 k 2n+1 (recall that m is even so we can ignore the factor i). We have k 2n+1?k = 1, so the product (15) (5) is the product of the eigenvalues.
To evaluate the asymptotics of (5) + O( 1 n ). This completes the proof.
