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Abstract
We define the algebra G(R˜d) of Colombeau generalized functions on R˜d which naturally
contains the generalized function algebras GS (Rd) and Gτ (Rd). The subalgebra G∞S (R
d) of
G(R˜d) is characterized by a pointwise property of the generalized functions and their Fourier
transforms. We also characterize the equality in the sense of generalized tempered distri-
butions for certain elements of GS (Rd) (namely those with so-called slow scale support) by
means of a pointwise property of their Fourier transforms. Further, we show that (contrary
to what has been claimed in the literature) for an open set Ω ⊆ Rd, the algebra of point-
wise regular generalized functions G˙∞(Ω) equals G∞(Ω) and give several characterizations of
pointwise G∞-regular generalized functions in G(Ω).
Key words : Colombeau generalized functions, regularity, pointwise properties.
2000 Mathematics subject classification: 46F30.
1 Introduction
Algebras of generalized functions have been developed by many authors [3, 10, 17]
mainly inspired by the work of J.-F. Colombeau [2], and have proved valuable as a
tool for treating partial differential equations with singular data or coefficients (see
[18] and the references therein). Under the influence of microlocal analysis of partial
differential operators [4, 8, 9, 11, 12] and group invariance of solutions to partial dif-
ferential equations [13, 15, 16] in the context of these algebras, the investigation of
local properties of generalized functions became increasingly important. It was soon
realized that generalized functions in the sense of Colombeau can be viewed naturally
as pointwise functions on sets of generalized points [14]. During the past years, there
is a growing insight that many aspects of Colombeau generalized functions can be
naturally expressed by pointwise properties (e.g., differentiability [1], regularity [19]).
The purpose of this paper is to further investigate pointwise properties in Colombeau
algebras. In section 3, we define the algebra G(R˜d) of generalized functions on R˜d, the
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space of generalized points of Rd. In a sense, this is the largest algebra of generalized
functions of Colombeau type that is embedded in the algebra of all pointwise maps
R˜d → C˜ through the usual pointwise action of generalized functions. Other known
generalized function algebras such as Gc(Rd), GS (Rd) and Gτ (Rd) (see the next section
for their definitions) are naturally contained in it and their elements can be char-
acterized in G(R˜d) by a pointwise property (Theorems 3.8, 3.10). We introduce the
subalgebra Gss(R˜d) of slow scale supported generalized functions in G(R˜d), which can
be characterized both by growth properties (similar to the definition of G∞
S
(Rd) and
of GS (Rd)) and by pointwise properties of the associated pointwise maps (Theorem
3.12). It is a subalgebra of GS (Rd), and it turns out that G∞S (R
d) = Gss(R˜d)∩ Ĝss(R˜d)
(here ̂ denotes the Fourier transform), which yields a pointwise characterization of
elements in G∞
S
(Rd) (Theorem 3.13).
In section 4, we characterize when elements of Gss(R˜d) act identically on test functions
in Schwartz’s space of rapidly decreasing functions S (Rd) (i.e., when they are equal
in the sense of generalized tempered distributions) by means of a pointwise property
of their Fourier transforms (Theorem 4.6).
Further, in section 5, we discuss several notions of pointwise G∞-regularity that were
introduced in [4, 19] and show that they can all be characterized by means of one such
notion ( ˙˜G∞-regularity at a compactly supported generalized point), but for different
sets of compactly supported generalized points (Corollary 5.5). Contrary to what has
been claimed in the literature, we prove that for an open set Ω ⊆ Rd, the algebra of
pointwise regular generalized functions G˙∞(Ω) in fact equals G∞(Ω) (Theorem 5.8) by
means of a new characterization of G˙∞-regularity at a point (Corollary 5.7). We con-
clude with a characterization of G˜∞-regularity at a point that might provide a basis for
microlocal analysis of generalized functions on the scale of the sharp neighbourhoods
(Proposition 5.11).
2 Preliminaries
In this paper, Ω denotes an open subset of Rd (d ∈ N).
We recall the definitions of some generalized function algebras of Colombeau type
[6, 10, 18]. the algebra of generalized functions on Ω equals G(Ω) = EM(Ω)/N (Ω),
where
EM(Ω) =
{
(uε)ε ∈ C
∞(Ω)(0,1) : (∀K ⊂⊂ Ω)(∀α ∈ Nd)(∃N ∈ N)
(∃ε0 ∈ (0, 1))(∀ε ≤ ε0)
(
sup
x∈K
|∂αuε(x)| ≤ ε
−N)}
N (Ω) =
{
(uε)ε ∈ C
∞(Ω)(0,1) : (∀K ⊂⊂ Ω)(∀α ∈ Nd)(∀m ∈ N)
(∃ε0 ∈ (0, 1))(∀ε ≤ ε0)
(
sup
x∈K
|∂αuε(x)| ≤ ε
m
)}
.
The algebra G∞(Ω) of regular generalized functions on Ω consists of those u ∈ G(Ω)
admitting a representative (uε)ε satisfying
(∀K ⊂⊂ Ω)(∃N ∈ N)(∀α ∈ Nd)(∃ε0 ∈ (0, 1))(∀ε ≤ ε0)
(
sup
x∈K
∣∣∂αuε(x)∣∣ ≤ ε−N).
For a compact set K ⊂⊂ Rd, let D(K) denote the space of all C∞(Rd)-functions with
support contained in K. The algebra Gc(Rd) of compactly supported generalized func-
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tions on Rd consists of those u ∈ G(Rd) admitting a representative (uε)ε ∈ D(K)(0,1),
for some K ⊂⊂ Rd.
The algebra of tempered generalized functions on Rd equals Gτ (Rd) = Eτ (Rd)/Nτ (Rd),
where
Eτ (Rd) =
{
(uε)ε ∈ C
∞(Rd)(0,1) : (∀α ∈ Nd)(∃N ∈ N)
(∃ε0 ∈ (0, 1))(∀ε ≤ ε0)
(
sup
x∈Rd
∣∣∂αuε(x)∣∣(1 + |x|)−N ≤ ε−N)}
Nτ (Rd) =
{
(uε)ε ∈ C
∞(Rd)(0,1) : (∀α ∈ Nd)(∃N ∈ N)(∀m ∈ N)
(∃ε0 ∈ (0, 1))(∀ε ≤ ε0)
(
sup
x∈Rd
∣∣∂αuε(x)∣∣(1 + |x|)−N ≤ εm)}.
The algebra of generalized functions based upon Schwartz’s space S (Rd) of rapidly
decreasing functions on Rd equals GS (Rd) = ES (Rd)/NS (Rd), where
ES (Rd) =
{
(uε)ε ∈ S (Rd)(0,1) : (∀α, β ∈ Nd)(∃N ∈ N)
(∃ε0 ∈ (0, 1))(∀ε ≤ ε0)
(
sup
x∈Rd
∣∣xα∂βuε(x)∣∣ ≤ ε−N)}
NS (Rd) =
{
(uε)ε ∈ S (Rd)(0,1) : (∀α, β ∈ Nd)(∀m ∈ N)
(∃ε0 ∈ (0, 1))(∀ε ≤ ε0)
(
sup
x∈Rd
∣∣xα∂βuε(x)∣∣ ≤ εm)}.
The algebra G∞
S
(Rd) of S -regular generalized functions on Rd consists of those u ∈
GS (Rd) admitting a representative (uε)ε satisfying
(∃N ∈ N)(∀α, β ∈ Nd)(∃ε0 ∈ (0, 1))(∀ε ≤ ε0)
(
sup
x∈Rd
∣∣xα∂βuε(x)∣∣ ≤ ε−N).
In all these algebras, the generalized function with representative (uε)ε is denoted by
[(uε)ε].
We also recall the definition of generalized points and pointwise value theorems in
these generalized function algebras. The set of generalized points of Rd equals R˜d =
MRd/NRd, where
MRd = {(xε)ε ∈ (R
d)(0,1) : (∃N ∈ N)(∃ε0 ∈ (0, 1))(∀ε ≤ ε0)(|xε| ≤ ε−N)}
NRd = {(xε)ε ∈ (Rd)(0,1) : (∀m ∈ N)(∃ε0 ∈ (0, 1))(∀ε ≤ ε0)(|xε| ≤ εm)}.
Similarly, the ring C˜ of generalized (complex) numbers is defined using nets in C(0,1).
By Ω˜, we denote the set of those x˜ ∈ R˜d admitting a representative (xε)ε ∈ Ω(0,1). By
Ω˜c, we denote the set of those x˜ ∈ R˜d admitting a representative (xε)ε ∈ K(0,1) for some
K ⊂⊂ Ω. The value u(x˜) of a generalized function u = [(uε)ε] at a generalized point
x˜ = [(xε)ε] is defined as [(uε(xε))ε] ∈ C˜. This definition turns out to be independent
of representatives for u ∈ G(Ω) at x˜ ∈ Ω˜c, and for u ∈ Gτ (Rd), GS (Rd) at x˜ ∈ R˜d.
Moreover, for u ∈ G(Ω), u = 0 iff u(x˜) = 0 for each x˜ ∈ Ω˜c [10, Thm. 1.2.46].
Similarly, for u ∈ Gτ (Rd), u = 0 iff u(x˜) = 0 for each x˜ ∈ R˜d [10, Prop. 1.2.47]. Since
NS (Rd) = Nτ (Rd) ∩ ES (Rd) [7, Thm. 3.8], the same holds for u ∈ GS (Rd).
We denote by ρ ∈ R˜ the element [(ε)ε]. For x˜ = [(xε)ε] ∈ R˜d, v(x˜) = sup{a ∈ R :
|xε| ≤ εa, for small ε} denotes the valuation on R˜d and |x˜|e = e
−v(x) the sharp norm on
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R˜d. The sharp norm defines a topology on R˜d, which is called the sharp topology (cf.
[6, 22]). For x0 ∈ Rd, we denote by Vx0 the set of all (nongeneralized) neighbourhoods
in Rd of x0; for x˜0 ∈ R˜d, we denote by V˜ex0 , the set of all sharp neighbourhoods in R˜d
of x˜0. We refer to [10] for further properties of Colombeau generalized functions.
3 The algebra of generalized functions on R˜d
Definition 3.1. G(R˜d) := EM(R˜d)/N (R˜d), where
EM(R˜d) =
{
(uε)ε ∈ C
∞(Rd)(0,1) : (∀α ∈ Nd)(∀m ∈ N)(∃N ∈ N)
(∃ε0 ∈ (0, 1))(∀ε ≤ ε0)
(
sup
|x|≤ε−m
|∂αuε(x)| ≤ ε
−N)},
N (R˜d) = {(uε)ε ∈ C∞(Rd)(0,1) : (∀α ∈ Nd)(∀m ∈ N)(∀n ∈ N)
(∃ε0 ∈ (0, 1))(∀ε ≤ ε0)
(
sup
|x|≤ε−m
|∂αuε(x)| ≤ ε
n
)}
.
As for G(Rd), it follows that G(R˜d) is a differential algebra and that we can always
find representatives in D(Rd)(0,1).
Proposition 3.2.
N (R˜d) = EM(R˜d) ∩ {(uε)ε ∈ C∞(Rd)(0,1) : (∀m ∈ N)(∀n ∈ N)
(∃ε0 ∈ (0, 1))(∀ε ≤ ε0)
(
sup
|x|≤ε−m
|uε(x)| ≤ ε
n
)}
.
Hence also in G(R˜d), u = 0 iff u(x˜) = 0, ∀x˜ ∈ R˜d.
Proof. As for N (Rd) [10, Thm. 1.2.3, Thm. 1.2.46].
Definition 3.3. Since EM(R˜d) ⊆ EM(Rd) and N (R˜d) ⊆ N (Rd), the identity map on
representatives gives rise to a well-defined map G(R˜d)→ G(Rd). If u ∈ G(R˜d), we call
the corresponding element u|Rd ∈ G(Rd) the restriction of u to G(R).
The pointwise value theorems provide a natural way to see GS (Rd) and Gτ (Rd) as
subalgebras of G(R˜d).
Proposition 3.4.
1. Gτ (Rd) = Eτ(Rd)/(Eτ(Rd) ∩ N (R˜d)) ⊂ G(R˜d)
2. GS (Rd) = ES (Rd)/(ES (Rd) ∩N (R˜d)) ⊂ G(R˜d)
Proof. (1) As Eτ (Rd) ⊆ EM(R˜d), the point value characterizations in Gτ (Rd) and G(R˜d)
imply that Eτ (Rd) ∩ N (R˜d) = Nτ (Rd). Hence the identity map on representatives
defines a canonical embedding of Gτ (Rd) into G(R˜d). Let uε(x) = (1+ |x|
2)
ln(1+|x|2)
ln(ε−1) , for
each ε ∈ (0, 1). As ln(1 + |x|2) ≤ (2m+ 1) ln(ε−1), for each x with |x| ≤ ε−m (m ∈ N)
and small ε, the net (uε)ε is easily seen to belong to EM(R˜d); as uε(x) ≥ ε−m
2
, for
each x with |x| = ε−m (m ∈ N), the net (uε)ε /∈ Eτ (Rd) +N (R˜d); hence the inclusion
is strict.
(2) Similar.
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As in G(Rd) (but in contrast with Gτ (Rd)), we have a pointwise invertibility criterium
in G(R˜d).
Proposition 3.5. Let u ∈ G(R˜d). Then the following are equivalent:
1. there exists v ∈ G(R˜d) such that uv = 1
2. for each x˜ ∈ R˜d, u(x˜) is invertible in C˜
3. for some (and hence any) representative (uε)ε of u,
(∀m ∈ N)(∃εm ∈ (0, 1))(∃n ∈ N)(∀ε ≤ εm)( inf|x|≤ε−m
|uε(x)| ≥ ε
n).
Proof. (1)⇒ (2): for x˜ ∈ R˜d, u(x˜)v(x˜) = 1 in C˜.
(2)⇒ (3): supposing that the conclusion is not true, we find M ∈ N and a decreasing
sequence (εn)n∈N tending to 0 and xεn ∈ Rd with |xεn| ≤ ε−M and |uεn(xεn)| < εnn, for
each n ∈ N. Let xε = 0, if ε /∈ {εn : n ∈ N}. Then x˜ := [(xε)ε] ∈ R˜d, but u(x˜) is not
invertible in C˜ by [10, Thm. 1.2.38].
(3) ⇒ (1): let εm as in the statement of (3). We may suppose that (εm)m∈N is de-
creasing and tends to 0. Let vε ∈ C∞(Rd) with vε(x) = uε(x)
−1, for |x| ≤ ε−m and
εm+1 < ε ≤ εm. Since each ∂αvε is a linear combination (with coefficients indep. of ε) of∏
β ∂
βuε(x)/u
|α|+1
ε (x) (finite products), [(vε)ε] ∈ G(R˜d). As sup|x|≤ε−m |uε(x)vε(x)− 1| =
0, for ε ≤ εm, we have uv = 1 in G(R˜d).
Lemma 3.6. Let u ∈ G(R˜d). Then there exists a representative (uε)ε of u satisfying
(∀α ∈ Nd)(∃ε0 ∈ (0, 1))(∀m ∈ N)(∃N ∈ N)(∀ε ≤ ε0)
(
sup
|x|≤ε−m
|∂αuε(x)| ≤ ε
−N),
i.e., ε0 may be chosen independent of m.
Proof. Let (u˜ε)ε ∈ EM(R˜d) be a representative of u. Then for each m, k ∈ N, there
exist εm,k ∈ (0, 1) and Nm,k ∈ N such that
(∀α with |α| ≤ k)(∀ε ≤ εm,k)
(
sup
|x|≤ε−m
|∂αu˜ε(x)| ≤ ε
−Nm,k).
We also introduce the notation εm := εm,m. We may suppose that Nm,k is increasing
in m, k, that εm,k is decreasing in m, k, and that limm→∞ εm = 0. Let χ ∈ D(Rd) with
χ(x) = 1, if |x| ≤ 1/2 and χ(x) = 0, if |x| ≥ 1. Let χε(x) = χ(ε
mx), if εm+1 < ε ≤ εm.
Then χε(x) = 1, if |x| ≤ ε−m/2 and χε(x) = 0, if |x| ≥ ε−m (for εm+1 < ε ≤ εm).
Further, supε∈(0,1),x∈Rd |∂
αχε(x)| <∞, ∀α ∈ Nd. Let uε := u˜ε · χε. Then u = [(uε)ε].
Now let α ∈ Nd be fixed. Choose η ∈ (0, 1) (depending on α only) with η ≤ ε|α| and
2|α| sup|β|≤|α|,ε∈(0,1),x∈Rd
∣∣∂βχε(x)∣∣ ≤ η−1. Then for each m ∈ N and ε ≤ η,
sup
|x|≤ε−m
|∂αuε(x)| ≤ η
−1 sup
|β|≤|α|,|x|≤ε−m
∣∣∂β u˜ε(x)∣∣ ≤ ε−1−Nm,|α| ,
as soon as ε ≤ εmax(m,|α|). If εmax(m,|α|) < ε ≤ η, then there exists |α| ≤ k < max(m, |α|)
such that εk+1 < ε ≤ εk. Hence sup|x|≤ε−m |∂
αuε(x)| ≤ sup|x|≤ε−k |∂
αuε(x)| ≤ ε
−1−Nk,|α| .
Summarizing, sup|x|≤ε−m |∂
αuε(x)| ≤ ε
−1−Nmax(m,|α|),|α| , as soon as ε ≤ η.
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Our next aim is to characterize the subalgebras Gτ (Rd) and GS (Rd) in G(R˜d) by the
pointwise values of their elements (and their derivatives).
Proposition 3.7. Let
V = {(uε)ε ∈ C
∞(Rd)(0,1) : (∀α ∈ Nd)(∃N ∈ N)(∀m ∈ N \ {0})
(∃ε0 ∈ (0, 1))(∀ε ≤ ε0)( sup
|x|≤ε−m
|∂αuε(x)| ≤ ε
−mN)}.
Then V = Eτ(Rd) +N (R˜d) and Gτ (Rd) = V/N (R˜d).
Proof. Clearly, N (R˜d) ⊆ V. Let (uε)ε ∈ Eτ (Rd) and α ∈ Nd. Let N ∈ N such that
supx∈Rd(1 + |x|)
−N |∂αuε(x)| ≤ ε−N , for small ε. Then for each m ∈ N \ {0},
sup
|x|≤ε−m
|∂αuε(x)| ≤ ε
−N sup
|x|≤ε−m
(1 + |x|)N ≤ ε−N2Nε−mN ≤ ε−3Nm,
for small ε. Hence (uε)ε ∈ V. Since V is closed under +, Eτ (Rd) +N (R˜d) ⊆ V.
Conversely, let (u˜ε)ε ∈ V. As in lemma 3.6, now with Nk (independent ofm) increasing
in k, we find (uε)ε ∈ (u˜ε)ε + N (R˜d) such that for each α ∈ Nd, there exists M =
(|α|+ 1)N|α| + 1 ∈ N and η ∈ (0, 1) such that
(∀m ∈ N \ {0})(∀ε ≤ η)
(
sup
|x|≤ε−m
|∂αuε(x)| ≤ ε
−mM).
Fix α ∈ Nd. Then for ε ≤ η and m ∈ N \ {0},
sup
ε−m≤|x|≤ε−m−1
(1 + |x|)−M |∂αuε(x)| ≤ εmM sup
|x|≤ε−m−1
|∂αuε(x)| ≤ ε
−M .
Taking the supremum over all m ∈ N \ {0}, we have for each ε ≤ η that
sup
|x|≥ε−1
(1 + |x|)−M |∂αuε(x)| ≤ ε−M .
On the other hand, for ε ≤ η,
sup
|x|≤ε−1
(1 + |x|)−M |∂αuε(x)| ≤ sup
|x|≤ε−1
|∂αuε(x)| ≤ ε
−M .
As α ∈ Nd arbitrary, (uε)ε ∈ Eτ (Rd).
Theorem 3.8. Gτ (Rd) =
{u ∈ G(R˜d) : (∀α ∈ Nd)(∃N ∈ N)(∀x˜ ∈ R˜d with |x˜| ≥ ρ−1)(|∂αu(x˜)| ≤ |x˜|N )}.
Proof. ⊆: let u ∈ Gτ (Rd). Let α ∈ Nd. Since u has a representative in Eτ (Rd), there
exists N ∈ N such that for each x˜ ∈ R˜d with |x˜| ≥ ρ−1, |∂αu(x˜)| ≤ ρ−N (1 + |x˜|)N ≤
ρ−N−1 |x˜|N ≤ |x˜|2N+1.
⊇: if u = [(uε)ε] ∈ G(R˜d) \ Gτ (Rd), then, by proposition 3.7, we find α ∈ Nd such that
for each N ∈ N, we find m ∈ N\{0}, a decreasing sequence (εn)n tending to 0 and xεn
with |xεn | ≤ ε
−m
n and |∂
αuεn(xεn)| > ε
−mN
n ≥ |xεn |
N , ∀n. If u ∈ G(R˜d), there exists
M ∈ N such that |∂αuε(x)| ≤ ε−M , for |x| ≤ ε−1 and for small ε. Hence for N > M ,
|xεn| > ε
−1
n , for sufficiently large n. Let xε := (ε
−1, 0, . . . , 0), if ε /∈ {εn : n ∈ N}. Then
x˜ := [(xε)ε] ∈ R˜d with |x˜| ≥ ρ−1 and |∂αu(x˜)|  |x˜|
N−1.
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Proposition 3.9. Let
W = {(uε)ε ∈ EM(R˜d) : (∀α ∈ Nd)(∀k ∈ N)(∃N ∈ N)(∀m ∈ N \ {0})
(∃ε0 ∈ (0, 1))(∀ε ≤ ε0)
(
sup
ε−m≤|x|≤ε−m−1
|∂αuε(x)| ≤ ε
mk−N)}.
Then W = ES (Rd) +N (R˜d) and GS (Rd) =W/N (R˜d).
Proof. Clearly, N (R˜d) ⊆ W. Let (uε)ε ∈ ES (Rd). Fix α ∈ Nd and k ∈ N. Then
there exists N ∈ N such that supx∈Rd |x|
k |∂αuε(x)| ≤ ε−N , for small ε. Thus for each
m ∈ N \ {0},
sup
ε−m≤|x|≤ε−m−1
|∂αuε(x)| ≤ ε
−N sup
ε−m≤|x|≤ε−m−1
|x|−k ≤ εmk−N ,
for small ε. Hence (uε)ε ∈ W. Since W is closed under +, ES (Rd) +N (R˜d) ⊆ W.
Conversely, let (u˜ε)ε ∈ W. As in lemma 3.6, now with ε|α|,k,m and εm := εm,m,m, we
find (uε)ε ∈ (u˜ε)ε +N (R˜d) such that for each α ∈ Nd and k ∈ N, there exists N ∈ N
and η ∈ (0, 1) (choose now η ≤ εmax(|α|,k)) such that
(∀m ∈ N \ {0})(∀ε ≤ η)
(
sup
ε−m≤|x|≤ε−m−1
|∂αuε(x)| ≤ ε
mk−N).
Fix α ∈ Nd and k ∈ N. Then for ε ≤ η, β ∈ Nd with |β| = k and m ∈ N \ {0},
sup
ε−m≤|x|≤ε−m−1
∣∣xβ∂αuε(x)∣∣ ≤ ε−(m+1)|β| sup
ε−m≤|x|≤ε−m−1
|∂αuε(x)| ≤ ε
−N−|β|.
Taking the supremum over all m ∈ N \ {0}, we have for each ε ≤ η that
sup
|x|≥ε−1
∣∣xβ∂αuε(x)∣∣ ≤ ε−N−|β|.
On the other hand, since (uε)ε ∈ EM(R˜d), there exists M ∈ N such that
sup
|x|≤ε−1
∣∣xβ∂αuε(x)∣∣ ≤ ε−|β| sup
|x|≤ε−1
|∂αuε(x)| ≤ ε
−M−|β|,
for sufficiently small ε. As α, β ∈ Nd arbitrary, (uε)ε ∈ ES (Rd).
Theorem 3.10. GS (Rd) = {u ∈ G(R˜d) :
(∀α ∈ Nd)(∀k ∈ N)(∃C ∈ R˜)(∀x˜ ∈ R˜d with |x˜| ≥ ρ−1)(|∂αu(x˜)| ≤ C |x˜|−k)}.
Proof. ⊆: Let u ∈ GS (Rd). Let α ∈ Nd and k ∈ N. Since u has a representative
in ES (Rd), we find N ∈ N such that for each β ∈ Nd with |β| ≤ k and x˜ ∈ R˜d,∣∣x˜β∂αu(x˜)∣∣ ≤ ρ−N . Hence |x˜|k |∂αu(x˜)| ≤ (∑dj=1 |xj |)k |∂αu(x˜)| ≤ dkρ−N . If |x˜| ≥ ρ−1,
this implies |∂αu(x˜)| ≤ C |x˜|−k, with C = dkρ−N ∈ R˜.
⊇: if u = [(uε)ε] ∈ G(R˜d)\GS (Rd), then, by proposition 3.9, we find α ∈ Nd and k ∈ N
such that for each N ∈ N, we find m ∈ N \ {0}, a decreasing sequence (εn)n∈N tending
to 0 and xεn with ε
−m
n ≤ |xεn| ≤ ε
−m−1
n and |∂
αuεn(xεn)| > ε
mk−N
n ≥ |xεn |
−k ε−Nn . Let
xε := (ε
−1, 0, . . . , 0), if ε /∈ {εn : n ∈ N}. Then x˜ := [(xε)ε] ∈ R˜d with |x˜| ≥ ρ−1 and
|∂αu(x˜)|  |x˜|−k ρ−N+1. As N ∈ N is arbitrary, we conclude that for each C ∈ R˜,
there exists x˜ ∈ R˜d with |x˜| ≥ ρ−1 such that |∂αu(x˜)|  C |x˜|−k.
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Definition 3.11. A generalized point x˜ ∈ R˜d is said to be of slow scale if |x˜|e ≤ 1, or
equivalently, if for each a ∈ R+, |xε| ≤ ε−a, for small ε. Similarly, a generalized point
x˜ ∈ R˜d is said to be of fast scale if |x˜| is invertible in R˜ and |1/x˜|e < 1, or equivalently,
if there exists a ∈ R+ such that |xε| ≥ ε−a, for small ε. We denote the set of slow,
resp. fast, scale points of R˜d by R˜dss, resp. R˜
d
fs.
Theorem 3.12. For u ∈ G(R˜d), the following are equivalent:
1. u(x˜) = 0, ∀x˜ ∈ R˜dfs
2. ∂αu(x˜) = 0, ∀x˜ ∈ R˜dfs, ∀α ∈ N
d
3. (∃a˜ ∈ R˜ss) (∀x˜ ∈ R˜d with |x˜| ≥ a˜) (u(x˜) = 0)
4. u has a representative (uε)ε such that
(∀a ∈ R+)(∃η ∈ (0, 1))(∀ε ≤ η)(∀x ∈ Rd with |x| ≥ ε−a)(uε(x) = 0)
5. u has a representative (uε)ε such that
(∀m ∈ N \ {0})(∃εm ∈ (0, 1))(∀ε ≤ εm)
(
sup
|x|≥ε−1/m
|uε(x)| ≤ ε
m
)
6. u has a representative (uε)ε such that
(∀α ∈ Nd)(∀m ∈ N \ {0})(∃η ∈ (0, 1))(∀ε ≤ η)
(
sup
|x|≥ε−1/m
|∂αuε(x)| ≤ ε
m
)
7. u has a representative (uε)ε such that
(∃N ∈ N)(∀β ∈ Nd)(∃η ∈ (0, 1))(∀ε ≤ η)( sup
x∈Rd
∣∣xβuε(x)∣∣ ≤ ε−N)
8. u has a representative (uε)ε such that
(∀α ∈ Nd)(∃N ∈ N)(∀β ∈ Nd)(∃η ∈ (0, 1))(∀ε ≤ η)( sup
x∈Rd
∣∣xβ∂αuε(x)∣∣ ≤ ε−N)
(in particular, u has a representative in ES (Rd)).
We call slow scale supported those u ∈ G(R˜d) satisfying one of these equivalent con-
ditions, and denote the set of all slow scale supported u ∈ G(R˜d) by Gss(R˜d).
Then G∞
S
(Rd) $ Gss(R˜d) $ GS (Rd) is a differential ideal of G(R˜d).
Proof. (1) ⇒ (2): Let x˜0 ∈ R˜dfs. Then v(x) := u(x + x˜0) ∈ G(R˜
d) and v(x˜) = 0 for
each x˜ ∈ R˜dc . By the pointwise value theorem in G(R
d), v|Rd = 0 in G(Rd). Hence also
∂αu(x˜0) = ∂
αv(0) = 0, ∀α ∈ Nd.
(2)⇒ (6): By contraposition, (2) implies that for a representative (uε)ε of u,
(∀α ∈ Nd)(∀k ∈ N)(∀m ∈ N\{0})(∃ε0 ∈ (0, 1))(∀ε ≤ ε0)( sup
ε−m≤|x|≤ε−m−1
|∂αuε(x)| ≤ ε
k).
With the notations of proposition 3.9, this implies that (uε)ε ∈ W, hence u ∈ GS (Rd).
So we may assume that (uε)ε ∈ ES (Rd). Now suppose that (6) does not hold, then we
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find α ∈ Nd,M ∈ N\{0}, a decreasing sequence (εn)n∈N tending to 0 and xεn ∈ Rd with
|xεn| ≥ ε
−1/M
n such that |∂αuεn(xεn)| > ε
M
n , ∀n. As (uε)ε ∈ ES (R
d), there exists N ∈ N
such that supx∈Rd |x| |∂
αuε(x)| ≤ ε−N , for small ε. Hence |xεn | ≤ ε
−N
n |∂
αuεn(xεn)|
−1 <
ε−N−Mn , for small n. Let xε ∈ R
d with |xε| = ε−1/M , if ε /∈ {εn : n ∈ N}. Then
x˜ := [(xε)ε] ∈ R˜dfs but ∂
αu(x˜) 6= 0, contradicting (2).
(6)⇒ (5): trivial.
(5) ⇒ (3): For each m ∈ N \ {0}, let εm as in the statement of (5). We may assume
that (εm)m∈N is decreasing and tends to 0. Let aε = ε−1/
√
m, for εm+1 < ε ≤ εm. As
aε ≥ ε
−1/m, |uε(x)| ≤ εm, for each x ∈ Rd with |x| ≥ aε and εm+1 < ε ≤ εm. Thus
a˜ := [(aε)ε] ∈ R˜ satisfies the statement of (3).
(3)⇒ (1): If x˜ ∈ R˜dfs, then there exists b ∈ R
+ such that |x˜| ≥ ρ−b ≥ a˜.
(3) ⇒ (4): Let a˜ = [(aε)ε] as in the statement of (3). We may suppose that aε ≥ 1,
∀ε. Let (χε)ε ∈ EM(R˜d) with χε(x) = 1, if |x| ≤ aε and χε(x) = 0, if |x| ≥ 2aε. Let
u = [(u˜ε)ε] and define uε := χε · u˜ε. Then (uε− u˜ε)ε ∈ N (R˜d) since the point-values in
all points of R˜d are 0 (to be precise, one uses an interleaving argument as in the proof
of lemma 4.1). Hence u = [(uε)ε].
(4)⇒ (8): Fix α ∈ Nd. As (uε)ε ∈ EM(R˜d), there exists N ∈ N such that, for small ε,
sup|x|≤ε−1 |∂
αuε(x)| ≤ ε−N . Then for β ∈ Nd,
sup
x∈Rd
∣∣xβ∂αuε(x)∣∣ ≤ sup
|x|≤ε−1/(|β|+1)
∣∣xβ∂αuε(x)∣∣ ≤ ε− |β||β|+1ε−N ≤ ε−N−1,
for small ε.
(8)⇒ (7): trivial.
(7) ⇒ (5): There exists N ∈ N such that for each k ∈ N, supx∈Rd |x|
k |uε(x)| ≤ ε−N ,
for small ε. Hence for each k ∈ N and m ∈ N \ {0},
sup
|x|≥ε−1/m
|uε(x)| ≤ ε
−N sup
|x|≥ε−1/m
|x|−k ≤ εk/m−N ,
for small ε.
Since Gss(R˜d) ⊆ GS (Rd), the Fourier transform :̂ Gss(R˜d) → GS (Rd) is well-defined
and û = [(ûε)ε], if (uε)ε ∈ ES (Rd) [5].
Theorem 3.13. The Fourier transform Ĝss(R˜d) of Gss(R˜d), consisting of those ele-
ments in G(R˜d) with slow scale spectrum, is given by those elements in GS (Rd) with
a representative (uε)ε ∈ ES (Rd) satisfying
(∀α ∈ Nd)(∃N ∈ N)(∀β ∈ Nd)(∃η ∈ (0, 1))(∀ε ≤ η)( sup
x∈Rd
∣∣xα∂βuε(x)∣∣ ≤ ε−N). (1)
Further, Ĝss(Rd) is a differential subalgebra of GS (Rd) and
G∞
S
(Rd) = Gss(R˜d) ∩ Ĝss(R˜d) = {u ∈ G(R˜d) : u(x˜) = û(x˜) = 0, ∀x˜ ∈ R˜dfs}.
Proof. Let (uε)ε ∈ ES (Rd) satisfy equation (1). Using characterization (8) of theorem
3.12, û ∈ Gss(R˜d), since
sup
ξ∈Rd
∣∣ξβ∂αûε(ξ)∣∣ = sup
ξ∈Rd
∣∣∣ ̂∂β(xαuε)(ξ)∣∣∣ ≤∑
γ≤β
∫
Rd
∣∣∂β−γxα∣∣ |∂γuε(x)| dx
≤ ε−1 sup
γ≤β,x∈Rd
(1 + |x|)d+|α|+1 |∂γuε(x)| ,
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for small ε. By Fourier inversion, u ∈ Ĝss(R˜d). Conversely, by the same inequality,
if u ∈ Gss(R˜d), then there exists a representative (uε)ε ∈ ES (Rd) of u such that
(ûε)ε ∈ ES (Rd) satisfies equation (1). The result follows again by Fourier inversion.
Finally, let u ∈ Gss(R˜d) ∩ Ĝss(R˜d). Let (uε)ε ∈ ES (Rd) be a representative of u
satisfying condition (4) of theorem 3.12. Since equation (1) holds independent of the
representative in ES (Rd), there exists N ∈ N such that for each β ∈ Nd and for small
ε, supx∈Rd
∣∣∂βuε(x)∣∣ ≤ ε−N . Then, for any α, β ∈ Nd,
sup
x∈Rd
∣∣xα∂βuε(x)∣∣ ≤ sup
|x|≤ε−1/(|α|+1)
∣∣xα∂βuε(x)∣∣ ≤ ε−N−1,
for small ε.
4 Equalities in the sense of tempered generalized
distributions
Let u, v ∈ GS (Rd). In this section, we investigate when u is equal to v in the sense of
generalized tempered distributions [2], i.e., when
∫
Rd
uφ =
∫
Rd
vφ, for each φ ∈ S (Rd).
Lemma 4.1. Let u ∈ Gss(R˜d) and v ∈ G(R˜d) with v(x˜) = 0, ∀x˜ ∈ R˜dss, then uv = 0 in
G(R˜d).
Proof. By theorem 3.12, there exists x˜0 ∈ R˜dss such that u(y˜) = 0, for each y˜ ∈ R˜d
with |y˜| ≥ |x˜0|. Let x˜ ∈ R˜d. Fix representatives (xε)ε of x˜ and (x0,ε)ε of x˜0, and let
S = {ε ∈ (0, 1) : |xε| ≤ |x0,ε|}. Then |x˜eSc + x˜0eS| ≥ |x˜0| and |x˜eS|e ≤ |x˜0|e ≤ 1
(eS ∈ R˜ is the element with the characteristic function on S as a representative).
Hence u(x˜eSc + x˜0eS) = u(x˜)eSc + u(x˜0)eS = 0, v(x˜eS) = v(x˜)eS = 0, so u(x˜)v(x˜) =
u(x˜)(v(x˜)eS) + (u(x˜)eSc)v(x˜) = 0. As x˜ ∈ R˜d arbitrary, uv = 0 in G(R˜d).
Lemma 4.2. Let u ∈ Gss(R˜d). Then there exists χ ∈ G∞S (R
d) such that u = uχ.
Proof. By theorem 3.12, there exists a˜ ∈ R˜ss with a˜ ≥ 1 such that u(x˜) = 0, for
each x˜ ∈ R˜d with |x˜| ≥ a˜. Let a˜ = [(aε)ε] with aε ≥ 1, ∀ε and let φ ∈ D(Rd) with
φ(x) = 1, if |x| ≤ 1 and φ(x) = 0, if |x| ≥ 2. Let χε(x) = φ(x/aε). It is easy to see
that χ = [(χε)ε] ∈ G∞S (R
d). Further, u(x˜) = u(x˜)χ(x˜), for each x˜ ∈ R˜d, as can be seen
analogously to lemma 4.1. Hence u = uχ in G(R˜d) (and hence also in GS (Rd)).
Proposition 4.3. Let u ∈ GS (Rd). Then the following are equivalent:
1.
∫
Rd
uφ = 0, ∀φ ∈ Ĝss(R˜d)
2. u ⋆ φ = 0, ∀φ ∈ Ĝss(R˜d)
3. ûφ = 0, ∀φ ∈ Gss(R˜d)
4. û(ξ˜) = 0, ∀ξ˜ ∈ R˜dss
5.
∫
Rd
ûφ = 0, ∀φ ∈ Gss(R˜d).
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Proof. (1)⇒ (2): if φ ∈ Ĝss(R˜d), then also x 7→ φ(a˜− x) ∈ Ĝss(R˜d), for each a˜ ∈ R˜d.
(2)⇒ (3): û · φ̂ = û ⋆ φ = 0̂ = 0, ∀φ ∈ Ĝss(R˜d).
(3)⇒ (4): let ξ˜ ∈ R˜dss. Let φ ∈ S (Rd) with φ(0) = 1. Then ψ(x) := φ(x−ξ˜) ∈ Gss(R˜d)
and û(ξ˜) = û(ξ˜)ψ(ξ˜) = 0.
(4)⇒ (5): by lemma 4.1, ûφ = 0, ∀φ ∈ Gss(R˜d).
(5)⇒ (1): by Parseval’s formula,
∫
Rd
ûφ =
∫
Rd
uφ̂, ∀u, φ ∈ GS (Rd).
Theorem 4.4. Let u ∈ GS (Rd). Let u = v + w, where v, w ∈ GS (Rd) and v(x˜) =
ŵ(x˜) = 0, ∀x˜ ∈ R˜dss. Then
∫
Rd
uφ = 0, ∀φ ∈ S (Rd).
Proof. By proposition 4.3,
∫
Rd
wφ = 0, ∀φ ∈ S (Rd) ⊆ Ĝss(R˜d).
If φ ∈ S (Rd) ⊆ Gss(R˜d), then vφ = 0 in GS (Rd) by lemma 4.1. Hence
∫
Rd
vφ = 0.
Conjecture 4.5. There exists u ∈ GS (Rd) such that
∫
Rd
uφ = 0, ∀φ ∈ S (Rd), yet
u 6= v + w, where v, w ∈ GS (Rd) and v(x˜) = ŵ(x˜) = 0, ∀x˜ ∈ R˜dss.
If u ∈ Gss(R˜d) or u ∈ Ĝss(R˜d), then the converse of theorem 4.4 holds.
Theorem 4.6.
1. If u ∈ Gss(R˜d), then∫
Rd
uφ = 0, ∀φ ∈ S (Rd) ⇐⇒ û(ξ˜) = 0, ∀ξ˜ ∈ R˜dss.
2. If u ∈ Ĝss(R˜d), then∫
Rd
uφ = 0, ∀φ ∈ S (Rd) ⇐⇒ u(x˜) = 0, ∀x˜ ∈ R˜dss.
Proof. (1) ⇒: as S (Rd) is a barreled topological vector space, also
∫
Rd
uφ = 0, ∀φ ∈
G∞
S
(Rd) by [23, Thm. 3.3] (this follows as in [23, Thm. 3.5]). Let ψ ∈ Ĝss(R˜d).
By lemma 4.2, u = uχ with χ ∈ G∞
S
(Rd). Hence
∫
Rd
uψ =
∫
Rd
u(χψ) = 0, since
χψ ∈ Gss(R˜d) ∩ Ĝss(R˜d) = G∞S (R
d). The conclusion follows by proposition 4.3.
(2) ⇒: by Parseval’s formula,
∫
Rd
ûφ =
∫
Rd
uφ̂ = 0, ∀φ ∈ S (Rd). Since û ∈ Gss(R˜d),
the conclusion follows by part (1) and Fourier inversion.
(1), (2) ⇐: by theorem 4.4.
Since Gc(Rd) ⊆ Gss(R˜d), theorem 4.6 can be viewed as a generalization of [23, Thm. 4.2].
5 Pointwise G∞-regularity
We recall the various definitions of a generalized function regular at a non-generalized
point and at a compactly supported generalized point as introduced in [4, 19] (in [19],
other than compactly supported generalized points are considered as well).
Definition 5.1. [4, 19] Let u = [(uε)ε] ∈ G(Ω). Let x0 ∈ Ω and x˜0 ∈ Ω˜c.
1. u ∈ G∞x0 iff (∃V ∈ Vx0)(∃N ∈ N)(∀α ∈ N
d)
(
sup
x∈V
|∂αuε(x)| ≤ ε−N , for small ε
)
.
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2. u ∈ G˙∞x0 iff (∃N ∈ N)(∀α ∈ N
d)(∃V ∈ Vx0)
(
sup
x∈V
|∂αuε(x)| ≤ ε−N , for small ε
)
.
3. u ∈ G˜∞
ex0
iff (∃V ∈ V˜ex0)(∃N ∈ N)(∀α ∈ Nd)(∀x˜ ∈ V )(|∂αu(x˜)| ≤ ρ−N ).
4. u ∈ ˙˜G∞ex0 iff (∃N ∈ N)(∀α ∈ N
d)(|∂αu(x˜0)| ≤ ρ
−N).
Further, G˙∞(Ω) :=
⋂
x∈Ω G˙
∞
x . The equality G
∞(Ω) =
⋂
x∈Ω G
∞
x holds.
We extend the definition of ˙˜G∞ at a point to arbitrary subsets of Ω˜c and indicate how
the previous definitions can be related to each other by means of this definition. For
this purpose, we extend (by similar arguments) the result given in [19] that u ∈ G∞(Ω)
iff u ∈ ˙˜G∞ex for each x˜ ∈ Ω˜c.
Definition 5.2. Let ∅ 6= A ⊆ Ω˜c and u ∈ G(Ω). We say that u ∈
˙˜
G∞(A) iff u ∈ ˙˜G∞ex
for each x˜ ∈ A.
We recall [20] that A ⊆ R˜d is called internal iff there exists a net (Aε)ε of subsets of Rd
such that A is the set of those x˜ ∈ R˜d with a representative (xε)ε such that xε ∈ Aε,
for small ε. In this case, we write A = [(Aε)ε]. In particular, for A ⊆ Rd, we denote
by A˜ the internal set [(A)ε].
Proposition 5.3. Let (An)n∈N be a decreasing sequence of internal subsets of Ω˜. Let
An = [(A
n
ε )ε], for each n ∈ N. Let B =
⋂
n∈NAn. Let Bc = B ∩ Ω˜c 6= ∅ and
u = [(uε)ε] ∈ G(Ω). Then the following are equivalent.
1. u ∈ ˙˜G∞(Bc)
2. (∀K ⊂⊂ Ω)(∃N ∈ N)(∀α ∈ Nd)(∃m ∈ N)(∀x˜ ∈ K˜ ∩ Am)(|∂αu(x˜)| ≤ ρ−N)
3. (∀K ⊂⊂ Ω)(∃N ∈ N)(∀α ∈ Nd)(∃m ∈ N)
(
sup
x∈K∩Amε
|∂αuε(x)| ≤ ε−N , for small ε
)
.
Proof. (1)⇒ (3): Supposing the conclusion is not true, we find K ⊂⊂ Ω, αn ∈ Nd (for
each n ∈ N), εn,m ∈ (0, 1/m) (for each n,m ∈ N) (by enumerating the countable family
(εn,m)n,m, we can successively choose the εn,m in such a way that they are all different)
and xεn,m ∈ K ∩A
n+m
εn,m with
∣∣∂αnuεn,m(xεn,m)∣∣ > ε−nn,m, ∀n,m ∈ N. Let y˜ = [(yε)ε] ∈ Bc.
Then there exists L ⊂⊂ Ω such that K ⊆ L and y˜ ∈ [(L ∩ Akε)ε], for each k ∈ N. For
k ≤ n +m, [(L ∩ An+mε )ε] ⊆ Ak, so by [20, Prop. 2.9], supx∈L∩An+mε d(x,A
k
ε) ≤ ε
m+n,
for small ε. Hence we can ensure that d(xεn,m , A
k
εn,m) ≤ ε
m+n
n,m , for each n,m ∈ N and
k ≤ n+m. Let xε = yε, if ε /∈ {εn,m : n,m ∈ N}. Let k, l ∈ N. Then d(xεn,m, Akεn,m) ≤
εln,m, except for finitely many (n,m) ∈ N
2. Since also y˜ ∈ Ak, (d(xε, Akε))ε ∈ NR by
[20, Prop. 2.1]. By the same proposition, x˜ = [(xε)ε] ∈ Bc. By hypothesis, there exists
N ∈ N such that for each α ∈ Nd, |∂αu(x˜)| ≤ ρ−N . This contradicts the fact that for
a fixed n > N , limm→∞ εn,m = 0 and
∣∣∂αnuεn,m(xεn,m)∣∣ > ε−nn,m, ∀m ∈ N.
(3) ⇒ (2): let K be contained in the interior of L ⊂⊂ Ω. Then for each m ∈ N and
x˜ ∈ K˜ ∩Am, there exists a representative (xε)ε of x˜ with xε ∈ L ∩Amε , for small ε.
(2)⇒ (1): x˜ ∈ Bc iff x˜ ∈ B ∩ K˜, for some K ⊂⊂ Ω.
Definition 5.4. Let x˜, y˜ ∈ Ω˜c. We say that x˜ is infinitely close to y˜ (notation: x˜ ≈ y˜)
iff |x˜− y˜| < 1/n, for each n ∈ N (in Colombeau theory, it is also said that x − y is
associated with 0 [10, 1.2.69]). We call monad of x˜ the set µ(x˜) = {y˜ ∈ R˜d : y˜ ≈ x˜}.
We denote ns(Ω) =
⋃
x∈Ω µ(x).
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Corollary 5.5. Let u ∈ G(Ω), x0 ∈ Ω and x˜0 ∈ Ω˜c.
1. u ∈ G˜∞
ex0
iff there exists V ∈ V˜ex0 such that u ∈
˙˜
G∞(V )
2. u ∈ G˙∞x0 iff u ∈
˙˜
G∞(µ(x0))
3. u ∈ G∞x0 iff there exists V ∈ Vx0 such that u ∈
˙˜
G∞(V˜ )
4. u ∈ G˙∞(Ω) iff u ∈ ˙˜G∞(ns(Ω))
5. u ∈ G∞(Ω) iff u ∈ ˙˜G∞(Ω˜c).
Proof. (1) Since V contains an internal sharp neighbourhood A = {x˜ ∈ R˜d : |x˜− x˜0| ≤
ρm} (for some m ∈ N), this follows from proposition 5.3 with An = A, ∀n.
(2) Since µ(x0) =
⋂
n∈NAn, with An = {x˜ ∈ R˜
d : |x˜− x0| ≤ 1/n} internal, this follows
from proposition 5.3.
(3) (see also [19]) Since V˜ = [(V )ε] is internal, this follows from proposition 5.3 with
An = V˜ , ∀n.
(4) Immediate by (2).
(5) (see also [19]) Since Ω˜ = [(Ω)ε] is internal, this follows from proposition 5.3.
We now proceed to show that G∞(Ω) = G˙∞(Ω). For this purpose, we turn to a more
quantitative version of an argument used to characterize N (Ω) [10, Thm. 1.2.3].
Proposition 5.6. Let u = [(uε)ε] ∈ G(Ω) and let x0 ∈ Ω. Let for each k ∈ N,
ak = sup{a ∈ R : (∀β ∈ Nd with |β| = k)(∀(xε)ε → x0)(|∂βuε(xε)| ≤ εa, for small ε)}.
Let m ∈ N. If am+1 < am, then −ak is a convex function of k ∈ {n ∈ N : n ≥ m}.
Proof. (i) Let first a1 < a0. Suppose that a1 <
a0+a2
2
. Let δ = min{a0−a1
2
, a0+a2
2
−a1} >
0. Let (xε)ε → x0 arbitrary. Let (ei)i=1,...,d denote the standard basis of Rd. Let
yε = xε + ε
a0−a1−δei. Then (yε)ε → x0 and yε ∈ Ω for small ε. By Taylor’s formula,
∂iuε(xε) = ε
a1−a0+δ(uε(yε)− uε(xε))−
εa0−a1−δ
2
∂2i uε(xε + θε(yε − xε)),
for some 0 ≤ θε ≤ 1. Since also (xε + θε(yε − xε))ε → x0,
|∂iuε(xε)| ≤ ε
a1−a0+δεa0−δ/2 + εa0−a1−δεa2−δ/2 ≤ 2εa1+δ/2
for small ε. This contradicts the definition of a1. Thus a1 ≥
a0+a2
2
. In particular,
a2 < a1.
(ii) If m ∈ N and am+1 < am, the same reasoning applied to all ∂αu with |α| = m
instead of u, yields am+1 ≥
am+am+2
2
(and in particular am+2 < am+1).
Corollary 5.7. Let u = [(uε)ε] ∈ G(Ω) and x0 ∈ Ω. Let ak (k ∈ N) as in the
previous proposition. Then u ∈ G˙∞x0 iff ak is a non-decreasing function of k ∈ N iff
sup{
∣∣∂βu(x˜)∣∣
e
: |β| = k and x˜ ≈ x0} is a non-increasing function of k ∈ N.
Proof. If ak is a non-decreasing function of k, then clearly u ∈
˙˜
G∞(µ(x0)) = G˙∞x0 .
Conversely, if there exist k < l such that al < ak, then also am+1 < am for some m ∈ N
(with k ≤ m < l). By proposition 5.6, am+j ≤ am − j(am − am+1), for each j ∈ N. In
particular, aj → −∞ as j →∞. Hence u /∈ G˙∞x0 .
The second equivalence follows from the fact that ak = sup{a ∈ R : (∀β ∈ Nd with
|β| = k) (∀x˜ ≈ x0)(v(∂βuε(xε)) ≥ a)} = inf{v(∂βu(x˜)) : |β| = k and x˜ ≈ x0}, ∀k ∈ N
(here v denotes the valuation on C˜).
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Theorem 5.8. G∞(Ω) = G˙∞(Ω).
Proof. Let u ∈ G(Ω). If u /∈ G∞(Ω), we find K ⊂⊂ Ω, αn ∈ Nd (for each n ∈ N),
εn,m ∈ (0, 1/m) (for each n,m ∈ N) and xεn,m ∈ K such that |∂αnuεn,m(xεn,m)| > ε−nn,m,
∀n,m ∈ N. Let L ⊂⊂ Ω with K contained in the interior of L. As u ∈ G(Ω),
there exists N ∈ N such that supx∈L |uε(x)| ≤ ε−N , for small ε. For a fixed n > N ,
we find by the compactness of K some x0 ∈ K and a subsequence of (xεn,m)m∈N
converging to x0. With the notations of proposition 5.6, this implies that a0 ≥ −N
and a|αn| ≤ −n < −N . By corollary 5.7, u /∈ G˙
∞
x0 . Hence u /∈ G˙
∞(Ω). The converse
inclusion is immediate.
Corollary 5.9. Let u ∈ G(Ω). Then u ∈ G∞(Ω) iff for each x ∈ Ω, sup{
∣∣∂βu(y˜)∣∣
e
:
|β| = k and y˜ ≈ x} is a non-increasing function of k ∈ N.
Theorem 5.8 apparently contradicts a counterexample in [4, 19]. Indeed, the function
constructed there in fact belongs to G∞(R), contrary to what is claimed there. Never-
theless, the argument in [4, 19] shows that G∞x0 $ G˙
∞
x0
(for x0 ∈ Ω) and G˜∞ex0 $
˙˜
G∞ex0 (for
x˜0 ∈ Ω˜c). The latter means that, for u ∈ G(Ω), the set of x˜ ∈ Ω˜c for which u ∈
˙˜
G∞ex
is not necessarily open in the sharp topology. We now give a corrected version of the
counterexample in [4, 19].
Example 5.10. Let φ ∈ C∞(R) with suppφ ⊆ [−1, 1] and Dkφ(0) 6= 0, for infinitely
many k ∈ N. Let (an)n∈N be a strictly decreasing sequence of real numbers tending to
0. For every m ∈ N, m ≥ 1, let (εm,n)n∈N be a strictly decreasing sequence of numbers
in (0, 1) such that limn→∞ εm,n = 0 and
{εm,n : n ∈ N} ∩ {εm′,n : n ∈ N} = ∅, ∀m′ 6= m.
Let uε = 0 if ε /∈ {εm,n : n,m ∈ N, m ≥ 1} and
uεm,n(x) =
1
εm+1m,n
∫ x
0
(x− t)m−1
(m− 1)!
φ
(t− am
εm+1m,n
)
dt, ∀n,m ∈ N, m ≥ 1, x ∈ R.
Let x˜0 = [(xε)ε] ∈ R˜c, where{
xεm,n = am + ε
m+1
m,n , ∀m,n ∈ N, m ≥ 1
xε = 0 ∀ε /∈ {εm,n : n,m ∈ N, n ≥ 1}.
Then u = [(uε)ε] ∈ G(R), u ∈ G˙∞0 \ G∞0 , u ∈
˙˜
G∞ex0 \ G˜
∞
ex0
and u /∈ ˙˜G∞am, for each m ∈ N.
Proof. Let R ∈ R+. Since
sup
|x|≤R
∣∣Dkuεm,n(x)∣∣ ≤

Rm−k−1
(m− k − 1)!
∫
R
ε−m−1m,n
∣∣∣φ(t− am
εm+1m,n
)∣∣∣ dt ≤ eR ∫
R
|φ| , k < m
ε
−(m+1)(k−m+1)
m,n supx∈R
∣∣Dk−mφ(x)∣∣ , k ≥ m,
u ∈ G(R).
If k ≥ m, Dkuεm,n(x) = 0 for x ≤ am − ε
m+1
m,n . Hence for each k ∈ N,
∣∣Dkuε(x)∣∣ ≤
eak
∫
R
|φ| for |x| ≤ ak/2 and ε sufficiently small. Thus u ∈ G˙∞0 .
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Similarly, if k ≥ m, Dkuεm,n(xεm,n) = 0, ∀n ∈ N. Hence u ∈
˙˜
G∞ex0 .
If k ≥ m, Dkuεm,n(am) = ε
−(m+1)(k−m+1)
m,n Dk−mφ(0), ∀n ∈ N. Hence u /∈ ˙˜G∞am , for each
m ∈ N. As am → 0, this implies also u /∈ G∞0 .
Fix m0 ∈ N and let yεm0,n = am0 , ∀n ∈ N and yε = xε, if ε /∈ {εm0,n : n ∈ N}. Similarly,
for y˜ = [(yε)ε], u /∈
˙˜
G∞ey . Yet |y˜ − x˜0| ≤ ρ
m0+1. As m0 ∈ N arbitrary, u /∈ G˜∞ex0 .
Proposition 5.11. Let u ∈ G(Ω) and x˜0 ∈ Ω˜c.
1. u ∈ ˙˜G∞ex0 iff (∃v ∈ G
∞
c (Rd)) (∀α ∈ Nd) (∂αu(x˜0) = ∂αv(x˜0)).
2. u ∈ G˜∞
ex0
iff (∃v ∈ G∞c (Rd)) (∃V ∈ V˜ex0) (∀x˜ ∈ V ) (u(x˜) = v(x˜)).
Proof. (1) Let u ∈ ˙˜G∞ex0 and x˜0 = [(x0,ε)ε]. For each α ∈ N
d, let (cα,ε)ε be a representa-
tive of ∂αu(x˜0) with |cα,ε| ≤ ε−N , ∀ε (this is possible for some N ∈ N not depending
on α). We now let wε(x) =
∑
|α|≤mε
cα,ε
α!
(x − x0,ε)α, where limε→0mε = ∞. For each
β ∈ Nd and M ∈ N,
sup
|x|≤M
∣∣∂βwε(x)∣∣ ≤ ε−N sup
|x|≤M
∑
|α|≤mε
|∂β(x− x0,ε)α|
α!
≤ ε−N sup
|x|≤M
∑
|α|≤mε
|(x− x0,ε)α|
α!
≤ ε−N sup
|x|≤M
ed|x−x0,ε| ≤ ε−N−1,
for small ε. Hence w ∈ G∞(Rd). Further, ∂βwε(x0,ε) = cβ,ε, for small ε, hence
∂βw(x˜0) = ∂
βu(x˜0). Choosing φ ∈ D(B(0, 1)) with φ(x) = 1 for |x| ≤ 1/2, v(x) :=
w(x)φ(x− x˜0) ∈ G∞c (R
d) and ∂βv(x˜0) = ∂
βw(x˜0), ∀β ∈ Nd.
(2) If moreover u ∈ G˜∞
ex0
, then f := u − v ∈ G˜∞
ex0
and ∂αf(x˜0) = 0, ∀α ∈ Nd. By
proposition 5.3, there exist n,N ∈ N \ {0} such that for each m ∈ N, by the Taylor
expansion up to order m,
sup
|x−x0,ε|≤εn
|fε(x)| ≤ νε + sup
|x−x0,ε|≤εn
|x− x0,ε|
m+1
∑
|α|=m+1
sup
|x−x0,ε|≤εn
|∂αfε(x)|
≤ εn(m+1)−N−1,
for small ε and for some (νε)ε ∈ NR. Since m ∈ N arbitrary, f(x˜) = 0, i.e., u(x˜) = v(x˜)
for each x˜ ∈ Ω˜c with |x˜− x˜0| ≤ ρn.
For the converse implication, we may suppose that V is open in the sharp topology. Let
x˜ = [(xε)ε] ∈ V and n ∈ N sufficiently large. Then u(y˜) = v(y˜), for each y˜ ∈ Ω˜c with
|y˜ − x˜| ≤ ρn. By contraposition, it follows that (sup|y−xε|≤εn |uε(y)− vε(y)|)ε ∈ NR.
The same argument as in [10, Prop. 1.2.3] then yields ∂αu(x˜) = ∂αv(x˜), ∀α ∈ Nd.
Let u ∈ G(Ω), x˜ ∈ Ω˜c and ξ˜ ∈ (Rd \ {0})
∼
c . We consider the following microlocal
regularity condition on u (on the scale of the sharp neighbourhoods):
there exists v ∈ Gc(Rd) and a sharp conical neighbourhood Γ of ξ˜ such that{
(∃V ∈ V˜ex)(∀y˜ ∈ V )(u(y˜) = v(y˜))
v̂(η˜) = 0, ∀η˜ ∈ R˜dfs ∩ Γ.
(2)
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Corollary 5.12. Let u ∈ G(Ω) and x˜ ∈ Ω˜c. If u ∈ G˜∞ex , then u satisfies condition (2)
for each ξ˜ ∈ (R˜d \ {0})∼c .
Proof. If u ∈ G˜∞
ex , by proposition 5.11, we find v ∈ G
∞
c (R
d) ⊆ G∞
S
(Rd) coinciding with
u on a sharp neighbourhood. By theorem 3.13, v̂(ξ˜) = 0, for each ξ˜ ∈ R˜dfs.
We do not know if the converse of this corollary is true.
Proposition 5.13. If u ∈ G(Ω) is G∞-microlocally regular (cf. [9]) at (x0, ξ0) ∈
Ω × (Rd \ {0}), then there exist V ∈ Vx0 and W ∈ Vξ0 such that u satisfies condition
(2) for each x˜ ∈ V˜ = [(V )ε] and for each ξ˜ ∈ W˜ = [(W )ε].
Proof. W.l.o.g., |ξ0| = 1. By [5, Prop. 6.1.3], there exists U ∈ Vx0 and a conic
neighbourhood Γ of ξ0 such that for each φ ∈ D(U), in particular for some φ ∈ D(U)
with φ = 1 on a (nongeneralized) neighbourhood of x0,
(∃N ∈ N)(∀m ∈ N)
(
sup
ξ∈Γ
〈ξ〉m
∣∣φ̂uε(ξ)∣∣ ≤ ε−N , for small ε).
Hence there exists V ∈ Vx0 such that for v = φu and x˜ ∈ V˜ , v(x˜) = u(x˜). Further, for
t˜ ∈ R˜fs and ξ˜ ∈ W˜ , for some W ∈ Vξ0, t˜ξ˜ ∈ Γ˜. Hence
∣∣v̂(t˜ξ˜)∣∣ ≤ ρ−N 〈t˜ξ˜〉−m, for each
m ∈ N. Since |t˜ξ˜| ≥ ρ−a, for some a ∈ R+, 〈t˜ξ˜〉−m ≤ ρam, and
∣∣v̂(t˜ξ˜)∣∣ ≤ ρam−N , for
each m ∈ N, i.e., v̂(t˜ξ˜) = 0.
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