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Abstract
In this paper, we present two different approaches for constructing
reduced-order models (ROMs) for the two-dimensional shallow water equa-
tion (SWE). The first one is based on the noncanonical Hamiltonian/Poisson
form of the SWE. After integration in time by the fully implicit average
vector field method, ROMs are constructed with proper orthogonal de-
composition/discrete empirical interpolation method (POD/DEIM) that
preserves the Hamiltonian structure. In the second approach, the SWE as
a partial differential equation with quadratic nonlinearity is integrated in
time by the linearly implicit Kahan’s method and ROMs are constructed
with the tensorial POD that preserves the linear-quadratic structure of the
SWE. We show that in both approaches, the invariants of the SWE such
as the energy, enstrophy, mass, and circulation are preserved over a long
period of time, leading to stable solutions. We conclude by demonstrating
the accuracy and the computational efficiency of the reduced solutions by
a numerical test problem.
Keywords: Finite difference methods, linearly implicit methods, preser-
vation of invariants, proper orthogonal decomposition, discrete empirical
interpolation, tensorial proper orthogonal decomposition.
MSC classification: 65M06; 65P10; 37J05; 76B15; 15A69
1 Introduction
The shallow water equations (SWEs) consist of a set of two-dimensional par-
tial differential equations (PDEs) describing a thin inviscid fluid layer flowing
over the topography in a frame rotating about an arbitrary axis. SWEs are
widely used in modeling large-scale atmosphere/ocean dynamics and numerical
weather prediction. Energy and enstrophy are the most important conserved
quantities of the SWEs, whereas the energy cascades to large scales whilst en-
strophy cascades to small scales [4, 44]. Therefore numerical schemes that pre-
serve the energy and the enstrophy of the SWEs lead to stable solutions in the
long term integration [1]. Many geophysical flows can be written in Hamilto-
nian form [38]. The non-canonical Hamiltonian/Poisson form of the SWE in
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the rotational frame with constant Coriolis force was introduced first in [41].
Later on the Nambu formulation of the SWE [43], SWE with complete Coriolis
force [20, 44], and multi-layer SWE [44] are developed. The discrete energy
conservation follows from antisymmetry of the discrete Poisson bracket. Other
conserved quantities are potential enstrophy, mass, and vorticity.
In this paper we consider two different formulations of the SWEs; as non-
canonical Hamiltonian/Poisson PDE and as a PDE with quadratic nonlinear
terms in the f-plane. Both versions of the SWEs are discretized in space us-
ing finite-differences by preserving the skew-symmetry in the Poisson matrix.
The system of the semi-discretized ordinary differential equation (ODE) is also
in Poisson form and has quadratic nonlinear terms. For time discretization of
the SWE in Poisson form, we consider fully implicit average vector field (AVF)
method [13, 15] that is energy preserving. On the other hand, the ODE sys-
tem with quadratic nonlinear terms obtained from the SWE in the f-plane is
discretized in time by the linearly implicit Kahan’s method [27, 12]. Both time
integrators are second-order convergent in time as the finite-difference approx-
imation in space. The fully implicit AVF method requires iterative solvers like
Newton’s method at each time step for solving the nonlinear systems arising
from time discretization. However, the linearly implicit Kahan’s method re-
quires to solve only one linear system of equations in each time step. Both
methods preserve well the conserved quantities of the SWEs, like the energy,
enstrophy, mass, and vorticity in long-time integration.
Numerical methods for PDEs like the SWEs are computationally expensive
and require a large amount of computer memory and computing time in real-
time simulations. During the last decades, reduced-order models (ROMs) have
emerged as a powerful approach to reduce the cost of evaluating large systems of
PDEs by constructing a low-dimensional linear subspace (reduced space), that
approximately represents the solution to the system of PDEs with a significantly
reduced computational cost. The solutions of the high fidelity full-order model
(FOM), generated by space-time discretization of PDEs, are projected onto re-
duced space using the proper orthogonal decomposition (POD). The POD has
been widely used and is a computationally efficient reduced-order modeling tech-
nique in large-scale numerical simulations of nonlinear PDEs. Applying POD
Galerkin projection, dominant modes of the PDEs are extracted from the snap-
shots of the FOM solutions. The computation of the FOM solutions is performed
in the ”offline” stage, whereas the reduced system from the low-dimensional
subspace is solved in the ”online” stage. Various ROMs are constructed for the
SWEs, in conservative form [34, 33], in the β-plane [16, 17], in the f-plane [22]
with POD and in the β-plane [8, 9] with dynamic mode decomposition (DMD).
However, in these articles, preservation of the energy and other conservative
quantities of the SWEs in the reduced space are not discussed.
The primary challenge in producing the low-dimensional models of the high-
dimensional discretized PDEs is the efficient evaluation of the nonlinearities on
the POD basis. The computational cost is reduced by sampling the nonlin-
ear terms and interpolating, known as hyper-reduction techniques [3, 14, 2, 47,
39, 10]. Our method of choice is the discrete empirical interpolation method
(DEIM) [14], which is one of the most frequently used hyper-reduction meth-
ods. The number of sampling points used in hyper-reduction methods often
scales with the dimension of the reduced-order model, and rigorous error and
stability analysis are in general not available. For PDEs like SWEs in the f-
2
plane with polynomial nonlinearities, ROMs do not require approximating the
nonlinear terms through sampling. Reduced-order operators can be precom-
puted in the ”offline” stage. Projection of FOM onto the reduced space yields
low-dimensional matrix operators that preserve the polynomial structure of the
FOM. This is an advantage because the offline-online computation is separated
in contrast to the hyper-reduction methods. Recently, for PDEs with poly-
nomial nonlinearities, the computationally efficient reduced-order models are
constructed by the use of some tools from tensor theory and by matricizations
of tensors [5, 6, 7, 25, 31]. In this paper, we have constructed two different ROMs
for the SWEs; in Hamiltonian form and in f-plane. Our main contribution is
twofold:
• ROMs are constructed that preserve the reduced skew-symmetry in the
Poisson matrix of the SWEs with the energy preserving time integrator
AVF method as in [23, 29]. We show that the reduced discrete energy
(Hamiltonian) and other conserved quantities like enstrophy, mass and
vorticity are well-preserved in the long-term using POD and DEIM.
• Semi-discrete form of the SWE in the f-plane results in an ODE with
quadratic nonlinearities, which is solved in time by linearly implicit Ka-
han’s method. The computational complexity of the tensor products is
O(n2N2), where n and N are dimensions of reduced and full order models.
Applying POD in a tensorial framework (TPOD) by exploiting matriciza-
tions of tensors, the computational cost is reduced. Consequently, the
POD ROM for the quadratic system recovers an efficient offline-online de-
composition and does not require an extra step of hyper-reduction, like
DEIM. Here we make use of the sparse matrix technique MULTIPROD
[32] to accelerate the tensor calculations.
We compare both approaches on a numerical test example. A large number
of POD modes (about 50) are required for accurate ROM solutions, which is
characteristic for problems with wave-type solutions like the SWEs. Numerical
results demonstrate that the conserved quantities of the SWEs, energy, enstro-
phy, mass, and vorticity are well preserved by the FOMs and ROMs in long-time
integration. Compared with the POD/DEIM ROMs with AVF discretization,
the TPOD ROMs with Kahan’s discretization is much faster at the same level
of accuracy.
The paper organized as follows. In the next section, we briefly review the
SWE in Hamiltonian form and in the f-plane. The finite-difference discretization
in space and time integration by the AVF method and Kahan’s method are
presented in Section 3. POD/DEIM reduced models are constructed for the
SWE with AVF semi-discretized Hamiltonian form, and TPOD reduced models
for the semi-discrete ODE system with quadratic nonlinearities are given in
Section 4. In Section 5, we compare POD, POD/DEIM, and TPOD for two-
dimensional rotating SWE concerning the accuracy of the reduced solutions,
preservation of the energy, enstrophy, vorticity, and computational efficiency.
The paper ends with some conclusions.
3
2 Rotational shallow water equation
The two-dimensional rotational SWE on a rectangular space domain Ω = [a, b]×
[c, d] ⊂ R2 (a, b, c, d ∈ R) and with the spatial element x = (x, y)T ∈ R2, is given
as [41]
∂u
∂t
= qvh− Φx,
∂v
∂t
= −quh− Φy,
∂h
∂t
= −(uh)x − (vh)y,
(1)
where u(x, t) and v(x, t) are the components of the (particle) velocity in x
and y-directions, respectively, h(x, t) is the fluid depth, and q(x, t) = (vx(x, t)−
uy(x, t)+f(x, t))/h(x, t) is the potential vorticity with the Coriolis force f(x, t).
The subscripts x and y denote the partial derivatives with respect to x and y
components, respectively. Moreover, for the gravity constant g, it is given that
Φ(x, t) = (1/2)u(x, t)2 + (1/2)v(x, t)2 + gh(x, t). The rotational SWE (1) is
considered on a time interval [0, T ] for a final time T > 0, and with periodic
boundary conditions
ξ(a, y, t) = ξ(b, y, t) , ξ(x, c, t) = ξ(x, d, t) , ξ ∈ {u, v, h},
and with initial conditions
u(x, 0) = u0(x), v(x, 0) = v0(x), h(x, 0) = h0(x),
where u0(x), v0(x) and h0(x) are given functions.
2.1 SWE in Hamiltonian form
The non-canonical Hamiltonian/Poisson form of the SWE (1) is given by
∂z
∂t
= J (z)δH
δz
=
 0 q −∂x−q 0 −∂y
−∂x −∂y 0
 uhvh
1
2 (υ · υ) + gh
 , (2)
where z(x, t) = (u(x, t), v(x, t), h(x, t))T is the solution vector and υ(x, t) =
(u(x, t), v(x, t))T is the velocity field. The (energy) functional H(z) denotes the
Hamiltonian given by
H(z) = 1
2
∫∫
h(υ · υ + gh)dx. (3)
The skew-symmetric Poisson bracket is defined for any two functionals A and
B [35, 41] as
{A,B} =
∫∫ (
q
δ((A,B)
δ(u, v)
− δA
δυ
· ∇δB
δh
+
δB
δυ
· ∇δA
δh
)
dx, (4)
where ∇ = (∂x, ∂y)T , and δA/δυ is the functional derivative of A with respect
to υ. The functional Jacobian is given by
δ(A,B)
δ(u, v)
=
δA
δu
δB
δv
− δB
δu
δA
δv
.
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Although the matrix J in (2) is not skew-symmetric, the skew-symmetry of the
Poisson bracket appears after integrations by parts [35], and the Poisson bracket
satisfies the Jacobi identity
{A, {B,D}}+ {B, {D,A}}+ {A, {B,D}} = 0,
for any three functionals A, B and D. Conservation of the Hamiltonian (3)
follows from the antisymmetry of the Poisson bracket (4)
dH
dt
= {H,H} = 0.
Other conserved quantities of the SWE [41] are the Casimirs of the form
C =
∫∫
hG(q)dx,
where G is an arbitrary function of the potential vorticity q. The Casimirs are
additional constants of motion which commute with any functional A, i.e., the
Poisson bracket vanishes
{A, C} = 0, ∀A(z) or J ij ∂C
∂zj
= 0.
Important special cases of the Casimirs are potential enstrophy Z, vorticity V
and mass M, given by
Z = 1
2
∫ ∫
hq2dx =
1
2
∫ ∫
1
h
(
∂v
∂x
− ∂u
∂y
+ f
)2
dx, V =
∫∫
hqdx, M =
∫∫
hdx.
2.2 SWE in f-plane
In almost all models of the ocean and atmosphere, for the Coriolis force, only the
component of the planetary rotation vector that is locally normal to geopotential
surfaces is retained. This approach is also known as ”traditional approximation”
[44], when the earth’s surface is considered locally flat with latitudinal variation
in the Coriolis force. This leads to the so-called β-plane approximation with
f ≈ f0βy which is used frequently in the literature (see for example [8, 16]).
When the region is assumed to be small enough, the latitudinal variation in the
Coriolis parameter can be ignored. Then the Coriolis force f is replaced by a
constant representative value, which corresponds to the f-plane formulation of
the SWE.
Inserting the potential vorticity q in (1), the SWE can be written in the
f-plane as
∂u
∂t
= −uux − vuy − ghx + fv,
∂v
∂t
= −uvx − vvy − ghy − fu,
∂h
∂t
= −(uh)x − (vh)y.
(5)
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3 Full-order models
For the space discretization of the SWEs (2) and (5), we form the uniform grid of
the spatial domain Ω = (a, b)× (c, d) with the grid nodes xij = (xi, yj)T , where
xi = a+(i−1)∆x and yj = c+(j−1)∆y, i = 1, . . . , Nx+1, j = 1, . . . , Ny+1, i.e.,
we divide the domain into Nx and Ny equidistant parts in x and y-directions,
respectively, with the mesh sizes ∆x = (b− a)/Nx and ∆y = (d− c)/Ny. Then,
we define the time-dependent semi-discrete solution vectors in the following
order
u(t) = (u11(t), . . . , u1Ny (t), u21(t), . . . , u2Ny (t), . . . , uNxNy (t))
T ,
v(t) = (v11(t), . . . , v1Ny (t), v21(t), . . . , v2Ny (t), . . . , vNxNy (t))
T ,
h(t) = (h11(t), . . . , h1Ny (t), h21(t), . . . , h2Ny (t), . . . , hNxNy (t))
T ,
(6)
where each uij(t), vij(t) and hij(t) denotes the approximation of the solutions
u(x, t), v(x, t) and h(x, t), respectively, at the grid nodes xij at time t, i =
1, . . . , Nx, j = 1, . . . , Ny. Note that each semi-discrete solution vector in (6) has
N := NxNy components since we omit the solutions on the most right and most
top boundary because of the periodic boundary conditions. Throughout the
paper, we do not explicitly represent the time dependency of the semi-discrete
solutions for simplicity, and we write u, v and h, and the semi-discrete vector
for the solution vector z is defined by z = (u;v;h) ∈ R3N . Similarly, the semi-
discrete vector for the potential vorticity q and the Coriolis force f are defined
by q and f , respectively.
For the approximation of the first-order partial derivative terms, we use
one-dimensional central finite-differences to the first-order derivative terms in
either x or y-direction, and we extend them to two dimensions utilizing the
Kronecker product. For a positive integer s, let D˜s denotes the matrix of central
finite-differences to the first-order ordinary differential operator under periodic
boundary conditions
D˜s =

0 1 −1
−1 0 1
. . .
. . .
. . .
−1 0 1
1 1 0
 ∈ Rs×s.
Then, on the two-dimensional mesh, the central finite-difference matrices cor-
responding to the first-order partial derivative operators ∂x and ∂y are given
respectively by
Dx =
1
2∆x
D˜Nx ⊗ INy ∈ RN×N , Dy =
1
2∆y
INx ⊗ D˜Ny ∈ RN×N ,
where ⊗ denotes the Kronecker product, and INx and INy are the identity
matrices of size Nx and Ny, respectively.
We further partition the time interval [0, T ] into Nt uniform intervals with
the step size ∆t = T/Nt as 0 = t0 < t1 < . . . < tNt = T , and tk = k∆t,
k = 0, 1, . . . , Nt. Then, we denote by u
k = u(tk), v
k = v(tk) and h
k = h(tk)
the full discrete solution vectors at time tk.
By the above formulations, the full discrete form of the conserved quantities
are given as:
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• energy
Hk = H(zk) =
1
2
N∑
i=1
((uki )
2 + (vki )
2 + ghki )h
k
i ∆x∆y, (7)
• potential enstrophy
Zk = Z(zk) =
1
2
N∑
i=1
((Dxv
k)i − (Dyuk)i + fki )2
hki
∆x∆y, (8)
• vorticity and mass
V k = V (zk) =
N∑
i=1
((Dxv
k)i−(Dyuk)i+fki )∆x∆y, Mk = M(zk) =
N∑
i=1
hki ∆x∆y.
(9)
We can now give the FOM formulations for the SWEs (2) and (5).
3.1 FOM for the SWE in Hamiltonian form
The semi-discrete formulation of the SWE (2) is given as the following 3N -
dimensional system of Hamiltonian ODEs
dz
dt
= J(z)∇H(z) =
 0 qd −Dx−qd 0 −Dy
−Dx −Dy 0
 u ◦ hv ◦ h
1
2 (u ◦ u+ v ◦ v) + gh
 , u,v,h : [0, T ] 7→ RN ,
(10)
where ◦ denotes element-wise or Hadamard product. In (10), the matrix func-
tion qd of size N ×N stands for the diagonal matrix with the diagonal elements
qdii = qi where q is the semi-discrete vector of the potential vorticity q(x, t),
i = 1, . . . , N . Time integration of the ODE system (10) by the AVF method
[15] yields
zk+1 = zk + ∆tJ
(
zk+1 + zk
2
)∫ 1
0
∇H(ξ(zk+1 − zk) + zk)dξ, (11)
where the integral term is computed explicitly as∫ 1
0
∇H(ξ(zk+1 − zk) + zk)dξ
=
 13 (uk+1 ◦ hk+1 + uk ◦ hk)+ 16 (uk+1 ◦ hk + uk ◦ hk+1)1
3
(
vk+1 ◦ hk+1 + vk ◦ hk)+ 16 (vk+1 ◦ hk + vk ◦ hk+1)
1
6
(
uk+1 ◦ uk+1 + uk+1 ◦ uk + uk ◦ uk)+ 16 (vk+1 ◦ vk+1 + vk+1 ◦ vk + vk ◦ vk)+ g4 (hk+1 + hk)
 .
The AVF method [15] preserves higher-order polynomial Hamiltonians, in-
cluding the cubic Hamiltonian H of the SWE (2). Quadratic Casimir functions
like mass and circulation are preserved exactly by AVF method. But higher-
order polynomial Casimirs like the enstrophy (cubic) can not be preserved.
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Practical implementation of the AVF method requires the evaluation of the in-
tegral on the right-hand side of (11). Since the discrete Hamiltonian H and the
discrete form of the Casimirs, potential enstrophy, mass and circulation are poly-
nomial, they can be exactly integrated with a Gaussian quadrature rule of the
appropriate order. The AVF method is used with finite element discretization of
the rotational SWE [4, 46] and for thermal SWE [21] in Poisson form. Although
the fully implicit integrator gives the desired properties such as conservation of
the energy, it is computationally expensive. Semi-implicit implementation of
the AVF method with a simplified Jacobian with a quasi-Newton solver is used
for the thermal SWE in [21]. In [44], the SWE as a Poisson system is discretized
in space following [41] by the Arakawa-Lamb discretization [1] in space. It was
shown that by using the time discretization with the non-structure preserving
time integrators like the Adams-Bashforth and Runge-Kutta methods, drifts
occur in the energy and enstrophy [44]. A general approach for constructing
schemes that conserve energy and potential enstrophy formulates the SWEs
Nambu brackets [42], which is computationally expensive. Also, it is not pos-
sible to preserve multiple integrals like the enstrophy at the same time [19] by
geometric integrators like the AVF method. The SWE in a different Poisson
form is discretized in space by compatible finite elements and is solved in time
using the AVF method in [4, 46].
3.2 FOM for the SWE in f-plane
Semi-discretization of the SWE (5) leads to the following ODE system
du
dt
= −u ◦ (Dxu)− v ◦ (Dyu)− gDxh+ f ◦ v,
dv
dt
= −u ◦ (Dxv)− v ◦ (Dyv)− gDyh− f ◦ u,
dh
dt
= −Dx(u ◦ h)−Dy(v ◦ h).
(12)
The ODE system (12) consists of quadratic and linear parts, and can be rewrit-
ten as
dz
dt
= F (z) = R1(z) +R2(z) + L(z), (13)
where the quadratic vector fields R1(z) and R2(z) consist of the quadratic terms,
while L(z) contains the linear terms, given by
R1(z) =
−u ◦ (Dxu)−u ◦ (Dxv)
−Dx(u ◦ h)
 , R2(z) =
−v ◦ (Dyu)−v ◦ (Dyv)
−Dy(v ◦ h)
 , L(z) =
−gDxh+ f ◦ v−gDyh− f ◦ u
0
 .
For the linear-quadratic autonomous ODE systems (13), Kahan introduced an
”unconventional” discretization [27]
zk+1 − zk
∆t
= Rf1 (z
k, zk+1) +Rf2 (z
k, zk+1) +
1
2
L(zk + zk+1),
where the symmetric bilinear forms Rf1 (·, ·) and Rf2 (·, ·) are computed by the
polarization [11] of the quadratic vector fields R1(·) and R2(·), respectively,
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defined by
Rfi (z
k, zk+1) =
1
2
(
Ri(z
k + zk+1)−Ri(zk)−Ri(zk+1)
)
, i = 1, 2.
Kahan’s method is second-order and time-reversal and linearly implicit, i.e., it
requires only one Newton iteration per time step [28](
I3N − ∆t
2
F ′(zk)
)
zk+1 − zk
∆t
= F (zk),
where F ′(zk) stands for the Jacobian matrix of F (z) evaluated at zk, and I3N
is the identity matrix of size 3N . The Jacobian matrix F ′(z) can be computed
analytically as
F ′(z) = −
udDx + (Dxu)d + vdDy (Dyu)d − fd gDx(Dxv)d + fd udDx + vdDy + (Dyv)d gDy
Dxh
d Dyh
d Dxu
d +Dyv
d
 ,
where the superscript d stands for the matricization of a vector such that for
any vector a ∈ RN , the matrix ad ∈ RN×N is the diagonal matrix with the
diagonal elements adii = ai.
A different polarization for polynomial Hamiltonians was introduced in [18]
leading to linearly implicit discrete gradient methods. But this method is re-
stricted to non-canonical Hamiltonian systems with constant Poisson matrix.
Therefore it can not be applied to the rotational SWE (2) with a state-dependent
Poisson matrix. Recently in [37] a two-step version of Kahan’s method is de-
veloped for non-canonical Hamiltonians with constant Poisson matrix that pre-
serves Hamiltonian. But this method is also not applicable to the rotational
SWE due to state-dependent Poisson matrix.
4 Reduced-order models
In this section, we give the construction of two ROMs for the rotational SWE.
The first one preserves the Hamiltonian for the SWE (2) in Poisson form using
POD/DEIM. The second one preserves the linear-quadratic structure of the
SWE (5) in the f-plane representation by applying TPOD.
4.1 Proper Orthogonal Decomposition
Construction of ROMs is based on approximately representing the solutions
of high fidelity FOMs ((10) or (12)) from a low-dimensional linear subspace.
In this study, we form the low-dimensional linear subspace from the so-called
snapshot matrix of the FOM solutions applying POD, i.e., from the column
space of the matrix whose columns are the discrete solution vectors at discrete
time instances. In reduced-order modeling of fluid dynamics problems, to avoid
the fluctuations, the mean centered snapshots are collected at time instances tk,
k = 1, · · · , Nt, in the snapshot matrices Su, Sv and Sh
Su =
(
u1 − u,u2 − u, · · · ,uNt − u) ∈ RN×Nt ,
Sv =
(
v1 − v,v2 − v, · · · ,vNt − v) ∈ RN×Nt ,
Sh =
(
h1 − h,h2 − h, · · · ,hNt − h) ∈ RN×Nt ,
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where u, v, h ∈ RN denote the mean of the snapshots defined by
u =
1
Nt
Nt∑
k=1
uk , v =
1
Nt
Nt∑
k=1
vk , h =
1
Nt
Nt∑
k=1
hk.
For a positive integer n Nt, the POD aims to form the n-POD basis matrices
Vu,n, Vv,n, Vh,n ∈ RN×n which approximately span the column space of the
snapshot matrices Su, Sv and Sh, respectively. The n-POD basis matrices are
computed through the application of the singular value decomposition (SVD)
to the snapshot matrices
Su = VuΣuW
T
u , Sv = VvΣvW
T
v , Sh = VhΣhW
T
h ,
where the columns of the orthonormal matrices Vi ∈ RN×Nt and Wi ∈ RNt×Nt
are the left and right singular vectors of the snapshot matrix Si, respectively,
and the diagonal matrix Σi ∈ RNt×Nt with the diagonal elements (Σi)jj = σi,j ,
j = 1, . . . , Nt, contains the singular values of Si, i ∈ {u, v, h}. Then, the n-POD
basis matrix Vi,n consists of the first n left singular vectors (POD modes) from
Vi, i ∈ {u, v, h}. The n-POD basis matrix minimizes the following least squares
error
min
Vi,n∈RN×n
||Si − Vi,nV Ti,nSi||2F =
Nt∑
j=n+1
σ2i,j , i ∈ {u, v, h},
where ‖ · ‖F denotes the Frobenius norm. Thus the error in the snapshot repre-
sentation is given by the sum of the squares of the singular values corresponding
to those left singular vectors which are not included in the n-POD basis matrix.
The singular values provide quantitative guidance for choosing the size of the
POD basis, that accurately represents the given snapshot data. Usually, the
following relative ”cumulative energy” criterion is used∑n
j=1 σ
2
i,j∑Nt
j=1 σ
2
i,j
> 1− κ, (14)
where κ is a user-specified tolerance, typically taken to be κ ≤ 10−3 to catch at
least 99.9% of data information.
After computing the n-POD basis matrices Vu,n, Vv,n and Vh,n, we can
construct reduced approximations û, v̂ and ĥ to the FOM solutions u, v and
h, respectively, which are given by
u ≈ û = u+ Vu,nur , v ≈ v̂ = v + Vv,nvr , h ≈ ĥ = h+ Vh,nhr ,
where ur, vr, hr ∈ Rn are the solution vectors of the reduced system of di-
mension n  N . For convenience, we also define the following vectors and
matrix
z =
uv
h
 ∈ R3N , zr =
urvr
hr
 ∈ R3n , Vz,n =
Vu,n Vv,n
Vh,n
 ∈ R3N×3n,
and then we get the approximation z ≈ ẑ = z + Vz,nzr. We also note that
since the columns of the n-POD matrices are orthonormal, the reverse of the
approximation identity holds as zr = V
T
z,n(ẑ− z).
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4.2 ROM for the SWE in Hamiltonian form
The semi-discretized SWE (10) in Hamiltonian form can be written as a non-
linear ODE of the form
dz
dt
= F (z) , F (z) =
F1(z)F2(z)
F3(z)
 =
 q ◦ v ◦ h−Dx ( 12 (u ◦ u+ v ◦ v) + gh)−q ◦ u ◦ h−Dy ( 12 (u ◦ u+ v ◦ v) + gh)−Dx(u ◦ h)−Dy(v ◦ h)
 .
(15)
By substituting the identity z ≈ ẑ = z+Vz,nzr into (15), applying the Galerkin
projection onto Vz,n, and using the orthonormality fact V
T
z,nVz,n = I3n, the
following 3n-dimensional POD reduced model is obtained
dzr
dt
= V Tz,nF (ẑ) =
V Tu,nF1(ẑ)V Tv,nF2(ẑ)
V Th,nF3(ẑ)
 , zr(0) = V Tz,n(z(0)− z). (16)
Although the dimension of the ROM (16) is 3n 3N , the cost for evaluating
the nonlinear vector F (·) scales not only with the reduced dimension n but also
with the dimension N of the FOM. The computational cost is reduced by sam-
pling the nonlinearity F (·) and then interpolating, known as hyper-reduction
technique. Several hyper-reduction methods are developed to reduce the com-
putational cost of evaluating the reduced nonlinear terms at selected points. We
use DEIM [14] which is the most frequently used hyper-reduction methods. By
the DEIM, full discrete nonlinear vectors are collected in the snapshot matrices
defined by
Gi = (F
1
i , F
2
i , · · · , FNti ) ∈ RN×Nt , i = 1, 2, 3,
where F ki ∈ RN denotes the i-th component of the nonlinear vector F (z) in (15)
at time tk, k = 1, . . . , Nt. Then, we can approximate each Fi(z) in the column
space of the snapshot matrix Gi. We first apply POD to the snapshot matrix Gi
and find the basis matrix VFi,m ∈ RN×m whose columns are the basis vectors
(DEIM modes) spanning the column space of the snapshot matrix Gi. Then,
we apply the DEIM algorithm [14] to find a projection matrix Pi ∈ RN×m so
that we have the approximation
Fi(z) ≈ VFi,m(PTi VFi,m)−1PTi Fi(z),
and then we get the DEIM approximation to the reduced nonlinearities in (16)
as
V Tu,nF1(ẑ) ≈ Vu,1(PT1 F1(ẑ)) , V Tv,nF2(ẑ) ≈ Vv,2(PT2 F2(ẑ)) , V Th,nF3(ẑ) ≈ Vh,3(PT3 F3(ẑ)),
where Vu,1 = V Tu,nVF1,m(PT1 VF1,m)−1, Vv,2 = V Tv,nVF2,m(PT2 VF2,m)−1 and Vh,3 =
V Th,nVF3,m(P
T
3 VF3,m)
−1 are all the matrices of size n×m, and they are precom-
puted in the offline stage. Note that the terms PTi Fi(ẑ) ∈ Rm means that we
need to compute only m N entry of the nonlinear vector Fi(ẑ), i = 1, 2, 3. In
addition, the computational complexity for the Jacobian matrix reduces from
O(N2) to O(nN). By using DEIM approximation, the semi-discrete ROM (16)
with POD/DEIM becomes
dzr
dt
=
Vu,1PT1 F1(ẑ)Vv,2PT2 F2(ẑ)
Vh,3PT3 F3(ẑ)
 , zr(0) = V Tz,n(z(0)− z). (17)
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The ROM (17) is also integrated in time by the AVF method similar to the
scheme used for the FOM (10).
In the case of the selection of the number m of DEIM modes, the ”cumulative
energy” criterion (14) is used. But, because of the nature of the nonlinearity,
snapshot matrices are more sensitive and a larger number of modes are needed
for accurate approximation. We take κ ≤ 10−4 to catch at least 99.99% of data.
4.3 ROM for the SWE in f-plane
For PDEs and ODEs with polynomial nonlinearity, ROMs do not require ap-
proximating the nonlinear function F (·) through sampling, the reduced-order
operators can be precomputed in the offline stage. This is beneficial because
the offline-online computation is separated in contrast to the hyper-reduction
methods. In the past, for the Navier-Stokes [24, 26] equation, the quadratic
polynomial forms of the FOMs are exploited by constructing reduced models.
For polynomial nonlinearity, this avoids the approximation of the nonlinear
terms by hyper-reduction and allows separation of offline and online computa-
tion of FOM and ROM, and the reduced model preserves the linear-quadratic
structure of the original system.
In order to avoid the approximation of the nonlinear terms in the SWE
(13) by hyper-reduction, such as DEIM, we represent the system in terms of
tensors and Kronecker product. On the other hand, mathematical operations
with tensors can be easily performed using their corresponding matrix repre-
sentations. Unfolding a tensor into a matrix is called matricization of a tensor.
A common matricization of a tensor Q is the µ-mode matricization Q(µ) [5].
For a third-order tensor in quadratic systems like (13), there are three different
ways of unfolding, depending on the µ-mode that are used for the unfolding.
For example Q(1) is called 1-mode matricization of Q. 2-mode and 3-mode ma-
tricizations can be constructed similarly [5]. We refer to [30] for more details
on these basic concepts of tensors. Another advantage of matricizations is that
tensor-matrix multiplications can be performed by matrix-matrix products. The
special structure of the matrix Q which represents the Hessian of the right-hand
side of (13) has been exploited numerically in an efficient way to construct the
reduced-order Hessian [5]. The Hessian matrix Q is an unfolding of a 3-tensor
Q ∈ R3N×3N×3N . It is sparse due to the local structure of common discretiza-
tion like finite-differences, finite elements for polynomial nonlinearities. For the
SWE with quadratic nonlinear terms, the cross terms zi ·zj vanish for |i−j| > 3
in the semi-discretized ODE (13). Therefore the number of nonzero columns of
Q is only 2N .
The semi-discrete system (13) with quadratic and linear parts can be rewrit-
ten using the Kronecker product as the following
dz
dt
= F (z) = R˜1(z) + R˜2(z) + L(z), (18)
with the following redefined quadratic parts
R˜1(z) = −AxQ
uu
u
⊗ (Bxz)
 , R˜2(z) = −AyQ
vv
v
⊗ (Byz)
 ,
(19)
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where ⊗ denotes the Kronecker product, and the matrices Ax, Ay, Bx, By ∈
R3N×3N are given by
Ax =
IN IN
Dx
 , Ay =
IN IN
Dy
 ,
Bx =
Dx Dx
IN
 , By =
Dy Dy
IN
 ,
where IN denotes the identity matrix of size N × N . In (19), the matrix Q ∈
R3N×(3N)2 represents the matricized 3-tensor such that Q(z ⊗ z) = z ◦ z is
satisfied. By substituting the identity z ≈ ẑ = z+Vz,nzr into (18), and applying
Galerkin projection onto Vz,n, we obtain the following reduced linear-quadratic
equation
dzr
dt
= Fr(ẑ) = F
u
r (ẑ) + F
v
r (ẑ) + Lr(ẑ), (20)
where we set
Fur (ẑ) = −V Tz,nAxQ
ûû
û
⊗ (Bxẑ)
 , F vr (ẑ) = −V Tz,nAyQ
v̂v̂
v̂
⊗ (Byẑ)
 , Lr(ẑ) = V Tz,nL(ẑ).
In the reduced linear-quadratic equation (20), the tricky part is the compu-
tation of the reduced quadratic parts Fur (ẑ) and F
v
r (ẑ). We next discuss the
computation of the reduced quadratic part Fur (ẑ), and then the other reduced
quadratic part F vr (ẑ) can be computed in a similar way. Substituting the iden-
tity ẑ = z+Vz,nzr into the term F
u
r (ẑ), and using the properties of the Kronecker
product operation, we obtain
Fur (ẑ) = F
u
r (z+ Vz,nzr) = −V Tz,nAxQ
u+ Vu,nuru+ Vu,nur
u+ Vu,nur
⊗ (Bx(z+ Vz,nzr))
 ,
= −V Tz,nAxQ
uu
u
⊗ (Bxz) +
uu
u
⊗ (BxVz,nzr)

− V Tz,nAxQ
Vu,nurVu,nur
Vu,nur
⊗ (Bxz) +
Vu,nurVu,nur
Vu,nur
⊗ (BxVz,nzr)
 .
(21)
In (21), only the last term in the last line is quadratic and the other terms are
at most linear. The quadratic term is computed by the Kronecker product as
follows
−V Tz,nAxQ
Vu,nurVu,nur
Vu,nur
⊗ (BxVz,nzr)
 = −V Tz,nAxQ (V ∗u,n ⊗ (BxVz,n))
urur
ur
⊗ (zr)

= Qu,r
urur
ur
⊗ (zr)
 ,
(22)
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where the matrix Qu,r = −V Tz,nAxQ
(
V ∗u,n ⊗ (BxVz,n)
) ∈ R3n×(3n)2 can be com-
puted in the offline stage, and
V ∗u,n =
Vu,n Vu,n
Vu,n
 ∈ R3N×3n.
The main computational burden is computation of the Kronecker product
V ∗u,n⊗(BxVz,n) ∈ R(3N)
2×(3n)2 in Qu,r, which has complexity of order O(n2N2)
for quadratic nonlinearity, and computation of Qu,r in (22) is costly due to the
dense structure of the POD basis matrices. In [5], an algorithm is developed to
construct the reduced matricized tensor Qu,r for quadratic nonlinearity which
avoids the computation of the Kronecker product V ∗u,n ⊗ (BxVz,n), having a
complexity of order O(nN2). Therein, using the µ-mode (matrix) product the
reduced matricized tensor can be efficiently computed as following
• Compute Y3n×3N×3N by Y (1) = −V Tz,nAxQ,
• Compute Z3n×3n×3N by Z(2) = V Tz,n(Bx)TY (2),
• Compute Q3n×3n×3nu,r by Q(3)u,r = (V ∗u,n)TZ(3).
Although the µ-mode (matrix) product decreases the complexity of evaluat-
ing the reduced matrix Qu,r, still the matrix Q has to be built for each differ-
ent polynomial nonlinearity. Recently two new algorithms [6, 7] are developed
for more efficient computation of the reduced matrix Qu,r using the particular
structure of Kronecker product. A more compact form of the evaluation of the
reduced matrix Qu,r is given in MatLab notation as follows [6, 7]
Qu,r = −V Tz,nAxQ
(
V ∗u,n ⊗ (BxVz,n)
)
= −V Tz,nAxQ(V ∗u,n ⊗G) = −V Tz,nAx
 V
∗
u,n(1, :)⊗G(1, :)
...
V ∗u,n(3N, :)⊗G(3N, :)
 ,
(23)
where G = BxVz,n ∈ R3N×3n and the complexity of this operation is O(Nn3).
Thus, the reduced matrix Qu,r can be constructed without explicitly defining
the matrix Q. The transpose of the Kronecker products of any given two vectors
a and b can be represented as follows
(vec(ba>))> = (a⊗ b)>
= a> ⊗ b>, (24)
where vec (·) denotes vectorization of a matrix. Using (24), the matrix N :=
Q(V ∗u,n ⊗G) ∈ R3N×(3n)
2
in (23) can be constructed as follows
N(i, :) =
(
vec
(
G(i, :)TV ∗u,n(i, :)
))T
, i = 1, 2, . . . , 3N.
In [7], a pseudo-skeletal matrix decomposition [36], CUR, is used to in-
crease further computational efficiency of the algorithm above. Instead of the
CUR matrix decomposition, here we use ”MULTIPROD” [32] in order to re-
duce the complexity of the reduced nonlinear terms. MULTIPROD uses vir-
tual array expansion to perform multiple matrix products. When the matrix
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V ∗u,n ∈ R3N×3n is reshaped as V ∗u,n ∈ R3N×1×3n, then MULTIPROD is applied
to G and V ∗u,n in 2 and 3 dimensions. MULTIPROD assigns virtually a single-
ton to the third dimension of G, and we get the 3-dimensional array (tensor)
N := MULTIPROD(G,V ∗u,n) ∈ R3N×3n×3n. Thus, we can represent (23) as
Qu,r = −V Tz,nAxN (1), where N (1) ∈ R3N×(3n)
2
is the matricization of N . In
Section 5, we compare the computational efficiency of computing the reduced
matricized tensor Qu,r by the algorithm in [5] with the algorithms in [6, 7]
improved by the use of MULTIPROD.
5 Numerical results
We consider a test example for the SWE (1) on the spatial domain Ω = [0, 1]2,
with g = 1, f = 0, and with the initial conditions [45]
h(x, 0) = 1 +
1
2
exp
[
−25
(
x− 1
2
)2
− 25
(
y − 1
2
)2]
,
u(x, 0) = − 1
2pi
sin(pix) sin(2piy),
v(x, 0) =
1
2pi
sin(2pix) sin(piy).
The initial wave satisfy the periodic boundary conditions. The final time is
set to T = 50, and spatial and temporal mesh sizes are taken as ∆x = 0.01
and ∆t = 4∆x, respectively. This leads to a spatial grid of size N = 10000,
and Nt = 1250 time intervals, so that each snapshot matrix Su, Sv and Sh
has size 10000 × 1250. For the FOM simulations, we consider the solutions
of the SWE (10) in the Hamiltonian form with AVF time integrator (SWE-
AVF), and the SWE (12) in the f-plane with Kahan’s time integrator (SWE-
Kahan). In case of ROMs, related to the FOM (10) and by AVF time integrator,
we consider the ROM (16) without DEIM approximation (POD-AVF) and the
ROM (17) with DEIM approximation (POD-AVF-DEIM). On the other hand,
related to the FOM (12) and by Kahan’s time integrator, we consider the ROM
(20) without tensorial framework (POD-Kahan) and with tensorial framework
(TPOD-Kahan). All the simulations are performed on a machine with Intelr
CoreTM i7 2.5 GHz 64 bit CPU, 8 GB RAM, Windows 10, using 64 bit MatLab
R2014.
The full order solutions of SWE-AVF and SWE-Kahan are given in Figure 1,
depicting that the solutions by both approaches are in good agreement. In
Figure 2, we give the normalized singular values of the snapshot matrices Su, Sv
and Sh related to the velocity components u, v and the height h, respectively.
The singular values decay slowly for each snapshot matrix obtained by both
SWE-AVF and SWE-Kahan, which is the characteristic of the problems with
wave phenomena in fluid dynamics [40]. They pose a challenge for reduced-order
methods, since their dynamical behavior cannot be captured accurately by the
linear combination of a few POD modes.
In order to show conservation of the discrete energy (7), discrete enstrophy
(8), and discrete vorticity (9) for a FOM solution vector z (or ROM solution
vector ẑ), we use the time-averaged absolute errors ‖ · ‖H , ‖ · ‖Z and ‖ · ‖V
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Figure 1: FOM solutions at final time T = 50: (top) SWE-AVF, (bottom)
SWE-Kahan.
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Figure 2: Singular values: (left) through SWE-AVF, (right) through SWE-
Kahan.
defined by
‖z‖E = 1
Nt
Nt∑
k=1
|E(zk)− E(z0)|, E ≡ H,Z, V.
On the other hand, to measure the global error between a discrete FOM solution
vector and a discrete ROM approximation (FOM-ROM error), we define the
following time averaged relative L2 errors for the state variables w ≡ u,v,h
‖w − ŵ‖Rel = 1
Nt
Nt∑
k=1
‖wk − ŵk‖L2
‖wk‖L2 , ‖w
k‖L2 =
N∑
i=1
wki ∆x∆y,
and to plot the FOM-ROM error at a specific time instance, we simply take the
node-wise difference between the full discrete FOM solution and ROM approx-
imation.
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Due to the slow decay of the singular values, FOM-ROM errors for all state
variable with varying number of POD modes in Figure 3 decrease with small
oscillations. Therefore, for all the simulations, the number of POD modes is set
to a relatively large value, n = 50, according to the relative energy criteria (14)
with κ = 10−4. Using the same energy criteria, the number of DEIM modes is
set to m = 90.
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Figure 3: Time averaged relative L2-errors vs. number of POD modes: (left)
integration with AVF, (right) integration with Kahan’s method.
In Figure 4, the FOM-ROM errors at the final time for the height are at the
same level of accuracy for both approaches, whereas the FOM-ROM errors of
the velocity components by the TPOD-Kahan are smaller than the ones by the
POD-DEIM-AVF, which might be due to differences in the solution algorithms.
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Figure 4: FOM-ROM errors at the final time T = 50: (top) POD-DEIM-AVF,
(bottom) TPOD-Kahan.
In Figures 5-7, the discrete energy error |Hk −H0|, the discrete enstrophy
error |Zk − Z0|, and the discrete vorticity error |V k − V 0| are plotted, k =
1, . . . , Nt. The discrete energy, enstrophy, and vorticity are well preserved over
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the time interval. Because the vorticity is a quadratic conserved quantity, it
is well preserved by both methods in Figure 7. The energy and the enstrophy
errors in Figures 5-6 show small drifts for POD-DEIM-AVF, but all they have
bounded oscillations over the time, i.e., they are preserved approximately at the
same level of accuracy. The discrete energy and the discrete enstrophy is better
preserved by TPOD-Kahan, since the reduced nonlinearity is not approximated
by hyper-reduction. The mass is preserved up to machine precision since it is a
linear conserved quantity, and it is not shown here.
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Figure 5: Energy error: (left) integration with AVF, (right) integration with
Kahan’s method.
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Figure 6: Enstrophy error: (left) integration with AVF, (right) integration with
Kahan’s method.
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Figure 7: Vorticity error: (left) integration with AVF, (right) integration with
Kahan’s method.
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Table 1: Time averaged relative L2-errors
‖u− û‖Rel ‖v − v̂‖Rel ‖h− ĥ‖Rel
POD-AVF 30 POD modes 1.192e-01 1.192e-01 1.473e-02
POD-DEIM-AVF 30 POD & 90 DEIM modes 2.874e-01 2.874e-01 3.478e-02
TPOD-Kahan 30 POD modes 1.265e-01 1.265e-01 1.567e-02
Table 2: Time averaged absolute errors for the conserved quantities
Energy Enstrophy Vorticity
POD-AVF 30 POD modes 3.768e-05 7.871e-03 2.123e-05
POD-DEIM-AVF 30 POD& 90 DEIM modes 1.968e-03 5.137e-03 1.042e-03
TPOD-Kahan 30 POD modes 2.901e-05 3.108e-03 3.454e-05
Table 3: CPU time (in seconds) and speed-up factors
POD-DEIM-AVF TPOD-Kahan
CPU time speed-up CPU time speed-up
FOM 529.80 FOM 788.89
POD
basis computation 33.46
POD
basis computation 31.02
online computation 291.69 online computation 289.01
total 325.15 1.63 total 321.03 2.45
DEIM
basis computation 33.89
TPOD
tensor computation [5](MP) 20.78 (9.43)
online computation 24.10 online computation 6.42
total 57.99 9.13 total [5](MP) 27.20 (15.89) 29.00 (49.64)
The time-averaged relative L2-errors between FOM and ROM solutions in
Table 1 are at the same level of accuracy for both versions of ROMs. The ROMs
for the height are more accurately resolved than for the velocity components.
The conserved quantities are more accurately preserved by the POD-AVF and
by the TPOD-Kahan than by the POD-DEIM-AVF in Table 2. This indicates
that using DEIM, the stability of the ROM solutions can not be guaranteed in
long term integration, which is reflected in the preservation of the conserved
quantities.
The CPU times and speedup factors in Table 3 for n = 50 POD and
m = 90 DEIM modes, show the computational efficiency of the TPOD-Kahan
over POD-DEIM-AVF due to the separation of offline-online computation. In
Table 3, basis computation includes SVD computation, and online computa-
tion consists of time needed for projection and solution of reduced system. As
pointed out in [31] that for some problems, a large number of DEIM inter-
polation points are required to achieve accurate solutions, which increases the
computational cost of the ROMs in online computation, as in Table 3. The
computational efficiency is further increased by exploiting the sparse matrix
structure of the discretized SWE using MULTIPROD (MP) in the algorithm of
[6, 7] over [5] as shown in Table 3.
For the reduced matricized tensor Qu,r = −V Tz,nAxQ
(
V ∗u,n ⊗ (BxVz,n)
)
, the
computational time by the two-sided projection method in [5] (TS) is compared
with the algorithms in [6, 7] using MULTIPROD. In Figure 8, left, we give the
required computational time versus the number of POD modes by fixing the
number of grid points N = 10000, whereas the required computational time for
varying number of grid points using a fixed number of POD mode n = 50 are
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given in Figure 8, right. Both figures show the computational efficiency using
MULTIPROD by increasing the size of the FOM and ROMs.
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Figure 8: Tensor calculations by [5] (TS) and MULTIPROD (MP): (left) FOM
is fixed with N = 10000, (right) ROM is fixed with n = 50.
6 Conclusions
We have shown that the two kind of ROMs preserve the conserved quantities
of the SWE and yield stable reduced solutions in long time integration. For
both approaches, the reduced solutions and the reduced conserved quantities
have almost the same level of accuracy as the full ones. Using TPOD-Kahan
and exploiting the quadratic structure of the SWE, the online computation time
of ROMs can be much reduced compared to the POD-DEIM-AVF. The online
computation time of the ROMs is further reduced by applying the algorithms
in [6, 7] in combination with the MULTIPROD [32]. In a future work, we
will investigate both approaches for the SWE with full Coriolis force [44] and
thermal SWE [21].
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