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Számításigényes/adatintenzív 
feladatmegoldás eszközei
• Heterogének.
• Nem felhasználóbarátok.
• Nem kompatibilisek!
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Munkaállomás
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A problémák és a munka célja
Nem elegendő a lokális fürt erőforrása (ha van 
egyáltalán lokális fürt).
Át kell alakítani a meglévő programot, hogy más 
rendszerben is működhessen.
Nem használhatók egyszerre a különböző típusú 
elosztott rendszerek.
Megoldás lehet, egy olyan rendszer, amely képes 
a lokális fürtöket dinamikusan kiegészíteni 
felhő infrastruktúrában futó erőforrásokkal.
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Felhasznált technológiák
PBS (Portable Batch System - Hordozható 
Kötegelt Rendszer) számítási fürt 
Amazon EC2 (Elastic Cloud Computing) számítási 
felhő
SZTAKI 3G-Bridge
VPN (Virtual Private Network), azaz virtuális 
magánhálózat
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Megvalósítási alternatívák
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Vékony klienses modell Integrált modell
Elosztott modell
Meglévő fürtök kiegészíthetők 
felhőben futó erőforrásokkal!
Nincs szükség lokális erőforrásra!
Könnyű skálázhatóság, 
hibakeresés!
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A megtervezett rendszer komponensei és működése
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A rendszer komponensei:
• 3G-Bridge,
• PBS kliens,
• PBS fej egység,
• PBS dolgozó egység,
• VPN szerver.
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A SZTAKI 3G-Bridge és az EC2 plugin működése
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Az implementáció lépései
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Tesztek és értékelés (Képkocka renderelés 
Blenderrel)
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Tesztek és értékelés (Képkocka renderelés 
Blenderrel)
0:00:00
0:02:53
0:05:46
0:08:38
0:11:31
0:14:24
0:17:17
Lokális gép Lokális fürt/1
db dolgozó
egység
Lokális fürt/
2db dolgozó
egység
EC2-ben futó
fürt/ 1db
dolgozó
egység
EC2-ben futó
fürt/ 2db
dolgozó
egység
EC2-ben futó
fürt/ 4db
dolgozó
egység
EC2-ben futó
fürt/ 5db
dolgozó
egység
10 feladat, egyenként 1 darab generált
képkocka
10 feladat, egyenként 10 darab generált
képkocka
Tesztelt infrastruktúra
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Tesztelt infrastruktúrák:
• Lokális gép (laptop)
• Lokális fürt (1, 2 db 
dolgozó egység)
• EC2-ben futó fürt (1, 2, 
4, 5 db dolgozó egység)
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Hasonló eredményt produkálva 
futnak ugyanazok a tesztek a 
felhőben üzemelő klaszteren és a 
lokális fürtön.
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Összefoglalás, továbbfejlesztési irányok
• Az elkészített rendszerrel:
• dinamikusan skálázhatóvá tettem a PBS klasztert,
• megvalósítottam az átjárhatóságot PBS klaszterből EC2 
kompatibilis felhőkbe,
• a PBS fürtre írt alkalmazások változtatás nélkül használhatóvá 
váltak felhő infrastruktúrákon,
• igény szerint lehet erőforráshoz jutni anélkül, hogy lokális 
fürtöt kellene bővíteni/fenntartani.
• A tesztek sikeresen lefutottak, tehát az átjárhatóság 
bizonyítottá vált.
• Szükséges további ütemezési stratégiákat bevezetni a 
3G-Bridge-hez, valamint az elkészített rendszert újabb 
felhő infrastruktúrákhoz illeszteni és azokkal is 
tesztelni.
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Köszönöm a figyelmet!
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Kérdések?
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