Abstract. Some generalizations of the well-known Cauchy-Schwarz inequality and the analogous Cauchy-Bunyakovsky inequality involving four free parameters are given for both discrete and continuous cases. Several particular cases of interest are also analyzed. Some of the applications of our main results include (for example) the Wagner inequality.
Introduction
Let {a k } n k=1 and {b k } n k=1 be two sequences of real numbers. It is well known that the discrete version of the Cauchy-Schwarz inequality [3] can be stated as follows: where r ∈ R is a constant of proportionality.
To date, a large number of generalizations and refinements of the CauchySchwarz inequality (1.1) have been investigated in the literature (see, for example, the survey paper [4] , the book [9] and the numerous references cited therein; see also several closely-related works such as [7] , [8] and [10] ).
In this paper, we present further generalizations of the Cauchy-Schwarz inequality (1.1) and the analogous Cauchy-Bunyakovsky inequality (4.1) below in terms of four free parameters and study its several particular cases of interest. One of the applications of our main results includes (for example) the Wagner inequality.
A Generalization of the Cauchy-Schwarz Inequality
Our first result is contained in Theorem 1 below. 
in which the coefficients involved are defined by the following matrix equation:
Moreover, the inequality (2.1) is equivalent to
and is a generalization of the Cauchy-Schwarz inequality (1.1), which corresponds to the special case of (2.1) when
The equality holds true in (2.1) if
Proof. Let us define the positive quadratic polynomial Q : R → R as follows:
in which p, q, r, s ∈ R, and {a k } n k=1 and {b k } n k=1 are real numbers. Since a simple calculation reveals that
the discriminant ∆ of Q must be negative, that is,
On the other hand, the elements of ∆/4 can be simplified as follows:
So, upon substituting the results from (2.6) into the inequality (2.5), the first part of Theorem 1 is proved.
To prove the second part (i.e., the equality condition), let us assume that
and substitute it into (2.1) to get
After some computations, the above equality leads us to the following nonlinear system:
Obviously, one of the solutions of the equation (2.8) is given by
Remark 1. There exist various sub-cases of the inequality (2.1). However, due to page limitations, here we only consider a particular case of (2.1) and investigate its sub-cases. Naturally, therefore, other special cases can be separately studied. The details involved are being left as an exercise for the interested reader.
The Particular Case When
A total of four cases can occur for the inequality (2.1) when
They are given, respectively, as follows:
3.1. The Case When q = r = 0 and p, s ∈ R in (2.1). In this case, we have
and the inequality (2.1) is reduced to the following form:
This inequality has some interesting sub-cases as detailed below.
The following inequality for sequences of real numbers is known in the literature as the Wagner inequality [12] (see also [6] ):
and {b k } n k=1 be two sequences of real numbers. If w 0, then
In order to deduce (3.2) from our results, it is sufficient to assume in (3.1) that
which obviously holds true for
and readily yields the Wagner inequality (3.2) for
We note that, if in (3.1) we let Consequently, we have u ∈ [−1, 0]. By noting these assumptions, we can obtain a refinement for the Cauchy-Schwarz inequality (1.1). For this purpose, we first consider the following inequality, which is directly provable via some algebraic computations:
which leads us eventually to
Hence, by referring to the inequalities (3.1) and (3.4), we can at last arrive at the following corollary. 
which is equivalent to the following inequality:
The equality holds true in (3.7) when
where λ is a constant.
For other refinements of the Cauchy-Schwarz inequality (1.1), we refer the reader to the earlier works [1] and [13] .
3.1.3. Sub-Case 3. It may be interesting to add that, if
then (3.1) is reduced to the following form:
which, for p = s = −2, yields the Cauchy-Schwarz inequality (1.1).
3.2.
The Case When r = 0, s = −1 and p, q ∈ R in (2.1). In this case, we have
However, since
the best option for p and q in (3.9) is when p = −1 and q = 0. Furthermore, we note that the above-mentioned third case, that is, p = −1, q = 0 and r, s ∈ R,
gives us the same result as in (3.9).
3.3.
The Case When p = s = −1 and q, r ∈ R in (2.1). In this case, we have
An interesting case in (3.11) occurs when q = r = 1. We are thus led to the following inequality:
A Generalization of the Cauchy-Bunyakovsky Inequality
In a similar manner, the integral version of the Cauchy-Schwarz inequality (1.1), which is known in the literature as the Cauchy-Bunyakovsky inequality [2] and has the following form:
can also be generalized as follows. Then the following inequality holds true:
in which
Moreover, the inequality (4.2) is equivalent to the following integral inequality: and
Although the proof is similar to the proof of Theorem 1, by defining the positive quadratic polynomial R(x; p, q, r, s) by
we note that the following relations are required to be applied in our proof of Theorem 2:
successively. Furthermore, we note that all of the above-mentioned sub-cases for the inequality (2.1) can similarly be considered for the continuous (integral) case given by (4.2). For the sake of completeness, we can state the following corollary as one of the results derived in this manner. 
5.
A Unified Approach for the Classification of (2.1) and (4.2)
As we observed in the preceding sections, there are, respectively, two special matrices M and M * for the inequalities (2.1) and (4.2) having 9 elements. Consequently, each sub-case of these two inequalities can be characterized by means the matrices M or M * directly. For instance, the following discrete inequality: Finally, we mention that the usual Cauchy-Schwarz and Cauchy-Bunyakovsky inequalities correspond, respectively, to M = 0 and M * = 0, which can be obtained for p = q = r = s = 0.
