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Generalized method of moments
R E S U M E N
Dado el amplio uso de los datos de panel en modelos dinámicos, es relevante evaluar el desempeño de sus 
diferentes estimadores en muestras finitas en presencia de baja y alta persistencia. El presente artículo tie-
ne como objetivo  analizar, mediante simulaciones tipo Monte Carlo, las propiedades de los estimadores de 
efectos fijos (LSDV), Arellano y Bond (AB-GMM1), Blundell y Bond (BB-GMM1), Anderson y Hsiao (AH) y 
Kiviet. Se concluye que en series no persistentes el estimador de Kiviet es el de mejor desempeño, basándo-
se en los criterios de error cuadrático medio, sesgo y desviación estándar; con alta persistencia, el estima-
dor BB-GMM1 es el de mejor desempeño seguido por el estimador de Kiviet, que se comporta bien excepto 
en micropaneles con series persistentes.
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Relative superiority of the Kiviet and Blundell-Bond (GMM1) estimators in 
dynamic panels. A Monte Carlo experiment with finite samples
A B S T R A C T
Given the widespread use of panel data in dynamic models, it is worth evaluating the performance of 
different estimators in finite samples in the presence of low and high persistence, with the latter being 
present in many macroeconomic series. This article analyzes the properties of the Least Square Dummy 
Variable (LSDV) estimators, Arellano-Bond Generalized Method of Moments Stage 1 (AB-GMM1), BB-
GMM1 (), AH (Anderson-Hsiao), and Kiviet using a Monte Carlo experiment. The results show that, in the 
presence of low persistence, the Kiviet estimator is the best performer based on the criteria of Root-Mean-
Square Error (RMSE), bias and standard deviation. Meanwhile in the case of high persistence, the system 
estimator of Blundell and Bond (GMM1) is the best performing estimator against their rivals, followed by 
Kiviet estimator that exhibits good behavior, except in micropanels.
© 2012 Universidad ICESI. Publicado por Elsevier España.  All rights reserved. 
Superioridade  relativa dos avaliadores Kiviet e Blundell-Bond (GMM1) 
em painéis dinâmicos. Uma experiência Monte Carlo com amostras finitas
R E S U M O
Devido à ampla utilização dos dados do painel em modelos dinâmicos, é relevante avaliar o desempenho 
dos seus diferentes avaliadores em amostras finitas na presença de baixa e alta persistência. O presente 
artigo tem como objectivo analisar, através de simulações tipo Monte Carlo, as propriedades dos avaliadores 
de Efeitos Fixos (LSDV), Arrellano e Bond (AB-GMM1), Blundell e Bond (BB-GMM1), Anderson e Hsiao (AH) 
e Kiviet. Conclui-se que em séries não persistentes o avaliador de Kiviet é o de melhor desempenho 
baseando-se nos critérios de erro quadrático médio, obliquidade e desvio padrão; com alta persistência o 
avaliador BB-GMM1 e o melhor desempenho seguido pelo avaliador de Kiviet que se comporta bem excepto 
em micro-painéis com séries persistentes.
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1. Introducción
La aplicación de datos de panel dinámicos a diversos campos de 
la economía ha ganado terreno en los últimos años. Al respecto ano-
ta Bond (2002): «La ventaja de la aplicación de datos de panel para la 
estimación de modelos econométricos dinámicos es contundente, 
dado que no es posible estimar tal tipo de modelos a partir de obser-
vaciones en un solo punto del tiempo, siendo inusual que las encues-
tas de corte transversal proporcionen suficiente información sobre 
periodos de tiempo anteriores con el fin de estudiar relaciones diná-
micas».
El uso de datos de panel dentro de la macroeconomía es particu-
larmente apropiado al estimar relaciones comunes a través de los 
países, permitiendo la identificación de efectos específicos a los paí-
ses, controlando por variables no observadas. 
Estudios sobre la relación salarios y desempleo, cuyo trabajo pio-
nero desarrollado por Blanchflower y Oswald (1994) denominado 
«curva de salarios», da origen a numerosas aplicaciones, como lo son 
modelos dinámicos de determinación de salarios nominales.
Muchos conjuntos de datos macroeconómicos de panel tienen una 
dimensión temporal grande y una dimensión transversal mucho más 
pequeña que el típico panel microeconómico. Esta diferencia  es parti-
cularmente importante en la elección de una técnica de estimación; 
de esta forma, la técnica de efectos fijos que usa  variables ficticias para 
estimar los efectos individuales arroja estimaciones sesgadas cuando 
la dimensión temporal del panel (T) es pequeña. Por lo tanto, muchos 
macroeconomistas se plantean la pregunta: «¿Cuán grande debería ser 
T para que el sesgo sea ignorado?» (Judson y Owen, 1999).
Dada la práctica cada vez más común de este tipo de modelos, se 
pone de relieve la importancia de evaluar el desempeño de los pane-
les dinámicos en muestras finitas. El presente artículo continúa la 
línea de los trabajos de Arellano y Bond (1991) y Bond (2002) al ana-
lizar las propiedades de los diferentes estimadores  tales como LSDV, 
AB-GMM1 (Arellano-Bond), BB-GMM1 (Blundell-Bond), AH (Ander-
son-Hsiao) y Kiviet en paneles dinámicos.
El objetivo del presente artículo es recrear mediante un experi-
mento Monte Carlo, un modelo datos de panel dinámico y evaluar el 
desempeño de los diferentes estimadores en términos de sesgo, con-
sistencia y eficiencia al variar N (observaciones de corte transversal) 
y T (observaciones de corte temporal). La riqueza del ejercicio con-
siste en recrear micro y macropaneles, los primeros comunes en el 
estudio de productividad de las firmas en las cuales la dimensión 
temporal no es muy grande, y los segundos con características nor-
malmente encontradas por macroeconomistas. Asimismo, y dado 
que muchas de las series macroeconómicas presentan  persistencia, 
se evalúa adicionalmente el desempeño de los diversos estimadores 
en presencia de baja y alta persistencia.
El artículo se desarrolla en dos grandes secciones. En la primera 
se presenta una síntesis de los diversos estimadores, seguida de la 
especificación del modelo recreado en el experimento Monte Carlo. 
Una segunda sección la constituye la evaluación del desempeño de 
los diversos estimadores en términos de sus propiedades cuando se 
modifican los parámetros del modelo dinámico y las dimensiones de 
N y T. Finalmente, se encuentran las conclusiones.
2. Una síntesis de los estimadores
2.1 El estimador LSDV (Least Squares Dummy Variable Model)
En este tipo de modelo mientras las pendientes están constantes, 
los interceptos, que son específicos a  las unidades de corte transver-
sal (eje: firmas), pueden variar, dejando de lado los efectos tempora-
les. Este modelo es una opción comúnmente utilizada por los ma-
croeconomistas en relación con el modelo de efectos aleatorios, 
básicamente por dos razones. La primera reside en que si el efecto 
individual representa variables omitidas, es altamente probable que 
estas características específicas estén correlacionadas con otros re-
gresores. La segunda razón es que, por ejemplo, en estudios que ana-
lizan relaciones a través de los países, una base de datos de panel 
estándar contendrá la mayor parte de las observaciones de interés, lo 
que le resta el carácter de muestra aleatoria (Judson y Owen, 1999).
El modelo dinámico a estimar es el siguiente:
 yit = αyi,t–1 + βxit + vit   con   vit = ci + uit (1)
El término de error del modelo (vit) está compuesto por un efecto 
específico individual ci no observable e invariante en el tiempo, el 
cual permite capturar heterogeneidad en la media de las series de la 
variable dependiente (yit) a través de los individuos, y un término de 
perturbación uit. En este caso, hay dos fuentes de persistencia ci y 
yi,t–1.
Como lo anota Bond (2002), dado que los estimadores de efectos 
fijos solo dependen de las desviaciones respecto a las medias de sus 
grupos, también toman la referencia de estimadores intragrupos 
(Within-Groups Estimators).
Eliminando  la fuente de la inconsistencia presente en el modelo 
en niveles, la transformación de la ecuación mediante primeras dife-
rencias elimina el efecto individual no observable. Sobre este modelo 
en diferencias se aplica MCO para obtener los estimadores de inte-
rés: 
 yit = αyit–1 + βxit + (ci + uit) (2)
Ubicando el modelo en desviaciones  respecto a los promedios del 
individuo:
 yit – yi* = α(yi,t–1 – yi(–1)*) + β(xi,t – xi*) (uit + ui*) (3)
      1   T
yi* = –– ∑ yit
      T  t=1    
         1   T
yi(–1)* = –– ∑ yi,t–1
         T  t=1    
      1   T
xi* = –– ∑ xit
      T  t=1    
      1   T
ui* = –– ∑ uit
      T  t=1
            1   T
y*it = yit – –– ∑ yit
            T  t=1    
                 1   T
y*i,t–1 = yi,t–1 – –– ∑ yi,t–1
                 T  t=1    
            1   T
x*it = xit – –– ∑ xit
            T  t=1   
            1   T
v*it = uit – –– ∑ uit
            T  t=1
Recordando la especificación del estimador αˆ1:
 N
 ∑ ∑ (yit – yi)(yi,t–1 – yi,–1)
 i=1    t=1
 αˆ = ———————————————————————— (4)
 (yi,t–1 – yi,–1)2
 N
 ∑ ∑ (yi,t–1 – yi,–1)(uit – ui)/NT
 i=1    t=1
 αˆ = α + ———————————————————————————— (5)
 (yi,t–1 – yi,–1)2/NT
En este caso y*i,t–1 y v*it están correlacionados dado que ambos de-
penden de ui,t–1, teniendo que el estimador es sesgado e inconsistente 
(Hsiao, 2003). Se recuerda que al eliminar el efecto individual se 
genera una correlación entre la variable dependiente rezagada trans-
formada y el término de error, correlación que viene dada por la es-
peranza del numerador de la expresión (5):
 E (yi,t–1 – y¯i,–1)(uit – u¯i) ≠ 0    t=2....T (6)
1. Dado que el término de error especificado  sigue una distribución normal estándar, 
el estimador (4) también constituye  un estimador máximo verosímil (Hsiao, 2003).
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u    (T–1)– Tα + αTcov (y*i,t–1 , v*it)———→  – ———    ————————————  T2  (1–α)2
Lo cual se cumple cuando N → ∞ para un T fijo (pequeño), siendo 
entonces el estimador de Efectos Fijos inconsistente.  No obstante  lo 
anterior, si T → ∞, cov (y*i,t–1 , v*it)——
p—→  0. De manera que la inconsis-
tencia del estimador de Efectos Fijos se relaciona fundamentalmente 
cuando T es pequeño y, por lo tanto, el estimador LSDV tiene un buen 
comportamiento solo cuando la dimensión temporal del panel es 
grande.
Al violarse el supuesto de exogeneidad estricta y estimar el mode-
lo (1) por MCO o por LSDV, el estimador αˆ pierde la propiedad de 
consistencia. El ejercicio Monte Carlo comprueba que el estimador αˆ 
es consistente con T; sin embargo, el sesgo no desaparece cuando N 
tiende a infinito2. Esto es de particular importancia dado que es co-
mún encontrar micropaneles en los cuales se tiene una gran cantidad 
de información transversal (N) y pocas observaciones temporales (T).
2.2 El estimador de Anderson-Hsiao
Una transformación que elimina el efecto individual ci consiste en 
tomar diferencias en (1):
              (yit – yi,t–1) = α (yi,t–1 – yi,t–2) + β (xit – xi,t–1) + (uit – ui,t–1)         (8)
                                 Δyit = αΔyi,t–1 + βΔ xit + Δuit
En este caso, MCO es inconsistente dado que Δuit y Δ yi,t–1 están 
correlacionados al depender ambos de ui,t–1. No obstante yi,t–2 y Δyi,t–2 
= yi,t–2 – yi,t–2, aunque correlacionadas con Δyi,t–1, pues ambas depen-
den de yi,t–2, no estas con Δuit. Luego Δyi,t–2 y yi,t–2 constituyen instru-
mentos válidos para la obtención de estimadores cuando N o T tien-
den a infinito.
El estimador de Anderson-Hsiao puede ser considerado como un 
caso especial de los procedimientos del estimador de método gene-
ralizado de momentos (GMM) al usar todos los valores rezagados de 
la variable dependiente además de los rezagos de las variables exó-
genas como instrumentos. Se debe destacar que cuando las variables 
explicativas xit son predeterminadas pero no estrictamente exógenas, 
solo los valores rezagados de las variables explicativas son instru-
mentos válidos.
Los estimadores de variables instrumentales se especifican a con-
tinuación (Anderson y Hsiao, 1982):
(9)
2.3. El estimador de Arellano y Bond
Arellano y Bond (1991) toman diferencias en (1) y, eliminando  el 
término individual, llegan al siguiente modelo:
                                      Δyit = αΔyi,t–1 + βΔxit + Δuit                                                      (10)
El primer periodo donde se observa esta relación es en t=3.
                                    Δyi,3 = αΔyi,2 + βΔxi,3 + Δui,3                                                  (11)
En este caso, yi,1 es un instrumento válido al estar correlacionado 
con Δyi,2 pero no correlacionado con Δui,3. Para el siguiente periodo 
t=4, la relación es:
                                   Δyi,4 = αΔyi,3 + βΔxi,4 + Δui,4                                                      (12)
En este caso, los instrumentos validos son yi,2 y yi,1. Siguiendo la 
lógica, los instrumentos disponibles para T son  yi,1, yi,2,…, yi,T-2. En 
general, esta lógica implica las siguientes (T–2)
2
(T–1) condiciones de 
momentos.
Para la estimación mediante el GMM, las condiciones son las si-
guientes:
                           E[Ziuit]=0    i=1…N         t=3,4,…,T                             (13)
donde Zi es una matriz de instrumentos, cuya forma es:
(14)
 yi,1 0  0 ... 0
Zi =
  0 yi,1 yi,2 ... ... 0
 . . . ... ... 0
 0 0 0 yi,1 . yi,T–2
El estimador generalizado de momentos minimiza:
                      1   N                     1  N
                  JN = (–– ∑ Δui'Zi) WN (–– ∑ Zi'Δui)          (15)
                      N  t=1                    N  T
Para obtener el estimador αGMM1, en un paso bajo el supuesto de 
que los errores son homocedásticos, se utiliza la siguiente matriz de 
ponderaciones:
                                    1
                                W1N = [–– (ZiH'Zi)]                  (16)
                                    N
donde H es una matriz cuadrada de dimensión T-2, con 2’s en la 
diagonal principal y –1’s en una de las primeras subdiagonales y ce-
ros en otro caso.
Existe otro tipo de estimador, αˆGMM2 (estimador GMM de dos pa-
sos), obtenido a partir de una matriz de ponderaciones en la cual Δˆui 
corresponde a estimaciones consistentes de los residuos en primeras 
diferencias. Estas estimaciones son  obtenidas a partir  de un estima-
dor preliminar consistente como lo es αGMM1 (Bond, 2002).  La especi-
ficación en este caso es:
                                    1
                                WN = [–– (ZiΔui Δui'Zi)]               (17)
                                    N
Se debe anotar que el estimador de GMM de Arellano y Bond 
(1991) para un modelo en primeras diferencias es más eficiente que 
el estimador de Anderson y Hsiao (1982) al utilizar un número más 
grande de instrumentos en la estimación (véase matriz Zi), lo cual es 
confirmado por el experimento Monte Carlo.
2.4. El estimador de Blundell y Bond
El estimador de sistemas GMM de Blundell y Bond sugiere las pri-
meras diferencias como instrumentos para la ecuación en niveles e 
instrumentos en niveles para la ecuación en primeras diferencias 
(Bruno, 2004). El estimador se basa en la combinación de ecuaciones 
en diferencias con ecuaciones en niveles y las siguientes condiciones 
de momentos:
2. La simulación confirma  los hallazgos en otros estudios al encontrar un sesgo hacia 
abajo del estimador LSDV.
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           E(yi,t–s, Δvit) =0      t=2…T    s=2…t-1                                        (18)
           E(Δyi,t–1, Δvit) =0   t=3…T
Tomando como instrumentos de las primeras diferencias a los re-
zagos de las variables, estos se tornan débiles si el parámetro α es 
cercano a la unidad. La consecuencia inmediata es que los  estimado-
res basados en variables instrumentales pierdan la propiedad de in-
sesgamiento en presencia de instrumentos débiles. La naturaleza del 
sesgo en muestras finitas del estimador GMM1 de Arellano y Bond es 
hacia abajo, característica que comparte con el estimador LSDV.
En contraste el estimador de Blundell y Bond, exhibe no solo  un 
sesgo menor, sino una mayor precisión en relación con los estimado-
res alternativos (véase experimento Monte Carlo).
2.5. El estimador Kiviet
El estimador  Kiviet (1995)  surge como respuesta a la inconsis-
tencia del estimador Least Square Dummy Variable (LSDV) en mues-
tras finitas cuando se trabajan con paneles dinámicos. Kiviet parte 
del estimador LSDV, del cual logra remover el sesgo usando estima-
dores GMM consistentes de αˆ. Siguiendo a Bruno (2004), el estima-
dor de Kiviet  (LSDVC) que corresponde al estimador LSDV después 
de remover el sesgo queda expresado como:
                                       KIVIETi = LSDV – Bˆi                                                                  (19)
La estimación de la corrección del estimador LSDV también invo-
lucra un procedimiento de dos pasos, en el cual los residuales del 
estimador consistente (el cual puede ser el de Anderson-Hsiao) son 
usados para calcular el sesgo en un segundo paso. Para más detalles 
del cálculo del sesgo, véase Judson y Owen (1999).
3. Simulación Monte Carlo
En esta sección se describe el ejercicio tipo Monte Carlo que se 
usó para investigar las propiedades relevantes de los diferentes esti-
madores que los macroeconomistas desean evaluar. Como criterio de 
evaluación de los diferentes estimadores, se utiliza el error estándar, 
el RMSE y la media para evaluar el sesgo. Respecto a esta última, se 
procede a calcular el promedio de los estimadores a través de todas 
las simulaciones:
                           ηˆi = 1–D    ∑ Dd  =1 ηˆdi     para i = 1, ..., N                                (20)
donde D el número de simulaciones y ηdi   es el correspondiente 
estimador  para la unidad i de la simulación d.  Por otro lado,  la raíz 
media del error al cuadrado (RMSE) se define como:
                              RMSE = 1–N     √ ∑ Ni  =1 (ηi – ηˆi)2                                   (21)
La razón para escoger esta medida es, que además de reflejar el 
sesgo, refleja la dispersión de los estimadores.
El proceso generador de datos en esta simulación esta dado por el 
siguiente modelo autorregresivo:
            yit = αyit–1 + βxit + (ci + uit)                                                      (22)
          |α| < 1     i=1,2,..,N;   i=1,2,…T+10
Este ejercicio sigue la misma línea de Arellano y Bond (1991), Ki-
viet (1995) y Bun y Kiviet (2003) al especificar solo un regresor que 
acompaña a la variable endógena rezagada. La variable explicativa xit 
cumple con el supuesto de exogeneidad estricta, cuyo proceso gene-
rador de datos es:
                      xit = 0,8 xit–1 + vit           vit ~N (0,09)                             (23)
Un supuesto clave es que los términos de error uit son indepen-
dientes a través de los individuos  siguiendo una distribución normal 
estándar:
                                             uit ~N(0,1)                                             (24)
Los efectos individuales se asumen estocásticos y, por tanto, co-
rrelacionados con  la variable dependiente rezagada, esto es:
                                            E (ci yi,t-1) ≠ 0                                          (25)
Solo en el caso de que el término ci tuviera una distribución dege-
nerada, esta esperanza sería igual a cero, excepción que en este caso 
no se cumple pues se especifica que el efecto fijo varió entre los in-
dividuos siguiendo una distribución normal, con media cero y va-
rianza 1:
                                                 ci ~N(0,1)                                           (26)
Lo que va en la vía de lo hecho por Arellano y Bond (1991), donde:
                                               σ 2c  = σ 2u  = 1.                                          (27)
Dados estos supuestos, estimar el modelo (1) por MCO en niveles 
arroja estimaciones inconsistentes de α, toda vez que la variable yi,t-1 
esté correlacionada con el término de error, dada la presencia de un 
efecto individual no observable:
                                            E (vit yi,t-1) ≠ 0                                          (28)
Para finalizar la especificación del modelo se establece como con-
dición inicial yi0 = 0. La razón para hacerlo radica en la influencia de 
las observaciones iniciales en las subsecuentes observaciones, deta-
lle que no es seguro ignorar cuando se trabajan con micro paneles en 
los cuales se tienen pocas observaciones sobre T (Bond, 2002). Se 
descartan entonces las primeras 10 observaciones, de manera que los 
resultados del experimento no dependan de esta condición inicial, 
siendo el tamaño muestral de NT.
Se realiza un experimento de Monte Carlo con 1.000 simulaciones 
con diferentes dimensiones de N y T con el fin de evaluar el desem-
peño de los estimadores cuando se trabajan con micro y macropane-
les. Seguidamente, se recrea baja y alta persistencia al variar el coefi-
ciente que acompaña a la variable dependiente rezagada.
3.1. Desempeño de los estimadores cuando T es fijo y N tiende a infinito
La tabla 1 resume los resultados del experimento inicial  para un 
subconjunto de valores paramétricos σ 2c  normalizado a 1, y α con un 
valor intermedio de 0,5. Se presentan los resultados de los 5 estima-
dores cuando el tamaño del panel cambia en su dimensión transver-
sal tomando valores de 30 y 50, y manteniendo la dimensión tempo-
ral T fija en 10.
En la primera simulación tipo Monte Carlo (véase la tabla 1), se 
encuentra que el estimador de Anderson y Hsiao, con un promedio 
de 0,5074, es el de menor sesgo. No obstante, si se toma como pa-
rámetro el menor RMSE, el mejor estimador resulta el de Kiviet, 
siendo su RMSE un 50% menor que el de Anderson y Hsiao. Tenien-
do en cuenta que el sesgo del estimador de Kiviet no es muy grande 
y con un RMSE menor a todos los estimadores, se concluye que Ki-
viet es el mejor estimador (lo cual se logra al remover el sesgo pre-
sente en los estimadores LSDV). Para este ejercicio de Monte Carlo 
también  la evidencia muestra  que los estimadores de Kiviet supe-
ran lo hecho por el estimador GMM de Blundell-Bond en términos 
de sesgo (promedio de Kiviet es 0,4173 contra 0,6967 de Blundell y 
Bond) y de la raíz del error medio cuadrático, RMSE (0,011 y 0,046, 
respectivamente).
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Al aumentar el tamaño de N, el RMSE de todos los estimadores 
disminuye significativamente, así como su desviación estándar, ex-
cepto para el estimador LSDV. La otra regularidad que se observa es 
que el sesgo entendido como la diferencia entre el parámetro pobla-
cional y el promedio, disminuye para todos los estimadores, excepto 
de nuevo  para el estimador LSDV el cual no es consistente con un T 
fijo y con un N tendiendo a infinito. Finalmente, se confirman las 
ventajas de los estimadores GMM  de Arellano y Bond en paneles 
dinámicos cuando T es fijo (pequeño) y N → ∞.
3.2. Desempeño  de los estimadores cuando N es fijo y T aumenta
A continuación, en la tabla 2, se analizan las propiedades de  los 
diversos estimadores aumentando la dimensión temporal (T)  y fijan-
do la dimensión transversal  (N) en 50. 
En la tabla 1, al aumentar el tamaño de la muestra (N  pasa de 30 
a 50), se evidencia que el estimador LSDV para modelos autorregre-
sivos no es consistente para muestras pequeñas, con un sesgo que 
está asociado al tamaño de la dimensión temporal (T). Entre tanto, en 
la segunda simulación Monte Carlo (véase la tabla 2), al pasar de un 
T = 10 a T = 30 el estimador LSDV se acerca bastante al parámetro 
poblacional.
La anterior regularidad confirma que, en general, al aumentar la 
dimensión temporal, los estimadores LSDV (Within) son consisten-
tes, lo cual es contrario a lo sucedido con los estimadores GMM. En 
este caso se puede observar que el procedimiento de un paso GMM1 
(Arellano y Bond 1) mejora lo hecho por el estimador de sistemas de 
Blundell y Bond, en términos de producir un sesgo menor y una me-
nor desviación estándar cuando se incrementa la dimensión tempo-
ral. Kiviet, con el menor sesgo y RMSE, resulta ser el mejor estimador 
en términos relativos.
Se debe destacar que, en la actualidad, existen programas que 
permiten la extracción del estimador de efectos fijos (LSDV) del esti-
mador de Kiviet (LSDVC). Un ejemplo de ello es STATA, cuyo respec-
tivo comando es xtlsdvc3.
3.3. Desempeño  de los estimadores cuando en presencia de series 
persistentes
En la tabla 3 se  recrea un macropanel con 20 observaciones en la 
dimensión temporal y 30 en la dimensión transversal, evaluando el 
desempeño de los diversos estimadores cuando el coeficiente  auto-
rregresivo pasa de 0,5 a 0,8, dada la alta persistencia presente en la 
mayoría de la series macroeconómicas.
Simulando un macropanel con un coeficiente α de 0,8, el estima-
dor de Kiviet es preferible al tener un menor RMSE que sus competi-
dores, con un sesgo relativamente menor. Por otro lado, el estimador 
de Arellano y Bond supera lo hecho por Anderson-Hsiao en términos 
del RMSE y desviación estándar, lo cual confirma la superioridad de 
estas estimaciones IV (variables instrumentales) por GMM respecto 
a las demás cuando el coeficiente α se acerca a 1.
Como se recordaba en la síntesis inicial, Blundell y Bond (2000) 
anotan que los estimadores pueden sufrir de un sesgo debido a la 
presencia de instrumentos débiles (lo cual ocurre cuando el paráme-
tro α pasa de 0,8 a 0,92). Como solución, estos autores sugieren un 
estimador del sistema GMM agregando un solo instrumento por pe-
riodo temporal a las ecuaciones en niveles. La simulación confirma 
que en presencia de instrumentos débiles bajo alta persistencia 
(α = 0,92), el estimador de Blundell y Bond es relativamente más 
Tabla 1
Dimensión T fija y N tendiendo a infinito
Estimadores Promedio RMSE Desviación 
estándar
Beta=0    T=10   N=30   alfa=0,5
Arellano-Bond 1 0,3931 0,0204 0,1012
Blundell-Bond 0,6967 0,0467 0,0892
LSDV 0,3135 0,0376 0,0600
Kiviet 0,4173 0,0116 0,0690
Anderson-Hsiao 0,5074 0,0247 0,157
Beta=0    T=10   N=50   alfa=0,5
Arellano-Bond 1 0,4337 0,0116 0,0849
Blundell-Bond 0,6391 0,0247 0,0736
LSDV 0,3162 0,0359 0,0468
Kiviet 0,4152 0,0100 0,0536
Anderson-Hsiao 0,4970 0,0138 0,1179
Fuente: elaboración propia.
Tabla 2
Dimensión N fija y tendiendo a infinito
Estimadores Promedio RMSE Desviación 
estándar
Beta=0    T=10   N=50   alfa=0,5
Arellano-Bond 1 0,4337 0,0116 0,0849
Blundell-Bond 0,6391 0,0247 0,0736
LSDV 0,3162 0,0359 0,0468
Kiviet 0,4152 0,0100 0,0536
Anderson-Hsiao 0,4970 0,0138 0,1179
Beta=0    T=30   N=50   alfa=0,5
Arellano-Bond 1 0,4615 0,0022 0,0282
Blundell-Bond 0,7660 0,0723 0,0406
LSDV 0,4464 0,0034 0,0238
Kiviet 0,4742 0,0012 0,0244
Anderson-Hsiao 0,5011 0,0028 0,0533
Fuente: elaboración propia.
Tabla 3
Macropaneles con series persistentes
Estimadores Promedio RMSE Desviación 
estándar
Beta=0    T=20   N=30   alfa=0,8
Arellano-Bond 1 0,6720 0,0198 0,0587
Blundell-Bond 0,9618 0,0264 0,0158
LSDV 0,6869 0,0139 0,0344
Kiviet 0,7439 0,0047 0,0406
Anderson-Hsiao 0,7840 0,1028 0,3204
Beta=0    T=20   N=30   alfa=0,92
Arellano-Bond 1 0,8352 0,0093 0,0468
Blundell-Bond 0,9964 0,0081 0,0043
LSDV 0,8321 0,0084 0,0264
Kiviet 0,8831 0,0022 0,0304
Anderson-Hsiao 0,9240 0,0195 0,1398
Fuente: elaboración propia.
3. Se debe destacar que, en la actualidad, existen programas que permiten la 
extracción del estimador de efectos fijos (LSDV) del estimador de Kiviet (LSDVC). Un 
ejemplo de ello es STATA cuyo respectivo comando  es xtlsdvc.
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eficiente con un RMSE de 0,0081 y con una desviación  estándar de 
0,0043 en comparación con un RMSE de 0,0264 y una desviación 
estándar de 0,0158 (con un α = 0,80), Por su parte, el estimador de 
Kiviet compite con el estimador de Blundell-Bond porque presenta 
un menor sesgo, con 0,0369 frente a 0,0764 al aumentar la persisten-
cia del proceso, lo cual se complementa con una relativa eficiencia.
3.4. Desempeño  de los estimadores  en presencia de series persistentes 
con micropaneles
A continuación, en la tabla 4, se evalúan las propiedades de los 
estimadores en presencia de alta persistencia, esta vez pasando de la 
simulación de un macropanel a un micropanel. Se confirma, entre 
otros resultados, la consistencia del estimador LSDV en relación con 
la dimensión T.
En efecto, con un periodo T pequeño se observa un mayor sesgo 
del estimador LSDV, incluso en presencia de alta persistencia. El es-
timador de Kiviet con un RMSE de 0,0047, una desviación de 0,0406 
le sigue en desempeño al estimador de sistemas GMM, evidenciando 
de  nuevo como el de  mejor desempeño promedio en todos los ejer-
cicios de simulación.
Otro escenario se configura al aumentar la persistencia de la va-
riable dependiente  (al pasar a un α de 0,92). En esta simulación, el 
estimador de Blundell y Bond resulta ser el mejor con el mejor RMSE 
(0,0181) y una desviación estándar de 0,1040, lo cual evidencia su 
superioridad frente a los demás estimadores en presencia de instru-
mentos débiles. A diferencia del caso anterior de alta persistencia en 
macropaneles, en este escenario de micropanel (con un α = 0,92), el 
estimador de Kiviet muestra un pobre desempeño en términos de 
sesgo y eficiencia.
4. Conclusiones 
Es de suma importancia conocer las propiedades de los diferentes 
estimadores en el momento de estimar paneles dinámicos,  toda vez 
que las propiedades de insesgadez, consistencia y eficiencia no solo 
dependen de las dimensiones N y T, sino también de algunos otros 
parámetros, como es el caso del coeficiente que acompaña a la varia-
ble endógena rezagada (α).
La recomendación antes de elegir el estimador dependerá de la 
relación existente entre la dimensión transversal (N) y temporal (T). 
Por ejemplo, la propiedad de consistencia del estimador LSDV se 
cumple con  un T grande y N pequeño, mientras que en los estima-
dores GMM esta propiedad se alcanza con un N grande y T pequeño. 
Dado este resultado, los macroeconomistas no deberían desestimar 
el sesgo del estimador LSDV con una dimensión temporal pequeña  y 
una gran dimensión transversal.
Se debe señalar que el estimador GMM1 de Arellano y Bond con 
series no persistentes (coeficiente α ≤ 0,5) tiene un buen desempeño; 
no obstante, es superado por el LSDV corregido (Kiviet) en términos 
de las propiedades de insesgadez y eficiencia.
La anterior situación se revierte en un micropanel con un N gran-
de y T pequeño, donde el sesgo de los estimadores GMM1 de Arella-
no y Bond se vuelve considerable cuando las series son altamente 
persistentes. Por lo tanto, se recomienda cuando se vayan a estimar 
paneles dinámicos con estimadores GMM, indagar si las series tienen 
alta persistencia y si este es el caso utilizar los estimadores de siste-
mas GMM de Blundell y Bond.
El estimador de Kiviet resulta ser el mejor estimador con series no 
persistentes frente a los demás estimadores al exhibir un menor 
RMSE, desviación estándar y sesgo. No obstante en series altamente 
persistentes no  muestra  un buen desempeño según los criterios 
mencionados, estando por debajo de los estimadores GMM1 de 
Blundell y Bond quienes muestran un mejor desempeño en presen-
cia de alta persistencia. 
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Tabla 4
Micropaneles con series persistentes
Estimadores Promedio RMSE Desviación 
estándar
Beta=0    T=20   N=30   alfa=0,8
Arellano-Bond 1 0,6720 0,0198 0,0587
Blundell-Bond 0,9618 0,0264 0,0158
LSDV 0,6869 0,0139 0,0344
Kiviet 0,7439 0,0047 0,0406
Anderson-Hsiao 0,7840 0,1028 0,3204
Beta=0    T=4   N=50   alfa=0,92
Arellano-Bond 1 0,2583 1,1494 0,9257
Blundell-Bond 0,8857 0,0181 0,1040
LSDV 0,1414 0,4387 0,0708
Kiviet 0,3646 0,2118 0,1494
Anderson-Hsiao 0,9432 2,8870 1,6991
Fuente: elaboración propia.
