We introduce an optimum watermark embedding technique that satisfies common watermarking requirements such as visual fidelity, sufficient embedding rate, robustness against noise and tolerance to benign signal processing, while optimizing one of these requirements. The algorithm distinguishes itself from other watermark optimization techniques in its flexibility for incorporating constraints and in assuring convergence to the globally optimum point when all constraints are convex. The proposed scheme is a natural extension of set-theoretic watermark design and inherits all the advantages of it. A watermarked image is first obtained by POCS, then optimum watermarked image is determined by an iterative search procedure based on a simple bi-section method. Experimental results are presented to illustrate the effectiveness of the method.
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Index Terms-Optimum watermark embedding, set theoretic watermark, POCS, vector space projections, spreadspectrum watermark Several methods have been proposed falling into categories of suitably designed embedding [1, 2] that albeit requires ad hoc modifications for meeting application constraints, embedding with optimization of one criterion under other constraints [3, 4] and embedding by determining a feasible point meeting desired constraints. [5, 6] Among these methods, optimization based techniques are especially attractive because they allow minimization or maximization of a desired criterion subject to other constraints. Set theoretic methods on the other hand benefit form having a flexible and readily adaptable framework in which a wide variety of constraints can be incorporated. In addition, for convex constraints the methods assure global convergence.
In this paper we demonstrate how the set theoretic watermarking framework may be readily extended to an optimization based framework in which one of the constraint criteria may be selected for optimization. We do so using the method for quasi-convex optimization by convex feasibility problems. Although the optimization strategies look similar to [7] , we employ more sophisticated visual models and robustness to compression in a simple framework.
INTRODUCTION
Digital watermarking is a special communication technique that utilizes digital multi-media files bearing perceptual information as the channel for the communication of watermark data. Watermarking is often the only solution available when secure out-band channels are not available for carrying the auxiliary information or when this information may be easily removed. Today watermarking is used in many areas including but not limited to copyright enforcement, tamper detection, broadcast monitoring and fingerprinting.
The exact requirements of watermark design depends on the specific needs of the application. However, we can talk about some common requirements for the design of watermarks in general. First of all, the watermark signals should be imperceptible, i.e., the watermarked media should look close to the original cover file. Secondly, the watermarking method should allow sufficient rate for the embedding. Depending on the application, the watermarks should also be able to withstand benign signal processing such as compression and/or malicious processing such as deliberate modifications. 
BACKGROUND

Common Constraints for watermarking
The common requirements of watermarking such as imperceptibility, robustness to noise, robustness to compression and detectibility can be represented or approximated as convex sets [5, 6] . These sets can be summarized as follows:
Detectibility: The watermarked image should give a positive response at the detector. Specifically for spread spectrum watermarks with the commonly used correlation detector, the correlation of the watermarked image with the key generated "watermark" pn-sequence should be greater than the threshold value. For K different watermarks, we therefore have constraints:
{X: WT(X -X) >Tf}, j= 1, ... .,K. (1) where j denotes the watermark index, wj denotes the watermark pn-sequence (assumed to be zero-mean), and (x denotes a candidate image; both being arranged as vectors in a chosen order.
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ICIP 2006 Visual Adaptation: The watermark should adapt the visual content of the file to maintain invisibility of the watermark noise. For this purpose, we employ constraints based on two models that capture different visual phenomena:
The first constraint is based on contrast sensitivity model. Human visual system is more sensitive to lower frequencies compared to higher frequencies. This fact has been explored and modelled by several researachers (e.g. Sakrison [8] ) and results in the constraint set [6] : 52 -{x:1 Hx -Hxo 1< } (2) The second constraint exploits the fact that noise is less visible in textured regions compared to flat regions. A noise visibility function is modeled based on Pereira et al [3] and used to define a constraint set 53 _{X:1 < X < U} (3) where I and u are upper and lower bounds on pixel values that define the range of visually acceptable modification.
Robustness to compression: In a number of applications, the image is expected to be robust to benign signal processing operations. For spread spectrum watermarks and JPEG compression robustnes can be approximated as [6] : (4) where Qo[ ] refers to the function that thresholds some (DCT) coefficients to zero and leaves others unchanged, the function being defined by coefficients quantized to 0 in JPEG compression of the image [5] .
Overview of Set Theoretic Watermarking and POCS
Set theoretic watermarking [5, 6] represents each property desired of the watermarked image as a constraint set. A watermarked image is then determined using an iterative algorithm that determines a point in the intersection of all the sets [9] . When the sets are convex the method of POCS provides a robust algorithm for this purpose. Given n convex sets {Si}, I the POCS method determines a point in their inter- will be equal to Ps, (fk), which is set to be in the rest of this paper [6] . Figure 1 schematically illustrates the POCS algorithm for two convex constraints. Fig. 1 . A generic illustration of convergence of POCS algorithm as a solution of the feasibility problem for two sets.
OPTIMUM WATERMARK EMBEDDING
Common watermarking requirements can be formulated or approximated as convex constraints. If one of these requirements is desired to be optimized given the other requirements fixed, the objective function can be observed as a quasi-convex function where all of its sub-level sets are represented by convex inequalities. Hence the problem can be viewed as quasiconvex optimization problem [10, pp. 159]. mtin bt (X) (6) subject to Xi(x) < t, i = I..m To be clear with the notation, let 4i (x) < t represent the convex inequalities that represent the watermark requirements and t (x) be the family of one of these convex functions non-increasing in t. More precisely, t represents embedding strength T for SI, f for S2, the control parameters so and si for S3 and quality level Q and -y for S4.
The set theoretic watermarking problem is a feasibility problem, quantitatively expressed as: find x subject to Oi(x) < t, i = I..m bt(X) < 0 (7) Let t* denote the optimal value of quasi-convex optimization problem (7). On one hand, if there exist a solution for this problem, then we know t* < t. On the other hand, if there is no solution for this feasibility problem then we know t* > t. So the optimal value of this quasiconvex optimization function can be determined to be above or below the optimal point by solving the convex feasibility problem.
This observation is used as the basis of a simple algorithm for solving the optimization problem using bisection method, solving feasibility problem at each step. We assume two values of t, u and I are known, where u parameter makes the solution of feasibility problem a null set and I parameter makes the problem feasible. So we assume, I < t* < u. We then solve the feasibility problem at t = (I + u)/2, to determine whether the optimal value is in the upper or lower half of the interval. So this procedure generates an updated interval which has half the length of the previous length.
Bisection method for optimization of watermarks, given I < t* < u, tolerancec One practical solution of the feasibility problem in high dimensional signal spaces where one or some of constraints is formulated in transform domain is projection onto convex sets(POCS). The convergence of the algorithm to a feasible point on the boundary of a set is guaranteed when all constraints are convex. Also, it is possible to tell if the problem is feasible or not by examining the convergence of Lagrange multiplier calculated at each projection operation. In each iteration, the interval is bisected so that after exactly 1log2 (u -)/El iterations, the algorithm will terminate.
The convergence is checked by examining the convergence of Lagrange parameter at each projection. Convergence of Lagrange parameter below 0.1 is accepted as convergence criteria. In optimization of capacity values, some heuristic corrections are performed.
Maximizing Embedding Strength
The problem of watermark embedding can be formulated as maximizing the robustness/embedding stregth given a predetermined visual quality and robustness to compression. Table below summarizes the maximum embedding strength obtained by our algorithm.
The noise visibility function is controlled by two parameters so and si [3] , and we assume s, = 10 so all the times.
The pn-sequence is image size and mean corrected correlation detector described in equation (1) is employed. In this strategy, watermark designer aims to embed maximum data given a fixed embedding strength, fidelity and robustness to compression. We report optimization results for those cases and report the results for Goldhill image. Table 2 gives the maximum amount of information embedded into the Goldhill image at various embedding strengths and fidelity. plan to employ more sophisticated methods to predict the convergence of each feasibility problem by fitting an exponent to the convergence of Lagrange parameter at each projection.
