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Abstract
Fitting sparse models to high dimensional time series is an important area of sta-
tistical inference. In this paper we consider sparse vector autoregressive models and
develop appropriate bootstrap methods to infer properties of such processes. Our
bootstrap methodology generates pseudo time series using a model-based bootstrap
procedure which involves an estimated, sparsified version of the underlying vector au-
toregressive model. Inference is performed using so-called de-sparsified or de-biased
estimators of the autoregressive model parameters. We derive the asymptotic distri-
bution of such estimators in the time series context and establish asymptotic validity
of the bootstrap procedure proposed for estimation and, appropriately modified, for
testing purposes. In particular we focus on testing that groups of autoregressive co-
efficients equal zero. Our theoretical results are complemented by simulations which
investigate the finite sample performance of the bootstrap methodology proposed. A
real-life data application is also presented.
Keywords: De-sparsified estimators, Testing, Vector autoregressive models
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1 Introduction
Statistical analysis of high dimensional time series has attracted considerable interest during
the last decades. Initiated by developments in the i.i.d., mainly regression, set-up, statistical
methods have been proposed to select and to estimate non-zero parameters in the context
of sparse high dimensional time series models by means of regularized-type estimators. To
be more specific, consider a p dimensional stochastic process {Xt, t ∈ Z}, where the random
vector Xt is generated via a dth order vector autoregressive (VAR(d)) model,
Xt =
d∑
s=1
A(s)Xt−s + εt. (1)
Here A(s), s = 1, 2, . . . , d, are p × p coefficient matrices while the εt’s are assumed to be
independent and identically distributed (i.i.d.) innovations with E(εt) = 0,Var(εt) = Σε, in
short, εt ∼ (0,Σε). Assume that the process is stationary and causal, that is det(A(z)) 6= 0
for all z ≤ 1, where A(z) = I −∑ds=1A(s)zs. The VAR(d) model considered, has dp2
unknown parameters in the matrices A(s), s = 1, . . . , d and p(p+ 1)/2 unknown parameters
in the innovation covariance matrix Σε. Hence the total number of unknown parameters
is q = p2(d + 1/2) + p/2 = O(dp2). Suppose that a time series X1, X2, . . . , Xn stemming
from {Xt, t ∈ Z} has been observed. If the number of parameters is small in the sense that
q  n, then inference for such processes is a well developed and well understood area in
multivariate time series analysis; see among others, Reinsel (2003); Lu¨tkepohl (2007); Tsay
(2013) and Kilian and Lu¨tkepohl (2017).
In this paper we consider the important case where q  n but the VAR(d) model
(1) possesses some form of sparse representation, that is many of the parameter coeffi-
cients are equal to zero. To elaborate, we first fix some notation. For a vector x ∈ Rp,
‖x‖0 =
∑p
j=1 1(xj 6= 0), ‖x‖1 =
∑p
j=1 |xj| and ‖x‖22 =
∑p
j=1 |xj|2. Furthermore, for
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a r × s matrix B = (bi,j)i=1,...,r,j=1,...,s, ‖B‖1 = max1≤j≤s
∑r
i=1 |bi,j| = maxj ‖Bej‖1 and
‖B‖∞ = max1≤i≤r
∑s
j=1 |bi,j| = maxi ‖e>i B‖1, where ej = (0, . . . , 0, 1, 0, . . . , 0)> denotes
the vector with the one appearing in the jth position. Using this notation, let krj (p) =∑d
s=1 ‖e>j A(s)‖0 and kcj(p) =
∑d
s=1 ‖A(s)ej‖0 be the number of non-zero coefficients in the
jth row, respectively, in the jth column of the matrices A(s), s = 1, 2, . . . , d, and, let
k1,max(p) = max1≤j≤p{krj (p), kcj(p)}. Denote further by k2,max(p) = max1≤j≤p ‖e>j Σε‖0 =
max1≤j≤p ‖Σεej‖0 the maximum of non-zero coefficients in the rows/columns of Σε. Recall
that Σε is symmetric. Let kmax(p) = k1,max(p) · k2,max(p). In the following we consider the
case where the VAR(d) model is sparse, that is the total number of non-zero coefficients
satisfies k1,max(p)+k2,max(p) n. Furthermore, we allow k1,max(p) and k2,max(p) to depend
on p, that is they can be increasing functions of the dimension p of the process under
consideration.
In the setting described above, procedures to fit sparse VAR models have been consid-
ered by many authors in the literature by means of regularized type estimators; see among
others, Song and Bickel (2011) for `1-penalized least squares (lasso) estimators, Han et al.
(2015) for `1-penalized Yule-Walker estimators, Kock and Callot (2015) for oracle type
inequalities for adaptive lasso estimators and Davis et al. (2016) for a two step procedure
which includes `1-penalized likelihood estimators. Consistency of `1-penalized estimators
has been established by Basu and Michailidis (2015), while Lin and Michailidis (2017)
considered estimation for multi-block high dimensional VAR models including testing of
Granger-causality. However, and despite the progress made in fitting sparse VAR models,
statistical inference for such models seems to be a less developed area. This is probably
due to the fact that the asymptotic distribution of `1-penalized estimators is difficult to
derive and statistical inference is much more involved and difficult to implement. Notice
that even in the i.i.d. regression set-up with fixed dimension, the limiting distribution
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of regularized lasso estimators has been shown to be nonstandard and one which assigns
positive probability mass at zero to the zero coefficients; see Knight and Fu (2000). This
leads, among other things, to inconsistency of standard, model-based bootstrap methods;
Chatterjee and Lahiri (2010); see also Chatterjee and Lahiri (2011) for a different consistent
bootstrap proposal in the high dimensional i.i.d. regression setting.
In this paper we focus on the development of bootstrap procedures for inferring prop-
erties of high dimensional, sparse VAR(d) processes. Toward this goal and in order to
avoid potential problems associated with nonstandard limiting behaviour of regularized
lasso estimators, we propose to bootstrap de-biased or de-sparsified estimators of the VAR
parameters. De-sparsified estimators of sparse estimators obtained by lasso regularization,
have been introduced and investigated in the i.i.d. regression case by several authors. We
refer here to the initial paper by Zhang and Zhang (2014) and to van de Geer et al. (2014),
which investigated such estimators in a much more broader setting and established, under
certain regularity conditions, asymptotic optimality in the sense of semi-parametric effi-
ciency. In the same i.i.d. regression set-up, de-sparsified estimators have also been used in
the context of model based bootstrap inference; see Dezeure et al. (2017) for a discussion
and a recent contribution. For the time series setting, a version of de-sparsified estimators
of high dimensional, Gaussian VAR(1) models has been discussed in Neykov et al. (2018).
De-biased estimators in the context of Gaussian respectively sub-Gaussian VAR processes
have also been considered in Chaudhry et al. (2017) and have been used for statistical
inference and in particular for testing Granger causality. Our work extends and generalizes
the aforementioned contributions. In particular, we consider de-sparsified respectively de-
biased estimators for the general VAR(d) process and we derive their limiting distribution
under quite general conditions on the process and on the stochastic properties of the, not
necessarily Gaussian, innovations. Furthermore, we introduce a novel and valid bootstrap
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procedure for inferring properties of the parameters of the VAR(d) process. Appropriately
modified, this bootstrap procedure also allows, for testing statistical hypotheses about
groups of model parameters in a very flexible way.
We first derive the limiting distribution of de-sparsified estimators for the parameters of
a general, stationary VAR(d) process. We show that this limiting distribution is a regular
Gaussian distribution which is affected by the autocovariance structure of the underlying
VAR(d) process. We then propose a bootstrap procedure to estimate the distribution of
the de-sparsified estimators of the VAR parameters. This procedure uses an appropri-
ately thresholded `1-penalized estimator of the coefficient matrices A
(s) and a thresholded,
sparse estimator of the covariance matrix Σε of the innovations. Thresholding is important
in this context, since it guaranties sparsity of the VAR model used in the bootstrap world.
The fitted sparse VAR model driven by appropriately generated i.i.d. innovations is then
used to generate vector pseudo time series X∗1 , X
∗
2 , . . . , X
∗
n, which appropriately imitate the
sparse stochastic structure of the observed time series X1, X2, . . . , Xn. We prove consis-
tency of such a bootstrap procedure under general conditions when applied to estimate the
distribution of de-sparsified estimators. The results obtained allow for using the bootstrap
procedure proposed in order to construct individual or simultaneous confidence intervals
and to perform tests of hypotheses about model parameters. In particular, we show how
the bootstrap method proposed can be used in order to test the interesting hypothesis that
individual or, more importantly, groups of coefficients of the VAR model are equal to zero.
For this purpose, the bootstrap procedure is appropriately modified so that the sparse VAR
model used to generated the pseudo time series X∗1 , X
∗
2 , . . . , X
∗
n satisfies the null hypothesis
of interest. Consistency of the bootstrap based testing procedure is established for max-
type test statistics. Finally, we demonstrate by means of numerical investigations that the
theoretical results established are accompanied by a good finite sample behavior of the
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bootstrap methodology developed.
The paper is organized as follows. Section 2 introduces de-sparsified estimators for the
VAR model parameters and derives their limiting distribution under suitable assumptions
on the sparsity of the underlying VAR process and on the consistency properties of the
regularized estimators involved. Section 3 introduces the bootstrap procedure proposed and
establishes its asymptotic validity for estimating the distribution of de-sparsified estimators
and, appropriately modified, for testing hypotheses about model parameters. Asymptotic
validity of the bootstrap based test procedure is established. Section 4 is devoted to issues
related to the practical implementation and to numerical investigations. We propose a
procedure to improve the finite sample performance of the bootstrap and we present several
simulations supporting the good size and power behavior of the bootstrap methodology
proposed for difficult inference problems. An application to an interesting real-life data set
is also discussed. Auxiliary results and technical proofs are deferred to Section 6.
2 De-Sparsified Estimators of VAR Parameters
2.1 Motivation
Before introducing de-sparsified or de-biased estimators of the coefficients of a general
VAR(d) model, we motivate the idea of de-biasing in the time series context by first con-
sidering the simple case of a VAR(1) model, Xt = AXt−1 + εt. Towards this we adapt
for the time series context the motivation for the introduction of de-sparsified estimators
given in the i.i.d. regression set-up, see Dezeure et al. (2017), and make the appropriate
modifications. Let Aj;r be the coefficient in the jth row and rth column of the p×p matrix
A and denote by Xt;r the rth component of the p-dimensional random vector Xt. Recall
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that if p  n the standard least squares estimator of Aj;r obtained by regressing Xt;j on
Xt−1;r, r = 1, 2, . . . , p, also can be written as
Âj;r =
n∑
t=2
Vt−1;rXt;j
/ n∑
t=2
Vt−1;rXt−1;r, (2)
where Vt−1;r are “residuals” defined by Vt−1;r = Xt−1;r −
∑p
i=1,i 6=r βˆr;iXt−1;i and the coef-
ficients βˆr;i, i = 1, . . . , r − 1, r + 1, . . . , p, are those obtained by a least squares regression
of Xt−1;r on the lagged variables (Xt−1;1, . . . , Xt−1;r−1, Xt−1,r+1, . . . , Xt−1;p). Denote the
aforementioned row vector of lagged variables by Xt−1;−r. Then Âj;r can be interpreted
as the effect of the variable Xt−1;r on Xt;j after eliminating from Xt−1;r the (linear) in-
fluence of all other variables belonging to the vector Xt−1,−r. Clearly, if p  n such
a construction is not possible since in this case Vt−1;r ≡ 0, due to the fact that the
row vector X
(n)
L1,r = (Xt−1;r, t = 2, 3, . . . , n) is an element of the subspace spanned by
X
(n)
L1,−r = (X
(n)
L1,1 : . . . : X
(n)
L1,r−1 : X
(n)
L1,r+1 : . . . : X
(n)
L1,p), where L
1Xt = Xt−1. However,
instead of estimating βr by the least squares regression of Xt−1;r on the set Xt−1,−r, a
different approach can be used.
To elaborate, let Ip,−j be the (p−1)×p matrix obtained from the identity matrix of size p
after deleting its jth row. Note that βˆr is an estimator of βr = (Ip,−rΓ(0)I>p,−r)
−1(Ip,−rΓ(0)er)
and that the method of least squares leads to an estimation of Γ(0) given by Γ˜(0) =
n−1
∑n
t=1(Xt − X¯n)(Xt − X¯n)>, where X¯n = n−1
∑n
t=1Xt. Γ˜(0) is clearly not a consistent
estimation of Γ(0) in the case p > n. To overcome this problem, observe that for a stable
VAR process Γ(0) =
∑∞
j=0A
jΣε(A
>)j. This suggests that a consistent estimator of Γ(0)
can be obtained using this expression and some sparse estimators Aˆ and Σˆε of the coef-
ficient matrix A and of the covariance matrix Σε, respectively, provided these estimators
satisfy certain consistency properties. We denote in the following this estimator by Γˆ(0)
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which is given by
Γˆ(0) =
∞∑
j=0
AˆjΣˆε(Aˆ
>)j. (3)
Lemma 1 below gives more details and establishes some properties of this estimator. Now,
the estimator Γˆ(0) leads to the estimator βˆr = (Ip,−rΓˆ(0)I>p,−r)
−1(Ip,−rΓˆ(0)er) of βr which
can be shown to be consistent provided Γˆ(0) is consistent; see Lemma 2 below. We can
then define “residuals” Zˆt−1;r = Xt−1;r − Xt−1;rβˆr;−r and construct, analogue to (2), the
estimator
A˜j;r =
n∑
t=2
Zˆt−1;rXt;j
/ n∑
t=2
Zˆt−1;rXt−1;r. (4)
Substituting the generating equation Xt;j =
∑p
i=1Aj;iXt−1;i + εt;j for Xt;j in the above
expression, leads to
A˜j;r = Aj;r +
p∑
`=1,`6=r
Aj,`
n∑
t=2
Zˆt−1;rXt−1;`
n∑
t=2
Zˆt−1;rXt−1;r
+
n∑
t=2
Zˆt−1;rεt;j
n∑
t=2
Zˆt−1;rXt−1;r
. (5)
The second term on the right hand side above can be interpreted as the bias introduced
by the construction of the estimator A˜j;r. Let Â
(re)
j;` be some regularized estimator of
Aj;` obtained, for instance, by an `1-penalized least squares regression of Xt;j on Xt−1,`,
` = 1, 2, . . . , p; see the discussion in Section 2.2. We can then use this estimator to estimate
the bias term in (5) and thus to correct A˜j;r for its bias. This leads to the following estimator
of Aj;r,
Â
(de)
j;r = A˜j;r −
p∑
`=1,` 6=r
Â
(re)
j,`
n∑
t=2
Zˆt−1;rXt−1;`
n∑
t=2
Zˆt−1;rXt−1;r
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which after substituting expression (4) for A˜j;r, can also be written as
Â
(de)
j;r = Â
(re)
j;r +
( n∑
t=2
Zˆt−1;rXt−1;r
)−1 n∑
t=2
Zˆt−1;r
(
Xt;j −
p∑
`=1
Â
(re)
j,` Xt−1;`
)
. (6)
The estimator Â
(de)
j;r above is called a de-biased respectively a de-sparsified estimator of Aj;r
since it is a bias corrected version of the initial estimator A˜j;r and it is not sparse anymore.
Before generalizing these de-sparsified estimators for VAR(d) processes in the next
section, we look more closely on some properties of the estimators introduced. We start
with the following lemma which establishes consistency properties of an estimator Γˆ(h) of
the lag-h autocovariance matrix Γ(h) = E(Xt+hX
>
t ) obtained as the estimator Γˆ(0) given
in (3).
Lemma 1. Let Xt = AXt−1 + εt be a stable VAR(1) model with ε1 ∼ (0,Σε) which fulfills
the following assumptions:
a) The coefficient matrix A is bounded, that is, ‖A‖g < M <∞ for g ∈ {1,∞} and sparse
in the sense that max1≤j≤p ‖Aej‖0 ≤ k1,max(p) and max1≤j≤p ‖e>j A‖0 ≤ k1,max(p).
b) There exists some l ∈ N such that for all k ≥ l, ‖Ak‖g < 1, where g ∈ {1,∞}.
c) The covariance matrix Σε is sparse in the sense that max1≤j≤p ‖Σεej‖0 ≤ k2,max(p).
Let further Aˆ be an estimator of A satisfying ‖Aˆ − A‖∞ = OP (k1,max(p)
√
g(p, d, n)/n)
and ‖Aˆ − A‖1 = OP (k1,max(p)
√
g(p, d, n)/n) and let Σˆε be an estimator of Σε satisfying
‖Σε − Σˆε‖∞ = OP (k2,max(p)
√
g(p, d, n)/n), where g(p, d, n) is some increasing function of
p. Then, the estimator of Γ(h) given by
Γˆ(h) =
∞∑
j=0
(Aˆ)j+hΣˆε(Aˆ
>)j, for h ≥ 0, and Γˆ(h)> = Γˆ(−h) for h < 0, (7)
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satisfies ‖Γˆ(h)−Γ(h)‖∞ = OP (kmax(p)
√
g(p, d, n)/n). Furthermore, if ‖Γ(0)−1‖ is bounded
by some constant M , we also have ‖(Γˆ(0))−1 − Γ(0)−1‖∞ = OP (kmax(p)
√
g(p, d, n)/n).
As we will see in equation (10) below, the estimator (7) introduced above can easily be
generalized for a VAR(d) processes by using the stacked VAR(1) representation of such a
process; see Appendix A.
The following result, which will be useful in the sequel, shows how the rate properties
of Γ(0)− Γˆ(0) are transmitted to those of βj − βˆj.
Lemma 2. Assume that Γ(0) is bounded from below and from above such that ‖Γ(0)‖∞ =
O(kmax(p)) and ‖Γ(0)−1‖∞ < M for some positive constant M . Suppose that the estima-
tor Γˆ(0) of Γ(0) satisfies ‖Γ(0) − Γˆ(0)‖∞ = OP
(
kmax(p)
√
g(p, d, n)/n
)
, where g is some
increasing function of p; see Lemma 1. Then,
βˆ>j = (I
>
p,−jΓˆ(0)Ip,−j)
−1(I>p,−jΓˆ(0)ej),
is an estimator of β>j = (I
>
p,−jΓ(0)Ip,−j)
−1(I>p,−jΓ(0)ej) and this estimator satisfies ‖βj −
βˆj‖1 = OP
(
kmax(p)
√
g(p, d, n)/n
)
. Furthermore, 1/n‖(βj − βˆj)X(n)−j ‖22 =
OP (kmax(p)
2g(p, d, n)/n).
Remark 3. The sparse setting we use in this paper imposes conditions on the number of
non-zero entries of the coefficient matrix A and of the covariance matrix of the i.i.d. inno-
vations Σε. Sparse estimators of these two parameter matrices are then used in Lemma 1
to estimate the lag-zero autocovariance matrix Γ(0) and, consequently, the coefficients βj.
We will discuss in Section 2.3 estimators Aˆ and Σˆε which satisfy the conditions required
in Lemma 1. An alternative approach to the above would be to estimate directly Γ(0) by
means of thresholding the empirical lag-zero autocovariance Γ˜(0); see for instance Basu
and Michailidis (2015). Then, an estimation of Σε could be derived using the thresholded
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estimator of Γ(0) and some estimator Aˆ of A. This approach will require to impose some
sparsity assumptions directly on the lag-zero autocovariance matrix Γ(0) which, however,
are difficult to justify. In particular, it is difficult to derive the zero respectively the non-
zero entries of Γ(0) from the sparsity properties of the matrices A and Σε; see for instance,
Example 1 in Appendix A. Thus we found the approach of imposing sparsity assumptions
on A and on Σε more natural and this is the reason why in this paper we prefer to use
the estimator Γˆ(0) which builds directly upon estimators obtained under such sparsity as-
sumptions. By the same lack of justification argument, we also do not directly impose any
sparsity assumptions on the coefficients βj, j = 1, . . . , p. This is the reason why, in contrast
to some approaches in the i.i.d. regression case, the coefficients βj, j = 1, . . . , p, are not
estimated directly by using a regularized type regression or any other penalized approach.
Properties of these estimators are derived from those of the estimator Γˆ(0); see Lemma 2.
2.2 De-sparsified estimators
To generalize the previous construction and to introduce de-biased estimators for the gen-
eral VAR(d) case, we first fix some additional notation. Let L be the back-shift operator,
that is LkXt = Xt−k for any k ∈ N ∪ {0}. The VAR(d) model (1) can then be written as
Xt =
∑d
s=1A
(s)LsXt + εt. Let A
(s)
j be the jth row of A
(s) and A
(s)
j;r the rth entry of the jth
row of A(s). Furthermore, let
X
(n)
Ls,j =
(
LsXd+1;j, . . . , L
sXn;j
)>
=
(
Xd+1−s;j, . . . , Xn−s;j
)>
, s = 0, 1, . . . , d,
be the (n−d)-dimensional vector containing the random variables from time point d+1 up
to time point n of the jth component of Xt, back shifted by s time units. We write X
(n)
L0,j =
(Xd+1;j, Xd+2;j, . . . , Xn;j)
> for the corresponding non shifted vector. We next denote by
X(n) =
[
X
(n)
L1,1 : · · · : X(n)L1,p : · · · : X(n)Ld,1 : · · · : X(n)Ld,p
]
the (n − d) × pd-dimensional matrix
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containing in each block of p columns the (n−d) dimensional vectors X(n)Ls,j, j = 1, 2, . . . , p.
Notice that the p vectors contained in the different blocks of this matrix are back shifted
by s time units, where s = 1, . . . , d. Furthermore, let αj = (A
(1)
j , . . . , A
(d)
j )
> be the Rdp-
dimensional vector containing the elements of the jth row of the coefficient matrices A(s),
s = 1, . . . , d. Using the above matrix notation, the jth component of the p-dimensional
time series X1, X2, . . . , Xn can be written as
X
(n)
L0,j = X
(n)αj + ε
(n)
j , j = 1, . . . , p, (8)
where ε
(n)
j = (εd+1;j, . . . , εn;j)
>. A lasso estimator based on representation (8) is then given
by
αˆ
(lasso)
j = argminξ∈Rdp
(
1
n− d‖X
(n)
L0,j −X(n)ξ‖22 + 2λn‖ξ‖1
)
, j = 1, . . . , p. (9)
To introduce the de-sparsified estimator denote first by X
(n)
Ls,−j the (n− d)× (pd− 1)-
dimensional matrix obtained by removing from the matrix X(n) the column of random
variables corresponding to the jth component back shifted by s time units, that is the
random vector X
(n)
Ls,j. This matrix is given by
X
(n)
Ls,−j =
[
X
(n)
L1,1 · · ·X(n)L1,p . . . X(n)Ls,1 · · ·X(n)Ls,j−1, X(n)Ls,j+1 · · ·X(n)Ls,p · · ·X(n)Ld,1 · · ·X(n)Ld;p
]
.
In the following we denote by Γ(stacked)(0) = Var((X1, . . . , Xd)
>) the lag-zero autocovariance
matrix of the stacked VAR(d) process, see Appendix A, and by Γˆ(stacked)(0) the estimator
of it, defined analogously to (3) as
Γˆ(stacked)(0) =
∞∑
j=0
AˆjΣˆU(Aˆ
>)j, (10)
where Aˆ and ΣˆU are obtained from A and ΣU by replacing A
(s), s = 1, . . . , p and Σε in
A and ΣU, respectively, by some estimators Aˆ
(s), s = 1, 2, . . . , p and Σˆε; see Appendix A
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for a definition of the matrices A and ΣU appearing in the stacked VAR(d) process. We
will specify later on, in Assumption 1, the conditions we impose on the estimators Aˆ(s) and
Σˆε and we will discuss specific regularized estimators that satisfy these conditions; see the
discussion following Assumption 1. For j = 1, . . . , p and s = 1, . . . , d, define then analogue
to Section 2.1 “residuals”
Zˆ
(n)
Ls,j = X
(n)
Ls,j −X(n)Ls,−jβˆLs,j
where
βˆLs,j = (I
>
dp,−((s−1)p+j)Γˆ
(stacked)(0)Idp,−((s−1)p+j))−1(I>dp,−((s−1)p+j)Γˆ
(stacked)(0)edp,((s−1)p+j)),
and Idp,−r is the matrix obtained from the dp dimensional identity matrix after deleting
its rth row and edp,r is the rth unit vector of dimension dp. Notice that the corresponding
true parameter vector βLs,j appearing in the calculation of the above “residuals” is given
by
βLs,j = (I
>
dp,−((s−1)p+j)Γ
(stacked)(0)Idp,−((s−1)p+j))−1(I>dp,−((s−1)p+j)Γ
(stacked)(0)edp,((s−1)p+j)).
To proceed with the construction of the de-biased estimator, denote for j, r ∈ {1 . . . , p}
and s = 1, . . . , d, by Aˆ
(s,re)
j;r a consistent (initial) regularized sparse estimator of A
(s)
j;r. This
can for instance, be the estimator obtained by using the `1-penalized least squares estimator
αˆ
(lasso)
j given in (9) or any other consistent estimator such as the `1-penalized likelihood
estimator proposed by Davis et al. (2016). We write also αˆ
(re)
j for the corresponding R
dp
vector containing the estimators Aˆ
(s,re)
j;r , r = 1, 2, . . . , p and s = 1, 2, . . . , d. Notice that
Aˆ(s) and Aˆ(s,re) may be different estimators since they are used for different purposes. The
de-sparsified estimator of A
(s)
j;r, denoted by Aˆ
(s,de)
j;r , is then defined analogue to (6) and is
given by
Aˆ
(s,de)
j;r = Aˆ
(s,re)
j;r +
(
(Zˆ
(n)
Ls,r)
>X(n)Ls,r
)−1(
(Zˆ
(n)
Ls,r)
>(X(n)L0,j −
d∑
m=1
p∑
l=1
LmX
(n)
l Aˆ
(m,re)
j;l )
)
. (11)
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2.3 Asymptotic distribution of de-sparsified estimators
To derive the asymptotic distribution of Aˆ
(s,de)
j;r we first observe by substituting expression
X
(n)
L0,j = X
(n)αj + ε
n
j in (11), that this estimator can be written as, see also (6),
Aˆ
(s,de)
j;r = Aˆ
(s,re)
j;r +
(
(Zˆ
(n)
Ls,r)
>X(n)Ls,r
)−1 (
(Zˆ
(n)
Ls,r)
>(X(n)L0,j −X(n)αˆ(re)j )
)
= A
(s)
j;r +
(
(Zˆ
(n)
Ls;r)
>X(n)Ls,r
)−1
(Zˆ
(n)
Ls,r)
>ε(n)j
+ ((Zˆ
(n)
Ls;r)
>X(n)Ls,r)
−1(Zˆ(n)Ls,r)
>X(n)Ls,−r(αj,Ls,−r − αˆ(re)j,Ls,−r)), (12)
where αj,Ls,−r = (A
(1)
j : · · · : A(s−1)j , A(s)j;1, . . . , A(s)j;r−1, A(s)j;r+1, . . . , A(s)j;p : A(s+1)j : · · · : A(d)j )>,
is the Rdp−1 -dimensional vector obtained from the coefficient vector αj after deleting the
rth component of A
(s)
j , that is after deleting A
(s)
j;r. The corresponding vector of initial
reguralized estimators αˆ
(re)
j,Ls,−r is defined analogously. Representation (12) suggests that an
asymptotic normality of the de-sparsified estimator, more precisely of
√
n(Aˆ
(s,de)
j;r − A(s)j;r)
can be obtained, via the contribution of the second term on the right hand side of (12)
and the asymptotic negligibility of the last term in the same expression, which depends on
the differences αj,Ls,−r − αˆ(re)j,Ls,−r. Theorem 4 below confirms that this intuition is indeed
true. However, to formulate precisely the corresponding asymptotic result, we impose some
conditions on the underlying VAR process and on its sparsity as well as on the consistency
properties of the estimators Aˆ(s), s = 1, 2, . . . , d and Σˆε, used in the estimator Γˆ
(stacked)(0)
and which affect the estimators βˆLs,j and the construction of the de-sparsfied estimator
Aˆ
(s,de)
j;r .
Assumption 1.
(i) The p-dimensional vector process {Xt, t ∈ Z} is generated according to model (1) and
is stable, that is, det(A(z)) 6= 0 for all z ≤ 1.
(ii) k1,max(p) and k2,max(p) are allowed to be increasing functions of p.
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(iii) The estimator Aˆ(s) used in the estimator Γˆ(stacked)(0) satisfies the conditions,
d∑
s=1
‖Aˆ(s) − A(s)‖∞ = OP (k1,max(p)
√
g(p, d, n)/n) and
d∑
s=1
‖Aˆ(s) − A(s)‖1 = OP (k1,max(p)
√
g(p, d, n)/n).
The estimator Aˆ(s,re) used in the construction of the de-sparsified estimators satisfies
the above condition regarding the ‖ · ‖∞ norm and the sparsity condition
max
j
d∑
s=1
‖e>j Aˆ(s,re)‖0 = OP (k1,max(p)).
Furthermore,
‖Σˆε − Σε‖1 = OP (k2,max(p)
√
g(p, n, d)/n).
The function g appearing in the expressions above is an increasing function of the
dimension p of the process and may be different from expression to expression.
(iv) (E‖ε1‖q)1/q = O(k1,max(p)) for some q ≥ 4 such that p · kmax(p)/((log p)q/2nq/2−1) =
O(1) and (k1,max(p)kmax(p))g(p, d, n)/
√
n = o(1).
Assumption 1(i) implies that the random vector Xt also possesses the causal representa-
tion Xt =
∑∞
k=0Bkεt−k, t ∈ Z, where B0 = I and the matrices Bk are determined through
the equation A(z)(I +
∑∞
k=1Bkz
k) = I, z ∈ C. Assumption 1(ii) allows for the sparsity of
the underlying VAR(d) process to increase with its dimension p. Assumption 1(iii) states
our requirements on the estimators Aˆ(s,re), Aˆ(s) and Σˆε used in order to deliver sparse and
`1-consistent column-wise and row-wise results. Observe that we left g unspecified since
its particular form depends, among other things, also on the distribution of the i.i.d. in-
novations. For instance, for Gaussian innovations, Kock and Callot (2015) showed under
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standard lasso conditions that the corresponding estimators of A(s) satisfy the rates of
Assumption 1(iii) with the function g(p, d, n) given by g(p, d, n) = (log(n) log(p) log(d))5.
The particular estimator Aˆ(s) we propose to use in the following, and which as we will
see, satisfies all conditions required in Assumption 1, is given by
Aˆ
(s,init)
j;r = Aˆ
(s,init1)
j;r 1
(|Aˆ(s,init1)j;r | ≥ an, |Aˆ(s,init2)j;r | ≥ an), j, r = 1, . . . , p, s = 1, . . . , d, (13)
where an is a threshold parameter. Observe that in (13) the combined support of two
initial estimators, i.e., of Aˆ
(s,init1)
j;r and of Aˆ
(s,init2)
j;r , is used in order to achieve a row- and
column-wise `1-consistency of the final estimator Aˆ
(s,init). Regarding the threshold pa-
rameter an, we can set an = λn, where λn is the regularization parameter used in the
`1-penalized regression (9) and which is of order O(
√
g(p, d, n)/n). Garcia et al. (2017)
suggested to use the Bayesian Information Criterion (BIC) to select a suitable regular-
ization parameter λn, respectively an. The desired rate of Aˆ
(s), s = 1 . . . , d, stated in
Assumption 1(iii) can be achieved if Aˆ(s,init1), s = 1 . . . , d, is row-wise consistent and of
order OP (k1,max(p)
√
g(p, d, n)/n) and Aˆ(s,init2), s = 1 . . . , d, is column-wise consistent and
of the same order; see Lemma 10 for such a result. Notice that the desired row-wise consis-
tency is achieved by the adaptive lasso estimator and, therefore, it is the choice for A
(s,init1)
j;r
we propose to use in (13). To elaborate, Kock and Callot (2015) obtained under some con-
ditions which include Gaussian innovations, that the row-wise `1-error of the adaptive lasso
has the rate OP (k1,max(p)
√
(log(n) log(p) log(d))5/n). Notice that this estimator is build up
row-wise which implies that without any further restrictions, the column-wise estimation
error cannot be controlled. For this reason, the support of A(s) in (13) is also estimated by
thresholding the second initial estimator, Aˆ
(s,init2)
j;r . As a suggestion, Aˆ
(s,init2)
j;r could be the
regularized Yule-Walker estimator considered in Han et al. (2015). To elaborate, denote
this estimator by Aˆ(YW ), where A is the coefficient matrix of the stacked VAR(d) process;
see Appendix A. Han et al. (2015) showed then, that under some conditions which include
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Gaussian innovations, ‖Aˆ(YW ) − A‖1 = OP (k1,max(p)
√
log(p)/n). Notice that this rate
refers to the column-wise estimation error. Furthermore, thresholding leads to an estima-
tor of A(s) which has bounded support and which implies that the estimator Aˆ(s,init) given
in (13) also fulfills the condition imposed by the third equation in Assumption 1(iii). In
simulations the adaptive lasso estimator Aˆ(s,init1) showed a good finite sample performance
and this is the reason why we set in (13) the values of the non-zero coefficients selected
(after thresholding) equal to this estimator. It is worth mentioning here that a so-called
full sign consistency is not required by the sparse estimator (13) used in our procedure.
In fact what is only required is that the boundeness assumptions imposed on the number
of non-zero coefficients in the rows of the matrix A(s) are not violated (bounded support
condition). For this reason we do not have to impose a so-called minimal signal strength
condition for the elements A
(s)
j;r of A
(s).
Regarding the estimator of the innovation covariance matrix Σˆε, the following estimator
is used in the sequel. Let εˆt = Xt −
∑d
s=1 Aˆ
(s,init)Xt−j, t = d + 1, . . . , n, be the estimated
residuals and assume that maxj ‖Σεej‖0 = k2,max(p) and ‖Σε‖1 = O(k1,max(p)). For ¯ˆεn =
1/(n− d)∑nt=d+1 εˆt let Σ˜ε = (n− d)−1∑nt=d+1(εˆt − ¯ˆεn)(εˆt − ¯ˆεn)> and
Σˆ(thr)ε =
(
Σ˜ε,i,j1{|Σ˜ε,i,j| ≥ bn}
)
i,j=1,2,...,p
, (14)
where Σ˜ε,i,j denotes the (i, j)th element of Σ˜ε; see Lemma 13 for properties of the estimator
Σˆ
(thr)
ε and more specifically that this estimator satisfies Assumption 1(iii). In particular, it is
shown in this lemma, under the assumption of Gaussian innovations εt, that ‖Σˆ(thr)ε −Σε‖1 =
OP (k2,max(p)
√
log(p)/n). In Bickel and Levina (2008) and for the i.i.d. case, a cross-
validation procedure in suggested to choose the threshold parameter bn which is adopted
in this paper. The results of Bickel and Levina (2008), Section 2.3 and El Karoui (2008),
indicate that for the non-Gaussian case slower rates should be expected. However, Cai and
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Liu (2011) showed that with a more refined thresholding strategy the same rate can also
be obtained in the non-Gaussian i.i.d. case. They suggest an individual thresholding value
instead of an universal threshold. A simple modification of (14) taking their considerations
into account is
Σˆ(thr)ε =
(
Σ˜ε,i,j1{|R˜ε,i,j| ≥ bn}
)
i,j=1,2,...,p
where R˜ε,i,j = Σ˜ε,i,j/(Σ˜ε,i,iΣ˜ε,j,j)
1/2.
We now state the announced result which establishes asymptotic normality of the de-
sparsified estimators considered in this section.
Theorem 4. Suppose that Assumption 1 is satisfied. Then for all j, r ∈ {1, . . . , p} and
s = 1, . . . , d, we have, as n→∞,
√
n
(
Aˆ
(s,de)
j;r − A(s)j;r
)
D→ N (0, s.e.(j, r, s)2), (15)
where s.e.(j, r, s)2 = Σε,j;j/(
(
β†Ls,r)
>Γ(stacked)(0)β†Ls,r) and the pd-dimensional vectors β
†
Ls,r
are defined as follows: The ((s − 1)d + r)th component of β†Ls,r is set equal to 1 while the
other components of β†Ls,r, let they be β
†
Ls,r;−((s−1)d+r), are given by
β†Ls,r;−((s−1)d+r) = −βLs,r
= (I>dp,−((s−1)p+r)Γ
(stacked)(0)I>dp,−((s−1)p+r))
−1(I>dp,−((s−1)p+r)Γ
(stacked)(0)edp,((s−1)p+r)).
That is β†Ls,r;(s−1)d+r = 1 and β
†
Ls,r;k = −βLs,r;σ(k), where σ is the function σ : {1, . . . , dp} →
{1, . . . , pd− 1}, σ(i) = i, if i < (s− 1)d+ r and σ(i) = i− 1, if i ≥ (s− 1)d+ r.
We conclude this section with a lemma which describes the limiting covariance of the
de-sparsified estimators considered.
18
Lemma 5. If Assumption 1 is fulfilled then for any j1, j2, r1, r2 ∈ {1, . . . , p}, and s1, s2 ∈
{1, . . . , d}, we have as n→∞, that
Cov(
√
nAˆ
(s1,de)
j1;r1
,
√
nAˆ
(s2,de)
j2;r2
)
→ Σε,j1;j2 · (β
†
Ls1 ,r1
)>Γ(stacked)(0)β†Ls2 ,r2(
Cov(Xt−s1;r1 , Xt−i) : i = 1, . . . , d)β
†
s1,r1 ·
(
Cov(Xt−s2;r2 , Xt−i) : i = 1, . . . , d)β
†
s2,r2
.
(16)
Note that our approach differs from so-called post-selection inference. To elaborate, the
de-sparsified estimators considered in this paper, deliver an approach to do inference for
the zero and for the non-zero coefficients of the underlying VAR model regardless whether
p > n or not. See for instance Section 3.2 where we focus on the problem of testing for
groups of zero coefficients. This is in contrast to post-selection inference, where a standard
estimation method, such as least squares, is used to do inference for a set of coefficients
selected in a previous step by a regularized estimation method, like for instance the lasso.
Therefore, post-selection inference is mainly an approach for inferring properties of the
non-zero coefficients of the system.
3 Bootstrap Based Inference for Sparse Vector Au-
toregressions
3.1 Bootstrapping de-sparsified estimators
Due to their regular limiting distribution, de-sparsified estimators can be used as a vehicle
for statistical inference for sparse VAR(d) models. In this section we introduce a bootstrap
procedure for this purpose. The basic idea is to use an estimated and sparsified version
of the underlying VAR(d) model to generate bootstrap pseudo time series X∗1 , X
∗
2 , . . . , X
∗
n
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and to use this pseudo time series in order to infer properties of A
(s)
j;r by means of estimat-
ing the distribution of
√
n(Aˆ
(s,de)
j;r − A(s)j;r). Towards this goal, the thresholded estimators
Aˆ(s,init) given in (13) and the sparse estimator of the covariance matrix Σˆ
(thr)
ε given in
(14) are used. This sparsity set-up enables the bootstrap to generate pseudo time series
X∗1 , X
∗
2 , . . . , X
∗
n that mimic appropriately the dependence and sparsity properties of the
underlying VAR(d) model. Notice that thresholding is important in the context of the
model-based bootstrap procedure proposed, since it guarantees sparsity of the VAR model
used in the bootstrap world. Furthemore, using these estimators, the pseudo time series
generated in the bootstrap world stems from a VAR(d) model which has Γˆ(stacked)(0) as its
lag-zero autocovariance matrix.
As already mentioned, the estimator Aˆ(s,init) given in (13), selects the non-zero com-
ponents of the matrices A(s) by means of thresholding two initial estimators. We stress
here the fact that consistency of this estimator as well as a bounded row- and column-wise
support property is sufficient for validity of the bootstrap procedure proposed; see also
Assumption 2 bellow. More specifically, as a careful inspection of the proof of Theorem 6
bellow shows, a full sign recovery, which will require a minimal signal strength condition
on the coefficients A
(s)
j;r, is not needed for bootstrap validity. Notice that under such an
additional minimal signal strength condition, consistent estimation of the support of A(s),
s = 1, . . . , d, also can be established; see Theorem 7 of Kock and Callot (2015) and Corol-
lary 1 of Han et al. (2015). Lack of such a minimal signal strength condition does not affect
the consistency and the aforementioned row- and column-wise boundedness properties of
the estimators of A(s) used for bootstrap purposes.
Although our previous discussion of the bootstrap procedure has been focused on the
estimators Aˆ(s,init), s = 1, 2 . . . , d and Σˆ
(thr)
ε introduced in Section 2.3, validity of the
bootstrap procedure proposed in this paper is not restricted to these particular estimators.
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In fact any estimators, say Aˆ(s,boot), s = 1, 2, . . . , d, and Σˆ
(boot)
ε of A(s), s = 1, 2, . . . , d, and
of Σε, respectively, can be used provided they satisfy the conditions stated in Assumption 2
below. Given such estimators the bootstrap algorithm proposed to estimate the distribution
of interest consists then of the following four steps.
Step 1: Generate i.i.d. pseudo innovations ε∗t from N (0, Σˆ(boot)ε ).
Step 2: Generate a pseudo time series X∗1 , X
∗
2 , . . . , X
∗
n using the model equation
X∗t =
d∑
s=1
Aˆ(s,boot)X∗t−s + ε
∗
t , t = 1, 2, . . . , n
and some starting values X∗0 , X
∗
−1, . . . , X
∗
1−d.
Step 3: Let Aˆ
∗(s,de)
j;r be the same de-sparsified estimator of A
(s)
j;r as the estimator Aˆ
(s,de)
j;r
given in (11), but based on the pseudo time series X∗1 , X
∗
2 , . . . , X
∗
n.
Step 4: Approximate the distribution of
√
n(Aˆ
(s,de)
j;r −A(s)j;r) by that of the bootstrap
analogue
√
n(Aˆ
∗(s,de)
j;r − Aˆ(s,boot)j;r ).
Notice that while we have not imposed any particular distributional assumptions on
the i.i.d. innovations εt, the bootstrap ε
∗
t ’s are generated in Step 1 as Gaussian pseudo
innovations. As we will see in the sequel, this choice does not affect the asymptotic validity
of the bootstrap procedure proposed when applied to estimate the distribution of the de-
sparsified estimators and to perform tests for groups of coefficients. The reason for this lies
in the fact that, as Theorem 2 shows, the limiting distribution of de-sparsified estimators
is not affected by the distribution of the εt’s but solely by their covariance matrix Σε.
Assumption 2.
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(a)
∑d
s=1 ‖Aˆ(s,boot) − A(s)‖1 = OP (k1,max(p)
√
g(p, d, n)/n) and
∑d
s=1 ‖Aˆ(s,boot) − A(s)‖∞ =
OP (k1,max(p)
√
g(p, d, n)/n).
(b) Σˆ
(boot)
ε is positive definite, ‖Σˆ(boot)ε − Σε‖1 = OP (k1,max(p)
√
g(p, d, n)/n) and
max1≤j≤p ‖e>j Σˆ(boot)ε ‖0 = OP (k2,max(p)).
(c)
∑d
s=1 ‖e>j Aˆ(s,boot)‖0 = OP (k1,max(p)) and
∑d
s=1 ‖Aˆ(s,boot)ej‖0 = OP (k1,max(p)).
(d) P (det(I −∑ds=1 Aˆ(s,boot)z) 6= 0, ∀ |z| ≤ 1)→ 1 as n→∞ and
k21,max(p)k2,max(p) log(p)/
√
n = o(1).
(e) For all s ∈ {1, . . . , d}, and j, r ∈ {1 . . . , p}, it holds true that
√
n
(
Aˆ
(s,de)
j;r − A(s)j;r
)
D→ N (0, s.e.(j, r, s)2),
where s.e.(j, r, s)2 is given in Theorem 4.
As we have already mentioned, the estimator Aˆ(s,init) given in (13) and which is ob-
tained by thresholding the adaptive lasso, (Kock and Callot, 2015), and the regularized
Yule-Walker estimator, (Han et al., 2015), fulfill under certain conditions including Gaus-
sian innovations Assumption 2(a) and Assumption 2(c), where the function g depends on
dimension p through the rate log(p). Furthermore, Lemma 13 of Section 6 shows, under the
assumption on Gaussian innovations, that the thresholded estimator Σˆ
(thr)
ε given in (14) is
consistent and satisfies Assumption 2(b). Finally, Theorem 4 of Section 2, gives conditions
under which Assumption 2(e) of asymptotic normality of the de-sparsified estimators is
fulfilled.
Validity of the bootstrap procedure in approximating consistently the distribution of
de-sparsified estimators is established in the following theorem, where Mallow’s d2 metric is
used to measure the distance between two distributions. For two random variables X and
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Y , we denote by d2(X, Y ) Mallow’s distance between their distributions which is defined
as d2(X, Y ) = {
∫ 1
0
(
F−1X (x)− F−1Y (x)
)2
dx}1/2. Here FX and FY denote the cumulative
distribution functions of X and Y , respectively; see Bickel and Freedman (1981).
Theorem 6. Suppose that the estimators of A(s), s = 1, 2, . . . , d, and of Σε used in the
bootstrap algorithm satisfy Assumption 2(a)-(d) and that Assumption 2(e) is fulfilled. Then,
we have for all j, r ∈ {1, . . . , p} and s ∈ {1, . . . , d}, that as n→∞,
d2
(√
n(Aˆ
(s,de)
j;r − A(s)j;r),
√
n(Aˆ
∗(s,de)
j;r − Aˆ(s,boot)j;r )
)
= oP (1). (17)
The next corollary establishes validity of the corresponding studentized distributions as
well.
Corollary 7. Under the assumptions of Theorem 6 we have, as n→∞, that
d2
(√
n(Aˆ
(s,de)
j;r − A(s)j;r)/(ŝ.e.(j, r, s)),
√
n(Aˆ
∗(s,de)
j;r − Aˆ(s,boot)j;r )/(ŝ.e.∗(j, r, s))
)
= oP (1), (18)
where
ŝ.e.(j, r, s)2 = Σˆ
(boot)
ε,j;j /
(
1/n(Zˆ
(n)
Ls,r)
>Zˆ(n)Ls,r
)
(19)
and
ŝ.e.∗(j, r, s)2 = Σˆ∗ε,j;j/
(
1/n(Zˆ
∗(n)
Ls,r )
>Zˆ∗(n)Ls,r
)
. (20)
Here Σˆ∗ε,j;j and Z
∗(n)
Ls,r denote the same quantities as Σˆ
(boot)
ε,j;j and Z
(n)
Ls,r but based on the boot-
strap pseudo time series X∗1 , X
∗
2 , . . . , X
∗
n. The estimator Σˆ
(boot)
ε,j;j is the jth diagonal entry of
the estimator Σˆ
(boot)
ε used in Step 1 of the bootstrap algorithm.
The last result of this section shows that the bootstrap version of the de-sparsified
estimators considered, also can be used to consistently estimate the covariance of the de-
sparsified estimators of the coefficients A
(s1)
j1;r1
and A
(s2)
j2;r2
. Its proof follows along the same
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lines as the proof of Lemma 5 and uses arguments similar to those applied in the proof of
Theorem 6.
Lemma 8. If Assumption 2 is fulfilled then for any j1, j2, r1, r2 ∈ {1, . . . , p} and s1, s2 ∈
{1, . . . , d}, we have as n→∞, that
Cov∗(
√
nAˆ
∗(s1,de)
j1;r1
,
√
nAˆ
∗(s2,de)
j2;r2
)
→ Σε,j1;j2(β
†
Ls1 ,r1
)>Γ(stacked)(0)β†Ls2 ,r2(
Cov(X1−s1;r1 , X1−i) : i = 1, . . . , d
)
β†s1,r1 ·
(
Cov(X1−s2;r2 , X1−i) : i = 1, . . . , d
)
β†s2,r2
,
(21)
in probability.
3.2 Testing statistical hypotheses
The bootstrap procedure proposed, appropriately modified, can be used in order to test
hypotheses of interest regarding the dependence structure of the underlying VAR(d) model,
like for instance, testing that a subset of the parameters of the VAR model is zero. To
elaborate, let G ⊆ {(j, r, s) : j, r ∈ {1, . . . , p} and s ∈ {1, . . . , d}} be a subset of indices
and consider the following testing problem:
H0: A
(s)
j;r = 0, for all (j, r, s) ∈ G.
H1: There exists at least one (j, r, s) ∈ G such that A(s)j;r 6= 0.
We assume in the following that the restrictions on the parameter space imposed by
the above null and alternative hypotheses, do not violate the causality of the underlying
VAR(d) model, that is, we assume that the condition det(A(z)) 6= 0 for all z ≤ 1, is
satisfied under H0 and under H1.
24
In order to test the above hypotheses we propose to use the max-type test statistic
Tn = max
(j,r,s)∈G
{√
n|Aˆ(s,de)j;r |
ŝ.e.(j, r, s)
}
. (22)
For α ∈ (0, 1) small, let mn,α be the upper α-quantile of the distribution of Tn under the
assumption that the null hypothesis is true. H0 is then rejected if Tn > mn,α. Critical
values of the Tn test can be obtained using the model-based bootstrap procedure proposed
in this paper. For this, the estimated and sparsified VAR model used to generate the
pseudo time series X∗1 , X
∗
2 , . . . , X
∗
n is modified in such a way that the VAR model used in
the bootstrap world satisfies the null hypothesis. This is important for a good size and
power behavior of the bootstrap based test. To achieve this goal, the parameter matrices
A(s), s = 1, 2, . . . , d, are estimated under the restrictions imposed by the null hypothesis,
that is under the constrains Aˆ
(s,boot)
j;r = 0 for all indices (j, r, s) ∈ G. Using these restrictions
on the matrices Aˆ(s,boot), the bootstrap algorithm proposed in Section 3.1 is then applied
to generate pseudo time series X∗1 , X
∗
2 , . . . , X
∗
n from which the bootstrap analogue of Tn
under validity of H0 is calculated and which is given by
T ∗n = max
(j,r,s)∈G
{√
n|Aˆ∗(s,de)j;r |
ŝ.e.∗(j, r, s)
}
. (23)
Let m∗n,α be the upper α-quantile of the distribution of T
∗
n . The bootstrap based test pro-
ceeds then by rejecting H0 if Tn > m
∗
n,α. As the following theorem shows, the bootstrap
succeeds in consistently estimating the distribution of Tn under the null, justifying, there-
fore, the use of the bootstrap for estimating the critical values mn,α and for performing the
test.
Theorem 9. If Assumption 2 under validity of the null hypothesis is fulfilled and if the
estimator of the coefficient matrices Aˆ(s,boot), s = 1, 2, . . . , d, used in the bootstrap algorithm
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satisfies Aˆ
(s,boot)
j;r = 0 for all (j, r, s) ∈ G, then, as n→∞,
sup
x∈R
∣∣∣PH0(Tn ≤ x)− P (T ∗n ≤ x|X1, X2, . . . , Xn)∣∣∣ = oP (1), (24)
where PH0(Tn ≤ ·) denotes the distribution function of Tn when H0 is true.
4 Numerical Results
In this section we investigate the finite sample performance of the bootstrap procedure
proposed to infer properties of the sparse VAR model by means of simulations and we also
discuss a real-life data application. Notice that we can use our bootstrap procedure to
construct confidence intervals for the coefficients of the VAR model as well as to perform
tests of statistical hypotheses about the VAR parameters. In this section, we focus on the
problem of testing hypotheses about groups of model parameters.
All results presented in this section are based on implementations in R, (R Core Team,
2018), of the procedures proposed in this paper. In the simulations as well as in the real-life
data example, the estimator Aˆ
(s,init)
j;r of A
(s)
j:r is based on the adaptive lasso; see Section 4 in
Kock and Callot (2015). To simplify calculations we do not make use of the second esti-
mator Aˆ
(s,init2)
j;r appearing in (13). The reason for this is that the adaptive lasso estimates
showed a very good finite sample performance regarding both norms, that is the ‖ · ‖1 and
the ‖ · ‖∞ norm and no tendency towards an out of scale increasing column-wise support
has been observed. Moreover, in preliminary simulations we found that the adaptive lasso
estimator was not outperformed by the combined estimator (13), where the latter estima-
tor was computationally much more demanding. Thus the estimator Aˆ
(s,init)
j;r used in our
simulations, was obtained by thresholding the adaptive lasso with tuning parameter λn and
threshold parameter an = λn. The same estimator was used for the construction of the
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de-sparsified estimators and for the bootstrap. The Bayesian Information Criterion (BIC)
has been used to select the tuning parameter λn. More specifically, the adaptive lasso
implementation with BIC selection of λn of the HDeconometrics package, Garcia et al.
(2017), which uses the glmnet package, Simon et al. (2011), has been applied. Finally, the
covariance matrix Σε of the innovations has been estimated using (14), where the threshold
parameter bn has been chosen by cross-validation and the implementation of Yan and Lin
(2016).
In our numerical investigations, we have experienced that in situations where the test
sets are considerably large, that is, |G| is of the same order as n, the bootstrap-based
test and despite its consistency, seems to be conservative. This is due to a finite sample
bias appearing in estimating the upper percentage point of the distribution of Tn under
H0. To improve the finite sample behavior the bootstrap based test, we adapt to the
testing context a bias correction procedure proposed by Efron (1981) for the construction
of confidence intervals. See also Efron and Tibshirani (1993), Section 14.3. For Φ the
cumulative distribution function of the standard normal distribution, the bias corrected
bootstrap based test, rejects H0 if Tn > m
∗
n,α1
, where m∗n,α1 is the upper α1-quantile of the
distribution of T ∗n and α1 = Φ(2z0 + Φ(α)
−1), where z0 quantifies the bias under the null.
To calculate α1 an estimator of the constant z0, which depends on the distribution of Tn
under H0, is needed. Note that since the underlying process generating X1, . . . , Xn may
not satisfy the null hypothesis, we cannot use X1, . . . , Xn and X
∗
1 , . . . , X
∗
n to compute the
quantity z0. An estimator of z0 can be obtained using the following algorithm.
Step 1: Generate a pseudo time series X∗1 , . . . , X
∗
n under the null using the bootstrap
procedure described in Section 3.1.
Step 2: Based on X∗1 , . . . , X
∗
n, compute the test statistic T
∗
n and compute (under the
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null) the estimators Aˆ∗(s,boot), s = 1, . . . , d, and Σˆ∗(boot)ε .
Step 3: Given the estimators Aˆ∗(s,boot), s = 1, . . . , d, and Σˆ∗(boot)ε , generate pseudo time
series X+1 , . . . , X
+
n and compute the test statistic T
+
n .
Step 4: Repeat Step 3 a number of times, say B2 times, and estimate z0 by zˆ
+
0 =
Φ−1(
∑B2
k=1 1{T+n,k < T ∗n}/B2), where T+n,k denote the value of the test statistic calcu-
lated using the kth pseudo time series, k = 1, 2, . . . , B2.
To reduce the dependence of the above procedure on the initial time series X∗1 , X
∗
2 , . . . , X
∗
n
appearing in Step 1, we apply the above algorithm to 200 generated bootstrap time series
X∗1 , X
∗
2 , . . . , X
∗
n and average the estimates zˆ
+
0 obtained. In the numerical examples of this
section we use, for computational reasons, 200 repetitions and set B2 = 60.
4.1 Simulations
Example 1: We generated time series X1, X2, . . . , Xn from the VAR(1) model, Xt =
AXt−1 + εt, with i.i.d. εt ∼ N (0,Σε), and where the coefficient matrices A and Σε possess
a cluster (or block) structure. That is, only the coefficients within a number of clusters
are allowed to be different from zero. Such VAR(1) models have been also considered in
Han et al. (2015). Each block is of size 20× 20 and is given by the matrices AξBLOCK and
ΣBLOCK in Appendix C. Four entries on the main diagonal of A
ξ
BLOCK are specified by the
choice of the parameter ξ. This parameter controls in some sense the level of dependence
of the generated VAR model. Two values ξ = 0.6 and ξ = 0.9 are considered, which lead to
the maximal absolute eigenvalues λmax = 0.7 and λmax = 0.9, respectively, of the coefficient
matrix A. Note that the information that A possesses a cluster structure was not used
in the subsequent inference procedure. Therefore, the same results could be obtained for
28
llllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllll
0 20 40 60 80 100
10
0
80
60
40
20
0
column
ro
w
llllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllll
0 20 40 60 80 100
10
0
80
60
40
20
0
column
ro
w
Figure 1: Structure of the coefficient matrix A for p = 100: The left panel shows the non-
zero elements of A with ordered indices and the right panel the non-zero elements of the
same matrix with shuffled indices. Positive coefficients are presented by red and negative
coefficients by blue dots.
the case where the indices are shuffled randomly; see Figure 1 for an illustration. The
dimension p of the VAR process is set equal to 20, 100 and 200 where the case p = 20
results in a single cluster.
Let G1 = {(i, j) : i ∈ {1, . . . , 20}, j = {p−20 + 1, . . . , p} be the set of indices which cor-
respond to the upper-right corner of the matrix A and let G2 = {(i, j) : i ∈ {1, . . . , 10}, j =
{p − 10 + 1, . . . , p} be a second set of indices corresponding to the upper-right corner of
G1. Note that |G1| = 400 and |G2| = 100. We consider for k ∈ {1, 2}, the testing problem,
H0: Aj;r = 0 for all (j, r) ∈ Gk, against
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H1: There exists (j, r) ∈ Gk such that Aj;r 6= 0.
For k = 1, H0 corresponds to the case that the time series belonging to the first clus-
ter, that is, Xt,1, . . . , Xt,20, are not directly influenced by the set of lagged time series
Xt−1,p−20+1, . . . , Xt,p belonging to the last cluster. Similarity, for k = 2, H0 corresponds
to the case that the first ten time series are not directly influenced by the ten last lagged
time series. For p = 20 only the case k = 2 is considered since for k = 1 the corresponding
null hypothesis is that Xt is a white noise process. We investigate the performance of the
bootstrap based test under the null as well as its power against various alternatives. The al-
ternatives considered refer to the case where only one coefficient in the set G is set different
to zero and equal to δa = 0.3. Notice that δa = 0 corresponds to the null hypothesis. The
results obtained for 500 repetitions and B = 1, 000 bootstrap replications are presented in
Table 1 (size) and Table 2 (power).
As Table 1 shows, the bootstrap-based test without the proposed bias correction, is
conservative in most of the cases and the differences between the empirical and the nominal
level increase with the size of the set G. The degree of persistence as well as the dimension
of the process seem not to affect the size of the test. However, using the bias correction,
the behavior of the bootstrap-based test improves considerably for all sizes of the set G
considered. Table 2 presents the empirical power of the bootstrap based test. As it can
be seen, in all settings considered, the bias correction improves the power behavior of the
test, where (as expected) the test is more powerful for the set G2 than for the more larger
set G1. Notice that for the sample size of n = 128 observations, detecting the deviation
from the null considered which refers to the fact that only one out of |G1| = 400 elements
is set equal to 0.3, is very challenging. However, even in this case, the test has power and
its power improves considerably for the larger sample size considered. Finally, as in the
case of the size, the dimension of the VAR process seems to affect only slightly the power
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of the test.
G2 G1
p 20 100 200 100 200
α 0.05 0.10 0.05 0.10 0.05 0.10 0.05 0.10 0.05 0.10
n λ With Bias Correction
128
0.7 0.06 0.11 0.07 0.14 0.05 0.10 0.06 0.10 0.04 0.09
0.9 0.07 0.13 0.04 0.09 0.05 0.12 0.05 0.10 0.05 0.10
200
0.7 0.05 0.09 0.06 0.12 0.07 0.11 0.06 0.10 0.07 0.12
0.9 0.05 0.09 0.05 0.12 0.05 0.11 0.05 0.09 0.04 0.11
Without Bias Correction
128
0.7 0.03 0.08 0.04 0.08 0.03 0.06 0.01 0.05 0.02 0.04
0.9 0.05 0.09 0.03 0.06 0.03 0.07 0.01 0.05 0.02 0.05
200
0.7 0.03 0.07 0.04 0.09 0.05 0.08 0.03 0.06 0.03 0.08
0.9 0.03 0.08 0.04 0.08 0.04 0.08 0.03 0.06 0.03 0.05
Table 1: Rejection frequencies under H0 (δa = 0.0), for time series stemming from the VAR
model of Example 1 with dimension p = 20, 100, 200 and sample sizes of n = 128 and 200
observations.
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G2 G1
p 20 100 200 100 200
α 0.05 0.10 0.05 0.10 0.05 0.10 0.05 0.10 0.05 0.10
n λ With Bias Correction
128
0.7 0.61 0.75 0.64 0.77 0.62 0.79 0.27 0.43 0.28 0.43
0.9 0.61 0.74 0.62 0.79 0.61 0.78 0.25 0.41 0.18 0.32
200
0.7 0.95 0.99 0.95 0.97 0.96 0.98 0.83 0.90 0.82 0.88
0.9 0.95 0.99 0.96 0.98 0.96 0.98 0.82 0.89 0.76 0.88
Without Bias Correction
128
0.7 0.51 0.68 0.52 0.68 0.50 0.68 0.15 0.25 0.12 0.24
0.9 0.51 0.68 0.52 0.70 0.52 0.69 0.12 0.24 0.08 0.17
200
0.7 0.93 0.97 0.94 0.97 0.94 0.96 0.73 0.85 0.73 0.82
0.9 0.94 0.98 0.95 0.98 0.94 0.97 0.74 0.84 0.66 0.81
Table 2: Rejection frequencies under H1 (δa = 0.3), for time series stemming from the VAR
model of Example 1 with dimension p = 20, 100, 200 and sample sizes of n = 128 and 200
observations.
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4.2 A real-life data example
In Farmer (2015) the question has been discussed whether the stock market affects the labor
market. In the aforementioned paper, the stock market is represented by the S&P 500 index
and the labor market by the unemployment rate, that is, a bivariate time series is used to
investigate the question of interest. However, restricting the analysis to a bivariate system
might be problematic since a variety of time series exist which describe the activities in the
two different macroeconomic sectors and the corresponding cross dependence structures
might be much more complicated than those captured by the particular bivariate time
series considered. Therefore, and in order to get a more detailed and deeper inside into
the relations between the labor and the stock market, we consider the Federal Reserve
Economic Data (FRED) of St. Louis Fed’s main, which is publicly available at http:
//research.stlouisfed.org/fred2/. This data set contains 31 time series describing the
activities in the labor market and 5 time series describing the stock market. Furthermore,
to take into account the fact that other macroeconomic variables may also exist which
simultaneously influence the labor and the stock market, all available time series in the
aforementioned data set are considered, which refer to a wide range of different economic
activities. The entire data set considered contains p = 124 time series and a complete
description of all time series used is given in Appendix B of this paper. The techniques
proposed in McCracken and Ng (2016) have been adopted to transform this set of time
series to stationarity. Furthermore, to ensure comparability of the data used in our analysis
with the data set used by Farmer (2015), the monthly observations have been aggregated
to quarterly data and the time period considered begins by the fourth quarter of 1979 and
ends by the first quarter of 2011. The number of available observations is then equal to
n = 126. As already mentioned, the question of interest is whether the financial sector,
that is the stock market, influences the labor market. Following Farmer (2015), a vector
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autoregressive model of order 1 has been used and the following hypotheses have been
considered:
H0: Aj;r = 0 for all (j, r) ∈ G,
H1: There exists (j, r) ∈ G such that Aj;r 6= 0,
where G is the set containing the indices corresponding to the two economic sectors, that
is G = {(j, r) : j ∈ LABOR and r ∈ STOCK}. Here STOCK denotes the set of indices
referring to the time series of the stock market and LABOR to the time series of the labor
market. Notice that |G| = 155. To test the above pair of hypotheses, the test statistic
described in Section 3.2 with B = 2, 000 bootstrap replications and bias correction has
been used.
Clearly, the degree of sparsity obtained depends on the choice of the regularization
parameters. As mentioned, we use the adaptive lasso with regularization parameter λn
and threshold an = λn to estimate the coefficient matrix, while the covariance of the
innovations Σε is estimated as in (14), where the threshold parameter bn has been chosen
by cross-validation. For instance, for λn = 0.25 we obtain a sparsity in the coefficient
matrix A of 0.56%, for λn = 0.1 the sparsity obtained is 2.7% and if λn is chosen by BIC,
this leads to a sparsity level of 1.43%. However, the p-values of the test seem not to be
largely affected by the choice of this regularization parameter. This is demonstrated in
Figure 2 where the p-values of the test obtained using the bias correction proposed, are
calculated for different values of the regularization parameter λn.
As it is seen from this figure, the null hypothesis of interest is rejected at the com-
monly used α = 0.05 level, for a wide range of values of λn. If λn is chosen by BIC,
the test gives a p-values of less than 0.0002. More specifically, our bootstrap procedure
identifies the following coefficients Aj;r, for j ∈ LABOR and r ∈ STOCK, as different
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Figure 2: P-values (vertical axis) of the test Tn described in Section 3.2 applied to the
FRED data set for several values of the regularization parameter λn (horizontal axis).
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from zero: AUSGOOD,S.P.500 = 0.13, AMANEMP,S.P.500 = 0.18, ACLAIMSx,S.P.div.yield = 0.32, and
ANDMANEMP,S.P..indust = 0.16. To summarize, our analysis leads to the conclusion that the
hypothesis that the stock market does not influence the labor market should be rejected.
Notice that this conclusion is also supported by the findings reported in Phelps (1999) and
Farmer (2015).
5 Conclusions
In this paper, high dimensional and sparse vector autoregressive models have been consid-
ered. We have first adopted the concept of de-biasing to the high dimensional time series
context and have considered de-biased respectively de-sparsified estimators of the autore-
gressive parameters. The asymptotic distribution of the de-sparsified estimators has been
derived under general conditions. Furthermore, a bootstrap procedure has been proposed
which is asymptotically able to generate pseudo time series that appropriately imitate the
dependence structure and in particular the sparsity properties of the observed high dimen-
sional time series. Asymptotic validity of the bootstrap procedure proposed for estimating
the distribution of de-sparsified estimators has been established. Furthermore, an appro-
priately modified version of the bootstrap procedure has been used for testing hypotheses
about groups of model parameters. Its validity has also been established. Finally, we have
demonstrated by means of numerical investigations, the good finite sample behavior of the
bootstrap-based inference procedure proposed and we have analyzed an interesting real-life
data set.
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6 Proofs
Proof of Lemma 1. In order to simplify the notation we set h = 0. Note that for j ∈ N we
have ‖Aj − Aˆj‖∞ = ‖Aj−1(A − Aˆ) + (Aj−1 − Aˆj−1)Aˆ‖∞ ≤ ‖Aj−1‖∞‖A − Aˆ‖∞ + ‖Aj−1 −
Aˆj−1‖∞(‖A− Aˆ‖∞ + ‖A‖∞). Since ‖A− Aˆ‖∞ = OP (k1,max(p)
√
g(p, d, n)/n), it follows by
induction
‖Aj − Aˆj‖∞ = OP (
j−1∑
s=1
‖A‖j−1−s∞ ‖As‖∞k1,max(p)
√
g(p, d, n)/n).
Since ‖A‖∞ = ‖A>‖1 we have with the same arguments ‖(A>)j − (Aˆ>)j‖∞ =
OP (
∑j−1
s=1 ‖A>‖j−1−s∞ ‖(A>)s‖∞k1,max(p)
√
g(p, d, n)/n). Furthermore, note that Assumption
1(b) implies
∑∞
j=0 ‖Aj‖g <∞ for g ∈ {1,∞}. We then have ‖Γ(0)−Γˆ(0)‖∞ ≤ ‖
∑∞
j=0(A
j−
Aˆj)Σε(A
>)j‖∞ + ‖
∑∞
j=0(Aˆ
j)(Σε − Σˆε)(A>)j‖∞ + ‖
∑∞
j=0(Aˆ
j)Σˆε((A
>)j − (Aˆ>)j)‖∞ =: I +
II + III. Since A0 = Ip = Aˆ
0 we get
∞∑
j=0
(Aj − Aˆj)Σε(A>)j =
l−1∑
j=1
(Aj − Aˆj)Σε(A>)j
+
∞∑
j=l
[
(Al − Aˆl)Aj−l + Al(Aˆj−l − Aj−l) + (Aˆl − Al)(Aj−l − Aˆj−l)
]
Σε(A
>)j−l(A>)l =
l−1∑
j=1
(Aj − Aˆj)Σε(A>)j + (Al − Aˆl)Γ(0)(A>)l + (Al + (Al − Aˆl))
∞∑
j=0
(Aˆj − Aj)Σε(A>)j(A>)l.
Since ‖Al‖g < 1 for some l ∈ N and for g ∈ {1,∞}, we get by applying the ‖ · ‖∞ norm on
both sides of the above equality and using its sub-multiplicative property, that for n large
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enough such that ‖Al‖1(‖Al‖∞ + ‖Al − Aˆl‖∞) < 1,
‖I‖∞ =‖
∞∑
j=0
(Aj − Aˆj)Σε(A>)j‖∞ ≤
(
1− ‖Al‖1(‖Al‖∞ + ‖Al − Aˆl‖∞)
)−1
×
(
‖
l−1∑
j=1
(Aj − Aˆj)Σε(A>)j‖∞ + ‖Al − Aˆl‖∞‖Γ(0)‖∞‖Al‖1
)
=OP
(∑l
j=1
∑j−1
s=1 ‖A‖j−1−s∞ ‖As‖∞‖Γ(0)‖∞‖Al‖∞
1− ‖Al‖∞‖Al‖1 k1,max(p)
√
g(p, d, n)/n
)
By the same arguments and the rate for Σˆε given in the assumptions of the lemma, we obtain
for the term II the following bound: ‖∑∞j=0(Aˆj)(Σε − Σˆε)(A>)j‖∞ = ‖∑∞j=0(Aj)(Σε −
Σˆε)(A
>)j‖∞+‖
∑∞
j=0(Aˆ
j−Aj)(Σε− Σˆε)(A>)j‖∞ ≤
∑∞
j=0 ‖Aj‖∞‖Aj‖1‖Σε− Σˆε‖∞+‖Σε−
Σˆε‖∞
∑∞
j=1 ‖Aj − Aˆj‖∞‖Aj‖1 = OP (
∑∞
j=0 ‖Aj‖∞‖Aj‖1k2,max(p)(g(p, d, n)/n)1/2).
Note that III = ‖∑∞j=0(Aj)Σε((A>)j−(Aˆ>)j)‖∞+‖∑∞j=0(Aˆj−Aj)Σε((A>)j−(Aˆ>)j)‖∞+
‖∑∞j=0(Aˆj − Aj)(Σˆε − Σε)((A>)j − (Aˆ>)j)‖∞ = IV + V + V I. IV can be bounded using
the same arguments as for I and we obtain,
‖IV ‖∞ = OP
(∑l
j=1
∑j−1
s=1 ‖A‖j−1−s1 ‖As‖1‖Γ(0)‖∞‖Al‖1
1− ‖Al‖∞‖Al‖1 k1,max(p)
√
g(p, d, n)/n
)
.
The terms V and V I are of order OP (g(p, d, n)/n) or higher and can be ignored. Thus, we
obtain ‖Γ(0)−Γˆ(0)‖∞ = OP
(
(‖Γ(0)‖∞+‖A‖1+‖A‖∞)l(k1,max(p)+k2,max(p))
√
g(p, d, n)/n
)
.
Using A−1 − B−1 = A−1(B − A)B−1, we have ‖Γ(0)−1 − (Γˆ(0))−1‖∞ ≤ ‖Γ(0) −
Γˆ(0)‖∞(‖Γ(0)−1− (Γˆ(0))−1‖∞+‖Γ(0)−1‖∞)‖Γ−1‖∞. For n large enough such that ‖Γ(0)−
Γˆ(0)‖∞ < ‖Γ(0)−1‖−1∞ , we have
‖Γ(0)−1 − (Γˆ(0))−1‖∞ ≤ ‖Γ(0)− Γˆ(0)‖∞‖Γ(0)−1‖2∞(1− ‖Γ(0)−1‖∞‖Γ(0)− Γˆ(0)‖∞)−1.
Proof of Lemma 2. For a p × p matrix B, let B−j,−j be the (p − 1) × (p − 1) matrix
defined as B−j,−j = I>p,−jBIp,−j. We have ‖Γ(0)−j;−j − Γˆ(0)−j;−j‖∞ = ‖I>p,−j(Γ(0) −
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Γˆ(0))Ip,−j‖∞ ≤ ‖Γ(0)− Γˆ(0)‖∞. Since Γ(0) is positive definite we have that I>p,−jΓ(0)Ip,−j
is positive definite as well and ‖(I>p,−jΓ(0)Ip,−j)−1‖∞ < M for some constant M. This im-
plies that ‖(I>p,−jΓ(0)Ip,−j)−1 − (I>p,−jΓˆ(0)Ip,−j)−1‖∞ = OP (‖Γ(0)− Γˆ(0)‖∞). Furthermore,
let Γ(0)−j;j = I>p,−jΓ(0)ej and notice that ‖Γ(0)−j;j − Γˆ(0)−j;j‖1 ≤ ‖Γ(0) − Γˆ(0)‖∞. Since
‖βj − βˆj‖1 = ‖(Γ(0)−1−j;−j − Γˆ(0)−1−j;−j)Γ(0)−j;j + Γˆ(0)−1−j;−j(Γ(0)−j;j − Γˆ(0)−j;j)‖1 and
‖(βj − βˆj)X(n)−j ‖22 = |(βj − βˆj)n−1
n∑
t=1
Xt;−jX>t;−j(βj − βˆj)>|
≤ max
1≤s1,s2≤p
|n−1
n∑
t=1
Xt;s1Xt;s2|‖βj − βˆj‖21,
the assertion follows.
Lemma 10. Let Aˆ(s,init), s = 1, . . . , d be the estimator of A(s), s = 1, . . . , d given in (13).
If maxi,j,s |e>i (Aˆ(s,init1) − A)ej| = OP (rn) ,
∑d
s=1 ‖Aˆ(s,init1) − A‖∞ = OP (k1,max(p)rn),∑d
s=1 ‖Aˆ(s,init2) − A‖1 = OP (k1,max(p)rn) and an = C(rn) for some constant C > 0,
then
∑d
s=1 ‖Aˆ(s,init) − A‖∞ = OP (k1,max(p)rn),
∑d
s=1 ‖Aˆ(s,init) − A‖1 = OP (k1,max(p)rn),
maxj
∑d
s=1 ‖Aˆ(s,init)ej‖0 = OP (k1,max(p)) and maxj
∑d
s=1 ‖e>j Aˆ(s,init)‖0 = OP (k1,max(p)).
Proof. The proof uses ideas given in the proof of Theorem 1 in Bickel and Levina (2008).
Let A(s,thr) = A(s) =
(
A
(s)
i;j 1(|A(s)i;j | ≥ an)
)
i,j=1,...,p
, s = 1, . . . , d, be the thresholded version
of A(s). Since k1,max(p) = max1≤j≤p
{∑d
s=1 ‖e>j A(s)‖0,
∑d
s=1 ‖A(s)ej‖0
}
, we have ‖A(s,thr) −
A(s)‖1 ≤ k1,max(p)an = O(k1,max(p)rn) and ‖A(s,thr) −A(s)‖∞ = O(k1,max(p)rn), which gives
the resulting rates for ‖A(s,thr) −A(s)‖1 and for ‖A(s,thr) −A(s)‖∞, when A(s) is threholded
using the thresholding paramter an which satisfies an = O(rn). Let Ji,s = {j = 1, . . . , p :
A
(s)
i,j ) 6= 0} be the set of indices for which the entries of the ith row of A(s) are non-zero.
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We then have
d∑
s=1
max
i
p∑
j=1
1{|Aˆ(s,init)i;j | ≥ an} ≤
d∑
s=1
max
i
∑
j∈Ji,s
1{|Aˆ(s,init1)i;j | ≥ an}+
∑
j 6∈Ji,s
1{|Aˆ(s,init1)i;j | ≥ an}
≤ k1,max(p) +
d∑
s=1
max
i
∑
j 6∈Ji,s
|Aˆ(s,init1)i,j − A(s)i;j |/an
≤ k1,max(p) +
d∑
s=1
‖Aˆ(s,init1) − A(s)‖∞/an = OP (k1,max(p)).
Similarly by the properties of Aˆ(s,init2), we have
∑d
s=1 maxj
∑p
i=1 1{|Aˆ(s,init)i;j | ≥ an} =
OP (k1,max(p)). Thus, Aˆ
(s,init) gives a row-wise and column-wise sparse estimator of A(s).
Moreover,
d∑
s=1
‖Aˆ(s,init) − A(s,thr)‖∞ ≤
d∑
s=1
max
i
p∑
j=1
|Aˆ(s,init1)i;j |1{|Aˆ(s,init1)i;j | ≥ an, |Aˆ(s,init2)i;j | ≥ an, |A(s)i;j | < an}
+
d∑
s=1
max
i
p∑
j=1
|A(s)i;j |1{(|Aˆ(s,init1)i;j | < an or |Aˆ(s,init2)i;j | < an), |A(s)i;j | ≥ an}
+
d∑
s=1
max
i
p∑
j=1
|Aˆ(s,init1)i;j − Ai;j|1{|Aˆ(s,init1)i;j | ≥ an, |Aˆ(s,init2)i;j | ≥ an, |A(s)i;j | ≥ an}
= I + II + III.
The indicator functions ensure that each part consist only of OP (k1,max(p)) non-zero terms.
Due to maxi,j
∑d
s=1 |e>i (Aˆ(s,init1)−A(s))ej| = OP (rn) each non-zero terms is of order OP (rn)
and we obtain
∑d
s=1 ‖Aˆ(s,init) − A(s,thr)‖∞ = OP (k1,max(p)rn). In the same way, we obtain∑d
s=1 ‖Aˆ(s,init) − A(s,thr)‖1 = OP (k1,max(p)rn) and the assertion follows.
Proof of Theorem 4: In order to simplify notation, consider a time series having
n + d − 1 observations, that is X−d+1, . . . , Xn. Recall that the de-sparsified estimator
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Aˆ
(s,de)
j;r given by (11) can be written as Aˆ
(s,de)
j;r = A
(s)
j;r + ((Zˆ
(n)
Ls,r)
>X(n)Ls,r)
−1((Zˆ(n)Ls,r)
>(ε(n)j +
X
(n)
Ls,−r(αLs,j,−r − αˆ(re)Ls,j,−r))). We show that
√
n(Zˆ
(n)
Ls,r)
>ε(n)j /((Zˆ
(n)
Ls,r)
>X(n)Ls,r) delivers the de-
sired asymptotic normality, whereas
√
n(ZˆLs,rX
(n)
Ls,r)
−1(Zˆ(n)Ls,r)
>
(
X
(n)
Ls,−r(αLs,j,−r − αˆ(re)Ls,j,−r)
)
is asymptotically negligible. For this, consider first that Zˆ
(n)
Ls,r can be asymptotically re-
placed by its theoretical counterpart Z
(n)
Ls,r, r = 1, . . . , p, obtained by replacing the estima-
tor βˆLs,j by the parameter vector βLs,j. Since βˆLs,j is obtained by Γˆ
(stacked)(0), we have
by Lemma 2 that ‖βˆLs,r − βLs,r‖1 = OP (kmax(p)
√
(g(p, d, n))/n) and 1/n‖X(n)Ls,−r(βˆLs,r −
βLs,r)‖22 = OP (kmax(p)2(g(p, d, n))/n). Let Z(n)Ls,r = X(n)Ls,r −X(n)Ls,−rβLs,r and Zˆ(n)Ls,r = X(n)Ls,r −
X
(n)
Ls,−rβˆLs,r, r = 1, . . . , p, and notice that βLs,r and βˆLs,r are (dp− 1) dimensional vectors.
Let β†Ls,r be given by β
†
Ls,r;l = −βLs,r;σ(l) for l 6= (s−1)d+r and β†Ls,r,(s−1)d+r = 1, where σ :
{1, . . . , dp} → {1, . . . , pd−1}, σ(i) = i, if i < (s−1)d+j and σ(i) = i−1, if i ≥ (s−1)d+j.
Then, Zt,Ls,r =
∑d
m=1
∑p
j=1 β
†
Ls,r;(m−1)d+jL
mXt;j. Define βˆ
†
r similarly. We then get that
n−1‖ZLs,r − ZˆLs,r‖22 = n−1‖X(n)Ls,−r(βLs,r − βˆLs,r)‖22 = OP (kmax(p)2(g(p, d, n))/n). Further-
more, 1/n(Zˆ
(n)
Ls,r)
>LsX(n)r = 1/n(Z
(n)
Ls,r)
>X(n)Ls,r + 1/n(Zˆ
(n)
Ls,r − Z(n)Ls,r)>X(n)Ls,r. For l = 1, . . . , p
and m = 1, . . . , d we obtain
1
n
(Zˆ
(n)
Ls,r − Z(n)Ls,r)>X(n)Lm,l = 1/nX(n)ls,−rX(n)Lm,l(βˆLs,r − βLs,r) = OP (kmax(p)
√
(g(p, d, n))/n).
(25)
Additionally, we get |1/√n(Zˆ(n)Ls,r − Z(n)Ls,r)>ε(n)j | = |1/
√
n(βˆLs,r − βLs,r)>(X(n)Ls,−r)>ε(n)j | ≤
‖βˆLs,r−βLs,r‖1 max1≤m≤d max1≤l≤p |1/
√
n
∑n
t=1Xt−m;lεt;j| = OP (kmax(p)
√
(g(p, d, n))/n
√
log p).
This follows using Lemma 11 below, the fact that {εt, t ∈ Z} is an i.i.d. sequence and be-
cause the process {Xt−m;lεt;j, t ∈ Z} has, for m = 1, . . . , d, a functional dependence of the
same order as the process {Xt, t ∈ Z}. Notice that commonly g(p, d, n) is with respect to
p at least of size log p and that the functional dependence of {Xt, t ∈ Z} scales as O(λ) for
some 0 < λ < 1, where λ depends on the coefficient matrix of the underlying VAR process;
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see Remark 14 in Appendix A.
We show next that, as n → ∞, n−1/2(Z(n)Ls,r)>ε(n)j D→ N (0,Σε,jjσ21). Note that
n−1/2(Z(n)Ls,r)
>ε(n)j = n
−1/2∑n
t=d+1(β
†
Ls,r)
>(X>t−1, . . . , X
>
t−d)
>εt;j =: n−1/2
∑n
t=d+1 Yt. Since
{εt} is an i.i.d. sequence, the functional dependence of {Yt} is of the same order as
that of {Xt}. The geometric decay of the functional dependence, ensures the summa-
bility of the functional dependence coefficients and Assumption 1(iv) ensures the exis-
tence of fourth order moments. Thus a Lyapounov condition can be verified for the se-
quence {n−1/2∑nt=d+1 Yt}, establishing the desired result via an extension of the central
limit theorem for functional dependent random variables, Theorem 3 of Wu (2011), to
triangular arrays; see also Theorem 27.3 of Billingsley (1995). Furthermore, Var(Y1) =
Σε,jj(β
†
Ls,r)
>(Cov(Li1X1, Li2X1)i1,i2=1,...,d)β
†
Ls,r := Σε,jjσ
2
1 ≤ Σε,jjVar(X1;r). The last in-
equality follows by
Var((β†Ls,r)
>(X>−1, . . . , X
>
−d)
>)
= Var(X−s;r)− (βLs,r)>Var((X−1,1, X−1,2, . . . , X−s,j−1, X−s,j+1, . . . , X−d;p)(βLs,r)
≤ Var(X1;r).
Thus, we obtain that n−1/2
∑n
t=d+1 Yt
D→ N (0,Σε,jjσ21).
We have n−1(Z(n)Ls,r)
>X(n)Ls,r = n
−1∑n
t=d+1(β
†
Ls,r)
>(X>t−1, . . . , X
>
t−d)
>Xt−s;r. Since
(β†Ls,r)
>(X>t−1, . . . , X
>
t−d)
> =:
∑∞
j=0 B˜jεt−j, where the matrices B˜j are obtained by a linear
combination of the matricesBj, . . . , Bj−d and of (β
†
Ls,r), the process {(β†Ls,r)>(X>t−1, . . . , X>t−d)>, t ∈
Z} has a functional dependence of the same order as the process {Xt, t ∈ Z}. Notice that
the latter process possesses a geometric decay of the functional dependence parameter.
Thus, and by the existence of fourth moments, (see Assumption 1(iv), we get by (Wu,
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2011, Section 7) that
n−1
n∑
t=d+1
(β†Ls,r)
>(X>t−1, . . . , X
>
t−d)
>Xt−s;r = Cov((β
†
Ls,r)
>(X>−1, . . . , X
>
−d)
>, X−s;r) + oP (1).
Note that Cov((β†Ls,r)
>(X>−1, . . . , X
>
−d)
>, X−s;r) = (β
†
Ls,r)
>Var((X>−1, . . . , X
>
−d)
>)(β†Ls,r) =:
σ21.
This and Slutky’s lemma imply that
√
n(Zˆ
(n)
Ls,r)
>ε(n)j /((Zˆ
(n)
Ls,r)
>X(n)Ls,r)
D→ N (0,Σε,jj/σ21).
Thus, it remains to show that
√
n((Zˆ
(n)
Ls,r)
>X(n)Ls,r)
−1(Zˆ(n)Ls,r)
>
(
X
(n)
Ls,−r(αLs,j,−r −
αˆ
(re)
Ls,j,−r)
)
= oP (1). To see this, note that by Assumption 1(iii), it holds true that ‖(αLs,j,−r−
αˆ
(re)
Ls,j,−r)‖1 = OP (k1,max(p)
√
g(p, d, n)/n) and
∑d
s=1 ‖e>j Aˆ(s,init)‖0 = OP (k1,max(p)). The lat-
ter assumption implies that (Zˆ
(n)
Ls,r)
>X(n)Ls,−r) is evaluated only at OP (k1,max(p)) indices. Fur-
thermore, for l 6= s,m 6= r we have that Cov(Zt,Ls,r, LmXt;l) = 0. Hence,
√
n((Zˆ
(n)
Ls,r)X
(n)
Ls,r)
−1
(Z
(n)
Ls,r)
>
(
XnLs,−r(αLs,j,−r − αˆ(re)Ls,j,−r)
)
= OP (k1,max(p)
2
√
g(p, d, n)/n). Finally,
(
√
n)−1(Zˆ(n)Ls,r − Z(n)Ls,r)>X(n)Ls,−j(αj,Ls,−r − α(re)j,Ls,−r)
=
√
n‖βˆLs,r − βLs,r‖1 max
i1,i2=1,...,p,m1,m2=1,...,d
| 1
n
n∑
t=d+1
Xt−m1;i1Xt−m2;i2 |‖(αLs,j,−r − αˆ(re)Ls,j,−r‖1
= OP (kmax(p)k1,max(p)g(p, d, n)/
√
n).

Proof of Lemma 5: Since Cov(εt1;j1Xt1−s1 , εt2;j2Xt2−s2) = 0 for all t1 6= t2 and j1, j2 =
1, . . . , p, s1, s2 = 1, . . . , d, we have n
−1Cov((Zˆ(n)Ls1 ,r1)
>ε(n)j1 , (Zˆ
(n)
Ls2 ,r2
)>ε(n)j2 ) = n
−1
Cov((βˆ†Ls1 ,r1)
>(X(n))>ε(n)j1 , (βˆ
†
Ls2 ,r2
)>(X(n))>ε(n)j2 ) = Σε;j1,j2E((βˆ
†
Ls1 ,r1
)> 1
n
(X(n))>X(n)βˆ†Ls2 ,r2).
Hence, the assertion follows by using arguments similar to those used in the proof of The-
orem 4. 
Proof of Theorem 6: Denote by ∗ the corresponding quantities in the bootstrap world,
that is X
∗(n)
Ls,j , X
∗(n)
L0,j , X
∗(n), ε∗(n)j and X
∗(n)
Ls,−j, j = 1, . . . , p, s = 1, . . . , d, denote the same
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vectors and matrices as X
(n)
Ls,j, X
(n)
L0,j, X
(n), ε
(n)
j and X
(n)
Ls,−j, j = 1, . . . , p, s = 1, . . . , d, but
based on the bootstrap pseudo time series X∗−d+1, . . . , X
∗
n. We show that, as n → ∞,√
n(Aˆ
∗(s,de)
j;r − Aˆ(s,boot)j;r ) D→ N
(
0, s.e.(j, r, s)2
)
in probability, from which the assertion fol-
lows by the triangular inequality and Assumption 2(e). To establish the above weak
convergence, we apply similar ideas as those used in the proof of Theorem 4. Note
that Aˆ(s,boot) = A(s) + oP (1), s = 1, . . . , d and Σˆ
(boot)
ε = Σε + oP (1) are sparse with high
probability in the bootstrap world and can be estimated consistently by Aˆ∗(s) and Σˆ∗ε,
which are the bootstrap analogue of of the estimators Aˆ(s,boot) and Σˆ
(boot)
ε . Since, in
the bootstrap world, the innovations are Gaussian, we obtain the rates
∑∞
s=1 ‖Aˆ(s,boot) −
Aˆ∗(s)‖∞ = OP ∗(k1,max(p)
√
log(p)/n),
∑∞
s=1 ‖Aˆ(s,boot) − Aˆ∗(s)‖1 = OP ∗(k1,max(p)
√
log(p)/n)
and ‖Σˆ∗ε − Σˆ(boot)ε ‖1 = OP ∗(k2,max(p)
√
log(p)/n). Thus, Γˆ∗(stacked)(0) =
∑∞
j=0 Aˆ
∗Σˆ∗U(Aˆ
∗)j
gives a consistent estimation of Γ∗(stacked)(0) =
∑∞
j=0 Aˆ
(boot)Σˆ
(boot)
U (Aˆ
(boot))j. Let further for
s = 1, . . . , d and r = 1, . . . , p, β∗Ls,r be the bootstrap analogue of βLs,r and βˆ
∗
Ls,r the same
estimator as βˆLs,r but based on the bootstrap pseudo time series. Note that βˆ
∗
Ls,r is a consis-
tent estimate of β∗Ls,r = βLs,r+oP (1); see Lemma 2. Then we get the rates ‖βˆ∗Ls,r−β∗Ls,r‖1 =
OP ∗(kmax(p)
√
log(p)/n) and ‖(βˆ∗Ls,r − β∗Ls,r)X(n,∗)−j ‖1 = OP ∗(kmax(p)2 log(p)/n). Since the
Gaussian i.i.d. pseudo innovations ε∗t fulfill the moment condition of Assumption 1, the
bootstrap analogue of the estimators fulfill the required rates and
Σ∗ε,j;j/(
(
β∗†Ls,r)
>Γ∗(stacked)(0)β∗†Ls,r) = Σε,j;j/(
(
β†Ls,r)
>Γ(stacked)(0)β†Ls,r) + oP (1),
we obtain by the same arguments as those used in the proof of Theorem 4 that, as n→∞,
√
n(Aˆ
∗(s,de)
j;r − Aˆ(s,boot)j;r ) D→ N
(
0, s.e.(j, r, s)2
)
in probability. 
Proof of Corollary 7: Recall that s.e.(j, r, s)2 = Σε,j;j/(
(
β†Ls,r)
>Γ(stacked)(0)β†Ls,r) is a con-
tinuous function of Σε and A
(s), s = 1, . . . , d. Therefore, and since Σˆ(boot) and Aˆ(s,boot),
s = 1, . . . , d, are consistent estimators of Σε and of A
(s), s = 1, 2, . . . , d, s.e.∗(j, r, s)2 =
Σ
(boot)
ε,j;j /(
(
β∗†Ls,r)
>Γ∗(stacked)β∗†Ls,r) is a consistent estimator of s.e.(j, r, s)
2. The assertion of
44
the lemma follows then by Slutsky’s theorem, the triangular inequality, Theorem 4, and
Theorem 6. 
Proof of Theorem 9. By the Crame´r-Wold device and the same arguments as those used in
the proof of Theorem 4, it follows that the vector
(√
n|Aˆ(s,de)j;r |/ŝ.e.(j, r, s) : (j, r, s) ∈ G
)>
converges weakly to a |G|-dimensional normal distribution with zero mean vector and co-
variance matrix having components those given in Lemma 5. Then, following the same ar-
guments as those used in the proof of Theorem 6 and by Lemma 8, the same result can be es-
tablished for the limiting distribution of the bootstrap analogue
(√
n|Aˆ∗(s,de)j;r |/ŝ.e.∗(j, r, s) :
(j, r, s) ∈ G)>. The assertion of the theorem follows then by the continuous mapping
theorem.
Lemma 11. Let {Yt, t ∈ Z} be a centered, p-dimensional stationary process with lag-zero
autocovariance matrix ΓY (0) and ‖ΓY (0)‖2 < C <∞. Let the jth component of the process
{e>j Yt, t ∈ Z} possesses the functional dependence measure θn,q,j with the tail sum Θm,q,j =∑∞
i=m θi,q,j, for j = 1, . . . , p; see Wu (2005) . Furthermore, let (E‖Y1‖q)1/q = O(kmax(p))
for some q such that pkmax(p)/((log p)
q/2nq/2−1) = O(1). If ν = max1≤j≤p
∑∞
s=1 µs,j < ∞,
where µs,j = (s
q/2−1Θqs,q,j)
1/(q+1), then
max
1≤j≤p
|e>j 1/
√
n
n∑
t=1
Yt| = OP (
√
log p).
Proof. For some M = M˜ν1+1/q > 0 with M˜ a positive constant, we have using Nagaev’s
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inequality under dependence, see Theorem 3.3. of Liu et al. (2013), that
P ( max
1≤j≤p
|e>j 1/
√
n
n∑
t=1
Yt| >
√
log pM) = P (∃j = 1, . . . p : |e>j
n∑
t=1
Yt| >
√
n
√
log pM)
≤ p max
1≤j≤p
P (|e>j
n∑
t=1
Yt| >
√
n
√
log pM)
≤ p max
1≤j≤p
[cq(1 + |e>j Y1|qq/νq+1)
nq/2−1(log p)q/2M˜ q
+ 4
∞∑
s=1
exp(−cqs1−1/q log pM˜2) + 2 exp(−cp log pM
2
E(ejY1)2
)
]
≤ C1 pkmax(p)
nq/2−1(log p)q/2M˜ q
+ C2 exp(− log p(c2qM˜2 − 1)) + 2 exp(− logP (C3M − 1))
=: C˜.
The sum in the second to last inequality above can be bounded by the Gaussian-like tail
function; see the remark after Theorem 2 in Liu et al. (2013). Since (kmax(p)p)/((log p)
q/2nq/2−1) =
O(1), M can be chosen so that for any given ε > 0, C˜ < ε.
Lemma 12. Let Xt =
∑∞
j=0Bjεt−j, where the εt’s are i.i.d.,
∑∞
j=0 ‖Bj‖ = O(k1,max(p))
and (E‖ε1‖q)1/q = O(k2,max(p)). Then, (E‖X1‖q)1/q = O(kmax(p)).
Proof. Due to the i.i.d. property of the εt’s we have for some t ∈ Z
(E‖
∞∑
j=0
Bjεt−j‖q)1/q ≤ (E(
∞∑
j=0
‖Bj‖‖εt−j‖)q)1/q = (E
∞∑
j1,...,jq=0
q∏
s=1
‖Bjs‖‖εt−js‖)1/q
≤ (
∞∑
j1,...,jq=0
E‖ε1‖q
q∏
s=1
‖Bjs‖)1/q = (
∞∑
j=0
‖Bj‖)(E‖ε1‖q)1/q <∞.
Lemma 13. Let εˆt = Xt −
∑d
s=1 Aˆ
(s,init)Xt−j, t = d + 1, . . . , n, be the estimated residuals
of ε1 ∼ (0,Σ), maxj ‖Σej‖0 = k2,max(p) and ‖Σ‖1 ≤ M < ∞. Recall the definitions of Σ˜ε
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and Σˆ
(thr)
ε given in (14). If the VAR(d) process is stable and
∑d
s=1 ‖Aˆ(s,init) − A(s)‖∞ =
OP (k1,max(p)
√
g(p, d, n)/n), then
max
i,j
|e>i (Σ˜ε − Σε,n)ej| = OP
(√
g(p, d, n)/nk1,max(p)(
√
g(p, d, n)/n+
√
log(p)/n)
)
, (26)
where Σε,n = n
−1∑n
t=1 εtε
>
t . If the εt’s are Gaussian and bn = C(
√
log(p)/n) for some
constant C > 0, then
‖Σˆ(thr)ε − Σε‖1 = OP
(
k2,max(p)
√
log(p)/n+ k1,max(p) log(p)/n
)
(27)
and
max
1≤j≤p
‖Σˆ(thr)ε ej‖0 = OP (k2,max(p)). (28)
Proof. In order to simplify notation, we set d = 1 and we assume that we have observations
X0, . . . , Xn. Let e
>
j A = αj and e
>
j Aˆ
(init) = αˆj. Note that
max
i,j
‖e>i (Σ˜ε − Σε,n)ej‖ ≤max
i,j
| 1
n
n∑
t=1
εt;iX
>
t−1(αj − αˆj)|+ max
i,j
| 1
n
n∑
t=1
εt;jX
>
t−1(αi − αˆi)|
+ max
i,j
|(αi − αˆi)>( 1
n
n∑
t=1
Xt−1X>t−1)(αj − αˆj)
=I + II + III.
By Lemma 11 and the convergence rate of Aˆ(init), we have that I ≤ maxi maxk |1/n
∑n
t=1 εt;iXt1;k|‖A−
Aˆ‖∞ = OP (
√
log(p)/n
√
g(p, d, n)/n). The same arguments can be applied to II. Further-
more, we have by the convergence rate of Aˆ(init), that III = OP (k1,max(p)g(p, d, n)/n). This
establishes (26). In the Gaussian case we have maxi,j |e>i (Σ˜ε−Σε,n)ej| = OP (log(p)/nk1,max(p)),
and from Theorem 1 in Bickel and Levina (2008) we get that maxi,j |e>i (Σε,n − Σε)ej| =
OP (
√
log(p)/n). Note further that maxi
∑p
j=1 1{e>i Σεej} = k2,max(p). To establish (27),
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we mainly follow the arguments given in the proof of Theorem 1 in Bickel and Levina
(2008). Since bn = C(
√
log(p)/n), we have ‖Σε − Σ(thr)ε ‖1 = OP (k2,max(p)
√
log(p)/n),
where Σ
(thr)
ε denotes the true covariance matrix Σε thresholded with threshold parameter
bn. Let σˆij = e
>
i Σ˜εej and σi,j = e
>
i Σεej. Then,
‖Σˆ(thr)εˆ − Σ(thr)ε ‖1 ≤maxi
p∑
j=1
|σˆij|1{|σˆij| ≥ bn, |σij| < bn}
+ max
i
p∑
j=1
|σij|1{|σˆij| < bn, |σij| ≥ bn}
+ max
i
p∑
j=1
|σˆij − σij|1{|σˆij| ≥ bn, |σij| ≥ bn}
=IV + V + V I.
Equation (26) and maxi
∑p
j=1 1{e>i Σεej} = k2,max(p) ensures that V = OP (k1,max(p)
√
log(p)/n)
and V I = OP (k1,max(p)
√
log(p)/n). Furthermore, we have for some c ∈ (0, 1), that IV =
maxi
∑p
j=1 |σˆij − σij|1{|σˆij| ≥ bn, |σij| = 0}+ OP (k1,max(p)
√
log(p)/n) = maxi
∑p
j=1 |σˆij −
σij|1{|σˆij − Eij| ≥ cbn, |σij| = 0} + maxi
∑p
j=1 |σˆij − σij|1{|Eij| ≥ (1 − c)bn, |σij| =
0} + OP (
√
log(p)/nk1,max(p)) = V II + V III + OP (k1,max(p)
√
log(p)/n), where Eij =
e>i (Σ˜ε−Σε,n)ej. Note that σˆij−Eij = e>i Σε,nej and thus, V II can be bounded analogously
as part IV in the proof of Theorem 1 in Bickel and Levina (2008). Since maxi,j |Ei,j| =
OP (k2,max(p) log(p)/n) = OP (b
2
nk2,max(p)), we have P (maxi,j |Ei,j| ≥ (1−c)bn) = o(1). Con-
sequently, V II = o(k2,max(p)
√
log(p)/n) and equation (27) follows. Let Ji = {j = 1, . . . , p :
Σε,i,j 6= 0} be the set of indices for which the entries of the ith row of Σε are non-zero.
Then, for 0 < bn = C(
√
log(p)/n), we have that maxi ‖Σˆ(thr)εˆ ei‖0 = maxi
∑
j∈Ji 1(|Σˆ
(thr)
εˆ,i,j | >
bn) +
∑
j 6∈Ji 1(|Σˆ
(thr)
εˆ,i,j | > bn) ≤ k2,max(p) + maxi
∑
j 6∈Ji 1(|Σˆ
(thr)
εˆ,i,j − Σε,i,j| > bn) ≤ k2,max(p) +
b−1n ‖Σˆ(thr)εˆ − Σε‖1 = OP (k2,max(p)).
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In this Appendix we discuss some properties of stacked VAR(d) processes. The VAR(d)
model, Xt =
∑d
s=1A
(s)Xt−j + εt, can be written as a VAR(1) model Xt = AXt−1 + Ut,
where
A =

A(1) A(2) . . . A(d)
Ip 0 . . . 0
0
. . .
. . .
...
0 . . . Ip 0
 ∈ R
dp×dp,Xt =

Xt
Xt−1
...
Xt−d
 ,Ut =

εt
0
...
0
 and E =

Ip
0
...
0
 ∈ R
dp×p.
{Xt} is stable if {Xt} is stable; see Section 2.1 in Lu¨tkepohl (2007). Hence, in this case we
also have the representation Xt =
∑∞
j=0A
jUt−j which gives Γ(stacked)(0) = Var(X1) =
Var((X1, . . . , Xd)
>) =
∑∞
j=0A
jΣU(A
>)j, where ΣU = Var(U1). Note that a VAR(1)
process with coefficient matrix A is stable if ρ(A) < 1, where ρ(A) denotes the maximal
absolute eigenvalue of A, which is equivalent to det(Ip − A(z)) 6= 0 for all |z| ≤ 1. A
VAR(d) process is stable if det(I −∑ds=1A(s)zs) 6= 0 for all |z| ≤ 1, see Section 2.1 in
Lu¨tkepohl (2007). Furthermore, this still holds for the stacked VAR(1) process, that is,
this process is stable if det(Ip − A(z)) 6= 0 for all |z| ≤ 1. However, for such a stacked
coefficient matrix we may have that ‖A‖2 6≤ 1; see Lemma E.2 in Basu and Michailidis
(2015). However, there exists a q ≥ 1 such that ‖Aq‖2 < 1. To see this, let QΛQ−1 = A
be the Jordan canonical form of A. Then, Aq = QΛqQ−1 and ‖Λq‖ = O(|λ1|q), where
0 < |λ1| < 1 is the greatest absolute eigenvalue of A;, see Appendix A.6 in Lu¨tkepohl
(2007) for a representation of Λq. Since ‖Aq‖ ≤ ‖Q‖‖Q−1‖‖Λq‖ = O(|λ1|q), there exists a
q such that ‖Aq‖2 < 1. Since limi→∞ ‖Ai‖1/i = ρ(A) < 1 for any submultiplicative matrix
norm ‖ · ‖, this also gives ‖Aq˜‖∞ < 1 for some positive integer q˜. Furthermore, a stable
and causal VAR(d) process, possesses the representation Xt =
∑∞
j=0Bjεt−j, B0 = I. For a
VAR(1) we have Bj = A
j which implies ‖Bj‖ = O(‖Aq˜‖j/q˜) and q˜ is such that ‖Aq˜‖ < 1.
Note that for a VAR(d) process we have Xt =
∑∞
j=0Bjεt−j =
∑∞
j=0E
>AjEεt−j. Thus,
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‖Bj‖ = ‖E>AjE‖ ≤ ‖E>‖‖E‖‖Aj‖ = O(‖Aq˜‖j/q˜).
Remark 14. Note that the functional dependence measure of a stable VAR(1) process with
coefficient matrix A is of order O(λ), where 0 < λ < 1 is the greatest absolute eigenvalue of
A, see (Basu and Michailidis, 2015, Appendix E) and Chen et al. (2013). Thus, we have for
a stable VAR(1) process a geometrical decay of the functional dependence measure, which
fulfills the requirements of Lemma 11. Note that due the stacked VAR(1) representation,
see Appendix A, this geometric decay also holds true for a stable VAR(d) process.
The following example refers to a VAR(1) process with sparse matrices A and Σε which
possess a non-sparse lag zero autocovariance matrix Γ(0).
Example 15. Consider the VAR(1) process Xt = AXt−1 + εt with ε1 ∼ (0, Ip) and where
A1,1 = δ, Aj+1,j = δ, j = 1, . . . , p, δ 6= 0, and Ai,j = 0 elsewhere. Then, A is sparse and
each row contains only one non-zero entry, namely δ. For δ ∈ (−1, 1), the VAR(1) process
is causal. However, all elements of the lag-zero autocovariance matrix Γ(0) are different
from zero. Notice that these non-zero entries can be small for large p and for the parameter
δ not close to the boundaries 1 respectively −1.
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1 2 3 4
1 RPI PAYEMS M1SL EXUSUKx
2 W875RX1 USGOOD M2SL EXCAUSx
3 DPCERA3M086SBEA CES1021000001 M2REAL WPSFD49207
4 CMRMTSPLx USCONS TOTRESNS WPSFD49502
5 RETAILx MANEMP BUSLOANS WPSID61
6 INDPRO DMANEMP NONREVSL WPSID62
7 IPFPNSS NDMANEMP CONSPI OILPRICEx
8 IPFINAL SRVPRD S.P.500 PPICMM
9 IPCONGD USTPU S.P..indust CPIAUCSL
10 IPDCONGD USWTRADE S.P.div.yield CPIAPPSL
11 IPNCONGD USTRADE S.P.PE.ratio CPITRNSL
12 IPBUSEQ USFIRE FEDFUNDS CPIMEDSL
13 IPMAT USGOVT CP3Mx CUSR0000SAC
14 IPDMAT CES0600000007 TB3MS CUSR0000SAD
15 IPNMAT AWOTMAN TB6MS CUSR0000SAS
Table 3: The first 60 of the p = 124 time series of FRED used in the real-data example;
a description as well as a grouping of the times series can be found in McCracken and Ng
(2016) and the references therein.
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1 2 3 4
16 IPMANSICS AWHMAN GS1 CPIULFSL
17 IPB51222S HOUST GS5 CUSR0000SA0L2
18 IPFUELS HOUSTNE GS10 CUSR0000SA0L5
19 CUMFNS HOUSTMW AAA PCEPI
20 HWI HOUSTS BAA DDURRG3M086SBEA
21 HWIURATIO HOUSTW COMPAPFFx DNDGRG3M086SBEA
22 CLF16OV PERMIT TB3SMFFM DSERRG3M086SBEA
23 CE16OV PERMITNE TB6SMFFM CES0600000008
24 UNRATE PERMITMW T1YFFM CES2000000008
25 UEMPMEAN PERMITS T5YFFM CES3000000008
26 UEMPLT5 PERMITW T10YFFM UMCSENTx
27 UEMP5TO14 AMDMNOx AAAFFM MZMSL
28 UEMP15OV ANDENOx BAAFFM DTCOLNVHFNM
29 UEMP15T26 AMDMUOx TWEXMMTH DTCTHFNM
30 UEMP27OV BUSINVx EXSZUSx INVEST
31 CLAIMSx ISRATIOx EXJPUSx VXOCLSx
Table 4: The last 64 of the p = 124 time series of FRED used in the real-data example;
a description as well as a grouping of the times series can be found in McCracken and Ng
(2016) and the references therein.
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Appendix C
Let AξBLOCK =
D 0
B C
 and ΣBLOCK =
Σ11 0
0 Σ22
 , where 0 denotes a null matrix of
appropriate dimensions and the submatrices Σ11, Σ22 D, B and C are defined as follows.
D = diag
〈
ξ,−.7, ξ,−.6, .6, 0, 0, 0, 0, 0.2, 0.5,−0.8, 0, 0〉,
B =

0.8 0.2 −0.4 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0
0.0 0.6 −0.7 0.0 0.0 0.8 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0
0.0 0.0 0.0 −0.9 0.0 0.0 0.0 0.0 0.0 −0.6 0.0 0.0 0.0 0.0
0.0 0.0 0.0 0.8 0.0 0.0 0.2 0.0 0.0 0.0 0.0 0.0 0.0 0.0
0.0 0.7 0.0 0.0 0.0 −0.3 0.0 0.0 0.0 0.0 0.0 0.0 0.0 −0.7
0.3 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.9 0.0 0.0 0.0 0.0 0.0,

C =

ξ 0.0 0.0 0.0 0.0 0.0
0.0 0.0 0.0 0.3 0.0 0.0
0.0 0.0 0.0 0.0 −0.3 0.0
0.6 0.0 0.0 0.0 0.0 0.0
0.0 0.0 0.6 0.0 0.0 0.0
0.0 0.0 0.0 0.0 0.0 ξ

and Σ22 =

1.00 0.25 0.25 0.25 0.25 0.25
0.25 1.00 0.00 0.00 0.00 0.00
0.25 0.00 1.00 0.00 0.00 0.00
0.25 0.00 0.00 1.00 0.00 0.00
0.25 0.00 0.00 0.00 1.00 0.00
0.25 0.00 0.00 0.00 0.00 1.00

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Σ11 =

1.0 0.5 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0
0.5 1.0 0.5 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0
0.0 0.5 1.0 0.5 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0
0.0 0.0 0.5 1.0 0.5 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0
0.0 0.0 0.0 0.5 1.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0
0.0 0.0 0.0 0.0 0.0 1.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0
0.0 0.0 0.0 0.0 0.0 0.0 1.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0
0.0 0.0 0.0 0.0 0.0 0.0 0.0 1.0 0.0 0.0 0.0 0.0 0.0 0.0
0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 1.0 0.0 0.0 0.0 0.0 0.0
0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 1.0 −0.5 0.0 0.0 0.0
0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 −0.5 1.0 −0.5 0.0 0.0
0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 −0.5 1.0 0.0 0.0
0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 1.0 0.0
0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 1.0

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