We present QMD simulations of water in the ultra-high-pressure regime up to conditions typical for the deep interior of Jupiter and Saturn. We calculate the equation of state and the Hugoniot curve and study the structural properties via pair correlation functions and self-diffusion coefficients. In the ultradense superionic phase, we find a continuous transition in the protonic structure. With rising density, the mobile protons stay with increasing probability at the octahedral sites while leaving the ice X positions to the same degree unoccupied. Water forms a fluid dense plasma at the conditions of Jupiter's core ͑i.e., 20 000 K, 50 Mbar, 11 g / cm 3 ͒, while it may be superionic in the core of Saturn. We expect a substantial amount of superionic water inside Neptune.
I. INTRODUCTION
Water is not only one of the prevalent materials in nature but also a prime example for a material having a rich phase diagram with a variety of structural transitions. 1 Especially, quantum molecular dynamics ͑QMD͒ simulations predict the existence of a superionic phase in the high pressure regime at several megabars. 2 Here, we present QMD simulations of water in the ultra-high-pressure regime up to 100 Mbar ͑15 g / cm 3 ͒ and several thousand Kelvin. Of special interest is the identification and location of the phase transition between superionic water and dense water plasma. We find, within the superionic phase, a rearrangement in the hydrogen structure with increased density. The exotic superionic phase, described in detail by Cavazzoni et al. 2 and later by Goldman et al., 3 is characterized by highly mobile protons diffusing through a solid bcc oxygen lattice. It is expected to have boundaries with high pressure ice phases for temperatures less than 2000 K 2,4,5 and supercritical fluid water which transforms to an electronically conductive dense plasma above 4000 K. 6 The knowledge of the behavior of water at high pressures has wide applications in astrophysics and shock physics. Water is known to be a major constituent of giant planets. 7, 8 The cores of Jupiter and Saturn are believed to consist of a mixture of hot ices ͑mostly water but also methane and ammonia͒ and rocks. 9, 10 Planetary models [11] [12] [13] [14] [15] predict different temperatures of about 16000-21000 K and pressures of [40] [41] [42] [43] [44] [45] [46] [47] [48] [49] [50] Mbar for the core of Jupiter; the respective numbers for Saturn are 8000-12000 K and 8-18 Mbar. It is also expected that Uranus and Neptune as well as some extrasolar planets contain major amounts of water in their envelopes along with comparable amounts of methane and ammonia. 7, 8, 16 Models of giant planets require accurate equations of state ͑EOS͒ data up to ultrahigh densities as input to produce realistic results which meet the observational constraints. 15 Thermodynamic conditions as occurring in the cores of Jupiter and Saturn have not been realized experimentally yet, so that ab initio calculations ͑see Ref. 17 for general information͒ as performed here are an important step forward to a better understanding of matter under such extreme conditions.
II. QUANTUM MOLECULAR DYNAMICS SIMULATIONS
We employ the Vienna Ab Initio Simulation Package ͑VASP 4.6͒ 18 for the QMD simulations. It includes electronic structure calculations based on finite temperature densityfunctional theory ͑DFT͒ [19] [20] [21] while regarding the ions as classical particles. We use the PBE ͑Ref. 22͒ exchangecorrelation functional and projector augmented wave ͑PAW͒ pseudopotentials 23 for the electron-ion interactions in the DFT calculations. Extensive convergence tests, see Appendix A for details, are performed, e.g., with respect to the cutoff energy, the simulation time, particle number and k points yielding an accuracy of better than 2% in the EOS data. Especially, the proper function of the pseudopotentials has to be ensured since we perform simulations for ultradense systems. Within the range of our calculations ͑295-130000 K and 1 -20 g / cm 3 ͒, we use the standard hydrogen ͑1 free electron per ion͒ and oxygen ͑6 free electrons per ion͒ potentials provided by VASP 4.6 18 with an energy cutoff of 900 eV and evaluate the electronic states at the ⌫ point. The highest temperatures as well as selected high-density points were investigated using an all-electron PAW core potential. 24 The all-electron PAW core potential requires an energy cutoff of 2000 eV and yields EOS results within 1.5% accuracy compared with the standard oxygen potential and the same structural properties as well. Most simulations are performed with 54 H 2 O molecules in a canonical ensemble with the temperature T, volume V, and particle number N as independent variables. The ion temperature is controlled by a Nosé thermostat. 25 We calculate the thermal EOS p͑T , V , N͒, the caloric EOS U͑T , V , N͒, and the principal Hugoniot curve. We also obtain the self-diffusion coefficient of the ions by the mean square displacement method, see Appendix B for details. Furthermore, the radial ion-ion pair correlation functions are calculated to examine structural information. The location of the plasma-to-superionic phase transition is qualified by using an equilibrated superionic starting ion configuration and performing a simulation at a constant but high enough temperature to allow a melting of the oxygen lattice, thus equilibrating the system. The procedure is then repeated in the opposite way to enable the formation of an oxygen lattice again from a fluid configuration. This method requires very long simulation times of up to 20 ps in each direction, but soundly narrows down the width of the phase boundary. To get converged EOS data away from the phase boundary, shorter simulation times of 0.5-2 ps, depending on density and temperature, are sufficient.
III. EQUATION OF STATE AND PHASE DIAGRAM

A. Equation of state data
In Fig. 1 , we compare the QMD pressure isotherms with the SESAME 7150 EOS. 26 The QMD isotherms have a steeper slope with the density than the SESAME 7150 curves. While the QMD pressures are lower than SESAME at about 1 g / cm 3 , they exceed the SESAME pressures by a factor of 1.5 at 4 g / cm 3 . At even higher densities, this difference decreases again and both pressure curves approach each other. For instance, the deviation is less than 5% at 15 g / cm 3 . Sugimura et al., 27 and also other groups before, have measured the thermal EOS along the 300 K ͑ice VII/X͒ isotherm up to pressures of 1.26 Mbar using diamond anvil cells. The QMD 300 K isotherm agrees within 6% or better with the measurements of Sugimura et al. 27 while the experimental 300 K isotherm intersects with the 1000 K SESAME isotherm at 2.8 g / cm 3 . The caloric QMD EOS predicts significantly higher energies than the SESAME 7150 EOS at high densities when normalizing both EOS tables to each other at low temperatures and densities. The thermal and caloric EOS data are tabulated in Appendix E.
B. Principal Hugoniot curve
To probe water under extreme conditions experimentally, many shock-wave experiments have been performed. We calculate the principal Hugoniot curve via the equation 2͑u − u 0 ͒ = ͑p + p 0 ͒͑v 0 − v͒, which relates all possible final thermodynamic states generated by a planar shock waves to the initial ͑subscript 0͒ thermodynamic state. The thermodynamic variables are the specific internal energies u and u 0 , the pressures p and p 0 , and the specific volumes v and v 0 . The principal Hugoniot uses water at ambient conditions ͑T 0 = 295 K, p 0 = 1 bar, v 0 −1 = ϱ 0 = 0.998 g / cm 3 , specific internal energy u 0 = −77.98 kJ/ g acquired via the QMD simulations͒ as initial state. In Fig. 2 31 approached nearly fourfold compression, and our results are in nice agreement with this data point, whereas SESAME 7150 predicts a higher compressibility. A deviation between both theoretical Hugoniot curves occurs in the intermediate region where Celliers et al. 30 recently performed laser-driven shockwave experiments. These experiments agree with both EOS models but suggest a softer Hugoniot curve than QMD predicts, a behavior that already has been observed for deuterium.
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C. Phase diagram of ultradense water
We have determined the phase diagram of water from 3000 K to 24000 K and for densities up to 15 g / cm 3 which is shown in Fig. 3 ͑ϱ-T plane͒ as well as in the Appendix C ͑p-T-plane͒. The regime of the various solid high-pressure phases at lower temperatures is outside the scope of our present study. Our main result is that superionic water and strongly dissociated fluid water are the only occurring phases above 4000 K. Dissociation is inferred from the systematic difference between the diffusion coefficients of both ion species. The coexistence line of the plasma-to-superionic phase transition is bending and shows changes in the curvature at 3.5 and at about 11 g / cm 3 . The bend at 3.5 g / cm 3 is related to the ionization in the dissociated fluid above 4000 K. 6 We attribute the change of curvature at 11 g / cm 3 to a change in the proton order within the superionic phase which will be discussed in Sec. V. Because of the finite particle number in the QMD simulations, the plasma-to-superionic phase boundary can only be narrowed down to a zone. However, extrapolating the internal energies over the phase boundary along isochores, we find convincing evidence for a first-order phase transition; see Appendix C.
IV. CONSEQUENCES FOR THE GIANT PLANETS
In Fig. 3 , the ovals embrace the range of conditions in the cores of Jupiter and Saturn as predicted by different planetary models. [12] [13] [14] [15] 33 We find that water at present Jupiter core conditions is in a fluid dense plasma phase, regardless of the planetary model. Hence, the initial Jupiter core may have been larger than today due to erosion of its water component. However, the Saturn core conditions are very close to the superionic phase boundary. For instance, the result of Gudkova and Zharkov 13 favors a superionic core, while other models 12,14,15 predict a fluid core. Thus, superionic water may exist in Saturn's core which offers an explanation why it is larger than that of Jupiter-as predicted by interior models of their present state. 15, 34 Giant planets are assumed to consist of several layers containing different concentrations of materials. 15 Fluid layers are usually convective ͑and thus isentropic͒ which is caused by a heat flow from the hotter interior to the surface while cores are isothermal. The superionic phase boundary intersects with the Neptune isentropes from earlier work 35 as well as with an isentrope that we present here. It was calculated using a three-layer model with QMD EOS data for water ͑present; taken also for methane͒ as well as for hydrogen and helium ͑for details, see Ref. 33 and Appendix D͒. It leads to core temperatures which are more than 20% lower than those from earlier results. 15, 35 The first-order phase transition of water along the planetary isentrope may also help to justify more sophisticated planetary models of Uranus and Neptune, such as thin-shell dynamo models that have been proposed to explain their unusual magnetic field geometries. 36 Our findings are likely to spur intensive modeling on the structure and evolution of water-rich giant planets in and outside our solar system, e.g., like GJ 436b. 37, 38 
V. IONIC STRUCTURE AND CORRELATIONS
In order to gain more insight into the phase transformations in ultradense water, we analyze the radial ion-ion pair correlation functions. In the superionic phase, the bcc oxygen lattice 2 was found to persist up to at least 15 g / cm 3 without any change. The protons show very little correlation among each other, but there is always a dominant first peak in the hydrogen-oxygen pair correlation function. This suggests strong correlations between these species which we will examine below. With increasing temperature the oxygen lattice melts but some features of the pair correlation function remain in the plasma phase. Figure 4 displays the pair correlation functions for the fluid 16000 K isotherm up to 20 g / cm 3 . A bcc-like oxygen short-range order emerges with increasing density in the fluid neighboring the superionic phase.
In the superionic phase, although the protons are highly mobile they do not move freely through the bcc oxygen lattice. Cavazzoni et al. 2 found that the protons prefer to jump in between the symmetric sites between two next oxygen neighbors. This is a remnant of the ice X crystal structure which becomes superionic above 2000 K. By analyzing pair correlation functions, Goldman et al. 3 observed the protons to occupy also off-centered positions similar to the ice VII phase, though at densities below 3 g / cm 3 and at 2000 K. Our simulations also show such a transition between both 8 . Thermodynamic functions and oxygen diffusion during the formation of the superionic phase at 8000 K and 7 g / cm 3 . The simulation cell contains 54 molecules and the initial configuration was a fluid at 12000 K and 7 g / cm 3 . The system remains a fluid until there are simultaneous changes in energy, pressure and diffusion after 1000 fs. This particular simulation rapidly changed phase, a sign that 8000 K is deep in the superionic phase. Other points required several tens of ps long simulations before the phase transitions were observed. In the majority of our calculations the temperature difference between the initial configurations and the simulations was 2000 K. proton structures at 4000 and 6000 K between 4 and 5 g/ cm 3 . Furthermore, protons can be located at octahedral sites in the bcc oxygen lattice. Since both the symmetric and octahedral sites have similar nearest oxygen distances, we compute special pair correlation functions between the protons and both the octahedral sites g H,oct and with the symmetric ͑ice X͒ positions between the nearest oxygen neighbors g H,X which are shown in Fig. 5 .
Below 5 g / cm 3 , the protons are mainly found close to the symmetric sites, while passing the octahedral sites less frequently. With increasing density, they tend to avoid successively the symmetric positions and instead occupy the octahedral sites. Above 13 g / cm 3 , protons are no longer found at the symmetric positions and only the octahedral sites are occupied. The protons on octahedral sites have larger distances to the nearest oxygens compared to the symmetric positions, so that this rearrangement likely stabilizes the oxygen lattice in the superionic phase by weakening the repulsive forces between the ions. The change in the curvature of the melting curve around 11 g / cm 3 in the phase diagram occurs in the same density regime. The protons are strongly diffusive throughout the phase diagram shown here.
In this paper, we do not discuss the region of the phase diagram where Benoit et al. 5 predict an orthorhombic ice phase at high densities above 4 g / cm 3 and below 2000 K. Such a crystal structure could in principle not occur in the cubic simulation cell that is used in all our simulations. However, starting e.g., from an ice X configuration we observed a deformation of the bcc oxygen lattice but only in that particular region of the phase diagram. This supports the conclusion that if a non-bcc oxygen lattice was present in the superionic phase at densities above 4 g / cm 3 and temperatures of 4000 K or higher, an observable distortion in the oxygen lattice would have occurred. This was not the case, nor did the oxygen ions freeze into an amorphous solid when cooling the plasma.
VI. CONCLUSIONS
We have extended the known phase diagram of water to an extreme density of 15 g / cm 3 and temperatures up to 24000 K. Although superionic water and water plasma dominate the phase diagram under these conditions, we identify a gradual structural change in the proton distribution of the superionic phase and a corresponding shift in the phase boundary at high density. We have performed all-electron calculations to validate these findings and to acquire EOS data and detailed structural information. The QMD simulations reproduce shock-wave experiments well while displaying significant differences to the SESAME 7150 EOS. We predict superionic water to exist in Neptune. It can probably be found also in Saturn's core but not in that of Jupiter. Our results are of great importance for planetary physics, especially for interior models of water-rich giant planets.
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APPENDIX A: CONVERGENCE OF THE EOS DATA
The convergence of first-principles calculations has to be studied in detail 39 since that determines and limits their qual- ity. We show that the accuracy of our thermal EOS is better than 2% including statistical uncertainties. No relative error can be given for the internal energy, but the results are of the same quality. In our analysis we focus on the influence of the finite system size, the number of k points, the cutoff energy and the validity of the pseudopotentials, which contribute to the systematic errors. The statistical errors ͑95% confidence interval͒ are calculated as well. After thermalization, the averaging of EOS data was performed with 2500 time steps for 16 molecules, 1500 time steps for 54 molecules, and 800 time steps for 128 molecules in the simulation box.
Cutoff energy
The simulations were performed with the standard PAW pseudopotentials provided by VASP 4.6 for hydrogen ͑1 free electron͒ and oxygen ͑6 free electrons͒. In an earlier work, 6, 40 it was shown that a plane-wave cutoff energy of 900 eV was sufficient to converge the pressure to better than 2% at lower densities. It was found that the internal energy converged already using lower cutoffs. In this work, we confirm and specify those results by comparing several of our EOS data points in Table I with simulations using a 1500 eV cutoff energy. Table I shows that the deviations between the 900 eV and the 1500 eV calculations are statistically insignificant. A systematic over-or underestimation of the pressure or energy does not exist.
Particle number and k points
The number of k points and of particles are not independent quantities for convergence issues. A higher particle number leads to a smaller first Brillouin zone and, thus, decreases the influence of band dispersion. The necessary amount of k points can be reduced. In Table II , we show the convergence of the ground state energy for Ice X supercells containing different numbers of unit cells with respect to k-point sets using the method of Monkhorst and Pack. 41 The results show clearly that the energy converges rapidly if enough particles are considered. For a 54 molecules supercell the deviation from the ⌫-point value to the converged result is less than 0.02 eV. We have also checked the convergence of our QMD simulations using both higher k-point and particle numbers. The results for the respective EOS data are given in the Table III density lower. The internal energy converges in the same manner. For the very high temperature states on the Hugoniot curve, simulations performed with 16 molecules produced already well converged results.
Pseudopotentials
Our QMD calculations extend also to extreme areas of the phase diagram, i.e., densities of 15 g / cm 3 as well as temperatures up to 130000 K using the standard VASP PAW pseudopotentials. The standard oxygen pseudopotential treats only 6 of 8 electrons within the DFT algorithm. The 1s electrons are very strongly bound to the core ͑⌬E͑O 6+ → O 7+ ͒ Ϸ 740 eV͒. The core electrons are located, assuming a hydrogenlike atom, at a distance of ͗1s͉r͉1s͘ =3a B / 16 Ϸ 0.10 Å. 42 In our simulations such small ion-ion distances were not observed and we do not expect the 1s electrons to be ionized. We have nevertheless performed several QMD runs with an all electron PAW core potential 24 which requires a plane-wave energy cutoff of 2000 eV, to test the validity of our calculations. We compare the results in Table IV for different thermodynamic conditions. The employment of the standard oxygen potential results in an overestimation of pressure and energy by up to 1.5% at the very high densities. The deviation does not occur at lower densities as well as for very high temperature Hugoniot states.
Conclusions on the EOS convergence
In conclusion, the statistical error, ranging from below 1% to 0.05% dominates at lower densities, while k points, higher particle numbers, and the pseudopotentials make little contributions to the error. We conclude that the QMD EOS is accurate up to 1% for the conditions relevant for the giant planet's interiors of our solar system. At higher densities and low temperatures, the evaluation at the ⌫ point leads to an underestimation of pressure and energy while the use of the standard oxygen potential causes an overestimation of the EOS. This leads to an overall error of up to 2% for the entire QMD EOS.
APPENDIX B: DIFFUSION COEFFICIENTS
We use the self-diffusion coefficients in order to identify different phases in the phase diagram. After thermodynamic equilibration, the mean square displacement is recorded for both ion species and the self-diffusion coefficient is obtained. Depending on the location in the phase diagram, we either observed a diffusive behavior ͑͗r The proton self-diffusion coefficient behaves systematically in the whole phase diagram. It increases with the temperature but decreases with the density. The plasma-tosuperionic phase transition yields no abrupt changes of the proton self-diffusion coefficients. In the plasma phase, the oxygen mean square displacement behaves linearly even when the pair correlation functions depict similarities to a bcc lattice, as e.g., at 16000K and 20 g/cc, see Fig. 4 and Fig.  7 . The boundaries of the phase transition were located by performing QMD simulations at constant densities. Starting with a fluid ion configuration, the temperature is lowered and equilibration reached at the new temperature. The movement of the ions is followed, but the structure is more importantly determined when the system has reached equilibrium: either the system remains fluid or a bcc lattice is formed. If a bcc lattice is formed, the new temperature constitutes a lower bound for the metastability of the supercooled fluid. The same protocol is followed to locate the upper bound of the phase transition. An initial superionic configuration is used and the temperature increased; but kept constant over the simulation. If the oxygen lattice melts, the new temperature is an upper bound for the stability of the superionic phase. In the phase diagram ͑Figs. 3 and 11͒, this applies for all color coded points close to the phase boundary: blue means that a fluid structure turned superionic while a red point means that a superionic structure turned fluid. The points thus represent the boundaries of the phase transition. The methodology closely resembles the technique of ramping the temperature in an isochoric simulation. Figure 8 shows a typical example of the converging pressure, internal energy, and oxygen diffusion. The bcc oxygen lattice can be identified by computing a pair correlation function with time-averaged oxygen positions. No amorphous phase has been observed.
The location of the phase boundary can only be determined with finite accuracy. To identify the order of the phase transition, we plot the specific internal energy as well as the pressure versus the temperature along isochores crossing the phase boundary, see Fig. 9 . For the displayed isochore, the oxygen movement is plotted in Fig. 10 , respectively. When extrapolating the EOS across the phase boundary, we find strong evidence for a discontinuity and hence a first-order phase transition. Since the transition from superionic to fluid involves the melting of the oxygen lattice, it is not surprising that the phase transition is first order. On the contrary, given the large increase in entropy between a lattice structure and a fluid, a second order transition is unlikely. The respective heat of transition can be estimated.
In Fig. 11 the phase diagram is presented in the pressure vs temperature plane. At about 3.5 g / cm 3 ͑2 Mbar͒ the phase boundary shows a change in the curvature. Such a bending of the phase boundary is caused by changes of the thermodynamic variables in at least one of the phases which have its origin in the changes of the microscopic properties of the system. The ionization process and, thus, the increase in the electronic entropy that occurs in the fluid at about 3 occurs just when the protons cease to move through the symmetric sites and only pass through the octahedral sites. This does not affect the entropy differences ⌬s much but has more drastic consequences on the volume differences ⌬v of both phases. Evaluating the Clausius-Clapeyron equation dT / dp = ⌬v / ⌬s, we can estimate the slope of the phase boundary for each isobar. The slope behaves systematically but there is a noticeable increase between 11 and 12 g / cm 3 ͑about 55 Mbar͒ by a factor of 2. This result illustrates the trends for the slope which are in qualitative agreement with the phase boundary directly acquired from the QMD simulations. The errors of ⌬v and ⌬s are 10%-20% each, which does not allow for an accurate integration of the Clausius-Clapeyron equation. Although a first-order phase transition occurs, the differences ⌬v and ⌬s are small quantities which means that both phases behave thermodynamically very similarly. This is not surprising since only every third ion ͑the oxygen ions͒ is involved in the melting of the superionic oxygen lattice, a structure already significantly softened due to thermal motion.
APPENDIX D: DETAILS ON THE CALCULATION THE NEPTUNE ISENTROPE
The Neptune isentrope ͑see Fig. 3 in the paper͒ shows the density of water along the adiabatic temperature profile of an interior model of Neptune. An underlying assumption of this model is a three-layer structure with an isothermal core of rocks and two isentropic envelopes composed of hydrogen, helium and water. The transition pressure between the envelopes is set to 21 GPa at 2150 K in accordance with the transition to high protonic conductivity. 6 The water mass fractions of 40% in the outer and 92% in the inner envelope are fixed by the constraints to match the observed gravitational moments J 2 and J 4 . Further observables 15 considered and reproduced by this model are the total mass, the aequatorial radius, the surface temperature, the period of rotation, and the helium abundance ͑27%͒. According to this model, superionic water contributes about 55% to Neptune's total mass; see 33 for more detailed information on the modeling procedure.
APPENDIX E: TABULATED EOS DATA
We present the water EOS data in Tables V-VII. All simulations were performed with 54 molecules, the standard VASP PAW potentials with a 900 eV plane-wave cutoff and evaluation of the electronic states at the ⌫ point. The thermodynamic phase information is also given for the 1000 and 2000 K isotherms which are not displayed in the phase diagrams. Mattsson and Desjarlais 6 have decided to include additional EOS data from their work for densities below 1 g/ cm 3 in this supplement, see Table VIII . These data were obtained using the same simulation parameters except that 16 or 27 molecules were in the simulation box. Some of these data were published in Ref. 43 but not in tabular form. 3 .
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