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Abstract
Since its invention, atomic force microscopy (AFM) has been a valuable tool for probing
sample surfaces on the nanoscale, particularly the topography and the mechanical properties.
This thesis investigates a subset of techniques focussed on measuring mechanical properties,
particularly those which combine AFM with ultrasound.
First, a nanoindentation technique is used to measure the mechanical properties
(2D elastic modulus and breaking load) of suspended 2D materials. Graphene grown by
chemical vapour deposition (CVD) is tested and found to have similar mechanical proper-
ties to previously reported values for mechanically exfoliated graphene. The CVD grown
graphene is then functionalised by exposure to atomic oxygen, significantly affecting the
mechanical properties, making the sheets both softer and weaker, becoming comparable to
the properties of graphene oxide. Comparison with the changes in atomic structure suggests
that these changes in mechanical properties are likely caused by the creation of extended
topological defects. Such 2D materials are of interest as ultrasonic nanoresonators, for which
the resonant behaviour could potentially be investigated using AFM.
Ultrasonic force microscopy (UFM), a technique where the sample is oscillated at
frequencies far greater than the cantilever resonance to provide a channel with contrast due
to local surface stiffness, is also investigated. By combining experiment and simulation, the
influence of experimental conditions on the observed response is studied and the challenges
to obtaining quantitative results (e.g. the Young’s modulus) are discussed. The combination
of UFM with other contact mode AFM techniques, such as conductive AFM and friction
force microscopy, is demonstrated for the first time, presenting an unusual ability to acquire
multimodal information in a single pass. The combination is also shown to benefit from
the superlubricity effect of UFM, using it to conductively image a delicate carbon nanotube
network.
Finally, the use of an AFM as a detector for ultrasonic non-destructive testing,
where the interaction of ultrasonic waves with sample features is used to probe a sample,
is demonstrated. Test measurements are performed on a simple aluminium plate sample
with a laser micro-machined slot and compared to results gathered using traditional detec-
tors (piezoelectric transducers and laser interferometers), showing similar signal features.
The advantages and disadvantages of AFM detection are discussed, with the high spatial
resolution being the primary advantage. The capability to detect in-plane surface motion
using the AFM’s lateral channel is demonstrated, allowing for simultaneous and distinct
measurement of two components (one in-plane component and the out-of-plane motion) of
the surface, which is not easily achieved using traditional ultrasonic detection methods.
vi
Chapter 1
Introduction
1.1 Atomic Force Microscopy
Atomic force microscopy (AFM) was invented in 1985 by Binnig et al. [1, 2] as
a continuation of Binnig’s earlier Nobel Prize [3] winning work on scanning tunnel
microscopy [4,5]. In AFM an atomically sharp, force sensitive probe is rastered across
a sample surface allowing a map of the surface topography to be generated. Over the
30 years since it was first introduced AFM has seen significant development allowing
for atomic resolution mapping [6] and video rate frame capture [7, 8], as well as a
variety of AFM based techniques for investigation of many material properties [9].
1.1.1 Principle of Operation
AFMs achieve force sensing using a micro scale cantilever with an atomically sharp
tip at one end and the other end anchored. These cantilevers behave as Hookean
springs for relatively small deflections (𝑧𝑐 ≪ 𝐿, the length of the cantilever) [10]
and are normally rectangular or V-shaped (with the tip at the apex of the V and
both legs attached to the device). The spring constant, 𝑘, of this cantilever is then
determined by its size, shape, and material, allowing for a wide range of cantilevers,
suitable for various applications, to be produced [9].
The deflection of this cantilever must then be measured, which was originally
achieved using an STM mounted above the end of the cantilever [1, 2]. Alternative
methods of deflection measurement were investigated, with position sensitive laser
reflection [11, 12] becoming the standard technique today, thanks to its simplicity
and low cost while still maintaining high precision and adequate bandwidth [9]. In
this method, a laser is reflected off the back of the cantilever at the tip end into a
position sensitive photodiode — a photodiode which is split into two or four adja-
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Figure 1.1: Simplified schematic of a four quadrant photodiode type AFM
operating in contact mode with a sample scanning stage.
cent segments — as illustrated in figure 1.1. As the cantilever deflection increases
the reflected laser moves up the photodiode, increasing the signal from the upper
segments and decreasing the signal from the lower segments, meaning the differ-
ence in signal between the upper and lower segments gives a measurement of the
deflection. Two segment photodiodes were originally used, though now four segment
photodiodes are common allowing for detection of the lateral position of the laser
spot, which moves due to torsional bending of the cantilever [13, 14]. Self sensing
cantilevers are also possible, such as cantilevers with an added piezoresistive layer
that changes resistance as the cantilever bends [15, 16], primarily useful for appli-
cations where compactness is desired, such as in-situ AFM in an scanning electron
microscope (SEM) [17,18].
To take advantage of the nanoscopic tip the AFM needs to be capable of mov-
ing it relative to the sample with high (sub nanometre) precision. This is achieved
through the use of actuators made from piezoelectric materials, which will deform
under an applied electric field (usually linearly with the field strength). These de-
formations are typically very small, thus allowing for very small movements to be
achieved. A full AFM scanner needs to be able to move the tip relative to the sample
in 3 linear axes — X and Y control the in-plane positioning of the tip over the sam-
ple surface and Z controls the height of tip. This can be achieved by attaching the
scanning actuators to the cantilever (tip scanning), sample stage (sample scanning),
2
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Figure 1.2: Different types of piezoelectric scanning stages; a) tube scanner,
showing side and top views, adapted from [19] and b) example of a flexure
stage design.
or a mix of both (e.g. X and Y attached to the sample stage and Z attached the
cantilever).
One of the simplest and most common types of piezoelectric scanning stage
is the tube scanner [19], illustrated in figure 1.2(a). In this, the tube is made of
piezoelectric material which is designed such that an applied voltage will cause an
expansion or contraction in the height of the tube, typically using shear piezoelectric
actuators (i.e. the electric field is applied perpendicular to the motion, in this case
along the radial direction). The tube then has electrodes applied to the outside, each
covering a quarter of the circumference, with a ground electrode covering the centre
of the tube. The opposite electrodes are paired together such that a positive voltage
on one is a negative voltage on the other. This means that one side contracts while
the other expands, causing the tube to bend towards the contracting side and moving
the top of the scanner relative to the bottom, thus allowing for controlled motion
in two perpendicular directions. Further, Z motion can be attained by controlling
the voltage of the central “ground” electrode, causing the entire tube to expand or
contract equally. While simple, this type of scanner is flawed in that the X and Y
motion is done through bending and thus the scanning motion is not flat. Often this
is not an issue — the angle of bending will be small and post processing of images
can remove the curvature — however, it could still pose a problem if accurate height
measurements are important.
An alternative scanner configuration, that does not suffer from the bending
problem, is the flexure scanning stage, an example of which is illustrated in fig-
ure 1.2(b). In this the X, Y, and Z directions are all controlled through separate
linear piezoelectric actuators. To allow for the X and Y motion to be actuated in
a flat plane with no rotation, the stage area is attached to the surrounding system
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Figure 1.3: Types of AFM scanning path; a) zig-zag and b) stepwise.
through a series of flexures [20, 21]. In flexure systems the X and Y motion is often
part of the sample stage, while the Z actuator is attached the cantilever. Another
major advantage of flexures is that they enable the easy addition of position sensing
elements.
While piezoelectric actuators allow for very precise positioning, their be-
haviour is often not ideal, suffering from hysteresis [22], creep (continued motion
after a voltage change has finished) [23], drift (motion without any input), and rate
dependent effects [24]. Many of these complications can be treated through careful
calibration of a series of compensation parameters, though this can be a long and
arduous process. An easier approach is to use sensors with predictable, preferably
linear, behaviour, such as capacitive sensors or linear variable displacement trans-
formers (LVDTs) [25], to measure the movement of the scanner. These sensors can be
used in two ways: In open loop operation the sensor information is simply recorded
with the scan and can then be used for image processing; in closed loop operation the
sensor information is used to feed back onto the piezoelectric actuator drive signal
to ensure accurate position while the scan is being carried out.
The X and Y motion allows for arbitrary positioning of the tip across the
sample surface, which can then be used to scan the tip over the surface and map the
position. This is achieved through raster scanning, which consists of different motion
in the two directions: A fast axis that is scanned many times over the course of an
image, creating the lines; and a slow scan axis which is scanned only once. Scanning
paths can follow many designs, one of which is the zig-zag pattern illustrated in
figure 1.3(a), in which the fast axis is oscillated by a triangular wave while the
slow scan continually ramps in one direction. Another path is the stepwise motion
illustrated in figure 1.3(b), where the slow scan axis is stepped after the fast scan
axis returns to the start position, which has the advantage that the two directions
of the fast scan axis should exactly correspond to each other. In both of these cases
two images are produced, corresponding to the out and return directions of the fast
scan axis — referred to as the “trace” and “retrace” directions, respectively. While
4
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Figure 1.4: Examples of different feedback effects (shown for contact mode);
a) parachuting from a low feedback sensitivity and b) ringing from a high
feedback sensitivity.
the fast and slow axes will often correspond to the X and Y axes of this stage, this
does not necessarily have to be the case and the two axes can be mixed together to
image at an angle non orthogonal to the stage directions, which may be useful in
certain cases where features of the sample are required to be at a set angle to the
scan direction.
The capability to scan the nanoscopic tip across the sample with high preci-
sion can then be used to create a high resolution topographic image of the sample
surface. A naïve approach to this would be to maintain the Z position of the tip-
sample system while scanning in X and Y, using the measured deflection value as
the topography. This, however, may result in regions where the sample is too far
from the tip to be recorded and a large variation in the force applied to the sample.
As such, the approach taken is to use the deflection value as a feedback on the Z
positioning and taking the value of the Z position as the topographical image. This
is achieved by choosing a set point value for the deflection signal (corresponding
to a set loading force) and using a proportional-integral-derivative (PID) feedback
loop to adjust the Z position so as to minimise the difference between the measured
deflection and the set point. Of these the integral feedback is the most important
(and an AFM can often be operated using only integral feedback) as proportional
feedback, while faster in response, can not properly track the surface due to requiring
a non-zero error value to drive it, thus resulting in a steady state error.
Careful consideration and adjustment of the feedback parameters is necessary
to achieve imaging that is true to the sample’s features. If the gain of the feedback
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Figure 1.5: Effect of tip shape on AFM imaging; a) cone angle in deep wells
and b) double imaging from two tips.
loop is too low then the tip may not be able to follow the surface when height
changes are encountered, particularly at drops (as the deflection at a sharp rise will
increase proportionally to the height, but at a sharp drop it can only decrease to
the free deflection — the deflection value when not engaged to the sample). This
leads to a parachuting effect, where the tip will approach the sample as scanning
continues, resulting in any features of the surface at these points being obscured, as
illustrated in figure 1.4(a). Alternatively, if the feedback gain is too high this can
lead to an overshooting of the set point, resulting in a “ringing” of the cantilever,
shown in figure 1.4(b). Both these effects can be readily seen in the deflection signal,
which would have a constant value of the set point in the ideal case. Recording the
deflection signal can therefore be useful as it provides an indication of the level of
error in topography at any given point.
It is important to consider the shape of the tip when imaging as the recorded
image will be a convolution of the sample topography and the tip shape [26]. This
can mean that features with side slopes steeper than the tip’s cone angle will be
obscured as the edge of the cone will trace the top edge of the feature, as illustrated
in figure 1.5(a). It also means that it is important that the tip is a sharp single
point, otherwise it will limit resolution and lead to other effects, such as a double
image (figure 1.5(b)) or repeated feature (like a series or triangles with the same
orientation, typically a result of a sheared tip). The tip sharpness can be reduced
during operation, either by picking up parts of the sample or contaminants or through
wear or breakage. As such, the tips are often treated as consumables, being replaced
on a regular basis.
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The operation of the AFM as described so far has been of “contact” mode
AFM, in which the tip is kept in contact with the sample. This technique has draw-
backs, however, in that the applied force and resultant lateral forces (from friction)
can damage soft or delicate samples, such as polymers. Additionally, the constant
friction can cause the tip to wear, especially if the sample surface is harder than the
tip material, resulting in degraded imaging and needing to switch tips. A solution
to this is the commonly used “tapping” or “AC” mode, in which the tip is oscillated
to ensure intermittent contact with the surface. In this the cantilever is driven to
oscillate at its resonant frequency, usually by a piezoelectric transducer located at
its base, though other excitement methods, such as magnetically driven [27] or pho-
tothermal excitation with a laser [28], also exist and can be advantageous, especially
for operation under liquid. The response oscillation is then measured, typically us-
ing a lock-in amplifier operating at the drive frequency on the measured deflection
signal, giving an amplitude and phase measurement. When the tip is brought close
to the surface the interactions will cause a reduction in amplitude and a shift in the
resonant frequency (and thus a phase shift for a constant driving frequency), which
can then be used for the feedback control of the height.
Two common operation modes exist for tapping mode AFM. The first, known
as amplitude modulation (AM-AFM) [1], adjusts the Z position in a feedback loop
to maintain a set point amplitude that is less than the free amplitude (the amplitude
when the tip is far from the surface). In AM-AFM the phase (measured between the
drive and oscillation signals) can be recorded as an additional information channel,
corresponding to local material properties of the sample. The alternative operation
mode is frequency modulation (FM-AFM) [29] in which a phase locked loop (PLL)
adjusts the driving frequency based on the phase signal to keep the cantilever driven
at resonance. The driving amplitude is also adjusted by feedback loop to maintain
a constant oscillation amplitude. The Z height is then adjusted by a feedback loop
based on the frequency shift created by the PLL, keeping the frequency shift constant.
In FM-AFM the driving amplitude is recorded as an additional information channel,
again corresponding to the local material properties of the sample, in this case the
dissipative forces (damping effects) between the tip and sample. FM-AFM has a
further advantage over AM-AFM in that the resonance frequency change in response
to the surface is instant, whereas the amplitude is subject to the ring down time,
which is of the order of 𝑄𝑓0 . This is especially an issue in vacuum operation, where Q
factors are very large and thus the response of AM-AFM can be too slow for effective
scanning.
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1.1.2 Cantilever Mechanics
Cantilevers are a core part of AFM operation and understanding their properties is
essential. Rectangular beam cantilevers are considered here, though similar analysis
also exists for other cantilever configurations. A rectangular cantilever can be con-
sidered a Hookean spring for relatively small deflections (𝑧𝑐 ≪ 𝐿, the length of the
cantilever) [10], with a normal spring constant given by
𝑘 =
𝐸𝑊𝑇 3
4𝐿3
, (1.1)
where 𝐿, 𝑊 , and 𝑇 are the length, width and thickness of the cantilever beam and
𝐸 is the Young’s modulus of the cantilever material [9]. Similarly, the cantilever also
has a torsional spring constant, given by
𝑘𝑇 =
𝐺𝑊𝑇 3
4ℎ2𝐿
, (1.2)
where ℎ is the tip height and 𝐺 is the material shear modulus, with 𝑘𝑇 being mea-
sured in force per displacement of the end of the tip. While it is possible to measure
the cantilever dimensions directly and thus calculate these constants, accurate mea-
surement of the thickness in particular (which the constants depend on to the third
power) is difficult and thus alternative methods are typically used to find them (or
equivalent parameters for converting from measured signal to force). Some of these
methods are detailed in sections 2.2.3 and 2.2.4 for the normal and torsional direc-
tions, respectively.
As a Hookean spring, the cantilever can be modelled as a simple harmonic
oscillator (SHO) with an effective mass, 𝑚𝑒 (the true mass is distributed over the
entire cantilever while the SHO model assumes all the mass at the moving end), and a
damping coefficient, 𝑐 (this is dependent primarily on the fluid around the cantilever
— it will be lowest for a vacuum). Driven SHOs are defined by the differential
equation
𝑚𝑧𝑐 + 𝑐?˙?𝑐 + 𝑘𝑧𝑐 = 𝐹0 sin(𝜔𝑡) , (1.3)
where 𝐹0 is the driving force, 𝜔 is the driving frequency (in radians per second), and
𝑡 is the time. The general solution to this is given by
𝑧𝑐(𝑡) = 𝐴 sin(𝜔𝑡− 𝜑) + 𝑧ℎ𝑐 (𝑡) (1.4)
where 𝐴 is the amplitude of oscillation, 𝜑 is the phase lag of the tip motion behind
the force and 𝑧ℎ𝑐 (𝑡) is the homogeneous solution to the equation — a transient term
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Figure 1.6: Tip response (amplitude and phase lag) for a a) tip (direct)
driven and b) base driven cantilever.
that quickly dies out. The values of 𝐴 and 𝜑 are given by
𝐴 =
𝐹0
𝑘
⎯⎸⎸⎷ 1
(1− 𝜔2𝑟 )2 +
(︁
𝜔𝑟
𝑄
)︁2 ; (1.5)
𝜑 = arctan
(︂
𝜔2𝑟
𝑄(1− 𝜔2𝑟 )
)︂
, (1.6)
where 𝜔𝑟 = 𝜔𝜔0 is the relative frequency, 𝜔0 is the resonant frequency, and 𝑄 =
𝑚𝜔0
𝑐
is the quality factor. These equations are plotted in figure 1.6(a). It can be seen
that the amplitude is at a maximum just below the resonant frequency (closer with
higher 𝑄) and is dependent on the 𝑄 factor. Also the tip matches the direct driving
force for 𝜔 ≪ 𝜔0 and is completely out of phase with low amplitude for 𝜔 ≫ 𝜔0,
passing through a phase lag of 90∘ when on resonance.
In most AFM systems the tip is driven by motion at its base, given by
𝑧𝑏(𝑡) = 𝑍0 sin(𝜔𝑡), where 𝑍0 is the oscillation drive amplitude. This means that
the driving force is then provided by the cantilever itself, as the base motion is
effectively changing the deflection. This results in a SHO differential equation of
𝑚𝑧𝑐 + 𝑐?˙?𝑐 + 𝑘(𝑧𝑐 − 𝑧𝑏) = 0 . (1.7)
However the AFM system typically measures the bending of the cantilever, and 𝑧𝑐
is the absolute position of the tip, therefore a substitution of the relative position of
the tip, 𝑧𝑟 = 𝑧𝑐 − 𝑧𝑏, is used, giving
𝑚𝑧𝑟 + 𝑐?˙?𝑟 + 𝑘𝑧𝑟 = −𝑚𝑧𝑏 − 𝑐?˙?𝑏 . (1.8)
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Solutions to this are then of the same form as equation 1.4 (except now for 𝑧𝑟 and
not 𝑧𝑐), and the values of 𝐴 and 𝜑 become
𝐴 =𝑍0
1 + 𝑄2𝜔2𝑟√︂
(𝑄2 −𝑄2𝜔2𝑟 − 1)2 +
(︁
𝑄
𝜔𝑟
)︁2 ; (1.9)
𝜑 = arctan
(︂
𝑄
𝜔𝑟(𝑄2 −𝑄2𝜔2𝑟 − 1)
)︂
. (1.10)
These solutions are plotted in figure 1.6(b), where it can be seen that the maximum
amplitude is now slightly above the resonant frequency. For low frequencies, 𝜔 ≪ 𝜔0,
there is no cantilever bending (though this means the cantilever tip is still moving
relative to the sample), while for high frequencies, 𝜔 ≫ 𝜔0, the tip is out of phase
with the base motion with a low amplitude. Note that, near resonance and with a
high 𝑄, 𝑧𝑟 ≈ 𝑧𝑐 as |𝑧𝑟| ≫ |𝑧𝑏|.
This analysis of the tip motion is not perfect — a real cantilever is not a
perfect SHO. In fact many bending modes are available for the cantilever beam,
where the SHO describes only the first mode (where the deflection of each part of
the cantilever is monotonic with its position along the cantilever). These higher
order bending modes lead to the creation of higher harmonic oscillations [30,31].
1.1.3 Contact Mechanics and Models
Understanding the forces of interaction between the tip and sample is important
for analysis of any data that relies on such interactions. For this, many models
exist, of which the three most common will be covered here. Each of these models
have been derived for macroscopic systems assuming a sphere of one material, here
representing the tip, contacting a flat surface of another material, here representing
the sample, as illustrated in figure 1.7. The models describe the relationship between
three parameters — the load force, 𝐹 , the indentation, 𝑑 (negative values correspond
to a separation), and the contact radius, 𝑟𝑐𝑜𝑛𝑡. The system is then defined by the
radius of the sphere, 𝑟𝑡𝑖𝑝, and the material properties of the tip and sample, which
are represented by a combined effective Young’s modulus, 𝐸𝑡𝑜𝑡, as given by
1
𝐸𝑡𝑜𝑡
=
3
4
(︃
1− 𝜈2𝑡𝑖𝑝
𝐸𝑡𝑖𝑝
+
1− 𝜈2𝑠𝑢𝑟𝑓
𝐸𝑠𝑢𝑟𝑓
)︃
, (1.11)
where 𝐸𝑡𝑖𝑝 and 𝐸𝑠𝑢𝑟𝑓 are the Young’s moduli of the tip and sample, respectively,
while 𝜈𝑡𝑖𝑝 and 𝜈𝑠𝑢𝑟𝑓 are their respective Poisson ratios.
The simplest of the models is the Hertz model [32], which assumes the sphere
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Figure 1.7: Schematic of the sphere (tip) and flat surface (sample) model
used in AFM contact mechanics models.
and surface are linearly elastic and that there are no attractive forces between the
two. The governing equations of the Hertz model are given by
𝑟𝑐𝑜𝑛𝑡 =
(︂
𝑟𝑡𝑖𝑝𝐹
𝐸𝑡𝑜𝑡
)︂ 1
3
;
𝑑 =
𝑟2𝑐𝑜𝑛𝑡
𝑟𝑡𝑖𝑝
;
𝐹 (𝑑) = 𝐸𝑡𝑜𝑡
√︁
𝑟𝑡𝑖𝑝𝑑3 . (1.12)
An example 𝐹 (𝑑) curve for the Hertz model is shown in figure 1.8(a).
Without the effects of attractive forces, the Hertz model has limited appli-
cability to many samples. One approach to add attractive forces is to consider the
short range van der Waals forces, as is done in the Derjaguin-Muller-Toporov (DMT)
model [33]. This modifies the indentation relationship with the addition of the ad-
hesive force between the tip and sample, 𝐹𝑎𝑑, and also adds consideration for the
attractive forces while not in contact, resulting in governing equations given by
𝑟𝑐𝑜𝑛𝑡 =
⎧⎨⎩
(︁
𝑟𝑡𝑖𝑝(𝐹+𝐹𝑎𝑑)
𝐸𝑡𝑜𝑡
)︁ 1
3
, if 𝑑 ≥ 0
0, otherwise;
𝑑 =
𝑟2𝑐𝑜𝑛𝑡
𝑟𝑡𝑖𝑝
;
𝐹 (𝑑) =
⎧⎨⎩−𝐹𝑎𝑑 + 𝐸𝑡𝑜𝑡
√︀
𝑟𝑡𝑖𝑝𝑑3, if 𝑑 ≥ 0
− 𝐹𝑎𝑑𝑟2𝑎𝑡𝑜𝑚
(𝑟𝑎𝑡𝑜𝑚)2−𝑑 , otherwise,
(1.13)
where 𝑟𝑎𝑡𝑜𝑚 is the interatomic spacing. Note that here the indentation has been
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a) b) c)
Figure 1.8: Force indentation curves for different interaction models; a)
Hertz, b) DMT, and c) JKR. All curves were calculated with the same pa-
rameters; 𝐸𝑡𝑖𝑝 = 130 GPa, 𝐸𝑠𝑎𝑚𝑝 = 1 GPa, 𝜈𝑡𝑖𝑝 = 𝜈𝑠𝑎𝑚𝑝 = 0.3, 𝑟𝑡𝑖𝑝 = 10 nm,
𝐹𝑎𝑑 = 50 nN (DMT and JKR only), and 𝑟𝑎𝑡𝑜𝑚 = 0.3 nm (DMT only).
defined relative to the edge of the sample and sphere as the centreline of the atoms.
An example 𝐹 (𝑑) curve for the DMT model is shown in figure 1.8(b).
An alternative approach to attractive forces is to consider an adhesion when
the sphere and surface are touching and that one or both of them can deform to
maintain contact when pulled apart. This is the treatment of the Johnson-Kendall-
Roberts (JKR) model [34], which has the governing equations
𝑟𝑐𝑜𝑛𝑡 =
⎧⎪⎪⎪⎨⎪⎪⎪⎩
(︁
𝑟𝑡𝑖𝑝
𝐸𝑡𝑜𝑡
[︀√
𝐹𝑎𝑑 +
√
𝐹 + 𝐹𝑎𝑑
]︀2)︁ 13
, if
⎧⎨⎩𝑑 ≥ 0, approaching𝑑 ≥ 𝑑𝑐𝑟𝑖𝑡, retracting
0, otherwise;
𝑑 =
𝑟2𝑐𝑜𝑛𝑡
𝑟𝑡𝑖𝑝
− 4
3
√︃
𝑟𝑐𝑜𝑛𝑡𝐹𝑎𝑑
𝑟𝑡𝑖𝑝𝐸𝑡𝑜𝑡
;
𝑑𝑐𝑟𝑖𝑡 = −
(︂
𝐹 2𝑎𝑑
3𝑟𝑡𝑖𝑝𝐸2𝑡𝑜𝑡
)︂ 1
3
, (1.14)
where 𝑑𝑐𝑟𝑖𝑡 is the critical indentation, calculated by minimising 𝑑 with respect to
𝑟𝑐𝑜𝑛𝑡, and is always negative and thus represents a separation. Finding a single
equation for 𝐹 (𝑑) is not possible due to the multiple 𝑟𝑐𝑜𝑛𝑡 terms in the equation
for 𝑑, though the inverse equation (𝑑(𝐹 )) can be found and an 𝐹 (𝑑) dataset can be
calculated numerically. Notably the JKR model exhibits hysteresis — as there are
no non-contact forces present, the sphere or surface will only deform to be in contact
at negative indentations while they are being pulled apart. An example 𝐹 (𝑑) curve
for the JKR model is shown in figure 1.8(c), including the hysteresis.
Which model to use depends on the materials of the sphere and surface as well
as the forces used during experimentation. In AFM the sphere (tip) is typically a
12
hard material, so the surface (sample) material is the one that matters. For samples
with low adhesion relative to the load forces used, the adhesion forces are negligible
and can be neglected, leading to the Hertz model being suitable. For samples where
adhesion cannot be neglected the DMT and JKR models are both used, with the
JKR model being most suited to samples that can deform to meet the tip (i.e. soft
samples with a high adhesion). The transition between the DMT and JKR can be
treated using Maugis-Dugdale theory [35].
The models presented here are not perfect and represent simplifications of the
real system that can provide good approximations of the real behaviour and as such
only represent a subset of the models and understanding of nanoindentation [36].
For example, they presume that the sphere and the surface are both smooth relative
to the tip radius, which cannot be be ensured in AFM due to surface roughness.
This is especially a problem for the JKR model as the possibility of multiple contact
points changes the adhesive behaviour significantly. The treatment of adhesion is
also limited — each model only uses one source for adhesion and doesn’t necessarily
account for all interactions between the tip and sample. One such effect is the for-
mation of a thin water layer of the tip and sample when in a humid environment,
leading to forces from the resulting surface tension and capillary action. Addition-
ally, the models all assume that the tip and sample behave linearly, which is often
not the case for real systems. A common treatment of the non-linearity effects in
nanoindentation is the Oliver-Pharr method [37].
1.1.4 Beyond Topography
The physical probe used in AFM opens it up to be expanded to a large variety of
complimentary techniques and measurements in addition to topographical imaging.
The force sensitive nature of the probe makes mechanical measurements an obvious
extension, as discussed in section 1.1.4.1. The addition of new data channels and
specialised probes and equipment enables a variety of techniques to be explored,
such as conductive AFM (cAFM, where an electrical current is measured by the
tip, section 1.1.4.2) and friction force microscopy (FFM, where the lateral deflec-
tion in contact mode is used to determine surface friction, section 1.1.4.3), both of
which are used in this thesis. Other techniques not used here include measuring
piezoelectric material response by measuring the deflection of a cantilever in contact
with a sample while an electric field is applied (piezoresponse force microscopy [38]),
using a thermally sensitive probe to measure local thermal properties (scanning
thermal microscopy [39]), and using microwave waveguide probes to investigate lo-
cal properties such as capacitance and impedance (scanning microwave impedance
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microscopy [40]). There are also dual pass lift mode techniques that measure the
topography then rescan the same area at set separation and monitor the effects of
long range forces, such as those from magnetic fields (magnetic force microscopy [41])
and electrical fields (electrostatic force microscopy [42, 43] and Kelvin probe force
microscopy [44]).
1.1.4.1 Measuring Mechanical Properties
Materials can have a range of mechanical properties that define their behaviour when
affected by forces. The simplest of these are the adhesion (attraction to other mate-
rials) and elasticity (reversible deformation under an applied force, measured by the
elastic constants such as the Young’s modulus and Poisson ratio). Other mechani-
cal properties include plasticity (permanent deformation from an applied force) and
viscoelasticity (time dependent deformation under a constant force). Many of these
can be measured or compared by a wide variety of AFM techniques, some of which
are detailed below. In addition to these, another technique known as ultrasonic force
microscopy (UFM) is covered in detail in chapter 4.
1.1.4.1.1 Indentation and Force Curves
One way of investigating mechanical properties is to directly measure the force-
indentation relationship of a material and then fit it to a suitable model, such as
those discussed in section 1.1.3. In AFM this is known as nanoindentation, using
a technique known as force curves [45, 46]. In a force curve the deflection of the
cantilever is measured as the relative Z position is changed. While the force is lin-
early related to deflection, the Z position has to be combined with the deflection to
determine the indentation, as the Z motion is relative to the sample and cantilever
base and deflection of the cantilever is relative motion between the tip and the can-
tilever base. Conversion of experimental data to force-indentation data and proper
calibration is covered further in section 2.1.
Some of the features on a force curve are as a result of the AFM and not the
sample, as illustrated in the example force curve (made using a DMT model) shown
in figure 1.9. As the indentation is related to the deflection of the cantilever, the
cantilever spring constant is a limit on the gradient of the force-indentation curve
that can be measured — a minimum for approaching the sample and a maximum
for retraction. Beyond this gradient, the change in force with indentation is less
than the cantilevers change in force with deflection (and thus indentation). This
leads to the jump-to-contact (approach) and pull-from-contact (retract) phenomena
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a) b)
Figure 1.9: Example DMT force curve when measured with an AFM, show-
ing the jump to/from contact effect and the resultant invisible region of the
curve. a) Force against indentation, b) Force against Z position (cantilever
base relative to sample — what the AFM measures). Calculations done
with the parameters 𝐸𝑡𝑖𝑝 = 130 GPa, 𝐸𝑠𝑎𝑚𝑝 = 1 GPa, 𝜈𝑡𝑖𝑝 = 𝜈𝑠𝑎𝑚𝑝 = 0.3,
𝑟𝑡𝑖𝑝 = 10 nm, 𝐹𝑎𝑑 = 50 nN, 𝑟𝑎𝑡𝑜𝑚 = 0.3 nm, and 𝑘 = 10 Nm−1.
seen in figure 1.9(b), where the tip appears to be instantaneously sucked onto the
surface or snaps from the surface, respectively. Therefore the minimum force (the
adhesion) is never reached during approach, but can be easily measured from the
retraction curve. The jumping effect also results in a region of the force-indentation
relationship that cannot be probed by a conventional force curve.
Other features of force curves can also be used to provide information about
the sample. For instance, hysteresis in the curve (i.e. the approach and retract
curves are different beyond the jump-to-contact and pull-from-contact effects men-
tioned above) could be a result of poor calibration of the Z motion (hysteresis in the
piezoelectric actuator motion) or indicative of a sample’s plasticity [47] or viscoelas-
ticity [48]. If the sample’s properties are the cause, the retract curve will have higher
indentations than the approach curve as the sample will have permanently deformed
(plasticity) or be responding slower to applied forces (viscoelasticity). Viscoelas-
ticity can also be investigated by performing a dwell — holding the force constant
while indenting into the sample — and measuring the change in indentation with
time [49]. Such dwells can also be useful for performing other experiments, such as
current-bias (IV) sweeps in conductive AFM (see section 1.1.4.2).
Force curves are not limited to the examination of bulk mechanical properties,
for example they can be used to measure the mechanical properties of 2D materials
(which is investigated in chapter 3) or as a tool for pulling molecules or proteins and
examining their unfolding behaviour [50,51]. They can also be combined with other
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techniques to provide complimentary information for force sensitive samples, such
as measuring piezoresponse at varying loads [52] or optically monitoring a biological
cell as it is subjected to indentation [53,54].
Force curves are a single point method, acquiring data for only a single lo-
cation on the sample. Often it is more informative to acquire data about many
points over an area of the sample for comparison of different regions, or to correlate
changes in mechanical properties to changes in topography. This is easily acquired
as a “force-volume” map, in which force curves are acquired at individual points on
a surface following a grid pattern, with the tip moving over the surface after each
individual force curve. Such force-volume maps are limited, however, in their ac-
quisition speed and thus practically attainable resolution — as a force curve must
be performed at every point the total number of points that can be acquired on a
map is significantly less than can be acquired from a scanned image in the same
time. Newer generation AFMs have made quasi-scanning force-volume techniques
available, such as Asylum Research’s Fast Force Mapping and Bruker’s PeakForce
Tapping modes [55,56], which offer greatly improved speeds over conventional force
mapping but are still significantly slower than the video rate imaging that these
systems are often capable of [7, 8]. In these quasi-scanning techniques the AFM
is scanned as it would be in a standard imaging method except the Z position is
oscillated at a frequency equal to the point capture rate and full time dependent
data is captured. This results in a full force curve being captured at each point de-
spite scanning operation. Topography feedback for this is typically performed using
the highest deflection of each oscillation period to adjust the Z position DC offset,
keeping the maximum applied force constant over a whole map. The high speed of
this technique can lead to some additional difficulty in interpreting the data as some
materials may respond differently to high speed indentations, e.g. due to viscoelastic
effects [57, 58]. Another approach to increasing spatial resolution is force slicing, in
which multiple images are acquired at different set point forces [45, 59], though this
is sacrificing resolution in force and indentation for the spatial resolution.
1.1.4.1.2 Tapping Mode and Mechanical Properties
To understand how tapping mode can be used to measure mechanical properties it is
instructive to split the tip sample forces into conservative and dissipative forces. The
conservative forces only depend on the indentation of the tip into the sample (and are
dependent on the elastic properties of the sample, primarily Young’s modulus), while
the dissipative forces are the motion dependent deviations from the conservative
forces (i.e. a measure of the hysteresis). As an example, the Hertz and DMT models
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Figure 1.10: Modelled tapping mode approach curves, showing a) amplitude
(bistable region for the 𝐴0 = 10 nm curve highlighted in yellow), b) phase,
c) contact time (as a fraction of total time), and d) average force. Figure
adapted from [60].
(see section 1.1.3) are both purely conservative (𝐹𝐷 = 0), while the JKR model
features some dissipative forces where 0 ≤ 𝑑 ≤ 𝑑𝑐𝑟𝑖𝑡. Dissipative forces can also arise
due viscoelastic effects and plastic deformations.
The effect of each of these forces is different. The conservative forces cause
a frequency shift, while the dissipative forces cause a reduction in 𝑄 (effectively
damping the system and reducing the amplitude) [61,62]. Note that the direction of
the frequency shift is dependent on the sign of the conservative forces — if the average
force during an oscillation is attractive then the resonant frequency is decreased,
while if it is repulsive then the frequency will increase. Also, if the resonant frequency
moves away from the drive frequency then the amplitude will decrease similarly to
the effect of changing the drive frequency. The effects of this are seen in figure 1.10,
noting that for 𝜔 ≈ 𝜔0 the phase shift is linearly related to the frequency shift. In
figure 1.10(a) a region in which a single amplitude corresponds to two separations
is seen, called the bistable region [60, 63, 64]. This is a result of the switch between
the attractive and repulsive regimes and is of concern when scanning in amplitude
modulated tapping mode, as choosing a set point within this region allows the tip to
jump between the two curves and thus cause a jump in height and phase that is not
due to sample topography and properties. Imaging within the attractive regime is
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possible and, as can be seen from figure 1.10(c) and (d), has significantly lower impact
on the sample than imaging in the repulsive regime, which is useful for particularly
delicate samples.
In amplitude modulated mode the height is adjusted to keep a constant am-
plitude, recording topography and phase maps. In this both the amplitude and phase
change as a result of both the conservative and dissipative forces. This means that the
phase gives some indication of the local mechanical properties of the sample though
its exact meaning can be difficult to interpret. Frequency modulated mode partially
solves this — the drive frequency is kept to the resonance using a phase locked loop
and the Z height is adjusted to maintain a constant frequency shift, meaning that
the topography image is a map of a constant average conservative force. The drive
amplitude is adjusted to maintain a constant response amplitude, which will only be
varying due the dissipative forces. This means that the drive amplitude can be used
as a direct measure of the energy loss by dissipative forces [65,66].
Neither of these tapping mode methods can provide a full picture of the mate-
rial properties of the surface — a natural consequence of only having two channels for
three pieces of information (topography, conservative forces and dissipative forces).
A solution to this is to excite the cantilever at its first and second resonances, called
dual AC or AM-FM mode [67]. The first resonance is then used in AM operation
to map the topography, while the second resonance is operated in FM mode with
the exception that the frequency shift is measured, rather than used to control the
topographic feedback. These measurements from the second resonance thus directly
relate to the conservative forces (frequency shift) and the dissipative forces (drive
amplitude), allowing a full picture of the material properties to be acquired. With
the correct model the frequency shift can be converted into a Young’s modulus [68].
Use of the second resonance also enables the measurement of stiffer materials —
higher frequencies mean that the cantilever is effectively stiffer, which can be seen
as the acceleration of the tip, and thus the force, is proportional to the frequency.
While particularly relevant to dual AC operation, this effects all forms of oscillatory
methods, with increasing frequency of operation resulting in increased sensitivity to
variations in stiffer samples, though at the cost of sensitivity to softer samples.
1.1.4.1.3 Contact Resonance
Contact resonance is another way of measuring the conservative and dissipative forces
between a tip and sample and can be viewed as a version of tapping mode taken
in the extreme of the repulsive regime. In contact resonance mode the topographic
feedback loop is as in conventional contact mode, while the cantilever is excited
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at resonance. The resonance of the cantilever will be significantly above its free
resonance due to the high conservative forces caused by being in contact. Changes
in this resonant behaviour then correspond to the material properties of the surface.
There are a variety of ways to measure these changes, the simplest of which is
constant frequency excitation (similar to AM tapping mode) — the cantilever is
driven at a set frequency and the amplitude and phase are measured. This is easy to
perform, but the information of conservative and dissipative forces is mixed between
channels. A phase locked loop can be used to track the resonant frequency (similar
to the second resonance of AM-FM mode), which provides a frequency shift (for
conservative forces) and amplitude (for dissipative forces), though stably tracking
the resonant frequency can be difficult [69]. Two frequencies near the resonant
frequency can be excited and their amplitudes and phases used to determine the
frequency shift and amplitude of the resonant peak [70,71]. The cantilever can also
be excited with a range of frequencies near the resonant frequency, either by a sweep
of frequencies [69, 72] or a signal containing many simultaneous frequencies [73, 74].
The response can then be Fourier analysed to determine the frequency shift and
amplitude.
1.1.4.2 Conductive AFM
Conductive AFM (cAFM) is a contact mode technique which enables the measure-
ment of the electrical properties of a sample, particularly the local conductivity [75].
A conducting tip (often a standard tip with a thin metallic coating, though solid
metal [76] and doped semiconductor [77] options are also available) is used to com-
plete an electrical circuit with the sample. Either the tip or sample is connected to
ground through a high gain current amplifier (typically capable of record currents
of the order of nA) while the other is attached to a controllable bias. For scanned
images a set bias is chosen and the sample is imaged while also recording the mea-
surement from the current amplifier. This results in an image of current at a set bias,
giving an indication of the relative conductivity of regions on the sample surface.
Sometimes scanning is not appropriate; this can be due to having a soft or
delicate sample that would be damaged by scanning, or wishing to preserve a metal
coated tip as the coating at the tip apex is prone to wearing out. This leads to an-
other form of cAFM in which it is combined with force curves (see section 1.1.4.1.1).
In this a force curve is performed as normal, except at the turnaround point (i.e. the
set point load, between the approach and retract curves) the position is held (either
as a constant Z position or by turning feedback on, known as a dwell) and the bias
is swept or oscillated while measuring the current, and then the retract curve is per-
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formed. This creates a current-bias dataset (IV curve) which can then be analysed.
In addition to working on soft or delicate samples, this method has the benefit of
providing more information about the sample’s electrical behaviour and thus can
be used to determine additional electrical properties, such as the type of electrical
junction formed with the tip. The electrical information can also be correlated with
the mechanical information from the force curves, and the mechanical information
can be used to determine a contact area in cases where it is important to the elec-
trical measurements [78]. Naturally the force curve technique can be expanded to
many points across the sample as with force mapping, a technique known as force-
volume-bias-spectroscopy, sacrificing spatial resolution and speed over conventional
imaging.
Some factors can complicate the acquisition of cAFM results, mostly due to
difficulties in maintaining a conductive circuit with the tip. Firstly, metal coated
tips can wear, leaving the apex uncoated and thus non-conductive, breaking the
circuit [79, 80]. This effect is predominant in scanning operation, so can be avoided
by only performing force curve type measurements. The tips (of any type) can
also become coated, either with material from the sample or contaminants. Such a
coating will directly affect any current measurements, depending on the properties
of the coating material, and may prevent conduction entirely. Some attempts to
remove the contamination without having to remove the tip may be made, such as
in situ chemical cleaning or moving the tip to a metallic contact and burning the
material off with a high voltage/current. Care should also be taken about the levels
of current used, especially with metal coated tips — the thin metal coating may not
be able to support significant current and could thus burn off, permanently breaking
the conductive pathway. This is avoidable through equipment design, particularly
by limiting the current to levels that are safe for the metallic tip coating.
1.1.4.3 Friction Force Microscopy
Friction force microscopy (FFM) is a contact mode technique in which the lateral
deflection is acquired to measure the lateral force applied to the sample, which
corresponds to the friction between the tip and the sample [13]. As the tip is scanned
over the surface its motion is resisted by friction, which causes the cantilever to
twist until the torsional moment balances the frictional force. The torsional twisting
causes the reflected laser spot to move horizontally on the photodiode, which can
be measured similarly to the normal deflection, except taking the difference of the
left and right pairs of photodiodes on the four quadrant photodiode, rather than the
top and bottom pairs. This requires that the fast scan axis is perpendicular to the
20
b)Tip motion (up)
τu
F
u
lat
F
F
u
N
Fad
F
u
µ
φ
u
θ
rtip
h
T/2
a) Tip motion (down)
τd
F
d
lat
F
F
d
N
Fad
F
d
µ
θ
φ
d
Figure 1.11: Forces acting on the tip and cantilever while the tip is travelling
a) up and b) down a slope. Tip features are not drawn to scale.
length of the cantilever, as the torsion of the cantilever will only act in this direction,
and the motion must be parallel to the forces from the torsion for the friction to be
measured. For similar reasons contact mode AFM should never be performed with
the fast scan axis parallel to the cantilever length as frictional forces could cause
bending in the length, which would be read as a change in deflection and therefore
the deflection signal would be coupled to the tip-sample friction forces.
It is important to consider all the forces acting on the tip during scanning,
as the force on the cantilever will also depend on the gradient of the surface [81],
as illustrated in figure 1.11. The forces here are the lateral (𝐹𝑙𝑎𝑡) and load (𝐹 )
forces from the cantilever, the adhesive (𝐹𝑎𝑑), frictional (𝐹𝜇), and normal response
force (𝐹𝑁 ) between the cantilever and sample, and the torsion in the cantilever (𝜏).
Additionally, there are the angles for the slope from flat (𝜃) and the twist of the
cantilever (𝜙), and the dimensions of the tip and cantilever (𝑟𝑡𝑖𝑝, ℎ, and 𝑇 ). The 𝑢
and 𝑑 superscripts refer to up and down directions, respectively, noting that the load
force and adhesion do not change depending on direction. According to Amonton’s
Law, which is an approximation of real frictional behaviour [82, 83], the frictional
force is given by 𝐹𝜇 = 𝜇𝐹𝑁 , where 𝜇 is the coefficient of friction. For regular tips
(i.e. not colloidal probes), 𝑟𝑡𝑖𝑝 ≪ ℎ, meaning the tip radius effects can be neglected.
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Resolving these forces leads to force balances of
𝐹 𝑢𝑙𝑎𝑡 =
𝐹 sin 𝜃 + 𝜇(𝐹 cos 𝜃 + 𝐹𝑎𝑑)
cos 𝜃 − 𝜇 sin 𝜃 ;
𝐹 𝑑𝑙𝑎𝑡 =
𝐹 sin 𝜃 − 𝜇(𝐹 cos 𝜃 + 𝐹𝑎𝑑)
cos 𝜃 + 𝜇 sin 𝜃
, (1.15)
for the up and down motions, respectively. This shows that the lateral force, and thus
the measured lateral deflection, depends significantly on the local surface topography
and not just the frictional forces. However, most samples are close to flat (i.e. 𝜃 is
close to 0∘), which means that equation 1.15 can be expanded as a Taylor series
around 𝜃 = 0 to give
𝐹 𝑢𝑙𝑎𝑡 = +𝜇(𝐹 + 𝐹𝑎𝑑) + 𝐿𝜃 + 𝜇
2(𝐹 + 𝐹𝑎𝑑)𝜃 +𝒪(𝜃2) ;
𝐹 𝑑𝑙𝑎𝑡 = −𝜇(𝐹 + 𝐹𝑎𝑑) + 𝐿𝜃 + 𝜇2(𝐹 + 𝐹𝑎𝑑)𝜃 +𝒪(𝜃2) . (1.16)
From this it can be seen that the first order effect of the slope is independent of
direction and, as 𝜃 is presumed to be small, the 𝒪(𝜃2) can be ignored. It then
follows that a measurement of the half width, given by
𝐹𝑊𝑙𝑎𝑡 =
𝐹 𝑢𝑙𝑎𝑡 − 𝐹 𝑑𝑙𝑎𝑡
2
= 𝜇(𝐹 + 𝐹𝑎𝑑) , (1.17)
results in a slope independent measurement that obeys Amonton’s law. In practise
this involves the measurement of the lateral signals in both the trace and retrace
directions and then subtracting the retrace from the trace. Any changes in 𝜇(𝐹 +
𝐹𝑎𝑑) will be reflected in this difference image and, as 𝐹 is fixed by the set point
force and changes in 𝐹𝑎𝑑 are likely to be negligible compared to 𝐹 + 𝐹𝑎𝑑, a map of
the changing values of 𝜇 across the surface can be generated. It can, however, be
beneficial to measure make local adhesion measurements to ensure that changes in
adhesion are not responsible for the observed changes in friction and to get accurate
measurements of 𝜇, especially if low load forces are used [84]. To get meaningful
values for the frictional forces the lateral channel needs to be calibrated, as described
in section 2.2.4.
1.2 Ultrasonics
Sound waves are pressure or stress waves that travel in materials, including solids,
liquids, and gasses [85]. Ultrasonic waves are sound waves with frequencies above
the range of human hearing, typically around 20 kHz [86]. In this work ultrasound
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is of interest both as a driving method in AFM, such as in the ultrasonic force
microscopy presented in chapter 4, and for its ability to probe samples for features,
used in non-destructive testing (NDT), which is investigated in chapter 5.
1.2.1 Ultrasound Propagation
There are many different modes of (ultra)sound wave, encompassing different types
of particle motion within the wave. The simplest of these modes, which can travel
in solids and fluids, is the bulk longitudinal wave, which travels through the bulk
of a material (i.e. not adjacent to any material boundaries) [86, 87]. In this wave
the particles oscillate and the pressure/interaction forces between particles cause
the next particles to oscillate, resulting in a wave motion along the direction of
motion. Bulk shear waves, in which the particle motion is perpendicular to the wave
motion, can only be sustained by solids and viscous fluids due to the necessity of
direct inter-particle forces [85]. When boundaries are present (i.e. a sharp transition
between two different materials) new types of waves can propagate, based on the
boundary conditions [88, 89]. These are classed as surface waves, with a common
example being Rayleigh waves, and can have motion in directions both parallel and
perpendicular to propagation. Another example of waves that arise from boundary
conditions are Lamb waves, which are plate travelling waves (i.e. constrained by two
parallel boundaries) and are covered further in section 1.2.1.1.
To describe the motion of the wave its properties must be known — the
amplitude, frequency, 𝑓 , wavelength, 𝜆, and velocity, 𝑣, which are related by 𝑣 = 𝑓𝜆.
In isotropic solids the bulk wave velocities are dependent on the elastic properties of
the material — the Young’s modulus, 𝐸, and the shear modulus, 𝐺 — and its mass
density, 𝜌. The velocity of the longitudinal and shear waves are then given by
𝑣𝐿 =
√︃
𝐸 + 43𝐺
𝜌
, and (1.18)
𝑣𝑆 =
√︃
𝐺
𝜌
, (1.19)
respectively [86]. This is the simple case for non-dispersive media, however, in dis-
persive media there are two different velocities which must be considered, the phase
velocity, 𝑣𝑝, and the group velocity, 𝑣𝑔, both of which can vary with frequency [85,89].
The phase velocity is the velocity of the phase, i.e. the velocity of a single peak of
the waveform, and is related to the frequency and wavelength as before. The group
velocity is the velocity of the energy of the wave, or alternatively the velocity of the
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Figure 1.12: Example of a simple wave packet.
wave packet or envelope, i.e. the signal outline for a wave pulse (see figure 1.12).
The group velocity is defined by 𝑣𝑔 = 𝜕𝜔𝜕𝑘 , where 𝜔 = 2𝜋𝑓 is the angular frequency
and 𝑘 = 2𝜋𝜆 is the wavenumber.
These waves will then interact with any boundaries they encounter. Interac-
tions include reflection, refraction (where the wave is transmitted into the adjacent
material), and mode conversion, with all of these happening in different amounts
depending on the nature of the boundary. Transmission of ultrasound across a
boundary is usually considered in terms of the acoustic impedance, 𝑊 = 𝜌𝑣, of each
material. This can then be used to give the coefficients for the reflection,
𝑅 =
𝑊𝐵 −𝑊𝐴
𝑊𝐴 + 𝑊𝐵
, (1.20)
and transmission,
𝑇 =
2𝑊𝐵
𝑊𝐴 + 𝑊𝐵
, (1.21)
for a wave in material 𝐴 interacting with a boundary between materials 𝐴 and
𝐵 [86, 89]. These coefficients relate the amplitude of the resultant (reflected or
transmitted) wave to the amplitude of the incident wave. For 𝑊𝐴 ≈𝑊𝐵, 𝑅 ≈ 0 and
𝑇 ≈ 1, meaning that the wave is nearly fully transmitted across the boundary —
these materials are considered to be acoustically matched. However, for 𝑊𝐴 ≪𝑊𝐵
or 𝑊𝐴 ≫ 𝑊𝐵, |𝑅| ≈ 1 and 𝑇 ≈ 0, meaning the wave is nearly completely reflected.
As such the acoustic impedances are important when attempting to acoustically
bond two materials together (e.g. attach a piezoelectric transducer to a sample) or
when attempting to ensure reflections at a boundary.
Mode conversion is when a reflected/refracted wave has a different mode to
the incident wave, e.g. a change from a longitudinal wave to a shear wave or a
conversion between the different modes of a Lamb wave. With all these boundary
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Figure 1.13: Diagram of the angles for Snell’s law, showing both a mode
converted reflection and a refracted wave.
interactions the frequency and separation of the wavefronts must be conserved, giving
rise to Snell’s law [85];
𝜆𝑖 sin(𝜃𝑖) = 𝜆𝑟 sin(𝜃𝑟) , or equivalently
sin(𝜃𝑖)
𝑣𝑝𝑖
=
sin(𝜃𝑟)
𝑣𝑝𝑟
, (1.22)
where 𝜃 is the angle from the normal and the 𝑖 and 𝑟 subscripts are for the incident
and resultant wave, respectively. A diagram of these angles is shown in figure 1.13.
The reflected (and mode converted) waves can also interfere with the incident waves,
provided the particle motion is parallel, giving rise to interference fringes and other
effects, such as near field enhancement (where the interference causes a significant
increase in the total amplitude in a small region adjacent to the boundary) [90].
1.2.1.1 Lamb Waves
Lamb waves are a type of dispersive plate travelling wave, meaning that they prop-
agate in the plane of a thin solid with material boundaries in both directions in
the out-of-plane direction [91]. These occur when there are two parallel boundaries
and the separation of these boundaries (the plate thickness) is comparable or less
than the wavelength, while waves in plates much thicker than the wavelength can be
considered as Rayleigh waves. The particle motion of a Lamb wave is both out-of-
plane and in-plane, parallel to the propagation. They do not exhibit in-plane motion
perpendicular to the propagation direction. The full treatment of the behaviour of
Lamb waves can be found in the literature [88, 92] and the important results are
presented here.
Lamb waves describe an infinite set of modes with their own motions and
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a) b)
Figure 1.14: Exaggerated surface displacement profiles for Lamb wave a)
symmetric and b) antisymmetric modes. Adapted from [92].
(frequency dependent) velocities. These modes can be broken down into two subsets
— symmetric modes, in which the motion on the top and bottom faces is mirrored
about the central plane of the plate, and antisymmetric modes in which the motion
is in the same direction, as illustrated in figure 1.14. The modes are then numbered
according to their order, with the lowest frequency waves (the zero-order modes)
being labelled S0 and A0 for the symmetric and antisymmetric modes, respectively.
Lamb waves are defined by two equations, for each of the symmetric and
antisymmetric modes, given by
tan(𝑞ℎ)
tan(𝑝ℎ)
= − 2𝑘
2𝑝𝑞
(𝑞2 − 𝑘2)2 , and (1.23)
tan(𝑞ℎ)
tan(𝑝ℎ)
= −(𝑞
2 − 𝑘2)2
2𝑘2𝑝𝑞
, (1.24)
(1.25)
respectively, where
𝑝2 =
(︂
𝜔
𝑣𝐿
)︂2
− 𝑘2 (1.26)
𝑞2 =
(︂
𝜔
𝑣𝑆
)︂2
− 𝑘2 , (1.27)
ℎ = 𝑑2 is the half thickness of the plate [92], 𝜔 is the angular frequency of the Lamb
wave, and 𝑘 is its wavenumber. An infinite number of complex 𝑘 solutions exist for
these, though the solutions of interest are those where 𝑘 has no imaginary component,
as an imaginary component indicates a wave that either grows with distance (which
has never been observed) or decays with distance (an evanescent wave which is not of
interest here). To find the real solutions to this a frequency thickness product, 𝑓𝑑, is
substituted into one of the equations and values of 𝑣𝑝 for the Lamb wave are tested
numerically until the roots are found (more than one root can be found for each
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Figure 1.15: Dispersion curves for Lamb waves in aluminium; a) phase veloc-
ity, b) first modes only, c) group velocity, d) first modes only, e) wavelengths,
and f) first modes only. Waves can not be maintained when the phase veloc-
ity asymptotes to infinity and this causes the cut off seen in group velocity
and wavelength.
𝑓𝑑, corresponding to the higher order modes). This results in series of complicated
dispersion curves that can be produced for Lamb waves, with an example for Lamb
waves in aluminium shown in figure 1.15. Note that the x-axis of these is given
as frequency-thickness, as was used in the calculation, meaning that the dispersion
relationships scale with the thickness of the plate. As such, a point that corresponds
to the velocity of a mode at a certain frequency and plate thickness will correspond
to a lower frequency for a greater plate thickness. The phase velocity dispersion
curves (figures 1.15(a) and (b)) are used to generate the wavelength (figures 1.15(e)
and (f)), which gives the wavelengths for a certain frequency thickness as measured in
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Figure 1.16: Wave structure of the low frequency S0 and A0 Lamb wave
modes in aluminium. The x-axis is the velocity of the in-plane (solid line)
and out-of-plane (dashed line) motion, and the y-axis is distance from the
centre of the plate. a) S0, 𝑓𝑑 = 0.5 MHz·mm, b) S0, 𝑓𝑑 = 1.0 MHz·mm, c)
A0, 𝑓𝑑 = 0.5 MHz·mm, and d) A0, 𝑓𝑑 = 1.0 MHz·mm. Adapted from [92].
multiples of the thickness. For all but the zero-order modes there exists a minimum
frequency at which the phase velocity asymptotes to infinity, as does wavelength,
indicating that these higher order modes cease to exist below certain frequencies.
The experiments in chapter 5 are all performed on a plate with 0.5 mm thickness
at frequencies below 500 kHz, which can be better seen in the zoomed graphs in
figure 1.15. At these frequencies only the S0 and A0 mode are able to propagate.
The A0 mode also appears to cut off at low frequencies, though this is a product of
a numerical singularity in the method used to generate dispersion curves and not an
actual cut off for the mode.
It is also possible fully describe the particle motion of the waves as a profile
across the entire plate thickness in terms of the in-plane (along the direction of
propagation) and out-of-plane motion [92,93]. Examples of these profiles for the S0
and A0 modes at low frequency-thickness are given in figure 1.16. As can be seen
from these, for the motion at the surface the S0 mode is primarily in-plane motion,
while the A0 mode is primarily out-of-plane motion.
Lamb waves are particularly useful due to being guided by the plate bound-
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aries, meaning that there can be no spreading of the wavefront in Z. Therefore, if a
Lamb wave can be generated that propagates linearly rather than circularly (which
can be achieved using a line source, see section 1.2.3.4) then there will be minimal
spreading of the wavefront and the energy of the wave will be reduced primarily
due to attenuation. This enables Lamb waves to travel over long distances, which is
particularly useful for NDT where it may not be possible to place a transducer near
to an area of interest. Lamb waves are used extensively in the NDT experiments
done in chapter 5.
1.2.2 Ultrasound Signal Analysis
Signal analysis is an important part of any ultrasound based experiment. A simple
form of signal analysis is the use of a real time lock-in amplifier, which compares
an input signal, 𝑎(𝑡) to a reference signal (i.e. an oscillating signal at a set reference
frequency, 𝑓𝑟𝑒𝑓 ). A two phase lock-in amplifier does this at two phases of the reference
signal, separated by 90∘. Mathematically the lock-in amplifier operates according to
𝑋(𝑡′) =
1
𝑡𝑎𝑣
∫︁ 𝑡′
𝑡′−𝑡𝑎𝑣
sin(2𝜋𝑓𝑟𝑒𝑓 𝑡)𝑎(𝑡)d𝑡 =
1
2
𝐴𝑟𝑒𝑓 cos(𝜑) , and
𝑌 (𝑡′) =
1
𝑡𝑎𝑣
∫︁ 𝑡′
𝑡′−𝑡𝑎𝑣
cos(2𝜋𝑓𝑟𝑒𝑓 𝑡)𝑎(𝑡)d𝑡 =
1
2
𝐴𝑟𝑒𝑓 sin(𝜑) , (1.28)
where 𝐴𝑟𝑒𝑓 is the amplitude of the signal at the reference frequency, 𝜑 is the phase
difference between the input signal and the reference, and 𝑡𝑎𝑣 is the averaging time,
which needs to be much longer than the reference period to avoid noise and harmonic
effects [94, 95]. The time averaging used here is a simple implementation of a low
pass filter and is often instead implemented using a different filtering technique, such
as a finite impulse response (FIR) filter. The amplitude and phase can be returned
from these signals as
𝐴𝑟𝑒𝑓 =
√︀
𝑋2 + 𝑌 2 , and
𝜑 = arctan
(︂
𝑌
𝑋
)︂
. (1.29)
This method is useful for analysing signals in real time where there is a single fre-
quency of interest that needs to be constantly monitored. As such it is commonly
used in AFM techniques, though does not provide much use for NDT techniques
where pulsed ultrasound is often used, giving a broadband wave, and where the
waves can be dispersive.
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Another way of analysing ultrasonic signals is using a direct visualisation of
them. In NDT these are often referred to as A-, B-, and C-scans [96]. An A-scan
is a trace from a single or averaged collection pulse, i.e. a graph of displacement
(or velocity) against time. This can be used to determine, for example, the travel
time and amplitude of pulses. A B-scan considers then the spatial positioning of
the test probe, either showing analysed data from an A-scan at each point (such
as a time delay or amplitude) against position, or an image combining multiple
A-scans, displayed as time and position axes with a colour scale corresponding to
displacement (or velocity). The latter is useful as parts of the signal can be indicated
to be moving in time on the image, e.g. a travelling wave will be seen as a series
of diagonal lines on the B-scan, corresponding to the velocity and direction of the
wave. Interference effects can also be seen in this way. Image type B-scans may
become less useful when dealing with highly dispersive waves, as the different signal
components can become difficult to distinguish, and over small spatial ranges the
time differences of the waves will be small and thus not easy to see [97,98]. A C-scan
is an extension to two dimensional spatial mapping, showing an image with a colour
scale that corresponds to analysed data from the A-scans at each point. These allow
for the spatial extent of defects to be visualised.
It can also be useful to look at the frequency content of a signal [99,100]. This
can be achieved through a Fourier transform of the A-scan, which converts from time
space to frequency space, showing the magnitude of each frequency contained within
the signal [95]. The infinite time continuous Fourier transform is given by
?ˆ?(𝑓) = ℱ [𝑎(𝑡)] =
∫︁ ∞
−∞
𝑎(𝑡)𝑒−2𝜋𝑖𝑓𝑡d𝑡 , (1.30)
where ?ˆ?(𝑓) is the frequency space representation of 𝑎(𝑡), 𝑖 =
√−1, and ℱ represents
the Fourier transform operation. In practice, this form of the Fourier transform can-
not be performed on the finite and discrete data collected experimentally. Therefore,
the discrete Fourier transform (DFT) is used, given by
?ˆ?(𝑓) = ℱ [𝑎(𝑡)] =
𝑁−1∑︁
𝑛=0
𝑎(𝑛∆𝑡)𝑒−2𝜋𝑖𝑓𝑛Δ𝑡 , (1.31)
where 𝑁 is the number of points in 𝑎(𝑡) and ∆𝑡 is their separation. The DFT is
typically performed computationally using the fast Fourier transform (FFT) algo-
rithm [101–103]. While this gives some useful information about the signal, it is not
particularly useful for understanding the full behaviour of the wave as it removes all
time information. A solution to this is the short time Fourier transform, in which the
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signal is windowed and transformed at multiple time values, producing a represen-
tation of 𝑎 in time-frequency space, known as a spectrogram or sonogram [95,104].
The windowing technique is known as the Gabor method [105]. In this a
window function is defined that falls off to 0 symmetrically around 𝑡 = 0 and is
normalised (i.e. the integral over all time is equal to 1) is defined. An example of
such a function, and the one used in these experiments, is the Gaussian function,
given by
ℎ(𝑡) =
1
𝑡𝑊
√
𝜋
𝑒
−
(︁
𝑡
𝑡𝑊
)︁2
, (1.32)
where 𝑡𝑊 is the width of the window. This is then used in a Fourier transform
according to
?ˆ?(𝑓, 𝑡′) = ℱ [ℎ(𝑡− 𝑡′)𝑎(𝑡)] . (1.33)
Typically, this result will be given as the magnitude or square of ?ˆ? as the sign
of the result is not always relevant. The result will then be a full breakdown of
the time delay of each component of the waveform and their frequencies. Such a
representation is advantageous as it allows for broadband dispersive waves to be
analysed, including the overlay of dispersion curves if the sample properties and
distance travelled by the pulse are known. Regions (in time and frequency) on
these sonograms can then be chosen and averaged to analyse how a particular signal
(frequency of a single mode and path) changes with spatial position in a B- or C-
scan representation [98, 106]. One disadvantage to this technique is that resolution
is inherently lost by the windowing process — a narrow window in time will, by
the nature of the Fourier transform, result in very broad frequency representation.
Likewise, time resolution can be sacrificed to gain frequency resolution, with the
spread of the signal in time inversely related to the spread in frequency.
1.2.3 Generation and Detection of Ultrasound
There are a wide variety of techniques that can be used to generate and detect ul-
trasound within in a sample. In general these techniques can be separated into two
categories — contact and non-contact. Contact techniques typically generate/detect
ultrasound within the transducer and require the transducer to be acoustically cou-
pled to the sample, e.g. through the use of a viscous liquid or adhesive, such that the
ultrasound can pass between the sample and transducer. Non-contact techniques
typically generate/detect ultrasound within the sample itself, and can therefore op-
erate without acoustic coupling. The requirement for couplant with contact trans-
ducers can cause significant variations in the coupling efficiency (and thus generation
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power/detection sensitivity) and makes them somewhat unsuitable for scanning ap-
plications and harsh environments (e.g. high temperatures causing the couplant to
boil off or directly affecting the transducer). It is possible to have air coupled trans-
ducers, where the ultrasound is generated directly by the device (as in a contact
technique) and then transmitted to the sample through the air (and are thus oper-
ated as a non-contact transducer), though these require careful design to optimise
acoustic coupling with the air and can be prone to high attenuation at high frequen-
cies.
1.2.3.1 Piezoelectric Transducers
Piezoelectricity is a material property in which a strain within a material generates
an electric field [107]. Piezoelectric materials also display the reverse effect, in which
an electric field generates a strain. As such, an oscillating voltage applied across a
piezoelectric material can generate physical oscillations, and thus it can be used as
a contact type ultrasonic generator. Oscillation detection can be done by measuring
the voltage across the material while it is in contact with the sample surface. This
makes them a simple to use transducer or actuator, and they are commonly used in
a wide range of applications, including in NDT for wave detection and generation
and in AFM for positioning and tapping mode oscillation. Quartz is a commonly
used, naturally occurring piezoelectric material, while lead zirconium titanate (PZT
— PbZrxTi1−xO3, 0 ≤ x ≤ 1) is one of the most commonly used piezoelectric
materials thanks to its particularly strong piezoelectric effect [108, 109]. Ongoing
research includes searching for piezoelectric materials suitable for high temperature
operation [110, 111] and lead-free materials with a strong piezoelectric effect for
replacing PZT [112–114].
The piezoelectric effect arises in noncentrosymmetric crystals that posses an
electric dipole [107]. This can be seen in the perovskite structure of PZT shown in
figure 1.17. Here, it can be seen that the lead and oxygen ions form a symmetric
lattice while the central, highly charged titanium or zirconium ion is off-centre (when
below the material’s Curie temperature) and thus the cell is electrically polarised (a
dipole). The strength of this dipole (and thus the electric field) is dependent on the
size of the unit cell; a compressed cell will have a weaker dipole, and an extended cell
will have a stronger dipole. The strength of the dipole then determines the strength
of the electric field and thus the measured voltage. Conversely, if an electric field is
applied the off centred positive ion will be attracted to the negative pole, and thus if
the field is aligned with the polarisation the cell will shrink, and if it is anti-aligned
the cell will grow. These two effects have the opposite direction — if a compression
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Figure 1.17: Unit cell of PZT perovskite structure, exhibiting piezoelectric
properties below the Curie temperature, 𝑇𝐶 . Reproduced from [116], similar
figures are available in [109,117].
produces a negative “top” electrode, a negative voltage applied to the “top” will
cause an expansion. The piezoelectric effect described here is the longitudinal effect
(where the direction of the field and strain are parallel), though the transverse effect
(where the field and strain are perpendicular) and shear effect (where the the field
is perpendicular to a shear strain, with the opposite sides of the crystal moving in
opposite directions) are also possible [115].
A macroscopic piezoelectric material, as produced, contains many unit cells,
which will be naturally unaligned (polarisations in random directions). This means
that the net piezoelectric effect of all the cells combined will be nullified or very
small. This is solved by polarising the material, in which a very large electric field
is applied to the material causing all the unit cells to align, and thus experience
the same piezoelectric effect [109]. This poling is maintained due to pinning by
microscopic defects within the lattice. The poling can be reversed by either poling
in a new direction or by raising the temperature above the Curie temperature, at
which point the dipoles are lost and will reform in random orientations when cooled
to below the Curie temperature again.
Piezoelectric transducers are capable of generating and detecting many dif-
ferent types of ultrasound wave. For generation, the type of wave desired can neces-
sitate the transducer being specially mounted — for example to generate Rayleigh
waves a longitudinal transducer must propagate waves at an angle to the surface
(not normal to the surface) and thus is mounted on an wedge acoustically coupled
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to the sample. Piezoelectric transducer behaviour can also be frequency dependent,
which varies with the construction of the device. Plate type transducers operating
in thickness expansion mode will exhibit a resonant frequency, 𝑓0, corresponding to
the time taken for a longitudinal wave (travelling at 𝑣𝐿) a full round trip through
the thickness, 𝑇 , of the transducer, i.e. 𝑓0 = 𝑣𝐿2𝑇 [107].
1.2.3.2 Electromagnetic Acoustic Transducers
Electromagnetic acoustic transducers (EMATs) are a non-contact generation and
detection technique. They induce ultrasound waves in electrically conductive ma-
terials through electromagnetic interactions and in ferromagnetic materials through
the magnetostriction phenomenon [118]. Ferromagnetic materials are not used here,
so magnetostriction is not of interest, though it can be understood as the interac-
tion between the magnetic dipoles of a material and a magnetic field, with a more
complete description available in the literature [119].
An EMAT consists of a wire coil and, in many cases, a permanent magnet.
The magnet is only necessary for detection coils, though generation efficiency is
improved by its presence [120], or the presence of a ferrite to strengthen the coil
generated field [121]. The coil is then placed close to the surface of the electrically
conducting sample, with typical lift-off heights up to a few millimetres [122,123]. For
generation, the coil is then driven by a high power source, either with an alternating
current at the desired ultrasonic frequency, giving a narrowband output, or with a
transient source, generating broadband ultrasound. For detection the coil is attached
to a high gain amplifier and the output is measured using standard methods.
Generation by EMATs is achieved through electromagnetic effects described
by Maxwell’s equations. Presented here is a summary of the mechanism, though a
full mathematical approach can be found elsewhere [119,124]. Any wire containing a
current will, according to Ampère’s circuital law, have a magnetic field that encircles
the current, as illustrated in figure 1.18(a). As this current is changing with time
(being either AC or transient) the resultant magnetic field will also be varying with
time. Thus, according to Faraday’s law of induction, it will generate a current in a
conductor (in this case the sample) and, according to Lenz’s law, this current will
act to oppose the change in magnetic field (by its own generated field). This results
in a current being generated within the sample, also known as an eddy current,
which mirrors the current in the coil, as illustrated in figure 1.18(b). As this is an
alternating current the current density, 𝐽 , is confined to the sample surface according
to the skin effect,
𝐽 = 𝐽𝑆𝑒
−(1+𝑖)𝑑
𝛿 , (1.34)
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Figure 1.18: Simplified schematic for the EMAT generation mechanism. a)
Field around a wire containing a changing current. b) Mirror (eddy) current
caused by the changing magnetic field. c) Lorentz force from interaction
between a field from a permanent wire and the mirror current.
where 𝐽𝑆 is the current at the surface, 𝑖 =
√−1, 𝑑 is the depth into the sample, and
𝛿 is the skin depth [119, 125]. This means that the amplitude will drop by a factor
of 𝑒 for each skin depth into the sample, and the imaginary component means that
the phase lag is increased by 1 radian for each skin depth. For a good conductor the
skin depth is given by
𝛿 =
√︂
𝜌
𝜋𝑓𝜇
, (1.35)
where 𝑓 is the frequency, 𝜌 is the resistivity of the sample and 𝜇 is the permeability of
the sample. For aluminium, 𝜇 = 1.26× 10−6 m·kg·s−2·A−2 and 𝜌 = 2.42× 10−8 Ωm
(at 0∘C), for which 𝛿 = 0.25 mm at 𝑓 = 100 kHz, which is much shorter than the
wavelength of the ultrasound and thus the current can be considered to be contained
within the surface of the sample.
The generated current means that there are moving electrons which interact
with the magnetic field, 𝐵, of the permanent magnet, or with the field generated by
the coil, via the Lorentz force
𝐹 = 𝑞(𝑣 ×𝐵) , (1.36)
where 𝑣 is the velocity of the electrons and 𝑞 is their charge [126]. The velocity of the
electrons is related to the current density by 𝑣 = 𝐽𝑛𝑞 , where 𝑛 is the number density
of electrons. This is illustrated in figure 1.18(c). The force is then transferred to
the lattice, resulting in motion and thus generation of ultrasound. The transfer of
energy from the electrons to the lattice is not an efficient process due to the difference
in mass between the electron and lattice atom, and thus results in a low efficiency
for EMAT generation [127]. As the Lorentz force is a cross product the generated
motion will be perpendicular to both the current and the magnetic field. The current
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is always constrained to be in the plane of the surface and thus the magnetic field
direction will determine the motion direction — an out-of-plane field will generate
in-plane motion, and an in-plane field will generate out-of-plane motion.
Detection by EMATs is the reverse of this process, though with an improved
efficiency as the electrons are already moving and do not need energy to be trans-
ferred from the lattice [127]. The motion caused by the ultrasonic waves causes the
electrons in the field of the permanent magnet to experience a force. This force
causes motion and thus the creation of a current, which then generates a mirror cur-
rent within the coil by the same process as eddy currents are created by generation
EMATs. As with generation EMATs the orientation of the magnetic field determines
the sensitivity to directions of motion — an out-of-plane field EMAT will be sensi-
tive to in-plane motion, and an in-plane field EMAT will be sensitive to out-of-plane
motion [128–130].
The adaptability of EMATs is a major advantage of their use — through
careful consideration of the design of the EMAT, particularly the shape of the coil and
direction of the permanent magnetic fields, the generation efficiency and detection
sensitivity can be tuned to a variety of different wave types. Additionally, the shape
of the design can easily be customised, allowing for directed waves to be generated,
as discussed further in section 1.2.3.4.
1.2.3.3 Laser Ultrasonics
Laser ultrasonics covers a group of non-contact ultrasonic generation and detection
techniques utilising lasers [131, 132]. Lasers are light sources that exhibit coherence
both spatially (very low spreading of a beam from the source) and temporally (all
waves are in phase and of a single frequency). The use of lasers means that they can
be operated at a significant distance from the sample, depending on the focal length
of the optics. Laser ultrasound techniques also have a significantly higher spatial
resolution than single piezoelectric transducers and EMATs as they are limited by
the spot size of the laser (which can be focussed to be as small as the wavelength)
rather than the physical size of the probe. They do, however, pose user safety
concerns associated with the use of high power light which may cause eye damage,
or skin burns for particularly powerful devices, if the correct protective measures are
not followed (such as protective eye wear with filters for the wavelength of the laser
used). Unlike EMATs and piezoelectric transducers the mechanisms for generation
and detection are significantly different.
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1.2.3.3.1 Laser Generation
Laser generation of ultrasound is achieved through the use of high power lasers inci-
dent on the surface, typically in pulsed operation — very short (10s of nanoseconds)
pulses of very high intensity (100s of millijoules) light. The high energy requirements
for generation limit the types of laser that can be used, with Q-switched Nd:YAG
and gas CO2 lasers being common. The effect of the high incident energy on the
sample causes the generation of ultrasound. The generation method can be split into
two regimes; the lower energy thermoelastic regime and the higher energy ablative
regime [132,133].
In the thermoelastic regime the incident photons are absorbed by the electrons
within the sample. The photons will primarily be absorbed by the electrons close
to the surface, with a characteristic skin depth in metals identical to the skin depth
for eddy currents, given in equation 1.35, except here the frequency is that of the
incident light. For the a Nd:YAG laser with a wavelength of 1064 nm this frequency
is 282 THz, which corresponds to a skin depth in aluminium of 4.7 nm, meaning
that all the (non reflected) energy is absorbed in a very small region close to the
surface. The absorption of energy causes a localised heating of the material and
thus a localised expansion. As this expansion is over a very short time period (the
pulse duration of the laser) and is confined by the cooler surrounding regions, it
will cause a stress/strain field and thus generate an ultrasonic wave. The finite
duration of the pulse means that the ultrasound generated will be broadband, though
narrowband generation is possible through designing the laser geometry, as discussed
in section 1.2.3.4,
In the ablative regime the sample surface is vaporised by the high energy of
the incident wave. This results in material being ejected from the surface and thus,
due to conservation of momentum, an opposite force being applied to the surface,
generating ultrasound. This technique causes damage to the sample surface and is
thus not suitable for samples where preservation of the surface is important.
1.2.3.3.2 Laser Detection
Laser detection of ultrasound works by reflecting a laser off the sample surface and
detecting a change in the measured signal caused by motion of the surface. There
are a variety of different methods by which the changes can be detected. One such
method is similar to that of detecting the deflection of an AFM cantilever — a laser
is reflected off the surface at an angle not normal to the surface and the position of
the reflection is measured (either through use of a multi segment photodiode or a
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single detector with part of the laser blocked, known as knife edge detection) [127,
132, 134]. An ultrasonic wave then causes distortions in the surface which results
in the reflected laser moving. Most laser detection techniques, however, are based
around interferometry, where the interference of the reflected wave with a reference
wave causes a change in intensity that can be measured.
The simplest design for a reference beam interferometer is the Michelson
interferometer, illustrated in figure 1.19(a) [132, 135]. The laser source is split into
two arms; one which is reflected off a reference mirror at a fixed distance, and
another reflected off the sample surface. These reflections are then combined and
transmitted to a photodetector (such as a photodiode). If the waves are in phase
at the photodetector then the constructive interference will result in a maximum
measured light intensity; if they are out of phase then there destructive interference
results in a minimum light intensity. A change in the position of the sample surface
(of distance 𝑧, caused by an out-of-plane component of an ultrasonic wave) will cause
a change in path length of twice the displacement, and thus a change in phase. As
such the measured intensity can be given by
𝐼 = 𝐼 + 𝐼0 cos
(︂
4𝜋𝑧
𝜆
)︂
, (1.37)
where 𝐼 and 𝐼0 are system dependent variables and 𝜆 is the wavelength of the laser.
The Michelson interferometer has some drawbacks, however, as any motion of the
reference arm (such as vibrations) will be coupled into the measured signal. Low
frequency contributions can be reduced by moving the reference mirror with a lin-
ear actuator controlled by a low frequency feedback loop [127]. The sample surface
must also have a specular reflection (i.e. a mirror surface) as differences in the wave-
front geometry from a reflection from a non-polished surface will result in inaccurate
measurements.
An alternative approach to combining the waves is through the use of a pho-
torefractive crystal, as is done in a two-wave mixing interferometer, illustrated in
figure 1.19(b) [136, 137]. As with the Michelson interferometer, the laser source is
split into a sample arm and a reference arm, both of which reflect the laser. Rather
than having both waves incident on the detector they are instead passed into a pho-
torefractive crystal. A photorefractive crystal locally changes its refractive index in
response to light intensity [138,139], meaning that when the reference and reflected
waves meet within the crystal the refractive index is changed according to their in-
terference pattern. This results in a diffraction grating occuring within the crystal
and this causes the reference beam to be diffracted such that its wavefront shape
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Figure 1.19: Schematics of displacement measuring interferometers; a)
Michelson interferometer and b) two-wave mixing interferometer. Note that
parallel laser paths are collinear in real equipment.
matches that of the reflected beam. Both beams are coincident coming out of the
crystal. The two beams then interfere the same as in a Michelson interferometer and
the measured intensity gives the relative displacement of the sample surface. This
technique is useful as it allows for the measurement of non-specular reflections, mean-
ing that a wider range of surfaces can be investigated without need for preparation.
This is type of interferometer is used in chapter 5, with the model used collecting the
scattered light with a probe head. This probe head, which is connected by optical
fibres to the laser source and detection electronics, has a central optical fibre for the
source laser and a ring of optical fibres surrounding this for the return (non-specular)
reflected lasers.
To get a map of response (e.g. the amplitude of surface oscillations) these
lasers can be raster scanned across the sample surface, taking a measurement at
many points. Electronic speckle pattern interferometry cab also be used to map the
response [132, 140, 141]. In this method the laser is spread across the surface of the
sample (rather than focussed on a point). The non-specular reflections from the
surface are then mixed with a wide reference beam and the resulting interference
pattern is recorded by a video photodetector (i.e. a photodetector that produces
spatial maps/images).
It is also possible to measure the velocity of the surface motion, instead of
the displacement, by measuring the Doppler shift (the change in frequency due to a
moving reflector) [132]. For motion much slower than the speed of the wave (which
here is the speed of light, 𝑐, and thus this assumption will be correct) the Doppler
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Figure 1.20: Schematics of velocity measuring interferometers; a) Doppler
vibrometer and b) Fabry-Pérot interferometer.
shift is given by
∆𝑓 =
2𝑣
𝑐
𝑓 , (1.38)
where 𝑣 is the reflector velocity and 𝑓 is the frequency of the incident light. One
way to measure this is with a Doppler vibrometer, illustrated in figure 1.20(a) [132].
The design of this is similar to a Michelson interferometer, except one of the beams
is directed through a Bragg cell, which introduces a frequency shift (𝛿𝑓 , a small
fraction of the wave frequency) to the wave and the sample motion adds another
Doppler shift to the reflected surface wave. The reference and reflected waves will
then interfere and the combined frequency shift will result in the intensity varying
with a beat frequency (equal to the magnitude of the shift) as the phase alignment
varies. This beat frequency can then be measured and the Doppler shift calculated,
giving the surface velocity.
Another way of measuring the frequency is with a Fabry-Pérot interferometer,
illustrated in figure 1.20(b) [132]. In this the reflected beam from the sample enters
a chamber with mirrors on each side at a set separation. The incident wave will then
interfere with its own reflections, with a maximum intensity when the optical path
length of a full reflection is a multiple of the wavelength of the laser, 𝜆, i.e. when
2𝑑 cos(𝛼) = 𝑛𝜆 , (1.39)
where 𝑑 is the distance between the mirrors, 𝛼 is the angle of incidence of the wave,
and 𝑛 is an integer. As the mirrors will have a partial transmittance the intensity
from the interferometer will then be maximised when equation 1.39 is satisfied.
Adjustment of 𝑑 or 𝛼 can be performed to directly measure 𝜆, which will have been
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shifted due to the Doppler shift from the surface.
1.2.3.4 Source Geometry, Directivity, and Guided Waves
The geometry of the ultrasonic transducer used for generation plays an important
role in the nature of the waves generated. The simplest geometry is the spot or point
geometry, in which the transducer takes the form of a circle. In this configuration the
generated ultrasound will have no preferential direction and thus the wavefronts will
propagate radially. This radial propagation means that the wavefront is spreading
and the intensity of the waves will decay with 1
𝑟2
(where 𝑟 is the distance travelled)
for spherically spreading bulk waves, and with 1𝑟 for circularly spreading surface and
plate waves (not including attenuation from the material), making them unsuitable
for long range measurements. An alternative geometry is an infinite line, which will
generate straight wavefronts propagating perpendicular to the line; any propagation
parallel to the line will be suppressed by the symmetry of the system — the sum
of contributions from every point on the line will be zero at any point on the line.
In a surface wave the wavefront will therefore not be spreading and thus there will
be no decay in amplitude (ignoring attenuation from the material) and thus they
can be used for long range measurements. In practise an infinite line geometry is
often impractical, so instead a finite line geometry is used, which will be subject to
some spreading. The finite line also means that the power of the wave is directed
perpendicular to the line length, allowing the wave to be targeted.
More complex geometries of the transducer can produce additional effects.
For example a curved geometry can produce waves which converge on a set focal
point, dependent on the curvature, which is useful for investigating features smaller
than the generator (or detector) size [142, 143]. Geometries can also be used for
selective excitation of specific wavelengths — if a transducer consists of a series of
lines at a set separation then only wavelengths close to a multiple of this separation
will be allowed to be generated or detected, while others will be suppressed by
interference [144, 145]. This effect can be achieved with an EMAT “meander coil,”
which has alternating forward and return tracks that will produce opposing motion
under the same magnetic field, and thus the relevant separation is the distance
between two tracks of the same direction.
1.3 Scope of Thesis
In this thesis a variety of methods are used to investigate the properties of materials
at the nanoscale. In particular there is a focus on looking at mechanical properties
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at varying length scales using an AFM, with further focus placed on techniques that
incorporate ultrasound.
In chapter 3 the mechanical properties of 2D materials are tested using
nanoindentation on suspended films. This is used to measure the elastic modulus
and breaking strength of chemical vapour deposition (CVD) grown graphene. Com-
parisons are made between as-grown graphene and graphene after different treat-
ments — heating and oxygen functionalisation through exposure to atomic oxygen.
Graphene oxide is also tested as a comparison to the oxygen functionalised CVD
grown graphene results. To perform the testing, an automated method is devised
to allow the acquisition of large datasets for improved statistical significance. Com-
plementary information for x-ray photoelectron spectroscopy, Raman spectroscopy,
and transmission electron microscope imaging is used to correlate the changes in
mechanical properties to changes in atomic structure. These suspended 2D material
sheets have an interest as ultrasonic nanoresonators, the behaviour of which could
potentially be investigated using an AFM.
In chapter 4 a technique known as ultrasonic force microscopy (UFM) is in-
vestigated. This techniques uses high frequency (well above the cantilever resonance)
oscillations of the sample to probe the local mechanical properties of the surface, par-
ticularly the Young’s modulus. The effect of various parameters (such as operation
frequency and load amplitude) on the behaviour of UFM are investigated with the
aid of a simulation. The effect of tip hardness on contrast in the UFM signal is also
investigated. UFM is then combined with other contact mode techniques (cAFM
and FFM) demonstrating simultaneous measurements of conductivity, friction, and
mechanical properties. This combined approach is also used to conductively image
a delicate sample (carbon nanotubes) which would normally be destroyed in contact
mode imaging, taking advantage of the superlubricity phenomenon of UFM.
Finally, in chapter 5, AFM is investigated as a potential detection sensor for
use in ultrasonic NDT experiments. Ultrasonic NDT is the use of ultrasonic exci-
tation to detect cracks and other features within samples by monitoring changes in
detected signals. AFM is presented as a high spatial resolution detector with high
sensitivity, potentially enabling the detection of small features, such as micro-cracks.
The suitability of AFM as a detector for ultrasonic NDT is demonstrated through
the use of simple experiments around a laser micromachined crack in an aluminium
plate, comparing AFM results to those gathered with piezoelectric transducers and
an interferometer. The capability of an AFM to simultaneously and independently
detect both out-of-plane and one component of in-plane motion of the sample surface
is also demonstrated. This is useful for understanding the full nature of the ultra-
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sound waves, such as knowing the mode content, and is not easily achieved with
other common ultrasound detection techniques.
Overall conclusions and suggestions for further work are presented in chap-
ter 6.
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Chapter 2
Experimental Methods
All AFM experiments were performed using an Asylum Research MFP-3D-SA. This
AFM uses laser deflection detection with a four quadrant photodiode. The photodi-
ode is manually adjusted in the vertical axis, but the lateral axis has a fixed position.
The X and Y (in-plane) motion is achieved by a flexure-based piezoelectric actuator
driven stage, with LVDT nano positioning sensors for closed loop operation. The
sample is mounted on this stage (sample scanning), which has a range of 90 𝜇m in
each direction and a typical sensor noise level of less than 0.5 nm and a nonlinear-
ity of less than 0.5%. The Z (height) motion is driven by a piezoelectric actuator
mounted in the head (tip motion) and also features a nano positioning sensor, though
was operated in open loop mode. The extended head version of the MFP-3D was
used, giving a Z range of 40 𝜇m.
The set point for contact mode is set as an absolute value for deflection in
volts. For experiments where the load force is important, the set point was set
relative to the free deflection before the start of each scan. For tapping mode, the
free amplitude was tuned to 1 V using the in-built auto tune feature, which performs
multiple frequency passes of decreasing bandwidth around the expected resonance
frequency to accurately determine the resonance for the specific cantilever. The
frequency was offset to a value corresponding to an amplitude 5% lower than the
amplitude at resonance on the lower frequency side of the resonance, which improves
the stability of the tapping mode feedback. The setpoint for tapping mode imaging
was adjusted for each sample to ensure stable imaging and was typically in the
range of 600–800 mV. Scanning is performed stepwise — the AFM performs the
trace (initial motion, left to right on the images) and retrace (return motion) in the
fast axis at a constant speed and then steps the slow axis before performing the next
line. There is some overscanning in the fast axis, meaning that the tip travels past
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a) b)
Figure 2.1: Example force curve performed on a silicon nitride sample. a)
Raw data. b) Processed data. Insets show an extended view of the flat
sections, with higher vertical (deflection or force) resolution.
the end of the line, to avoid artefacts associated with the turnaround.
2.1 Force Curves
Force curves, which are a measurement of force with changing Z position of the
cantilever base relative to the sample at a single point, are used to measure the
behaviour of samples under varying loads. The cantilever is moved towards the
sample at a set rate (of the order of 1 𝜇ms−1) until the cantilever deflection reaches
the set point (similar operation in tapping mode using the cantilever amplitude is
also possible), at which point the cantilever is retracted at the same rate to a set lift
of distance (of the order of 1 𝜇m). Here, as the precise Z velocity is not important,
the Z motion is performed in open loop mode using an approximated velocity to avoid
noise that would be introduced by closed loop operation. The Z sensor position is
still recorded as the position information. The set point here is defined as a relative
value, using the deflection at the start of the measurement as the reference value,
ensuring that the applied load is consistent between experiments. An example of
the raw data from a force curve on a hard surface (in this case silicon), is shown in
figure 2.1(a).
With an accurate cantilever calibration (see section 2.2) the raw deflection
(in volts) vs Z position data (figure 2.1(a)) can be converted into force vs indentation
data (figure 2.1(b)), which is necessary to perform meaningful analysis, such as with
interaction models (section 1.1.3). To do this the virtual deflection (a change in the
deflection signal caused by the changing position of the cantilever, but not a force, see
section 2.2.1) must first be subtracted from the raw deflection signal. This is typically
done in real time as the data is acquired, such that the virtual deflection does not
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effect the chosen set point load. The raw deflection (in volts) is multiplied by the
inverse optical cantilever sensitivity (section 2.2.2) to give the cantilever deflection in
nm, 𝑧𝑐. This can be further converted to load force by multiplying by the cantilever
spring constant, 𝑘. The Z position, 𝑍, is then converted to indentation by
𝑑 = 𝑧𝑐 − 𝑍 , (2.1)
noting that in this case a higher 𝑍 corresponds to the cantilever base being further
from the sample and a higher 𝑑 corresponds to greater indentation — other sign
conventions are sometimes used. The values for force and indentation are then zeroed
— for force this is achieved by subtracting the value of the flat section corresponding
to the tip being out of contact with the surface. Zeroing of indentation is dependent
on the model used — for the Hertz model (𝑑 = 0 nm, 𝐹 = 0 nN) is predicted to be
a point recorded on the force curve and so is relatively easy to define, however, for
the DMT and JKR models the changes in tip and sample position due to adhesive
forces mean that (0,0) is not so easily defined.
2.2 Calibration
It is important for the AFM to be properly calibrated in order to get accurate data.
Doing so primarily consists of calibrating the stage and the cantilever. Calibrating
the stage can be done on an occasional basis, as the stage calibration should not
change significantly between sessions, though should still be checked and adjusted
regularly for the best results. This is achieved using samples of known parameters
— grids of regularly shaped indentations with sharp features at precisely defined
spacing and depth. By scanning such a sample the calibration coefficients for each
axis can be determined; for a closed loop system such as was used here this typically
involves a single linear constant for the sensor calibration, though this can depend
on the sensors used. For open loop systems, however, the imperfect behaviour of
piezoelectric transducers has to be considered, meaning that additional testing and
parameters are needed to account for effects including non-linearity, scan size/speed
dependence, and hysteresis.
Cantilever calibration is dependent on each individual cantilever and the po-
sitioning of the laser on them, and as such has to be done for each new cantilever
used, and if the laser spot is moved. There are multiple aspects to fully calibrating
a cantilever, detailed below.
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a) b)
Figure 2.2: Full Z range force curves with no sample contact, showing the
effect of virtual deflection. a) With no calibration, showing a quadratic fit
to the data, giving first and second order constants of -2.40 mV·𝜇m−1 and
23.3 𝜇V·(𝜇m)−2 (the offset is not important to this calibration). b) Curve
performed after calibration from (a).
2.2.1 Virtual Deflection
Virtual deflection is the name given to a coupling between the measured deflection
signal and the Z position, even when the tip is not in contact with the sample.
The origin of this effect is not completely understood, though it is possibly due to
changing optical paths as the cantilever is moved. To calibrate for this, a force
curve covering the entire Z range while out of range of the surface is performed, an
example of which is shown in figure 2.2(a). This is typically performed just out of
range of the surface, though virtual deflection typically isn’t effected by the sample
at any separation, only varying with new tip mountings and laser alignments. From
the force curve it can be seen that the effect is non-linear in this range, though
it can be fit well with a second order polynomial. This fit (excluding the offset
value, as this will change over time with drift) is then subtracted from the deflection
signal, resulting in a free deflection that does not vary with Z position. This can be
checked by repeating the force curve and finding a near flat curve, as shown in in
figure 2.2(b). These calibration parameters are applied in real time to the measured
deflection signal, allowing for accurate force application not affected by the virtual
deflection, including the ability to apply very small forces, the measurement of which
would otherwise be obscured by the virtual deflection.
2.2.2 Optical Lever Sensitivity
The optical lever sensitivity (OLS) is the relation between how far the cantilever
deflects (in nm) and the output reading (in volts). It is typically quoted as the
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Figure 2.3: Force curve (calibrated for virtual deflection) on a silicon nitride
surface. Linear fit is done on the extension section of the curve and has a
gradient (corresponding to OLS) of 20.70 V·𝜇m−1, which gives an inverse
OLS of 48.31 nmV−1.
inverse OLS (invOLS) as this is a multiplication factor for converting the reading
into true deflection, with the units being nmV−1. To calibrate this, a force curve
is performed on a hard surface — defined as a material in which there is minimal
indentation under typical applied loads. Among many suitable materials, including
most metals and semiconductors, silicon is an ideal candidate for this. With a silicon
sample and tip, a tip radius of 10 nm and a load force of 1 𝜇N (much higher than
is typically applied during AFM, corresponding to a typical deflection of 360 nm for
the MikroMasch NSC18 cantilevers used throughout these experiments) the Hertz
model (see section 1.1.3) predicts an indentation of just 2 nm.
With this force curve (example shown in figure 2.3) the cantilever deflection
(in volts) increases linearly with a reducing Z position once the tip and sample are
in contact. As the tip does not indent the hard sample, this increase in deflection
(in nm) is equal to the change in Z position. As such, this region can be fit with a
linear fit and the gradient taken as the OLS, with the inverse of this value being the
one used.
2.2.3 Spring Constant and the Sader Method
The spring constant of the cantilever is the linear constant relating deflection to
the load force. There are many ways of calibrating this, including use of a stan-
dard calibration cantilever [146], monitoring the resonant frequency with controlled
addition of mass [147, 148], and through the amplitude of the cantilever’s resonant
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thermal oscillations [149]. Here, a method proposed by Sader et al. [150] (henceforth
know as the “Sader method”) is used. They first noted that the spring constant of
a rectangular cantilever, 𝑘, was related to the cantilever’s resonant frequency under
vacuum, 𝜔𝑣𝑎𝑐 (measured in rad·s−1), by
𝑘 = 𝑀𝑒𝜌𝑐𝑊𝑇𝐿𝜔
2
𝑣𝑎𝑐 , (2.2)
where𝑊 , 𝑇 , and 𝐿 are the width, thickness and length of the cantilever, respectively,
𝜌𝑐 is the density of the cantilever, and 𝑀𝑒 is the normalized effective mass of the
cantilever (0.2427 for 𝐿𝑊 > 5). Application of this equation, however, is complicated
by multiple factors — firstly 𝜌𝑐 is not necessarily known due to a layer of material
(typically aluminium or gold) being deposited onto the back of the cantilever to
improve reflectivity for the laser measurement. Also, while the plan view (𝑊 and 𝐿)
dimensions are simple to measure using an optical microscope, the thickness is much
harder to accurately determine, and typically has relatively large manufacturing
tolerances. The vacuum resonance is also not easy to measure, as AFM is typically
not performed under vacuum and the presence of a fluid causes a shift in the resonant
frequency due to damping.
Sader et al. [150] found that the difficulties associated with equation 2.2
could be eliminated by considering the damping effect of the fluid. With the effects
of damping considered, equation 2.2 can be modified to become
𝑘 = 0.1906𝜌𝑓𝑊
2𝐿𝑄𝑓𝜔
2
𝑓Γ
𝑓
𝑖 (𝜔𝑓 ) , (2.3)
where 𝜌𝑓 is the density of the fluid, 𝜔𝑓 and 𝑄𝑓 are the resonant frequency and quality
factor of the cantilever in fluid, respectively, and Γ𝑓𝑖 is the imaginary component of
the hydrodynamic function for the cantilever in the fluid. Γ𝑓𝑖 is defined fully in [151]
and noted to only depend on the Reynolds number, given by
Re =
𝜌𝑓𝑊
2𝜔
4𝜂𝑓
, (2.4)
where 𝜂𝑓 is the viscosity of the fluid. As such, equation 2.3, which is valid given
𝑄𝑓 ≫ 1, is dependent on six parameters that can be readily determined — two (𝜌𝑓 ,
𝜂𝑓 ) are properties of the fluid, which can be found in the literature (1.18 kgm−3 [152],
18.6 mg·m−1s−1 [153] for air at 1 atm and 25∘C), two (𝑊 , 𝐿) are dimensions of
the cantilever, which can be measured prior to mounting, and two (𝜔𝑓 , 𝑄𝑓 ) are the
resonant properties of the cantilever, which can be measured by the AFM. While the
original version of the Sader method was only applicable to rectangular cantilevers,
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Figure 2.4: Thermal tune of the cantilever. a) Large frequency range.
b) Zoomed on the first resonance peak and fit using equation 2.5, giving
𝑓0 = 76.83 kHz and 𝑄 = 187.7, which corresponds to a spring constant of
2.76 Nm−1 (with cantilever plan view dimensions of 225 𝜇m by 35 𝜇m).
it has since been extended to cantilevers of arbitrary shapes [154,155].
For application of the Sader method, the plan view dimensions of the can-
tilevers used in these experiments were originally individually measured using a Zeiss
Axioimager optical microscope before each experiment. It was found that the plan
view dimensions were consistent between cantilevers within the measurement error
of the microscope, and as such standard values were used for many experiments. The
oscillatory behaviour of the cantilever was acquired using the thermal tune feature
of the AFM while the tip was not engaged on the sample. In a thermal tune the
deflection is recorded with a high sampling rate (here ≥1 MHz) for a short period of
time and is then Fourier transformed, giving the amplitude spectral density, 𝑎(𝑓), in
V·Hz− 12 (which is the square root of the power spectral density). This was repeated
a set number of times (here, 100) and the results averaged, with an example resul-
tant spectrum shown in figure 2.4(a). The fundamental resonance peak was then fit
using the inbuilt fitting function for a simple harmonic oscillator with a white noise
background in a window around the peak. The fitting function uses the formula
𝑎(𝑓) =
⎯⎸⎸⎸⎸⎷
(︁
𝐴𝑓0𝑓
)︁2
(︁
𝑓0
𝑓 − 𝑓𝑓0
)︁2
+
(︁
1
𝑄
)︁2 + 𝐵2 , (2.5)
where 𝐴 and 𝐵 are fitting parameters corresponding to the peak size and background
level, respectively, 𝑓0 is the fitting parameter for peak location, and 𝑄 is the fitting
parameter for the quality factor. These values were used to calculate the spring
constant with equation 2.3 using a calculator made available on the internet by
Sader and the University of Melbourne [156].
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2.2.4 Lateral Calibration
For frictional experiments the lateral force sensitivity also needs to be calibrated. As
with the normal spring constant, there are many ways to achieve this, such as pushing
against a known sample [157] or calibrated force sensor [158], changing oscillation
frequency with the addition of mass [159], and the torsional Sader method [159,160].
Here, the improved wedge calibration method is used, in which a hard calibration
sample with sloped and flat sections is scanned [161]. This gives a calibration value
for converting from the raw deflection (𝑉𝑙𝑎𝑡, in volts) to the lateral force between
the tip and sample (𝐹𝑙𝑎𝑡, in N), though other techniques (such as the torsional
Sader method) use a two step method like the normal force calibration, with an
intermediary term corresponding to either the rotation of the tip (𝜙, in radians) or
the displacement of the tip apex (𝑑𝑙𝑎𝑡, in m). The relation between these terms and
the torque of the cantilever due to torsion, 𝜏 , is given by
𝐹𝑙𝑎𝑡 = 𝛼𝑉𝑙𝑎𝑡 =
𝜏
ℎ + 𝑇2
= 𝛽𝜙 =
𝛽𝑑𝑙𝑎𝑡
ℎ + 𝑇2
, (2.6)
where ℎ is the tip height, 𝑇 is the cantilever thickness and 𝛼 and 𝛽 are calibration
factors, of which 𝛼 is the one of interest here, measured in NV−1.
In the wedge method the tip is scanned up and down a sloped sample, re-
sulting in a balance of forces illustrated previously in figure 1.11 of section 1.1.4.3.
With the tip travelling up the slope the measured lateral signal will have one value,
𝑉 𝑢, while going down the slope it will have a different value, 𝑉 𝑑. These two values
can be combined to give two new values, the half-width,
𝑉𝑊 =
𝑉 𝑢 − 𝑉 𝑑
2
, (2.7)
and the offset,
𝑉Δ =
𝑉 𝑢 + 𝑉 𝑑
2
. (2.8)
These values can also be calculated for the flat regions, where the up and down
directions are replaced with trace and retrace directions. The width of the flat
section, 𝑉 𝑓𝑙𝑎𝑡𝑊 , is determined by the friction force (i.e. 𝛼𝑉
𝑓𝑙𝑎𝑡
𝑊 = 𝐹𝜇), while the offset,
𝑉 𝑓𝑙𝑎𝑡Δ , represents any errors with the alignment of the system, such as a non-zero
free lateral deflection or crosstalk from the deflection signal. As these errors affect
the value on the slope equally, the slope offset is corrected to give 𝑉 ′Δ = 𝑉Δ − 𝑉 𝑓𝑙𝑎𝑡Δ .
The resolved forces of figure 1.11 given by equation 1.15 can then be converted
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to terms of 𝑉𝑊 and 𝑉 ′Δ, giving
𝛼𝑉𝑊 =
𝜇(𝐹 + 𝐹𝑎𝑑 cos 𝜃)
cos2 𝜃 − 𝜇2 sin2 𝜃 and (2.9)
𝛼𝑉 ′Δ =
𝜇2 sin 𝜃(𝐹 cos 𝜃 + 𝐹𝑎𝑑) + 𝐹 sin 𝜃 cos 𝜃
cos2 𝜃 − 𝜇2 sin2 𝜃 , (2.10)
a full derivation of which can be seen in [161]. Equation 2.10 can then be divided
by equation 2.9 to give
sin 𝜃(𝐹 cos 𝜃 + 𝐹𝑎𝑑)𝜇
2 − 𝑉
′
Δ
𝑉𝑊
(𝐹 + 𝐹𝑎𝑑 cos 𝜃)𝜇 + 𝐹 sin 𝜃 cos 𝜃 = 0 , (2.11)
which is a quadratic equation for the unknown 𝜇, consisting of measured (𝑉𝑊 and
𝑉 ′Δ) and known values — 𝐹 is the set point force, a user chosen value, 𝐹𝑎𝑑 is the
adhesion, which is measured prior to the scan, and 𝜃 is the slope angle, taken from the
calibration grid’s manufacturer specifications or measured using the height image.
Solving equation 2.11 then gives two values of 𝜇𝑖, which in turn can be substituted
into equation 2.9 or 2.10 to give two values of 𝛼𝑖. At this point one of the 𝛼𝑖 values
may be negative, in which case it can be discarded and the positive 𝛼𝑖 is taken as the
calibration coefficient, 𝛼 (this can be done before substitution — a value of 𝜇𝑖 < 1tan 𝜃
will always yield a negative 𝛼𝑖). If both the values of 𝛼𝑖 are positive then one must
be selected over the other, which can be done by considering the friction on the flat
regions. New friction coefficients corresponding to the flat regions are given by
𝜇𝑓𝑙𝑎𝑡𝑖 =
𝛼𝑖𝑉
𝑓𝑙𝑎𝑡
𝑊
𝐹 + 𝐹𝑎𝑑
. (2.12)
While it is unlikely that 𝜇𝑖 = 𝜇
𝑓𝑙𝑎𝑡
𝑖 , as the different crystallographic planes being
scanned will have different true physical values of 𝜇, the values should at least be
similar. Thus the value of 𝛼 that minimises |𝜇𝑖 − 𝜇𝑓𝑙𝑎𝑡𝑖 | is chosen as the calibration
coefficient, 𝛼.
Here, the wedge method was implemented by scanning a Mikromasch TGF11
trapezoidal calibration grid (with 𝜃 = 54.74∘) in contact mode with the fast scan axis
perpendicular to the length of the trapezoids. The scan size was selected such that
both sides of the trapezoid were included within the scan range and both the lateral
trace and retrace signals were recorded, with example images shown in figures 2.5(a–
c). The two lateral images were then processed according to equations 2.7 and 2.8
and histograms of these results were produced, shown in figures 2.5(d) and (e),
respectively. On the histogram of 𝑉𝑊 the large peak at low values corresponds to
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Figure 2.5: a–c) Contact mode AFM image of a TGF11 calibration grid
taken with a load force of 324 nN. The channels shown and their corre-
sponding full data scales are a) height, 2 𝜇m, b) lateral trace, 200 mV, and
c) lateral retrace, 200 mV and offset -150 mV relative to (b). d,e) Histograms
of the lateral width and offset, respectively, with Gaussian fits using Igor
Pro’s multi-peak fitting tool, showing the peak centre and standard devi-
ation. With an adhesion of 22 nN (measured by force curve) these values
give a lateral calibration of 27±7 𝜇mV−1.
𝑉 𝑓𝑙𝑎𝑡𝑊 and the smaller peak corresponds to 𝑉𝑊 on the slopes. On the 𝑉Δ histogram
the large central peak corresponds to 𝑉 𝑓𝑙𝑎𝑡Δ while the smaller side peaks correspond
to 𝑉Δ on the slopes — there are two such peaks because the force behaviour is
mirrored for the second slope, effectively meaning that the direction (and thus the
measured signal) is reversed relative to 𝑉 𝑓𝑙𝑎𝑡Δ . There is also a double main peak effect
on the offset histogram, which is due to differences between the plateau and valley
regions of the calibration grid, possibly caused by the manufacturing process.
The histogram peaks were then fit using Gaussian curves, the central value
for which is used as the appropriate value for fitting. The value of 𝑉 𝑓𝑙𝑎𝑡Δ is the average
of the two associated peaks and 𝑉 ′Δ is a weighted average of the two measured peaks
given by
𝑉 ′Δ =
1
𝜎𝑎 |𝑉 𝑎Δ − 𝑉 𝑓𝑙𝑎𝑡Δ |+ 1𝜎𝑏 |𝑉 𝑏Δ − 𝑉
𝑓𝑙𝑎𝑡
Δ |
1
𝜎𝑎 +
1
𝜎𝑏
, (2.13)
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where 𝜎 is the standard deviation of each separate peak, denoted by superscript 𝑎
and 𝑏. These values were then used according to the calculations previously described
to give a value for 𝛼.
There are some considerations that must be made for an accurate calibration
using the wedge method. Firstly, the orientation of the sample is important — if
it is misaligned relative to the scan direction this will cause the effective value of
𝜃 to vary, though this can be accounted for by measuring 𝜃 in the height image as
opposed to using the manufacturer specification. The sample can also be placed
on a slant, which will affect both the value of 𝜃 and the measured values for the
flat regions — this can be hard to accurately correct in most AFM systems, though
can be monitored through the height image. Scanning over the slope causes the
deflection to change, which is then corrected through the feedback loop adjusting
the height position. If this feedback is not correctly tuned there can be a significant
lag in the movement resulting in a different deflection, and thus load force, on the
slopes. This can be corrected through careful tuning of the feedback parameters
while monitoring the recorded deflection values.
2.3 Automation, MacroBuilder, and Extra Hardware
Automation was an important factor in these experiments, allowing for large datasets
to be acquired without requiring significant oversight over long periods of time —
many of the experiments took multiple days of continual operation to perform. This
was primarily facilitated by the MacroBuilder functionality of the Asylum Research
AFM control software, which sequentially executes a set of user chosen command
blocks. These command blocks include the ability to control the AFM (such as
performing force curves and images), changing AFM parameters (such as set point,
scan size and positional offset), and flow control (such as time delays and loops).
A block also existed for arbitrary code execution, which was used to perform more
specialised tasks using functions written within the Igor Pro software environment.
As the code was written within the same software that controlled the AFM, there
was access to all the operating functions, parameters, and results of the AFM — this
was used, for example, to make a function that used a reading of the deflection when
the tip was not engaged to adjust the set point, ensuring that the load force was
controlled and consistent despite the effects of drift. Another use was the automatic
analysis of results to control the behaviour of the system, which was utilised in
chapter 3 to adjust the positioning of the tip so that force curve acquisition coincided
with the centre of a circular feature in a captured image.
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Many of the experiments required the use additional hardware to expand
the capabilities of the system, which was integrated into the software in a variety
of ways. Some equipment, such as the pulse generator used to drive the EMATs
in chapter 5, was controlled using triggering signals (short pulses of +5 V in an
otherwise 0 V signal) generated by the digital-to-analogue converters (DACs) of the
AFM controller and sent to an output BNC connector on the front of the controller.
Access to these DACs was provided by the AFM software, which allowed arbitrary
waves (an Igor Pro data type akin to an array) to be sent to the DACs. Other
equipment, i.e. the oscilloscopes used in chapters 4 and 5 and the signal generator
used in chapter 4, was controlled through the VISA command protocol over USB,
which is supported by Igor Pro. For the signal generator this enabled software control
of the generated wave parameters (such as frequency and amplitude), allowing for
control during automated experiments and performance of the tuning sweeps. For
the oscilloscopes VISA was used to pull data from the device to the computer,
enabling saving of traces throughout an automated experiment in a format ready for
processing and analysis. The linear actuators used in chapter 5 for long range stage
positioning were controlled over USB using functions provided in a C library which
were made accessible in Igor Pro using a custom made “XOP” plugin as a wrapper
for the provided functions. The position sensors used for position feedback of the
long range stage motion were continually monitored by an Arduino microcontroller
over an I2C interface. The Arduino processed the bitwise information from the
sensors into position information in mm, which was read by the computer using
serial commands over USB.
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Chapter 3
Mechanical Properties of
Suspended Films
3.1 Introduction
2D materials are a class of materials that are spatially limited in one dimension
to the extent that the properties of the material are signficiantly altered by this
limitation and variations in the extent of the limitation can cause variations in the
properties. One such group of 2D materials are 2D atomic crystals — single atomic
layers with a lattice that extends only in 2 dimensions. The most well known of
these is graphene, a hexagonal grid of carbon atoms that make up graphite when
stacked by weak van der Waals-like coupling. Graphene was first directly observed
by Geim and Novoselov, who used micromechanical cleavage to isolate flakes from
a graphite sample. By placing the flakes on a silicon wafer with a SiO2 layer, they
found the monolayers could be identified by their colour due to optical interference
effects [162]. Graphene has become an area of intense study due to its remarkable
electrical [163], thermal [164], and mechanical properties [165]. It is also nearly
transparent to visible light [166] and impermeable to nearly all fluids [167].
The first common technique for isolating graphene was simple mechanical
exfoliation of graphite, either by drawing on a surface with the graphite [162] or
through the repeated use of adhesive tape to separate the graphite layers [168].
These techniques produce high quality monolayer graphene flakes, though only in
very small quantities along with large quantities of multi-layer flakes [163]. Newer
methods of producing graphene from graphite, such as shear exfoliation [169] and
sonication aided by solvents [170], allow for the production of large quantities of
graphene flakes in solution. Graphene can also be grown through the use of chemi-
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Figure 3.1: Lerf-Klinowski model of graphene oxide, showing hexagonal
graphene lattice with oxygen functional groups and vacancies, reproduced
from [175]. Note that this 2D representation does not show that many of
the functional groups are attached in an out-of-plane direction.
cal vapour deposition (CVD) [171,172], for example through the exposure of copper
to hydrogen and methane at high temperatures, with the copper substrate being
removed after the growth is completed by chemical etching [173]. This produces
large areas of primarily monolayer graphene, though of a polycrystalline nature and
containing grain boundaries which may affect the material properties. Such a pro-
duction method is highly scalable, with production of single sheets of monolayer
graphene up to 750 mm in size being reported [174].
Modified versions of graphene — in which additional chemical structure is
present, primarily through the addition of functional groups — also exist. The most
prominent of these is graphene oxide (GO), in which oxygen functional groups are
present in addition to the graphene structure. Many different models for the struc-
ture of GO exist [175], though the most common of these is the Lerf-Klinowski
model [176, 177] illustrated in figure 3.1. GO has multiple different oxygen groups
present in the graphene structure — epoxy groups (oxygen bonded to two carbon
atoms in the lattice), hydroxyl groups (-OH groups bonded to a single carbon atom),
and carboxyl groups (-COOH groups bonded to a single carbon atom) all add to the
structure without changing the hexagonal lattice, as well as other groups that sub-
stitute for carbons within the lattice or directly cause vacancies. These functional
groups and changes to the lattice cause a significant change in the various properties
of the GO when compared to graphene [178]. GO is typically synthesised directly
from graphite, e.g. using the Hummers’ method [179], and can be reduced towards
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Figure 3.2: Cross section of indention of a suspended graphene sheet (black
line), not to scale.
graphene through chemical [180, 181] or heat treatment [182]. This presents an-
other possible way to create graphene, though with concerns that the non-removable
structural defects in GO reduce the quality of the produced graphene, affecting its
properties. It is also possible to add these functional groups to graphene in a con-
trolled manner, e.g. through exposure to atomic oxygen [183–185], ozone [186, 187],
or oxygen plasma [188], enabling tuning of the affected properties. Many other func-
tionalisations of graphene also exist, allowing for modification of the properties in a
variety of ways [189].
Graphene’s remarkable mechanical properties have resulted in significant in-
terest in the production of graphene-polymer nanocomposites — polymer materi-
als containing graphene nanoplatelets or graphene derivatives (such as GO) as a
strengthening additive [190–192], as well as providing additional benefits, such as
thermal and electrical conductivity. These nanocomposites are already seeing com-
mercial use in areas where high strengths and low weights are desired, such as tennis
racquets [193] and bicycle wheels [194]. Functionalisation of the graphene can be
used to tune the mechanical properties, improve mixing with the polymer [195], and
to modify the other properties of the composite [196]. The mechanical properties
are also important to understand in applications where they are not the primary
motivation, for example GO is permeable to water but not most other fluids [197],
thus leading it to be a candidate for use as a water filter — knowing the mechanical
properties aids in the design of practical systems.
The importance of the mechanical properties of graphene, its derivatives, and
other 2D materials makes measuring these properties important. Due to their 2D
nature many methods used for bulk materials cannot be used, so other techniques
have been developed, such as measuring the defomation of elastic substrates caused
by graphene layers [198] and indenting suspended graphene sheets in beam [199] or
drum [165, 200] configurations. In the drum configuration the graphene sheets are
suspended over a circular hole in a stiff support and an AFM is used to indent them
at the centre of the hole, as illustrated in figure 3.2. Provided the radius of the tip
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is significantly smaller than the radius of the hole (𝑟𝑡𝑖𝑝 ≪ 𝑟ℎ𝑜𝑙𝑒) and acting close to
the centre of the hole (i.e. within 𝑟ℎ𝑜𝑙𝑒5 ) the system can be modelled as a point load
acting on a clamped circular membrane of linear (i.e. no bending stiffness) isotropic
elastic material. This model can be used to approximate the force-indentation (𝐹 -𝑑)
relationship as [165,201,202]
𝐹 = 𝜎2𝐷0 (2𝜋𝑟ℎ𝑜𝑙𝑒)
(︂
𝑑
2𝑟ℎ𝑜𝑙𝑒
)︂
+ 𝐸2𝐷(2𝑞3𝑟ℎ𝑜𝑙𝑒)
(︂
𝑑
2𝑟ℎ𝑜𝑙𝑒
)︂3
, (3.1)
where 𝜎2𝐷0 is the pretension and 𝐸
2𝐷 is the 2D elastic modulus. 𝐸2𝐷 is analogous
to the Young’s modulus of a 3D material and can be converted to an equivalent
Young’s modulus by dividing by the thickness of the sheet — in graphene this can
be taken as the interplanar distance of graphite, 0.335 nm [203]. The dimensionless
parameter, 𝑞, is given by
𝑞 =
1
1.05− 0.15𝜈 − 0.16𝜈2 , (3.2)
where 𝜈 is the Poisson ratio. For graphene the Poisson ration can be taken as the
in-plane Poisson ratio for graphite, 0.165 [204], giving 𝑞 = 1.02. This indentation
technique can also be used to determine the strength of the sheets from the load at
which the tip causes the membrane to fail — such breaking loads are dependent on
the tip radius [165] and defects and grain boundaries within the suspended area [205,
206].
There has been some research into the mechanical properties of graphene
derivatives. Previous studies of graphene oxide (GO) have found it to be significantly
softer and weaker than pristine graphene [207]. Similarly, the effects of controlled
defect addition and partial oxygen functionalisation have been studied by exposing
pristine graphene sheets to oxygen plasma, again finding a significant decrease in
stiffness and strength as the level of functionalisation is increased [206]. In both
cases this change in properties has been attributed to the increased presence of
defects within the sheet.
Despite the importance of the mechanical properties of these materials, there
is considerable variation in reported values. For example, values for the 2D elastic
modulus of graphene oxide range from 110±17 Nm−1 [207] to 269±21 Nm−1 [208].
Accurate measurements of their mechanical properties, and an understanding of how
they change with functionalisation, is essential to the application of these materials.
Here the nanomechanical properties of graphene and chemically modified
graphene were probed by nanomechanical indentation. A method of automating
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the indentation of films suspended over circular holes was developed to allow easy
acquisition of large datasets, improving the statistical significance of the results and
enabling comparison between different samples. This was used to test CVD grown
graphene, the effect of heating, the effect of functionalisation through exposure to
atomic oxygen, and graphene oxide. These results are then compared by their elastic
moduli and breaking loads.
3.2 Experimental Methods
All AFM images and force curves were acquired using an Asylum Research MFP-
3D-SA AFM. The tips used were MikroMasch NSC18 tips (silicon tip with nominal
normal spring constant of 2.8 Nm−1, resonance frequency of 75 kHz, and tip radius
of 8 nm), which were calibrated using the Sader method (see section 2.2.3).
3.2.1 Samples
The graphene samples were supplied and prepared by A. Marsden of the Warwick
Microscopy Group. Graphene on copper was grown by low pressure chemical vapour
deposition (LP-CVD) [173] on copper foils (99.5% purity, 0.025 mm thick, Alfa Aesar
product number 46365), as described in [209]. The process started with an electropol-
ish of the copper foils in a solution of orthophosphoric acid and urea (60 s at 5 V,
∼2.6 A) [210]. The foils were then placed in a quartz tube under vacuum (10−3 mbar)
with a 20 sccm flow of hydrogen and heated to 1000∘C at a rate of 15∘Cmin−1 then
annealed at this temperature for 20 minutes. To start the growth, methane was
introduced at 20 sccm for 20 minutes while still held at 1000∘C. The methane and
hydrogen were kept on during cooling to 600∘C, after which the methane was turned
off.
The graphene samples were transferred to silicon nitride TEM support grids
for testing. The grids are produced by Silson and consist of a thin film — the thick-
ness of this is nominally 100 nm but not controlled — suspended over a 1 mm square
window, with the central 0.5 mm square containing an array of regularly spaced holes
with diameters of 3.25 𝜇m and centre-centre distances of 6.5 𝜇m. Graphene transfer
was achieved by spin coating the foils with formvar (in solution with chloroform) to
act as a transfer support for the graphene and then etching the copper foils away by
placing them on an ammonia persulphate solution. The graphene and formvar sheets
were then transferred to deionised water 5 times to remove the residual etchant. The
cleaned sheets were then scooped onto the support grids, such that the graphene was
in between the support grid and the formvar layer. The formvar was then cleaned off
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by soaking the grids in chloroform for 5 minutes, followed by acetone for a further
5 minutes and then dried in a critical point dryer using liquid CO2, necessary to
avoid damage from surface tension to the graphene covering the holes in the support
grid. For comparison, a sample was also heated (after the chemical cleaning) on a
hotplate in air at 200∘C for 1.5 hours, a common technique for further removing the
polymer residue.
To dose the graphene with oxygen the graphene on support grid samples
were placed under UHV (< 10−8 mbar) and exposed to atomic species of oxygen
(O∙). These species were introduced using an Oxford Applied Research TC50 gas
cracker (50 W) with oxygen gas. This was done on two separate samples with 2 and
4 minute exposure times, measured for the time the cracker was running at 50 W
with an oxygen pressure of 6×10−6 mbar. Some additional exposure to molecular
oxygen also occured, though this is known not to affect the graphene [185].
The graphene oxide samples were supplied by H. Thomas of the Rourke group,
Warwick Chemistry, and prepared by A. Marsden. They were produced using a
modified Hummers’ method [211, 212], dissolved in deionized water and diluted to
approximately 0.01 mg·mL−1. The support grids were coated with a thin carbon
layer using a carbon evaporator (for 1.5 s) and then plasma cleaned (at 100 W for
1 minute) — this increases the surface’s hydrophilic properties for improved wetting
and better dispersion of the GO flakes — before a single drop of the GO solution
was drop cast onto the surface and left to dry in air.
3.2.2 Data Acquisition and Analysis
A tapping mode scan of a 15 𝜇m sided square at the centre of the testing area (a
region within the holey region of the SiN grid) was taken and used to determine
the vectors and offset of the grid of holes. This information was then used to find
the centre of all holes within the desired area, here an 80 𝜇m square (chosen to fit
within the 90 𝜇m stage range of the AFM with some additional space for scanning
and drift correction). Using a small (15 𝜇m) scan avoided the issue where scanning
over uncovered holes would cause the sample to shift — due to the tip entering an
uncovered hole and then pushing the sample once the other side was reached — thus
causing the scan to be unusable. In total there were 175–185 holes within the 80 𝜇m
square area, depending on the orientation and position of the sample.
The known locations of the holes were then individually tested in turn. First,
a 6 𝜇m tapping mode scan centred on the expected hole location was acquired (see
figure 3.3 for an example). The phase image (figure 3.3(c)), chosen due to its clear
contrast between the hole and the surrounding area, was then thresholded with Igor
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2 µm
Figure 3.3: Tapping mode AFM image of a grapene covered hole. The chan-
nels and their corresponding data scales are a) height, 35 nm, b) amplitude,
5 nm with a minimum value of 35 nm, c) phase, 60∘ with a minimum value
of 75∘. d) Thresholded version of (c) with summed rows and columns and
fits to these using equation 3.3. The location of the hole as found by the
fitting is highlighted by a red circle in all images.
Pro’s ImageThreshold function (using the iterative method option) to give a new
image consisting of two arbitrary values (0 and 255). The contrast in the phase
image ensured that the covered hole mostly assumed one value and the support
mostly assumed the other. The average value of the thresholded image was checked
to see if it was <127.5 (less than half the pixels had a value of 255), otherwise the
values were flipped to ensure that the hole had the value of 255, which made fitting
of the location more robust. The thresholded image, 𝑇 (𝑥, 𝑦), was then summed
separately along the rows and columns to give two lines (see figure 3.3(d) for an
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example), which were then fitted according to the equations
∑︁
𝑦
𝑇 (𝑥, 𝑦) =
⎧⎨⎩𝐴𝑥
√︁
𝑟2ℎ𝑜𝑙𝑒 − (𝑥− 𝑥𝑐)2 + 𝐵𝑥, if |𝑥− 𝑥𝑐| < 𝑟ℎ𝑜𝑙𝑒
𝐵𝑥, otherwise, and
∑︁
𝑥
𝑇 (𝑥, 𝑦) =
⎧⎨⎩𝐴𝑦
√︁
𝑟2ℎ𝑜𝑙𝑒 − (𝑦 − 𝑦𝑐)2 + 𝐵𝑦, if |𝑦 − 𝑦𝑐| < 𝑟ℎ𝑜𝑙𝑒
𝐵𝑦, otherwise,
(3.3)
where 𝐴𝑥, 𝐴𝑦, 𝐵𝑥, and 𝐵𝑦 are fitting parameters, 𝑟ℎ𝑜𝑙𝑒 is the radius of the hole
and can be used as a fitting parameter, though the fitting is more robust if it is
pre-defined, and 𝑥𝑐 and 𝑦𝑐 are fitting parameters corresponding to the coordinates
of the centre of the hole. 𝐴𝑥 and 𝐴𝑦 were initialised to 255 times the radius of the
hole in pixels, while 𝐵𝑥 and 𝐵𝑦 were initialised to 0 and allow for background “noise”
in the thresholded image. The centre coordinates were used to shift the expected
locations of the remaining holes, compensating for drift and sample shifting. This
compensation was done in the manner of a feedback loop to prevent errors from the
imaging or centre finding procedure from causing the positions to be shifted too far
in the wrong direction.
Using the coordinates of the hole centre found from the image, successive force
curves were performed on the centre of the suspended sheet at increasing loads. The
first force curve was performed with a relative set point of 1 V, with subsequent
force curves increasing by 1 V up to 10 V, with each volt typically corresponding
to an increase in load of 120–140 nN, depending on the cantilever. Taking multiple
curves at steadily increasing loads meant that that a usable curve was recorded at
each point even if the film broke.
For analysis, the detection of the hole location was manually checked for each
hole and the force curves were manually inspected to select the curve in which the
film initially broke (identified by a smooth curve followed by a sharp drop and then a
non smooth increase), or the curve from the highest load if the film never broke. The
breaking load was then determined from the highest load reached before breaking.
The curve from the approach direction up to the breaking point was then modified
to be of force versus indentation (see section 2.2 for more details) and the force offset
was corrected. This curve was then fit using equation 3.1 with an additional offset
for the indentation values as a fitting parameter, giving the elastic modulus and
pretension of the membrane.
The total time to acquire a full set of results (of 175–185 holes) was 24–
36 hours, which could be left unattended after the initial setup. After analysis there
were typically 50–100 holes with usable data, depending on the sample. Unusable
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data was typically caused by uncovered or partially covered holes, failure of the
hole finding fit resulting in force curves not at the centre of the hole, and failures
when fitting to the acquired force curves. The averages and standard deviations for
both 𝐸2𝐷 and breaking load were calculated for each set, as was the normalised
correlation coefficient between these (where applicable — results for which the film
did not break were ignored). The error on the average was calculated as 𝜎√
𝑁
, where
𝜎 is the standard deviation and 𝑁 is the number of results.
Some considerations need to be made to perform this experiment. Firstly the
support must be stiff enough that it does not deflect under the forces applied, which
was tested by performing a force curve with a 10 V set point on the support and
finding that there was no indentation. It is for this reason that the silicon nitride
support grids were used — holey carbon films were tried first but found to be too
soft. Secondly, the spring constant of the cantilever also needs to be considered — a
cantilever that is too stiff will not deflect sufficiently for a good measurement, while
a soft cantilever will not cause sufficient indentation of the suspended film. Here,
cantilevers with a nominal spring constant of 2.8 Nm−1 were used, which are ideal for
the softer functionalised membranes, but slightly too soft for the pristine graphene
sheets, increasing uncertainty.
3.3 Results and Discussion
First, an example result from a suspended CVD graphene sheet is shown to demon-
strate the acquisition and analysis process for each data point. This process is then
used to investigate the effects of heating, which is used in the transfer of CVD grown
graphene to remove polymer residue, on the mechanical properties of graphene. Oxy-
gen functionalisation of graphene is also investigated, comparing the mechanical
properties of graphene oxide with CVD grown graphene dosed with varying levels of
O∙, using the same process.
3.3.1 Example Result from a Single Graphene Covered Hole
Figures 3.3(a–c) show a tapping mode image taken of a single graphene covered hole
on the grid. The location of the covered hole is clearly visible in all three images,
with the suspended graphene having a significantly different texture in the height
and amplitude images and a completely different value in the phase image when
compared to the surrounding graphene supported by the silicon nitride grid. A few
artefacts can be seen within the suspended region, and similar effects were seen on
many images in greater quantities — these are likely a tip sticking effect that has a
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a) b)
Figure 3.4: Example force curve from a graphene covered hole. a) Deflection
versus z position of the cantilever. b) Force versus indentation, with fitting
of equation 3.1. The force was zeroed using the flat section of the curves
(which extends far to the left of both (a) and (b)) before fitting and the
indentation was zeroed after fitting using the fitted offset parameter.
large impact due to the graphene being able to deflect upwards, staying with the tip
as it retracts. As the phase image is the one with the best contrast, it is used for
finding the centre of the suspended graphene membrane, as explained in section 3.2.2.
This image is an example of one of the clearest taken, however the technique was
reliable in dealing with images that were off centre or with poorer contrast.
The location of the hole, acquired from figure 3.3(d), was used to perform
force curves in the centre of the hole. The force curve with the maximum load
force used is shown in figure 3.4(a), where it can be seen that the graphene did not
break under this load. Some slight hysteresis is visible in the retract curve, as is
a slight jump from contact after a downwards curve at the minimum force — this
downwards tick is of a similar shape to the increasing curve, which is expected as
the graphene sheet will behave the same in both indenting and pulling directions.
The force curve was then processed (section 3.2.2) and fitted using equation 3.1,
as shown in figure 3.4. From this fit the 2D elastic constant (𝐸2𝐷) of this film is
332 Nm−1, corresponding to an effective Young’s Modulus of 1.0 TPa, assuming a
thickness of 0.335 nm, the interplanar distance of graphite [203]. The pretension
from the fitted curve is found to be 0.07 Nm−1, which can similarly be converted
into an effective pre-stress of 210 MPa. This pretension is very low compared to
the elastic properties of the membrane, indicating that the sample was relaxed when
transferred to the support grids. Low pretension was found to be the case in the rest
of the experiments here and therefore is not reported further.
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3.3.2 Graphene and the Effect of Heating
Early experiments on CVD grown graphene by Ruiz-Vargas et al. found it to have
much lower elastic constants and breaking strength when compared to exfoliated
graphene [213]. This was originally attributed to the polycrystalline nature of of the
CVD grown sheets and the presence of grain boundaries and other defects. Later
it was suggested that the poor mechanical properties of CVD grown graphene were
a result of the transfer methods used, notably the chemical etchant used to remove
the copper substrate and the act of heating to remove the polymer used as a sup-
port. By changing the etchant used and avoiding heating after transfer, Lee et al.
showed that CVD grown graphene can have similar mechanical properties to exfoli-
ated graphene [214]. Here, CVD grown graphene was transferred using an ammonia
persulphate etchant, as was used in [214], and the effect of heating (at 200∘C for 1.5
hours on a hot plate) after transfer was investigated. It is likely that the unheated
sample still had remnants of the formvar polymer used to support the films during
transfer that were not fully removed by the chloroform solvent, though this should
have minimal effect on the results due to its significantly lower elastic constants when
compared to graphene.
Histograms of results from the unheated and heated graphene are shown in
figures 3.5(a) and (b) respectively. The vast majority of tests for both of these didn’t
break under the maximum applied load of 1.2 𝜇N, which is in line with the strength
recorded for exfoliated graphene sheets [165]. The breaking strength is dependent
on the tip radius, with sharper tips causing breaks at lower forces — the tip radius
here was not measured, but is given by the manufacturer as 8 nm, which is sharper
than those used in [165], though this experiment does not go to the breaking forces
seen there. These loads are, however, much higher than the breaking forces observed
in the early experiments by Ruiz-Vargas et al. [213], indicating that the reduction
in strength they observed was likely caused by reactions with the chemical etchant,
though heating may have had some effect outside the range of load forces used here.
Some sheets do break and this may be due to defects present within the suspended
region, such as grain boundaries or small pre existing tears and holes.
The elastic moduli of the as-cleaned and heated graphene sheets (figures 3.5(a)
and (b) respectively) showed significant differences. The as-cleaned graphene had
an average 2D elastic modulus (𝐸2𝐷) of 398±16 Nm−1 with a standard deviation
of 136 Nm−1. This is slightly higher though within a standard deviation of pre-
viously reported values for both pristine exfoliated graphene (342±30 Nm−1 [165])
and Lee et al.’s results for CVD grown graphene (328±15 Nm−1 [214]). The high
value and variance seen in the experiments here may be attributed to the relatively
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Figure 3.5: Histograms of elastic constant (left) and breaking load (right) of
a) CVD grown graphene, b) CVD grown graphene heated for 1.5 hours at
200∘, graphene exposed to O∙ for c) 2 minutes, d) 4 minutes, and e) graphene
oxide. The GO results correspond to a single dataset and have been sepa-
rated into monolayer and multilayer based on their grouping in figure 3.6.
The equivalent Young’s modulus is calculated assuming a 0.335 nm film
thickness, corresponding to graphene.
low spring constant of the cantilevers used — the stiff graphene sheet is less com-
pliant than the cantilever, meaning that the indentation calculation has a higher
error due to measurement uncertainties, as well as there being an increased ef-
fect of systematic calibration error. The heated graphene had an average 𝐸2𝐷 of
146±3 Nm−1 with a standard deviation of 25 Nm−1, significantly lower than that
of pristine graphene though still higher than the values reported by Ruiz-Vargas et
al. (55±21 Nm−1 [213]). This indicates that both heating and the etchant have a
significant effect on the elastic properties of graphene sheets. The mechanism by
which the elastic modulus is reduced by heating is unknown, as it has been previ-
ously reported that graphene is stable in air up to 200∘C [215], the temperature to
which this sample was heated.
3.3.3 Oxygen Functionalisation of Graphene
The effect of oxygen functionalisation was also studied. Here, both GO produced us-
ing the modified Hummers’ method and CVD grown graphene functionalised through
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Figure 3.6: Scatter plot of all the breaking loads and elastic moduli of the
tested graphene and graphene derivative samples. The 90% confidence el-
lipses ignore the breaking strength for the graphene and heated graphene
results, while the ellipsis for the GO results ignores all the points that were
unbroken. The GO results correspond to a single dataset and have been sep-
arated into monolayer and multilayer based on their grouping. The equiv-
alent Young’s modulus is calculated assuming a 0.335 nm film thickness,
corresponding to graphene.
exposure to atomic oxygen have been tested to make a direct comparison. His-
tograms of the results from this are shown in figures 3.5(c–e), with a scatterplot of
every measurement shown in figure 3.6.
From the histograms (figure 3.5(c,d)), there is a clear and significant reduc-
tion in both 𝐸2𝐷 and breaking strength with increasing levels of oxygen dosing on
CVD grown graphene. The average 𝐸2𝐷 values of 95±3 Nm−1 and 70±3 Nm−1
for 2 minutes and 4 minutes of O∙ exposure, respectively, correspond to reductions
by a factor of 4.2 and 5.7 relative to the as-cleaned CVD grown graphene value of
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398±16 Nm−1. Similarly, the breaking loads reduced to 382±15 nN and 140±7 nN
for the 2 minute and 4 minute exposures respectively, both significantly below the
forces in excess of 1.2 𝜇N required to break the CVD grown graphene. These re-
ductions demonstrate a relationship between level of functionalisation and the me-
chanical properties which is similar to the results seen for graphene exposed to an
oxygen plasma [206]. These results are not directly comparable due to the different
techniques used, with the plasma being more destructive and thus introducing more
defects while the O∙ exposure creates more functional groups.
The GO results (figure 3.5(e)) show an average 𝐸2𝐷 and breaking load of
99±3 Nm−1 and 261±13 nN, respectively. However, from the scatterplot of the
results shown in figure 3.6, it is clear that the GO is split into two distinct regions
— one which is concurrent with the 4 minute oxygen exposure result and one at
higher values of 𝐸2𝐷 and breaking load, shifting the average result. These higher
valued results are due to the difficulty in creating monolayer coverage of GO using
the drop casting method and corresponds to holes with two layers of GO. This was
confirmed by examining the sample’s diffraction patterns in a transmission electron
microscope (TEM) and finding that the sample consisted of primarily (approximately
80%) bilayer regions, with the remainder as monolayer regions and a small number
of higher layer count regions. Direct measurement of the number of layers for each
hole was not possible — performing the TEM measurements first would potentially
modify the GO, while performing it after is not possible due to the AFM breaking
the sheets. TEM examination was performed by Z. Laker.
Using the scatterplot (figure 3.6) the GO results were broken down into the
two groups, which have been assumed to be monolayer and multilayer. These groups
were then analysed, finding average 𝐸2𝐷 values of 64±4 Nm−1 and 109±3 Nm−1 for
the monolayer and multilayer groups, respectively, and breaking loads of 102±8 nN
and 307±9 nN. The results for the assumed monolayer sheets are similar to those seen
for the 4 minutes of O∙ exposure, indicating that they are mechanically similar and
therefore similar in composition. The multilayer results have double the 2D elastic
modulus of the monolayer results, which is expected for a primarily bilayer group.
The breaking load triples, which is compatible with the breaking being primarily
propagated by defects — with two layers the weak areas of one layer may be covered
by a stronger area of the other layer, and thus prevent the propagation of breaks,
and thus the breaking strength increases by a factor more than the number of layers.
A more thorough analysis of different layer numbers would be needed to draw strong
conclusions about the affect of increased layer count on breaking strength, however.
Figure 3.6 also shows the correlation between 𝐸2𝐷 and breaking load. For the
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GO results there is a strong correlation between 𝐸2𝐷 and breaking load (correlation
coefficient of 0.77), which is expected for property variations primarily caused by
differing number of layers. When broken into two groups, the results for monolayer
GO shows a weak negative correlation (-0.22), though the multilayer GO results have
a moderate correlation (0.59). This may indicate that the multilayer results have
partial multilayer coverage with an average of two layers or that there is an effect from
the stacking and local properties of the layers that affects 𝐸2𝐷 and breaking load in a
similar manner. The 2 minute O∙ exposure results also have a moderate correlation
(0.57), which may be as a result of differing levels of functionalisation between the
individual testing holes. The 4 minute O∙ exposure results, however, have a weak
correlation (0.15) which, along with their concurrence with the monolayer GO results,
indicates that the shift in mechanical properties has been fully completed by this
level of exposure, either due to becoming equivalent to GO or further changes not
having a significant effect on the mechanical properties.
3.3.4 Differences in Membrane Puncture Behaviour
During these experiments it was noted that after the breaking point was reached
the deflection dropped sharply before increasing again, with the minimum value still
being greater than the free deflection value, meaning that the film is still supporting
the tip after the break. Examples of this for each of the four states of oxygen func-
tionalisation tested here are shown in figure 3.7(a). This provides some information
about the nature of the failures — as the membrane is still acting on the tip this
means that part of the sheet must still be touching the tip cone, as illustrated in
figure 3.7(b). The side of the tip is not touching the side of the hole in the silicon
nitride grid as the width of the tip at this point is much less than the diameter of the
hole (3 𝜇m), as determined by the full cone angle (specified by the manufacture as
40∘) and the indentation after breaking (< 1 𝜇m). Also, the cantilever is not touch-
ing the edge of the silicon nitride grid as the tip height (specified by the manufacture
as 12–18 𝜇m) is much greater than the indentation after breaking. Therefore it can
be inferred that the magnitude of the drop after the membrane breaks indicates the
extent of the breaking, with smaller drops (as seen with the GO and high levels of
oxygen functionalisation) corresponding to smaller, more localised failures. Such lo-
calisation is consistent with the failures being primarily caused by the weaker defects
within the lattice and such defects being more common in the highly functionalised
materials.
An estimation of the size of the initial hole created after failure is possible by
making the following assumptions:
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Figure 3.7: a) Force versus indentation curves for different levels of oxygen
functionalisation, showing the differences in the breaking behaviour. The
curves have been offset to make them easier to distinguish — the left flat
section of each corresponds to a load force of 0 N. b) Example of a break
event as seen from the side in a cross section view, showing the change in
indentation, ∆𝑑. Schematic is not to scale.
1. The hole is symmetrical around the tip and interacts with the sides of the tip.
2. The tip is a cone shape with a set angle between sides, 𝜃𝑐𝑜𝑛𝑒 (here 40∘).
3. The film relaxes such that the indentation of the film after the failure is the
same as the indentation before the failure at the same applied force.
These assumptions are approximations of the real system, particularly (1) and (3)
for larger breaks, but can still be used to give an idea of the extent of the failure.
Using these assumptions, the diameter of the hole immediately after failure is given
by
𝐷𝑏𝑟𝑒𝑎𝑘 = 2∆𝑑 tan
(︂
𝜃𝑐𝑜𝑛𝑒
2
)︂
(3.4)
where ∆𝑑 is the difference in indentation between the value at the minimum force
after the failure and the value at the same force from before the failure. For the
curves shown in figure 3.7(a), these results are given in table 3.1. From this it can
be seen that the as-grown graphene break is 8–10 times larger than the break for
the highly functionalised sheets, while the 2 minute oxygen exposure has a break of
intermediate size, further supporting that the failures are mediated by defects within
the lattice and that they are more common in the highly functionalised samples. Note
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Sample ∆𝑑 (nm) 𝐷𝑏𝑟𝑒𝑎𝑘 (nm)
Graphene 560 410
2 minute oxygen exposure 240 180
4 minute oxygen exposure 60 40
Graphene oxide 70 50
Table 3.1: Estimated sizes of the holes created by the failure of the films
tested in figure 3.7(a).
that the graphene sheet used here is weaker than most of the sheets tested (as they
did not break) which may indicate that it had more defects than typical and the size
of the break is therefore not representative of the rest of the graphene, which may
have significantly larger failures.
3.3.5 Correlating Mechanical to Structural Properties
Other experiments, investigating the physical and chemical structure of these sam-
ples, were carried out by A. Marsden and are presented here as complimentary
information. The first of these is the X-ray photoelectron spectroscopy (XPS) data
shown in figure 3.8(a), which shows abundances of functional groups within the sam-
ple. The rightmost (lowest binding energy) peak in the C1s spectra, seen for every
sample, corresponds to the graphitic carbon structure of pristine graphene. As the
O∙ exposure is increased a new peak grows to the left of the graphitic peak, which
indicates the presence of epoxy groups [184]. Further functionalisation (exposure
times of over 8-minutes) causes another peak to appear at higher binding energy,
corresponding to carbonyl (C=0) and carboxyl (C(O)OH) groups, which cannot
be distinguished due to the peak broadness. These high dose samples also exhibit
lower total C1s intensities, meaning that carbon has been removed from the surface,
indicating significant damage to the graphene lattice and possibly the creation of
extended holes within the sheet. In contrast, previous work on GO has found XPS
spectra similar to that exhibited by the 4 minute O∙ exposure sample [217].
Raman spectroscopy, which indicates the characteristic phonon energies and
thus the physical structure of the material, was also performed, here using a Renishaw
InVia system with a HeNe 633 nm laser. Results from this are shown in figure 3.8(b).
Three peaks, which are characteristic for graphene, are visible. The G peak is present
for all graphene samples, while the D and D’ peaks are normally forbidden due to
symmetry — their appearance indicates the presence of topological defects, such as
changing a 6 atom ring to a 5 or 7 atom ring [218, 219]. The D peak can be seen
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Figure 3.8: a) C1s XPS spectra for graphene with different times of expo-
sure to O∙. b) Raman spectra. c) Change in component proportions with
increasing O∙ exposure times, determined from the XPS spectra. d) Change
in Raman peak intensities. Reproduced from [216].
in all functionalised samples and increases in intensity relative to the G peak with
increasing O∙ exposure times, indicating an increasing disorder. The D’ peak can also
be seen at higher exposure times, though is merged with the G peak due to resolution.
For comparison a base-washed GO (bwGO) sample is also included — base-washing
is the process of removing oxidative debris (small, highly functionalised material on
the surface of the GO) by washing the GO in sodium hydroxide — showing a spectra
that is consistent with a highly disordered sheet of graphene. The 2D peak is not
included in these results due to the range of the spectrometer.
Transmission electron microscope (TEM) images were captured using a JEOL
ARM 200F operating at 80 kV, with care taken to reduce beam damage. Example
images are shown in figure 3.9. The graphene sample (figure 3.9(a)) shows a contin-
uous hexagonal lattice with no visible defects. After exposure to O∙ (figure 3.9(b))
some defects can be seen, consistent with the increased disorder seen from the Raman
results. However, as epoxy groups are expected to be the predominant functional-
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Figure 3.9: High resolution TEM images of a) pristine graphene, b) graphene
after a 6 minute O∙ exposure, c) as-produce GO, and d) bwGO. Blue high-
lighting indicates amorphous regions — transfer polymer residue in (a) and
(b) and oxidative debris in (c) and (d). Red highlighting indicates defects
in the graphene lattice and green highlighting indicates holes in the lattice.
Reproduced from [216].
isation group for this sample it is possible that the number of defects is under-
represented as such groups are thought to move quickly under or be removed by
the electron beam [185]. Note that the increased amount of amorphous material,
attributed to residue from the polymer used for transferring the sample, is likely due
to variations in contamination across the samples and not as a result of the func-
tionalisation. The as-produced GO image (figure 3.9(c)) is largely obscured by the
oxidative debris, which is significantly reduced in the bwGO image (figure 3.9(d)).
On this bwGO image several large regions of topological defects can be seen as well
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as the presence of small holes within the lattice.
Combined, these results show that the oxygen functionalisation of graphene
results in the addition of topological defects to the graphene lattice. These topologi-
cal defects are likely the cause of the reduced mechanical properties seen from AFM
probing, which is consistent with results seen for from introducing defects through
other methods (e.g. exposure to plasma [206], while here it was done chemically).
Interestingly, the changes in mechanical properties appear to reach a limit, seen here
after 4 minutes of O∙ exposure, despite much greater quantities of topological defects
being possible through higher levels of functionalisation or in GO. This suggests that
the mechanical effect of such defects may extend much further than the region of the
defect itself.
3.4 Conclusions
Indentation measurements of suspended graphene and graphene derivative sheets
were acquired. These indentation measurements gave information about the mechan-
ical properties of these 2D materials, with a summary of results given in table 3.2.
These results give new insight into the effects of functionalisation on the mechanical
properties of graphene. The CVD grown graphene tested here was shown to have a
high stiffness and breaking strength, in line with previous work on mechanically exfo-
liated pristine graphene sheets [165]. It was found that heating this graphene caused
a significant drop in the stiffness, which supports that the relatively poor mechanical
properties of CVD grown graphene previously reported [213] were actually a result
of the transfer method and not the growth itself [214]. Oxygen functionalisation of
CVD grown graphene was achieved through exposure to atomic oxygen in UHV and
was found to cause a significant drop in both stiffness and breaking strength, with
longer exposures bringing the mechanical properties in line with GO produced using
a modified Hummers’ method, for the results that are presumed to be from mono-
layer coverage. Comparison with TEM, Raman, and XPS measurements shows that
the decrease in stiffness and strength are correlated to the formation of extended
topological defects. This is further supported by the estimations of the size of the
initial puncture of the suspended films, suggesting that the highly functionalised
samples had much more localised breaks and so were highly defect limited. Obser-
vations of these defects, and similar mechanical properties from both wet chemical
oxidation and soft gas phase oxidation by atomic oxygen suggests that they are a
generic feature of extended covalent functionalisation of graphene. The dramatic
decrease in stiffness associated with these changes has enormous significance for the
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application of functionalised graphene in composites.
To acquire statistically significant results an automated approach was essen-
tial. This automated technique makes mechanical testing of new samples simple, and
thus could be applied to a range of samples. One such sample is reduced graphene
oxide, where the GO has been reduced towards graphene by either chemical [180,181]
or heat treatment [182], to see if graphene with the expected mechanical properties
could be attained through this method, or if the lattice defects would cause the
films to be softer and weaker. Some early tests were carried out comparing GO
and reduced GO and suggested that the mechanical properties were not improved
by reduction, though problems with attaining a consistent coverage on the grids
used here meant that the results were unreliable. Reductions of oxygen function-
alised graphene could also be studied, to see if there is a level of functionalisation
beyond which there is a transition from reversible to irreversible changes in mechan-
ical properties. In addition to oxygen functionalised graphene, there are many other
functionalised forms of graphene [195,221,222] that should also be measured. Other
2D materials could also be studied, such as hexagonal boron nitride (a hexagonal
lattice of alternating boron and nitrogen atoms, which has had theoretical predic-
tions [223, 224] and some experimental study [225] of the mechanical properties),
and many others [226–228]. The methodology developed could thus be applied to
the nanomechanical analysis of a wide range of membranes of varying stiffness (by
varying membrane diameter and cantilever spring constant), with the key advantage
of obtaining statistically significant results in a relatively short time.
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Chapter 4
Ultrasonic Force Microscopy
4.1 Introduction
Ultrasonic force microscopy (UFM) is an AFM technique developed in the early
1990s that uses ultrasonic vibrations, typically in the 2–10 MHz range, to probe me-
chanical properties of sample surfaces [229–231]. The ultrasound is usually applied
via a piezoelectric transducer bonded to the bottom of the sample, though it has also
been done using high-order cantilever oscillation modes [232] and cantilever guided
very high frequency excitations, i.e. above 10 MHz [233]. UFM has previously been
applied to a variety of systems, such as investigating stress induced mechanical prop-
erty variations in hard samples like semiconductor nanodots [234, 235], damascene
structures [236], and crystalline domains in thin films [237], as well as softer samples
such as carbon fibres in an epoxy matrix [238] and rubber inclusions in PMMA [239].
It has also been shown to be sensitive to subsurface defects, including surface film
delaminations [240] and lattice defects [241].
Other AFM techniques for examining the mechanical properties of sample
surfaces do exist, the most common of these being with traditional tapping mode
AFM (see section 1.1.4.1.2). In amplitude modulated tapping mode the phase sig-
nal is related to the material properties of the sample surface, as is the amplitude
in frequency modulated operation [242–244]. The relations between these, however,
depend on a variety of factors and are not simple to interpret in terms of mate-
rial properties. Improvements to tapping mode for material characterisation have
been made by using dual frequency excitation of the first two cantilever eigenmodes,
allowing the first to be used for topographical feedback and the second for mate-
rial contrast, allowing for quantitative results with careful calibration of interaction
model parameters [67].
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Perhaps the simplest method of obtaining mechanical information from AFM
is to perform force-indentation curves, as discussed in section 1.1.4.1.1. These curves
can be fitted to models of tip-sample interaction giving quantitative information
about the material elastic properties [46]. The range of sample stiffnesses accessible
by this technique is largely limited by the cantilever stiffness — the cantilever must
be stiff enough to cause measurable sample indentation, but soft enough that there
is measurable deflection. Individual force curves can be performed across a surface
in a grid pattern, allowing these properties to be mapped as an image. However,
doing this is significantly slower or much lower resolution than scanning techniques
due to the need to perform a full force curve at each point. Newer generation AFMs
have greatly increased the speed of this technique through use of quasi-scanning
techniques, such as Asylum Research’s Fast Force Mapping and Bruker’s PeakForce
Tapping modes [55,56], though these are still significantly slower than other scanning
techniques on the same systems.
Contact resonance AFM (see section 1.1.4.1.3) is another technique for find-
ing mechanical information about the sample surface. In this the cantilever is held
in contact with the surface and then the behaviour of the cantilever’s resonant os-
cillations are monitored, the frequency of which is greatly increased due to contact
with the surface and dependent on the surface properties [245, 246]. This allows
quantitative information about the surface properties to be acquired, though the
setup for doing this is complicated by the need to drive the sample at resonance,
requiring specialised transducers with a flat response over a large frequency range.
UFM sets itself as an alternative to these techniques, having advantages and
disadvantages when compared to each. Its results, while not quantitative, provide
simple to interpret depictions of relative surface stiffness across a sample. Performing
such experiments is also simple, requiring only small additions to a typical commer-
cial AFM, and can be done in conventional scanning operation at typical speeds.
Here, the set up of a UFM experiment on a silicon sample is investigated,
examining the effects of various experimental parameters on the cantilever response
and discussing the considerations to be made when choosing these parameters. These
results are also compared to simulated results, demonstrating differences between
the real and expected response and thus the challenges that affect the possibility of
quantifying UFM results. Consideration of tip material in UFM is also presented,
showing how contrast can be affected by this choice. Finally, the combination of
UFM with other contact mode techniques, such as friction force microscopy and
conductive AFM, is demonstrated, presenting UFM as an option for multifunctional
examination of a surface. This combined scanning mode is also shown to allow
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for multifunctional scanning of samples too delicate to be scanned in conventional
contact mode AFM, such as carbon nanotubes.
4.2 Theory
In UFM, the sample is oscillated such that vibrations are out-of-plane (perpendicular
to the surface) at frequencies well above the resonance frequency of the cantilever, for
which the cantilever is unable to respond and effectively becomes stationary over the
oscillation period [247–250]. This causes the tip to be periodically indented into and
retracted from the sample surface as the sample oscillates. Due to the shape of the
non-linear tip-sample force indentation relationship, this causes the time averaged
force on the cantilever to increase relative to the static case, and thus the deflection
of the cantilever increases as well. The amount the time-averaged force increases by
depends on the slope of the force indentation relationship; the steeper slope of stiffer
samples results in a higher force. This additional deflection is then decoupled from
the deflection caused by sample topography by amplitude modulating the ultrasound
such that it is only on for half of the time. The frequency of modulation is chosen to
be well below the cantilever resonance, such that the motion is largely equivalent to
the effect of static forces, while also being high enough that there are several cycles
of ultrasound on/ultrasound off at each pixel of the image. The UFM signal is then
read as the amplitude output of a lock-in amplifier, operating on the deflection signal
at the modulation frequency. The time averaged — or low pass filtered — deflection
signal is used as the feedback control as in standard contact mode AFM.
4.2.1 Analytic Model of UFM Response
A simple model for the tip surface system that can be used to understand UFM is
the two spring model, in which the sample is modelled as a spring, with stiffness 𝑠,
and the tip is a mass on the end of another spring, the cantilever, with a stiffness
of 𝑘, as illustrated in figure 4.1 [249]. For a static force, displacing the base of the
sample from the rest length of the system by a distance, 𝑧𝑠, the deflection of the
cantilever, 𝑧𝑐, is given by
𝑘𝑧𝑐 = 𝑠(𝑧𝑠 − 𝑧𝑐)
𝑧𝑐 =
𝑧𝑠
1 + 𝑘𝑠
. (4.1)
For hard samples the surface is much stiffer than the cantilever, 𝑘 ≪ 𝑠, and the
deflection of the cantilever becomes approximately equal to the displacement of the
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Figure 4.1: Schematic diagram of the two spring model used to create an
analytic model of UFM response.
sample, therefore making it hard to distinguish between similarly hard surfaces.
When the sample is ultrasonically oscillated with an amplitude, 𝑎, this in-
duces an additional cantilever deflection, 𝑧𝑎. The time dependent position of the
sample surface is given by 𝐴(𝑡), and there are two regimes to consider; 𝐴(𝑡) > 𝑎𝑐𝑜𝑛𝑡,
where the tip is in contact with the surface, and 𝐴(𝑡) < 𝑎𝑐𝑜𝑛𝑡, where it is detached.
In this 𝑎𝑐𝑜𝑛𝑡 is defined by the free length of the surface spring, given by
𝑎𝑐𝑜𝑛𝑡 = 𝑧𝑎 + 𝑧𝑐 − 𝑧𝑠 . (4.2)
This can be used to calculate the average force, 𝐹𝑎𝑣, exerted by the spring over one
oscillation period of duration 𝑇 , given by
𝐹𝑎𝑣 =
1
𝑇
∫︁ 𝑇
0
𝐹 (𝑡)d𝑡 , (4.3)
where 𝐹 (𝑡) =
⎧⎨⎩𝑠[𝐴(𝑡)− 𝑎𝑐𝑜𝑛𝑡] , if 𝐴(𝑡) > 𝑎𝑐𝑜𝑛𝑡0 , otherwise.
(4.4)
Under an 𝐴(𝑡) which is symmetric in time around 𝑡 = 𝑇2 and monotonic between
𝑡 = 0 and 𝑡 = 𝑇2 (e.g. a cosine wave) this can then be simplified to give
𝐹𝑎𝑣 =
2𝑠
𝑇
∫︁ 𝑇
2
𝑡𝑐𝑜𝑛𝑡
(𝐴(𝑡)− 𝑎𝑐𝑜𝑛𝑡)d𝑡 , (4.5)
where 𝑡𝑐𝑜𝑛𝑡 is the time corresponding to 𝐴(𝑡𝑐𝑜𝑛𝑡) = 𝑎𝑐𝑜𝑛𝑡 within this time period.
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Figure 4.2: Schematic of A(t) (red line) for a triangular waveform, showing
the period of contact and region of non-zero force for which the area is
calculated (green shading).
A simple model for 𝐴(𝑡) is that of a triangular wave, as shown in figure 4.2.
From this, the integral in equation 4.5 is equivalent to the area of the shaded triangle,
which results in the solution given by equation 4.6;
𝐹𝑎𝑣 =
2𝑠
𝑇
[︂
1
2
(︂
𝑇
2
− 𝑡𝑐𝑜𝑛𝑡
)︂
(𝑎− 𝑎𝑐𝑜𝑛𝑡)
]︂
,
where 𝑡𝑐𝑜𝑛𝑡 =
𝑇
4𝑎
(𝑎 + 𝑎𝑐𝑜𝑛𝑡) ;
𝐹𝑎𝑣 =
𝑠
4𝑎
(𝑎− 𝑎𝑐𝑜𝑛𝑡)2 . (4.6)
Removing 𝑎𝑐𝑜𝑛𝑡 using equation 4.2, then 𝑧𝑠 using equation 4.1 and balancing
with the force due to the compression of the cantilever spring gives
𝑘(𝑧𝑐 + 𝑧𝑎) =
𝑠
4𝑎
(︂
𝑎− 𝑧𝑎 + 𝑘
𝑠
𝑧𝑐
)︂2
, (4.7)
which can be rearranged to give a quadratic in 𝑧𝑎;
0 = 𝑧2𝑎 − 2
(︂
𝑎 + 2
𝑘
𝑠
𝑧𝑐 + 2𝑎
𝑘
𝑠
)︂
𝑧𝑎 +
(︃
𝑎2 +
(︂
𝑘
𝑠
𝑧𝑐
)︂2
− 2𝑎𝑘
𝑠
𝑧𝑐
)︃
. (4.8)
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Figure 4.3: Cantilever response to sample oscillations with varying sam-
ple surface stiffness, normalised to the amplitude of the surface oscillations.
Low frequency oscillation response (dashed line) was calculated using equa-
tion 4.1, and the response amplitude is the amplitude of cantilever oscil-
lation. Ultrasonic oscillation responses (solid lines) were calculated using
the analytic model with triangular oscillations (equation 4.9), where the
response amplitude is the additional deflection, 𝑧𝑎, normalised by the driv-
ing amplitude, 𝑎. Different colours are for different oscillation amplitudes
relative to the set point deflection ( 𝑎𝑧𝑐 ).
The solution to this is
𝑧𝑎 = 𝑧𝑐
[︃
𝑘
𝑠
+
𝑎
𝑧𝑐
+ 2
𝑘𝑎
𝑠𝑧𝑐
− 2
√︃
𝑘𝑎
𝑠𝑧𝑐
(︂
𝑘
𝑠
+ 1
)︂(︂
𝑎
𝑧𝑐
+ 1
)︂]︃
, (4.9)
where only the negative root is used to avoid the unphysical 𝑧𝑎 > 𝑎.
Response curves for equation 4.9, as well as a comparison to the static and
low frequency case of equation 4.1, are given in figure 4.3. From this it is clear
that contrast in the response with changing sample stiffness falls off for conventional
AFM around 𝑠 ∼ 100𝑘, whereas for UFM it falls off around 𝑠 ∼ 10000𝑘, allowing
for the investigation of samples with much higher stiffnesses. However, at values
of 𝑠 comparable to 𝑘 the UFM response becomes negligible, making the technique
unsuitable for soft samples, though a cantilever with a lower spring constant would
increase the response. For the ultrasonic response with an amplitude 𝑎𝑧𝑐 = 0.5 (blue
curve) an up turn in response is seen below 𝑠𝑘 < 2, which can be substituted into
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equation 4.1 to give
𝑧𝑐 =
𝑧𝑠
1 + (> 0.5)
;
𝑧𝑠 >1.5𝑧𝑐 ,
which can further be substituted into equation 4.2 with the assumption that 𝑧𝑎 = 0,
corresponding to the deflection before the ultrasound is started, giving
𝑎𝑐𝑜𝑛𝑡 < −0.5𝑧𝑐 = −𝑎 .
This means that the point at which contact is broken, 𝑎𝑐𝑜𝑛𝑡 is outside of the oscillation
range and thus the assumptions for UFM operation are broken, meaning the up turn
is unphysical and would not be seen in experiments.
4.2.2 Simulation of UFM Response
The analytic model, while useful to demonstrate the principle of UFM, does not
provide an accurate representation of a real system. This is primarily due to the
modelling of the surface as a spring, which is an oversimplification, and better models
exist, as discussed in section 1.1.3. The complexity of these models prevents the use
of analytical techniques to derive the cantilever response in real systems, so instead
an iterative simulation technique is used.
Parameters for the simulation are defined first, including the material proper-
ties (Young’s modulus and Poisson ratio) for the sample and the tip, the tip radius,
the adhesive force between the tip and the surface, the cantilever spring constant,
𝑘, the set point deflection (with no oscillation) of the cantilever, 𝑧𝑐, and the ultra-
sonic oscillation amplitude of the surface, 𝑎. The interaction model (e.g DMT, see
section 1.1.3) is also selected and used to create a force versus indentation dataset,
𝐹 (𝑑), for a range of indentations, 𝑑, which are significantly larger than the oscillation
amplitude. This dataset is used as a lookup table throughout the simulation.
The initial indentation, 𝑑0, is found by finding the set point force on the
lookup dataset, i.e. where 𝐹 (𝑑0) = 𝑘𝑧𝑐. A single oscillation in indentation is created,
with the central value being the initial indentation and the oscillation, typically a sine
wave, having the ultrasonic oscillation amplitude. These indentations are converted
into forces using the lookup dataset, as shown in figure 4.4, and an average is taken
to find the average force during this oscillation, given by
𝐹0 =
1
2𝜋
∫︁ 2𝜋
0
𝐹 (𝑑0 + 𝑎 sin(𝑡))d𝑡 . (4.10)
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Figure 4.4: Example of the first force calculation step in the simulation. The
left graph shows a DMT model force curve (red curve), from which the set
point force is used to find the initial indentation (red lines). An oscillation
is made around this indentation (blue curve), which is then converted to the
force versus time curve shown on the right by converting each indentation
point on the oscillation wave to a force using the DMT curve. Once this is
done, an average of the force versus time wave is taken, here displayed as a
red dashed line.
Special care is taken to the direction of motion when using hysteretic models, such
as the JKR model. Due to the positive curvature of the interaction models, this
average force is always higher than the set point force.
This higher force causes an additional cantilever deflection which corresponds
to increasing the average tip sample separation and thus reduces the indentation
at the centre of oscillation, i.e. 𝑑𝐹0 = 𝑑0 +
𝐹0
𝑘 − 𝑧𝑐. An oscillation with this new
indentation as a central point results in an average force lower than 𝐹0, again due
to the shape of the force curve, which means that the new deflection, and thus
force from the cantilever, is too high when compared to the force exerted by the
oscillating surface. The correct additional deflection is therefore the value at which
the force due to the deflection of the cantilever balances with the average force
over the oscillation period. This can be found using the bisection method on the
central indentation value, using the static case indentation, 𝑑0, as the initial upper
bound, 𝑑𝑚𝑎𝑥, and the indentation due to the additional deflection from the average
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Figure 4.5: Flow chart of the simulation process. Dashed lines indicate
assignments to reused variables.
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a) b) c) d) e)
Sample motion
Figure 4.6: Schematic of the cause of superlubricity in UFM operation,
showing one cycle of ultrasonic sample vibration. The red line marks a
constant position on the sample’s (blue) surface. a) Sample starts in contact
with tip. b) Motion of the sample causes cantilever to twist creating torsion
(red arrow). c) Sample retracts from tip. d) Torsion restores tip to central
position. e) Sample re-engages with tip in new location.
force due to oscillation, 𝑑𝐹0 , as the initial lower bound, 𝑑𝑚𝑖𝑛. The force balance
equation between the force from the cantilever deflection and the average force from
the sample during an oscillation, given by
𝑘(𝑑0 − 𝑑 + 𝑧𝑐) ?= 1
2𝜋
∫︁ 2𝜋
0
𝐹 (𝑑 + 𝑎 sin(𝑡))d𝑡 , (4.11)
is then evaluated for 𝑑 = 𝑑𝑚𝑎𝑥+𝑑𝑚𝑖𝑛2 . If the left hand side (the force from the can-
tilever) is greater than the right hand side (the average force from the sample during
an oscillation) the value of 𝑑 becomes the new 𝑑𝑚𝑖𝑛; if the left hand side is less than
the right hand side, the value of 𝑑 becomes the new 𝑑𝑚𝑎𝑥. This process is repeated
until an accuracy tolerance is achieved, which is defined as 𝑑𝑚𝑎𝑥 − 𝑑𝑚𝑖𝑛 < 𝑑𝑡𝑜𝑙, at
which point 𝑑 = 𝑑𝑚𝑎𝑥+𝑑𝑚𝑖𝑛2 becomes the final value of indentation and the additional
deflection due to the ultrasonic oscillations is 𝑧𝑎 = 𝑑0 − 𝑑. The full process is shown
as a flow chart in figure 4.5.
4.2.3 Superlubricity Effect
Application of ultrasonic vibrations results in a reduction of friction between two
objects, which is known as the superlubricity phenomenon [251–253]. In UFM this
is observed as an ability to scan fragile samples that are typically destroyed by con-
tact mode operation, despite the higher normal forces during parts of the ultrasonic
vibration. The origin of this reduced friction is attributed to periodic detachment be-
tween the two objects — in the case of UFM the tip periodically detaches completely
from the surface, given an oscillation amplitude that exceeds the distance between
the average indentation and the pull-off point. The periodic detachment allows for
the cantilever to restore to the central lateral position, i.e. zero torsional force, thus
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ensuring that the tip is applying no lateral forces to the sample, as illustrated in
figure 4.6. The short period of detachment is sufficient as the torsion induced during
the period of contact is limited by the duration of the contact and the movement
speed of the sample, allowing for only a small deviation from the central position.
4.2.4 Other UFM Modes
The form of UFM described here, in which the sample is actuated at ultrasonic
frequencies, is the most basic version of UFM, however two other techniques ex-
ist in the UFM family; waveguide UFM (wUFM) and heterodyne force microscopy
(HFM) [249]. Waveguide UFM works similarly to conventional UFM except the
ultrasound is applied to the cantilever, which acts as a mechanical waveguide to
bring the oscillations to the tip [233, 254]. This has two advantages over conven-
tional UFM: It does not require special preparation of the sample (i.e. mounting to
an ultrasonic actuator) and it is only sensitive to the local surface properties of the
sample — subsurface heterogeneities which would effect the transmission of ultra-
sound in conventional UFM have no effect in wUFM. In HFM both UFM and wUFM
are combined while operating at slightly different frequencies [255]. The response is
then measured at the beat frequency, i.e. the difference between the two exciting
frequencies. The amplitude of this beat frequency will give contrast similar to UFM
and wUFM. Differences in relaxation times of the surface (e.g. as a result of changing
viscoelastic properties) will result in a delay of the surface oscillation, manifesting
as a change in the phase of the beat signal (measured relative to the mixed driving
signals). As such, the phase channel of HFM provides additional information about
the viscoelastic properties of the sample surface.
4.3 Experimental Methods
4.3.1 Ultrasonic Force Microscopy
All AFM images were acquired with an Asylum Research MFP-3D-SA AFM, with
a schematic of the UFM specific setup given in figure 4.7. For ultrasonic excitation
a disk piezoelectric transducer (made by PI Ceramic using material PIC255) oper-
ating in thickness expansion mode with a nominal resonance frequency of 8 MHz
was used. To ensure acoustic coupling, the samples were bonded to this using salol
(phenyl salicylate). The transducer was driven using a Tektronix AFG3022B ar-
bitrary function generator and the UFM driving frequency was tuned to give the
biggest cantilever response, which corresponds to the transducer resonance. The
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Figure 4.7: Schematic of the UFM setup. The right hand side of the image
shows the standard UFM setup and the left hand side corresponds to the
addition of simultaneous friction and conductivity measurement techniques
used in section 4.4.3. Signals labelled with letters correspond to the signals
in figures 4.8, 4.16, and 4.20.
amplitude modulation took a half sine shape, as illustrated in figure 4.8, with a fre-
quency of 4 kHz and maximum amplitude for the signal generator, i.e. 20 V𝑝𝑝 before
the 50 Ω output impedance, giving typical surface amplitudes of approximately 1
to 10 nm (determined by assuming the surface amplitude is larger but of similar
magnitude to the UFM response amplitude). The modulation was achieved using
the modulation input on the signal generator, driven by a sine wave at the modu-
lation frequency from the AFM controller. The signal generator takes modulation
inputs of less than -1 V to have a modulation output of 0%, scaling linearly up to
100% at 1 V, therefore the output from the controller had an amplitude of 4 V𝑝𝑝
and a DC offset of -1 V, to achieve the desired half-sine wave modulation as shown
in figure 4.8(a). UFM response was normally measured using the internal lock-in
amplifier of the AFM controller, which uses the modulation output signal as a ref-
erence. For results with a lateral amplitude channel (amplitude of change in lateral
signal due to modulation of ultrasound, as discussed in section 4.4.3.1), the lateral
amplitude was acquired with the internal lock-in amplifier while the UFM signal was
acquired with an external Stanford Research Systems SR830 lock-in amplifier, both
running at the modulation frequency. All oscilliscope traces were captured using a
Tektronix TDS 1001B oscilliscope.
For most measurements the tips used were MikroMasch NSC18 tips (silicon
tip with nominal normal spring constant 2.8 Nm−1, resonance frequency of 75 kHz,
and tip radius 8 nm), which were calibrated when necessary using the Sader method
(see section 2.2.3) for the normal spring constant and the wedge calibration method
(see section 2.2.4) on a MikroMasch TGF11 trapezoidal calibration grid for the
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Figure 4.8: Idealised and captured oscilloscope traces of the signals gener-
ated during UFM operation. The idealised traces are simplified to show the
basic structure of each signal. The idealised drive signal is represented with
a much lower ultrasonic frequency than is typically used, for the purposes
of visibility. In the real drive signal the high ultrasonic frequency causes the
fringes seen on the envelope of the signal due to a lack of time resolution in
the oscilloscope. The traces are lined up such that their modulation phase
matches. (a) and (b) Corresponds to the outputs labelled in figure 4.7.
lateral spring constant. For the comparison of tip materials in section 4.4.2, Mikro-
Masch NSC14/Hard tips (silicon tip with diamond like carbon (DLC) coating with
nominal normal spring constant 5 Nm−1, resonance frequency 160 kHz, and tip ra-
dius 8 nm before coating) were used as the harder tip for comparisons between tip
materials.
For the conductive measurements an Asylum Research ORCA tip holder was
used for current amplification; for the single walled carbon nanotube (SWNT) results
a dual gain ORCA with gains of 106 VA−1 and 109 VA−1 was used whilst for the
graphene nanoplatelet epoxy composite results a standard ORCA with a gain of
5× 106 VA−1 was used. The tips used were platinum coated NSC18 (specifications
as above) for the nanotube sample and platinum coated MikroMasch CSC37 tips
(longest cantilever, nominal normal spring constant 0.3 Nm−1, resonance frequency
20 kHz and tip radius 8 nm) for the graphene nanoplatelet epoxy composite sample.
The bias voltage was applied to a gold contact on the nanotube sample and directly
to the top surface of the composite sample.
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4.3.2 Samples
For testing UFM parameters and comparisons to simulations a piece of silicon cleaved
from a silicon wafer was used. The gold on silicon sample, used to test contrast and
the effect of tip materials, was created by sputtering a 50 nm layer of gold onto
another piece of silicon wafer and then scratching a small area off down to the
silicon. To test the capabilities of UFM as a multifunctional technique a variety of
carbon nanomaterial samples were used.
The graphene on copper foil samples were supplied by A. Marsden from the
Warwick Microscopy Group. They were grown using the LP-CVD method previously
described in section 3.2.1 with some modifications; the electropolish was for 10 s at
5 V (∼1.5 A), the quartz tube was held at 10−1 mbar, and the methane flow was
2 sccm. The samples were examined on the copper they were grown on, so no transfer
was performed.
The single walled carbon nanotube (SWNT) samples were supplied by N.
Wilson in the Warwick Microscopy Group. The nanotubes were grown on a silicon
oxide on silicon substrate by catalysed chemical vapour deposition (cCVD) using an
iron catalyst and methane as feedstock, as described in [256].
The graphene nanoplatelet epoxy composite was supplied by G. Cao, I. Kin-
loch, and R. Young from the University of Manchester. It was made using xGnP
graphene nanoplatelets from XG Sciences, grade M25 (average particle diameter and
thickness of 25 𝜇m and 6 nm, respectively, according to manufacturer information)
in Araldite LY 556 epoxy with hardener XB 3473, with 8% graphene by weight. The
graphene nanoplatelets were stirred into the epoxy using an IKA EUROSTAR shear
mixer for 1 hour at 2000 rpm. The hardener was then added (at a weight ratio of
23:100 to the epoxy) and stirred for a further 10 minutes at 2000 rpm. The mixture
was sonicated at 37 kHz for 10 minutes, followed by vacuum degassing in an oven
at 60∘C for 10 minutes. The mixture was poured into a mold and cured at 140∘C
for 12 hours. Once cooled to room temperature the sample was removed from the
mould and cut to size. The images presented here are taken on a cut face.
4.4 Results and Discussion
Here, the results start with simple experiments on silicon, showing the steps taken
during setup of the UFM system and the effect of varying parameters such as the
drive frequencies and the load force. These results are also compared to simulations,
with an aim to understand the differences between the real and simulated systems
and to investigate the possibility of using simulations to quantify the results. A
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b)
c)
Figure 4.9: UFM response amplitude with varying ultrasound frequency,
performed on a silicon sample with a modulation frequency of 4 kHz, the
maximum drive amplitude possible, and a set point force of 100 nN. a) Full
range sweep. b,c) Reduced range sweeps with higher frequency resolution.
Blue lines correspond to traces shown in figure 4.10.
comparison of UFM contrast between a silicon and diamond like carbon coated
tip on a gold and silicon sample was also performed, to demonstrate the effect of
tip material on UFM imaging. Finally, combining UFM with other contact mode
techniques is demonstrated by using friction force microscopy and conductive AFM
simultaneously with UFM, performed on a variety of carbon nanomaterial samples.
4.4.1 Understanding UFM
When starting a UFM experiment the frequency of the ultrasonic oscillations must
be tuned to ensure that the frequency is sufficient to enter the UFM regime and that
there is a significant response amplitude [257]. An example of this tuning on a silicon
sample is shown in figure 4.9(a). Naïvely it could be expected that peak amplitude
response at 1.06 MHz would make it the best frequency to use, however, this is not
the case due to the response of the cantilever at this frequency not being fully in
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a) 0.60 MHz
b) 0.84 MHz
c) 1.06 MHz
d) 1.75 MHz
e) 2.00 MHz
f) 7.97 MHz
Figure 4.10: Traces of cantilever deflection at different ultrasound frequen-
cies, performed on a silicon sample with a modulation frequency of 4 kHz,
the maximum drive amplitude possible, and a set point force of 100 nN.
the UFM regime and instead partially following the high frequency oscillations. The
cantilever response as frequency is increased, as shown in figure 4.10, demonstrates
that there is a transition between conventional cantilever response at 0.60 MHz (fig-
ure 4.10(a)), where the cantilever follows the ultrasonic oscillations of the sample,
and UFM behaviour at 2 MHz and above (figures 4.10(e,f)), where the cantilever
deflects due to the ultrasonic oscillations but does not follow them. Between the
two regimes the cantilever deflects partially in the UFM regime and partially follows
the oscillations, resulting in the deflection traces appearing distorted and noisy. It is
possible that other effects, particularly the response time of the AFM’s four quad-
rant photodiode, are responsible for the apparent lack of following of the ultrasonic
oscillations, but the lack of distortion from the expected curve (figure 4.8(b)) present
in the 2.00 and 7.97 MHz traces, unlike the 1.75 MHz trace (figure 4.10(d)), implies
that the expected UFM behaviour is dominant. In this example, an ultrasonic fre-
quency of 7.97 MHz was chosen, corresponding both to the expected resonance of
the piezoelectric transducer and the highest response amplitude within the UFM
regime.
The modulation frequency can also be tuned, the result of which is shown
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a)
b)
Figure 4.11: Effect of modulation frequency on UFM response, performed
on a silicon sample with an ultrasound frequency of 7.97 MHz, the maxi-
mum drive amplitude possible, and a set point force of 100 nN. a) Sweep of
response amplitude against modulation frequency. b) Oscilliscope captured
traces at different modulation frequencies.
in figure 4.11(a). The response is mostly flat except at low modulation frequencies,
where the response amplitude inconsistently increases with decreasing frequency.
This is caused by the feedback loop used for engaging the tip, which uses the de-
flection signal after being low pass filtered at 1 kHz, responding to the additional
deflection caused by the UFM operation. This can be seen in the traces in fig-
ure 4.11(b) which display distortion from the expected signal for the 0.5 and 1.0 kHz
signals, especially in the region where ultrasound is off and the deflection should
be flat. There is a small reduction in amplitude with increasing modulation fre-
quency, which is matched by a decrease in peak amplitude visible in the 2 to 10 kHz
traces shown in figure 4.11(b). The cause of this reduction is unclear, it may be due
to the driving electronics, a small change in the responsiveness of the piezoelectric
transducer, or the behaviour of the cantilever at these frequencies. When picking a
modulation frequency the scanning pixel rate must also be considered; the modula-
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a) b)
Figure 4.12: Response amplitude of UFM on silicon with varying drive am-
plitude. a) Real result, with ultrasonic frequency of 7.97 MHz, modulation
frequency of 4 kHz, and a set point force of 100 nN. b) Simulated response
using the DMT model with a cantilever spring constant of 2.65 Nm−1 (as
measured for the real system), set point force of 100 nN, a tip radius of
10 nm (estimated value of the real system), and both the tip and sample
with the elastic properties of silicon (130 GPa Young’s modulus, 0.28 Pois-
son ratio [258, 259]). Two lines are shown for different values of adhesion,
where 30 nN is the measured value for the real system.
tion frequency must be high enough that at least one cycle of modulation, though
preferably more, occurs at every pixel within a scan, otherwise there will not be
enough time at each pixel to give accurate data, leading to mixed information be-
tween the UFM response and topography signals. In most experiments a modulation
frequency of 4 kHz was used as this is above both the feedback filter frequency and
the pixel scanning rate, while still maximising the output amplitude, though the loss
of amplitude is not significant enough to avoid using higher frequencies for higher
resolution or faster images.
It is also interesting to look at how the response amplitude changes with drive
amplitude, shown in figure 4.12(a). The response increases slowly up to a certain
drive amplitude, at which point there is brief rapid increase in amplitude followed by
a steady slower increase. This behaviour is not seen in the simulations when using
the measured and expected parameters of the system (figure 4.12(b)), though can
be seen when using a much greater adhesion value, although the effect is still not
near the same magnitude. Additionally, the simulations show the response generally
increasing almost linearly with drive amplitude, whereas the real result shows a
slight tapering off in response; this could be due to a non-linear response from the
transducer. This implies that the simulation is flawed, possibly in the model used
95
for tip-surface interaction, which may be altered by the frequency of oscillation, or
with the assumptions made about the motion of the system. It is possible that the
cantilever is still partially following the surface during the oscillations but not being
detected due to the relatively slow photodiode response; this would cause a significant
change in behaviour at the point at which the amplitude is great enough to cause
detachment from the surface and thus change the behaviour of the tip following the
surface. This could explain the similarity in shape to the large adhesion simulations,
where the high adhesion creates a region that strongly affects the UFM response due
to the shape of the tip-sample interaction model.
UFM response also varies with the applied normal force, demonstrated by the
force curve results shown in figure 4.13(a). As the normal force increases the UFM
response decreases, which is as expected from the simulations shown in figure 4.13(b)
and from the understanding that UFM response is as a result of the curvature of the
tip sample interaction force, which is straighter at higher load forces. The magnitude
of this decrease is consistent with the simulations for a drive amplitude of about 4 nm,
noting that the simulation does not extend to negative forces, as seen in the retract
curve. A small increase at high load forces is visible in the real results, but not in the
simulations, however, this increase in amplitude is not seen in the oscilloscope traces
captured at different set points (figure 4.13(c), implying that the increase is either
due to inconsistent behaviour from the lock-in amplifier or due to the dynamic nature
of the force curve capture, neither of which would effect the oscilloscope traces or be
accounted for in the simulation. From these results it is clear that using a lower set
point can improve the UFM response signal, which can help in cases where response
is lowered, such as softer samples and samples with poor transmission of ultrasound.
A higher set point force reduces the susceptibility of the response to changing forces,
which can be caused by drift in the free deflection, thus making the results more
reliable.
4.4.2 Effect of Tip Hardness
UFM can have problems with reduced contrast if the tip material is of similar or
lower stiffness than the surface being probed. Intuitively, the softer of two objects
interacting will be the most affected by the compression force, making a relatively
soft tip material the dominant contribution to the interaction. Mathematically, this
is evident from the combined Young’s modulus, 𝐸𝑡𝑜𝑡, as given by
1
𝐸𝑡𝑜𝑡
=
3
4
(︃
1− 𝜈2𝑡𝑖𝑝
𝐸𝑡𝑖𝑝
+
1− 𝜈2𝑠𝑢𝑟𝑓
𝐸𝑠𝑢𝑟𝑓
)︃
, (4.12)
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Figure 4.13: Effect of varying load force on UFM response with a silicon
sample. a) Real result, using a force curve technique to vary force, for
an ultrasonic frequency of 7.97 MHz, modulation frequency of 4 kHz, and
the maximum possible drive amplitude. b) Simulated response using DMT
model with a cantilever spring constant of 2.65 Nm−1 (as measured for the
real system), a tip radius of 10 nm (estimated value of the real system),
and both the tip and sample with the elastic properties of silicon (130 GPa
Young’s modulus, 0.28 Poisson ratio), with different drive (surface) am-
plitudes. c) Oscilliscope traces of the deflection signal at different set point
forces, captured under the same conditions as (a) except using static normal
forces.
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a) b)
Figure 4.14: Effect of tip hardness on UFM response with varying sample
Young’s modulus. a) Change in the combined Young’s modulus with tip
and sample Poisson ratios of 0.3. b) Change in the simulated response
(simulation parameters of 50 nN adhesive force, 10 nm tip radius, tip and
sample Poisson ratios of 0.3, 100 nN set point force, 5 nm drive amplitude
and a cantilever spring constant of 3 Nm−1 using the DMT model). On
both, curves are given for tip materials of silicon and diamond-like carbon
(DLC). All graphs have been normalised by their value at a sample Young’s
modulus of 80 GPa, corresponding to gold [260].
where 𝐸𝑡𝑖𝑝 and 𝐸𝑠𝑢𝑟𝑓 are the Young’s moduli of the tip and surface materials respec-
tively and 𝜈𝑡𝑖𝑝 and 𝜈𝑠𝑢𝑟𝑓 are their Poisson ratios. 𝐸𝑡𝑜𝑡 is a parameter common to all
the tip-sample interaction models, as discussed in section 1.1.3. In this, for materials
with similar Poisson ratios, the smaller of the values between 𝐸𝑡𝑖𝑝 and 𝐸𝑠𝑢𝑟𝑓 will
have the most significant contribution to the final value, and if one is significantly
smaller than the other the larger value will become mostly irrelevant to 𝐸𝑡𝑜𝑡. This
can be seen in the graph plotted in figure 4.14(a), where the combined modulus has
a significantly higher slope for the harder tip, and therefore the contrast is improved
when comparing similar sample moduli. The effect this has on the simulated re-
sponse is given in figure 4.14(b), where the harder tip is again shown to have greater
change in response for the same change in sample modulus. This reduction in con-
trast when using a relatively soft tip material is further complicated by variations
in secondary contributors to UFM response, particularly the adhesion, having an
effect on contrast comparable to the reduced effect of sample stiffness, possibly even
resulting in inverted contrast — a stiffer material can give a lower response.
The solution to this is to use a tip made of a harder material, as demonstrated
in figure 4.15, where a sample of silicon (Young’s modulus of 130 GPa [259]) partially
covered by a 50 nm gold layer (Young’s modulus of 80 GPa [260]) by sputter coating
is imaged with two different tips, one made of silicon, and one with a diamond-like
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5 µm
Figure 4.15: UFM results of a gold on silicon sample using two tips with
different hardness. a,b) Silicon tip, height and UFM response respectively.
c,d) Diamond-like carbon coated tip, height and UFM response respectively.
Both height images have a data full scale of 70 nm. The UFM response
images have a scale extending 30% in each direction from central values
of 0.55 nm and 1.00 nm for the silicon and DLC coated tip respectively,
ensuring that the relative responses give consistent contrast. There is an
overlap of approximately 7 𝜇m between the different tips, corresponding to
the bottom of the silicon tip images and the top of the DLC coated tip
images.
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carbon (DLC) coating (Young’s Modulus of 500 GPa [261]). In both cases the raised
gold section is on the right and is seen to have a different UFM response to the sili-
con on the left side, with a line of very low response separating them — an artefact
caused by the local topography’s effect on the tip-sample contact. The contrast can
be evaluated using the average values of the regions: For each UFM response image
an average is taken in the leftmost (silicon) and rightmost (gold) 5 𝜇m, giving a
response of 0.54 ± 0.06 nm and 0.57 ± 0.06 nm respectively for the silicon tip and
1.05±0.04 nm and 0.88±0.06 nm respectively for the DLC coated tip. The contrast
between these is then given as the increase in response for the silicon over the gold,
which is −5± 14 % for the silicon tip and 19± 9 % for the DLC coated tip, showing
that the silicon tip produces a low inverted contrast, whereas the DLC coated tip
produces strong contrast in the expected direction. This improvement in contrast is
significantly greater than that predicted by the simulations in figure 4.14(b), though
this does not account for the inverted contrast seen when using the silicon tip. The
inverted contrast when using the silicon tip strongly implies that other interaction
factors, such as adhesion, are having a strong effect on the UFM response. The
strength of this effect being relatively diminished when using the DLC coated tip
is supported by the increased contribution from the combined Young’s modulus, as
seen in figure 4.14(a), though the change in tip material could also affect the sec-
ondary contributors, particularly the adhesion. It is possible that this improvement
in contrast has contributions from other factors, such as the different spring con-
stants, but simulations of these and previous experiments [257] show little effect on
the expected contrast, especially compared to the effect of changing the tip hardness.
4.4.3 Superlubricity and “Half and Half” UFM
The modulation of the ultrasonic excitation signal leads to a “half and half” oper-
ation of the AFM, where half of the time it is in contact mode and the other half
it is in ultrasonic force mode. As the period at which it is alternately in UFM or
contact AFM mode is less than the time between pixels, this means that signals
usually acquired during contact mode scanning, such as in friction force microscopy
(see section 1.1.4.3) and conductive AFM (see section 1.1.4.2), can be acquired si-
multaneously with UFM stiffness information.
4.4.3.1 Combined friction and UFM measurements
Figure 4.16(c) shows the lateral forces measured when scanning in modulated UFM
mode. Comparing the lateral force, figure 4.16(c), with the ultrasonic excitation, it
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Figure 4.16: Expanded version of figure 4.8 showing idealised and captured
oscilliscope traces of signals generated during UFM operation, with addi-
tional lateral signals. All the traces are lined up such that their modulation
phase matches. On the lateral traces, the two lines (red and blue) corre-
spond to the trace and retrace scan directions, and “slow” and “fast” refer
to the tip velocities of 25 𝜇ms−1 and 125 𝜇ms−1 respectively, though the
modulation frequencies are also different, resulting in the fast trace having
a tip motion 25 times faster relative to the modulation phase. Lettering
corresponds to the outputs labelled in figure 4.7.
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can be seen that the friction force disappears (the trace and retrace signals overlap)
when the ultrasonic excitation exceeds a critical value. This is the origin of the
superlubricity in UFM, as discussed in section 4.2.3. However, when the ultrasonic
amplitude is reduced below this threshold the tip is in continuous contact with the
sample, and friction can start to torsionally bend the cantilever and hence induce a
lateral deflection. The time taken for this lateral deflection to reach its steady state
value depends on the scanning speed and the torsional stiffness of the cantilever. The
value reached depends on the normal force and coefficient of friction. Hence, initially,
an almost linearly increasing lateral force is observed, becoming constant once the
torsion reaches the friction limit. The gradient of the initial slope is dependent on
the scanning speed, as can be seen through comparison between the fast and slow
scanning speed traces shown in figure 4.16(c). When the ultrasound turns on again,
the cantilever torsion rapidly decreases until the superlubricity threshold is reached,
at which point the lateral force becomes zero again. The tip thus moves across the
surface in a stick-slip motion, presenting the opportunity to measure friction simul-
taneously with UFM. These results appear similar to results seen in acoustic friction
force microscopy [262] and ultrasonic friction force microscopy [263], however, these
both rely on the use of shear ultrasound wavemodes, as opposed to the longitudi-
nal ultrasound wavemodes used here. Significant coupling between the longitudinal
and shear modes is unlikely, i.e. the longitudinal mode will be the dominant mode,
and the results are consistent with previously published work regarding ultrasonic
out-of-plane surface oscillations [252].
To further investigate the effect of scanning speed on the slope observed in
lateral measurements during UFM operation oscilloscope traces of the lateral signal
were taken at different tip velocities, as shown in figure 4.17(a). Some cross talk with
the deflection signal is seen here as an additional sharp jump as the ultrasound is
turned on/off, which is ignored in the further analysis. The initial slope on these were
fitted, giving a gradient measured in Vs−1, which are compared to the tip velocities
in figure 4.17(b). The measured gradient is proportional to the velocity with a
proportionality constant of (5.49±0.03) V·𝜇m−1. This proportionality supports that
the linear slope is as a result of the finite motion required to cause cantilever motion,
and can therefore be used as the lateral optical lever sensitivity, more commonly
given as the inverse value of (182 ± 1) nmV−1. This calibration is not directly
useful in friction force microscopy, where the lateral force is of interest rather than
the displacement. However, it has uses elsewhere, particularly if doing force curve
experiments, similar to those in chapter 3, on a lateral axis, where the displacement
of the tip is required for the purposes of correctly giving an “indentation” value.
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Figure 4.17: Effect of scanning speed on lateral signal in UFM operation. a)
Lateral signal traces captured at different scanning speeds on silicon. Black
lines are fits for the initial gradient. Some crosstalk from the deflection
channel is visible at the start and end of the signal region, which is ignored
for fitting. b) Initial gradients versus scanning speed for a range of scanning
speeds, with a linear fit.
These calibrations are possible in other ways, such as by performing friction loops
and using the stick-slip behaviour of the tip [264,265], or by pinning the tip against
an object on the sample surface [160], but the UFM method presents a simple and
reliable alternative.
The nature of this slope effect also presents an additional consideration when
performing frictional measurements with UFM and gives a natural limit on the
resolution possible. To see any contrast in the friction signal the lateral signal must
reach its maximum value, i.e. the point at which the lateral force equals the maximum
friction between tip and sample, during the half period of the modulation in which
the ultrasound is off. This requires that the scanning speed to be over a threshold
for a certain modulation frequency, with the two being proportional. However, the
pixel acquisition rate must also be below the modulation frequency, otherwise the
the UFM and topography will be coupled. With the examples shown in figure 4.17
the lateral signal was only seen reaching a maximum with a scanning speed above
40 𝜇ms−1 at a modulation frequency of 4 kHz, giving an absolute minimum pixel size
of 10 nm at one pixel per modulation period. This resolution can be improved by
lowering the maximum lateral force between tip and sample, which can be achieved
through lowering the load force, or by ensuring this maximum lateral force is reached
quicker, primarily accomplished through using a shorter tip (making the same lateral
motion result in more cantilever torsion) or using a cantilever with a higher torsional
spring constant.
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Figure 4.18: Variation in friction signal with varying loads on a silicon
sample under different UFM conditions, with a linear best fit for each.
As the friction still affects the lateral signal for part of the time, friction can
be recorded during UFM operation. This can be done in the same way as traditional
friction force microscopy, where the average lateral trace and retrace values are
taken at each pixel. However, the modulation of the lateral force signal due to
the ultrasound being turned on and off leads naturally to an alternative approach;
using a lock-in amplifier to measure the oscillation in the lateral force signal, which
is proportional to the friction force. This lateral amplitude value has a significant
advantage in that, unlike conventional friction force microscopy, it is independent of
the topography as the topographical influence on the lateral signal is a DC offset.
Figure 4.18 demonstrates the differences in quantitative measurements of
friction caused by applying UFM, showing the dependence of the measured friction
in relation to the load force. The first observation is that the difference between the
lateral trace and retrace values during modulated UFM operation depends linearly
on the load and therefore still obeys Amonton’s law, as in conventional friction force
microscopy [82]. The lateral amplitude signal has a slight deviation from linearity,
though this could be due to noise or crosstalk from the deflection channel having a
noticeable effect at low load forces. The dimensionless gradients for the linear fits
are 0.221±0.002 for the result without ultrasound, 0.064±0.002 for the trace minus
retrace result with ultrasound, and 0.100±0.004 for the amplitude measurement. The
difference between the amplitude and trace minus retrace gradients for the results
with ultrasound enabled can be attributed to the behaviour of the lock in amplifier.
The non-ultrasound trace minus retrace result has a gradient 3.45 times greater
than that of the result with ultrasound on. A factor of at least 2 is expected due to
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the averaging between the superlubricity section and the friction section, with lower
scanning speeds causing this factor to increase because the average value will decrease
as the waveform becomes less square (e.g. going from the fast to the slow traces of
figure 4.16(c)). These factors would need calibrating for true quantitative friction
results during UFM, though this demonstrates that quantitative results are possible.
The intercept of the linear fits for both the amplitude and the lateral trace minus
retrace with UFM on are close to zero, however, for the case without ultrasound
applied the intercept on the friction axis is 44±1 nN, implying that the adhesion in
the ultrasound case is minimal, as this is what causes the zero load friction. Typically
adhesion in AFM is dominated by the effects of a water meniscus forming around
the tip-sample contact. This meniscus may be dispersed by the ultrasonic operations
and would therefore need to reform during the no ultrasound period. However, the
formation time of the water meniscus in AFM has been shown to be on the order of
milliseconds [266], which is longer than the typical modulation period, resulting in
there potentially being no meniscus present during UFM operation.
Figure 4.19 shows an example of simultaneously measured topography, UFM
and friction force maps. The sample is graphene grown on copper foil by chemical
vapour deposition (CVD) [173]; the growth was halted before a complete monolayer
of graphene was formed, such that the surface is partially covered in single atom
thick graphene islands a few micrometres in diameter. The graphene islands are
not directly visible in the topography image, figure 4.19(a), which is dominated
by the fact that the copper surface is rough with large undulations from the cold
rolling process used to make the foil [209,210]. In the UFM response, figure 4.19(b),
contrast due to the graphene islands can be seen. The graphene is darker in contrast
than the surrounding bare copper surface, indicating a lower UFM response and
hence softer surface. Force curves showed that the adhesion was unchanged across
the sample, and previous work has shown that if graphene is fully delaminated
from a surface the ultrasound signal completely disappears [267]. This is consistent
with graphite’s out-of-plane Young’s modulus (∼40 GPa [268]) being lower than
copper’s (130 GPa [152]), though could also be due to a comparatively soft interface
between the graphene and copper, consistent with the graphene being decoupled
from the copper (but not delaminated) and only weakly physisorbed to it [209]. The
lateral force, figure 4.19(c), also clearly resolves the graphene islands due to their
low friction [269] (note that due to the scan direction, the colour scale is inverted
and lighter contrast corresponds to higher friction). All of the images in figure 4.19
were taken simultaneously in a single pass and in one scan direction; as expected, the
lateral force image, figure 4.19(c), shows large cross-talk with the topography. The
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3 µm
Figure 4.19: Simultaneously captured images of copper foil with graphene
islands. The channels shown and their corresponding full data scales are
a) height, 600 nm, b) UFM response, 10 nm, c) lateral force (cantilever
torsion), 400 nN, and d) lateral amplitude (amplitude of the lateral signal
at the modulation frequency), 50 nN. All are taken in the retrace direction.
lateral amplitude, figure 4.19(d), shows similar clear frictional contrast (here darker
contrast is lower friction), but with no topographical cross-talk. This demonstrates
that the lateral amplitude signal can be used directly as a measure of the local
friction on the surface, without the need to subtract the trace from the retrace
signals. Some horizontal lines are also visible, particularly in the UFM channel.
From the height image it can be seen these are striations, which are due to the
copper’s original surface. These likely manifest in the UFM image due to changes
in contact shape and area between the tip and sample due to the local topography,
while appearing in the lateral image due to the local gradients. As before with the
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cold rolling undulations, the effects of the local gradient due to the striations are
largely removed in the lateral amplitude image.
The ability to directly measure multiple material properties simultaneously
in one pass is extremely useful, as this allows exact spatial correlation and minimises
the effect of changing tip geometry. It is particularly advantageous for AFM scanners
not operated under closed loop conditions or for samples with large drift (i.e. when
it is not possible to accurately compare points from the two scan directions). This
is often apparent when subtracting trace and retrace lateral force images to form
a friction image, where a small misalignment in points between the scan directions
results in blurring and a loss of resolution. Therefore, the ability to capture frictional
images in a single scan direction without topographical cross talk can allow for easier
frictional imaging on open loop systems. Furthermore, with some consideration of
additional factors, the friction values obtained during UFM should be usable in a
quantitative manner.
4.4.3.2 Combined conductive and UFM measurements
Another contact mode technique that can be combined with UFM is conductive
AFM (cAFM), where a conductive tip is used to form a circuit with a sample over
which a bias is applied and a current is measured. Figure 4.20(d) shows the mea-
sured current between tip and surface as the ultrasonic excitation is modulated.
The current flows during the period in which ultrasound is off and hence the tip
is in contact with the surface. No current is measured when the ultrasound is on,
with the onset of zero current correlating to the onset of superlubricity, when the
tip is periodically retracted from the surface, though some noise-like signals are seen
which may indicate the unreliable presence of current. It is unclear why the observed
current falls to zero, as the tip does periodically contact the sample whilst the ultra-
sound is applied; speculatively, this could be due to the virtual earth amplifier used
to measure the current, or possibly due to a temporal component in the formation
of electrical contact between the tip and sample that is longer than the period of
contact. However, the measured presence of current during the contact period in-
dicates that conductivity mapping can be performed simultaneously to UFM, with
the additional advantage of superlubricity to reduce tip and sample damage. This is
of particular importance for cAFM, as the integrity of the metal coating on the tips
is critical for current flow between tip and sample.
Figure 4.21 shows combined UFM and cAFM of a SWNT network on an in-
sulating silicon oxide substrate. The SWNTs were grown directly onto the substrate
by catalysed chemical vapour deposition (cCVD) [256]. Such networks are of interest
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Figure 4.20: Expanded version of figures 4.8 and 4.16 showing idealised and
captured oscilliscope traces of signals generated during UFM operation, with
added current signals. All the traces are lined up such that their modulation
phase matches. Lettering corresponds to the outputs labelled in figure 4.7.
for applications such as flexible electronics [270], for example transparent conductors
and sensors [271]. The cCVD growth process results in random growth of metallic
and semiconducting SWNTs; for sensor applications the current flow should be dom-
inated by the semiconducting SWNT (whose conductance is highly dependent on the
environment), whilst for transparent conductors the more highly conductive metallic
SWNTs should dominate. For both applications, understanding conduction through
the contacts between nanotubes is imperative, as these usually dictate the electrical
response. The high spatial resolution of cAFM is thus, in principle, ideal for study-
ing such networks. Although there have been some prior reports, e.g. [272], cAFM
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Figure 4.21: Simultaneously captured images of carbon nanotubes on a
silicon substrate. The nanotube network is connected to a gold pad to the
right of the image, which is held at a 2 V bias. The channels shown and
their corresponding full data scales are a) height, 6 nm, b) UFM response,
1 nm, and c) logarithmic current, scale given on the image. The arrows
indicate different types of nanotubes with line profiles shown in 4.23.
analysis of the networks is usually complicated by the fact that the nanotubes are
easily damaged by contact mode AFM scanning and hence alternatives to conven-
tional contact mode cAFM have to be used [273]. However, due to the superlubricity
induced by UFM, it is straightforward to map the conductivity of the SWNT net-
work with minimal damage by combined UFM and cAFM, and this is performed
here. Measurements were repeated many times without any major damage to the
SWNTs, unlike when scanning in conventional contact mode. Figure 4.22 demon-
strates the difference in effect of scanning a nanotube network in UFM mode and
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Figure 4.22: Sequential topographical images of nanotubes on silicon oxide.
a) First 5 𝜇m scan in UFM mode, b) fourth 5 𝜇m scan in UFM mode, c)
first 5 𝜇m scan in contact mode, taken immediately after (b), and d) 7 𝜇m
UFM mode scan taken after two 5 𝜇m contact mode scans.
conventional contact mode. Parts (a) and (b) show the minimal damage caused by
repeated UFM mode scans — the only significant change is the loss of a nanotube
left of the centre of the image, which was likely very loosely adhered to the sur-
face (supported by its higher profile compared to the rest of the network). Part (c)
shows the significant damage caused by a single contact mode scan. When scanned
in contact mode the nanotubes are pushed to the side by the AFM tip, as seen in
figure 4.22(d) by the raised ridges at the edge of the central 5 𝜇m area that was
previously scanned.
The topography image for the conductive scan, figure 4.21(a), shows the
intersecting network of SWNTs, each typically 1–2 nm in height. The raised region
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Figure 4.23: Sections along the nanotubes highlighed in figure 4(c) of the
main text, averaged over a 2 pixel width. The red curve is for a high contact
resistance between nanotubes, the blue curve is a metallic nanotube with
low contact resistance, and the green curve is a semiconducting nanotube.
in the top right of the image is a residue of the lithographic process used to deposit
the gold, which also reduces the conductivity. In the UFM response, figure 4.21(b),
the SWNTs appear to be softer (darker contrast) than the silicon oxide substrate;
this could be due to the modified contact shape of the tip on the nanotube or
due to the lower radial stiffness of the nanotubes. However, the conductivity map,
figure 4.21(c), clearly reveals the conductive pathways through the SWNT network.
Note that that the colour scale is logarithmic with respect to current, such that the
measured currents vary over more than five orders of magnitude.
From figure 4.21(c) it is possible to identify the metallic and semiconducting
nanotubes and the differences in contact resistances between them. Figure 4.23 shows
the current along different types of nanotubes present in the nanotube network, and
across the contacts they form. Each curve corresponds to the nanotube indicated by
the arrows in figure 4.21(c); the blue curve is nearly flat, indicating that it is limited
by resistances in the network closer to the electrode, and similar to the neighbouring
SWNTs, suggesting a low resistance at the junction and the nanotube being metallic
in nature. The red curve clearly shows an immediate drop in current by over three
orders of magnitude within 50 nm of the junction, indicating a high resistance in the
contact between the two nanotubes. The green curve shows a steep linear decrease
with distance on this log scale, indicating an exponential decay in current, which
is consistent with semiconducting nanotubes. Due to the multiple connections to
each nanotube in this network, it is not easy here to quantitatively extract contact
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Figure 4.24: Four conductive scans of nanotubes on silicon oxide, connected
to a gold contact held at a 0.5 V bias, all with a scale of 500 pA (white areas
are saturated). a) First scan in UFM mode, b) fifth scan in UFM mode, c)
first contact mode scan, immediately following (b), and d) second contact
mode scan.
resistances and the resistivity of individual SWNTs. However, this would be possible
on lower density networks.
Figure 4.24 further demonstrates the difference between scanning nanotubes
in UFM mode and contact mode. It can be seen that repeated UFM scans provide
reliable measurements of the current, presenting little damage to either the sample
or the conductivity of the tip, though in this case the tip picked up some debris
from the sample leading to the double tip artefact seen in figure 4.24(b). Once
switched to contact mode (i.e. turning off the ultrasound), the conductive imaging
failed within half a scan frame, as seen in figure 4.24(c), and did not recover. The
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Figure 4.25: Simultaneously captured images of a graphene nanoplatelet
epoxy composite. The top of the sample is connected to a wire which is
held at a 0.5 V bias. The channels shown and their corresponding full data
scales are a) height trace, 150 nm, b,c) UFM response trace and retrace
respectively, 0.5 nm with a minimum value of 0.5 nm, d) lateral trace minus
retrace, 4 mV, and e,f) current trace and retrace respectively, 2 𝜇A.
conductivity measurements were remarkably consistent, both across a single image
and after multiple scans, which is surprising considering that metal coatings of tips,
such as the Pt coating used here, are prone to wear [79]. This indicates that UFM
not only reduces damage to the sample but also reduces damage to the tip.
4.4.3.3 Combining multiple techniques
The half and half approach enables multiple contact mode techniques to be acquired
simultaneously with UFM. Figure 4.25 shows combined UFM, friction, and cAFM
measurements on a graphene nanoplatelet epoxy composite. The composite is made
from multi-layer graphene nanoplatelets with flakes of nominal average diameter
25 𝜇m and thickness 6 nm, randomly dispersed at comparatively high loading fraction
(8% by weight) in an epoxy matrix (see section 4.3.2 for more details). The sample
was cut for UFM analysis to study the dispersion and connectivity of the graphene
nanoplatelets within the matrix. The height image, figure 4.25(a), shows features
that look like they could be due to graphene nanoplatelets but as the sample is
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comparatively rough it is difficult to identify them with any confidence. The UFM
response, figures 4.25(b) and (c), shows much more detail with clear variations in the
sample stiffness. Both the trace and retrace images are shown, figures 4.25(b) and
(c) respectively, demonstrating the exact reproducibility of the result. The friction
image, formed from subtracting the lateral deflection signal in the trace and retrace
directions and shown in figure 4.25(d), gives interesting complementary information
to the UFM image. There is a strong correlation between the regions of lower
friction and the regions of lower UFM amplitude, and thus these are identified as
regions where graphene is present at the surface, an assignment reinforced by the
topography image. Note that this is highlighting graphene nanoplatelets directly
at the surface and it is likely that they also extend below the surface, however, it
does seem to indicate that there has been some fragmentation of the xGnP graphene
nanoplatelets during shear mixing or from the when the sample was cut, as evidenced
by the much smaller than expected sizes of the nanoplatelets.
It is interesting that the graphene nanoplatelets show a lower UFM response,
implying that they are softer than the surrounding epoxy matrix. This was consistent
across many measurements with several different tips (see figure 4.26 for a further
example). The c-axis, i.e. out-of-plane, Young’s modulus of graphite (∼40 GPa [268])
is higher than epoxy (typically <5 GPa [274]), so in this instance we would naïvely
expect the graphene to show greater UFM amplitude, i.e. lighter contrast. As with
the graphene on copper sample, delamination of the graphene nanoplatelets is not
seen as the UFM signal does not fall to zero. The lower UFM response could be due
to poor acoustic coupling between the nanoplatelets at the surface and the epoxy
which would reduce the surface ultrasonic amplitude. Alternatively it could be due
to a weak interface between the graphene and epoxy, softer than the interplanar
interface of graphite and also softer than bulk epoxy, resulting in reduced out-of-
plane stiffness.
Further information can be seen in the current images, figures 4.25(e) and
(f). Again both the trace and retrace image are shown, demonstrating the repro-
ducibility of the result. The sample could be scanned for several hours under these
conditions without degradation of the sample or tip and maintaining reproducibility
of the current image. The correlation between features in the current image and
the other image channels is again strong, but it also reveals new information. As
expected, there is higher current around the exposed graphene nanoplatelets seen in
figures 4.25(e) and (f). Additionally, further structure can be seen in these current
images, with larger positional scale variations visible in the current image, which is
likely due to the local network structure of the graphene nanoplatelets resulting in
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Figure 4.26: Simultaneously captured images of a graphene nanoplatelet
epoxy composite. The top of the sample is connected to a wire which is
held at a 0.5 V bias. The channels shown and their corresponding data
scales are a) height, 300 nm, b) UFM response, 1.5 nm, c) lateral trace
minus retrace, 8 mV, and d) current, 600 nA. The blue line on part (d) is
the possible edge of a subsurface flake, seen as the region of surface flakes
with high conductivity.
some surface sheets having poorer conductive pathways to the bulk. This is further
supported by additional imaging in other areas of the sample, such as in figure 4.26,
where the regions of high conductivity are consistent with a significantly larger flake
below the surface forming these conductive pathways, as seen in figure 4.26(d). These
larger flakes are expected to exist as the sample was made with an average flake size
of 25 𝜇m. The edges of many of the platelets appear to have enhanced current flow,
though this is correlated to changes in topography, making it likely that these features
are due to a tip effect. The loading fraction of graphene here is high, substantially
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greater than the percolation threshold [275], which is consistent with the high level
of conductivity seen across the image. Combined, these multiple channels give rich
information on the dispersion and percolation of the graphene nanoplatelet epoxy
composite, showing both the flakes visible at the surface corroborated by multiple
data channels and the larger subsurface flakes implied by the current channel.
4.5 Conclusions
The effects of the control parameters, such as the driving and modulation frequencies,
on UFM response were investigated. Here, the transition between traditional AFM
and UFM regimes was shown by sweeping the driving frequency. A transitional
region, in which the tip stopped following the surface, was found between 0.5 MHz
and 2.0 MHz for the cantilever used (nominal free resonance of 75 kHz), indicating
the minimum required driving frequency for UFM operation. This suggests that
using cantilevers with low or moderate (<100 kHz) resonant frequencies is ideal,
though it is more important to use a driving frequency that is significantly above
this resonance to ensure true UFM operation (here the transitional region ended at
about 25 times the free air resonance). An oscilloscope was used to check that the
behaviour matched the expected UFM behaviour, though it can be assumed that
UFM behaviour is followed provided the driving frequency is significantly higher
than the cantilever resonance. The modulation frequency was also tested, finding
that it has minimal effect on the response provided that the frequency used is above
the filter frequency for the topography feedback loop. A simulation of UFM response
was created, which was compared to experimental results where the drive amplitude
and load force were varied, showing similar behaviour, though with differences in the
magnitude of the features and unexpected behaviour in the experimental results at
extreme loads.
One of the primary deficiencies with UFM is the lack of quantifiable results in
terms of common physical parameters, such as the Young’s modulus. This is primar-
ily due to the complicated relationship between the sample mechanical properties
and the UFM response with further difficulties arising due to secondary parameters,
such as tip radius, adhesion, and drive amplitude. Assuming that the secondary
parameters are constant and known, a simulation based response to quantify the
sample properties from the UFM response amplitude would seem to be possible.
However, the results from section 4.4.1 indicate that the simulation, based on tradi-
tional models of tip-surface interaction and an assumption of no cantilever motion
during a single ultrasonic oscillation, does not accurately depict the behaviour of the
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UFM system and thus cannot be used to accurately determine the expected response
due to sample properties, and therefore cannot be used for accurate quantification.
Further investigation into the behaviour of this system at the high frequencies used
may allow improvements to the assumptions made in the simulations, potentially
resulting in more reliable comparisons between them and real results.
Another possible approach to quantification would be the use of calibration
samples, with multiple regions of known physical properties to give reference points
for sample parameters resulting in certain response amplitudes, allowing estimations
based on the expected monotonic relationship between sample Young’s modulus and
UFM response amplitude. The accuracy of such a calibration technique would be
limited by the non-linear relationship between the elastic properties and the response
amplitude and care would have to be taken over the secondary factors, particularly
the set point force and the oscillation amplitude. While the set point force is simple
to control to a set value, maintaining oscillation amplitudes between the calibration
sample and the sample being investigated would be difficult. This is because they
may have different levels of ultrasonic coupling with the transducer and different
ultrasonic transmittance through the sample. Thus additional calibration of the
surface amplitude would be required, either by use of an interferometer to directly
measure the surface oscillation amplitude or by ensuring there is a region on the
investigated sample of known parameters that can be used as a reference point.
UFM is particularly useful for investigating hard samples, such as semicon-
ductors, though care has to be taken with samples where the tip material properties
are comparable to those of the sample as this can cause a reduction in contrast be-
tween areas of different Young’s modulus, as seen in section 4.4.2. This can result in
samples where there are significant material property variations displaying insignif-
icant levels of contrast between regions, or even inverted contrast due to secondary
contributing factors to the UFM response. The contrast was shown to improve by
using a tip made of or coated with a material with a much higher Young’s modulus
than is expected for the sample materials.
The nature of UFM as a primarily contact mode technique can be used to
perform other traditional contact mode techniques simultaneously, as shown in sec-
tion 4.4.3. This allows single pass acquisition of sample elastic properties and other
property channels, such as friction and electrical current, enabling easy correlation
between these channels. Other AFM elastic property measurement techniques typ-
ically rely on intermittent contact and thus cannot be easily combined with such
contact mode techniques in a single pass, thus presenting a significant benefit to
UFM. This is especially true for friction force microscopy as it requires sustained
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contact with the sample surface during scanning to enable torsional bending of the
cantilever. One area where this is useful is the ongoing development of multifunc-
tional nanostructured materials, where multiple material properties are enhanced
through control of material at the nanometre scale. For example, fillers such as
graphene or nanotubes can be added to composites to enhance mechanical prop-
erties and at the same time increase thermal and electrical conductivity [276, 277],
so being able to measure these properties simultaneously could help improve the
speed of measurement, and therefore development, and understanding of how the
properties are linked. Similarily, in phase-change materials, changes in functional
properties such as conductivity are induced by changes in structural, and hence me-
chanical, properties [278], meaning simultaneous measurements of these properties
could help the understanding and development of these materials.
Additionally, the ability to combine UFM with these contact mode techniques
allows them to be performed with the benefit of the superlubricity phenomenon seen
in UFM operation. This phenomenon means that no long term lateral forces are
applied to the sample, enabling imaging of delicate samples. This was demonstrated
with the conductive imaging of nanotubes (section 4.4.3.2), where the image was
acquired with minimal damage to the delicate nanotubes. Capturing this image only
required a simple set up and little additional tuning of scanning parameters, such as
set point force, showing that UFM is a simple to perform and reliable technique.
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Chapter 5
Ultrasonic Non Destructive
Testing in an AFM
5.1 Introduction
Non destructive testing (NDT) covers a range of techniques used to examine the
structural integrity of materials without affecting their physical condition [279–281].
It can be used both to ensure the quality of products during manufacturing and
to monitor the condition of components throughout their life cycle, especially those
with high uptime and that operate under high stresses, such as power plants [282],
pipelines [283], rail tracks [284], and jet engines [285]. This allows maintenance to be
carried out or replacements provided only when necessary, reducing down time and
operating costs while still ensuring safe operation. Many NDT techniques can be
carried out in-situ, further reducing the need for down time and potentially allowing
for continual automated monitoring of the system [286]. One type of NDT uses
ultrasonic waves to probe a material, and is investigated here with the use of an
AFM based pickup sensor, potentially allowing for high spatial resolution testing.
5.1.1 NDT Techniques
The simplest and oldest form of NDT is visual inspection — examining a material
either by eye or with the use of remote viewing tools, such as endoscopes and cameras,
to look for the visual signs of damage, including corrosion, cracking, or stress [279,
281, 287]. This can be improved through use of magnifying optics or by using dye
penetrant testing in which a dye accumulates in cracks and highlights them in one
of many ways, such as having a high visual (colour) contrast or being reactive to UV
light [288]. Such techniques can be quick to perform and can easily cover large areas,
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but require direct access to the component of interest, are only sensitive to surface
defects, do not provide much information about the extent or severity of the defects,
and are prone to human error [289]. As such, visual inspection is typically used as a
basic inspection or as a precursor to more rigorous techniques [290]. Typically visual
inspection can detect defects that are millimetres in size, with higher resolution
possible using magnifying optics, at the cost of speed of inspection or the size of the
area covered.
Internal inspection of a material can be achieved through the use of pene-
trative radiation, such as electromagnetic waves (e.g. x-rays [291, 292] and gamma
rays [293]) or neutrons [294]. The radiation is directed at the component of interest
and detected on the far side, with the material causing attenuation and scattering
of the radiation. Cracks and inclusions within the material will change the inter-
actions and thus result in a difference in the detected signal. Some radiographic
techniques use information from Compton scattering, which allows for the detector
to be placed on the same side of the sample as the source for detecting backscattered
radiation, meaning that it can work even in situations with limited access to the
sample [292,295]. Contrast for surface features can be increased by using a contrast
agent — a substance that strongly interacts with the radiation being used and thus
has a high visibility in scans and images — in the same way that dyes can be used
to improve visual inspection [296]. It is also possible to build a 3D image of the
internal sample structure by combining images from multiple angles, a technique
known as computed tomography [297–299]. These techniques, however, have a high
cost associated with the sources and detectors, and can pose a risk to anyone in the
vicinity of testing due to radiation exposure. Additionally, in-situ testing is often
impractical due to the required source and detector positioning. Radiation testing
can be done with high resolution, capable of detecting defects sizes on the order of
micrometres.
Electrical methods can also be used to find defects within electrically conduc-
tive samples by measuring an induced current flow. Cracks will cause increased path
lengths for the current within a sample and thus increase the effective resistance of
the sample. These measurements can be performed directly, requiring contact with
the sample and prior calibration of the expected measurement [300, 301], or indi-
rectly through the use of induced currents, known as eddy current testing [301,302].
In eddy current testing an alternating current is passed through a coil, creating a
magnetic field that induces eddy currents with a conductive sample, which then cre-
ate their own magnetic field, which can be measured using a magnetic field sensor
(such as a Hall effect [303] probe or a giant magnetoresistance [304, 305] sensor) or
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by measuring current generated within the original coil. This resultant current will
have its amplitude and phase affected by defects in the material. Alternating cur-
rents have the property that they are limited to a region close to the surface of a
conductor, known as the skin depth. This skin depth is dependent on the frequency
of the current, and thus electrical techniques are surface sensitive with a variable
depth of sensitivity, allowing for information about the depth of defects to be gath-
ered [306, 307]. Electrical techniques are capable of detecting defects with sizes of
the order of hundreds of micrometres.
The above techniques represent a subset of the available NDT techniques,
while many others, including the examination of magnetic fields around magnetic
samples [308] and imaging the thermal distribution across a heated sample and
looking for abnormal gradients or features [309], also exist. Here, the use of ultrasonic
waves in NDT is of interest.
5.1.2 Ultrasonic NDT
Ultrasonic NDT is a widely used technique that utilises high frequency (typically
>20 kHz) sound waves to inspect samples [96, 310]. As an ultrasonic wave prop-
agates through a sample it will interact with features within the sample, such as
cracks, defects, and material boundaries, causing reflections, diffraction, reduction
in transmission, and conversion of the mode content of the wave package [85,92,311].
By investigating the temporally resolved amplitude and frequency content of a gen-
erated wave package, information about these cracks, such as their size and location,
can be inferred. Typically, this is accomplished through the use of one or more
ultrasound transducers (generators and sensors coupled to the sample) [312], with
common examples being piezoelectric transducers, electromagnetic acoustic trans-
ducers (EMATs) [119] and lasers (high power pulsed lasers for generation and laser
interferometers for sensing) [132], which are discussed in detail in section 1.2.3.
The simplest form of ultrasonic NDT is a single transducer used as both
a generator and a detector in a pulse-echo configuration, illustrated in figure 5.1.
A short pulse of ultrasound — typically narrowband (small range of frequencies
generated) to prevent dispersion — is generated and then propagates through the
sample. When the wave reaches a feature, such as the opposite face of the sample,
it will be reflected back towards the transducer and detected as a pulse. The time
between the generated pulse and the detected pulse, 𝑡, can be measured, which can
be combined with the known wave velocity, 𝑣𝑝, to give the distance the wave has
travelled, 𝑑 = 𝑣𝑝𝑡 (which is twice the distance to the feature) [96]. This is often used
for thickness gauging, as a control for manufactured sheets or to monitor losses in
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Figure 5.1: Example wave paths for a single transducer pulse-echo ultrasonic
NDT configuration for a) bulk waves and b) (guided) surface waves. For
surface waves, the amount of wave reflected and transmitted by a defect
depends on the defect depth and the wavelength.
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Figure 5.2: Example wave paths for a dual transducer pitch-catch ultrasonic
NDT configuration for a) bulk waves and b) (guided) surface waves.
wall thickness due to e.g. corrosion. Alternatively, if the distance is known this can
be used to calculate the wave velocity.
If a defect is present within the path of the ultrasound propagation it will
reflect the wave, giving another detected pulse with a time delay dependent on the
distance to the crack. The reflected pulse from the sample edge will also be reduced in
amplitude due to the crack. By moving the transducer and monitoring the amplitude
of the reflections the spatial extent of the defect can be evaluated — the edge of a
crack can be defined by the “6 db drop”, i.e. the point at which the reflected pulse
has half the amplitude due to only being half within the wave beam [96]. This
technique is limited as it can only detect features that are perpendicular to the wave
propagation direction as other reflections will not return to the transducer, though
the presence of a non perpendicular crack may be inferred from a drop in amplitude
of an edge reflection if one is present.
A more flexible approach is to use two separate transducers, one for generation
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Figure 5.3: Example wave paths for a time of flight diffraction ultrasonic
NDT experiments.
and the other for detection, in a pitch-catch configuration, illustrated in figure 5.2.
A pulse is emitted by the generator and travels to the detector and if a defect exists
between these two transducers the amplitude of the detected wave will be reduced as
a result. Thus, by moving the pair of transducers around the sample, either held at a
set separation or only moving one, and monitoring the detected signal defect can be
located [96,310]. Additional effects may also be present, such as reflected signals off
features not directly between the transducers and enhancement in amplitude when
one of the transducers is close to a feature due to interference from the reflected
waves [90,98,313].
The diffraction of waves by defects is also something that can be consid-
ered [314–316]. When an ultrasonic wave interacts with the edge of a feature it is
diffracted in many directions, meaning that a crack that is not perpendicular to the
wave propagation direction may still be detected, as illustrated in figure 5.3. The
time delay of such a diffracted signal will be minimised when the crack is equidistant
from both transducers, and the distance to the crack can be calculated from this time
delay and the known wave velocity. As the crack edge causes this signal, additional
diffraction signals from other edges of the crack can be used to infer the extent of
the crack. This technique is known as time of flight diffraction.
Wave velocity measurements can also be used to examine various material
properties. Lamb waves in plates, for example, have a velocity dependent on the
frequency thickness product, meaning that a measured velocity for a set frequency
can be used to determine the plate thickness [97, 317]. This can be used in place of
through wave pulse-echo measurements, which is especially useful for thinner plates
where pulse-echo measurements are complicated by the short travel time. Velocity is
related to the elastic properties of the sample, allowing measurements of the elastic
moduli [318–320]. Wave velocity can also be used to provide information about
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the composition [319], orientation of grains in anisotropic materials [321], or the
stress and strain within the sample [322]. Mapping of the grain structure can be
achieved through measuring the velocity across different paths through the sample
in a tomography like technique [323], and by measuring local velocity across an entire
sample. Local velocity measurements can be performed using spacing controlled laser
generation and detection to determine the optimal wavelength (and thus velocity for
a set frequency) [324–326].
Ongoing research in ultrasonics covers a wide range of areas. This includes the
development of transducers that can operate in the harsh environments often present
in industrial environments, such as high temperatures in power plants [327,328] and
for use on constantly moving samples to inspect railway tracks [284]. Improvements
to the accuracy and specificity of information about cracks is being made using
transducer arrays, that allow for control over wave direction, and use of advanced
analysis such as time-reversal and beamforming alogrithms for high resolutions [100,
329–332].
Resolution of ultrasonic NDT is often limited by the physical transducer size
or the wavelength of the ultrasonic waves, resulting in resolutions of the order of
millimetres. Higher resolutions, down to the order of micrometres, can be achieved
through the use of laser ultrasonics or transducer arrays. High resolutions are partic-
ularly useful for investigating micro-cracks, which are of interest as they can signifi-
cantly affect material properties [333–336] and be a precursor to cracking on a larger
scale [337–339]. Semiconductor devices are affected by defects within them, with
micro-cracks being a significant problem for yield and performance [340, 341]. Such
micro-crack detection requires high spatial resolution and sensitivity and is typically
carried out using laser ultrasonics [342] — transducer arrays could also be used to
do this, though they are expensive and many samples in which micro-cracking is of
interest are too small to be used with arrays. These requirements are also fulfilled
by AFMs, which routinely achieve spatial resolutions of the order of nanometres and
sensitivities of the order of tens of picometres. In this chapter the use of AFM as
an ultrasonic detector for NDT experiments is investigated, demonstrating its suit-
ability. This is achieved by detecting EMAT generated Lamb waves in macroscopic
aluminium plate samples. The ability for an AFM to simultaneously and indepen-
dently detect out-of-plane motion and one component of in-plane motion, which is
useful for understanding the mode content of waves, is also demonstrated.
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Figure 5.4: The design of the EMAT used to generate ultrasound. a) View
from underneath, the wire path consists of 8 wires, with each of the outside
return paths having 4 wires. b) Cross sectional view through the horizon-
tal centreline of (a), showing the magnetic field, induced current and the
resultant Lorentz force within the aluminium sample. The wire height and
aluminium thickness is not to scale.
5.2 Experimental Methods
All experiments were performed on 0.5 mm thick plates of aluminium, with the exact
configuration (size, features, and transducer locations) illustrated for each experi-
ment in the results. Slots in the aluminium were cut using an Oxford Lasers E-355
laser cutter (diode pumped solid state Nd:YAG class 4 laser operating at 355 nm).
Ultrasound was generated in the plate using an EMAT made with 0.28 mm diameter
enamel coated copper wire supported by Kapton tape, held underneath a cylindrical
neodymium-iron-boron magnet from Supermagnete (material N52, 10 mm diameter,
5 mm thickness, diametrically magnetised, with an epoxy resin coating). The design
of the EMAT is shown in figure 5.4. The magnetic field and induced eddy current
within the sample are both in-plane and perpendicular to each other, resulting in
the force being out-of-plane (see section 1.2.3.2 for more details on EMAT theory).
The EMAT was driven using an in-house built high voltage pulser box that has
previously been used in other EMAT-based ultrasound experiments [343,344]. This
pulser charges a 1 𝜇F capacitor to 700 V and then discharges it through a thyristor,
resulting in a large transient signal across the EMAT. A powerful broadband (ap-
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proximately 50–500 kHz) ultrasound wave is generated by the EMAT at a repetition
(pulse) rate of a few Hertz. The generated ultrasound will be primarily Lamb waves,
as discussed in section 1.2.1.1, in the thin aluminium plates used, with the first
antisymmetric (A0) mode being preferentially generated due to its predominantly
out-of-plane motion, corresponding to the main forces. The symmetry of the line
source style EMAT means that generated waves will be strongest with a propagation
direction perpendicular to the wire direction and weakest parallel to the wire direc-
tion. Some in-plane motion will also be generated (as will the first symmetric (S0)
mode), with particle motion parallel to the propagation direction. Some additional
ultrasound may be generated by the return tracks of the wire, though these are likely
to be significantly weaker than the main waves and difficult to distinguish due to
the small physical spacing.
For AFM-based detection an Asylum Research MFP-3D-SA was used with
a NanoWorld Arrow UHF tip (nominal normal spring constant of 6 Nm−1 and a
nominal resonant frequency of 850 kHz). Some additional information was gath-
ered using MikroMasch NSC18 tips (nominal normal spring constant of 2.8 Nm−1
and a nominal resonant frequency of 75 kHz). All experiments were performed in
contact mode with a set point of 0.5 V, corresponding to a deflection of 10–20 nm.
The signals (both the “AC deflection” — the deflection signal after a 1 kHz cut-
off high pass filter — and the lateral deflection) were then passed to a Tektronix
DPO 2012 oscilloscope along with the trigger signal from the pulser, recording the
signal averaged over 8 pulses (to reduce the measured noise levels). The normal
optical lever sensitivity was also calibrated (see section 2.2.2) and used to convert
the AC deflection into absolute displacement, while the lateral signal was left in its
raw form. To acquire results in many locations over a line or region, the long range
(relative to the piezoelectric actuator driven sample stage) X and Y motion of the
AFM was automated by replacing the in built micrometers with Physik Instrumente
N-470 PiezoMike linear actuators. Position sensing was achieved using ams NSE-
5310 magnetic linear position sensors, with a precision of 0.5 𝜇m. Positioning was
performed with a 5 𝜇m tolerance.
To compare the AFM based results with more traditional methods, piezo-
electric transducers and an interferometer were used as alternative detectors. The
two piezoelectric transducer used were a CTS VP-1.5 pinducer (10 MHz bandwidth
and 1.5 mm crystal diameter) and a transducer with 5 MHz nominal frequency and
10 mm crystal diameter. The interferometer used was an Intelligent Optical Systems
AIR-1550-TWM with 125 MHz bandwidth, measuring out-of-plane displacement.
For the line measurements using the interferometer sample positioning was achieved
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using a stepper motor based stage.
All the results were processed using Wavemetrics Igor Pro software. The indi-
vidual results were first filtered using the in-built FilterFIR operation as a high pass
filter with a filter frequency of 50 kHz, to remove low frequency signals that would
dominate the resultant sonograms and obscure features of interest, and 5000 filter
coefficients, which ensured quick processing time without sacrificing significant signal
quality. For the sonograms (time windowed Fourier transforms giving a measure of
the amplitude in time-frequency space — see section 1.2.2 for more information) the
SG_sonogram function, included in the sonogram package that comes with Igor Pro,
was used. The sonogram used Gabor windowing and a 25 kHz frequency resolution,
chosen to give an appropriate balance between the time and frequency resolution of
the produced sonograms.
5.3 Results and Discussion
Here, the applicability of using AFM as a detector of ultrasound for NDT has been
tested. Firstly, out-of-plane detection is demonstrated through detection of EMAT
generated pulses using the deflection channel of the AFM. This is then compared
to similar measurements using piezoelectric transducers to demonstrate that the
signals seen using the AFM are similar to those from other techniques and thus
valid. The performance of AFM detection is also explored, comparing its sensitivity,
bandwidth and resolution to detection with piezoelectric transducers, EMATs, and
interferometers. Secondly, detection of in-plane motion using the lateral channel is
tested, first by looking at the lateral signal for a single result and then examining
the effect of changing the angle between the wave travel direction and cantilever
orientation. Finally, the ability to find sample features, such as defects — in this
case simulated by a narrow slot passing through the entire plate thickness — is tested
by performing many readings in both a line and rastered square pattern, mapping
changes in amplitude of prominent features seen in the sonograms.
5.3.1 Out-of-Plane Displacement
The motion of an ultrasound wave can be made of components both in and out-of-
plane, with relative amplitudes depending on the wavemode content and frequency of
the wave, as discussed in section 1.2.1.1. AFM lends itself naturally to the detection
of the out-of-plane displacement of a sample surface — in contact mode the tip will
directly follow any motion of a hard surface, provided that the oscillation frequency
is not too high (as is the case in UFM, chapter 4). This motion will be detected as
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Figure 5.5: Top down view of the sample and transducer configuration for
the point pulse experiments. The sample is a 0.5 mm thick aluminium sheet.
Orientation of the EMAT coil is represented by the red line, indicating the
position of the central wires (see figure 5.4). The cantilever and tip (here
shown not to scale, but in the correct orientation) are in contact at the
location of the blue dot. For the piezoelectric transducer experiments the
cantilever is replaced with the transducers, centred on the blue dot.
a change in the deflection signal which would typically result in the AFM feedback
loop adjusting the z position of the cantilever to restore this to a set point value.
However, the deflection signal is passed through a low pass filter before the feedback
loop, here with a cut-off frequency of 1.5 kHz. As this frequency is much lower
than those typically used in ultrasonic NDT, the motion does not cause a feedback
response and the signal of interest can be measured by recording the unfiltered
deflection signal with suitable time resolution. This deflection signal can also be
easily converted into absolute displacement (in metres) through calibration of the
optical lever sensitivity (see section 2.2.2).
5.3.1.1 Deflection Measurements of an Ultrasonic Pulse
An example of ultrasonic detection using an AFM, taken using the sample configu-
ration shown in figure 5.5, is given in figure 5.6, showing a trace of the AC deflection
channel after the pulse and a sonogram of this result. The position of the EMAT
and cantilever were chosen such that the path between them was not parallel to the
side walls of the plate, which reduces the effect of reflections. The overlaid disper-
sion curves show the first symmetric (S0, non dispersive in this frequency range)
and antisymmetric (A0, dispersive) modes, with higher order modes existing out-
side the frequency and time range shown here. There is a weak S0 signal present,
mostly visible from the trace as the scale suppresses the signal in the sonogram, and
a strong A0 signal matching closely with the dispersion curve. The A0 signal is ex-
pected to be dominant as, for the frequencies and plate thickness here, the majority
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Figure 5.6: Time trace (bottom) and sonogram (top) of the AFM deflection
signal using the configuration in figure 5.5. The sonogram colour scale is in
arbitrary units, where darker indicates a greater response. The red lines on
the sonogram correspond to the primary S0 (left, non-dispersive) and A0
(right, dispersive) modes of Lamb waves in a 0.5 mm thick aluminium plate.
a) b)
Figure 5.7: Time trace (bottom) and sonogram (top) of the response from
piezoelectric transducers using the configuration in figure 5.5 — a) 1.5 mm
diameter transducer, b) 10 mm diameter transducer. The sonogram colour
scale is in arbitrary units, where darker indicates a greater response. The red
lines on the sonograms correspond to the primary S0 (left, non-dispersive)
and A0 (right, dispersive) modes of Lamb waves in a 0.5 mm thick aluminium
plate.
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of motion at the surface in the S0 mode is in-plane, whereas it is mostly out-of-plane
in the A0 mode [92] and the deflection channel of the AFM detects out-of-plane
motion. Additionally, the design of the EMAT creates primarily out-of-plane forces,
which would lead to a stronger A0 mode for the same reasons. The signal is seen to
cut off above frequencies of about 350 kHz, which corresponds to the approximate
bandwidth of the EMAT used — the width of the current path in the centre of the
EMAT was 2.5 mm which is close to the wavelength of the A0 wave at the maximum
frequency seen (3.5 mm at 350 kHz). The finite size of the EMAT limits the ability
to generate (or detect) waves with a comparable wavelength to the width, with the
generated amplitude dropping to about third for this wavelength to EMAT width
ratio, relative to long wavelengths [345]. This implies that the cut off frequency seen
here is primarily caused by the bandwidth of the EMAT, though there are possibly
weak higher frequency signals that are suppressed by the AFM’s bandwidth. Some
additional signals are seen seen after the A0 dispersion curve, which are likely due
to reflections from the edges of the sample.
This experiment was repeated using piezoelectric transducers as the sensors,
with results shown in figure 5.7. These results show a marked similarity with the
AFM results in figure 5.6, with a weak S0 pulse visible and a much stronger A0
signal, as well as additional signals visible after the A0 dispersion curve, which are
attributed to reflections. Of particular interest is the feature on the sonograms
around 100 𝜇s and 100 kHz, which is the strongest region in both the piezoelectric
transducer results and the AFM results. This implies that the feature is a true
ultrasound signal generated by the EMAT and is not a result of high sensitivity at
that frequency by the AFM, strengthening the validity of the AFM results.
Some signal in the piezoelectric transducer results is visible at higher fre-
quencies than in the AFM results, particularly the leading A0 signal at 400 kHz and
60 𝜇s, which is easily seen in both the piezoelectric transducer traces and sonograms
and barely seen in the AFM sonogram. The frequency rolloff (reduction in amplitude
above a certain frequency) here is due to the EMAT width effect and confirms that
the rolloff seen in the AFM result is atleast partially due to the frequency sensitivity
of the AFM detection, which will be discussed in section 5.3.1.2. While all the sig-
nals have content in the time following the initial A0 signal, the sonograms in this
region look significantly different for both the piezoelectric transducer results and
the AFM result. These differences have a variety of causes: firstly, the position of the
piezoelectric transducers and AFM tip on the sample will not be exactly the same,
which would cause significant differences in signals from reflections due to the more
complicated paths from the EMAT to the sensor and due to the spatially dependent
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effects of interference between different wave paths. Secondly the size of the sensor
can have an effect — the AFM tip will only have contributions from the area around
the tip, which is assumed to have a radius of about 10 nm, while the piezoelectric
transducers will have contributions from their entire area (with diameters of 1.5 mm
and 10 mm) and thus have additional paths and interferences resulting in the final
seen signal.
5.3.1.2 Detection Limits
It is important to understand the limits affecting the use of AFM as an ultrasonic
sensor and how these compare to other ultrasonic detection methods. The first limit
of interest is the sensitivity, i.e. the minimum amplitude that can be measured by a
system, as defined by the noise level, which can be frequency dependent. In AFM
the noise level is primarily caused by the thermal oscillations of the cantilever and
the electrical noise from the photodiode and electrical circuit. The combined effect
of these was measured by taking the standard deviation of the output voltage and
converting it to distance using the optical level sensitivity. For the Arrow UHF tips
used here, it was found to be 110 pm, reduced to 44 pm when the the signal was
an average of 8 readings. There are various ways to increase the sensitivity of the
AFM — using averaged output signals (as done here) is the simplest, although the
choice of cantilever can also have an impact, with stiffer cantilevers having lower
thermal noise [346], and through use of better shielding and lower noise photodiodes
and electronics.
For comparison to the piezoelectric transducer response, the amplitude of
the negative peak seen at 100 𝜇s on figures 5.6 and 5.7 was divided by the standard
deviation of the signal recorded before 0 𝜇s for the same experimental setup. This
was found to be 310 for the AFM, 350 for the 10 mm transducer, and 360 for the
pinducer, showing that the sensitivity of the AFM is similar to these transducers.
Interferometers have had reported sensitivities down to 1-10 pm [132,347,348], which
is better than the AFM sensitivity here, though the AFM used is not necessarily
optimised for detection sensitivity. Overall the sensitivity of AFM is comparable to
the sensitivities of other ultrasonic detection techniques.
Another important limit is the frequency sensitivity; the ability of the sensor
to detect oscillations at different frequencies. In AFM there are two primary factors
that limit the maximum frequency that is detectable: the system electronics and
the cantilever properties. The main bottleneck in the system electronics is the four
quadrant photodiode, which will have a response time, often cited as the rise time, 𝑇𝑟,
which will lead to maximum bandwidth of 𝑓𝐵𝑊 = 0.35𝑇𝑟 . A thermal noise spectrum (a
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Figure 5.8: Thermal noise spectra of two different AFM cantilevers.
Fourier transform of the raw deflection signal without any driving oscillations on the
cantilever) can indicate the frequency at which the photodector response rolls off. An
example for the system used here is shown in figure 5.8, demonstrating a reduction
in sensitivity above 1 MHz. The peaks on this thermal noise spectra correspond to
the free air resonances of the cantilevers. Higher speed four quadrant photodiodes
are available, with rise times in the region of 1–10 ns, corresponding to bandwidths
in excess of 35 MHz. The frequency capability of the analogue to digital converters
(ADCs) within the AFM may also be a concern, though an external oscilloscope can
be used in place of these, as has been done in these experiments, provided there is
an unfiltered analogue output of the photodiode response available.
The cantilever also sets an upper limit for the frequency response based on its
resonance frequency; as seen in UFM (chapter 4), the cantilever will stop following
the surface at frequencies significantly above this frequency. Tip design can be altered
to increase this frequency, with resonant frequencies upwards of 1 MHz commercially
available. Note also that the resonance of the cantilever is modified by contact with
the surface, as shown by the comparisons between driven tuning curves seen in
figure 5.9, where contact with the surface increased the frequency of the primary
resonance by nearly a factor of 5. As seen earlier in the ultrasound frequency testing
for UFM (section 4.4.1), the cantilever (which is the same type as in figure 5.9) does
respond to surface oscillations at frequencies above even this increased resonance
(oscillations seen at 600 kHz in figure 4.10(a)), suggesting that the stated resonance
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Figure 5.9: Tuning curves for a MikroMasch NSC18 tip, take in free air
and in contact with an aluminium sheet. The set point for the contact
measurement was 1 V, which corresponds to a force of 100–150 nN for these
tips.
of the cantilever is not the limit on its ability to respond to surface oscillations, but
does still provide an indication of the possible bandwidth.
The bandwidth of EMATs is primarily limited by their size, with sensitivity
to wavelengths greater than the width of the coil (current pathway) [345]. The min-
imum size for a coil is limited by the minimum width of the wire used to make the
coil — for a wire thickness of 0.1 mm and a typical wave velocity in aluminium of
3000 ms−1 the bandwidth limit is therefore 30 MHz. However, only having one turn
of wire will reduce the detection sensitivity (or output power for a generation coil) of
the EMAT, so there is a trade-off between sensitivity and frequency. The frequency
bandwidth of piezoelectric transducers is again related to their physical dimensions,
where the resonant frequency, is inversely proportional to their thickness. The fre-
quency response of piezoelectric transducers can be variable based on design, though
often there is a usable region of frequencies below the resonant frequency. Typical
piezoelectric transducers have resonant frequencies up to 10s of MHz, though new
techniques allowing them to be produced with thicknesses of the order of 10s of 𝜇m
enable resonant frequencies up to 1 GHz [349]. Interferometer bandwidth is limited
by the rise time of the light detection system, typically a photodiode. The single
photodiodes used for interferometry detection (as opposed to the quadrant detectors
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used in AFM) can have bandwidths in excess of 1 GHz [350, 351], enabling such
bandwidths for interferometry. This places the practical limit of AFM detection
bandwidth (of the order of 10 MHz) at the low end of bandwidth when compared
to other techniques, though with significant improvement possible through design
specialised for ultrasound detection.
The spatial resolution of the AFM should be a significant advantage over other
techniques. The resolution of the AFM is usually limited by the radius of the tip,
which is typically about 10 nm for standard tips, although sharper tips are available
for atomic resolutions (∼1 nm). Other techniques have limits much higher than this,
with piezoelectric transducers and EMATs being limited by their size (typically over a
millimetre) and interferometers having an absolution maximum resolution defined by
diffraction limited optics, which results in a resolutions of the order of the wavelength
of light used, which is typically 400–1000 nm [132], though with practical designs
having larger spot sizes. This high resolution, however, is not necessarily useful as
the resolution can be dependent on the wavelength of the ultrasound. While small
features can still create measurable signals with sensitive enough equipment, the
ability to resolve two nearby features can also be of importance. In the far field (i.e.
where the detector is far from the feature relative to its size) the resolution is typically
of the order of the wavelength, though can be improved through the use of analysis
of many results with different detector and source locations (possibly using arrays
of transducers) [331]. This means that the practical resolution can be limited by the
frequency bandwidth of the detector — for the case of Lamb waves in aluminium
(typical velocity of 3000 ms−1) and AFM detection (with a maximum bandwidth of
10 MHz) this results in a practical resolution of 0.3 mm, better than EMATs and
piezoelectric transducers but worse than interferometry. In the experiments here the
frequency is typically around 100 kHz which, when combined with the A0 phase
velocity at this frequency of 700 ms−1, gives a practical resolution of 7 mm. In the
near field (detector close to the feature) the resolution is greatly improved as the
signals from separate features may not have combined at this range. Wavelength
can still be an important consideration in the near field, however, as features could
be hidden by the near field signals, such as near field enhancements.
5.3.2 In-Plane Displacement
The deflection channel is not the only data channel available in the AFM; the tor-
sional bending of the cantilever is also detected as a separate lateral deflection chan-
nel. Signals in this channel correspond to the tip moving perpendicular to the
centreline of the cantilever, which will be caused by in-plane motion of the surface in
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Figure 5.10: Time trace (bottom) and sonogram (top) of the lateral deflec-
tion signal using the configuration in figure 5.5, taken simultaneously with
the results in figure 5.6. The sonogram colour scale is in arbitrary units,
where darker indicates a greater response. The red lines on the sonogram
correspond to the primary S0 (left, non-dispersive) and A0 (right, dispersive)
modes of Lamb waves in a 0.5 mm thick aluminium plate.
the same direction. This allows for simultaneous and distinct detection of two out of
three of the possible surface motion components at a single point, which is useful for
determining the mode content of waveforms. Such combined measurements are not
typically possible with other techniques. With EMATs and piezoelectric transducers
it is possible to design them such that they will pick up in-plane motion, though this
cannot be done simultaneously with a distinct out-of-plane measurement at the same
location. It is possible to use laser detectors to measure in-plane motion, such as
with knife edge detection [132], electronic speckle pattern interferometry [352–354],
and heterodyne interferometry [355]. These techniques can be combined with out-of-
plane detection, but doing so has significant difficulties associated with the alignment
of multiple systems.
An example of a measurement of the in-plane displacement using the lateral
channel, taken simultaneously with the out-of-plane results shown in figure 5.6, is
shown in figure 5.10. In this the S0 signal is still weaker than the A0 signal, though
much more visible in the time trace than it was for the out-of-plane result; this agrees
with the expectation that the lateral measurement is sensitive to the in-plane motion
but the EMAT used is primarily generating the A0 mode due to its design. Note
that, due to the orientation of the sample, the direction of measurement is 68∘ to
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Figure 5.11: Top down view of the point detection experiment (from fig-
ure 5.5) with orange lines indicating a possible reflection and mode conver-
sion pathway to explain a particular sonogram feature in the lateral detection
results (figure 5.10).
the direction of travel for the waves from the EMAT — this could also reduce the S0
signal as the EMAT design produces in-plane motion primarily along the direction of
travel, and thus there will only be a small component in the measurement direction.
This is explored further in section 5.3.2.1.
A feature on the sonogram in figure 5.10 is seen at around 60 𝜇s and 125 kHz,
which does not correspond to either of the primary S0 and A0 waves, marked by red
lines. This feature is likely a reflection, and due to its strength relative to the other
signals it could be from mode conversion from the out-of-plane A0 mode, which is
a majority of the EMAT output, to the in-plane S0 mode that can be detected by
the lateral deflection of the cantilever. A diagram showing a possible reflection path
is shown in figure 5.11. In this the angle of incidence of the A0 wave, 𝜃𝐴0, and the
angle of reflection of the S0 wave, 𝜃𝑆0, are governed by Snell’s law, which is discussed
in more detail in section 1.2.1;
sin(𝜃𝐴0)
𝑣𝑝𝐴0
=
sin(𝜃𝑆0)
𝑣𝑝𝑆0
, (5.1)
where 𝑣𝑝𝐴0 and 𝑣
𝑝
𝑆0 are the phase velocities of the A0 and S0 waves respectively,
which depend on the frequency and sample thickness. By considering the geometry
of the system (figure 5.11) and Snell’s law with the phase velocities of the waves at the
frequency of interest (125 kHz in a 0.5 mm plate; 𝑣𝑝𝐴0 = 640 ms
−1, 𝑣𝑝𝑆0 = 5440 ms
−1)
the angles can be calculated as 7∘ and 80∘ for 𝜃𝐴0 and 𝜃𝑆0 respectively. These
angles can then be used to calculate the distance travelled of each of the A0 and
S0 segments and used with the group velocities of these modes (𝑣𝑔𝐴0 = 1450 ms
−1,
𝑣𝑔𝑆0 = 5440 ms
−1) to give a total travel time for this wave mode of 68 𝜇s. This is
slightly later than seen in the sonogram, though this could be explained by errors in
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Figure 5.12: Top down view of the sample and transducer configuration for
the angular dependence experiments. The sample is a 0.5 mm thick alu-
minium sheet. Orientation of the EMAT coil is represented by the red line,
indicating the position of the central wires (see figure 5.4). The cantilever
and tip (here shown not to scale, but in the correct orientation) are in con-
tact at the location of the blue dot. The aluminium sample is placed at
different angles, 𝜃𝐼 , relative to the cantilever orientation.
the size and shape of the aluminium sheet, and the positioning of the EMAT and the
tip on it. This S0 reflection is travelling nearly parallel to the cantilever direction
(11∘ difference), which means that the strength is not due to better alignment of
the surface with the cantilever (which is discussed further in section 5.3.2.1) but
due to the relative strength of the A0 wave, making the mode converted S0 wave
stronger than the directly produced S0 wave. A similar reflection off the top edge of
the aluminium sample is also possible, and would be present at 32 𝜇s at the same
frequency, but is not seen on the sonogram. The reason such a feature is not seen
is likely due to the directionality of the EMAT — it is designed such that waves
will propagate strongest in a direction perpendicular to the wire direction, and this
propagation direction was chosen to be in line with the AFM tip. For the bottom
reflection the A0 wave from the EMAT is emitted at 62∘ to the propagation direction,
whereas the A0 wave for the top reflection would be emitted from the EMAT at 105∘
to the propagation direction (75∘ from the backwards propagation direction, which
should display similar behaviour due to the coil symmetry).
5.3.2.1 Angle of Incidence Dependence
If the lateral deflection is detecting one direction of in-plane motion and the in-
plane motion is primarily in one direction (as is the case with Lamb waves), the
lateral signal should have significant variation when changing the angle between
these two directions. In this case the surface motion is parallel to the propagation
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a)
b)
Figure 5.13: Changes in response of lateral deflection with varying angle of
alignment between the cantilever and wave travel direction. a) Traces of
response, zoomed in to focus on the primary S0 wave. b) Peak height of the
first two peaks shown in (a).
direction and the cantilever detection direction is perpendicular to the length of the
cantilever — as such the signal should be minimised when the wave is propagating
parallel to the length of the cantilever. This was tested by using a narrow strip of
aluminium with the EMAT generation directed along the centreline, as illustrated
in figure 5.12. In this case a narrow sample was used to allow the greatest range
of angles to be tested, as limited by the “legs” of the AFM. This strip of metal
was oriented in the AFM such that the angle between the cantilever length and
wave propagation direction was varied in 10∘ intervals from -20∘ to 70∘, measured
between the direction of propagation and the length of the cantilever (perpendicular
to the detection direction of the lateral channel), labelled as 𝜃𝐼 in figure 5.12 (with
the angle shown being above 0∘).
The results of this experiment are shown in figure 5.13(a), which is zoomed
in on the S0 region of the traces. The first two peaks show a clear dependence on
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Figure 5.14: Changes in response of deflection with varying angle of align-
ment between the cantilever and wave travel direction. a) Traces of response,
zoomed in to focus on the start of the primary A0 wave. b) Peak height of
two peaks shown in (a).
angle, having a minimum/maximum value at the angle at which the direction of
propagation is most aligned with the detection direction of the cantilever and an
inversion in signal direction at 0∘. This is the predicted behaviour for this system.
Further peaks do not show such a strong dependence on angle, which could be due
to contributions from reflections off the sides of the aluminium strip. The slight
changes in timing can be attributed to small errors in the manual positioning of the
sample.
For additional analysis of the results in figure 5.13(a) the value of the maxi-
mum magnitude for each angle was taken for the first and second peak and plotted
against angle in figure 5.13(b). In both cases there is unexpected behaviour in the
30–50∘ range, where the amplitude doesn’t grow significantly with increasing angle.
The design of the AFM sample stage meant that a magnetic material was under-
neath the EMAT for these angles, resulting in the EMAT clamping down on the
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sample, an effect which could reduce the strength of the generated Lamb waves.
For the assumptions made regarding detection and motion direction, the amplitude
would be expected to follow a sine dependence on angle, which has been fitted on
figure 5.13(b). The behaviour does loosely follow the expected dependence, though
a larger data range would be required to make a strong conclusion. Overall the an-
gular dependence shown here strongly supports that the lateral channel is detecting
in-plane motion.
The simultaneous deflection (out-of-plane) signals were also recorded, as
shown in figure 5.14(a). As with the lateral results small variations in the time
delay of each signal are visible, which can be accounted for by the imperfect posi-
tioning of the sample resulting in small variations in distance between the EMAT
and the AFM tip. The peak heights for the peaks near 87 𝜇s and 95 𝜇s are shown
in figure 5.13(b). Variations in the signal amplitude can be seen, though there is no
correlation with the angle, which is the expected result as the out-of-plane detection
should not be dependent on tip orientation. The random variations in amplitude
can be attributed to small changes in the positioning of the sample under the tip
and changes in the sample environment affecting the generation and propagation.
This further supports that the results in figure 5.13 — change in lateral response
with changing angle — are due to the change in angle and not due to other changes
with the system.
5.3.3 Mapping and Features
Scanning a sample to look for features (such as defects) by examining changes in
the ultrasonic signal is a common practise in ultrasonic NDT. Such experiments
were first carried out here by doing readings at regularly spaced intervals along a
line crossing a narrow laser cut slot in the aluminium sheet sample, as illustrated in
figure 5.15. This line scan has a total of 300 points at 20 𝜇m separation, for a total
length of 6 mm. Figures 5.16(a) and (b) show sonograms for the deflection (out-of-
plane) traces of the first (nearest to the EMAT, before the slot) and last (furthest
from the EMAT, after the slot) results from this set respectively. These results are
similar to those seen in section 5.3.1.1, with a strong A0 signal, a weaker S0 signal
and frequencies primarily in the 100 kHz region. The signal measured after the slot
is significantly weaker that the signal measured before the slot, which is expected as
the slot will block propagation of the wave. Additional signals are visible after the
primary A0 signal, which can be attributed to reflections from the sample edges.
A video of all the sonograms was produced and used to determine regions of
high signal strength. These regions (shown by the boxes on figures 5.16(a) and (b))
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Figure 5.15: Top down view of the sample and transducer configuration for
the line scan experiments. The sample is a 0.5 mm thick aluminium sheet.
Orientation of the EMAT coil is represented by the red line, indicating the
position of the central wires (see figure 5.4). The cantilever and tip (here
shown not to scale, but in the correct orientation) are brought into contact
at regularly spaced positions along the blue line. The red box inset is a
threefold zoom of the area of interest.
were then averaged for each sonogram and plotted against distance in figure 5.16(c).
From this the location of the slot, which has been arbitrarily set as the x = 0 mm
point on the figure, is clear — there is a sudden drop in the amplitude of all signals
at this location due to the slot blocking the transmission of the waves. The A0
signals show significant enhancement in amplitude as the slot is approached, with a
minimum value being seen at a distance of 1.1 mm from the slot for the signal in
the 100 kHz region (blue trace) and 1.8 mm for the signal in the 40 kHz region (red
trace) — the ratio of these to the wavelengths for the A0 signals at these frequencies
(6.9 mm for 100 kHz and 11.0 mm for 40 kHz) are the same for both frequencies at
0.16. This near-field enhancement of ultrasound has been previously seen for both
detection [90, 313, 356, 357] (as is the case here) and generation [358] near to cracks
and is attributed to interference between the incident wave and reflected and mode
converted waves.
The S0 signal shows little variation with position other than the reduction
caused by the slot and a single point of strong signal on the edge of the slot, which
may be an enhancement effect or a result of the interaction between the tip and the
geometry at the slot edge. The S0 signal also appears significantly stronger than
would be expected and has been seen the in the previous results (section 5.3.1.1) for
out-of-plane detection — this implies that the “S0” signal may be an A0 wave, mode
converted from the primary S0 wave at the slot and thus appearing at very close to
the time expected of an S0 wave. This mode conversion would also explain the lack
of enhancement of the signal as the A0 mode will dominate the detected signal and
not interfere with the incoming S0 wave.
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Figure 5.16: a,b) Time trace (bottom) and sonogram (top) of the deflection
signal using the configuration in figure 5.15 — a) first point of the scan,
closest to the EMAT, b) last point, furthest from the EMAT. The sonogram
colour scale is in arbitrary units, where darker indicates a greater response,
and the same scale is used for both (a) and (b). The red lines on the
sonogram correspond to the primary S0 (left, non-dispersive) mode and
A0 modes for the primary path, plus double and triple length path A0
modes (right, dispersive, in order). c) Averages of the sonograms within
the corresponding coloured squares in (a,b), with the x axis zeroed to the
location of the slot.
For comparison this experiment was repeated using an interferometer for
detection in place of the AFM. 100 measurements were done every 62.5 𝜇m for a
total length of 6.25 mm. The first (nearest to the EMAT, before the slot) and last
(furthest from the EMAT, after the slot) traces from this set of results are shown
with corresponding sonograms in figures 5.17(a) and (b) respectively. These are very
similar to the AFM results in figure 5.16, showing a clear A0 signal and a significant
reduction in amplitude in the result from after the slot, though with some notable
differences; firstly, the S0 signal is barely visible and has a much lower amplitude
relative to the A0 signal than was seen with the AFM. It is possible that the S0
signal has been masked by the higher noise of the interferometer. There is also a
higher frequency part of the A0 signal visible in both the trace and the sonogram,
having a 400 kHz oscillation arriving at 60 𝜇s — this further demonstrates that
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Figure 5.17: a,b) Time trace (bottom) and sonogram (top) of the interfer-
ometer signal using the configuration in figure 5.15 — a) first point of the
scan, closest to the EMAT, b) last point, furthest from the EMAT. The
sonogram colour scale is in arbitrary units, where darker indicates a greater
response, and the same scale is used for both (a) and (b). The red lines
on the sonogram correspond to the primary S0 (left, non-dispersive) mode
and A0 modes for the primary path, plus double and triple length path A0
modes (right, dispersive, in order). c) Averages of the sonograms within the
corresponding coloured squares in (a,b), with the x axis zeroed to the loca-
tion of the slot. The regions averaged here are the same as in figure 5.16.
The line corresponding to the S0 signal (red) has been multiplied by a factor
of 10 for visibility.
the bandwidth rolloff seen in the AFM results is due to the AFM and not purely
the EMAT, and that the AFM bandwidth is not as high as might be expected
based on the cantilever resonance. Finally, the signals seen after the primary A0
signal are much more defined in the interferometer result than in the AFM; such a
difference could be explained by cantilever ringing (where the cantilever continues
to oscillate after it has been excited regardless of the surface motion at the time).
Interestingly these additional signals correspond to A0 signals for double and triple
the EMAT–detector separation, which is unexpected due to the lack of symmetry in
the sample setup. The signal for triple distance may be explained by reflection off
the short side of the aluminium furthest from the EMAT, though no single or double
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reflection exists with a total path length of double the EMAT–detector separation.
The interferometer results also display a much higher noise level than the AFM
results, highlighting the routinely high sensitivity of the AFM.
The same regions of the sonogram used for amplitude analysis of the AFM
results (figure 5.16) were used for analysing the interferometer results, with averages
of the chosen sonogram regions taken at every point and plotted against distance
in figure 5.17(c). These results are overall very similar to those from the AFM
(figure 5.16(c)) — significant enhancement is seen for both A0 signals near to the
slot, with a sudden drop at the slot. The distance from the slot of the minimum values
for the A0 signals also matches those of the AFM results (1.1 mm and 1.8 mm for the
higher and lower frequency regions, respectively), as does the enhancement factor
(the ratio of the maximum value to the minimum value for each averaged signal),
which is approximately 3 for both the A0 signals with both detection methods. Some
differences do exist, notably the two A0 signals were of similar amplitudes in the AFM
result, whereas the higher frequency signal is much stronger in the interferometer
results. This may be due to a non flat frequency result of one of the systems, most
likely the AFM.
The lateral channel was recorded simultaneously with the results from fig-
ure 5.16, with figures 5.18(a,b) showing traces and sonograms for the first (closest to
the EMAT, before the slot) and last (furthest from the EMAT, after the slot) posi-
tions respectively. These sonograms are similar to the one for the sample without a
slot (figure 5.10), where the main feature is seen at around 120 kHz and 60 𝜇s, which
is attributed to a mode converted (A0 to S0) reflection off the bottom edge of the
sample (figure 5.11). Weaker signals corresponding to the direct S0 and A0 waves
are also visible, as is a signal corresponding to an A0 signal at double the separation,
as was seen in the out-of-plane and interferometer results of this experiment. As be-
fore, features on these sonograms were identified using a video of all sonograms, with
regions selected around these features (boxes on figures 5.18(a) and (b)) and aver-
aged at every position, with the averages plotted against position in figure 5.18(c).
While there is some variation in signal strength with distance before the slot, none of
these results display the near slot enhancement seen for the A0 waves in figures 5.16
and 5.17. This indicates indicate that, for the A0 signals, the measured response
is a result of mode conversion from A0 to S0 at the slot and thus not interfering
with the incident wave. For the S0 signal it is possible that, due to the orientation
of the cantilever, the signal is dominated by a reflected wave with in-plane motion
perpendicular to the propagation direction, which would not interfere with the inci-
dent wave with motion parallel to the propagation direction. An increase in signal
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Figure 5.18: a,b) Time trace (bottom) and sonogram (top) of the lateral
deflection using the configuration in figure 5.15, taken simultaneously with
the results in figure 5.16 — a) first point of the scan, closest to the EMAT,
b) last point, furthest from the EMAT. The sonogram colour scale is in
arbitrary units, where darker indicates a greater response, and the same scale
is used for both (a) and (b). The red lines on the sonogram correspond to the
direct S0 (left, non-dispersive) and A0 modes, plus double and triple length
path A0 modes (right, dispersive, in order). c) Averages of the sonograms
within the corresponding coloured squares in (a,b), with the x axis zeroed
to the location of the slot.
is seen for all the signals on the last point before the slot, though this may be due
to the local geometry of the sample surface at this point. The primary S0 and A0
waves, as well as the mode converted S0 reflected wave, all display a drop in signal
past the slot as expected. The double distance A0 wave, however, shows an increase
in amplitude past the slot, which indicates that the path for this signal goes around
the slot.
A scan of a sample can also be done in two dimensions to provide further
information about the spatial extent of a feature of interest. This is performed by
rastering the capture points over the 2D area in a stepwise pattern, similar to an
AFM scan. To save time the slow axis is stepped at the end of each line and the
return motion is used to capture a new line of points. Here, the same sample as
used for the line scans was investigated, mapping the area around the end of the
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Figure 5.19: Top down view of the sample and transducer configuration
for the mapping experiments. The rectangle is a 0.5 mm thick aluminium
sheet. Orientation of the EMAT is represented by the red line, indicating the
position of the central wires (underneath the magnet — see figure 5.4). The
cantilever and tip (here shown not to scale, but in the correct orientation)
are brought into contact at regularly spaced positions within the blue square,
forming a grid of points. The red box inset is a threefold zoom of the area
of interest.
slot in a 50 by 50 point map with 100 𝜇m point separation, covering a total area
5 mm by 5 mm, as shown in the schematic in figure 5.19. A sonogram for the
deflection channel (for out-of-plane motion) from the point closest to the EMAT is
shown in figure 5.20 and displays features discussed previously — a strong A0 signal,
particularly below 150 kHz, a weak S0 signal, and a variety of signals after the A0
signal that can be attributed to reflections.
Areas of interest on the sonogram (figure 5.20(a)), again found by looking
for strong features on a video of sonograms of all points, are highlighted by boxes
on the figure. Averages in these areas were taken at each point and mapped against
position, shown in figures 5.20(b–e). The location of the slot is clearly visible in
all of these, extending from the bottom edge to the centre of the maps, displaying
a sudden, significant change in response amplitude. The S0 signal (figure 5.20(b))
shows two distinct regions — a consistent amplitude covering the majority of the
image, and a stronger region directly between the EMAT and the slot. This is
similar to the line results (figure 5.16) and supports the S0 seen by the deflection
channel primarily being a result of a mode converted reflection at the slot. All of
the A0 regions measured (figures 5.20(c–e) display similar behaviour to each other
— a dip in amplitude followed by an enhancement as the slot is approached from the
EMAT (as discussed previously) and a region of lower response on the side of the slot
away from the EMAT. These are particularly prominent on the highest frequency
signal (figure 5.20(c)); two minima are visible parallel to the slot (at distances of
approximately 0.15 and 0.5 wavelengths from the slot), with significant enhancement
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Figure 5.20: a) Time trace (bottom) and sonogram (top) of the deflection
signal using the configuration in figure 5.19, showing the result from the
point closest to the EMAT. The sonogram colour scale is in arbitrary units,
where darker indicates a greater response. The red lines on the sonogram
correspond to the primary S0 (left, non-dispersive) and A0 (right, dispersive)
modes of Lamb waves in a 0.5 mm thick aluminium plate. The coloured
boxes correspond to the regions averaged to give the maps shown in (b–e),
which are all orientated to match figure 5.19 and have arbitrary colour scales
where white corresponds to the highest response and black corresponds to
zero.
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at the slot and a smaller increase between the minima. This double minima effect is
not visible on the two other A0 results (figures 5.20(d) and (e)), however, the minima
visible on these is further from the slot and thus the second minima would be too
far from the slot to be seen within the scan range here. These longer distances are
consistent with the longer wavelengths of these lower frequency waves.
As before, the lateral channel was also recorded simultaneously with the
results from figure 5.20. A trace and sonogram from the point closest to the EMAT
are shown in figure 5.21(a). Regions selected from the sonogram, as marked, have
been averaged and the results mapped in figures 5.21(b–e). All the signals attributed
to S0 waves (figures 5.21(b–d)) show a clear shadow region on the side of the slot
away from the EMAT and a small increase on the near side of the slot, which could
be due to contributions from reflected waves, though no near slot enhancement is
seen. It would be expected that the shadow region for the mode converted S0 wave
(figure 5.21(d)) resulting from the reflection of an A0 wave off the bottom edge of
the sample (as previously discussed in section 5.3.2) would be at a different angle to
that of the direct S0 waves (figures 5.21(b,c)) due to the different angle of incidence
of the waves. However, the shadow does not have a defined edge, making such a
comparison difficult in these results. The A0 signal is strongest in the area adjacent
to the slot on the side closest to the EMAT, with reduced signal elsewhere. This
supports that the signal detected here is mode converted reflections from the slot
rather than the incident A0 wave (which is primarily out-of-plane and thus should
not be detected by the lateral channel). This is further supported by the lack of the
near crack enhancement that was seen in the out-of-plane results (figures 5.20(c–e))
as this implies that the wave being measured in-plane is of a different origin to the
ones measured out-of-plane.
5.4 Conclusions
The use of AFM as a detector for ultrasonic NDT has been demonstrated. This
was first shown by detecting broadband Lamb waves within an aluminium sheet
and comparing the measured waves to those measured using piezoelectric transduc-
ers. These results were similar for the different detection methods and matched the
expected dispersion curves for Lamb waves. The AFM was then scanned over a
manufactured slot in the sheet and changes in the amplitude of detection of various
features in time-frequency space were examined. The behaviour here was again as
expected, finding that the AFM correctly detected a drop in amplitude in the shadow
region behind the slot as well as significant near-field enhancement as the slot was
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Figure 5.21: a) Time trace (bottom) and sonogram (top) of the lateral
deflection signal using the configuration in figure 5.19, showing the result
from the point closest to the EMAT and taken simultaneously to the results
in figure 5.20. The sonogram colour scale is in arbitrary units, where darker
indicates a greater response. The red lines on the sonogram correspond
to the primary S0 (left, non-dispersive) and A0 (right, dispersive) modes
of Lamb waves in a 0.5 mm thick aluminium plate. The coloured boxes
correspond to the regions averaged to give the maps shown in (b–e), which
are all orientated to match figure 5.19 and have arbitrary colour scales where
white corresponds to the highest response and black corresponds to zero.
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approached from the side closest to the generation source. This matched the results
seen when using an interferometer as the detector, further showing that the AFM
can be used instead of other detection methods and provide similar behaviour, while
potentially benefiting from the AFM’s high sensitivity and resolution.
The limits of AFM as an ultrasound detector were discussed and compared
to other detection techniques, i.e. piezoelectric transducers, EMATs, and laser in-
terferometers. It was found that the sensitivity of the AFM was comparable to the
other techniques and that the spatial resolution was significantly better than them,
especially the piezoelectric transducers and EMATs. Frequency bandwidth was lower
in the AFM than with other techniques, though significant improvement should be
possible through use of different equipment, primarily by using photodiodes and
cantilevers designed for higher frequency operation. The low frequency bandwidth
also presents an issue for the practical spatial resolution of the ultrasonic NDT as
features significantly smaller than the wavelength of the ultrasound used may have
weak interaction with the ultrasound waves (making them harder to detect) and
features much closer than the wavelength may be hard to individually resolve.
Detection of in-plane wave motion through use of the lateral deflection chan-
nel was demonstrated, showing that it was possible to detect the in-plane waves
simultaneously with (but independent from) out-of-plane detection. The lateral
deflection was shown to be a measure of in-plane motion by the higher relative
amplitude of the S0 mode (with primarily in-plane motion) compared to the A0
mode (with primarily out-of-plane motion) while the A0 mode dominated in the
normal deflection channel, as expected. This was further confirmed by comparing
signals taken where the incidence angle of the wave relative to the cantilever was
changed, finding that there was a strong dependence on angle, including an inversion
in direction as the centreline was passed, as was expected. Such ability to detect
in-plane motion simultaneously (in both time and position) with, but as a distinct
signal from, out-of-plane motion represents a significant advantage over piezoelectric
transducer and EMAT based detection, where this is not possible, and laser based
detection, where this is possible though requires a significantly more complicated
set up. This in-plane detection was, however, limited to only a single axis, meaning
that complete information about the surface motion is not available. Therefore, in
experiments using AFM for in-plane detection, care should be taken to ensure the
cantilever is oriented such that the length of the cantilever is perpendicular to the
direction of in-plane motion that is of interest.
Using a commercial AFM resulted in some limitations on samples that could
be tested. While the Asylum Research MFP-3D has a large and open scanning stage
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and a manually adjustable height, allowing for larger samples to be used than in a
typical AFM, it still posed significant restrictions on what can be used. Firstly, the
separation of the legs that hold the head up mean that the samples must have one
dimension no larger than 8 cm and samples close to this size must be particularly
oriented (as was the case in many of the experiments here). Secondly, the height of
the head is not infinitely adjustable, resulting in a maximum sample thickness of a
few centimetres. Additionally, the lack of any automated long range height control
of the tip means that the samples must be flat and smooth such that the variation
in height over a scanned area is less than the range of motion of the Z piezoelectric
actuator, which is 40 𝜇m for this equipment. The scanning stage design also meant
that lateral motion of the sample was limited to about a 5 mm square, preventing
any longer range measurements from being taken.
The limitations of this AFM in regards to both bandwidth and sample size
mean that there are two primary directions that AFM based ultrasonic NDT could
be taken. The first of these is to custom build an AFM-like detector that is more
suitable for ultrasonic NDT measurements. This would entail using a four quadrant
photodiode based measurement system with the photodiode and electronics chosen
for higher frequency operation. A piezoelectric actuator would need to be present on
the Z axis for engaging, though further motion would be achieved by mounting this
to a standard stepper motor based stage with three axes of motion. This would allow
for scanning of large areas of samples with fewer restrictions on size, as well as the
ability to adjust the height of the detector to allow for rougher or uneven samples.
This would primarily be useful for the simultaneous detection of two directions of
wave motion.
An alternative direction would be to focus on microscopic detection, which
could be done using a commercial AFM, with modern high speed AFMs being prefer-
able for their higher bandwidth capabilities. For this, laser generation of ultrasound
would be the ideal source due to the ability to generate close to the cantilever with-
out creating a physical obstruction within the AFM, with the bandwidth capability
and small spatial extent of the generation point also being beneficial. Such exper-
iments could be used to look at micro-cracking in small samples, such as silicon
wafers, taking advantage of the AFM’s high spatial resolution and sensitivity. Some
difficulty may be encountered in aligning the generation laser within the confines of
the AFM system. Care would also have to be taken to ensure that the high power
laser would not interfere with the AFM operation (e.g. by saturating the photodiode
with scatter reflections) or even damaging parts of the AFM (such as the photodiode
or the often present digital camera).
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Chapter 6
Conclusions and Future Work
This thesis details the development and application of AFM based techniques for
probing nanomechanical properties, with the focus for much of the work being the
combination of AFM with ultrasound. As shown, the AFM can probe materials in
many ways and although most of the existing literature on AFM probes low frequency
interactions between tip and surface, advances in hardware and understanding mean
that in the future higher frequency, in particular ultrasonic, interactions will surely
become more important. To conclude, this chapter summarises the conclusions of
the work presented here and outlines interesting potential future work.
6.1 Mechanical Properties of Suspended Films
In chapter 3 the mechanical properties of 2D materials were investigated through
indentation measurements. These were used to measure the elastic moduli and
breaking strengths of CVD grown graphene and graphene derived materials. First,
CVD grown graphene was tested and it was found that it had properties in line with
those previously reported for pristine graphene (e.g. from exfoliation of graphite).
The CVD grown graphene was also heated, a common step in the transfer procedure
of CVD grown graphene to remove polymer residue from the sample, and this was
found to cause a significant drop in the stiffness. This drop is similar to that seen
in previous research on CVD grown graphene, implying that the relatively poor
mechanical properties found in that research were a result of the transfer process
and not the growth method.
The CVD grown graphene was also functionalised by exposure to atomic
oxygen in UHV. This was found to significantly reduce both the stiffness and break-
ing strength, with longer exposures (and thus higher functionalisation) resulting in
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greater reductions. After a certain duration (here 4 minutes, though this is vari-
able with functionalisation method) the properties appeared to stop changing and
were in line with the properties of graphene oxide (GO) sheets (produced directly
using the Hummers’ method) measured in the same way, suggesting that there is
a limit to the effect of functionalisation on mechanical properties. TEM, Raman,
and XPS measurements were also acquired, showing that the changes in mechanical
properties correlated to the formation of extended topological defects. The sizes
of the holes created at the breaking point were estimated by analysis of the force
curves recorded at the breaking point, finding that higher functionalisation resulted
in smaller holes. This supports the theory that the breaking is limited by the defects.
Furthermore, similar results reported in the literature for a reduction in mechanical
properties from defects created through plasma exposure suggests that the reduction
is a generic feature of these topological defects.
The results were acquired through the creation of an automated technique
that enabled the measurement of many holes on a grid without need for user in-
teraction, thus enabling the collection of large datasets and statistically significant
results. This method therefore provides a way to test many different samples easily,
which may help in the development of materials with tunable properties, including
uses such as composites. With regards to the work here on functionalised graphene,
GO that has been reduced towards graphene would be interesting to investigate to
see whether the mechanical properties of graphene could be recovered or if the con-
tinued presence of the topological defects would maintain the reduced mechanical
properties of GO. Some early testing was done on this, suggesting that the reduc-
tion did not improve the mechanical properties, though problems encountered in
achieving monolayer coverage of GO on the grids used made these results unreliable,
though further experimentation could improve this. Some recent work [359] has also
suggested that very low defect counts in graphene can increase the stiffness, which
warrants further investigation using different defect creation techniques. There are a
wide variety of other 2D materials that could also be investigated using this method,
such as other functionalised forms of graphene, hexagonal boron nitride, and many
others.
One area of interest with suspended graphene is its potential as a resonator
for use in nanoelectromechanical systems (NEMS), for applications such as highly
sensitive mass and temperature detection [360, 361]. The oscillatory behaviour de-
pends on the mechanical properties of the graphene, as has been measured here, but
it is useful to directly measure the resonance behaviour (particularly the frequency
and Q factor). Such measurements have been done using laser interferometry [362],
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including spatial mapping of the resonance modes [363]. However, laser interferome-
ters have a limited spatial resolution compared to the scale of a typical nanoresonator
(∼1 𝜇m across), hence an AFM might be able to provide higher resolution measure-
ments. This may be possible through the use of an electrostatic force microscopy
(EFM) like technique, in which the tip is scanned at a set height over the sample
(known from a previous scan of the sample) while oscillating at resonance. Any long
range forces from the sample will cause a shift of the cantilever’s resonance frequency,
which can be tracked with a phase locked loop. By applying a potential difference
between the tip and the sample a capacitive force is set up. The measured frequency
shift is then proportional to the force gradient [43], which will vary based on the
separation and thus oscillations of the resonator. Typical resonator frequencies are
much higher than cantilever resonant frequencies, so the change in force gradient
will be an average over a membrane oscillation and, as the force gradient is not
proportional to distance, this will be different for different amplitude oscillations. A
possible limitation is that the presence of the tip may affect the oscillation of the
membrane due to the reciprocal force, and the tip has a much higher mass than the
membrane, though the resonance shift technique is very sensitive and thus this force
can be minimised.
6.2 Ultrasonic Force Mircoscopy
In chapter 4 the ultrasonic force microscopy (UFM) technique, in which the sample is
oscillated at high frequencies to image contrast in the surface’s mechanical properties,
was investigated. First the parameters of UFM operation were tested. The ultrasonic
driving frequency was shown to be a very important consideration — here there
was a transitional region from frequencies for normal AFM operation up to the
UFM regime that extended in frequency to about 25 times the cantilever’s free
air resonance frequency. The ultrasonic signal is also amplitude modulated at a
frequency below the cantilever resonance and it was found that variations on this
modulation frequency had little effect on the response signal, provided that it was
above the filtering frequency for topographical feedback. A simulation of UFM
response was also created and compared to experimental results for varying drive
amplitude and load force. It was found that the simulation qualitatively predicted
the behaviour, though some features seen in the experimental results at extreme
loads were not seen in the simulation.
The simulation results highlighted one of the areas in which UFM is weak
— the difficulty in quantitative analysis of common physical parameters, such as
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the Young’s modulus. This is partially due to the complicated dependence of the
response on many factors as well as the sample properties, such as tip radius and
drive amplitude, though even with these being presumed constant throughout the
experiment the simulation results did not fully align with experimental results. Fur-
ther investigation into the behaviour of the UFM system is necessary to fully model
the response and thus give reliable quantitative results. An alternative approach to
quantification is the use of calibration samples, using results from regions of known
mechanical properties to calibrate the expected response amplitudes. This would
still not be ideal, however, as the secondary factors (such as adhesion) could easily
change between calibration sample and measured sample. Also, if the calibration
sample was separate to the experimental sample (i.e. there were no calibration re-
gions on the experimental sample) then the drive amplitude would also have to be
calibrated between the two samples (e.g. using an interferometer), as the ultrasonic
coupling between the transducer and samples could vary.
The behaviour of UFM when investigating samples with Young’s moduli sim-
ilar to the tip was also tested using a gold on silicon sample. It was found that sam-
ples with similar or greater Young’s moduli than the tip result in reduced contrast
due to the deformation contribution from the tip being significant. This could even
cause contrast inversion (where a harder region appears softer according to the UFM
image) due to contributions from secondary factors (such as adhesion). Further test-
ing with a much harder tip (coated in diamond-like carbon rather than bare silicon
nitride) showed a significant improvement in contrast.
UFM is unusual among mechanical measurement techniques in AFM as it
only operates half of the time, with the other half of the time being regular contact
mode AFM, with both halves occurring at every pixel of the scan. This was used to
implement other contact mode techniques (here conductive AFM and friction force
microscopy) simultaneously with UFM. This makes UFM unique in its capability
for single pass multifunctional imaging of samples, including a mechanical property
channel. UFM also displays a superlubricity phenomenon, in which no long term
lateral forces are applied to the sample, enabling the imaging of delicate samples.
In combination with the “half and half” functionality this means that contact mode
techniques can be applied to samples that are typically damaged by regular contact
mode scanning, as was done here with conductive imaging of a carbon nanotube
network [364].
The “half and half” operation of the UFM mode could be used to study a
variety of samples with correlated multifunctional properties. For example, graphene
and nanotube fillers are being used to modify the properties of composites, includ-
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ing mechanical properties and thermal and electrical conductivity. Simultaneous
measurement of these properties on the nanoscale will aid understanding and de-
velopment of these materials. In other materials, changes in functional properties
can be related to changes in mechanical properties. For example in phase change
materials functional property changes are caused by modifications to the structure.
The capability to scan delicate samples expands the range of materials that can be
investigated, such as soft polymer samples which are difficult to scan in contact mode
though often have useful electrical properties. Some difficulties may be encountered
in scanning polymers with UFM, however, as their low elastic moduli will mean that
the cantilever response could be reduced and may not be high enough to enter UFM
operation, thus not benefiting from the superlubricity effect.
6.3 Ultrasonic Non Destructive Testing in an AFM
Finally, in chapter 5, the use of AFM as a detector for ultrasonic non-destructive
testing (NDT) was demonstrated. This was achieved by a series of measurements of
electromagnetic acoustic transducer (EMAT) generated Lamb waves in an aluminium
plate, demonstrating that the measured signals using an AFM were the same as
expected from the known dispersion curves for Lamb waves. These results were
also compared to results from piezoelectric transducer and interferometer detection,
finding that the AFM produced results similar to these common techniques but
with a higher spatial resolution. A slot was laser machined into the aluminium
and changes in response around this were measured, finding the expected loss in
amplitude beyond the slot and near-field enhancement effects before the slot, further
confirming that the AFM is a suitable detector in ultrasonic NDT experiments.
The limitations and benefits of AFM detection were also discussed. It was
found that the AFM had a comparable sensitivity to other techniques, though the
bandwidth was limited to frequencies below about 300 kHz. Frequency bandwidth
could potentially be improved by design of a system purpose built for high frequency
detection, particularly through use of a faster photodiode and higher frequency can-
tilevers. The spatial resolution of the AFM is significantly better than other tech-
niques, capable of measurements across nanometres, comparing favourably to the
micrometres possible when using interferometers and millimetres with piezoelectric
transducers and EMATs. The frequency limitations do pose some issues for the spa-
tial resolution, however, as features significantly smaller than the wavelength may
have weak interactions with the ultrasonic wave and features with separations sig-
nificantly shorter than the wavelength may be difficult to resolve. These problems
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are diminished in the near-field of the features, where the immediate effects (such as
enhancement and reduced transmission) can be seen, and improvement to frequency
bandwidth would also help significantly here.
It was also demonstrated that the lateral deflection channel could be used
to detect one component of the surface’s in-plane motion, by detecting changes in
the signal as the angle between the cantilever and sample was changed. This could
be done simultaneously with the out-of-plane detection using the normal deflection
channel, while both signals are independent. Such simultaneous and independent
measurements are significantly more difficult to do using the conventional techniques,
presenting a significant advantage to AFM detection. Such capabilities would be
particularly useful for interpreting the mode content of the signals, as different modes
have different distributions between the motions, allowing for further understanding
of the origin of the seen signals and thus interpretation of their causes.
Further work in this area would be focussed on moving past the limitations
imposed by the commercial AFM system used for the experiments here. One such
limitation is the sample size — samples tested must be smaller than the sample
stage (here the limit was mainly a maximum dimension of 8 cm due to the AFM
head’s “legs”) and have surface feature heights smaller than the Z range of the AFM
(here 40 𝜇m). Testing area was also limited by the sample stage, with even the “long
range” modifications limited to a 5 mm square on the equipment used here. The
solution to this would be to build a custom detector system that worked similarly to
an AFM — a cantilever with a laser reflection four quadrant photodiode detection
system, plus a fine Z approach piezoelectric actuator. This could then be mounted
in place of a conventional detector on a 3-axis stepper motor stage, allowing for
long distance motion in 3D and the scanning of large arbitrarily shaped samples.
The main advantage to this approach is the simultaneous in-plane and out-of-plane
detection, and significantly improved spatial resolution over EMATs and piezoelectric
transducers (though the precision of the stepper motors means interferometers with
a small spot size would likely have a similar spatial resolution).
Further use of commercial systems could also be a possibility, with the higher
bandwidth of newer generation AFMs having significant benefit. Here the focus
would be on microscopic detection, where the limitations of the sample stage would
not be a factor. The main barrier to this would be the localised generation of ultra-
sonic waves necessary for ultrasonic NDT as EMATs and piezoelectric transducers
can be bulky and hard to mount effectively on small samples. The solution would
be to use laser generation, for which most of the equipment can be separate from
the sample, requiring only a light path to use. Some concerns about the effect of the
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high powered generation laser on the AFM would have to be considered, such as the
possibility that the scattered reflections may saturate the photodiode. This set up
would be ideal for looking at microcracking on small samples and would primarily
benefit from the high spatial resolution and detection sensitivity the AFM offers.
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