In this paper we investigate quasi-maximum likelihood (QML) estimation for the parameters of a cointegrated solution of a continuous-time linear state space model observed at discrete time points. The class of cointegrated solutions of continuous-time linear state space models is equivalent to the class of cointegrated continuous-time ARMA (MCARMA) processes. The model is not in innovation form. Therefore we have to construct some pseudo-innovations to be able to define a QML-function. We divide the parameter vector appropriate in long-run and short-run parameters using a representation for cointegrated solutions of continuous-time linear state space models as a sum of a Lévy process plus a stationary solution of a linear state space model. Then we establish the consistency of our estimator in three steps. First, we show the consistency for the QML estimator of the long-run parameters. In the next step, we calculate its consistency rate. Finally, we use these results to prove the consistency for the QML estimator of the short-run parameters. After all we derive the limiting distributions of the estimators. The long-run parameters are asymptotically mixed normally distributed whereas the short-run parameters are asymptotically normally distributed.
Introduction
This paper deals with the statistical inference of cointegrated solutions of continuous-time linear state space models. The source of randomness in our model is a Lévy process, i.e. an R m -valued stochastic process L = (L(t)) t≥0 with L(0) = 0 m P-a.s., stationary and independent increments and càdlàg sample paths. A typical example of a Lévy process is a Brownian motion. More details on Lévy processes can be found, e.g., in the monograph of Sato [31] . For A ∈ M N,N (R), B ∈ M N,m (R) and C ∈ M d,N (R) an R d -valued continuous-time linear state space model (A, B,C, L) is defined by the state and observation equation dX (t) = AX (t)dt + BdL(t) Y (t) = CX (t) for t ≥ 0.
(1.1)
The state vector process X = (X (t)) t≥0 is an R N -valued process and the output process Y = (Y (t)) t≥0 is R d -valued. The topic of this paper are cointegrated solutions Y of linear state space models. Cointegrated means that Y is non stationary but has stationary increments and there exist linear combinations of Y which are stationary. The cointegration space is the space spanned by all vectors β so that β T Y is stationary. Since the driving noise in this model is a Lévy process we allow flexible marginals, in particular, they can be Gaussian if we use a Brownian motion as Lévy process. The class of cointegrated solutions of linear state space models is huge; they are equal to the class of cointegrated multivariate continuous-time ARMA (MCARMA) processes (see Fasen and Scholz [13] ). As the name suggests, MCARMA processes are the continuous-time versions of the popular and well-established ARMA processes in discrete-time. Continuous-time models provide the basis for option pricing, asset allocation and term structure theory. The underlying observations of asset prices, exchange rates, and interest rates are often irregularly spaced, in particular, in the context of high frequently data. Consequently, one often works with continuous-time models which infer the implied dynamics and properties of the estimated model at different frequencies from the one used in the estimation. There is not much known about the statistical inference of cointegrated solutions of continuoustime state space and MCARMA models, respectively which allow a moving average part respectively, go away from the Gaussian assumption. Most attention is paid to cointegrated Gaussian MCAR(p) processes, in particular Gaussian MCAR(1) processes which are multivariate Ornstein-Uhlenbeck processes. An algorithms to estimate the structural parameters in a cointegrated Gaussian MCAR(p) model by maximum-likelihood started already by Harvey and Stock [15, 16] , and were further explored in the well-known paper of Bergstrom [4] without analyzing the properties of the estimators. Frequency domain estimators for a cointegrated Gaussian MCAR(p) model are presented in Chambers and McCrorie [9] . Besides, statistical inference and identification of ergodic continuously observed Gaussian MCAR(1) processes are considered in Kessler and Rahbek [20] and observations at discrete time points in Kessler and Rahbek [21] . Stockmarr and Jacobsen [36] do analogous things by observing the process on a discrete time-grid, which is getting finer and finer. There are only few papers investigating non-Gaussian cointegrated MCARMA processes. For example, Fasen [10] treats a multiple regression model in continuous-time where the stationary part is a multivariate OrnsteinUhlenbeck process and the process is observed on an equidistant time-grid. The model in Fasen [11] is similarly, however there the stationary part is an MCARMA process and the process is observed on a high-frequency time grid.
Sampling Y with distant h > 0 results in Y (h) = (Y (kh)) k∈N , a cointegrated solution of a state-space model in discrete time. QML estimation for cointegrated solutions of state space models in discrete time were investigated in Aoki [1] and in the unpublished work of Bauer and Wagner [2] . However, our discrete-time state space model has a different representation and does not fit into their framework since our noise is only going into the state equation whereas in [1, 2] it is going into both the state and the observation equation. On this way their model is already in innovation form making calculations easier. However, their model excludes not only our model but also aggregated linear processes.
Although linear state-space models sampled equidistantly belong to the class of ARMA processes problems arise by identifying the ARMA parameters. Unfortunately there do not exist explicit representations for the ARMA parameters; even stationary solutions of state space models have semiexplicit ARMA representations (see Schlemm and Stelzer [33, Theorem 4.2] ). Moreover, in this representation the innovations are only uncorrelated and not iid. However, most of the well-known results for cointegrated ARMA models assume an iid noise elsewise even a Gaussian white noise, see e.g., the monographs of Johansen [18] , Lütkepohl [23] and Reinsel [27] . Hence, it is at the state of the art more or less impossible to use the ARMA structure of Y (h) for estimation of identifiable model parameters. Therefore we need a different attempt which incorporates as well the identifiability of the model parameters; our ansatz is QML estimation.
Without any transformation of the state space model given in (1.1) we do not see directly if there exists a cointegrated solution not to mention the cointegration space. In the case of a minimal statespace model the eigenvalues of A determine if there exists a stationary or a cointegrated solution. If A has eigenvalue 0 and it has the same geometric and algebraic multiplicity, and all other eigenvalues have negative real parts then there exists a cointegrated solution Y . It is well-known in econometrics that in a cointegrated model the asymptotic behavior of the QML estimator for the long-run parameters and the QML estimator for the short-run parameters differ. Therefore we need a representation for a cointegrated solution of a linear state space model where we can see clearly the cointegration space to get a separation in long-run and short-run parameters. If there exists a cointegrated solution of a continuous-time linear state space model then due to Fasen and Scholz [13, Theorem 3.2] it has the form [13] and lay the groundwork for the present paper.
The aim of this paper is to investigate QML estimators for C 1 , B 1 and the parameters of the stationary process Y st from the discrete-time observations Y (h), . . . ,Y (nh) for some fixed h > 0. The parameters of C 1 are the long-run parameters whereas the other parameters are the short-run parameters. Since our process Y (h) is not in innovation form we use the Kalman-filter to calculate the linear innovations and to construct an error correction form (see Fasen and Scholz [13, Proposition 5.4 and Theorem 5.7] ). However, the linear innovations and the error correction form are of infinite order in contrast to the usual finite order as, e.g., in [24, 28, 37] for VARMA models and in [1, 2] for discretetime state space models making calculations more involved. Infinite means that we use infinitely many past values. However, in practice we do not have infinitely many past values of Y (h) for our QML method so that we have to approximate the innovations without using the past values but as well not loosing much information. Not only from the practical point of view problems arise by the infinite order representation but also from the theoretical point of view since Y (t) is only defined for t ≥ 0 excluding the infinite past as well. Since Y (h) is non-stationary it is not obvious to define Y (−kh) for negative values. Therefore we have to develop a method to construct Y (−kh) for k ∈ N making it possible to interpret this infinite error correction form appropriate. Indeed the linear innovations are stationary but in general it is not possible to say anything about the mixing properties; for more details we refer to [33] in the case of stationary models. Hence, standard limit results for stationary mixing processes can not be applied.
The representation of the innovations motivates the definition of the pseudo-innovations and hence, the pseudo-Gaussian likelihood function. The term pseudo reflects in the first case that we do not use the real innovations and in the second case that we do not have a Gaussian model. This approach is standard for stationary models (cf. [34] ) but not so well investigated for non-stationary models. In our model the pseudo-innovations are non-stationary as well and hence, classical methods for QML estimation for stationary models do not work, e.g., the convergence of the quasi-maximum-likelihood function by a law of large numbers and an ergodic theorem, respectively. To avoid the problem of the non-stationarity in our model we use a stepwise approach to derive asymptotic results. In the first step, we prove the consistency of the long-run parameter estimator and in the second step its consistency rate; the long-run parameter estimator is super-consistent. In the third step we are able prove the consistency of the short-run parameter estimator. However, for the proof we have to divide the likelihood-function appropriate so that one part depends only on the short-run parameters and is based on stationary processes. This decomposition is not obvious and presumes as well a splitting of the pseudo-innovations in a non-stationary and a stationary part depending only on the short-run parameters. This concept of a stepwise proof goes back to Saikkonen [29, 30] for MLE in Gaussian cointegrated models. As in Saikkonen [29, 30] we require for the investigation of the asymptotic behavior of our estimators some kind of stochastic equicontinuity conditions. However, our conditions are somewhat different to [29, 30] fitting into the context of our model. The paper is structured on the following way. An introduction into QML estimation for cointegrated continuous-time linear state space models is given in Section 2. First, we state in Section 2.1 the assumptions on our parametric family of cointegrated output processes Y . Then we define the pseudo-innovations for the QML estimation by the Kalman filter in Section 2.2. Based on the pseudoinnovations we calculate the pseudo-Gaussian log-likelihood function in Section 2.3. In Section 2.4 we introduce some identifiability conditions to get a unique minimum of the likelihood function. The main results of this paper are given in Section 3 and Section 4. First, we show the consistency of the QML estimator in Section 3. Finally, we calculate the asymptotic distribution of the QML estimator in Section 4. The short-run QML estimator is asymptotically normally distributed and mimics the properties for QML estimators for stationary models whereas the long-run QML estimator is asymptotically mixed normally distributed with a convergence rate of n instead of √ n occurring in stationary models. We conclude the paper with some comments on the practical applicability of our estimator in Section 5. Eventually, in Appendix A we present some asymptotic results and stochastic equicontinuity conditions which we use throughout the paper. Because of their technicality and to keep the paper readable they are moved to the appendix.
Notation
We use as norms the Euclidean norm · in R d and the Frobenius norm · for matrices, which is submultiplicative. 0 d×s denotes the zero matrix in R d×s and I d is the identity matrix in R d×d . For a matrix A ∈ R d×d we denote by A T its transpose, tr(A) its trace, det(A) its determinant, rank A its rank, λ min (A) its smallest eigenvalue and σ min (A) its smallest singular value. If A is symmetric and positive semi-definite we write A 
The space of all m × ndimensional real-valued matrices is M m,n (R). For two matrices A ∈ R d×s and B ∈ R r×n , we denote by A ⊗ B the Kronecker product which is an element of R dr×sn and by vec(A) the operator which converts the matrix A into a column vector. We write ∂ i for the partial derivative operator with respect to the i th coordinate and ∂ i, j for the second partial derivative operator with respect to the i th and j th coordinate. Further, for a matrix function f (ϑ ) in M d,m (R) with ϑ ∈ R s the gradient with respect to the parameter vector ϑ is denoted by ∇ ϑ f (ϑ ) =
N 0 , are the covariance functions. Finally, we denote with w − − → weak convergence and with p − − → convergence in probability. In general C denotes a constant.
2
Step-wise quasi-maximum likelihood estimation
Parametric model
Let Θ ⊂ R s , s ∈ N, be a parameter space. We assume that we have a parametric family (Y ϑ ) ϑ ∈Θ of solutions of continuous-time cointegrated linear state space models of the form
where (Y st,ϑ (t)) t≥0 is a stationary solution of the state-space model
Only the covariance matrix Σ L ϑ of the Lévy process L ϑ is parameterized. The parameter vector of the underlying process Y is denoted by ϑ 0 , i.e.
where Y st is a stationary solution of the state space model (A 2 , B 2 ,C 2 , L). Throughout the paper we shortly write (A 2,ϑ , B 1,ϑ , B 2,ϑ ,C 1,ϑ ,C 2,ϑ , L ϑ ) for the cointegrated state space model with solution Y ϑ as defined in (2.1). To be more precise we have the following assumptions on our model. Assumption A. For any ϑ ∈ Θ the cointegrated state space model (A 2,ϑ , B 1,ϑ , B 2,ϑ ,C 1,ϑ ,C 2,ϑ , L ϑ ) satisfies the following conditions: (A1) The parameter space Θ is a compact subset of R s .
(A2) The true parameter vector ϑ 0 lies in the interior of the parameter space Θ.
(A3) The Lévy process L ϑ has mean zero and non-singular covariance matrix
(A4) The eigenvalues of A 2,ϑ have strictly negative real parts.
(A5) The triplet (A 2,ϑ , B 2,ϑ ,C 2,ϑ ) is minimal with McMillan degree N − c (see [14, Chapter 4.2] for the definition of McMillian degree).
(A6) The matrices B 1,ϑ and C 1,ϑ have full rank c.
(A7) The c-dimensional random vector Z does not depend on ϑ , E Z 2 < ∞ and Z is independent of L ϑ .
are three times continuously differentiable.
Remark 2.1.
(i) (A1) and (A2) are standard assumptions for QML estimation.
(ii) Assumption (A3)-(A4) are sufficient assumptions to guarantee that there exists a stationary solution Y st,ϑ of the state space model (2.2).
(iii) Due to assumption (A5) the state space representation of
is unique up to a change of basis.
(iv) We require that c respectively the cointegration rank r = d − c is known in advance to be able to estimate the model adequately. In reality, it is necessary to estimate first the cointegration rank r and obtain from this c = d − r.
(v) Using the notation in (A9) it is possible to show that Y ϑ is the solution of the state space model is not uniquely defined. However, we assume that we have an unique map ϑ 1 → C ⊥ 1,ϑ 1 which is as well three times differentiable.. Furthermore, we assume that the parameter space Θ is a product space of the form Θ = Θ 1 ×Θ 2 with Θ 1 ⊂ R s 1 and Θ 2 ⊂ R s 2 , and ϑ = (ϑ T 1 , ϑ T 2 ) T is a s-dimensional parameter vector where ϑ 1 ∈ Θ 1 and ϑ 2 ∈ Θ 2 . The idea is that ϑ 1 is the s 1 -dimensional vector of long-run parameters modelling the cointegration space and hence, responsible for the cointegration of Y ϑ whereas ϑ 2 is the s 2 -dimensional vector of short-run parameters which has no influence on the cointegration of the model. Since the matrix C 1,ϑ is responsible for the cointegration property (cf. [13, Theorem 3.2]) we parameterize C 1,ϑ with the sub-vector ϑ 1 and use for all the other matrices ϑ 2 . In summary we parameterize the matrices with the following sub-vectors (A 2,ϑ 2 ,
Linear and pseudo-innovations
In this section, we define the pseudo-innovations which are essential to define the QML function. Sampling at distance h > 0 maps the class of continuous-time state space models to discrete-time state space models. These class of state space models are not in innovation form and hence, we use a result from Fasen and Scholz [13] to calculate the linear innovations by the Kalman filter. The Kalman filter constructs the linear innovations as ε * ϑ (k) = Y ϑ (kh) − P k−1 Y ϑ (kk) where P k is the orthogonal projection onto span{Y ϑ (lh) : −∞ < l ≤ k}. Thus, ε * ϑ (k) is orthogonal to the Hilbert space generated by span{Y ϑ (lh), −∞ < l < k} where the closure is taken in the Hilbert space of square-integrable random variables with inner product (Z 1 , Z 2 ) → E(Z T 1 Z 2 ). In our setting the linear innovations are as follows.
ϑ be the unique solution of the discrete-time algebraic Riccati equation
where
and K
be the steady-state Kalman gain matrix. Then the linear in-
ϑ C T ϑ is the prediction covariance matrix of the Kalman filter.
More details on the well-definedness of this definition can be found in Fasen and Scholz [13] . In our case of a cointegrated process Y the process (X * ϑ (k)) k∈N is non-stationary in contrast to the stationary process (ε * ϑ (k)) k∈N . We obtain recursively
Since all eigenvalues of (e
ϑ z j for z ∈ C is well-defined and due to Fasen and Scholz [13, Lemma 5.6] has the representation as
This representation of L(z, ϑ ) helps us to choose the initial condition in the Kalman recursion appropriate so that the linear innovations are really stationary. Therefore, it is important to know that the stationary process Y st,ϑ can be de-
. As notation we use B for the backshift operator satisfying BY
ϑ (k − j). The matrix sequence (K j (ϑ )) j∈N is uniformly exponentially bounded, i.e. there exist positive constants c and
Proof. It remains to show that (K j (ϑ )) j∈N is uniformly exponentially bounded. The proof follows in the same line as Schlemm and Stelzer [34, Lemma 2.6] using that all eigenvalues of (e A ϑ h − K (h) ϑ C ϑ ) lie inside the unit circle (cf. Scholz [35, Lemma 4.6.7] ).
From this representation we see nicely that (ε * ϑ (k)) k∈N is indeed a stationary process. Defining Y (h) ϑ on the negative integers as
we use as initial condition in the Kalman recursion
ϑ and (V (h) ϑ ) −1 are Lipschitz continuous on Θ and three times partial differentiable. Thus, the pseudo innovations are three times differentiable and we receive an analog version of Lemma 2.3. Lemma 2.6. Let Assumption A hold and let u, v ∈ {1, . . . , s}. Then the following results hold.
(ii) The matrix sequence
Proof. The proof is analog to Schlemm and Stelzer [34, Lemma 2.11] and recall the representation given in Lemma 2.3 where (K j (ϑ )) j∈N is an uniformly exponentially bounded matrix sequence.
Finally, we end this subsection with some probabilistic properties of the pseudo-innovations. For reasons of brevity, we write
for the partial derivatives with respect to the i th -component of the long-run parameter vector ϑ 1 ∈ Θ 1 , i ∈ {1, . . . , s 1 }, and similarly ∂ st j := ∂ ∂ ϑ 2 j for the partial derivatives with respect to the j th -component of the short-run parameter vector ϑ 2 ∈ Θ 2 , j ∈ {1, . . . , s 2 }. Analogously we define ∂ 1 i, j and ∂ st i, j , respectively for the second partial derivatives.
Lemma 2.7. Let Assumption A hold and i, j ∈ {1, . . . ,
k∈N is a stationary and ergodic sequence.
and hence, k (ϑ 0 )) k∈N is ergodic with finite second moments. The same arguments lead to the ergodicity of (ε (h)
The finite fourth moment of (ε 
k (ϑ 0 ) are elements of the Hilbert space generated by {Y
is orthogonal to the Hilbert space generated by {Y (h) l , −∞ < l < k} so that the statements follow. (d) is a conclusion of the construction of the linear innovations by the Kalman filter.
Quasi-maximum likelihood estimation
We estimate the model parameters via an adapted quasi-maximum likelihood estimation method. Minus two over n times the logarithm of the pseudo-Gaussian likelihood function is given by
The pseudo-innovations ε
However, the infinite past is not known, we only have the finite observations Y
n . Therefore, we have to approximate the pseudo-innovations and the likelihood-function. For a starting value X (h) 1 (ϑ ), which is usually a deterministic constant, we define recursively the approximate pseudo-innovations as
and the approximate likelihood-function as
Then the QML estimator
is defined as the minimizer of the pseudo-Gaussian log-likelihood function L (h) n (ϑ ). The estimator ϑ n,1 estimates the long-run parameter ϑ 1 and the estimator ϑ n,2 estimates the short-run parameter ϑ 2 . However, for our asymptotic results it doesn't matter if we use L
n (ϑ ) as a conclusion of the next proposition.
Assumption B. For every u, v ∈ {1, . . . , s} we assume that
Proposition 2.8. Let Assumption A and B hold. Moreover, let γ < 1 and u, v ∈ {1, . . . , s}. Then
The proof of this proposition is similarly to the proof of [33, Lemma 2.7 and Lemma 2.15]. However, they are some essential differences since in their paper (Y (h)
k (ϑ )) k∈N are stationary sequences where in our setup they are non-stationary. Furthermore, we require different convergence rates. A detailed proof can be found in Appendix B.
We split now the pseudo-innovation sequence based on the decomposition ϑ = (ϑ T 1 , ϑ T 2 ) T so that one part is stationary and depends only ϑ 2 :
and ε
Due to similar calculations as in (2.3) we receive that the process
n,2 (ϑ 2 ) depends only on the short-run parameters whereas L (h) n,1 (ϑ ) depends on all parameters. Furthermore, we have the following relations:
This immediately implies L (h)
n,2 (ϑ 0 2 ). In the remaining of the paper we will see that the asymptotic properties of ϑ n,1 are determined by L (h) n,1 (ϑ ) whereas the asymptotic properties of ϑ n,2 are completely determined by L
is based only on stationary processes it is not surprising that ϑ n,2 exhibits the same asymptotic properties as QML estimators for stationary processes.
Identifiability
In order to properly estimate our model, we need a unique minimum of the likelihood function and therefore we need some identifiability criteria for the family of stochastic processes (Y ϑ , ϑ ∈ Θ). The first assumption guarantees the uniqueness of the long-run parameter ϑ 0 1 . Assumption C. There exist a constant c > 0 so that C ⊥T 1,ϑ 1
Remark 2.9.
(i) Without Assumption C we have only that C ⊥T
implies that the space spanned by C 1 and C 1,ϑ 1 are not the same.
(ii) Due to the Lipschitz-continuity of C ⊥T 1,ϑ 1 and 
The next assumption guarantees the uniqueness of the short-run parameter ϑ 0 2 . Assumption D. For any ϑ 0 2 = ϑ 2 ∈ Θ 2 there exists a z ∈ C such that either
has a unique global minimum at ϑ 0 2 .
Proof. The proof is analogous to the proof of Lemma 2.10 in Schlemm and Stelzer [34] .
Without the additional Assumption D we obtain only that L (h) 2 (ϑ 2 ) has a minimum in ϑ 0 2 but not the uniqueness.
Due to Fasen and Scholz [13, Theorem 3.1] a canonical form for cointegrated state space processes already exists and can be used to construct a model class satisfying Assumption C and Assumption D. Further details are presented in [12] .
Consistency of the QML estimator
In order to show the consistency of the QML estimator, we follow the ideas of Saikkonen [30] . Thus, we prove the consistency in three steps. In the first step, we prove the consistency of the long-run QML estimator ϑ n,1 and next we determine its consistency rate. Thirdly, we prove the consistency of the short-run QML estimator ϑ n,2 by making use of the consistency rate of the long-run QML estimator. Throughout the rest of this paper we assume that Assumption A -D always hold. Furthermore, we denote by
Consistency of the long-run QML estimator
To show the consistency for the long-run parameter it suffices to show the following theorem where B(ϑ 0 1 , δ ) := {ϑ 1 ∈ Θ 1 : ϑ 1 − ϑ 0 1 ≤ δ } denotes the closed ball with radius δ around ϑ 0 1 , and
Proof of Theorem 3.1
The following lemmata are important for the proof of the theorem.
, and U n and V n are defined as in Proposition A.3.
In the following we use Bernstein [5, (2.2.27 ) and Corollary 9.3.9] to get the upper bound
Similarly we find upper bounds for the other terms. Moreover, due to Lemma 2.5 (b)
ϑ and log detV ϑ are Lipschitz continuous by Lemma 2.5(a), we obtain
Moreover, Π(ϑ ) is Lipschitz continuous as well (see Lemma 2.5(a)) and the sequence of matrix functions (K j (ϑ )) j∈N and (∇ ϑ K j (ϑ )) j∈N are exponentially bounded (see Lemma 2.3 and Lemma 2.6). Due to (A.4) and ε
and due to (A.6) and ε
as well. Then (3.3)-(3.6) result in the upper bound |L 2 dr and the convergence holds in the space of continuous functions on Θ with the supremum norm.
Proof.
(a) is a consequence of Proposition A.1(a) and the continuous mapping theorem. Lemma 3.3 and Θ compact. Second, a conclusion of Proposition A.1(b) and the continuous mapping theorem is that
and the convergence holds in the space of continuous functions on Θ with the supremum norm due to the continuity of Π(ϑ ) and (V (h) ϑ ) −1 (cf. Lemma 2.5). In the first and in the last equality we used Bernstein [5, 2.2.27] which allows us to permutate matrices in the trace.
Proof of Theorem 3.1. On the one hand, due to Proposition 2.8 inf
On the other hand, due to Lemma 2.10 and Lemma 3.
Using (2.6) and the above results we receive
Hence, it suffices to show that for any c > 0
An application of Lemma 3.4(b) and the continuous mapping theorem yield 
Again an application of Bernstein [5, Corollary 9.6.7] and (3.9) yields
which finally gives with (3.8) that inf ϑ ∈B(ϑ 0
−→ ∞ and thus, (3.7) is proven.
Super-consistency of the long-run QML estimator
From the previous section we already know that the QML estimator ϑ n,1 for the long-run parameter is consistent. In the following we will calculate its consistency rate. For 0 ≤ γ < 1 define the set
and N n,γ (ϑ 0 1 , δ ) := Θ 1 \N n,γ (ϑ 0 1 , δ ) as its complement. Theorem 3.5. Let 0 ≤ γ < 1. For any δ > 0 we have
Proof of Theorem 3.5
The proof uses the next lemma.
Lemma 3.7. Let the notation of Lemma 3.3 hold. Then
Proof.
(a) Several applications of Bernstein [5, Corollary 9.6.7] give similarly as in (3.10)
An application of Assumption C (cf. Remark 2.9) yields (a).
(b) The submultiplicativity of the norm gives
In the last line we applied Bernstein [5, 2.2.27]. Due to
Finally, the Lipschitz continuity of Π(ϑ ) and hence of Π(ϑ )C 1 yield the statement.
Proof of Theorem 3.5. Due to Proposition 2.8 the lower bound
holds. We investigate now the second term. Note that L (h) n,2 (ϑ 2 ) depends only on the short-run parameter. Therefore, we take the infeasible estimator ϑ st n,2 :
n,2 (ϑ 2 ). For this reason, we can interpret this as a "classical" stationary estimation problem. Applying a Taylor-expansion of nL
for an appropriate intermediate value ϑ n,2 ∈ Θ 2 with ϑ n,2 −ϑ 0
n,2 (ϑ n,2 ) and √ n( ϑ st n,2 − ϑ 0 2 ) are asymptotically normally distributed (these are special and easier calculations as in Section 4.2) we can conclude n · L
Thus, if we can show that
then for any c > 0
Before we prove (3.12) we first note that due to Equation (3.7) we only have to consider the set
for n large enough instead of the whole set N n,γ (ϑ 0 1 , δ 1 ) in the infimum. Note that inf ϑ ∈Θ σ min ((V
Due to Proposition A.1(b) and Lemma 3.3 we receive
Consistency of the short-run QML estimator
Next, we consider the consistency of the short-run parameter estimator ϑ n,2 with the help of the order of consistency of the long-run parameter estimator ϑ n,1 which we determined in Corollary 3.6. We show a sufficient condition given by the next theorem. Therefore define for δ > 0 the set B(ϑ 0 2 , δ ) := {ϑ 2 ∈ Θ 2 : ϑ 2 − ϑ 0 2 ≤ δ } as closed ball with radius δ around ϑ 0 2 and B(ϑ 0 2 , δ ) := Θ 2 \B(ϑ 0 2 , δ ) as its complement.
Theorem 3.8. Then for any δ > 0 we have
Corollary 3.9. In particular, ϑ n,2 − ϑ 0 2 = o p (1).
Proof of Theorem 3.8
Again we prove some auxiliary results before we state the proof of the theorem.
Lemma 3.10. For 1 2 < γ < 1, δ 1 > 0 and ε > 0 we have
Proof. Due to Lemma 3.3 and Lemma 3.7 we have the upper bound
Then, using Lemma 2.5 results in
Since U n = O p (1) by Lemma 3.3 and tr 1
by Proposition A.1(b) and the continuous mapping theorem, the right hand side of (3.13) converges to 0 in probability if 1 2 < γ < 1. This proves the lemma.
Lemma 3.11. For any δ > 0 and ε > 0 we have
Proof. We have
On the one hand, the first two terms converge to zero in probability due to Lemma 3.4(a) and the continuous mapping theorem. On the other hand, inf
2 (ϑ 2 ) has a unique minimum in ϑ 0 2 by Lemma 2.10.
Proof of Theorem 3.8. Let us assume that 1 2 < γ < 1. Apparently, the parameter subspace Θ 1 is the union of Θ 1 = N n,γ (ϑ 0 1 , δ 1 ) ∪ N n,γ (ϑ 0 1 , δ 1 ) and thus, we have already shown Theorem 3.8 for the set N n,γ (ϑ 0
For any δ 1 > 0 we obtain by Proposition 2.8
Then a consequence of Lemma 3.10 and Lemma 3.11 is
which proves in combination with Theorem 3.5 the claim.
Asymptotic distributions of the QML estimator
The aim of this section is to derive the asymptotic distributions of the long-run parameter estimator ϑ n,1 and the short-run parameter estimator ϑ n,2 . These two estimators have a different asymptotic behavior and a different convergence rate. On the one hand, we prove the asymptotic normality of the short-run QML estimator and on the other hand, we show that the long-run QML estimator is asymptotically mixed normally distributed.
Asymptotic distribution of the long-run parameter estimator
We derive in this section the asymptotic distribution of the long-run QML estimator ϑ n,1 . From Corollary 3.6 we already know that ϑ n,1 − ϑ 0 1 = o p (n −γ ), for 0 ≤ γ < 1. Since the true parameter ϑ 0 = ((ϑ 0 1 ) T , (ϑ 0 2 ) T ) T is an element of the interior of the compact parameter space Θ = Θ 1 × Θ 2 due to Assumption A, the estimator ϑ n,1 is at some point also an element of the interior of Θ 1 with probability one. Because the parametrization is assumed to be threefold continuously differentiable, we can find the minimizing ϑ n = ( ϑ T n,1 , ϑ T n,2 ) T via the first order condition
We apply a Taylor-expansion of the score vector around the point (ϑ 0 1 , ϑ n,2 ) resulting in
n (ϑ n,1 , ϑ n,2 ) denotes the matrix whose i th row, i = 1, . . . , s 1 , is equal to the i th row of
n (ϑ n,1 , ϑ n,2 ) is non-singular we receive
Thus, we have to consider the asymptotic behavior of the score vector ∇ ϑ 1 L (h) n (ϑ ) and the Hes-
n (ϑ ), respectively.
Asymptotic behavior of the score vector
First, we show the convergence of the gradient with respect to the long-run parameter ϑ 1 . For this, we consider the partial derivatives with respect to the i th -component of the parameter vector ϑ , i = 1, . . . , s 1 , of the log-likelihood function. These partial derivatives are given due to the differentiation rules for matrix functions (see, e.g., Lütkepohl [23, Appendix A.13]) by
Proposition 4.1. The score vector with respect to the long-run parameters ϑ 1 satisfies
and (W # (r)) 0≤r≤1 = ((W 1 (r) T ,W 2 (r) T ) T ) 0≤r≤1 with the notation of Proposition A.1.
Proof. Equation (4.2) implies for i = 1, . . . , s 1 that
Note that the second term I n,2 converges due to the ergodicity of (ε (h) 
Hence, I n,1 + I n,2 a.s.
− − → 0. Thus, it only remains to show the convergence of the last term I n, 3 . We obtain with Proposition A.1(a,c) and the continuous mapping theorem 
Asymptotic behavior of the Hessian matrix
The second partial derivatives of the log-likelihood function L (h)
Since the Hessian matrix should be asymptotically positive definite we need an additional assumption.
The asymptotic distribution of the Hessian matrix is given in the next proposition.
Proposition 4.2. Let Assumption E additionally hold. Define the (s
is almost surely positive definite and
Proof. First, we prove the asymptotic behavior of the score vector and then, in the next step, that the limit is almost surely positive definite.
Step 1: The first term 1 n I n,1 in (4.4) converges to zero due to the additional normalizing rate of n −1 . Due to Proposition A.1 (a,c) we have for j = 2, . . . , 7 that I n, j = O p (1) (see exemplarily (4.3) for I n,5 ) and hence, 1 n ∑ 7 j=2 I n, j converges in probability to zero. To summarize
Due to Lemma 2.6 and Proposition A.1 (a,c) we receive
Then Proposition A.1(b) and the continuous mapping theorem result in
In particular, we have also the joint convergence of the partial derivatives.
Step 2: Note that we can take
, which is a P-a.s. positive definite c × c matrix. We apply the Cholesky decomposition M = M * M T * . By using properties of the vec operator and the Kronecker product (see [5, Chapter 7 .1]) we have
s. Now, if we consider the Hessian matrix Z 1 (ϑ 0 ), we have
C 1 is of full column rank and hence, the product has full rank s 1 . Therefore, we have the positive definiteness almost surely.
Asymptotic mixed normality of the long-run QML estimator
We are able now to show the weak convergence of the long-run QML estimator and thus, we have one main result. 
where J 1 (ϑ 0 ) is defined as in Proposition 4.1 and Z 1 (ϑ 0 ) as in Proposition 4.2, respectively.
Proof. From (4.1) we know that
In Proposition 4.1 we already derived the asymptotic behavior of the score vector ∇ ϑ 1 L (h) n (ϑ 0 1 , ϑ 0 2 ) and in Proposition 4.2 the asymptotic behavior of the Hessian matrix
However, for the proof of Theorem 4.3 we require now the asymptotic behavior of
n (ϑ n,1 , ϑ n,2 ). Therefore we use a kind of stochastic equicontinuity condition.
Lemma 4.4. For every ε > 0 and every η > 0, there exists an integer n(ε, η) and real numbers δ 1 , δ 2 > 0 such that for
(a) Note that on the one hand,
n,1,1 (ϑ 0 1 , ϑ 2 ) = 0 and on the other hand,
We can conclude with similar calculations as in Lemma 3.3 applying (A.4) and (A.6) that
Since U n = O p (1) due to Lemma 3.3 we obtain the statement.
Then the first term is bounded by (A.2) and the second term by (A.4) and (A.6), respectively. Hence,
Since U n = O p (1) due to Lemma 3.3 and 
n (ϑ n,1 , ϑ n,2 ) converges weakly to the random matrix Z 1 (ϑ 0 ). In particular, Proposition A.1 also guarantees the joint convergence of both terms. Finally, the almost sure positive definiteness of Z 1 (ϑ 0 ) allows us to take the inverse and reorder (4.1) so that
Asymptotic distribution of the short-run parameter estimator
Lastly, we derive the asymptotic normality of the short-run QML estimator ϑ n,2 which we prove by using a Taylor-expansion of the QML-function similarly as in Section 4.1. Before we start the proof we want to derive some mixing properties of the process (Y
k ) k∈Z because this will be used throughout this section. 
Proof. Due to Equation (2.2) the process Y (h) st has the state space representation
Masuda [26, Theorem 4.3] proved that (X (h)
st,k ) k∈N is β -mixing with an exponentially rate since
2 < ∞ in mind as well we can conclude on the same way as in [26, Theorem 4.3] that the Markov process
is β -mixing with mixing coefficients β ∆L (h) ,X (h) (m) ≤ Cρ m 1 for some 0 < ρ 1 < 1. Hence, it is as well α-mixing with mixing coefficient α ∆L (h) ,X (h) (m) ≤ β ∆L (h) ,X (h) (m) ≤ Cρ m 1 . Finally, it is obvious of the definition of α-mixing that
Asymptotic behavior of the score vector
First, we prove that the partial derivatives have finite variance. Lemma 4.6. For any ϑ 2 ∈ Θ 2 , n ∈ N, and i = 1, . . . , s 2 the random variable
Proof. We have due to Lemma 2.7 (b) and the Cauchy-Schwarz inequality
so that the statement follows with (4.2). Now we can prove the convergence of the covariance matrix of the score vector where we plug in the true parameter.
Lemma 4.7. We have for all ϑ 2 ∈ Θ 2 and ℓ
Proof. We can derive the result in a similar way as in Schlemm and Stelzer [34, Lemma 2.14]. Hence, we only sketch the proof to show the differences. A detailed proof can be found in Scholz [35, Section 5.9] . It is sufficient to show that for all ϑ 2 ∈ Θ 2 and all i, j = 1, . . . , s 2 the sequence
converges as n → ∞. By the representation of the partial derivatives in (4.2) and (2.3) the sequence
is stationary and the covariance in (4.8) depends only on the difference l = k 1 − k 2 . If we can show that
then the Dominated Convergence Theorem implies
Due to Lemma 4.5 and the uniformly exponentially bound of (K j (ϑ )) and (∂ st i K j (ϑ )) finding the dominant goes in the same vein as in the proof of [34, Lemma 2.14].
In the following we derive the convergence of the score vector with respect to the short-run parameters by a truncation argument. Proposition 4.8. For the gradient with respect to the short-run parameters the asymptotic behavior
holds, where I(ϑ 0 2 ) is the asymptotic covariance matrix given in (4.7).
Proof. First, we realize that representation (4.2) and Lemma 2.
and
We define Y m,k := (Y Therefore, we first prove that Cov Y
Note that the bilinearity property of the covariance operator implies
We obtain with the Cauchy-Schwarz inequality, the exponentially decreasing coefficients (K l (ϑ 0 )) l∈N and the finite 4th-moment of Y (h) st and ∆Y (h) due to Assumption A that for some 0 < ρ < 1,
Moreover, by the proof of Lemma 4.6 we have Var ∂ st j ℓ
1,2 (ϑ 0 ) 2 < ∞ as well. Thus, (4.12) converges uniformly in l at an exponential rate to zero as m → ∞ and
Then the same arguments as in [34, Lemma 2.16] guarantee that there exists a dominant (cf. Scholz [35, Section 5.9] ) so that dominated convergence results in (4.11) (cf. proof of Lemma 4.7).
Step 2: In this step, we show that
where U m,k and V m,k are defined in the same vein as Z m,k . Since both terms can be treated similarly we consider only the first one
With the same arguments as in [34, Lemma 2.16] we obtain independent of i and j the upper bound 
Step 3: With the multivariate Chebyshev inequality (cf. Schlemm [32, Lemma 3.19] ) and (4.15) from
Step 2 we obtain for every ε > 0 that
All in all, the results of Step 1 and Step 3 combined with Brockwell and Davis [8, Proposition 6.3.9] yield the asymptotic normality in Proposition 4.8.
Asymptotic behavior of the Hessian matrix
We require an additional assumption for the Hessian matrix with respect to the short-run parameters to be positive definite. Therefore, we need some notation. We write shortly
The function is similar to the function in Schlemm and Stelzer [34, Assumption C11] . However, we define F ϑ different since we do not have a moving average representation of Y (h) with respect to the innovations ε (h) . Hence, we have to adapt the criterion in [34] and define the function
Proposition 4.9. Let Assumption F additionally hold. Then
Moreover, the limiting matrix Z st (ϑ 0 ) is almost surely a non-singular deterministic matrix.
Proof. We proceed as in the proof of Proposition 4.2.
Step 1:
k (ϑ 0 )) k∈N is a stationary and ergodic sequence with finite absolute moment (see Lemma 2.7(a)) we obtain with Birkhoff's Ergodic Theorem
Combining this with Lemma 2.7 (c,d) results in
Step 2: Next we check that Z st (ϑ 0 ) is positive definite with probability one which we show by contradiction similarly to the corresponding proofs in Schlemm and Stelzer [34, Lemma 3.22] 
We can factorize Z st,2 (ϑ 0 ) in the following way
and thus, Z st,2 (ϑ 0 ) is obviously positive semi-definite. Similarly, Z st,1 (ϑ 0 ) is positive semi-definite. It remains to check that for any c ∈ R s 2 \ {0 s 2 } we have c T Z st,i (ϑ 0 )c > 0 for at least one i ∈ {1, 2}. We assume for the sake of contradiction that there exists a vector c ∈ R s 2 \{0 s 2 } such that
In order to be zero, each summand c T Z st,1 (ϑ 0 )c and c T Z st,2 (ϑ 0 )c must be zero, since Z st,1 (ϑ 0 ) as well as Z st,2 (ϑ 0 ) are positive semi-definite. But c T Z st,1 (ϑ 0 )c = 0 is only possible if
Rewriting this equation yields
Hence, for every row i = 1, . . . , d and c = (c 1 , . . . , c m ) T we obtain
which is equivalent to
. By the definition of the linear innovations this is only possible if
This is again equivalent to
Plugging this in (4.18) gives
Then we can show similarly
ϑ 0 )c = 0 d 2 and obtain recursively that
On the other hand, we obtain due c T Z st,2 (ϑ 0 )c = 0 under assumption (✸) that
The definition of ψ ϑ , j in (4.16), (4.19) and (4.20) imply that ∇ ϑ 2 ψ ϑ 0 , j c = 0 ( j+2)d 2 holds for all j ∈ N, which contradicts Assumption F. Hence, Z st (ϑ 0 ) is almost surely positive definite.
Asymptotic normality of the short-run QML estimator
We conclude this section with the last main result of this paper, namely the asymptotic distribution of the short-run QML estimator.
Theorem 4.10. Let Assumption F additionally hold. Furthermore, suppose
Again we need the following auxiliary result for the proof.
Lemma 4.11. For every ε > 0 and every η > 0, there exists an integer n(ε, η) and real numbers δ 1 , δ 2 > 0 such that for
(a) We use the upper bound sup
Since Π(ϑ 0 )C 1 = 0 d×c and ∇ ϑ 2 (Π(ϑ 0 )C 1 ) = 0 dcs 2 we can apply (A.3) and receive
where we used γ > 3/4 and tr
For the second term we get by (A.4) and (A.6), and similar calculations as in Lemma 3.3 that 
Conclusion
The main contribution of the present paper is the development of a QML estimation procedure for the parameters of cointegrated solutions of continuous-time linear state space models sampled equidistantly. To the best of our knowledge it is the first paper estimating the parameters of a cointegrated output Y of a linear state space and MCARMA model, respectively. We showed that the QML estimator for the long-run parameter is super-consistent and that of the short-run parameter is consistent. Moreover, the QML estimator for the long-run parameter converges with a n-rate to a mixed normal distribution whereas the short-run parameter converges with a √ n-rate to a normal distribution. In this paper we lay the mathematical basis for QML for cointegrated solutions of state-space models. In a separate paper [12] we present a canonical form for the state space model satisfying the assumptions of this paper, and apply the method to a simulation study. In this simulation study we see that the estimator works quite well in practice. We decided to split the paper because the introduction into a canonical form is quite lengthy and would blow up the present paper. Moreover, a drawback of our estimation procedure is that we assume that the cointegration rank is known in advance which is not the case in reality. First we have to estimate and test the cointegration rank. For this it is possible to incorporate some well-known results for estimating and testing the cointegration rank for cointegrated VARMA processes as, e.g., presented in [3, 24, 28, 37] . This will also be considered in [12] . Some parts of [12] can already be found in Scholz [35] .
and ψ is defined as in (3.2) .
Proof. We shortly sketch the proof. The sequence (ξ
with the iid sequence η 
A.2 Equicontinuity results
A kind of stochastic equicontinuity condition for the processes given in Proposition A.1 is presented next.
Proposition A.3. Let the assumption and notation of Proposition A.1 hold. Assume further that Π(ϑ ), Π(ϑ ) are Lipschitz-continuous and the sequence of matrix functions (∇ ϑ (L i (ϑ ))) i∈N 0 and (∇ ϑ (L i (ϑ ))) i∈N 0 are uniformly exponentially bounded. In particular, V n +W n = O p (1).
Proof.
(a) We have the upper bound
Since where vec(L * j (ϑ ( j))) denotes the matrix whose i th row is equal to the i th row of vec(L j (ϑ i ( j))) with ϑ i ( j) ∈ Θ such that ϑ i ( j) − ϑ 0 ≤ ϑ − ϑ 0 for i = 1, . . . , d(2d + m). Due to assumption, ∇ ϑ vec(L * j (ϑ ( j))) ≤ Cρ j for j ∈ N 0 and some 0 < ρ < 1 so that
Hence,
Then we apply a Beveridge-Nelson decomposition (see Saikkonen [29, (9) ]) to get
] as well. Finally, we receive (c) The proof is similarly to the proof of (b).
B Proof of Proposition 2.8
First, we present some auxiliary results for the proof of Proposition 2.8.
Lemma B.1. Let Assumption A and B hold. Define X (h)
Proof. We prove (a) exemplary for (b) and (c). First, remark that E Y (h) j
Since all eigenvalues of (e A ϑ h − K (h) ϑ C ϑ ) lie inside the unit circle (see Scholz [35, Lemma 4.6.7] ) and all matrix functions are continuous on the compact set Θ and, hence, bounded, we receive for some 0 < ρ < 1 that sup ϑ ∈Θ e A ϑ h − K Similarly,
Finally, due to Assumption B max
