Diversity techniques are commonly used to increase the robustness of communication systems and storage devices. For example, in the context of ATM networks, multipath connections are desirable because even if a r t intermediate switching node may get temporarily congested (resulting in a transient high rate of cell loses), it is less likely that such an event will occur on nodes along all paths simultaneously, and therefore some data is always delivered to the receiver. Another example is provided by Redudant Arrays of Inexpensive Disks (RAIDS), where MDs of imageie/video stored in each disk provide resilience against disk crashes, on top of their standard approach based on parity bits [16]. A third example is that of wireless systems, in which multipath and Doppler diversity is used to combat the fading effect [ll].
I N T R O D U C T I O N

Motivation
Diversity techniques are commonly used to increase the robustness of communication systems and storage devices. For example, in the context of ATM networks, multipath connections are desirable because even if a r t intermediate switching node may get temporarily congested (resulting in a transient high rate of cell loses), it is less likely that such an event will occur on nodes along all paths simultaneously, and therefore some data is always delivered to the receiver. Another example is provided by Redudant Arrays of Inexpensive Disks (RAIDS), where MDs of imageie/video stored in each disk provide resilience against disk crashes, on top of their standard approach based on parity bits [16] . A third example is that of wireless systems, in which multipath and Doppler diversity is used to combat the fading effect [ll] . In order to transmit images and video efficiently over such diversity-based systems, two basic problems need be addressed. One problem is that of finding optimal rates at which to inject bits into each channel. The other problem is that of finding a representation of image and video data that is in some sense "matched" to the channel. In [12], a solution to the first problem was presented: an optimization problem was formulated, whose solution yields optimal injection rates subject to constraints on the available communication resources; furthermore, an efficient algorithm was given to compute such optimal injection rates. In this paper we tackle the second problem: our goal is to construct an image coding algorithm capable of achieving high performance even in the presence of channel failures.
Wavelet Based I m a g e C o d i n g
Some of the most successful wavelet coders [a, 7, 8, 10, 13, 14, 15, 201 derive their high coding performance from their ability to identify sets of coefficients with different statistics within image subbands, and then coding each of these sets with respect to an appropriate statistical model. Since these sets typically are image dependent, this information is not known a priori, and therefore must be somehow conveyed to the decoder. This can be done either explicitly, [7, 10, 14, 15, 201 or implicitly [a, 8 , 131. In the explicit case, side bits describing these sets are included in the bitstream; these are bits that do not convey information about the value of subband coefficients, but instead configure the decoder appropriately to decode such values. In the implicit case, the information regarding sets of coefficients is deduced only from data always available at the decoder, so that no explicit side bits are required.
Basic Design Principles
Multiple-Description (MD) approaches [17] suggest themselves as a natural choice in the construction of image and video coders that can operate efficiently over diversitybased systems.
In the context of MD coding, it must be possible to decode each description independently of whether other descriptions are available at the decoder or not. As a result, if the coding technique employed makes use of explicit side information, enough side bits must be spent within each! description to ensure that each one of them can be decoded independently of the others. However, side information is inherently different from basic data in that, in general, it does not admit approximate representations. While it makes perfect sense to talk about the accuracy to which a given wavelet coefficient is described, what is meant by "an approximate representation of side informabion" that could be used to build multiple descriptions is, at least, both unclear and dependent on specific coding frameworks.
Based on these considerations, in this work we adopted a simple but effective two-step strategy for the design of a MD image coder: (a) first design a single description (SD) image coder that makes minimal use of explicit side information; and (b) extend this SD design to one supporting MDs, using MDSQs [17] . Very efficient image coding algorithms that make minimal use of explicit side information exist [a, 8, 131 . Therefore, we expect that a combination of efficient SD coding with a controlled way to introduce redundancy among descriptions will result in high coding performance under the MD constraints.
Related Work
The problem of Multiple Descriptions was first studied by El-Gama1 and Cover [4], in a purely information theoretic framework. The design of MD scalar quantizers has been pioneered by Vaishampayan [17, 181. An alternative framework for the generation of multiple descriptions was proposed by Wang et al. in [19] , consisting of introducing correlations between pairs of transform coefficients of an image, such that if one of the descriptions is lost, the other one can be statistically estimated using the introduced dependencies; they apply the proposed technique to the construction of an MD extension of a JPEG-type coder. Orchard et al. [9] discuss MD coding of two dimensional Gaussian vectors using transform techniques; Goyal and KovaEeviC [5] generalize this construction by dealing with arbitrary Ndimensional vectors, and by considering a larger class of transforms.
M a i n C o n t r i b u t i o n s a n d Paper Organization
The main contribut,ion of this work is the design and o p timization of a new wavelet based MD image coding algorithm, whose performance is within the range of that achieved by state-of-the-art coders for the noiseless channel, and significantly exceeding that of a recently developed MD coder [19] . To the best of our knowledge, pructicalMD coding results have been reported scantily in the literature, with the best known results being those of the optimized transforms used in a JPEG-type framework [19] . In our approach we use a standard, well understood decorrelating transform (a wavelet transform), whose usefulness for the SD image coding application has been well established; then, we optimize the parameters of the quantizers applied to the transform coefficients.
Signal processing techniques involving carefully designed transforms have been studied recently [5, 6, 9, 191 , as a means of constructing MDs of a source. These techniques are known to have bad asymptotic properties in the high bitrate regime (e.g., the side distortions do not go to zero), but at low rates they have been found to perform very well. On the other hand, design techniques for MDSQs are based on making certain high rate approximations, thus raising the issue of whether these quantizers can be used in practical, low rate scenarios. Further motivation for the use of MDSQs in the specific case of images is provided by the fact that, asymptotically at high rates, good transforms to use in a SD image coder are also good transforms to use in a MD image coder [l] . In this work we show, for the first time, very competitive coding performance for a real source in the low bitrate regime; we thus provide evidence of the usefulness of the MD quantizers even when the high rate assumptions made in their design are clearly violated.
The rest of this paper is organized as follows. In Section 2 , we present the design of the proposed MD image coding algorithm. Then, in Section 3, we formulate an optimization problem in which the best possible decoded image quality is sought, subject to application specific constraints (e.g., available bandwidth to transmit the descriptions, and minimum acceptable quality of the images reconstructed in the presence of channel errors). In Section 4, we present simulation results. And finally, in Section 5 , we present conclusions and discuss areas requiring further work. image, s c a l a r q u a t i z e r .
D E S I
G N OF A M U L T I P L E -D E S C R I P T I O N WAVELET BASED I M A G E CODER 2.1. Design of a Single Description Image C o d e r
Take a wavelet transform of t h e input image, and apply t h e input quantizer t o each
c o e f f i c i e n t .
For each quantized c o e f f i c i e n t EZ3 i n each subband, first i n i t i a l i z e two histograms h(O)
and h ( ' ) , and then:
(a) Compute a binary context word w t 3 : i f a l o c a l variance estimate (computed based on c a u s a l l y a v a i l a b l e E,, ' s ) exceeds a f i x e d threshold; 0 otherwise. an a r i t h m e t i c coder, t o entropy code Et,. Given this encoder description, the decoder is fairly straightforward (just do the obvious inversion at each step), and therefore, for the sake of brevity, is not included.
histogram, h(":J) [ E t 3 ] .
(b) Use h("'3) a s t h e p r o b a b i l i t y t a b l e i n (c) Update t h e corresponding value of t h e
Extension to S u p p o r t Two Balanced Descriptions
Similarly to the SD case, here the rate/distortion performance of the proposed MD coder is also determined entirely by the choice of quantizer used. However, to specify a MDSQ, it is necessary to specify not only the central quantizer, but also the index assignment used to map central bins to side bins. A discrete optimization problem addressing the issue of how to make optimal choices of these parameters is formulated and solved in Section 3.
The MD image encoder involves only trivial modifications to the SD encoder:
0 It produces two output bitstreams instead of just one. 0 For each coefficient, two bins are produced (instead of just one), corresponding to the output of the index assignment mapping of the central bin to which the coefficient was quantized.
0 Each of these two resulting sets of quantization bins are entropy encoded independently using the same method as in the SD case (arithmetic coding with context words computed from local variance estimates), thus producing the two output bitstreams.
Note also that the MD side decoders are identical to each other, and to the SD decoder. Hence, in Table 2 , we present pseudocode only for the central decoder.
I n p u t : Two compressed bitstreams. O u t p u t : A reconstructed image. Algorithm :
Entropy decode each description, t o obtain two quantized f i e l d s dl) and d2) of subband c o e f f i c i e n t s .
1.
2. Use t h e p a i r 2:;) and I?!;) t o recover t h e c e n t r a l b i n & , by inverting t h e index assignment.
3.
Dequantize t h i s f i e l d as i n t h e SD coder, and apply t h e inverse wavelet transform, t o produce t h e output reconstructed image. A very important feature of our proposed coder is that, since subbands are encoded independently of each other, independent descriptions can be given at the subband level, and not necessarily at the entire image level. This is a source of significant coding performance gains, as will be demonstrated later. The reason is that adaptation of the MD quantizers allows for components critical to achieve high image quality to be encoded using a large amount of excess rate (Le., using an index assignment with a small number of diagonals), while other less critical components can be encoded using a lower amount of excess rate.
O P T I M I Z A T I O N O F SYSTEM P A R A M E T E R S
Motivation
In the SD case, available communications resources typically place constraints on a single magnitude affecting the quality of the reconstructed images: the number of bits available to encode them. In the MD case such a constraint is also meaningful: it is the descriptions that actually get transmitted over a communications channel, and therefore the number of bits used to encode each description cannot exceed this available capacity. However, in the MD case, there is one extra independent variable that affects the quality of the reconstructed images: channel failures.
Consider a setup in which at least one of the two channels is very likely to fail; in that case the reconstructed image quality is, most of the time, that achievable using only side decoders. On the other hand, if channels fail rarely, then most of the time the reconstructed image quality is equal to that achievable using the central decoder, which in general is better than that achievable using side decoders only. As a result, both the capacity of each channel and the rate at which each of them fails affect image quality, and hence must be taken into account when choosing what parameters (i.e., what MD quantizer) to use for coding a particular image.
In our formulation, for a fixed number of bits for each description, we allow the user to specify a minimum quality for the images reconstructed using side decoders. If the error rate of the channel is high, the user should request high quality side reconstructions, at the expense of the quality achievable by the central reconstructions. We formalize these concepts next.
Formulation
We formulate now a discrete optimization problem, yielding optimal performance in the presence of application specified constraints.
An index assignment is a mapping
(n is the number of bins). As such, it can be visualized as a matrix of size nxn, in which only n locations are occupied. Clearly, there exist C ( n 2 , n ) = o(n2") distinct such mappings. Two example index assignments are shown in Fig. 1 , in matrix form. Let Ri (f, 6 , Is), R2(f, 6, I s ) denote the number of bits required to encode a description off using the given central quantizer and index assignments.
Then, our goal is to find a pair (6, Is) to solve:
min Do (f, 6, Is)
(1)
41.
subject to: ..:,..
Solution
Motivated by asymptotic properties of MDSQs at high rates, we develop next an efficient algorithm to compute an approximate solution of the problem defined by (1)-(3). We do not attempt to find the truly optimal solution because we conjecture our optimization problem, in its full generality, happens to be NP-complete. If this were true it would imply that, with high likelihood, the most efficient algorithm to solve our problem would not substantially better than just trying out every size M combination of each one of the U(razn) possible index assignments, a clearly intractable task.
Define the spread of an index assignment to be the number of diagonals occupied by the central bins in the matrix representation; for example, the spread of the assignments in Figs. l(a) and l(b) is 2 and 3, respectively. To derive an efficient algorithm, we restrict the class of index assignments we consider to be of the form shown in Fig. 1 , with any number of diagonals. We are motivated to consider this particular subset of the set of all possible index assigrments based on the fact that, at high rates, the performance of a MDSQ is entirely determined by the spread, as defined above [17] .
Restricted to this class of assignments, our search problem can be solved efficiently. Given the rate constraint 
EXPERIMENTAL RESULTS
In this section we present experimental results.
We report coding results on the standard 512x512 image Lena, using the 10-18 Daubechies wavelet. We choose the family of central quantizers to consist only of uniform scalar quantizers, basically due to two reasons: (a) in practical coding scenarios, very little is gained by using more complex quantizers, and (b) since these quantizers are parameterized by a single real number (i.e., the quantization stepsize), the rate equalization problem can be solved efficiently using standard numerical methods, e.g., bisection search.
As mentioned at the end of Section 2, significant gains are expected by means of adapting MD quantizers on a persubband basis. In a first experiment, we compare the MSE achievable using a fixed MD quantizer for the entire image, against that achievable by freely choosing a MD quantizer per subband; the results are shown in Fig. 2 . The dots marked d = 2,3,5,7 correspond to the central/side MSE tradeoff achieved by fixed, image-wide MD quantizers; all other dots correspond to the performance achieved by different combinations of index assignments, one per subband. In all cases, the central quantizer is adjusted so that the total rate would be 0.5bpp/description (total lbpp). Observe how the convex hull of the free choices lies strictly below that of the image-wide choices.
In the low excess-rate regime (high side distortion and low central distortion, the bottom part of this plot), an increase in PSNR of +3dB occurs when index assignments are freely chosen for each subband, instead of using only one for the entire image.
In a second experiment, we compare our performance against that of the MD image coder of Wang et al. [19] . In all cases, the central quantizer is adjusted so that the total rate turns out to be 0.5bpp/description (total lbpp).
A final remark. Image coders based on unifform quantizers typically perform inverse quantization by mapping bins to the midpoint of their cell. However, taking the same approach for inverting side quantizers leads to remarkably poor performance if the side cells are large (Le., in the low excess rate regime). To overcome this problem it is necessary to reconstruct not to the midpoints of side cells, but to their centroids instead. However, in order to compute centroids, we need a model for the distribution of coefficients within each subband. The statistical properties of subband data have been thoroughly studied before in the context of image coding [7, 8, 141 , and different models have been proposed. However, a feature common to all these models is that subbands can be assumed to be drawn from zero mean, unimodal, symmetric distributions. If we assume subband coefficients are samples of an unknown distribution within this class, the Maximum Likelihood estimate of a coefficient, given that it is known to be a point in a union of disjoint intervals (;.e., the side cell), corresponds to the midpoint of the most likely interval in that union, i.e., the interval closest to the origin. Using this rule for inverse quantization instead of the midpoint rule resulted in an increase of 6-7dB for the side reconstructions in the low excess rate regime.
Sample image reconstructions, as well as the data used to generate these plots can be downloaded from our website, at http://www.ifp.uiuc.edu/-servetto/research/.
. CONCLUSIONS
In this work we presented the design and implementation of a MD image coder. Unlike most of the recent developments in the field, our coder is based on using standard image transforms and MDSQs. We showed how very high coding performance is attainable within our framework in practical low-rate scenarios. Our coding results are among the very best in the literature.
Further work is required in a number of areas, among which the the most important ones are:
0 Optimization of the MDSQs on a per-coefficient basis, instead of on a per-subband basis (as done in this work), is likely to improve the performance of this coder significantly, in the sense of further pushing down the convex hull shown in Fig. 2 . However, significant complications arise due to the fact that descriptions are encoded independently, but when both arrive they must be combined at the decoder: if for a given coefficient the adaptation rule used by each description selects different index assignments, an incompatibility that has to be resolved somehow will arise at the central decoder.
e We are currently working on proving the conjectured intractability result mentioned in Section 3.2. This and an algorithm for generating index assignments based on a source description, capable of generalizing asymptotically optimal MDSQs [17, 181 (and hopefully improving upon their performance at low rates) are the current focus of our research efforts.
e This is a still image coder. We intend to extend this construction to coding video signals, and integrate it with our previously developed rate-control policies for the multipath channel [12].
