Introduction
A skillful forecast of the Indian summer monsoon rainfall (ISMR) is pivotal to the economy, agriculture and Abstract This paper analyzes the role of the Indian Ocean (IO) and the atmosphere biases in generating and sustaining large-scale precipitation biases over Central India (CI) during the Indian summer monsoon (ISM) in the climate forecast system version 2 (CFSv2) hindcasts that are produced by initializing the system each month from January 1982 to March 2011. The CFSv2 hindcasts are characterized by a systematic dry monsoon bias over CI that deteriorate with forecast leadtimes and coexist with a wet bias in the tropical IO suggesting a large-scale interplay between coupled ocean-atmosphere and land biases. The biases evolving from spring-initialized forecasts are analyzed in detail to understand the evolution of summer biases. The northward migration of the Inter Tropical Convergence Zone (ITCZ) that typically crosses the equator in the IO sector during April in nature is delayed in the hindcasts when the forecast system is initialized in early spring. Our analyses show that the delay in the ITCZ coexists with wind and SST biases and the associated processes project onto the seasonal evolution of the coupled ocean-atmosphere features. This delay in conjunction with the SST and the wind biases during late spring and early summer contributes to excessive precipitation over the ocean and leading to a deficit in rainfall over CI throughout the summer. Attribution of water-resources for more than a billion people. ISMR forecasts have been issued based on statistical modeling techniques for several decades with limited success (Rajeevan 2001; Gadgil et al. 2005 ) but dynamic forecasting efforts are now becoming routine Abhilash et al. 2014) . The seasonal evolution of monsoonal rainfall is sensitive to the coupled ocean-atmosphere processes in the Indian Ocean (IO), and the Arabian Sea (AS) among the others. SST variations in the IO and the AS could have a profound influence on atmospheric circulation that significantly affects the ISMR by limiting moisture availability or weakening the atmospheric circulation such as Findlater jet (Shukla 1975; Vecchi and Harrison 2004; ; Levine and Turner 2012; Sayantani et al. 2014) . The SSTs in the AS and IO are remotely affected by each other through atmospheric processes; for instance, the warmer SSTs in the Seychelles-Chagos thermocline ridge induce changes in the low-level atmospheric circulation that causes weaker upwelling in the AS and eventually leads to increased precipitation along the Western Ghats (Murtugudde et al. 1998; Izumo et al. 2008) .
The current advances in state-of-the-art dynamical modeling approaches blended with data assimilation techniques equip the coupled general circulation models (CGCMs) to skillfully forecast key global features such as El Niño-Southern Oscillation (ENSO) and thus provide a dynamical framework to forecast ISMR. However, the skillful ISMR forecasting is still a challenging task due to the fact that the prediction skill depends, among the other things, on the interactions among the ocean, atmosphere and land components of the CGCMs, which are not captured accurately by the models. On the positive side, current CGCM forecast systems show some prediction skill in reproducing the ISMR when they are initialized in late spring (DelSole and Shukla 2012) . The CGCM forecast systems are known to exhibit systematic biases in capturing the seasonal features of the global circulation and the process-based understanding of the evolution of biases involving interactions among the system components should lead to an improved understanding for their causes. examined the biases in a suite of coupled forecast systems and found that the seasonal prediction skill is positively correlated with the ability to reproduce the mean-state and the annual cycle. We extend this approach by focusing on the evolution of the biases leading up to the target of the analysis, i.e., the dry continental bias in the ISM in CFSv2 hindcasts.
A posteriori bias correction by subtracting the systematic biases, especially involving SSTs, is a common practice to correct the model drift in CGCM decadal forecasts and climate change projections (Corti et al. 2012; Goddard et al. 2013; Narapusetty et al. 2014) . The posterior bias correction is useful in the long-term predictions since the SST biases dominate, which contribute significantly to the model drift. However, the seasonal forecast systems' drift in producing a skillful ISMR depends not only on the ocean component but also on the atmosphere and land components. The process-based understanding of the sources of a CGCM's systematic biases is also highlighted by the necessity of targeting specific improvements in the forecast system for continued improvements in skillful forecasts.
In this study, we explore the role of ocean and atmosphere biases on precipitation biases over Central India (CI) during the boreal summer as forecasted by climate forecast system version 2 (CFSv2) at different lead months. Despite the systematic biases, the long-term simulations of CFS version 1 and the forecast system were shown to have a demonstrable prediction skill for ISMR (Achuthavarier and Krishnamurthy 2010; Chaudhari et al. 2012; Lee Drbohlav and Krishnamurthy 2010) . The newer version of the forecast system CFSv2 shows promising skill in reproducing SSTs in IO among other key variables , although CFSv2 forecasts are still shown to produce systematic dry biases over CI .
The goal of this study is to examine the biases in CFSv2 hindcasts and develop a process-level understanding of the interplay between ocean-atmosphere coupled biases and the dry-land bias over CI during the ISM. Throughout this paper, bias refers to the difference of CFSv2 hindcasts produced at different lead times with corresponding observations. The manuscript is organized as follows. The description of the CFSv2 hindcast system used in this study is described in Sect. 2, results are presented and discussed in Sect. 3 and the conclusions are summarized in Sect. 4.
Description of the forecast system and observational datasets
The monthly mean seasonal forecasts used in this study are from CFSv2 ). The system is initialized each month from January 1982 to March 2011 to produce 9 month-lead forecasts. This system produces 24 ensemble member forecasts in each initialized forecast month, except when initialized in the month of November, which generates 28 members. CFSv2 uses the atmospheric component as NCEP Global Forecast System (GFS) at 0.938° spatial resolution and the ocean component used is Geophysical Fluid Dynamics Laboratory (GFDL) Modular Ocean Model version 4 (MOM4) that has a spatial resolution in the zonal direction of 0.5° and in the meridional direction, 0.25° from 10°S to 10°N, progressively decreasing to 0.5° from 10° to 30°, and is fixed at 0.5° beyond 30° in both hemispheres. In the coupled framework of CFS, the atmosphere and the ocean components exchange freshwater, heat, and momentum fluxes every 30 min during the forecast cycles. This study uses various sources of observed 1 and reanalysis 2 products in analyzing the biases in CFSv2 hindcasts. Sea-surface temperatures from NOAA- OI-v2 (1982 OI-v2 ( -2011 Reynolds et al. 2002) , sub-surface temperatures from ECMWF reanalysis (1982 -2011 Balmaseda et al. 2012 ), 10-m surface winds from CCMP-v3.5 (July 1987 -December 2007 Atlas et al. 2011) , additional set of 10-m surface winds along with surface latent heat fluxes and surface to the top of the atmosphere winds and specific humidity from CFSR (1979 CFSR ( -2009 Saha et al. 2010) , precipitations over the ocean from CMAP (Xie and Arkin 1997) and GPCP (Huffman et al. 2001 (Huffman et al. ), and precipitation (1982 (Huffman et al. -2007 over land from APHRODITE (1982 APHRODITE ( -2007 Yatagai et al. 2012 ) serve as observations. Sub-surface temperatures from CFSR are also tested in addition to the ECMWF product and the conclusions derived in this study are not affected by the choice of the product.
1 NOAA-OI-v2: National Oceanic and Atmospheric AdministrationOptimally Interpolated-version 2 CCMP-v3.5: Cross-Calibrated Multi-Platform-version 3. 
Results and discussion

Systematic dry-land biases in CFSv2 JJA forecasts
The CFSv2 forecasts are characterized by a systematic dry precipitation bias over the CI (referred to as dry-land biases hereafter) for June, July and August target months for forecasts initialized individually from various previous months (Fig. 1) . The dry-land bias grows systematically in June, July and August forecasts when the system is initialized in earlier months and the bias saturates by the beginning of the spring season. For instance, the bias in the Juneforecasted precipitation rapidly grows when the system is progressively initialized in earlier months back to March. Concurrently, the precipitation bias in the eastern equatorial IO is systematically wetter in June to August forecasts as produced by initializing the system at earlier months (Fig. 2) . The co-occurrence of a systematic dry bias in the CI and a wet bias in the ocean suggests a large-scale interplay between coupled ocean-atmosphere and land biases.
The mass-flux stream function that accounts for the atmospheric circulation from the surface to top of the atmosphere shows a systematically weaker and diffuse ascending branch of Hadley cell with longer lead-time JJA forecasts (not shown). The progressive weakening of the ascending branch of Hadley circulation in the forecasts corroborates a systematic relationship between the dry-land bias and the concurrent ocean-atmosphere coupled biases. In all the panels, the red line denotes the observed precipitation. The X-axis shows the month before which the forecast was initialized. For example, in a, T5 on X-axis refers to June forecast when the model was initialized 5 months prior (counting includes the forecasted month, i.e., June), which is in February
The northward migration of ITCZ during the summer monsoon season that typically starts with an equatorial crossing in April is a key feature in nature and is crucial for the ISMR (Sikka and Gadgil 1980) . The precipitation averaged over 50°-70°E in the March-initialized CFS forecasts shows excessive precipitation south of 5°S during April and an excess of precipitation north of the equator in May (Fig. 3a) . CFSv2 initialized during the rest of spring and early summer months also forecast excess precipitation in the early lead forecasts within ~10° latitude around the equator ( Fig. 3 ; panels b-d). The same is also true if the averaging is performed over 70°-90°E. The wet biases in the Southern Hemisphere and to the north of the equator are reduced progressively from March to May initialized forecasts up to early summer, while the dry biases progressively increase (decrease) from July to September in the Northern (Southern) Hemisphere.
The scatter plot of the biases between the precipitation over CI and the Southern Hemisphere (15°S-5°S) suggests the co-occurrence of a majority of the CFSv2 ensemble members precipitating excessively in the Southern Hemisphere in April with a dry-land bias in JJA over CI (Fig. 4a) . Generally, a majority of the ensemble members that show excess precipitation in the Southern Hemisphere during the month of April tend to produce a wet bias over the tropical Indian Ocean (5°S-10°N) in the month of May and eventually produce a dry-land bias during summer over CI (Fig. 4b) . The chronology of April to May precipitation in the forecasts suggests that the northward migration of the ITCZ is not accurately reproduced by the CFSv2 system and is positively correlated with the dry-land bias in the summer.
Ocean and atmosphere coupled biases (a)
Spring season Spring-initialized forecasts develop a systematic pattern of biases throughout the spring season in the IO and the lower atmosphere (Fig. 5) . The precipitation biases are mainly confined to the south/southwest IO during early to mid-spring (Fig. 5a, b ) and spread to the North IO and the Bay of Bengal (BoB) in late spring (Fig. 5c ). During spring, the surface zonal winds (U10 m) exhibit a strong easterly bias over 5°S-10°N and progressively transition to a westerly bias to the south of ~5°S. The strength of the easterly bias grows from March to May to the north of equator in the IO and extends northward of 10°N resulting in a weaker Findlater jet, while the westerly bias diminishes progressively in the southern IO by the end of the spring season ( Fig. 5 ; panels a-c). The biases in March initialized MAM-averaged forecast show a growth in the systematic pattern wherein the easterly bias strengthens north of equator in the AS and BoB, and an opposite directional bias strengthens around the equator and the Southern Hemisphere (highlighted by solid arrows in Fig. 5d ). The March-initialized forecasts show the growth of warmer SSTs progressively from March to May (Fig. 5, panels e-g ). The March forecasts show a warm bias in SSTs (Fig. 5e ) primarily originating in three locations: (a) off the coast of Tanzania in the southwest IO (15°-8°S; 40°-50°E), (b) south of the Indian Peninsula and (c) East IO (10°S-Eq. 80°-100°E).
These warm SST biases spread through most part of the IO over 10°S-10°N, AS and BoB by May ( Fig. 5; panels f, g ).
The reversal of model forecasted winds in the Southern Hemisphere results in warmer SSTs through Ekman pumping acting on the thermocline ridge in this region (Murtugudde et al. 1998; Murtugudde and Busalacchi 1999; Izumo et al. 2008) . The Ekman pumping driven by the windstress curl arising from the wind bias in the SWIO induces warmer SSTs in the SWIO in early spring (Figs. 5 and 6). The interannual MAM seasonal-mean correlations between the U10 m averaged in the southwest equatorial IO (SWEIO: 3°S-Eq. 50°-70°E) with the gridded U10 m in the whole region show that the CFS forecasts reproduce Note that the long-term annual mean (March-November) is removed from each month the spring seasonal wind with a bias over several regions. In the observations, the seasonal mean U10 m in SWEIO is positively correlated in the IO, AS and BoB (Fig. 6a) , whereas the March-initialized spring forecasts show that the seasonal mean U10 m in SWEIO is anti-correlated with U10 m to the south of the equator, and in northern AS and BoB (Fig. 6b) , which explains the preferential drift of winds in spring.
The wind speed √ u 2 + v 2 biases at 10 m above the surface show that the wind speed is weaker for the March to April forecasts and stronger in May forecasts in the SWIO, AS and BoB ( Fig. 7; panels a, b) . The reduced (increased) latent heat fluxes in the spring season are coherent with the reduced (increased) wind speed biases (Fig. 7) and warmer (colder) SST biases (Fig. 5) . The weaker wind speed and reduced net latent heat flux during the early to mid-spring accelerates the SST warming in spring ( Fig. 5 ; panels e-h). The warm SST bias developed in the WEIO due to the wind biases grow systematically from April to May ( Fig. 5 ; panels f, g) leading to an excessive precipitation to the north of WEIO, which in turn has a positive feedback to the winds and thus exacerbates the easterly wind bias in that region.
The spring forecasted 20 °C isotherm (D20 hereafter) differs systematically from observations. The March-initialized March to November forecasts show that during the spring season, D20 deepens in the SWEIO compared to observations (Fig. 8) . The same is also true for April initialized forecasts. The systematic build-up of a mean thermocline bias, examined with the depth of the D20 in the SWIO, is a result of enhanced Ekman pumping and acts to sustain the warm SST bias.
(b)
Summer season The U10 m bias in the summer months is exactly opposite to the bias in spring.
In summer, the CFSv2 wind biases over the ocean are predominantly westerly with a weak but a systematic easterly bias pattern northward of ~10°N in the AS and off the west coast of India. The complete reversal of wind biases in summer redistributes the precipitation biases over the entire basin and has been affected by their mutual feedbacks. The June forecasts initialized in the months from March to June show higher than observed precipitation in the AS and off the west coast of India ( Fig. 9; panels a-d) . In general, the March-to-June-initialized model forecasts show that the CFSv2 produces excess precipitation in the SWEIO and the AS compared to observations. The strong westerly wind bias off the Somali coast in conjunction with the easterly bias in northern AS produces a large-scale cyclonic circulation that results in the high precipitation off the west coast of India in the June forecasts ( Fig. 9 ; panels a-d). Higher than observed precipitation during the early summer in the AS and off the coast of western India feeds back to the winds in the region during mid-to-late summer by producing anomalous winds that weaken the Findlater jet leading to an easterly bias over northern AS ( Fig. 9 ; panels e-h). The anomalous strengthening of easterly bias from mid to late summer in the northern AS dissipates the large-scale cyclonic system set-up during the early summer and terminates the wet bias over the AS ( Fig. 9 ; panels e-l).
Coherent with the westerly wind bias, the positive wind speed bias off the Somali coast induces enhanced latent heat losses from the ocean that increase the moisture availability to the large-scale cyclonic system in the AS and off the weste coast of India in the early summer forecasts ( Fig. 10; panels a-d) . In the mid-to-late summer, the positive wind speed and the latent heat flux biases systematically get stronger in the EEIO and BoB and contribute to the wet bias in those regions ( Fig. 10 ; panels e-l).
The delay in the equatorial crossing of the ITCZ in April and May forecasts (Figs. 3 and 4) , significantly impacts the ISMR. In the mid-to-late spring forecasts the wind bias in the Southern Hemisphere generates a stronger windstress curl, which in turn produces warmer SSTs in the SWIO through Ekman pumping (Fig. 5) . The warmer SSTs lead to anomalous precipitation and the position of the ITCZ is pushed southward compared to the observations in late spring. This particular feature of the delay in the equatorial crossing of the ITCZ is similar to the processes explained by Murtugudde et al. (1998) and Izumo et al. (2008) , except that the time required for the build-up of warmer SSTs in the SWIO and the AS is much shorter because, (1) the positive bias in the Ekman pumping is rapidly set-up by the surface wind bias during spring and (2) weaker surface wind-speed and latent heat flux biases exacerbate the warm SST bias. Briefly, the wind bias in the southwestern IO enhances the annual Rossby wave and surface warming which is associated with a weaker Findlater jet and a weaker Indian monsoon. But Murtugudde et al. (1998) and Izumo et al. (2008) did not focus on the consequences of the IO warming on local precipitation and the impacts on the cross-equatorial vertically integrated moisture transport (VIMT) and the potential land-ocean competition for rainfall.
The other common feature of the summer precipitation bias over the ocean is found in the central to eastern equatorial IO. This wet-bias is stronger in the central equatorial IO in the early summer and propagates to the east from June to August. In summer, the westerly wind bias strengthens the downwelling Kelvin wave and thereby the movement of precipitation bias from central to eastern equatorial IO (Figs. 9 and 11a) .
The amplitude of D20's quasi-annual harmonic averaged over 3°S-Eq in the March initialized March to November forecasts highlights the Kelvin wave propagation from SWEIO in late spring to EEIO in summer (Fig. 11a) . The quasi-annual harmonic is computed by continuously arranging each of the 1982-2011 March-initialized March to November forecasts (30 × 9 months) and regress the data onto a harmonic fixed at a period of 9 months (P = 1 in the Eq. (3) of Narapusetty et al. 2009 ). The sum of first four harmonics is exactly equivalent to the climatological average of forecasts separated by a fixed phase of 9 months (March-November forecasts) and the data associated with the first harmonic captures the March-to-November variability. A similar equatorial Kelvin wave propagation during spring-summer is missing in the observations; the quasiannual harmonic from the March to November pooled data from CFSR shows a much shallower thermocline (weaker D20) in SWEIO compared to CFSv2 forecasts and the communication is missing between SWEIO and EEIO due to the absence of the Kelvin wave propagation as seen in (Fig. 11b) . The quasi-annual propagation in CFSR is produced mainly through a westward moving Rossby wave in the south equatorial IO.
The westerly wind bias over the equatorial IO strengthens the downwelling Kelvin wave which continues as coastal Kelvin waves at the eastern boundary (Sumatra) and eventually the Kelvin wave energy is dispersed into Rossby waves and propagate westward on either side of the equator (Fig. 12) . The 3°-6°N averaged quasi-annual D20 harmonic reveals that in the CFSv2 forecasts, the dispersed Rossby wave propagation off the Sumatran coast is much stronger in summer compared to CFSR (compare Fig. 12  panels a, b) . In CFSR, the Rossby wave activity starts in the beginning of spring and peaks in mid-summer, whereas in the CFSv2 forecasts, much stronger Rossby wave activity is produced from the beginning of summer and extends beyond August due to the available energy from a stronger downwelling Kelvin wave.
Similar to the Northern Hemisphere, the presence of a stronger Rossby wave in CFSv2 starting from summer is attributed to the existence of Kelvin wave activity and the associated dispersed Rossby wave in the southern equatorial IO. On the other hand, the CFSR data is marked with Rossby wave propagation from mid-spring (Fig. 12) . In the Southern Hemisphere, Rossby wave activity is stronger in CFSR (Fig. 12d) due to the non-dispersive quasi-annual Rossby wave propagation as observed in nature from the southeastern corner of the southern tropical IO (Masumoto and Meyers 1998) ; on the other hand, this non-dispersive Rossby wave pattern is obstructed by the downwelling Kelvin wave in the CFSv2 forecasts due to the westerly wind bias in summer resulting in a weaker Rossby wave activity (Fig. 12c) .
The VIMT as estimated by 300hpa 1000hpa q v dp, where q is the specific humidity and v is magnitude of the wind vector calculated as √ u 2 + v 2 , shows that the bias in moisture transport systematically increases from June to August in the equatorial IO along the track of the downwelling Kelvin wave (Fig. 13) . The positive VIMT bias in the IO is coherent with the positive precipitation biases in the tropical IO and BoB (compare Figs. 9 and 13) . The colder SSTs due to the enhanced latent heat loss from late spring to summer over the AS lowers the moisture availability (Levine and Turner 2012; Levine et al. 2013; Sahana et al. 2015) . The resulting reduced VIMT in conjunction with weakened Findlater jet reduces the moisture supply in the monsoonal flow over CI. The analysis presented in this study indicates that the positive (negative) VIMT bias over EEIO (CI and AS) is mainly due to the local warmer (colder) SSTs, which are themselves a result of the large-scale SST bias coupled with the wind and precipitation biases and the associated feedbacks. However, the strength of the VIMT bias could partly be sensitive to the entrainment and detrainment rates of the convective parameterization (Bush et al. 2015) employed in the CFSv2. The sensitivity to convective parameterization, especially in terms of terrestrial and marine convection, is a natural extension of the present study but is beyond the scope of numerical experiments analyzed in this study.
To understand how the biases in the BoB are correlated with precipitation over India over the extended summer monsoon season (JJAS), four sub-domains (east, west, north and south) are chosen in the BoB and the mean JJAS precipitation in those sub-domains is correlated with the gridded precipitation over a larger region comprising of land (much of the sub-continent) and ocean (IO and BoB; Meehl et al. 2012) . The key goal of this correlation analysis is to provide insights into the extent to which the downwelling Kelvin wave bias originating in the equatorial IO can influence the SST in the BoB and thereby alter the precipitation over the entire region. This analysis also helps in understanding the preferred paths of monsoon propagation in CFSv2 forecasts from equatorial Indian Ocean/mouth of BoB to the Himalayan foothills.
In the observations, precipitation averaged over the eastern BoB is positively correlated over CI ( Fig. 14; panel c) . Precipitation over the northern box (panel a) is negatively correlated over most of India except for a weak positive correlation over the central part. The precipitation over the western (eastern BoB to the south India) and southern (near EEIO) BoB are negatively correlated with the precipitation over CI (panels b, d, respectively) . The preferred northwestern propagation of correlations highlights the intraseasonal component of the monsoonal flow, indicating that the cyclonic storms and depressions that form in the central east and west BoB are most likely to contribute to the active precipitation events over CI through northwestward propagation. The stronger seesaw structure of the correlations between the northern BoB extending to the northern India and southern BoB extending to the EEIO suggests an intensification of the local Hadley cell plays an important role (Slingo and Annamalai 2000) .
In contrast to the observations, the long-lead forecasts (for ex., the April-initialized JJAS forecasts), exhibit two distinctive correlation patterns: (1) precipitation in each of the north (Fig. 15a) , west ( Fig. 15b ) and east BoB (Fig. 15c) regions is predominantly anti-correlated with precipitation over the equatorial IO, consistent with the local Hadley circulation bias, and (2) precipitation over CI is strongly anti-correlated with precipitation over southern BoB (Fig. 15d) , highlighting the impact of the systematic thermocline bias induced by the Rossby wave mentioned above (Fig. 12a) . The stronger Rossby wave activity to the north of the equator in the CFSv2 forecasts increases heat content in the BoB during summer as discussed in Krishnan et al. (2006) . Also, the long-lead JJAS forecasts lack the northwestward tilt in the correlations that is commonly found in observations (compare panels a, b, d of Fig. 15 with respective panels in Fig. 14) .
These differences in the correlation patterns diminish with shorter lead-time JJAS forecasts; for instance, the correlation patterns in the June initialized JJAS forecasts are closer to observations (Fig. 16 ) albeit with the exception of northwestward tilt. The systematic westerly wind bias in the north equatorial IO/BoB during summer is the source of the Rossby wave strength and this strength is fueled by the westerly wind bias that increases with forecast lead-time. The resulting warmer SST bias systematically grows in the long-lead forecasts and exacerbates the dry-land bias by Fig. 11 Hovemuller diagram depicting the amplitude of D20's quasiannual harmonic averaged over Eq-3°S from March to November in a the March-initialized CFSv2 forecasts and b CFSR altering the local Hadley circulation. This is evident in the contrast of April-initialized JJAS forecasts with the Juneinitialized JJAS forecasts, with the latter showing weaker negative correlations between precipitations averaged in the southern sub-domain of the BoB and precipitation over CI (compare Fig. 16d with Fig. 15d ).
Conclusions
The main goal of this study is to examine the phenology of biases in CFSv2 hindcasts and acquire a process-level understanding of the interplay between coupled oceanatmosphere processes and the dry-land bias over Central India during the Indian summer monsoon. The spring-initialized CFSv2 forecasts are marked by systematic warm SST biases in the southwestern IO and the AS due to (1) Ekman pumping induced by wind biases and (2) weaker wind speed and latent heat flux biases at the surface.
The spatial pattern of seasonal-mean zonal wind hindcasts produced in the Southern Hemisphere is particularly interesting since the wind direction changes from predominantly easterly in the equator-5°S band to westerly in the 5°-15°S band on interannual timescales. This opposing wind structure is projected onto the mean wind bias, which in turn leads to enhanced Ekman pumping in the southwestern IO. A comprehensive understanding of the wind bias initiation requires further sensitivity experiments and will be reported elsewhere. But the process understanding of the evolution of wind bias growing into coupled oceanatmosphere processes that amplify the seasonal features highlighted in this study is important for designing those sensitivity experiments.
The buildup of warmer SSTs in association with a deeper thermocline in the southwest IO inhibits the northward propagation of ITCZ during April. Beyond this deficiency in the forecasts, two key ocean-atmosphere coupled mechanisms are identified; one in the AS and the other in the eastern equatorial IO that explain the systematic dry-land and wet-ocean biases occurring concurrently in the summer. The processes involved are as follows. A systematic positive curl in the low-level winds during the month of June over the AS in conjunction with the anomalous Ekman pumping (to the north of 5°N) produces excess precipitation over central AS and eventually leads to a depletion of moisture in the Findlater jet. In the equatorial IO, the shift of wind bias from easterly in spring to westerly in summer leads to a strengthened downwelling Kelvin wave that deepens the thermocline in the eastern IO. The deeper thermocline and warm SST biases induce a wet bias in the equatorial IO and a dry bias over CI and thus alter the local Hadley circulation. The Kelvin wave activity also produces reflected Rossby waves off the coast of Sumatra and induces positive SST and precipitation biases in the eastern and the southern BoB, which reinforce the changes in the local Hadley circulation.
It should be reemphasized that this is the first step in diagnosing the precipitation biases over the IO sector and should be considered with the caveat that attribution of cause and effect is always subject to the chicken and egg conundrum in a coupled system. The application of flux and SST bias-correction techniques during the forecast system integrations is shown to improve the extended range rain forecasts by Abhilash et al. (2013) and Borah et al. (2015) . However, such an analysis is beyond the scope of the current study since the main aim here is to highlight process biases producing a dry land bias at seasonal timescales. The role of external influences from the heat sources in the other tropical oceans and the role of the global processes such as the ITCZ which is a trans-tropical conveyor belt of subseasonal to interannual variability cannot easily be analyzed. Further analysis to explore such external influences is underway; e.g., in the context of studies that report a relation between the Atlantic equatorial warming and the monsoon depressions (Pottapinjara et al. 2014 ) and the influence of the Indonesian throughflow on the heat budget in the southwestern IO (Zhou et al. 2008a (Zhou et al. , b, 2010 . We should also note that the equatorial-crossing of the rainbands and the ISM are intrinsically intraseasonal processes and the relation between the eastward and northward propagating systems (Zhou and Murtugudde 2014) and their renditions in model forecasts are bound to play a critical role in the dry-land bias . The delay in the northward propagation of ITCZ is hypothesized as a competition between equatorial and continental convergence zones during summer monsoon (Gadgil and Sajani 1998) . The sensitivity of equatorial crossing to the convective parameterization scheme could also shed light on the strength and the extent of biases in low-level circulation and moisture availability over the equatorial convergence zone, north of WEIO and AS (Bush et al. 2015) . The prediction skill of ISMR, among the other factors, depends on model's ability to capture the contrasts in diurnal cycle of convection over the ocean and land (Yang and Slingo 2001) along with the ability to reproduce the organized convection over the Maritime continent (Neale and Slingo 2003) . Therefore examining the CFSv2 forecast system at sub-daily scales should provide further information on the role of physical parameterizations in developing systematic biases. These will also be explored further and the findings will be reported elsewhere.
