Abstract. An analog of the Whittaker-Shannon-Kotel nikov sampling theorem is derived for functions with values in a separable Hilbert space. The proof uses the concept of frames and frame operators in a Hilbert space. One of the consequences of this theorem is that it allows us to derive sampling theorems associated with boundary-value problems and some homogeneous integral equations, which in turn gives us a generalization of another sampling theorem by Kramer.
Introduction
Since its introduction in communication engineering by Shannon in 1948 [12] , the Whittaker-Shannon-Kotel nikov sampling theorem has played an important role in both mathematics and electrical engineering. Briefly, the theorem says that if a signal (function) of time, t, is limited in its bandwidth to W cycles per second, it is completely determined by its values at a series of discrete points spaced 1/2W seconds apart and can be recovered at any time t by using its values at that discrete set of points. Mathematically, this can be rephrased as follows: If f (t) is a function band-limited to [−2πW, 2πW ], i.e.,
for some F ∈ L 2 [−σ, σ], where σ = 2πw, then it can be reconstructed from its samples at the points t k = kπ/σ, k = 0, ±1, ±2, . . . , via the formula
where the series converges absolutely and uniformly on compact sets of the real line R.
This theorem has been generalized in many different ways. In one direction, the equally spaced points {t k } k∈Z (Z is the set of integers) are replaced by nonuniformly spaced points leading to the following generalization by Paley and Wiener [11, p. and let P (t) be the entire function defined by
Then for any f in the form (1.1), we have
with the series being absolutely and uniformly convergent on compact sets. If t k = kπ/σ, then P (t) reduces to sin(σt)/σ and (1.4) reduces to (1.2).
In another direction, the kernel function, e itω , in (1.1) is replaced by a more general kernel K(ω, t) leading to the following generalization by Kramer [8] : Let K(x, t) be a continuous function in t such that as a function of x, K(x, t) ∈ L 2 (I) for every real number t, where I = [a, b], −∞ < a < b < ∞. Assume that there exists a sequence of real numbers {t k } k∈Z such that {K(x, t k )} k∈Z is a complete orthogonal family of functions in L 2 (I). Then for any f of the form
where F ∈ L 2 (I), we have
ixt , it is easy to see that
and hence (1.6) reduces to (1.2). One way to generate the kernel K(x, t) and the sampling points {t k } k∈Z is to consider the regular Sturm-Liouville boundary-value problem:
where q is continuous on I. Then take K(x, t) to be the solution of the differential equation (1.7) and the initial condition (1.8) (or the solution of (1.7) and (1.9)), and take the sampling points {t k } k∈Z to be the eigenvalues of the problem since the eigenfunctions {K(x, t k )} t∈Z form a complete orthogonal family in L 2 (I).
Although it is theoretically feasible to extend this procedure to more general self-adjoint boundary-value problems associated with nth order differential operators, in practice this does not always work since the existence of one single function K(x, t), which generates all the eigenfunctions of the problem when the parameter t is replaced by the eigenvalues, is not always guaranteed. For example, the eigenfunctions, cos 2nx and sin 2nx, of the boundary-value problem
are not generated by one single real-valued function. One possibility to circumvent this problem is to use the Green's function method described in [15] . For many self-adjoint boundary-value problems, the Green's functions can be written in the form
where {λ n } ∞ n=1 are the eigenvalues and {φ n } ∞ n=1 are the corresponding eigenfunctions. The Green's function method can also be used to derive sampling theorems associated with homogeneous Fredholm integral equations of the second kind. For more on Shannon's sampling theorem, its generalizations, and connection with boundary-value problems, see [14] .
The aim of this paper is to generalize some of the above results to derive a sampling theorem for vector-valued functions. These functions take values in a separable Hilbert space H. One of the interesting ramifications of this generalization is that it allows us to obtain sampling theorems associated with boundary-value problems and integral equations without restricting the sampling points to be the eigenvalues of the corresponding problem. In fact, the sampling points will be arbitrary, except for a restriction on their growth rate.
The idea of using Hilbert space concepts in sampling theory goes back to F. Beutler [4] , [5] and K. Yao [13] . More recently, J. Benedetto [1] , [2] and J. Benedetto and W. Heller [3] used the concept of frames in a Hilbert space to derive sampling theorems for band-limited functions. In this paper we also derive our sampling theorem by using the concept of frames though in a different context than that in [1] - [3] .
Preliminaries
Throughout the rest of this article the sets of complex and real numbers will be denoted by C and R respectively and H will denote a separable Hilbert space with inner product , and norm x =
x, x for all x ∈ H. The Fourier transform of a function f (t) is defined asf
so that the inverse transform is given by
provided that the integrals exist. Let B where z = x + iy, and
The well-known Paley-Wiener Theorem [11, p. 13] asserts that
σ is usually called the Paley-Wiener class of entire functions.
Let G = {g n } be a sequence in H. We say that G is a frame if there exist two numbers A, B > 0 such that for every f ∈ H,
The two numbers A and B are called the frame bounds. The frame is said to be tight if A = B and is exact if it ceases to be a frame whenever any single element is deleted from the frame. Frames are complete since if f, g n = 0 for all n, then f = 0 and consequently f = 0. G is said to be bounded if there exist two nonnegative numbers C and D such that C ≤ g n ≤ D for all n. It is known [7] that a frame is exact if and only if it is a bounded and unconditional basis. A basis G is said to be unconditional if n c n g n ∈ H implies that |c n |g n ∈ H.
With every frame G, we associate a frame operator S defined by
It can be shown [7] that S is a bounded linear operator on H with AI ≤ S ≤ BI, and that S is invertible, where AI ≤ S ≤ BI means A x, x ≤ Sx, x ≤ B x, x for all x ∈ H. The inverse frame operator S −1 has the following properties:
is also a frame with frame bounds B −1 and A −1 .
The main result
Let {λ n } ∞ n=1 be a sequence of complex numbers, none of which is zero, with the point at infinity as its only limit point. The convergence exponent τ of the sequence {λ n } ∞ n=1 is defined as
Let us further assume that {λ n } ∞ n=1 has finite convergence exponent, i.e., 0 ≤ τ < ∞. Let p denote the smallest positive integer such that
We may include zero as one of the terms of the sequence {λ n } and in this case we will denote it by λ 0 and redefine P (λ) as
It can be shown that P (λ) is an entire function in λ of order equal to τ [6] . Let {g n } ∞ n=1 be a frame in a separable Hilbert space H and let S be its frame operator. We shall denote the dual frame
and {g * n } ∞ n=1 are biorthonormal; that is, [7] 
For each fixed λ = λ 1 , λ 2 , . . . , define the operator
on H in the usual way, i.e.,
Now we state and prove our sampling theorem.
Theorem 1. (1) For each fixed λ ∈ C, L λ is a bounded linear operator on H. (2) If K is a compact subset of the complex λ-plane, then the set of operators {L λ } λ∈K is uniformly bounded. (3) F (λ) is a continuous vector-valued function that is completely determined by its values {F (λ n )} ∞ n=1 and can be reconstructed from these values according to the formula
Proof. The linearity of L λ is trivial once we show that L λ is well defined. We prove (1) and (2) together, but first let us recall that for any η ∈ H, η can be given by
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Then for 1 ≤ m ≤ n and by the Cauchy-Schwarz inequality, we have
is a frame with frame bounds B −1 and A −1 , it follows that
Let K be a compact subset of the complex λ-plane and Λ = {λ i1 , . . . , λ iq } be the set of λ i 's that lie inside K. Let us also denote the sequence {λ n } ∞ n=1 by Λ and the distance between K and Λ −Λ by δ. Then for any λ ∈ K and λ k ∈ Λ −Λ we have
Clearly, h i is an analytic function except possibly at λ = λ i , but since P has a zero at λ = λ i , h i is actually an entire function; therefore, max λ∈K |h i (λ)| = h i K is finite. Let C = max{ h i1 K , . . . , h iq K }, and C(K) = max{C, P K /δ}. By combining this and (3.3), we obtain
is a Cauchy sequence and hence lim m→∞ S m,λ f = L λ f . By letting n → ∞ in (3.4), it follows that S m,λ converges to L λ f uniformly on compact subsets of the complex λ-plane.
Repeating the above argument once more leads to 5) which shows that for fixed λ, L λ is a continuous linear operator on H. In fact, Eq. (3.5) also shows that the family of operators {L λ } λ∈K is uniformly bounded. Now we prove part (3). From (1), it follows that F (λ) is well defined. Now we show that it is continuous. Since P (λ) is an entire function, it suffices to show that G(λ) = (1/P (λ))F (λ) is continuous. Let λ * ∈ C − Λ and denote the distance between λ * and Λ by 2δ. Let D δ (λ * ) = {λ : |λ − λ * | ≤ δ} be the closed disc with center λ * and radius δ. For any λ ∈ D δ (λ * ), we have
F is continuous everywhere. Finally, Eq. (3.2) follows from (3.1) and (3.6).
Corollary 2. Let L be a one-one, self-adjoint compact operator on H and {g
be its normalized eigenvectors. For any sequence {λ n } ∞ n=1 satisfying the assumption of Theorem 1, define L λ as before. Then for any f ∈ H,
Proof. The eigenvectors of L form an orthonormal basis, hence they form an exact, tight frame with frame bounds = 1 and g * n = g n . As a special case, let H = L 2 (I), where I = [a, b], −∞ < a < b < ∞, and
If K is real, symmetric and in L 2 (Q), where
has only the trivial solution f = 0, then the eigenfunctions {g n } ∞ n=1 of L form an orthonormal basis for L 2 (I), and we have the following sampling theorem: For any sequence of numbers {λ n } ∞ n=1 satisfying the assumption of Theorem 1 if
ζ is a fixed point in I, then
When the λ n 's are taken as the eigenvalues of L, R/P becomes the resolvent associated with the integral equation and in the case of self-adjoint boundary-value problems it becomes the Green's function of the problem; see (1.10). The assumption that L is self-adjoint can be replaced by the assumption that the eigenvectors of L form an exact frame. This is the case for example when L is associated with certain non-self-adjoint boundary-value problems; see [15] .
Inversion formula
In this section we derive an inversion formula for the vector-valued function F (λ) introduced in Theorem 1 by using a Bochner integral of F . To this end, we need to restrict the growth rate of the sequence {λ n } ∞ n=1 and require it to have ±∞ as its only limit points. Therefore, without loss of generality, it is more appropriate to use the integers as the index set for the sequence instead of the natural numbers.
Theorem 3. Let {λ n } n∈Z be a sequence of real numbers having no finite limit point such that
and let
Then if
where {g n } n∈Z and {g * n } n∈Z have the same meaning as before, then
and
Proof. We infer from Theorem 18, p. 48 and Lemma 16.2, p. 57 in [9] that there exists a sequence of functions {h n (x)} n∈Z such that where a > 0, b = c, are eigenvalues of any boundary-value problem; however, a Kramer-type sampling theorem using these points as sampling points has recently been obtained by the author and it will appear in a separate publication.
