We consider a vector field whose coefficients are functions of bounded variation, with a bounded divergence. We prove the uniqueness of continuous solutions for the Cauchy problem.
Introduction
The study of transport equations with irregular coefficients has been flourishing in the last decade, mainly following the paper by R. DiPerna and P. Lions [DL] . The Eulerian approach, in which the partial differential equation (PDE)
is under consideration, was developed in [DL] , under the assumption of W 1,1 -regularity for the a j (t, ·) (and bounded divergence), yielding uniqueness for L ∞ -solutions. In fact, L p -solutions are proven unique for a j in W 1, p (and bounded divergence) for p ∈ [1, ∞]. It should be pointed out here that this result was new even for Lipschitz coefficients for which the classical method of Carleman estimates (see, e.g., [H1, Chapter 28] ) would give uniqueness only for L 2 loc -solutions, whereas [DL] gives uniqueness for L 1 loc -solutions as well. Other important results with applications to fluid mechanics were recently given by B. Desjardins [De1] , [De2] , [De3] , F. Bouchut and L. Desvillettes [BD] , and Bouchut and F. James [BJ] . The papers by G. Petrova and B. Popov [PP] and by F. Poupaud and M. Rascle [PR] , as well as the recent note by Lions [Li] , raise the question of uniqueness for BV vector fields, that is, for those whose coefficients are L 1 with derivative measure. In the present paper, we give an affirmative answer to the question of uniqueness for continuous solutions of BV transport equations with bounded divergence. In particular, we prove the following local theorem. This theorem is a consequence of Theorem 2.1. We also provide in Section 2 a specific statement for transport equations with BV coefficients and nonfinite speed of propagation. Our proof is divided into two steps. The first step, described in Section 3, is a proof of uniqueness for nonnegative solutions. It turns out that it is quite easy to prove that nonnegative solutions are unique. In fact, if X is a bounded vector field, with L 1 loc -divergence and (div X ) + ∈ L ∞ , the assumptions 0 ≤ w ∈ L ∞ , X w = 0 are sufficient to imply uniqueness through a noncharacteristic hypersurface. (In fact, the above X w = 0 can be weakened to X w ≤ 0.) Of course, the strong assumption here is that w is supposed to be nonnegative. However, almost nothing is then required from the vector field, which should only be bounded, with some natural requirements on its divergence. The second step, developed in Section 5, is devoted to proving that X u = 0 implies X (u 2 ) = 0.
To get this we use an approximation argument; in Section 4 we review the DiPernaLions commutation argument. Of course, we do not prove convergence in L 1 of the key commutator. We point out that the weak convergence (vague topology of measures) is enough for our argument to work. Once this is proved, we need only apply the first step on nonnegative solutions. In fact, more generally we show that, assuming only some boundedness or integrability property of the coefficients and the positive part of the divergence, it is easy to prove uniqueness for nonnegative solutions, provided the vector field is noncharacteristic with respect to the initial hypersurface. Then if we know that u satisfies X u = 0 and that u vanishes on the initial surface, we pick up a nonnegative function α(u), for example, u 2 if u is bounded (or u 2 /1 + u 2 if u is in L p for a finite p), and we try to prove that X (α(u)) is zero as well. For this we need some approximation argument. It would also be interesting to study the links between the Eulerian and the Lagrangian approach, the latter being concerned with the properties of the ordinary differential equation (ODE)
This problem has a long history, going back to the mid-nineteenth century. The main widely known result is the Cauchy-Lipschitz theorem, providing existence, uniqueness, and stability for (1.2) under an assumption of Lipschitz continuity for a with respect to the variable x (and integrability in the time variable t). In [ChL] , the authors proved that a hypothesis somewhat weaker than Lipschitz continuity could replace the classical assumptions without altering the main conclusions. The requirements in that paper were the existence of a positive nondecreasing continuous modulus of continuity ω and R 0 > 0 such that, for all R ∈ (0, R 0 ),
and the condition on a, for x 1 − x 2 < R 0 , that
Let t → ψ(t, x) stand for a continuous solution of
, we see that the function ν is of class C 1 , negative for 0 < r < R 0 , and such that ν (r ) = 1/ω(r ) > 0. One can prove, for x 1 − x 2 small enough, that
In the classical Lipschitz case, ω(r ) = r , ν(r ) = ln r , so that we get the familiar
In the so-called Log-Lipschitz case, we have
we get
The paper [ChL] provides as well the existence of solutions under assumption (1.3). These results are true in infinite dimension, that is, for a valued in a Banach space. However, in finite dimension, with the help of Peano's existence theorem, this result goes back to Osgood in 1904 [Fl] . The paper by H. Bahouri and J.-Y. Chemin [BC] studies for the transport equation the particular case of (1.3) in which ω(r ) = r ln(1/r ); at any rate, their paper is an interesting excursion away from W 1,1 territory † . On the other hand, the existence of a flow for the ODE (1.2), guaranteed by assumption (1.3), does not seem to imply trivially a uniqueness result for the associated PDE. Although the generalization of the results of [BC] seems very likely, with (1.3) replacing the L L regularity assumption, it would probably require some significant effort. This may be related to [CoL] , where a wave equation with L L coefficients was studied and in which the energy method had to be substantially modified.
Statement of the results

A local result for bounded vector fields
Let be an open set of R n . Let 
The product u div X makes sense since u is continuous and div X is a Radon measure. We note that for u ∈ C 1 ( ) we have the usual X u = 1≤ j≤n a j ∂ j u. Let S be a C 1 -oriented hypersurface of . For all x 0 ∈ S, there exists a neighborhood
(We say then that ϕ is a defining function for S.) We assume that S is noncharacteristic for X ; that is, there exists a neighborhood K 0 of x 0 such that, with an essential infimum,
Note that this property does not depend on the choice of the defining function for the oriented hypersurface S. In fact, ifφ is another C 1 -defining function for S, we havẽ ϕ = eϕ with e ∈ C 0 and positive, so that dφ − edϕ is continuous and vanishes at x 0 , sinceφ
since one may shrink K around x 0 ∈ S ad libitum. It is important also to notice that assumption (2.3) is stable under C 1 -perturbation of ϕ. Let us assume that (2.3) is satisfied near x 0 ∈ S, and let φ be a C 1 -function defined on V 0 . We get from (2.3) 
Then if the positive part (2c
Remark. It would be natural to consider real vector fields of type (2.1) but satisfying the extra condition div X ∈ L 1 (and (2c
For an L 1 -function c, the uniqueness through a noncharacteristic hypersurface of L ∞ -solutions of X u = cu is certainly a natural question that we are unfortunately unable to answer.
A global result for transport equations
Let us first introduce some notation. We use the familiar
Its subspace M b denotes the Banach space of measures with finite total mass; this is the dual space of C 0 (0) (R d ), the continuous functions tending to zero at infinity. For a ∈ M , with K a compact subset of
We note that, for a ∈ M b , and all compact K , we have
A modern treatment of most of the main properties of these functions can be found in the book by W. Ziemer [Z, Chapter 5] (see also the classic book by Federer [Fe] ). We define also
The set of continuous bounded functions on
We assume that the coefficients a j are real valued and such that
that is,
Let us consider a real-valued measure c such that
We examine weak solutions of
(2.9) In particular, (2.9) makes sense when c(t, ·) and (div X )(t, ·) are Radon measures and u(t, ·) is a continuous function. The integrals on R d in the formula (2.9) should then be written as brackets of duality; more precisely, for u ∈ L ∞ ((0, T ); C 0 (R d )) the left-hand side of (2.9) is defined as
Let us check that the last term makes sense in the above expression.
, there exists K 0 , a compact subset of R d such that, for all t, * It is of course important to notice that ϕ does not necessarily vanish at t = 0. In fact, (2.9) is a complicated but standard way of writing ∂ tũ + j ∂ j (ã jũ ) −ũdiv X =cũ +f + δ ⊗ u 0 , whereṽ stands for the extension of v by 0 to {t < 0}.
Let X be the vector field (2.5), and let assumptions (2.6) and (2.7) be satisfied. Moreover, we assume that
We also assume * that
such that, in the sense of (2.9),
Lemmas on nonnegative solutions
Local results for bounded vector fields
Let be an open set of R n , and let p ∈ [1, +∞]. We denote by p the conjugate exponent of p such that 1
2) * We note that this assumption is satisfied when a j (t,
We give in the appendix a weaker condition than (2.11) which is satisfied in particular whenever
Note that assumptions (3.1) are invariant through a C 2 -diffeomorphism. † Let S be a C 1 -oriented hypersurface of (see Section 2 for a precise definition). 
the function u vanishes in a neighborhood of S.
Proof
Let us consider a point x 0 ∈ S and ϕ a defining function for S in a neighborhood of x 0 . We know that, on an open neighborhood V 0 of x 0 , with
Let us consider the following C 1 -function defined on V 0 :
where α is a positive parameter such that the closed ballB(x 0 , α) with center x 0 and radius α is included in V 0 . We have
which is a compact subset of V 0 (as a closed subset ofB(x 0 , α)). Let χ ∈ C ∞ c (V 0 ; [0, 1]), χ = 1 on a neighborhood of K α . Since ψ and θ (ψ) are C 1 -functions, and X (χ ) = 0 on a neighborhood of supp u 0 θ(ψ), we have
loc is invariant by a C 2 -change of coordinates. Also, this assumption is indeed local since with ∈ C ∞ c ( ) the vector field X still satisfies the same assumption. This is not the case for the assumption X ∈ W 1,1 and div X ∈ L ∞ , which is not local.
We calculate, with dm standing for the Lebesgue measure,
We obtain
Now on the set
we have, using now (3.4)-(3.5),
if α is chosen small enough with respect to ρ 0 and X L ∞ (V 0 ) . On the other hand, the term
makes sense and is nonnegative. This yields
and since the integrand is nonnegative, we get χ u 0 (α 2 − ψ) + = 0. Since on a neighborhood of x 0 we have χ = 1 and α 2 − ψ > 0, we indeed obtain that u 0 vanishes near x 0 . The proof of Lemma 3.1 is complete.
Remark. Lemma 3.1 provides a local uniqueness result for noncharacteristic bounded vector fields with bounded positive part of the divergence; the assumptions are invariant * by C 2 -change of coordinates. The local problem makes sense since the speed of propagation is finite
loc are indeed invariant by C 2 -change of coordinates and local in the sense of the footnote on page 364.
The proof of the following lemma is identical to the proof of Lemma 3.1, except for replacing integrals by brackets of duality. Note also that (3.2) makes sense for u continuous, a j , div X ∈ D (0) ( ). 
Then if
The proof of this lemma is obtained by copying the proof of Lemma 3.1 and properly replacing integrals by brackets of duality; inequality (3.6) should be replaced by
The end of the proof is identical.
Global results for transport equations with integrable coefficients
Let us consider a vector field
We assume moreover that the divergence div
Let us consider a real-valued function c such that
(3.10)
We examine the weak solutions of
(3.12) In particular, (3.11) makes sense when the a j , c, and div X satisfy (3.8) -(3.10) and u belongs to
We assume for j = 1, . . . , d the global condition (2.11). This condition is satisfied in particular whenever the functions a j (t,
LEMMA 3.3 Let X be a transport equation as in (3.7). We assume that the coefficients a j and c satisfy (3.8)-(3.10). Moreover, we assume (2.11) and
Proof Relationship (3.14) implies that, for any nonnegative
Since u and ϕ are nonnegative, using (3.13) we get, with 0 ≤ ν 0 ∈ L 1 (0, T 0 ),
We can choose ϕ(t, x) = τ (t)σ (|x| 2 λ −2 ), where 0 ≤ τ ∈ C 1 c ([0, T 0 )), λ > 0, and
Plugging this into (3.16), we obtain
We want now to choose the function τ by solving the ODĖ
We have
and in particular τ (t) = 0 for t ≥ T 1 . The function (3.19) is nonnegative and continuous with a derivative in L 1 , so that, approximating τ by a smooth function, we obtain * that (3.17) is satisfied for τ given in (3.19). This gives
Using the Beppo Levi monotone convergence theorem (note that σ takes nonpositive values), the left-hand side of (3.20) tends, for λ → +∞, to
whereas the lim sup of the right-hand side is bounded above by
which is zero by hypothesis (2.11). As a consequence, since u is nonnegative, we get that u vanishes on (0, 
4) for the definition of N ). Let u be a nonnegative L
∞ ((0, T 0 ); C 0 b (R d ))- function such that (3.14) is satisfied. Then u vanishes in (0, T 0 ) × R d .
Proof
It is easy to check that (3.15) is satisfied, with the integral R d ua j ∂ j ϕ d x dt replaced by the bracket of duality a j (t, ·), u(t, ·)∂ j ϕ(t, ·) M ,C 0 c and the integral
. Assumption (3.13) implies (3.16) as well. The sequel of the proof is identical, with the right-hand side of (3.17) replaced by
Remark. It seems possible to relax assumption (2.11) and, in particular, to assume only that the lim sup is finite (see also the footnote on page 363 and the appendix for a different kind of weakening of (2.11)). However, it is not clear that this generalization is worthwhile, since the proof gets much more complicated. On the other hand, the fact that the vector field here is a priori unbounded forces somehow a global assumption, which should replace a standard convexification procedure workable in the bounded case. On the other hand, in Lemmas 3.3 and 3.4, we could have required global integrability conditions for the coefficients of the vector field; this would have led to slightly different results.
Commutation lemmas
The DiPerna-Lions commutation argument
Since we want to use this now classical argument in a slightly different context involving BV functions, we start with a quick review of some identities attached to commutation of vector fields with a standard mollifier. Let us consider a vector field
so that, for some p ∈ [1, +∞], the coefficients a j belong to W
Let ρ be a C ∞ c nonnegative function supported in the unit ball of R n such that ρ = 1. We set, for > 0, ρ (·) = −n ρ(·/ ). We consider the linear operator defined on
We define also the translation operator
The following identity holds:
From this identity, * we get immediately, for K 0 compact in R n ,
(4.6) * The sum in (4.5) can be written as
As pointed out in [De3] , we thus have only to deal with
This means that choosing a radial mollifier ρ allows us to control only the symmetric part of the gradient, 
Proof
If p < ∞, estimate (4.6) with q = p suffices to get the result. Let us assume now u ∈ L ∞ loc , and let Y be a C ∞ c vector field. Denoting R in (4.3) by R ,X , we get from (4.6), for R ,Y with any q < ∞,
This yields from (4.6), for X − Y with q = 1, with C 0 depending only on ρ,
and the result by density of C ∞ c in W 1,1 .
Commutation for a BV vector field
As was noticed in a paper by Bouchut (see [Bo, Remark 3.2] ), the convergence to zero in L 1 of R u does not follow from the previous commutation lemma. We prove below a weak convergence result that is enough for our uniqueness theorem.
LEMMA 4.2 Let X be a vector field in BV loc (R n ), that is, with coefficients in L 1 loc with first derivatives in D (0) . Then with R defined in (4.3), we have, for u
Proof Going back to (4.5) and using notation (4.4), we get *
This implies, with K 0 = supp ψ,
which gives the result of the lemma since u is continuous and the integration in the variables z, θ takes place on compact sets.
This implies that the sequence χ R u is bounded in L 1 and thus that one can extract a convergent subsequence for the weak * topology on M b , that is, the σ (M b , C 0 (0) ) topology. On the other hand, the convergence of R u to zero in D
(1) (R n ) is obvious. * The computation is more transparent using integrals instead of brackets of duality. Also, operator (4.4) acts on distributions, and for w ∈ D (R n ), z ∈ R n ,
Uniqueness results
Local results
Proof of Theorem 2.1
Let be an open set of R n , and let
be a vector field whose coefficients a j are locally bounded with derivatives in D (0) . As a consequence, the divergence j ∂ j (a j ) belongs to D (0) . Let c be in D (0) . Let S be a C 1 -oriented hypersurface, noncharacteristic for X as in (2.3). We assume also that
Let u be a continuous function such that
We want to prove that the function u actually vanishes in a neighborhood of S. We prove that X (u 2 ) = 2cu 2 and apply Lemma 3.2 to get the answer. Let us calculate for ϕ ∈ C 1 c ( ) the bracket
where χ ∈ C 1 c ( ) is identically 1 on the support of ϕ. We obtain, using the notation of Section 4,
Since the function χu * ρ is C 1 , we get
and since ϕ∇χ = 0 and χϕ = ϕ, we obtain
Now we write, using the notation of Section 4 and (5.3),
From Lemma 4.2, we get, since χuϕ is continuous,
Since u 2 is nonnegative and supported in S + , we can apply Lemma 3.2, provided that
The proof of Theorem 2.1 is complete.
= 2cu 2 (a consequence of Lemma 4.1). On the other hand, for
) (a consequence of Lemma 4.1). Lemma 3.1 yields uniqueness of these solutions, provided that (div X ) + and c + are bounded.
Global results for transport equations Proof of Theorem 2.2
We consider now a transport equation
We assume that the coefficients a j (t, x) are real valued and such that
We assume also that the divergence div
We assume also that global condition (2.11) is satisfied and that
Let us check a function
such that X u = cu and u |t=0 = 0. This means in fact that
where v is the extension of the function u by zero on {t < 0}, Y (t) the extension of the vector field j a j (t, x)∂ j by zero on {t < 0}, and d the extension of the function c by zero on {t < 0}. We do not assume here that u is nonnegative, and we want to prove that u ≡ 0. It is enough to prove that (∂ t +Y (t))(v 2 ) = 2dv 2 on (−T 0 , T 0 )×R d , since Lemma 3.3 could then be applied to the nonnegative bounded function v 2 . We write, for ∈ C 1 c ((
Denoting by v (t)(x) = [v(t, ·) * ρ ](x) the x-regularization of the function v, we get,
, that v is bounded uniformly in and converges for almost all t to v(t),
and thus
From the equality
and assumptions (5.5)-(5.8), we get [Y (t)v(t)] * ρ ∈ L 1 loc (R 1+d ) and thus, using equation (5.9),v
On the other hand, we have
From Lemma 4.2 and estimate (4.7), we get (since
We are left with
We get then from (5.10) and (5.13)-(5.15),
, one checks * with a standard mollifier that ∂ x 1 (w 2 ) = 2w∂ x 1 (w). Applying this to our situation, we get
(5.17) * With D (0) , C 0 c brackets of duality, one has
The last term tends to ϕw∂ x 1 w, whereas the other is equal to (∂ x 1 w) wϕ and goes to wϕ∂ x 1 w, so that eventually ∂ x 1 (w 2 ) = 2w∂ x 1 w.
Eventually, taking the limit when goes to zero, we get (5.18) which is the desired result. Assuming (5.5) and (5.8) and replacing (5.6) -(5.7) by 19) let us check that the previous proof gives the result for Theorem 2.2, using Lemma 3.4 instead of Lemma 3.3. In fact, equality (5.10) is unchanged and (5.11) gives
so that equality (5.12) givesv (t) ∈ L 1 loc (R t , M ). Equality (5.13) is unchanged, and (5.14) -(5.15) still hold, whereas (5.16) should be replaced by
To get the result, we need to prove that if
In fact, we have
(5.23) Consequently, we have
, so the second term in (5.24) converges to
On the other hand, we have 
The proof of Theorem 2.2 is complete.
As a matter of fact, *
If we choose Y j = e j the constant jth canonical vector, we get
which is (A.2). A similar point of view is related to taking adjoints. We have
In fact, with ϕ, ψ ∈ C ∞ c (M),
yielding (A.3).
A.2. A Log-Lipschitz function is not in W
The so-called Log-Lipschitz functions satisfying (1.3) for ω 1 (r ) = r ln(1/r ) fail to be W 1,1 , as shown by the following one-dimensional example. The function defined on R by
does not belong to W 1,1 loc but satisfies with some constant C (and for |x 1 |, |x 2 | smaller than 1)
It is a derivation for the tensor product, it commutes with the contraction, and for a function f and a vector field Y we have We consider now 0 ≤ x 0 < x 1 such that x 1 − x 0 < 1/e, and we define for θ ∈ (0, 1), x θ = x 0 + θ(x 1 − x 0 ). We need to check that
for some θ ∈ (0, 1). So we get that Q is bounded if |x θ ln(x 1 − x 0 )| ≥ 1. However, denoting x 1 − x 0 = k −1 , x 0 = x, we have k ≥ e and
If x ln k ≥ 1, we obtain Q(x 1 , x 0 ) ≤ 2. If x < 1/ ln k, we get, using the fact that the function x → xe −1/x is nondecreasing on R + , Remarks. The function f defined in (A.4) also provides an example of a function that has "exactly" the Log-Lipschitz regularity; that is, it is such that 0 < lim inf Note that (A.8) and (A.9) are satisfied, for instance, when
Let us check the proof of Lemma 3.3, with assumptions (A.8) and (A.9) replacing (2.11). After (3.16), we choose ϕ(t, x) = τ (t)σ (λ −1 B(|x| + 1)), where the function B is defined for r ≥ 1 by
In the right-hand side of (3.17), |a j (t, x)x j |λ −2 should be replaced by 2 a j (t, x) β |x| + 1 d x dt, which goes to zero with λ −1 from (A.9), and the fact that the inverse function B −1 goes to infinity with λ, thanks to (A.8).
