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Abstract
Simultaneous nuclear molecular imaging (NMI) and magnetic resonance imaging (MRI) have great po-
tential for pre-clinical and clinical applications, especially for cell imaging in brain cancer models. We have
pursued an intensive research effort to develop high-performance single-photon emission computed tomog-
raphy (SPECT) systems for simultaneous NMI/MRI. This kind of system has sub-mm and even higher
resolving power that allows a matched resolution for SPECT and MRI to visualize details about cell reten-
tion and migration, and provides a significant improvement of system sensitivity, even comparable with the
sensitivity of positron emission tomography (PET), enabling detection of a small number of cells.
The first key step to develop a high-performance SPECT system was building the first generation MR-
compatible SPECT, called MRC-SPECT-I, which was a stationary full-ring system, consisting of forty MR-
compatible, energy-resolved, photon-counting, and highly-pixelated CdTe semiconductor detectors. Prelim-
inary studies demonstrated the system ability to track as few as 400 neural stem cells in a mouse brain with
a sub-500 µm resolution.
Although the MRC-SPECT-I was a state-of-the-art SPECT system, to further improve SPECT per-
formance for simultaneous NMI and MRI, an inverted compound-eye (ICE) gamma-ray camera was pro-
posed here for SPECT imaging applications and experimentally verified through a prototype system. The
MRC-SPECT-II was designed utilizing 24 ICE gamma camera modules and consisted of more than 1,500
micro-pinhole cameras. The simulation results verified that the MRC-SPECT-II system was more than ten
times as sensitive as conventional SPECT systems were while retaining a sub-500 µm resolving capability.
Combining the high sensitivity of the SPECT system and the high soft tissue contrast and temporal resolu-
tion of MRI, simultaneous SPECT/MRI provides an attractive platform for functional and cell imaging of
a wide range of disease models, such as cancers and neurodegenerative diseases.
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Chapter 1
Introduction
1.1 Cellular Therapies and Molecular Imaging
Cellular therapies (Fig. 1.1) provide promising tools for treating many kinds of diseases, like heart
disorders, brain degenerative diseases, and cancers. The FDA has recently approved a clonal human neural
stem cell (NSC) line, BH1.F3.CD, as therapeutic carriers for patients with glioblastoma, due to its safety and
therapeutic efficacy [1]. Glioblastomas accounts for about 80% of malignant brain tumors [2] and is one of the
most aggressive malignant brain tumors. Conventional therapy, i.e., maximal surgical resection, followed by
radiation and chemotherapy, has limited therapy effects (median survival is around 14.6 months [3]), because
of the invasive nature of surgery and radiation, brain blood barrier (BBB) which blocks chemotherapy agents.
Th lack of efficacy from conventional therapy prompted development of novel approaches, including neural
stem cell based therapies. NSCs have non-immunogenic properties, the capability of crossing BBB and their
strong inherent tumor-tropism (Fig. 1.2). These properties have made NSC a promising candidate as a
carrier for precisely delivering therapeutics or a direct therapy agent [4, 5].
Exploring cell therapies will require understanding about cell fates including cell retention, migration,
survival, maturation, etc, in pre-clinical small animals and patients [6]. Such studies can be achieved by
molecular imaging, which enables longitudinal and non-invasive assessment of cellular behaviors. Molecu-
lar imaging is done by labeling cells with molecular probes (Fig. 1.3) that can be detected and visualized
by imaging systems, including single photon emission computed tomography (SPECT), positron emission
tomography (PET), magnetic resonance imaging (MRI), fluorescence imaging (FLI), bio-luminescence imag-
ing (BLI), etc. The first three imaging modalities, i.e., SPECT, PET, and MRI, have sufficient penetration
depth to visualize objects from preclinical animals, large animals, to humans.
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Figure 1.1: Illustration of cell therapy. Courtesy of Dr. Patricia K. Nguyen [6].
2
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Figure 1.2: Illustration of observing tropism of NSCs loaded 111In-MSN by SPECT: (A) CT images illus-
trates NSCs and glioma cell injection sites. (B) NSC imaging in control group (without glioma cell injection)
on day 0, 1, and 2. (C) Imaging of radiolabeled NSCs in tumor-bearing mouse showing the signal extending
from the injection site (white dashed circle) toward the tumor-bearing site (red dashed circle) as early as 4
hours post injection with further distribution of signal on day 1 and 2. Courtesy of Dr. Shih-Hsun Cheng
and Dr. Dou Yu [7].
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Figure 1.3: Molecular probes for cell imaging. Courtesy of Dr. Patricia K. Nguyen [6].
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Figure 1.4: Molecular imaging matrix indicating the capability of SPECT relative to other non-invasive in
vivo imaging technologies. Courtesy of Dr. Steven R Meikle [13].
1.2 Simultaneous Nuclear Molecular and Magnetic Resonance
Imaging
Nuclear molecular imaging systems, including PET and SPECT, are highly sensitive molecular detection
tools (as shown in Fig. 1.4) with many specific targeted biochemical probes that assess the functional and
molecular process of the studied objects, but they lack the ability to resolve morphology. While MRI has a
low sensitivity, it produces high spatial and temporal resolution images with good soft-tissue contrast, and
provides spectroscopic information, functional imaging and cellular tracking using ion-oxide particles. Due
to the complimentary nature of SPECT/PET and MRI, simultaneous SPECT/MRI or PET/MRI shows
great potential for both pre-clinical and clinical applications [8, 9, 10, 11, 12].
While PET/MRI had a great progress in technical and application aspects, combining SPECT and MRI
lags behind, partially because of an undefined market for SPECT/MRI clinical application. However, due
to our application interest, i.e., cell imaging, especially in pre-clinical research, we envision the advantages
of SPECT/MRI over PET/MRI, as PET faces several limiting factors. Firstly, in PET, it is hard to achieve
sub-mm resolution, which is essential for pre-clinical applications, due to the physical limitation of PET,
including positron range (Table. 1.1). Additionally, due to the short life time of most PET isotopes (among
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Table 1.1: Major isotopes used by PET or SPECT.
Isotopes Modalities
Photon
Energy (keV)
Max Positron
Energy (MeV)
Half-life
Positron Range
in Water (mm)
11C PET 511 0.96 20.3 mins 1.27
13N PET 511 1.19 9.97 mins 1.73
15O PET 511 1.70 2.03 mins 3.00
18F PET 511 0.65 109.8 mins 0.66
64Cu PET 511 0.67 12.7 hours 0.56
68Ga PET 511 1.89 67.8 mins 3.56
82Rb PET 511 3.15 1.26 mins 4.29
89Zr PET 511 0.91 78.4 hours 1.27
99mTc SPET 140 – 6.0 hours –
111In SPET 171,245 – 68 hours –
123I SPET 159 – 13.3 hours –
125I SPET 27,31,35 – 60.1 days –
131I SPET 364 – 8.0 days –
Note: positron range data are summarized from reference [14, 15].
the isotopes used by PET shown in Table. 1.1, 89Zr has the longest half-life, around 3.3 days), PET imaging
does not allow tracking cell in a time scale of a week, which is critical for cell therapy studies [6]. In
comparison, SPECT can achieve high resolution and have a long observation window using long decay
isotopes, like 111In, 125I and 131I. However, compared to PET, it has a low detection efficiency (Fig. 1.4),
which is one of the issues this dissertation is trying to solve.
The tough technical challenge of integrating SPECT/MRI is another reason that SPECT/MRI develop-
ment is behind PET/MRI development. There is strong interference between SPECT and MRI, in multiple
dimensions. The strong magnetic field inside an MRI scanner makes a conventional photomultiplier tube
detector malfunctional, while the ferromagnetic components of the detector distort the MR scanner static
magnetic field, called the B0 field, which requires a uniformity of less than several ppm. The rapidly switch-
ing gradient magnetic field induces an eddy current to the aperture of SPECT and electronic circuitry of the
detector, affecting performance of the detector. Meanwhile the eddy current will distort the gradient field
and radio frequency field, called the B1 field. The high power radiofrequency pulse influences the perfor-
mance of detector electronics, and at the same time, the functioning electronics of the SPECT system may
induce extra noise to MR imaging. Also the limiting space inside MRI limits a convectional high-resolution
SPECT system design scheme, using large magnification to compensate for poor detector resolution with
a cost of significantly increasing SPECT system volume. A high-resolution MR compatible detector and
highly compact system design and fabrication are needed. Lastly, the widely used rotation SPECT design
scheme can not be implemented within a high magnetic field without inducing artifacts in MRI [16, 17]. s
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(A) (B) (C) 
(D) (E) 
1.3mm 
1.7mm 
Figure 1.5: The first SPECT/MRI system developed by the Johns Hopkins University: (A) detector for
John Hopkins SPECT-MR system; (B) detector ring design; (C) install detector ring; (D) SPECT system
with MRI;(E) resolution phantom(Figure are modified from [18, 19, 20]).
1.3 Research Efforts in Developing Simultaneous SPECT/MRI
To solve those technical challenges, many groups have contributed intensive research effort and proposed
different solutions for MR compatible detector development, aperture design and fabrication, and system
integration.
1.3.1 System Developed by the Johns Hopkins University
The Johns Hopkins University, University of California, Irvine, and the Gamma Ideal company worked
together to achieve the first simultaneous SPECT/MRI system. The team developed an MR compatible
detector using CZT with a pixel size of 1.5mm (as shown in Fig. 1.5). They reported an MR compatible
SPECT system design based on the CZT detectors [18]. A prototype of an MRI compatible SPECT system
development was reported and the first simultaneous SPECT/MRI was achieved by the same team [19].
The performance of the system, characterized by a resolution of between 1.7 mm to 1.3mm, was limited
by the resolution of detector ( 1.5 mm) [20]. There is still a gap between the system performance and sub
millimeter resolution, which is critical to pre-clinical application.
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1.3.2 EU INSERT Project
In March 2013, a big team in the EU, including the University College London, several groups in
Italy, Germany, and the Mediso company, proposed the INSERT project to develop preclinical and clin-
ical SPECT/MRI systems for enhanced stratification in radio-chemo therapy [21, 22, 23]. The detector
of the proposed systems was based on a CsI scintillator coupled to a silicon photo-multiplier tube. Their
simulation results claimed that using a 0.6 mm resolution detector, it was possibly to provide the pre-clinical
system a sub-millimeter resolution with a sensitivity of 1.9 × 10−3. And for the clinical brain system, it
could have a sensitivity of 6.7 × 10−4 with a resolution of 10 mm. The performance results were based on
simulation and they are currently working to build those systems.
1.3.3 Research Effort in the UI Group
Over the last ten years, our group at the University of Illinois, Urbana-Champaign (UIUC) has also spent
considerable effort to develop simultaneous SPECT/MR imaging. We developed the first generation MR
compatible energy-resolved photon-counting (ERPC) CdTe detectors. It offered a spatial resolution of 0.35
mm and an energy resolution of 3-4 keV [24, 25]. A prototype MR compatible system was built using four
ERPC detectors and to achieve enough sampling, rotation acquisition was used. Although a sub-500 µm
resolution imaging capability inside a 3 T clinical MR scanner had been demonstrated [26], the prototype
system did not have the capability of acquiring simultaneous data for SPECT/MRI.
1.4 Objective and Outline of the Dissertation
Based on previous efforts, we are continuing our aim to design a high performance SPECT system to
achieve simultaneous NMI/MRI, specifically for a cell tracking application. Such a system provides minimal
interference over MRI imaging, sub-mm and even higher resolving power allowing us to capture more details
about cell retention and migration, and a significant improvement of system sensitivity, even comparable
with PET sensitivity, enabling us to detect a small number of cells.
To achieve these goals, we first upgraded our ERPC detector to the second generation (ERPC-II), which
minimizes ferromagnetic components usage, and allowed it to work inside an MR scanner with a more
compact design. Chapter 2 briefly introduces the ERPC-II detector and more details about this detector
could be found in Dr. Liang Cai’s thesis [27]. This chapter focuses on reviewing the basic principles of
semiconductor detector physics and analyzing how detector pixel size and charge trapping affect energy
response and detection efficiency of the ERPC detector, by comparing analytic results with experimental
8
data.
Utilizing the ERPC-II detector, we constructed a ultrahigh resolution stationary MR compatible SPECT
system, i.e., the MRC-SPECT-I. The system consisted of ten ERPC-II detectors and was assembled in a 3D
printed compact gantry. Chapter 3 gives a brief introduction about the system design and instumentation.
More details about system fabricaiton and preliminary imaging results could be found in Dr. Liang Cai’s
thesis [27]. This chapter focuses on system calibration and modeling, performance evaluation, and imaging
studies, including detector ring energy response using optimized detector operation parameters, resolution
phantom studies, uniform phantom studies, etc. We will demonstrate that the system can provide a 0.35
mm resolution using an aperture, which consists of 40 pinholes with a diameter of 0.3 mm, and a highly
uniformly imaging capability that enables us to do quantitative study.
Chapter 4 explores integration of the MRC-SPECT-I system inside a magnetic scanner, carries a series of
studies to evaluate performance of the simultaneous SPECT/MRI system, and explores possible interference
between the SPECT sub-system and the MR scanner. We will do some preliminary studies to evaluate the
feasibility and potentials of this system for cell imaging.
Although MRC-SPECT-I is a state-of-the-art MRI compatible SPECT system, there are several aspects
that need further improvement. The system is one of the most sensitive systems for SPECT applications,
but compared to PET, the sensitivity is still 1 to 2 orders of magnitude lower and limits its application
value for cell tracking. The system has an outer diameter of 25 cm, which is still too large to be placed
inside many pre-clinical MRI scanners (Bruker 9.4T MRI with a bore size of 20 cm [28]). To accomplish
MRI/SPECT imaging, it has to sit at the side of a clinical MRI scanner. To overcome these drawbacks, we
have proposed a MR-SPECT-II system design that utilizes an inverted compound eye (ICE) design. This
system has a compact system design, which is less than 10 cm, and achieves a geometry sensitivity larger
than 1% with a sub-mm resolution. We will introduce the design and simulations for this new system in
Chapter 5.
Chapter 6 presents a prototype system, which consists of 64 micro-pinhole gamma cameras. We will
carry a series of experiments to verify the feasibility, demonstrate the advantages of ICE gamma cameras
for SPECT applications, and consequently evaluate potential of MRC-SPECT-II .
Conclusions and future work are given in Chapter 7.
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Chapter 2
Highly-Pixelated MR-Compatible
Energy-Resolved Photon-Counting
Detector
2.1 Introduction
One of the critical components for developing simultaneous nuclear molecular imaging (NMI) and mag-
netic resonance imaging (MRI) is an MR compatible gamma ray detector. A conventional photo-multiplier
tube (PMT) coupled to a scintillator based detector is sensitive to magnetic fields. Although replacing the
PMT with a silicon photo-multiplier tube (SiPMT) makes the scintillator-based detector compatible with
MRI, several drawbacks prevent its application for developing high-performance NMI/MRI systems, espe-
cially SPECT/MRI. The first drawback is the poor energy resolution of the scintillation detector. For the
scintillation detector, to generate one energy information carrier, i.e., the photoelectric electron generated
on the photocathode, it needs about 100 eV energy [29] to the long signal processing chain. Such a high
value limits the total number of information carriers generated by an interaction and causes a high statistical
fluctuation. Consequently, it affects the detector’s intrinsic energy performance. Secondly, it is difficult to
make a high spatial resolution (sub-mm or sub-half-mm) scintillation detector. The limited space inside an
MR scanner does not allow to use a conventional high-resolution SPECT design scheme, which has a large
system magnification to compensate a poor detector resolution with a cost of dramatically increasing the
system volume.
In the last ten years, the Radiation Detection and Imaging Lab at the University of Illinois has spent
intensive efforts in developing an MR-compatible, energy-resolved photon counting (ERPC) detector based
on CdTe and CZT semiconductors. The semiconductor detector has several advantages over the scintillator-
based detector. Firstly, the semiconductor detector can achieve a high energy resolution. The information
carriers are electrons and holes, which are directly generated by photon interactions and could be directly
collected by pulse processing circuitry. The processing chains are much shorter compared to the scintillator
detector. To create one information carrier, the CdTe based detector only needs 4.43 eV energy, which is
significantly lower compared to 100 eV of the scintillator detector. The energy photon interaction could
generate much more information carriers and decrease statistical noises. Secondly, a high spatial resolution
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Figure 2.1: Illustration of pixelated semiconductor detector principles, using the ERPC detector as an
example.
down to 100µm could be achieved based on a highly pixelated detector technology. As shown in Fig. 2.1,
a continuous film made of conductive materials, like gold or copper, is deposited on one side of a bulk
semiconductor crystal to make an electrode, called cathode. On the other side, a matrix of small electrodes
(anodes) is made of the similar film with gaps between each other. A bias voltage is applied between the
anodes and cathode, which makes the information carriers, i.e., the electrons and holes generated by a
gamma-ray interaction, drift along the field. An electronic signal will be generated on the nearby anodes
during the drift of the information carriers and conducted to a channel of the Application-Specific Integrated
Circuit (ASIC) through a bonding pad (Fig. 2.1). The ASIC channel will process the electronic signal and
obtain the interaction energy and spatial information. Theoretically, a high spatial resolution, down to 100
µm, could be achieved by making small anodes.
In this chapter, we are going to review the basic principles of the semiconductor detector and analytically
study its signal generating and processing chains, including gamma ray interaction, electron-hole generation,
diffusion and drift, and charge induction on the electrodes. Then we will review the technical details of the
second generation ERPC detector and evaluate the detector performance, including energy resolution and
uniformity through an experimental study.
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2.2 X-ray and Gamma-ray Interactions with Detectors
Several kinds of interactions possibly happen when a photon (gamma-ray or x-ray) travel through detector
sensors,for example, CdTe in our case, including Rayleigh scattering, which changes the travel direction of
the photons without losing their energy, Compton scattering, photoelectric absorption and positron-electron
pair generation, which requires an energy threshold of 1.02 MeV. Since the energy of photons for the medical
imaging application ranges from 50 keV to 1 MeV, Compton scattering and the photoelectric absorption
play dominant roles in the interaction mechanisms. For example, when 122 keV photons interact with CdTe,
82.4% of the interactions are the photoelectric absorption, 10.7% are Compton scattering, 6.9% are Rayleigh
scattering, and 0% for the electron-positron pair production.
Photoelectric Interaction In the photoelectric interaction, the photon will be absorbed by a bonded
electron in an atom (the interaction could not happen with free electrons, because of conservation law of
momentum and energy). If the energy of the photon (Eγ) is higher than binding energy (E0) of the electron,
the electron will escape from the atom binding shell, and become a free electron with a kinetic energy of Ee
given:
Ee = Eγ − E0 (2.1)
The energetic electron generated by the interaction will interact with the sensor, CdTe, through ionization
and excitation or Bremsstrahlung radiation. It could travel some distance away from the initial photoelectric
interaction spot. For a 122 keV gamma-ray, the electron has a kinetic energy around 100 keV and the travel
range is around 20 µm (Fig. 2.3). After the electron leaves from the atom’s binding shell, a vacancy is left
behind, and the atom becomes excited. The de-excitation can take place by ejection of an Auger electron
(25% of events in CdTe) or X-ray fluorescence (27-31 keV for Te, 23-26 keV for Cd). While the Auger
electron travels a few microns as shown in Fig. 2.4, the characteristic x-ray will possibly propagate 100
µm away from the initial interaction (Table. 2.1) and be absorbed again or escape from the sensor. The
characteristic x-ray of a Cd atom could be absorbed by a Te atom through the photoelectric effect and a
second characteristic x-ray could be generated. This phenomenon will distribute the initial photon energy
in a much larger area compared to the travel range of the initial electron and will play a significant role in
the detector response, including the energy resolution and the detection efficiency, which will be covered in
the following sections.
As Fig. 2.2 shows, the photoelectric interaction is dominant in low energy and drops sharply as energy
increases. The interaction probability also varies with the material atomic number (Z). And their relation
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Table 2.1: Fluorescence travel distance.
Fluorescence number Ratio (%) Mean distance (µm)
0 (Auger) 25 7
1 45 75
2 25 111
>3 5 118
Fluorescence only 75 90
All events 100 67
Note: a) Monte Carlo simulation from reference [30]; b) the
distance from the initial interaction location to the last flu-
orescence photon interaction; c) the distance is projected on
the cathode.
could be roughly approximated by:
τ ∝ Z
n
E3.5γ
(2.2)
where the exponent n varies between 4 and 5 [31].
Compton Scattering In Compton scattering, an incident photon is scattered by an electron with an
angle, θ, along the original incident direction and part of the photon energy will be transfered to the electron,
with the remained energy described by [31]:
E′γ =
Eγ
1 +
Eγ
m0c2
(1− cos θ)
(2.3)
where m0c
2 = 511 keV is rest mass energy of an electron. Depending on the scattered angle, θ, the scattered
photon energy for the 122 keV incident photon ranges from 122 keV to 82.6 keV and the corresponding
recoiled electron has an energy from 0 keV to 39.4 keV.
The Compton scattering probability linearly changes with the atomic number, Z [31], and the dependence
on the photon energy is illustrated in Fig. 2.2 for CdTe. In the low energy range (< 10 keV), it sharply
increases with energy and then it gradually drops down. For CdTe, the interaction probability of Compton
scattering equals the photoelectric effects at 280 keV and it gradually becomes the dominant interaction.
2.3 Charge Cloud Induced by Photon Interactions
Charge Cloud Generation. Compton scattering and the photoelectric interaction will transfer either
part or all of the photon energy to the interacted electron. The electron loses its energy through scattering,
ionization of atoms and Bremsstrahlung radiation. Consequently, the interaction generates phonons (lattice
vibration) or electron-hole pairs in CdTe. The process of the electron-hole pair (Neh) generation could be
modeled as a Poisson process. Since the number of electron-hole pairs is in the order of 10,000, the process
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Figure 2.2: Illustration of the CdTe attenuation coefficient varying with the photon energy. The zoomed-in
plot shows the K-edge of Cadmium (26 keV) and Telluride (30 keV). The plot is based on the data from the
NIST x-ray interaction database [32].
100 keV  Electrons
CdTe
Figure 2.3: Illustration of the 100 keV electron trajectories in a CdTe crystal through Monte-Carlo simulation
using pyPENELOPE [33]. The red curves are for the electrons escaping from the crystal and the blue ones
for the absorbed electrons
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30 keV Electrons
CdTe
Y
Figure 2.4: Illustration of the trajectories of 30 keV electrons (the energy similar to the Auger electron of
Te) in CdTe detector through Monte-Carlo simulation using pyPENELOPE [33]. 1000 Cases were simulated.
The red curves are for the electrons escaping from the sensor and the blue ones for the electrons absorbed
in the CdTe.
could be approximated by a Gaussian distribution:
P (Neh) =
1√
2piFNeh
exp
[
− (Nen −Neh)
2
2FNeh
]
(2.4)
where variance of the distribution, FNeh, illustrates the sub-Poisson behaviors of the process. For CdTe,
the Fano factor F is around 0.12 [34]. The mean, Neh equals Ee/. ( is the energy needed for generating
an electron-hole pair. For CdTe, it is 4.43 eV. Ee is the photon energy, here we assume the detector absorb
all the photon energy.) For a 122 keV photon, there are around 27500 electron-pairs produced by the
photoelectric effect.
The size of the charge cloud (electrons and holes) is around 20 µm for a 100 keV photoelectric electron
without considering x-ray fluorescence. The size could be further expanded after accounting for the charac-
teristic x-ray propagation effects, which can be obtained through Monte-Carlo simulation as reference [30]
did. Although the reference used CdZnTe, the data still could be an accurate reference for CdTe, due to
the similar properties of those two materials. Based on the reference data, we derived that the mean of the
charge cloud is around 78 µm.
Charge Cloud Drift, Diffusion, and Trapping From Eq. 2.4, we know that the number of charges
generated by the interaction allows us to estimate the energy of the incident photon. To collect the charges,
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Figure 2.5: Charge cloud size distribution, from reference [30].
we apply a bias voltage between the anodes and cathode (in our case, it is −350V, as shown in Fig. 2.6). The
charges will drift along the electric field, called the applied field, which is generated by the bias voltage. The
electrons in the charge cloud will move to the high potential side (the anode side) and the holes move to the
cathode side along the field. Since the field (Fig. 2.6) is uniform (the configuration did not have a steering
grid) and points toward the cathode, we could assume that the electric field will not cause the charge cloud
to drift along the detector lateral direction. For the ERPC detector, a -350V bias voltage applied to a 2 mm
CdTe crystal will generate an electric field with a strength of 175 V/mm. The field strength is much lower
than what could make charge migration saturated, and the drift velocity of electrons (holes) is proportional
to the field strength (E):
Veh = µehE (2.5)
where µeh is the migration coefficient for electrons (holes). For CdTe, it is 1000 cm
2/Vs for electrons and
110 cm2/Vs for holes. It takes 117 ns for the electrons to travel from the cathode to the anode pixel, and
the holes move around ten times slower than the electrons.
Besides the drift along the electric field, the electrons (holes) in the charge cloud will have random
thermal motions, which change the distribution of charge cloud. The distribution of charge cloud, qeh(r, t),
varying over time could be modeled by a diffusion equation:
D∇2q = ∂q
∂t
(2.6)
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where D is the diffusion coefficient, and it could be calculated by the Einstein Relation:
D = µeh
KT
e
(2.7)
where D is proportion to the mobility of electrons (holes) (µeh), the Boltzmann constant, and the tempera-
ture. e is the charge of an electron. We could assume the anodes and cathode do not have charges because
the interaction between charges through Coulomb force could be ignored, compared to the effects of thermal
diffusion and the drift caused by the applied field [35]. With the initial distribution and the boundary
conditions, we could know how the charge cloud size and distribution evolve during their drift along the
electric field. As Fig. 2.7 and 2.8 show, the initial electron cloud with a uniform distribution will increase
from a size of 78 µm (this value is calculated based on the results in reference [30] and we assume the charge
cloud has a uniform distribution.) to 130 µm when drifting from the cathode to the anode. And the hole
cloud size has a similar evolution when it drifts from the anode to the cathode, with a time scale increased
by a factor of 10.
During the charges’ thermal diffusion and drift along the electric field, it is possible that they will be
trapped by defects, which prevents the charges from being collected by the electrodes. The duration of an
electron (hole) from its generation to being trapped is defined as lifetime, τeh. For the holes in the CdTe, the
value is around 2 µs, and for the electrons, the value is around 3 µs. Also, we could describe this property
by drift length, λeh, given by:
λeh = µehτehE (2.8)
where µeh is the mobility coefficient and E is the electric applied field. If we apply a -175 V/mm electric
field, the drift lengths of the electrons and holes in CdTe are 57.75 mm and 3.5 mm respectively. Since the
electron drift length is significantly larger than the detector thickness (2 mm), electron trapping could be
ignored. However, the hole drift length has a similar order of the detector thickness, and it prevents the holes
from being fully collected by the cathode. Consequently, it degrades the detector’s energy performance. We
will study this effect in the coming few sections.
If we assume the material has uniform properties, i.e., µeh and τeh are constants in the crystal, we could
calculate the probabilities of the charges being trapped in the crystal or collected by the electrodes when
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Figure 2.6: Electric field applied to a 2 mm CdTe crystal generated through a 350 V bias.
they travel a distance of deh:
P (de) =
1
λe
exp(−de
λe
) + exp(−D − x0
λe
)δ(D − x0 − de) (2.9)
P (dh) =
1
λh
exp(−dh
λh
) + exp(−x0
λh
)δ(x0 − dh) (2.10)
where the trapping probability has two terms. The first term describes the probability of the charge being
trapped by defects. The second term tells that if they are not trapped, the electrons(holes) are going to
be collected by the anodes (the cathode for holes). x0 is the position of the initial interaction (the axis
has the origin at the cathode and points towards the anode). D is the thickness of the crystal. Based on
this probability model, we could calculate the expected distribution of the electrons (holes) along the drift
direction as:
qe(x) = Ne
[
κ(x− x0) 1
λe
exp(−x− x0
λe
) + exp(−D − x0
λe
)δ(x−D)
]
(2.11)
qh(x) = Nh
[
κ(x0− x) 1
λh
exp(−x0− x
λh
) + exp(−x0
λh
)δ(x)
]
(2.12)
where κ(x) is a step function, which constrains that the holes only move to the cathode (although the thermal
movement could have an opposite movement, the effect could be ignored after considering the velocity of
those two movements along the drift direction) and the electron drifts to the anode side.
In summary, the charge cloud distribution is largely determined by three factors: the thermal diffusion,
the applied electric field, and charge trapping.
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Figure 2.7: Illustration of the charge cloud size changing over time by solving Eq. 2.6. The initial charge
cloud is uniformly distributed with a diameter of 78 µm, which is calculated using the data in Fig. 2.5. The
size is defined as the diameter of the circle covering 95% of the total charge. The time ranges from zero to
100 ns, which is as long as the duration of the electron drift from the cathode to the anode.
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Figure 2.8: Illustration of the charge cloud size changing when electrons drift from the cathode to the anode.
Using the same data as Fig. 2.7.
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2.4 Signal Induced by a Charge Cloud
Shockley-Ramon Theorem As the charge cloud is drifting along the electric field and the distribution
of the cloud, q(r, t), is changing over time, it will generate a time-varying potential, φ(r, t), and consequently
induce charges on the electrodes. It is challenging to directly solve the Maxwell equations to get the potential
distribution because of the coupling between magnetic field and electric field in the equations [36]. Since the
charge density change is sufficiently slow and quasi-static assumption is satisfied [36], the potential could be
solved using in electrostatics given by:
∇2φ(r, t) = −1

q(r, t), if r ∈ V (2.13)
φ(r, t) = f(r), if r ∈ ∂V
where  is the dielectric constant of the semiconductor. With the boundary condition, f(r), we could solve the
equation and get the charge induced in the detector electrodes. There are several approaches that could be
used to get the induced charge, like the Green function method [37]. The Shockley-Ramon Theorem [38, 39]
is also commonly used and it states that the charge, Q, and the current, i, on an electrode induced by a
moving point charge q are given by:
Q = −qψ(r) (2.14)
i = qvE0(r) (2.15)
where v is the velocity of charge q. ψ(r) and E0(r) are called the weighted potential and the weighted field
respectively. Dr. Z. He has published a review paper regarding the Shockley-Ramon theorem [40], where he
proved the theorem through energy conservation.
Since the charge distribution in Eq. 2.11 is in a continuous format but the Shockley-Ramo theorem is
for a point charge, we would like to derive a more general format of the Shockley-Ramo theorem in the
following section, where the procedure is very similar to how Ramo proved the theorem [39]. Based on the
superposition principle, we could decompose the potential in Eq. 2.13, φ(r, t) = φ0(r, t) +φ1(r), and φ0(r, t)
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and φ1(r, t) satisfy the PDEs given by:
∇2φ0(r, t) = −1

q(r, t), if r ∈ V (2.16)
φ0(r, t) = 0, if r ∈ ∂V
∇2φ1(r) = 0, if r ∈ V (2.17)
φ1(r, t) = f(r), if r ∈ ∂V
where φ0(r, t) is induced by the time varied charge cloud with the ground boundary condition and φ1(r) is
the static potential generated by the boundary potential of f(r). And the induced charge on the electrodes
(anodes or cathode) decomposes to two parts:
Q(t) = Q0(t) +Q1 (2.18)
where Q0(t) is the electrode charge induced by the time varied potential φ0(r, t) and Q1 is the charge on
the electrodes induced by the static potential φ1(r). Since we are interested in the charge induced by q(r, t),
we will focus on the time varied part of the potential, φ0(r, t), and the corresponding induced charge, Q0(t).
Assume we are interested in the charge on one specific electrode, named m, the charge, Qm0 (t), could be
calculated based on Gauss’s theorem:
Qm0 (t) =
∮
∂Vm
∇φ0(r, t)ds (2.19)
To calculate the charge, we will play a math trick as Ramo did in the paper [39] and induce another field,
called the weighted potential field, ψ(r):
∇2ψ(r) = 0, if r ∈ V (2.20)
ψ(r) = 1, if r ∈ ∂Vm, other boundaries equals zero
where ψ(r) is equal to zero in boundaries (electrodes), except the one that we would like to calculate the
induced charge, which has an unit voltage.
According to Gauss’s theorem, we could have
∫∫∫
V
∇ · [φ0(r, t)∇ψ(r)− ψ(r)∇φ0(r, t)] d3r =
∮
∂V
[φ0(r, t)∇ψ(r)− ψ(r)∇φ0(r, t)] ds (2.21)
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Figure 2.9: Illustration of the weighed potentials of different kinds of electrodes, including the cathode (A)
and the anodes with different sizes.
Plug in Eq. 2.19, Eq. 2.16 and Eq. 2.20, we could get the induced charge on the m electrode:
Qm0 (t) =
∫∫∫
V
q(r, t)ψ(r)d3r (2.22)
where we could know that the charge induced on the electrode depends on the charge distribution and the
weighted potential of the electrode. It is necessary to point out that the applied electric field shown in
Fig. 2.6 would affect the distribution of the charge cloud, but it is not the weighted field used to calculate
the induced charge in Eq. 2.22.
Based on its definition in Eq. 2.20, we could calculate the weighted potential of the electrodes. Fig. 2.9
shows the weighted potential for the electrodes, including the cathode, and the anodes with different pitch
sizes. Fig. 2.10 shows the corresponding line profiles in the pitch center. We could see the weighed potential
field is significantly different from the potential used to collect the charges (Fig. 2.6). And we also find the
weighted potential significantly depends the electrodes size (Fig. 2.9).
Induced Charge on the Cathode With the knowledge of the charge distribution, we could know the
induced charge on the electrodes based on Eq. 2.22. The potential in the crystal (Fig. 2.9-A and Fig. 2.10
(the bright green curve) ), linearly depends on its distance from the cathode, with zero at the anodes and one
at the cathode. Since the weighted potential for the cathode along the detector depth direction is uniform,
we could only consider the distribution of the charges along the lateral plane. With the charge distribution
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in Eq. 2.11, we could find the total induced charge:
Q0 =
∫ D
0
x
D
[qh(x) + qe(x)] dx
= −eNeh
D
{
λh
[
1− exp
(
−x0
λh
)]
+ λe
[
1− exp
(
−D − x0
λe
)]}
(2.23)
where D is the detector thickness and x0 is the initial interaction position. Eq. 2.23 is called the Hecht
Relation [41]. If the trapping effects are not significant, i.e., λeh >> D, the limitation of Eq. 2.23 would
be [35]
Q0 → eN
D
{
λh
x0
λh
+ λe
D − x0
λe
}
= −eNeh (2.24)
where the induced charge equals the charge generated by the interaction. If the charge is heavily trapped,
i.e, D >> λeh, Q0 will be [35]
Q0 → −eNehλe + λh
D
(2.25)
In these two extreme cases, i.e., the carriers are either not trapped (Eq. 2.24) or severely trapped (Eq. 2.25),
the induced charge does not depend on the depth Of interaction (DOI). However, in the moderate trapping
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case, the charge value is relied on the DOI. If we assume that electron trapping is negligible but the holes
are strongly trapped, the induced charge becomes linearly dependent on the interaction position as:
Q0 → −eNehD − x0
D
(2.26)
the induced charge in CdTe is similar to this case, recalling that λe = 57.5 mm and λh = 3.5 mm. Due to this
interaction dependent induced charge as shown in Fig. 2.11, without the information from interaction, we
would not be able to estimate the number of charge carriers generated by the interaction and consequently
the energy information would not be accurately obtained. To get the accurate energy information of the
interaction, the DOI has to be decoded and the charge trapping effect could be corrected based on Eq. 2.23
Fig. 2.11 shows the simulated waveforms of the induced charge on the cathode changing when the charge
cloud drifts along the applied electric field. The induced charge cloud has two sections, i.e., the fast section
before the bending point (highlighted in a circle) and the slow section after the bending point, caused by
the significant difference between the drift speed of electrons and holes. The fast section happens before the
electrons are collected. And since the electrons travel around ten times faster than the holes and approach
the electrode much quicker than the holes, the induced charge during this period increases sharply. After the
electrons are collected, the holes gradually drift toward the cathode. Based on the information about when
the electrons and holes are collected, the interaction depth information could be obtained and consequently,
the trapping effects could be corrected, and the energy information of the interaction could be predicted.
Fig. 2.12 shows one of the experimental waveforms collected from a charge sensitive amplifier, which is
connected to the cathode and sampled by a 200 MHz ADC. The curve in the figure allows us to predict
when the electrons and the holes are collected. As shown in Fig. 2.13, the energy resolution could be
significantly improved with the DOI information and the trapping correction. More details about the DOI
correction could be found in references [42, 43, 44, 45]
Induced Charge on the Anode Similar to the cathode, the weighted potential of an anode could be
calculated based on Eq. 2.20. As shown in Fig. 2.9, the field change along the detector depth is not linear.
When it is close to the anode, the potential sharply approaches to one, while in other regions away from
the anode, it slowly changes and stays closely to zero. And the smaller ratio of the pixel size over detector
thickness is, the steeper weighted potential gradient becomes when it approaches the anode. Since electrons
are not heavily trapped in CdTe, most of the electrons will be collected by the anodes. The holes will
possibly be trapped in the crystal or gathered by the cathode. In either case, the field where the holes stay
is either highly likely close to zero (the holes are trapped) or is zero (the holes are collected), due to the
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Figure 2.11: Illustration of the cathode waveform’s dependency on the initial interaction depth.
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Figure 2.12: Illustration of the cathode waveform from an experiment using a Na-22 source, which emits a
positron, annihilation of which will generate two 511 keV photons. The figure is from Andrew Groll.
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Figure 2.13: Illustration of the energy performance affected by the charge trapping and the benefits of the
charge correction using the DOI information. The figure is from Andrew Groll.
weighted potential field distribution of the small anode pixel. The induced charge on the electrode depends
on the final distribution of charge carriers in the weighted potential field (Eq. 2.22). The electrons generated
by the interaction will contribute much more signal than the holes. These effects are called the small pixel
effects [29], which allow the detector to effectively reduce the influence of hole trapping and improve the
energy performance.
To calculate the waveform (the induced charge changing over time) on the anode, we assume the charge
cloud is infinitely small, and the effect of the charge cloud size will be studied later. As the waveforms
with the different DOIs in Fig. 2.16 show, due to the small pixel effects, the hole contributed signal are
significantly lower compared to the cathode waveforms (Fig. 2.11). However, because in the ERPC detector,
the ratio of the sensor pixel (0.35 mm) over the detector thickness (2 mm) is not small enough, the final
amplitudes of the signals are still dependent on the DOIs. As shown in Fig. 2.16, the amplitude of the signal
generated by the interaction 1.8 mm away from the cathode (the black curve in Fig. 2.16) is only around
82% of the value for the interaction 0.2 mm away from the cathode (the light green curve in Fig. 2.16).
Fig.2.15 shows the line profiles of the weighted potential away from the center of the pixel pitch. The
weighted potential outside the pixel area is not always equal to zero. For example, the point with a distance
of 0.2 mm away (the purple curve in Fig. 2.15) has a maximum value around 0.3. The distribution of the
weighted potential leads to an interesting phenomenon that even the charge cloud is outside the pixel area,
it could still induce a signal on the corresponding anode, as seen in Fig. 2.17.
Charge Sharing Effects In the previous section related to the induced charge on the anode, for
simplicity purpose, we assumed that the charge cloud was a point source, which did not match the physical
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model. As we mentioned in Section 2.3, for 122 keV photons, the mean size of the initial charge cloud is
around 78 µm and could expand to 130 µm as the electron drifts along the electric field toward the anode.
Since the ERPC detector pixel has a size of 0.35 mm, a lot of events that occur away from the pixel center
will be shared by the adjacent pixels. There are several papers published to study how the charge sharing
affects detector’s energy performance and detection efficiency [30, 46, 47]. Here we specifically investigate
how the charge distribution will affect the ERPC detector.
For simplicity sake, we do not consider trapping effects and assume the gaps between pixel pitch (50µm)
have the weighted potential equal to 1 instead of sharply changing from 1 to 0 in the 50 µm range (Fig.2.14).
Then the induced charge on the anode will equal the charge of the electron cloud falling into the pixel region.
By varying the interaction positions along the detector lateral direction, we could calculate the percentage
of the electrons collected by the anode. For 122 keV photons, the corresponding charge cloud size and
distribution are dependent on DOIs which we have discussed in the previous section. We set a threshold at
100 keV, which required 82% of the electrons of charge cloud were collected by the target anode. (Although
we were able to set a lower threshold, it would increase the Compton scattering events and add more noise
to imaging studies.) The detection efficiency ranges from 77% to 69% depending on the initial interaction
depth. For the events close to the anode, the electron carrier drift time is short and only the initial size of
the charge cloud will play a role in charge sharing. This case has around 77% detection efficiency. While the
interaction occurs away from the anode, it needs more time to drift from the interaction spot to the anode
and the thermal diffusion will increase the cloud size and consequently increase the probability of electrons
shared multiple pixels. For example, the events occurring at 0.2 mm away from the cathode have the initial
charge cloud size of 78 µm. Due to the diffusion, it will increase to 130 µm (Fig. 2.8) and charge sharing will
make the pixel lose 34% of the events (Fig. 2.18), even the interactions of which are in the corresponding
pixel.
Charge sharing will also affect the detector energy. As Fig. 2.19 shows, charge sharing expands the
width of the photoelectric peak and induces a long tail. In Fig. 2.19, we also could calculate each pixel’s
overall detector efficiency. Assume we set a threshold at 100 keV, the detection efficiency will be 72% (the
percentage of events with energy larger than 100 keV in Fig. 2.19).
To solve the charge sharing issue, the research communities have developed a variety of technologies.
Reference [46] studied how the steering grid can reduce the charge falling into the gaps between anodes
and consequently improve the energy performance. Besides, CERN developed ASICs with logic to correct
sharing, which allow the pixels around the interaction to compare their signal amplitude and assign all of
the induced charges to the pixel with the maximal amplitude [48].
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Figure 2.15: Illustration of the weighted potential line profiles along the red dot lines in Fig. 2.14.
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Figure 2.17: Illustration of the induced charge waveforms when interactions happen away from the center
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the interaction depth is 0.2 mm away from the cathode. The maximal amplitude of the green curve in the
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are scaled correspondingly.
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Figure 2.19: Illustration of charge sharing affecting the energy spectrum. We assume that the intrinsic
detector energy spectrum (without charge sharing - the red curve) is a Gaussian distribution with a standard
deviation of 3 keV. Peak position will be shifted to the position, which can be calculated by 122 keV
multiplying the percentage of the charge collected by the pixel, which is shown in Fig. 2.18. The photons
uniformly illustrate on the detector. The attenuation at the different DOIs is modeled. Charge trapping is
not considered here.
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2.5 MRI Compatible ERPC Detector
Working with Ajat [49], our lab developed the second generation ERPC detector (Fig. 2.20), dedicated
to NM/MR imaging application. It was an upgraded version of our first ERPC detector [50]. The second
generation has the same ASIC design as our first generation. The PCB was redesigned to have a more
compact geometry to allow us to build a full ring system and the ferromagnetic usage is minimized to reduce
its effect on MRI. The detector consisted of 4 CdTe crystals, each with a volume of 1.1 cm × 2.2 cm × 2
mm and a 4.4 cm × 2.2 cm × 2 mm sensing area in total. Each crystal was pixelated into 32 × 64 square
pixels with 0.35 mm × 0.35 mm in size. There were 8192 pixels in all four crystals. This detector could
work as an event by event photon counting detector with a high precision energy resolution.
CdTe Crystal Four high-resistivity p-type CdTe crystals with dimension of 1.1 cm × 2.2 cm × 2 mm
were used to fabricate the ERPC detector module. 100 nm thickness gold film was deposited to one side of
the crystal to form the cathode. On the other side of the detector, 32 × 64 pixelated anodes with a size of
300 µm × 300 µm each (Fig. 2.1) were made of 50 nm thickness gold film, and the gap between anodes was
50 µm. This configuration formed a 32 × 64 pixel array with a size of 350 µm × 350 µm. The array was
surrounded by a guard ring with a width of 25 µm at the boundary of the crystal. The gap between the
arrays and the guard ring was 50 µm. Both the anodes and cathode used the Ohmic contacts.
Front-end Readout Circuitry Each CdTe crystal was flip-chip bonded onto the readout ASIC, which
was the same as our first generation and more details about this ASIC could be found in [50]. The ASIC
used 4 metal 2 poly CMOS 350 nm technology. The size of each ASIC was approximately 22 mm × 11 mm,
with 32 × 64 channels. Each channel had a 25 µm diameter bonding pad and was coupled to a single anode
pixel through a SnBI solder (Fig. 2.1). The circuitry (Fig. 2.21) of each channel included a charge-sensitive
amplifier, a peak-hold (P/H), a comparator and a 10-bit multiple-function counter used for both photon
counting and A-to-D conversion in the TDC (Fig. 2.21). The charge sensitive amplifier had a maximum
gain of 10 µV per electron and shaping time around 1µS. To compensate for pixel-to-pixel variation in each
channel offset and gain, it had two 8 bit digital-to-analog converters for gain and offset corrections. Each
channel of the ERPC ASIC had the capability of pixel analog to digital conversion. If the signal from the
amplifier was larger than the preset threshold, it triggered a start signal to the TDC and the 8-bit DAC with
a clock frequency of 10 MHz. The ramp generator would generate a steadily increasing signal, which would
be compared with the signal amplitude of the P/H component output. A stop signal would be triggered
to stop the TDC when the signal was larger than the P/H output. Therefore the duration of counting was
proportional to the output amplitude of P/H. The TDC could achieve 8-bit precision and with a maximum
ADC time of 25.6 µs. The TDC output would be transferred through the data bus connecting the ASIC to
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the digital board. Each ASIC in active mode consumed around 0.8 W and the four ASICs were mounted on
a copper plate using compressed air cooling (Fig. 2.20).
Digital Readout Circuit The PCB board of the ERPC detector was redesigned, dedicated to NMI/MRI
application. It had a more compact geometry than the first generation ERPC detector, allowing for the
formation of a full stationary ring system composed of 10 detector modules. It minimized ferromagnetic
component usage to reduce interference with MRI. The PCB was connected to ASICs through bonding
wires, as shown in Fig. 2.20 and Fig. 2.22. The PCB provided regulated and unregulated 3.3 V powers, logic
and timing control for the four ASICs. Besides the ADC on the individual ASIC channels, the PCB of the
ERPC detector also had a high precision ADC on the board, which was used for high-resolution gamma-ray
spectroscopy applications. The readout and writing operations, communication between the detector and
the software were controlled by the ACTEL FPGA mounted on the PCB board. And there also was a 32
MB RAM used as a data buffer for temporarily storing pixel addresses and the pixel outputs of the ASICs.
The PCB used a Serial Peripheral Interface (SPI) with a 4 MHz clock and the SPI signal from PCB would
be further converted to a USB format using a USB-SPI adapter to allow direct communication with the
system acquisition workstation.
Timing and Frame Rate The ERPC had a specific timing logic for SPECT imaging application. As
shown in Fig. 2.23, when the detector was powered on, each channel in the 4 ASICs would sequentially go
through initialization, which included updating the channel gain and offset through the writing sequence
(Fig. 2.24). After initializing, the detector could switch to one of the acquisition modes. Mode 5 is commonly
used for SPECT imaging, which was shown in Fig. 2.24. The FPGA would read the output of each channel
in the ASICs sequentially through the readout sequence (Fig. 2.23-right and Fig. 2.24-upper). The FPGA
would set the pixel address and read out the corresponding pixel through the sequence seen in Fig. 2.24,
after finishing the readout, the P/H would be reset. The minimum readout time needed for one channel was
around 1 µs (Table. 2.2), and the readout of all 8192 pixels in the four ASICs would take around 8 ms. After
finishing the readout of all four ASICs, it would wait another adjustable time, for example, 12 ms as shown
in Fig. 2.23. The detector had a maximum frame rate of 125 frames per second (fps), with a waiting time of
0 ms, and a maximum count rate the ERPC detector could handle was 1 M counts per second, which was
sufficient for SPECT imaging application. The communication was through the SPI interface with a clock of
4 MHz (Fig. 2.24-C). It took around 4 µs to send a 16-bit word through the SPI to the control software on
PC, and 32 ms to send out a frame. It had an upper limit frame rate of around 30 fps ( 14µs×8192pixels ), which
was smaller than the detector’s maximum acquisition frame rate (125 fps). The issue could be solved by
using the 32 MB RAM memory buffer to temporarily store the pixel event information (the pixel addresses
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Figure 2.20: ERPC detector and 3D drawing of the detector.
and the energy levels of events).
2.6 Performance Evaluations of the ERPC Detector
To evaluate the performance of the detector, a 100 µCi Am-241 disk source and a 52 µCi Co-57 point
source with a diameter of 0.25 mm were used to illuminate the detector for about 8 hours.
Energy Resolution. Fig. 2.25 showed the detector energy response. The individual pixel energy
resolution, characterized by full width at half maximum (FWHM), at 59 keV (Fig. 2.25-A and B) varied
from 5 keV to 14 keV with a mean of 7.7 keV (Fig. 2.25). And for 122 keV photons (Fig. 2.25-C and D), the
pixel energy resolution was in the similar range to 59 keV but with a mean of 8.2 keV (Fig. 2.25). The energy
resolution was significantly larger than the statistical noise (0.38 keV for 59 keV photons and 0.54 keV for 122
keV photons, using the Fano factor of 0.12). Several factors could play a role in degrading the performance,
including charging sharing, carrier trapping, leakage current and electronics noise (about electronics noise
and leakage current we did not discuss here, more details could be found in [29] and [51]). The defects
in the crystal, including grain boundaries, Te inclusions, and dislocation [52], would cause non-uniform
trapping and consequently cause non-uniform energy response. Fig. 2.25 showed the spatial variation of the
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Figure 2.21: ASIC’s pixel circuitry for the ERPC detector, which is the same as our first generation ERPC
detector [50].
Table 2.2: Timing parameters for the read and write sequences.
Symbol Parameter Min (ns) Max (ns)
tAD AD pulse width 125 -
tAS Address set-up before falling edge of AD 125 -
tAH Address hold after falling edge of AD 0 -
tADD Time from falling edge of AD to rising edge of WR / RD 125 -
tAWR WR pulse width 125 -
tDSW DATA set-up before falling edge of WR 125 -
tDHW DATA hold after falling edge of WR 0 -
tEH ENAIN hold after falling edge of WR / RD 0 -
tAZ Time from falling edge of AD until DATA bus drivers must be hi-Z - 100
tRD RD pulse width 125 -
tD Time from rising edge of RD until data valid 125 -
tDHR DATA hold after falling edge of RD 10 -
Note: the information is from AJAT.
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read sequence shown in Fig. 2.24.
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(A) ERPC ASIC Read Sequence 
(B) ERPC ASIC Write Sequence 
(C) SPI Communicate Sequence 
Figure 2.24: Timing of the ERPC detector operation sequences. The read (A) and write (B) sequences
for the individual pixel of the ASIC are shown in the upper two rows. The time duration of each section is
listed in Table. 2.2. (C) is the SPI communication sequence with a 4 MHz clock. The figure is from AJAT.
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energy resolution. Certain regions where the energy resolution was significantly poorer than other regions
were pointed out by red arrows, and this is possibly caused by the defects. The spectra (Fig. 2.26) of the
pixels crossing one of these non-uniform regions allowed us to observe more details regarding how the energy
performance fluctuated in those pixels.
Detection Efficiency and Uniformity The detection efficiency of mth pixel was defined as the ratio
of the detected counts cm−detected over the theoretical counts cm−theory:
m =
cm−detected
cm−theory
(2.27)
The detected counts (larger than 100 keV) of Co-57 was measured on the individual pixel and the spatial
variation of the detected counts was shown in Fig. 2.27-A. Their mean was around 25,000 and the statistical
noise over the mean is around 0.6%. Due to the variation of the distance between pixels and the point
source, different pixels may be illuminated by different flux rates. Therefore, we could not directly use the
measured counts to evaluate the uniformity. The detected counts on the mth pixel could be analytically
calculated by multiplying the detection probability (Pm), the source activity (A) and the acquisition time
T :
cm,theory = ATPm (2.28)
If the point source position relative to the detector is known (how to get this information will be covered in
the next chapter), the analytically calculated detection probability by a pixel will be given by:
Pm =
1
4
∫
ro∈V s
dxodyodzo
∫
rd∈V dm
{
cos θdxddyd
4pir2od
exp
[−µdld(rd, ro)]µddzd
cos θ
}
=
1
4
∫
ro∈V o
dxodyodzo
∫
rd∈V dm
dxddyddzd
{
µd
4pir2od
exp
[−µdld(rd, ro)]} (2.29)
where the probability is determined by three terms. The first term is the solid angle ( cos θdxddyd
4pir2od
, here cos θ
is the incident angle of gamma ray related to the sensor surface and rod is the distance between the source
at ro and the sensing element at rd). The second factor is the photon traveling distance, l
d(rd, ro), through
the sensing material before being stopped at rd. The last one is the probability of photon interacting with
the sensor when traveling within a distance of dzocos θ . The right side integration of Eq. 2.29 covers the region
V d belonged to the mth detector pixel and the left side integration of Eq. 2.29 is in the region V o where
the source is and the overall integration divided by the source volume, 4, is the mean probability of a
gamma-ray emitted in the source being detected by the sensor pixel.
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With the knowledge of the source activity (Co-57) and position, as well as the acquisition time, we could
theoretically calculate the detected counts through Eq. 2.28 and the detection efficiency using Eq. 2.27.
As shown in Fig. 2.27-C and D, the detection efficiency of each pixel varied from 0.45 to 0.65, with a
mean of 0.55. The defects may play a role in the detection efficiency and its spatial fluctuation. Another
dominating factor affecting the detector efficiency is the charge sharing effects. As we mentioned in Section
2.4, charge sharing degraded the energy resolution and reduced the detection efficiency. However, we found
a discrepancy between the simulation and the experiment. Comparing the simulated results in Fig. 2.19 and
the measured results, we found that the ratio of the peak amplitude of 122 keV to the amplitude at 100
keV was larger in the simulated results. And the detection efficiency was around 0.55, while the simulation
result was around 0.71. A lot of factors could contribute to these mismatches. The measured spectrum was
affected by all related physical factors, including Compton scattering, charge trapping, etc. Our results in
Fig. 2.19 just studied the charge sharing effects. Also, the analytic model was simplified in several aspects,
including an assumption of a uniform distribution of the initial charge clouds, charge falling into the pixel
fully contributing to the signal. Hole and electron trapping, as well as electronic behaviors were not modeled.
To further study those factors, we have to carry more dedicated studies, as seen in reference [46].
As we mentioned in the previous section, to solve the charge sharing issue, the research communities
have developed a variety of technologies, including the steering grid [46] and ASICs with logic to correct
charge sharing [48]. We could upgrade the ERPC detector by incorporating those technologies in future
development. And at current stage, we could increase the energy window accounting for interaction events,
with a cost of raising scattered events.
2.7 Summary
In this chapter, we reviewed and studied the signal generation chain of the high resolution pixelated
detector from gamma ray interactions, charge carrier generations, drift, diffusion, and trapping, to the
charge induced in the cathode and anode. We specifically studied how the charge sharing would affect the
energy resolution and the detection efficiency. As we theoretically verified that while the small pixel size
allowed us to handle the charge trapping effects better and have a higher spatial resolution, it suffered from
event-loss caused by charge sharing. To avoid the charge loss, we have to upgrade the ERPC detector
further.
We also reviewed the design and presented the performance evaluations of the second generation ERPC
detector. The detector had a sensing volume of 2.2 cm × 4.4 cm × 2 mm with 64 × 128 pixels of 0.35 mm
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Figure 2.25: Energy resolution of the ERPC detector. Am-241 (100 µCi, a disk source) and Co-57 (53 µCi,
a point source) illuminate the detector for about 8 hours. (A) is the spatial variation of the energy resolution
(FWHM) at the 59 keV peak of Am-241. The red arrows point to the energy resolution sharply changing
region and the red box highlights the pixel region, with Columns 113 to 117 and rows from 41 to 43. And
the individual pixel’s energy response in this region will be shown in Fig. 2.26. (B) is the histogram of the
FWHM for the 59 keV peak. (C) and (D) are the spatial variation and the histogram of the 122 keV peak.
(E) is the aligned spectrum of all the 8192 pixels in the detector.
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Figure 2.26: Energy resolution of individual pixels using the same data as Fig. 2.25. The upper figure is the
spatial variation of energy resolution (FWHM) for pixels from Column 113 to Column 117 and from Row 41
to Row 43 (highlighted in Fig. 2.25-A), and the background figure is the zoomed-in plot of the highlighted
region in Fig. 2.25-A. The value in each cell is the corresponding FWHM (keV). The lower figure is the
spectrum of those pixels. The red, green and black arrows point to the 59 keV, 122 keV and 136 keV peaks
respectively.
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Figure 2.27: Detection efficiency of the ERPC detector. (A) The measured counts with the energy higher
than 100 keV from the same data for Fig. 2.25. The black dots are bad pixels; (B) the expected counts
through Eq. 2.29 calculation for Co-57 (53 µCi, a point source) in 8 hours of acquisition; (C) the histogram
of the detection efficiency in the detector, defined in Eq. 2.27, and it has a mean of 0.55; (D) the spatial
variation of the detection efficiency.
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size. Each pixel had a pulse processing circuitry, which consisted of a charge sensitive amplifier, a threshold
comparator, a peak hold, and a TDC. The pulse circuitry had the capability of pixel-by-pixel energy resolved
photon counting. The ASIC was interfaced with an MR compatible digital PCB board. We evaluated the
detector energy resolution and the uniformity using Am-241 and Co-57. And we demonstrated that the
detector could achieve an 8 keV resolution.
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Chapter 3
First Generation MR-Compatible
SPECT System and Performance
Evaluations
3.1 Introduction
In the last chapter, we presented the basic detector physics and evaluated the performance of the ERPC-
II detector. Utilizing the ERPC-II detector, we developed a full-ring stationary SPECT system, called the
MRC-SPECT-I. In the chapter, we will give a brief introduction of the MRC-SPECT-I system design and
fabrication, more details about which could be found in Dr. Liang Cai′s dissertation [27]. We will more focus
on system performance evaluations, including energy response, system calibration, modeling, and imaging
studies.
3.2 MRC-SPECT-I System
Detector Ring of MRC-SPECT-I Ten ERPC-Detector modules were used to build a compact de-
tection ring system with a diameter of 156 mm (Fig. 3.1). The full ring system had 40 CdTe crystals coupled
to 40 ASICs in total. And it had 81920 pixels equipped with 81920 readout channels, with less than 1%
bad channels (the pixels with zero value in Fig. 3.2). The detector modules in the ring had a mean energy
resolution ranging from 7.3 keV to 8.5 keV (Fig. 3.2). This energy resolution could well separate the 122 keV
peak and the 136 keV peak of Co-57 energy spectrum (Fig. 3.3) and allowed us to resolve major isotopes
for SPECT imaging application and carry multiple tracer imaging studies.
The SPECT detector ring was installed in a non-metal gantry, which was printed by the Stratasys Fortus
360 MC [53] using the ABS-30M plastic. This technique allowed us to integrate complicated features, like
the air pipes for detector cooling and the channels for electrical wiring, into a single highly compact piece
(the diameter of the gantry is 25 cm). A home-made Printed Circuit Board (PCB) for controlling and
powering the system was designed, fabricated and installed at the back side of the system house. The PCB
had 12 channels, two of which worked as backup channels and each channel provided one detector module
with regulated low voltage power supplies (3.4 V and 5 V), a high voltage supply, and a data and command
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path through USB 2.0.
Aperture Design and Fabrication To fully use detector space, each detector module was equipped
with five pinholes with a diameter of 300 µm or 500 µm each (two sets). And each pinhole used half of
the detector space (two CdTe crystals) and two adjacent pinholes shared half of their sensing space. The
projections from adjacent two pinholes were overlapped (Fig. 3.4). The two boundary pinholes among these
five pinholes would be shared by neighboring detector modules, and there were a total of 40 pinholes in the
detection system. The distance from pinholes to the FOV center was 36 mm and the magnification factor
was 1.2. The aperture FOV was about 2.0 cm and the 40 pinholes with diameter of 0.5 mm could achieve a
geometric sensitivity of up to 0.05%. To achieve enough stopping power, the pinholes were made of platinum
(90%)-iridium (10%) alloy. The 40 pinholes were inserted into a lead cast tube. The inner diameter of the
lead tube was 66 mm, and the tube thickness was 16 mm. More about the aperture design could be found
in Dr. Cai’s dissertation [27].
MRC-SPECT-I System as a Desktop Microscope As shown in Fig. 3.5, the MRC-SPECT-I system
could work for an ultrahigh resolution desktop microscope. A carbon-fiber animal holder was mounted on
sub-micron resolution 3-D linear stages (Newport MFA-CC [54]), allowing to transport experiment objects
around the FOV and carry multiple precise scans. The system was cooled by pressed air during the operation.
And the whole system, including supporting system, power supplies as well as the control and acquisition
server, could sit on an ordinary lab cart.
3.3 MRC-SPECT-I System Modeling
3.3.1 Background
The imaging system could be viewed as a mapping system, which maps a 3D object function to a 2D
detector space. The object function (f(r)), i.e., the number of the radioisotope decay events during the
imaging time, in the object space is a continuous function in the 3D space. To access the object function in
computation, the object function, f(r), can be approximately discretized and represented by a N × 1 vector
f = [f1, f2, ...fN ]
T as:
f(r) =
N∑
n=1
fnφ(r) (3.1)
where φ(r) is the voxel function, which is uniform within the voxel with a size of dr centered at the position
r. The size of the cubic voxel should be carefully considered. If we assume the object function f(r) is smooth
enough and has a limited bandwidth in the frequency domain, according to the Nyquist-Shannon sampling
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Figure 3.1: System design of the MRC-SPECT-I.
theorem [55, 56], we could recover the continuous function using a step size less than 12 , where  is the
bandwidth limit. However, for an unknown object, it is hard to know whether the function has a bandwidth
limit or what is the value of the bandwidth. A nuclear imaging system works as a low passed filter, and it
truncates the object function f(r) with a limited bandwidth in the frequency domain. Instead of accessing
the true object function in the continuous space, we will access what is seen by the imaging system, which
has a limited bandwidth. We could discretize the object with a cubic size less than half of the resolution of
the imaging system, which satisfies the Nyquist-Shannon sampling theorem [55, 56].
After the discretization of the object function, a SPECT system could be described as a linear system,
mapping a discretized counts distribution, i.e., f = [f1, f2, ...fN ]
T in the object space to the sensor detected
counts, i.e., p = [p1, p2, ...pM ]
T (M is the number of measurements we have). The linear mapping could be
described by:
p = Hf (3.2)
where H denotes the system response matrix with M ×N dimensions. An element of the system response
matrix H, Hmn, represents the probability of a gamma-ray emitted at the n
th voxel being detected by the
mth detector pixel. To get the accurate value of this probability and the system modeling matrix, it requires
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Figure 3.2: Spatial variation of the MRC-SPECT detectors’ energy resolution . The value in the title of
each sub plot is the mean energy resolution for the corresponding detector. The color bar in each subplot
shows the scale of energy resolution (FWHM) with a unit of keV.
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Figure 3.3: overall spectra for the ten detector modules. Each pixel’s spectrum was calibrated and summed
together to get the detector’s overall spectrum.
to take into account the object attenuation and scattering effects, pinhole penetration effects, and detector
response, including detector pixel blurring, detector non-uniformity, etc. It could be obtained by varieties
of methods, including purely analytic modeling, direct measurement, and Monte Carlo simulation.
Since the imaging objects in pre-clinical imaging studies are small, we could ignore the attenuation and
scattering effects of the objects themselves. In this case, the system response matrix purely depends on the
system itself. In the analytic model, the element of the system response matrix, Hmn, could be calculated
by:
Hmn =
1
4
∫
ro∈V on
dxodyodzo
∫
rd∈V dm
{
cos θdxddyd
4pir2od
exp [−µplp(rd, ro)] exp
[−µdld(rd, ro)]µddzd
cos θ
}
=
1
4
∫
ro∈V on
dxodyodzo
∫
rd∈V dm
dxddyddzd
{
µd
4pir2od
exp
[−µdld(rd, ro)− µplp(rd, ro)]} (3.3)
where the probability is determined by four terms. The first term is the solid angle ( cos θdxddyd
4pir2od
, here cos θ
is the incident angle of the gamma ray related to sensor surface and rod is the distance between the source
at ro and the sensing position, rd). And the second one is the length of penetration, l
p(rd, ro), through a
pinhole (the attenuated coefficient, µp) before interacting with the sensing region at rd. The third factor
is the traveling distance, ld(rd, ro), through the sensor before stopping at rd. The last one is the photon
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Lead wall 
Projection Overlapping Region  
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Figure 3.4: Design of the aperture with 40 pinholes. (A) Illustration of projection through two adjacent
pinholes; (B) the 40 pinhole aperture inserting to the lead tube; (C) the cross section view of the lead tube
with 40 slots for inserting pinholes. Modified from Dr.Liang Cai’s dissertation [27].
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Figure 3.5: MRC-SPECT-I system as a Desktop Microscope.
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interaction probability with the sensor when traveling within a distance of dzocos θ . The right side integration
of Eq. 3.3 is covering the region, V dm, belongs to the m
th detector pixel and the left side integration of Eq. 3.3
is in the region, V on , belongs to the n
th cubic voxel in the object space and the overall integration divided
by the volume of the cubic voxel, 4, is the mean probability of a gamma-ray emitted in the cubic voxel
being detected by the sensor pixel. Eq. 3.3 just has one more term to model aperture attenuation effects,
compared to Eq. 2.29 discussed in the previous chapter
3.3.2 Geometry Calibration
From Eq. 3.3, we could find out that the system matrix is dependent on the system geometry, including
the detector’s position and orientation, the pinhole’s position and orientation, as well as the object’s position.
It is hard to get the accurate values of those parameters due to the discrepancy between the design and the
instrumentation. We have to do a series of experiments to estimate them. A 100 µCi Co-57 point source
with a diameter of 250 µm was scanned in the object space using 3D sub-micron resolution stages (Newport
linear stages [54]). As shown in Fig. 3.6, the scanning scheme included 4 × 4 × 4 grid points with a step
size of 2.5 mm. We acquired 2 minutes of data at each position. As the measured Point Response Functions
(PRFs1) on one of the detectors shown in Fig. 3.6, the scanning allowed us to obtain enough PRFs to cover
most of the sensor space.
From the measured PRFs, we could calculate the weighted-center along the detector row direction, ωri ,
of the ith PRF, pi = [pi1, pi2, ...piN ]
T is
ωri =
1∑N
j pij
N∑
k
xrkpik (3.4)
And along the column direction:
ωci =
1∑N
j pij
N∑
k
xckpik (3.5)
For Eq. 3.4 and Eq. 3.5, (xrk, x
c
k) is the k
th detector pixel position. Since the weighted centers of the PRFs
are sensitive to the system geometry, we could estimate the system geometry (G) using least square fitting:
Gˆ = argmin
G
{
(ω − µ(G))T (ω − µ(G))} (3.6)
By minimizing Eq. 3.6 using the Levenberg-Marquardt algorithm [57], we could get estimators of the
system geometry parameters. As shown in Fig. 3.7, in the first 40 iterations, the residues of the least
1here we define a PRF as the source projection through a single pinhole
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Figure 3.6: Illustration of measuring point response functions for the geometry calibration using 3D scanning.
The upper figure shows a Co-57 point source with a diameter of 250 µm is scanned in the object space along
a 4 × 4 × 4 grid with a step size of 2.5 mm (the red dots in figure), using the sub-micron resolution 3D
linear stages. In each position, there is 2 minutes of acquisition; the lower figure shows the measured PRFs
of the all 64 scanning points on one of the detectors.
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Figure 3.7: Illustration of residue changing over iterations using the Levenberg-Marquardt algorithm. The
curve color varies from hot red to dark blue depending on its value (hot red has the maximum value).
square fitting dropped sharply as the iteration increased. After that, it is not significantly changed and we
could assume that it settled to the minimum value. The mean difference of the experimental and simulated
weighted-centers was around 0.089 size of detector pixel (Fig. 3.8), which was significantly smaller compared
to the pixel size. And from the weighted center plots on the detector space (Fig. 3.8-bottom), we did not
find any systematic errors, and the difference between the experimental and simulated profiles had a mean of
0.06, with a maximum of 0.2. As the PRFs profiles shown in Fig. 3.9, even with an error of 0.16, the profiles
still visually matched well. Those results suggested that the estimated model matched the experimental
data well.
With the system geometry parameters, we could calculate the system response matrix, H, using the
analytic model in Eq. 3.3. A system matrix calculation software was developed using parallel programming
Pthread [58].
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Figure 3.8: Geometry calibration results. Upper left is the histogram of the weighted center differences
between the experiment and fitting, with a mean of 0.089 pixels (0.35 mm). Upper right is the histogram of
the PRF profile differences (the sum of each PRF is normalized to 1) with a mean of 0.06. The red arrow
points to the region where most of PRFs’ differences belong, and the blue arrow point to the right tail of
histogram, where the differences between the experimental and fitted PRF profiles are around 0.16. The
bottom is the weighted centers of the experiment (the red pluses) and the simulation (the blue diamonds)
on the detector space.
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Profile Difference 0.06 
Profile Difference : 0.16 
Figure 3.9: Comparison of PRFs between the experiment and the simulation. The top row shows PRFs
with a difference of 0.06. And in the calibration, most of the PRFs’ differences (pointed by the red arrow
in Fig. 3.8) have the similar values. The bottom row shows the PRFs with a difference of 0.16, which falls
into the right tail of the histogram in Fig. 3.8 (pointed by the blue arrow).
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3.4 System Performance Evaluations
3.4.1 System Sensitivity
After calculating the system matrix using the analytic model, we could calculate the system sensitivity
by summing the system matrix along the column direction. As shown in Fig. 3.10, the system had a peak
sensitivity about 0.034% (340 cps/MBq) using the 40-pinhole aperture with a diameter of 0.5 mm. Inside
the 2 cm FOV, the sensitivity was relatively uniform (there was a recess along the transverse direction at
7 mm off the center FOV because of the 2 mm gap between detector modules). The sensitivity here has
already taken into account the attenuation effects for a 2 mm detector interacting with 122 keV gamma rays
but not accounted for the event loss in the detection system. After considering the event loss caused by
charging sharing and tapping, and the potential pulse loss caused by pixel circuitry, the sensitivity would
be further reduced by around 45%, as discussed in the previous chapter. For the aperture with 0.3 mm size
pinhole inserts, the sensitivity could be calculated too, and it was supposed to be reduced by a factor of
0.36, compared to the 0.5 mm pinhole aperture.
Figure 3.10: Calculated system sensitivity. Left is the sagittal view of the sensitivity profile. The right are
the line profiles along the positions highlighted in the left plot.
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3.4.2 Background of Image Reconstruction
During the imaging studies, for example, the resolution phantom study that will be discussed in the next
section, we get a projection for each detector, with 64 × 128 elements. Reordering to a vector with 8192
elements and combining all projection at the 10 detectors from 21 scans (the number of scanning could be
varied and 21 is the value we used in the resolution phantom study shown in Fig. 3.11), we get a full data set
of project, p = [p1, p2, ..pN ]
T , N = 64× 128× 10× 21. Without considering noise, with the knowledge of the
projection data and the system matrix H, we could directly solve Eq. 3.2 to get the radiation distribution, f .
However this method is very challenging or even impossible to implement due to the fact that the response
matrix H is often singular and the size of matrix of H is very large (consider an object with voxel dimension
of 100 × 100 × 100, with 21 scans like the resolution phantom study discussed in the coming section, the
number of elements in H will be 106 × 1720320). And the Poisson noise in our projection plays a significant
role in the reconstruction, but it is not carefully modeled in the straightforward method. Instead of directly
solving Eq. 3.2, we used an interactive reconstruction method to maximize the likelihood function of the
measured projection, described by:
fˆML(p) = argmax
f
{P (p|f)}
= argmax
f
{logP (p|f)}
= argmax
f
{
M∑
m
pm log pm − pm
}
(3.7)
where P (p|f) is the Poisson probability function given the source distribution f :
P (p|f) =
M∏
m
exp (−pm)
pm
pm!
(3.8)
where the mean of the measures, p = [p1, p2, ..pM ]
T are linearly projected from the source, f :
p = Hf (3.9)
The reconstructed image, i.e., the ML estimator in Eq. 3.7 is asymptotically unbiased and efficient,
i.e., it could achieve the lowest variance among all unbiased estimators. However, for the SPECT imaging,
the data are not consistent because of the noises and the ML estimator is very sensitive to these noises
due to the ill inverse conditions. To avoid this situation, we could provide priori information to improve
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the inverse conditions and to further reduce the noise, we could filter the ML reconstructed image with
the cost of reducing system resolution. The corresponding estimation is called the Post-Filtered Penalized
Maximum-Likelihood (PF-PML) estimation [59]:
fˆPML(p) = argmax
f
logP (p|f)− βR(f)
and then:
fˆPF−PML(p) = FfˆPML(p) (3.10)
where F is a post-filler and the Gaussian filter is commonly used. R(f) is a scalar regularizing the function
to constrain the unfavorable features in the estimator and β is a non-negative coefficient to constrain the
weight of the penalizing. One of the most commonly used regularizing functions is called the quadratic
penalty defined as [60]
R(f) =
1
2
∑
i
∑
j
Rij(fi − fj)2 (3.11)
where Rij is a weighted factor for the quadratic difference between voxels. For example it could be an inverse
of distance for neighboring voxels. A reconstruction package of the PF-PML reconstruction is developed on
the parallel computing environment, Pthread [58]. In our following imaging reconstructions, we will pick
up the ML estimation or the PF-PML estimation based on the reconstruction condition (the noise level of
data).
3.4.3 Resolution Phantom Studies
To evaluate system resolution properties, we carried resolution phantom studies. A home-made resolution
phantom had four groups of hot rods with sizes of 0.35 mm, 0.5 mm, 0.75 mm and 1 mm respectively. The
distance between the centers of hot rods in the same group was two times of the size, i.e., the gaps between
hot rods were the same as their sizes. The phantom with a diameter of 12 mm was placed in a glass tube
and injected with a total activity of 1350 µCi (the activity filled in the hot rods was significantly less than
this value, which could be verified by Fig. 3.12). The raw data was acquired in multiple positions to cover
the whole phantom and increase angular sampling, as shown in Fig. 3.11. There was a total of 21 acquiring
positions and each position acquired 6 minutes of data, totaling 2.8 hours of acquisition. Using all projection
data acquired during 2.8 hours, we could resolve 0.35 mm hot rods (Fig. 3.12) based on the ML algorithm.
We also carried an imaging study to demonstrate system capability of imaging a larger object than the
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system FOV. As shown in Fig. 3.13, the scan with multiple positions allowed us to image a significantly
larger resolution phantom, the size of which was 28 mm, similar to that of a rat.
3.4.4 Uniform Phantom Imaging Studies
To evaluate the performance uniformity of the MRC-SPECT system, we carried a series of uniform
phantom imaging studies. As we mentioned earlier in the aperture design section, to improve the system
detection sensitivity, the adjacent pinholes shared half of the detector space and the projections through
those two pinholes were overlapped. Although this overlapping design allowed more photons to detect, the
information carried by each photon reduced. And this design scheme created non-unique solutions in the
image reconstruction [61] and artifacts were induced in the background region, while the reconstructed value
in the uniform phantom region had large spatial variation (Fig. 3.14-A1 and A2). To avoid this situation,
we could do a spiral scan, which was similar to resolution scanning (Fig. 3.11) to increase angular sampling
and reduce the ambiguity for imaging reconstruction. As shown in Fig. 3.14-B1 and B2, the background
artifacts and the spatial variation in the uniform phantom region were reduced, and the image qualities were
increased. However, we still found a lot of events in the background region. To avoid this situation, we
blocked half of the pinholes, i.e., 20 pinholes among 40, to elect the overlapping of projections. As shown in
6mm 
2.4mm 
Scanning position( 6mins per position) 
Figure 3.11: Illustration of the multiple scans used for the resolution phantom study. The red dots represent
scan positions.
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Figure 3.12: Resolution phantom results.
FOV - Ø 16mm 
Object - Ø 30mm 
Multiple Scan 
“Combined” FOV cover  
Large objects 
750 μm 
Sagittal View Transverse View Coronal View  
Figure 3.13: Illustration of imaging large object using the multiple scans. The top row demonstrates the
acquisition procedures for imaging a large object. The bottom row shows the results for a 28 mm resolution
phantom.
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C1 C2 
Figure 3.14: Uniform phantom experimental results. The first row shows the results without scanning
along transverse direction. The second row is for the results with transverse scanning and the last row for
transverse scanning plus blocking 20 pinholes.
Fig. 3.14-C1 and C2, the imaging had very uniform counts, less than 5% in the sampled region (highlighted
by the red dot-dash rectangle) and we could not visibly find artifacts in the background region.
3.4.5 Mouse Skull Imaging
To demonstrate the system’s potential application for pre-clinical studies, a mouse skull imaging study
was carried. A 9-gram male mouse was injected with Tc-99m Methylene Diphos-Phonate (MDP). Total
injection activity (the whole body) was 1.9 mCi. After 30 minutes of injection, six positions were acquired
along the system axial direction and the gap between adjacent scan positions was 4 mm and each position
acquired 30-minute data. The image shown in Fig. 3.15 was reconstructed using the Penalized-ML algorithm
with a penalizing coefficient of 10−10. This high-resolution system allowed us to detect the tiny structures
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Figure 3.15: Mouse skull imaging using Tc-99m MDP.
in the skull, like Zygomatic.
3.5 Summary
A full-ring stationary MR-compatible system was developed using 10-second generation ERPC detector
modules. Utilizing 40 pinholes with a diameter of 0.5 mm each, the system could achieve 340 cps/MBq
detection efficiency. Equipped with dedicated system modeling and imaging acquisition protocols, this
system allows us to obtain high-quality images with 0.35 mm resolution and less than 5% spatial variation.
And the preliminary animal study demonstrated the system’s potential as an ultra-high resolution desktop
microscope for pre-clinical applications.
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Chapter 4
Sub-500 µm-Resolution Simultaneous
NM/MR Imaging Using
MRC-SPECT-I
4.1 Introduction
As discussed in the previous chapter, a full-ring stationary MR-Compatible SPECT system has been
developed, and we have carried a series of performance evaluations, including system sensitivity, resolution,
uniformity, and mouse skull imaging. These performance evaluations demonstrated the MRC-SPECT-I
system’s potential as an ultra-high resolution desktop microscope for Nuclear Molecular Imaging (NMI). In
this chapter, we will focus on integrating the MRC-SPECT-I system into an MR scanner. It is a challenging
task to combine a SPECT system with an MR scanner due to potential interference between those two
imaging modalities. The strong magnetic field of the MR scanner can probably affect the operation of
the SPECT detectors; the rapidly changed gradient magnetic field will induce eddy currents in metallic
components, including the aperture and the electric circuitry on the SPECT detectors, and consequently
interferes with the detectors’ operation; the powerful RF field will possibly break the detectors. On the
other hand, the electronic and metallic components of the SPECT system can also cause distortions in the
magnetic field; the eddy currents can degrade the MR image quality; the SPECT detectors may induce extra
noise to the MR images.
In this chapter, we carried studies to investigate potential solutions for simultaneous SPECT/MR imaging
and the possible interference between them. With effective techniques, we evaluated the performance of the
MRC-SPECT-I integrated with an MR scanner. After finishing the technical development, we performed a
preliminary neural stem cell imaging study.
4.2 MRC-SPECT-I Integration with an MR Scanner
Besides working as an ultra-high resolution desktop microscope SPECT system, the MRC-SPECT-I
was able to be integrated with an MR scanner for simultaneous NM/MR imaging. As shown in Fig. 4.1,
the MRC-SPECT-I system was inserted in a 3T Siemens Trio I scanner. To carry simultaneous NM/MR
64
imaging, an RF hybrid transmit/receive coil (Fig. 4.1-B) was developed [62] by using thin copper foil with a
thickness of 65 µm, which was able to reduce gamma-ray attenuation. The coil was tuned for simultaneous
SPECT and MR imaging mode and had a Q factor of 107. To reduce the effect of the SPECT system on the
characteristics of the coil and prevent RF pulses from affecting detector electronics, the RF-coil was shielded
inside a thin copper cylinder, which was attached to the surface of the coil holder, as shown in Fig. 4.1-C.
Aperture As mentioned in the previous chapter, a 40 pinhole aperture was fabricated and inserted in the
lead cast tube. The large volume of the lead tube would generate a significant eddy current with the rapidly
changed gradient field during MR imaging, sequentially distorted the gradient field, and induced artifacts
of MRI imaging. To reduce the eddy currents and interference between the MRI and SPECT systems, the
300 µm pinhole aperture was radially segmented into 5 pieces with a cost of losing 5 pinholes out of 40, and
they were reassembled together with each piece electronically isolated from others, as shown in Fig. 4.2.
Besides the 40 pinhole apertures, we also designed a dual FOV aperture (Fig. 4.3). The aperture allowed
us to choose from a high resolution with a small FOV or a low resolution with a large FOV. The aperture
consisted of two pinhole rings, each with 30 pinholes. The projections through different pinholes were
not allowed to overlap with others. The higher resolution pinhole ring, which laid directly above and
perpendicular to the center of the detector surface, had a small FOV (12/22 mm). The other one, whose
ring plane was shifted around 17 mm from the first one, had a large FOV (36/42 mm) but a relatively poor
resolution. A 20 mm gap between the two FOVs was set so that the gamma ray from one FOV would not
directly pass through the pinholes belonged to the other FOV. During the imaging process, one was able to
translate the object between two FOVs, depending on the required imaging performance. The pinhole rings
with the large FOV (36/42 mm) and relatively poor resolution were able to help us to obtain the object
outline, while the one with the small FOV (12/22 mm) and high resolution was able to image the details of
a region of interest. This design would be helpful while taking MRI/SPECT images since 3D scanning was
difficult to implement due to the prohibition of motorized linear stages in the strong magnetic field. The
aperture design as shown in Fig. 4.3 contained two sets of apertures (each set had two pinhole rings). The
dual-FOV aperture was fabricated using the tungsten powder rapid additive printing method, which was
approved to be MRI compatible [63]. To reduce the impedance and the eddy current caused by MRI, the
aperture was divided into five segments and each of them was electronically isolated and assembled using two
titanium rings. Due to the challenges of the 3D tungsten printing, we just finished one of the five sections
and the other four will be fabricated in the near future when the technology is more mature. All of the
imaging studies present here will be based on the lead aperture with forty pinhole inserts.
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(A) (B) 
(C) 
Figure 4.1: SPECT/MRI system. (A) the MRC-SPECT-I system integrated into the 3T Siemens Trio I
scanner; (B) a dedicated hybrid transmit/receive birdcage coil shielded by 65 µm copper foil; (C) the coil
inside a holder.
(A) (B) 
Figure 4.2: Segmented aperture. The 40 pinhole inserted aperture is segmented into five pieces, then
reassembled with each piece electronically isolated from others to reduce eddy currents.
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The object  (mouse brain) could be   
translated between two FOVs 
Figure 4.3: Dual FOV aperture.
4.3 ERPC Detector Response inside an MR Scanner
The MR scanner components, including the static magnetic field, B0, the gradient field and the sequence
pulse, B1, can affect the performance of the SPECT subsystem in several aspects.
B0. As we discussed in Chapter 2, charge clouds generated by photon interactions will drift along the
electric field and the strong magnetic field will interrupt the process and affect the detector response. The
charge cloud drifts when the strong magnetic field exists is governed by [64]:

vx
vy
vz
 = µ1 + µ2B20

1 + µ2HB
2
0x µ
2
HB0xB0y − µHB0z µ2HB0xB0z + µHB0y
µ2HB0xB0y + µHB0z 1 + µ
2
HB
2
0y µ
2
HB0yB0z − µHB0x
µ2HB0xB0z − µHB0y µ2HB0yB0z + µHB0x 1 + µ2HB20z


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Ey
Ez
 (4.1)
where µ is the charge carrier mobility and µH is the Hall mobility. In the simplest form, as shown in Fig. 4.4,
where the electric field only has the Ex component, and the magnetic field only has the By component, the
Lorentz angle, θ, is given by:
θ = arctan(−µHBy) (4.2)
The Lorenz angle is around 16◦ in this simple form. It will distort the charging collection process and affect
the detector energy response, which was studied in our lab by Dr. Tan and more details can be found in
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Figure 4.4: Illustration of the charge collecting process distorted by the 3T magnetic field. θ is around 16◦
in the 3 T magnetic field.
her dissertation [65]. Besides its influence over the energy response, the strong magnetic field also would
change the Point Response Function (PRF) of the MRC-SPECT-I system. As shown in Fig. 4.5, the strong
magnetic force would shift the positions of the PRFs (the weighted center shifts around 0.95 detector pixel
as shown in Fig. 4.5-C and D) and also broaden the PRFs (Fig. 4.5-C) because that distortion would blur
the detector spatial resolution. The charge shift effect also was observed from the projections of a resolution
phantom, as shown in Fig. 4.6. The detected counts in the pixels close to the crystal boundaries were
significantly lower, because the electrons generated there drifted away but no charge moved to these pixels
due to the gap between two crystals.
Besides the static magnetic field, the gradient field and the sequence pulse would also interrupt the
detector response. To evaluate the possible influence of the MR components over the detector, we did
energy response studies, comparing the individual pixel energy response outside the MR scanner, inside the
MR scanner without and with a gradient sequence. The results were shown in Fig. 4.7 and Fig. 4.8. We did
observe some effects from MRI components. The spectra shifted around 1 to 2 keV inside the MR scanner
(both with and without the sequence) compared to the results outside the MR scanner. And the peak value
inside the MR dropped by about 2%. Although we had to do a more dedicated study to evaluate how
the MR components affected the detector response, their influences over the system level performance was
ignored because the energy window to collect the SPECT projection data was around 20 keV, which was
significantly larger than the spectrum shifting.
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Figure 4.5: Illustration of the magnetic field affecting PRFs. The PRFs are measured at the same position
relative to the SPECT FOV before and after moving into the MR scanner. (A) One of the PRFs outside
the MR scanner; (B) the corresponding PRF measured inside the MR scanner; (C) the line profiles along
the electron drift direction and crossing the peak of the PRFs in (A) and (B); (D) the PRF weighed center
shifting and all the PRF weighted centers outside the MRI are set to original position (the red cross).
Projection Inside 3T MR Scanner 
Charge drift 
Figure 4.6: Illustration of the magnetic field affecting the resolution phantom projection. The red arrows
point to the columns at the right boundary of each crystal, where the detected counts are significantly lower
than the surrounding regions.
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Figure 4.8: Overall spectrum of 8192 pixels in Detector 6 from the same data for Fig. 4.7. The individual
spectra among all 8192 pixels are calibrated and summed together. The calibration parameters are the same
for all three data sets.
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4.4 Model Correction of PRF Distortion inside Strong Magnetic
Field
As discussed in the previous section, the strong magnetic field would interrupt the charge collection
process, drift the PRFs position and change their shapes. Consequently it would change the system response
matrix. To gain an accurate system response matrix, we have to take these effects into account. If we know
the charge drift direction, we are still able to use the analytic model in Eq. 3.3 by just changing the detector
pixel integration volume (for Fig. 4.4, use Volume 1 instead of Volume 0 outside the MRI) to calculate the
system matrix. The charge drift direction was analytically calculated through Eq. 4.1, but it is challenging
to obtain the accurate value, because the value is highly dependent on the magnetic field, the electric field,
and the crystal properties, all of which are difficult to know. To overcome the challenges, we developed an
experiment based correction model. The projection data from a spherical Co-57 source with the 250 µm
diameter fixed around the center of the SPECT FOV were obtained inside and outside the MR scanner. The
charge drift direction was estimated using the projection data by least square fitting:
(
νˆ, Rˆ
)
= argmax
ν,R
{∑
i
(
w
exp,w/t MR
i −wsim,w/t MRi (R)
)2
+
∑
i
(
wexp,w MRi −wsim,w MRi (ν,R)
)2}
(4.3)
where we minimized the weighted center difference between the experimental and simulated PRFs for both
inside (wexp,w MRi and w
sim,w MR
i ) and outside the MR scanner (w
exp,w/t MR
i and w
sim,w/t MR
i ) when the
source was kept in the same position, R; ν = [ν1,ν2, ...,ν10] was a matrix that defined the charge drift
(we just considered the electron drift here), and each column of ν, i.e, νi = [sin θi cosφi, sin θi sinφi, cos θi]
T
defined the charge drift direction in the ith detector, here θ and φ are the polar and azimuth angles related
to the detector coordinate (the x-axis was parallel to the detector surface and along the axial direction of
the system, the z-axis was perpendicular to and pointed toward the detector surface). As shown in Fig. 4.9,
considering the charging drift effect, we were able to match the modeled PRFs with the experimental ones
in a very high accuracy (the norm of the PRF profile difference is about 5%).
4.5 Simultaneous SPECT/MR Imaging
Point Source Study A 250 µm Co-57 point source shielded in a 10 mm plastic cube surrounded by 5
mM/L CuSO4 solution was used to demonstrate the capacity of simultaneous SPECT/MRI imaging. The
CuSO4 solution relaxation time was about 300 ms. The MPRAGE Sequence, which is a 3D imaging sequence
used by MRI, was used with TE = 2.8 ms, TR = 708 ms, and two images were averaged to increase the
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Figure 4.9: Comparison of the experimental PRFs and simulated PRFs. The first row is for the fitted PRFs
on the first detector module and the second row is for the experimental PRFs, the value in the title is the
norm of the difference between the fitted and experimental PRFs.
signal to noise ratio. The total acquisition time was 271 s for MR imaging. SPECT imaging was acquired
at the same time. SPECT and MR imaging was fused together by AMIDE [66], as shown in Fig. 4.10.
Resolution Phantom Study The imaging performance of the MRC-SPECT/MRI system was evaluated
using a homemade resolution phantom. The phantom had four groups of hot rods with different sizes inside
a 13 mm diameter tube and with a length of 5 mm. The diameters for these holes were 1, 0.75, 0.5 and 0.35
mm, respectively. Within each group, the minimum space between the centers of adjacent holes was two
times of their diameter. The phantom contained a total activity of 1.16 mCi Tc-99M in 5 mM/L CuSO4
solution. The CuSO4 solution with a relaxation time of 300 ms. During the acquisition of SPECT imaging,
MRI imaging was performed using the sequence of MPRAGE with details shown in Table. 4.1. As shown
in Fig. 4.11, without the MRI model correction, the hot rod features were hard to resolve. The hot rods
were all distorted and only the hot rods with a diameter of 1 mm were separated from each other. With
the correction of the MRI distortion effects, we were able to resolve the 0.5 mm hot rod set. The MRI
distortion model correction significantly improved the imaging qualities. Compared to the imaging qualities
outside the MR scanner (we were able to resolve features of 0.35 mm in Fig. 3.12), the resolving power
inside the MR scanner decreased. There may be two potential reasons. Although we incorporated the
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Figure 4.10: Simultaneous SPECT/MRI phantom imaging. (A) The point source SPECT imaging, left is
without the MRI, the middle is inside the MRI without the magnetic model correction and right has the
model correction; (B) fusing simultaneous SPECT and MRI imaging; (C) the line profile of point source
of SPECT, red is point source outside MRI, blue is the point source inside MRI without modeling strong
magnetic field effect, green is imaging with model correction, the unit of the x-axis is 0.15 mm.
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Figure 4.11: Imaging study of simultaneous SPECT/MRI. Left is MR imaging of a resolution phantom;
center is the corresponding SPECT imaging with the model correction; right is SPECT imaging without the
model correction.
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charge distortion model when the ERPC detector worked inside the MR scanner, the spatial resolution still
degraded. As shown in Fig. 4.4, the events collected on a single anode crossing multiple pixels, while the
anode pixel only accepted events from its crystal region during imaging outside the MR scanner. Another
reason was that outside the MR scanner, we used high precision motors to perform multiple scans to increase
angular sampling, but inside the MR scanner, it was hard to implement due to the strong magnetic field
and consequently the angular sampling was limited.
4.6 Preliminary Neuron Stem Cell Imaging Studies
There is a strong interest in utilizing Neural Stem Cells (NSCs) as carriers for targeted delivery of
therapeutics to brain tumors due to their strong inherent tumor-tropic properties and the capability of
crossing blood brain barriers. Non-invasive imaging approaches for tracking the NSCs are essential for
investigating tropism, distribution, safety and therapeutic efficacy of NSC as the therapeutic carriers. To
evaluate the feasibility of in vivo imaging of NSCs in a mouse brain using the SPECT/MRI system, we
carried a series of NSCs imaging studies in mouse brains.
NSCs were loaded with mesoporous silica nanoparticles (MSNs) labeled with high-concentration 111In.
More details of the synthesis of MSNs and 111In labeling can be found in our cooperators’ paper [7]. The
radiolabeling efficacy was optimized to 650 µCi per mg of MSNs. To load the stem cells with the nanopar-
ticles, NSCs (HB1.F3.CD cells) were incubated with the 150 µg/mL 111In radiolabeled MSNs in serum-free
Opti-MEM media for 2 hours. After the incubation, the radiolabeled NSCs were washed several times with
PBS and collected for in vitro experiments.
A mouse was sacrificed and injected with 111In-labeled NSCs in the left and right hemispheres of the
brain. The right brain had 78,000 NSCs in 14 µl volume with an activity of 3.05 µCi, and the left brain
had 10,000 NSCs in 5 µl volume with an activity of 0.4 µCi. After injection, the mouse was imaged by the
Siemens Inveon CT, and then we carried simultaneous SPECT/MRI imaging by inserting the MRC-SPECT
system in the Siemens 3 Trio-I scanner for 1 hour. For the first section of the experiment, we acquired MR
data using the MPRAGE sequence. Because of low SNR in the MPRAGE sequence image, we switched to
the GRE sequence with detailed information in Table 4.1. SPECT was acquiring data in all of the sections
during MR imaging, with 5 minutes per frame.
The CT and MRI images were reconstructed using FBP, and the SPECT images were obtained by post
filtering ML algorithm using the Gaussian filter with 0.5 mm FWHM. The CT/SPECT and SPECT/MRI
were co-registered by AMIDE [66]. As shown in Fig. 4.12, we were able to resolve both cell spots using
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Figure 4.12: Stem cell imaging studies fused with CT imaging. The upper row is the reconstruction images
using 1-hour data, 10-min data, and 5-min data. The second row illustrates the system is able to resolve
400 cell in the 2-hour acquisition.
1-hour, 10-minute, and 5-minute data and Fig. 4.13 is the fused SPECT/MR imaging using 5-minute data.
If we inject 400 cells with 2-hour imaging, the data acquired by this protocol will have similar statistic noise
to the 10000-cell injection with the 5-minute acquisition. Since we were still able to resolve the 10000-cell
spot in the 5-minute acquisition, we assumed that our system could highly possibly resolve those 400 cells
with the 2-hour acquisition too. It is necessary to point out that the cell spots reconstructed using the
5-minute data were even smaller and sharper than the ones from the 10-minute and 1-hour data. Probably,
it was because the longer acquisition (1 hour and 10 minutes) allowed us to detect the regions with lower
cell density, while the short acquisition (5 minutes) could only detect the high activity regions.
We also carried a sequential SPECT/MR imaging study using 14.1 T Varian Unity/Inova upright, a
small-bore MRI scanner. The fused images of SPECT/MR in Fig. 4.13 resolved much more detailed features
compared to the image from the clinical 3 T scanner, which inspired us to develop a SPECT system that
was able to be integrated into a high magnetic field MR scanner.
76
Simultaneous SPECT/MR Imaging Sequential SPECT/MR Imaging 
Figure 4.13: Imaging study for NSCs. Left is the simultaneous SPECT/MRI by integrating the MRC-
SPECT-I in the 3T MR scanner; Right is the sequential SPECT/MRI, with MR imaging obtained in the
14.1 T MR scanner.
4.7 Preliminary Results of MR Imaging Affected by the SPECT
System
The SPECT subsystem would affect the performance of the MR scanner in multiple dimensions, including
reducing the uniformity of B0 field, gradient field and B1 field. B0 is very sensitive to ferromagnetic materials.
To be free from the distortion in MR imaging, it has to be very uniform and requires the spatial variation to
be less than several ppms. We could imagine that any magnetic component in the SPECT subsystem would
affect the B0 uniformity and induce distortions to MR images. To reduce the potential effects, we built
the MRC-SPECT-I system supporting structure using nonmagnetic materials, including copper screws and
plastics gantry, and we had upgraded the ERPC detector to minimize the usage of magnetic components
on the PCB. However, there might be a small amount of magnetic materials on the board, which possibly
distorted the B0 field. And there were a lot of conductive materials in the system, including components on
the PCB board, the copper substrate for the ASIC cooling, and the lead tube which was cut to five sections
to reduce the continuous conducting volume. Those metals would inevitably generate eddy currents during
the rapidly changed gradient field and ultimately change the field distribution. Although our detector did
not have a clock working at B1 frequency, the square wave clock
1 had components overlapping with the B1
frequency and possibly changed the B1 pulse and induced noises to the MR images. To more quantitatively
analyze how the SPECT subsystem influence over the MR components, we have to rely on MRI experts to
1the square wave is most widely used for a digital clock signal and the ERPC ASICs and PCB were designed based on the
digital square clock. While we were able to redesign the detector system using a sine wave clock, which did not have high order
harmonics. The high harmonics from the square wave could be shielded by thin copper foil, which we did not implement in the
current system due to spatial limitation
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Table 4.1: MRI sequences used by imaging studies
Experiment Sequence
Bandwidth
(HZ)
Voxel Size
(mm)
TR
(ms)
TR
(ms)
Sample
Acquisition
Time (mins)
Resolution Phantom
in Fig. 4.14
MPRAGE 200 0.3 × 0.3 × 0.3 1800 3.50 1 30
Uniform Phantom
in Fig. 4.15
and Table 4.2
MPRAGE 200 0.625 × 0.625 × 0.6 800 1.73 1 7
Point Source
in Fig. 4.10
GRE - 1.5 × 1.5 × 1.5 708 2.8 4 5
Resolution Phantom
in Fig. 4.11
MPRAGE 200 0.3 × 0.3 × 0.3 1800 3.5 4 120
NSCs Imaging
in Fig. 4.11
GRE 230 0.3 × 0.3 × 1.5 300 5.0 30 10
design specific sequences and protocols, like the reference [67], which is outside the scope of the dissertation
topic. And here we just did some preliminary studies to identify the possible components degrading MRI
imaging and semi-quantitative analysis, explored potential upgrading for the SPECT system to achieve
better compatibility.
We carried a series of resolution phantom studies using one of the most commonly used MRI sequence,
MPRAGE, with parameters in Table 4.1. From the results in Fig. 4.14, we could find the components
affecting MRI imaging qualities. The phantom image with the whole piece lead tube (Fig. 4.14-E) was
fully distorted and it could demonstrate how eddy currents affected the imaging quality. Compared to the
reference imaging in Fig. 4.14, the segmented aperture did not find visible degradation on the image qualities.
Comparing Fig. 4.14-B and Fig. 4.14-C, we found that the SPECT detection ring (other components in the
system were MRI compatible) distorted the image features as the 350 µm hot rods were not able to fully
resolve.
We also did semi-quantitative analysis based on a uniform phantom result acquired by a similar MRI se-
quence, detailed in Table. 4.1, through two performance indexes: Signal-to-Noise Ratio (SNR) and Artifacts-
to-Region-Mean Ration (ARMR), given by:
SNR =
M5
δ5
(4.4)
ARMR =
4∑
i=1
Mi
M5
(4.5)
where the region index i is highlighted in Fig. 4.15. Mi is the region mean and δ5 the standard deviation in
Region 5 shown in Fig. 4.15. The results were quite consistent with the resolution phantom imaging study.
The SPECT detector ring, potentially due to the small number of ferromagnetic components on the board,
would severely degrade the imaging quality; the noise generated by the active components in the SPECT
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Figure 4.14: MR phantom imaging under different conditions. (A) without the SPECT components (ref-
erence); (B) the segmented SPECT aperture only; (C) the segmented SPECT aperture + the SPECT
MRC-SPECT Power off; (D) the segmented SPECT aperture + the MRC-SPECT Power on; (E) using the
whole piece SPECT lead tube aperture.
would further affect MRI acquisition; the segmented aperture worked effectively with the MR scanner. In
addition, we did another two measurements, i.e., shifting the aperture and coil away from the detector PCB
board. As shown in Table. 4.2, we could find that shifting could recover the imaging performance indexes
back to the references’ level. This finding gave a hint for system upgrading in the future. Instead of attaching
the PCB right next to the sensors (CdTe), we could leave some distance between them and we also need
better electronics shield to reduce the noise from the electronic components, which was widely studied in the
research community. The SNRs (91.5 and 80.6) for the detector PCBs 10 cm away, as shown in Table 4.2,
were even higher than the reference cases. It was possibly because those two cases got better shimming,
which was a standard procedure for the MRI acquisition to get more uniform B0 field, though we tried to
get the best shimming for all of our measurements.
4.8 Summary
By integrating the MRC-SPECT into the 3T trio-I MR scanner, we developed the first sub-mm resolution
simultaneous NM/MR imaging system. By correcting the charge drift distortion induced by the strong
magnetic field, we demonstrated the system capability of resolving 500 µm features. And our preliminary
NSC experiment has verified the system’s power of resolving a few hundred cells. The combined advantage
of the high sensitivity from the MRC-SPECT and the high soft tissue contrast provided by the MRI gives
us an interesting platform for functional and molecular imaging of a wide range of disease models, such as
cancer and neurodegenerative diseases. In this chapter, we also performed some preliminary evaluations of
the SPECT subsystem’s influence over the MR scanner, and our results gave us a hint for how to reduce the
interferences between the SPECT and the MRI and how to improve the system performance.
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A-1 B-1 C-1 D-1 
A-2 B-2 C-2 D-2 
2 4 5 
1 
3 
Figure 4.15: Uniform phantom MR imaging under different conditions. A-1 & A-2: without the MRC-
SPECT components (reference 1) and with the SPECT aperture only (reference 2); B-1 & B-2: the fully-
assembled SPECT-MR imaging geometry and the SPECT off/on; C-1 & C-2: the aperture remains at the
center around the RF coil and the MRC-SPECT digital readout PCBs is displaced by 10 cm away along
the axial position from its normal positions and the SPECT off/on; D-1 & D-2: the aperture remains in
center around the RF coil and the MRC-SPECT digital readout PCBs displaced by 20 cm away and the
SPECT off/on; the highlighted regions in the A-1 subplot will be used for the semi-quantitative analysis in
Table. 4.2.
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Chapter 5
Inverted-Compound-Eye Gamma
Camera for the Second Generation
MR-Compatible SPECT System
5.1 Introduction
In the last few chapters, we presented the development of the MRC-SPECT-I for simultaneous NMI/MRI.
Although the MRC-SPECT-I was a state-of-the-art MRI compatible SPECT system, there were several
aspects that need further improvement. First, the system had geometry sensitivity around 0.05% with 40
pinholes (500 µm diameter). Although it was one of the most sensitive SPECT systems, the sensitivity
was still around 20 times less than PET, and it was limited for some functional imaging applications that
required high detection efficiency, such as cell tracking. Second, the system had an outer diameter of 25 cm,
which was still too large to be placed inside many pre-clinical MRI scanners, especially in the high-field MRI
systems [28]. To overcome these drawbacks, we have proposed a MRC-SPECT-II system design that utilized
inverted compound eye (ICE) gamma cameras. The ICE gamma camera was inspired by natural compound
eyes (Fig. 5.1-A and B) typically seen in small invertebrate animals, such as fire ants, bark beetles, bees,
and dragonflies. A typical compound eye is a very compact and light weight vision system that consists of
many small eye-elements pointing outwards and covers a large field-of-view (FOV) with a 4-pi solid angle.
Similar to its counterpart, the ICE-gamma-camera based system design offered several attractive features.
First, with a total of >1500 micro-pinhole-camera-elements, looking at the object at the same time, the
system offered an unprecedented density of angular sampling in FOV, and a dramatically improved system
sensitivity over the MRC-SPECT-I while maintaining an excellent imaging resolution. Second, the inverted
compound eye camera design allowed a very compact SPECT system design and enabled the system to be
placed inside small-bore pre-clinical MRI systems. Finally, the much smaller system dimension meant a
significantly reduced total sensor volume, and therefore a reduced cost for the system. In this chapter, we
will give details about the design of the ICE gamma camera and carry a Monte-Carlo simulation to study
the system performance.
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5.2 Inverted-Compound-Eye Gamma Camera
The ICE camera also consisted of a large number of micro-camera-elements, which was formed by coupling
an ultrahigh resolution gamma ray detector to a special ICE aperture as shown in Fig. 5.2. The ICE camera
used the CZT/CdTe detector with 256 × 256 pixels, each with a size of 100 µm × 100 µm. We will explore
why we need such a high-resolution detector in Section 5.8. And the ICE aperture was made of platinum
(90%)-iridium (10%) alloy to have an enough stopping power for gamma-rays. The aperture had 8 × 8
pinholes, each with a diameter of 300 µm. The shape of each pinhole restricted projections to a small area
of around 3.2 mm × 3.2 mm on the detector. Essentially, an ICE camera is a collection of 64 micro-camera
elements, and each covers a small solid angle of around 10 degrees. Each pinhole in the aperture coupled
to the 3.2 mm area of the detector formed one MCPE, which covered a small solid angle around 10◦. The
single ICE camera module had a collection of 64 MCPEs and provided a comparable sensitivity to the whole
MRC-SPECT-I system, which was a full ring system, consisting of 10 detector modules.
With the basic ICE camera concept, the shape of each pinhole could be designed to allow a certain
degree of projection overlapping, which may help to enlarge the angular coverage of each ICE and therefore
improve the overall sensitivity of the resultant SPECT system. However, the overlapping in projections
also reduced the amount of imaging information delivered by each detected photon. As the ICE camera
design offered an enormous amount of freedom in fine-tuning the aperture design, we would like to leave
the aperture optimization problem to our future studies. Here we focused on the non-overlapping aperture
design to demonstrate the performance benefits of the ICE camera for the MRC-SPECT application.
5.3 Hybrid Waveform Readout Detector
The resolution power of MPCEs heavily relied on the performance of the detector. In this design, we
proposed to use a 100 µm resolution CdTe detector with a hybrid pixel waveform readout system, which
was under development in our group. The hybrid pixel waveform readout system consisted of a 2-D multi-
pixel ASIC attached to the anode to provide the X-Y positions of interactions (resolution down to 100 µm).
Besides, it had a high-speed digitizer to sample the waveform induced on the cathode by electrons and
holes movement inside the CdTe crystal. The waveform from the cathode side could provide the energy
information but and the depth of interaction (DOI) information. The DOI information was helpful for
deriving a more accurate model of charge collection in a strong magnetic field. More details about this kind
of novel detector could be found in Dr. Liang Cai’s publication [68].
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Figure 5.1: Natural compound eyes and inverted compound eyes for SPECT imaging. (A) The apposition
compound eye; (B) the superposition compound eye; (C) one type of the inverted compound eyes, mimicking
the nature superposition compound eye; (D) another type of the inverted compound eyes, similar to the
apposition eye.
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Figure 5.2: Configuration of the ICE module for SPECT imaging. In the sub figure of (A), a) the micro
pinhole with a angular coverage around 10◦; b) the ICE aperture made of platinum-iridium alloy; c) the
virtual micro camera element, with 32 × 32 pixels, in the CdTe detector, which has an area of 2.56 cm ×
2.56 cm and a pixel size of 100 µm × 100 µm; d) the CMOS readout ASIC; (e) the digital PCB. (B) Cross
section of the ICE unit.
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Figure 5.3: System design of the MRC-SPECT-II. Left is the transverse view of the MRC-SPECT-II system.
The four selected points are used to compare angular sampling and the geometry sensitivity between the
MRC-SPECT-I, the MRC-SPECT-II. Point 1, Point 2, Point 3, and Point 4 are 0 mm, 2.5 mm, 5 mm, and
7.5 mm away from the center of the FOV; the brain model has permission from [69, 70]. Right is the 3D
drawing of the MRC-SPECT-II system.
5.4 MRC-SPECT-II System
The schematic of the MRC-SPECT-II system was shown in Fig. 5.3. It had 8-ICE-camera modules in the
transverse direction, 3-module rings along the axial direction, and a total of 24 modules. Each ICE module
consisted of 2.56 × 2.56 cm2 detector space and 64 micro-pinhole-camera-elements (MPCEs), and there were
a total of 1536 elements in the whole system. Since each MPCE only covered a small open angle (Fig. 5.2)
and a part of the FOV, the distribution of the MPCEs and their orientation were essential for the desired
FOV and rich angular sampling. In the current design for the MRC-SPECT-II system, the MPCEs were
uniformly distributed along the axial direction and focused on the designated FOV area with a diameter of
1 cm. In the transverse direction as shown in Fig. 5.3, MPCEs did not focus on the center of FOV. Instead,
the orientation of MPCEs was designed so that the boundary of each MPCE’s FOV was tangent to the
boundary of the system FOV, and each MPCE in the same ring oriented to the same side of the system
FOV while the MPCEs in the adjacent ring pointed in the opposite direction. For example, the MPCEs in
the first ring pointed to the left side the FOV, the MPCEs in the second ring turned to the right side of
the FOV, and those two rings covered the whole FOV. To further improve angular sampling, we rotated the
next two rings by approximately 3◦ related to the first two rings. Those four rings made a pattern that the
subsequent rings would repeat.
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5.5 System Modeling, Simulation, and Reconstruction
For the studies outside MRI, we calculated the system response function using the analytic model (Eq. 3.3)
based on the system geometry in Fig. 5.3. For the studies within MRI, we still used the same analytic model
and took into account the charge distortion effects caused by the strong magnetic fields. The charge-drift
distortion was modeled based on Eq. 4.1. In a 3T MR scanner, the charges drift along 16◦, and it is 40.6◦ in
a 9.4 T MR scanner. As illustrated in Fig. 4.4, the integration volume on the detector space for the analytic
model was changed based on the charge distortion model.
We simulated several objects for imaging, including resolution phantoms (Fig. 5.7, Fig. 5.6, and Fig. 5.8),
an uniform phantom with a hot cube in the center (Fig. 5.11), a mouse brain phantom for cerebral metabolism
(Fig. 5.17), and a homemade mouse brain phantom for the Alzheimer’s disease (AD) (Fig. 5.18). The
projections (p) on the detector space for those imaged objects were generated through the Poisson processes
with means of:
p = Hf (5.1)
where f is the imaged object’s activity distribution and H is the system response function pre-calculated
based on the analytic model.
The imaging reconstruction was based on the post filtering ML algorithm, and more details about the
algorithm could be found in Chapter 3.
5.6 Numerical Performance Indexes
Besides visually comparing image qualities through simulation, we also performed quantitative analysis
using numerical performance indexes, like resolution-variance trade-off and bias-variance trade-off. Let fˆ be
the reconstructed images of the object f and its mean, µ(f) could be calculated by:
µ(f) =
∫
fˆ(p)P (p|f)dp (5.2)
where P (p|f) is the underlying distribution of gamma photons detected by the system. For an imaging
system, the spatial resolution function is typically represented by a local-impulse response (LIR) [71]. For
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the jth voxel, it is defined as:
lj(f) = lim
δ→0
µ(f + δej)− µ(f)
δ
(5.3)
Besides computing the LIR, we could also study the bias of images in the Region Of Interest (ROI). The
tracer uptake in the ROI could be computed as:
η(fˆ) = W′ · fˆ (5.4)
where the W is the binary column vector. If the element is in the ROI, the corresponding index equals to 1,
otherwise it is 0. And the bias η is given by:
η(fˆ) = W′ · µ(f)−W′ · f (5.5)
The variance of imaging (υ) in the ROI given the image co-variance matrix (Σ(f)) could be calculated
by:
υ = W′ ·Σ(f) ·W (5.6)
The variance-resolution tradeoff and bias-resolution tradeoff allow us to compare the image value fluctua-
tion (variance) caused by the noise under a similar condition (resolution). We could derive the LIR, variance,
and bias through Monte Carlo simulation. However, to get enough accuracy, we need a lot of samples, es-
pecially for the variance calculation, which converges very slowly. Our lab developed an analytic-based
performance index, called the vector modified uniform Cramer-Rao bound [72]:
 =
∑
j∈ROI
var(fˆj) ≥ tr
{
W · F · [J + βR]−1 · J · [J + βR]−1 · FT ·WT
}
(5.7)
where J is the fisher information matrix [71]; R is the quadratic penalty matrix used for reconstruction,
which is defined in Eq. 3.11, and β is the weighted coefficient. This theorem allows us to calculate the
lower bound of variance in the ROI. The lower bound is only achieved when the system can reach the target
resolution, defined by the Gaussian post filter, and when the detector count distribution becomes a Gaussian,
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which occurs when the detected counts with a Poisson distribution approach to infinity.
5.7 System Angular Sampling and Geometry Sensitivity
We compared the angular sampling provided by the MRC-SPECT-II system against the existing MRC-
SPECT-I system, as shown in Fig. 5.4. And the MRC-SPECT-II system provided a much richer angular
sampling than the MRC-SPECT-I system. The MRC-SPECT-I system only provided 40 sampling-angles
inside its FOV. In comparison, with the MRC-SPECT-II system design, the points (Point 1 in Fig. 5.4)
around the center of the FOV could be seen by all MPCEs in four adjacent rings. This led to a total of no
less than 256 sampling angles. The points of interest away from the center of the FOV (such as Point 2 and
Point 3 in Fig. 5.4) were seen by at least half of the MPCEs in four adjacent rings, which were uniformly
distributed across the 360 degrees around the axis. The points outside the FOV, such as Point 4, angular
sampling was limited. These points could only be seen by MPCEs with the sample angles around 180◦ or
360◦.
Fig. 5.5 gave the sensitivity profiles of the MRC-SPECT-I and MRC-SPECT-II. The MRC-SPECT-II
system had much higher detection efficiency than the MRC-SPECT-I system. Using an aperture with a
pinhole size of 0.3 mm in diameter, the peak sensitivity of the MRC-SPECT-II reached around 1.3% in the
central FOV, and any point in the central transverse slice had sensitivity larger than 0.5%. In comparison, the
MRC-SPECT-I, the peak sensitivity was around 0.04% for a 0.45 mm diameter pinhole, which was almost
30 times less than the MRC-SPECT-II. The efficiency of detectors was not considered for the geometry
sensitivity calculation here. A detector with a thickness of 2 mm had 0.67 detection probability for a 122
keV photon with perpendicular incidence. The system detection efficiency using the detector had to be
scaled by a factor of 0.67.
5.8 Detector Pixel Size and DOI Effects
Pixel Size We carried simulations to evaluate pixel size effects. The performances of three pixel sizes,
i.e., 0.1 mm, 0.2 mm, and 0.4mm, were compared under two targeted resolutions (achieved by using two
different pinhole sizes). As shown in Fig. 5.6, the moderate targeted resolution, i.e., 0.45 mm using the 0.3
mm pinhole size, was able to be achieved by the detectors with pixel sizes of 0.1 mm and 0.2 mm, but the
0.4 mm pixel size detector did not have enough resolving power. If the higher resolution, say 0.25 mm by
using pinholes with a size of 0.2 mm, was desired, then the 0.2 mm pixel detector could not handle the task
as shown in Fig. 5.6, but the detector with the resolution of 0.1 mm could deliver such a targeted resolution.
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Figure 5.4: Sensitivity histogram of the four selected points (the red marked in Fig 5.3). The x-axis is
the selected point sample angle with a step size, 0.5◦, and the y axis is the sum of the sensitivity in the
corresponding sample angle section. The red solid bars are for the MRC-SPECT-I and the black solid bars
are for the MRC-SPECT-II.
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Figure 5.5: Line profiles of sensitivity for the MRC-SPECT-I and MRC-SPECT-II. Note that the profiles
of the MRC-SPECT-I are scaled by a factor of 20.
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However, such a high resolution detector was very challenging to fabricate, considering that the number of
pixel circuitry in the ASIC quadratically increased with one over pixel size. In a 2.5 cm × 2.5 cm detector
with a 0.4 mm pixel size, there were 4,000 pixels, and it would increase to 64,000 if we decreased the pixel
size to 0.1 mm. The second concern was charge sharing on the detector. As we discussed in Chapter 2, the
size of charge cloud for 122 keV photons would increase from 0.078 mm to 0.130 mm when it drifted from
the cathode to the anode. The charge cloud size was comparable with or even larger than our detector pixel,
i.e., 0.1 mm. The charge sharing would cause several problems, including the low detection efficiency and
poor energy resolution as we discussed in the detector chapter. The hybrid readout detector could handle
those issues [68]. The energy and depth of interaction (DOI) information could be derived from the cathode
side. And the anodes just provided the lateral interaction positions. To achieve this function, the pixel
circuitry that processed the anode signal just needed a low cost amplifier, a threshold trigger element, and
a charge sharing logic (the charge from the neighboring pixels around the interaction was assigned to the
pixel with the maximum charge, which was commonly applied in the smaller pixel detector [48]).
DOI The hybrid waveform readout system could provide the DOI information [68]. And our lab demon-
strated that the resolution of DOI could achieve 0.3 mm [68] and even down to 0.2 mm in our recent
experiments. We simulated and compared the image qualities with the detector DOI resolutions of 0.2 mm,
0.5 mm, or without DOI information (NO DOI). For imaging studies outside MR scanners, either compar-
ing imaging resolution under similar variances (Fig. 5.7) or image noise features with similar resolutions
(Fig. 5.8), we did find some but not significant improvements in imaging qualities. As shown in Fig. 5.7, for
the 1 mCi cases without MRI, the 0.4 mm features were a little clearer for the DOI 200 µm and DOI 500
µm, compared to the NO DOI cases, under the similar variance. By comparing the images under the similar
resolution (Fig. 5.8), we were not able to visibly tell whether the DOI information could help to achieve
lower noise. The benefits of DOI showed up in the larger incident angle. Although the system did have
large incident angle events, the center ring modules where the incident angle was quite small could provide
a significant amount of information for reconstruction. And the limiting factors for the system seemed to be
the pinhole size and de-magnification design instead of the DOI resolution. When studies were carried inside
MRI, the charge drifting was distorted by the magnetic field. The DOI could help correct the distortion
effect and prevent imaging degradation, especially in the high magnetic field, like the 9.4 T cases shown in
Fig. 5.7. In Fig. 5.7, we could find the imaging of NO DOI inside 9.4 T scanner only could recover the 0.75
mm features, while in the DOI 200 µm and DOI 500 µm cases, we could still resolve the 0.45 mm features.
With the help of DOI information, the system inside MR scanners could have the same resolving power as
outside MR scanners.
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Figure 5.6: Illustration of imaging resolving power varying with detector pixel sizes. The left three columns
are the simulation results for a pinhole size of 0.3 mm with detector pixel sizes of 0.1 mm, 0.2 mm and 0.4
mm respectively. The resolution phantom has four group hot rods, which have diameters decreasing from
0.45 mm to 0.75 mm, with a step size of 0.1 mm. The ratio of activity in the background to the hot rod
region is 1:10. The right three columns show the results for the configuration of a 0.2 mm pinhole size. The
phantom has hot rods with sizes of 0.25 mm, 0.45 mm, 0.55 mm and 0.65 mm. The background activity to
hot rod activity ratio is 1:20. The first row shows the results with an activity of 1 mCi and the next two
rows give the results with the activity decreased by factors of 10 and 100. The imaging time is 1800 seconds.
Images in the same row with the same pinhole size have similar variance in the red square marked region.
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Figure 5.8: Comparison of the image qualities of the MRC-SPECT-II and the MRC-SPECT-I. The images
from left to right are from the MRC-SPECT-II DOI 200 µm, MRC-SPECT-II DOI 500 µm, MRC-SPECT-II
NO DOI, and MRC-SPECT-I (NO DOI). The two first row showed the simulation results for an activity
of 1 mCi with two different reconstruct resolutions (400 µm and 550 µm). The third and fourth rows give
the images with an activity 0.1 mCi and the reconstruction resolutions of 400 µm and 550 µm. The last
two rows show the 0.01 mCi cases with resolutions of 550 µm and 750 µm. The resolution of each image is
defined by FWHM of a LIR that is at the center of the FOV. The LIRs of the images are shown in Fig. 5.9.
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Figure 5.9: LIRs at the center of the FOV for the images in Fig. 5.8. The LIR calculation based on Eq. 5.3
and Eq. 5.3 requires the sample mean, but we just use a single image set here. The amplitude of the delta
pulse is 1% of the value at the center of the FOV.
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Besides visually comparing the imaging qualities, we evaluated the imaging performance based resolution-
variance (R-V) trade-off and bias-variance (B-V) trade-off. As shown in Fig. 5.10 and Fig. 5.12, under the
similar resolution/bias, DOI could reduce the image variances as much as 50%, with DOI information. With
the similar resolution, we could gain an image with lower noise. As shown in Fig. 5.11, the images from the
DOI 200 µm and DOI 500 µm under a resolution of 600 µm were less noisy the NO DOI images. Or we
could obtain much lower bias image when images have a similar variance, as shown in Fig. 5.13.
If we compared the quantitative indexes of DOI 500 µm and DOI 200 µm, very interestingly, in the high
resolution region, i.e., better than 0.6 mm, the DOI 200 µm could achieve lower variance. However, in the
low resolution region, the DOI 500 µm had lower variance. This was contradictory to our understanding.
DOI 200 µm acquired the same amount of data as DOI 500 µm, and the noise should be similar. Since
the DOI 200 µm detector could provide more accurate information than the DOI 500 µm case, the variance
should be lower.
To explore this phenomenon, we increased the number of samples in the Monte-Carlo simulation from
100 to 500. As shown in Fig. 5.14 and Fig. 5.15, with a few samples (n = 100), the R-V curve of the DOI 200
µm and DOI 500 µm crossed and as the number of samples increased, they separated. To further verify the
conclusion that the crossover of the curves was caused by the slow converging rate of the sample variance,
we use the analytic formula in Eq. 5.7. As shown in Fig. 5.16, the variance of DOI 500 µ and DOI 200
µm gradually close to each other as the FWHM of LIRs increased. The 95% confidence intervals calculated
based on the Chi-square distribution for the 100 samples were overlapped. Based on the above information,
we could conclude that the crossovers of the R-V and B-V curves of the DOI 200 µm and DOI 500 µm
were possibly caused by the limited samples number and the fact that although DOI 200 µm had a smaller
variance, it was not significantly lower than that of DOI 500 µm.
5.9 Comparison of the MRC-SPECT-II with the MRC-SPECT-I
To compare the performance of the MRC-SPECT-I and MRC-SPECT-II, we carried simulations of
phantoms filled with different activities as shown in Fig. 5.8. To compare the images under similar resolutions,
we used the Gaussian post filters and for each comparison, the corresponding LIRs were shown in Fig. 5.9.
From the reconstructed images at the 400 µm resolution with an activity of 1 mCi, we could find that the
MRC-SPECT-II images could resolve the 450 µm hot rods. However, the same size features in the MRC-
SPECT-I were not clear, and the images of the MRC-SPECT-I were much noisier. As the activity dropped
from 1 mCi to 0.01 mCi, the quality of images of both the MRC-SPECT-I and MRC-SPECT-II degraded,
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Figure 5.10: Resolution-variance curves for the MRC-SPECT-II with different DOIs and MRC-SPECT-
I. The sample variance υ of image pixel value at the center of the FOV is derived using Eq. 5.6. 100
reconstructed images of a spherical uniform phantom are used. By varying the post-Gaussian filter sizes, we
obtain the images with different resolutions and the actual resolutions are calculated by FWHMs of LIRs.
The LIRs are calculated based on Eq. 5.3 with a delta pulse of 1% of the center pixel value.
but the MRC-SPECT-II system was more immune to noise. At the 1 mCi case, the MRC-SPECT-I could
resolve the hot rods with a size of 550 µm. As the activity was reduced to 0.01 mCi, the features of 750 µm
were severely distorted, while the MRC-SPECT-II still could resolve the 550 µm hot rods.
The R-V curves in Fig. 5.10 and B-V curves in Fig. 5.12 quantitatively demonstrated the advantages
of the MRC-SPECT-II system. For the target resolutions between 0.5 mm and 1 mm, the variances at
the center of the FOV from the MRC-SPECT-II system were around 20 times lower than that could be
achieved by the MRC-SPECT-I system. The B-V curves in Fig. 5.12 could further verify this conclusion:
the MRC-SPECT-I had much higher variance than the MRC-SPECT-II under the similar bias conditions.
Fig. 5.11 and Fig. 5.13 visually demonstrated the image quality differences with the MRC-SPECT-I and the
MRC-SPECT-II under the similar conditions.
The performance advantages of the MRC-SPECT-II over the MRC-SPECT-I, summarized in Table 5.1
may contribute to the success of animal studies. As shown in Fig. 5.17, the brain image with an activity of
0.025 mCi from the MRC-SPECT-II had qualities comparable to the image of the MRC-SPECT-I using a
1-mCi activity.
Alzheimers Disease (AD) is a complex, irreversible, progressive neurodegenerative disease that leads
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.(E) Normalized LIR at the Center of FOV 
Images Reconstructed at 600 μm Resolution 
(B) (C) (D) (A) 
Figure 5.11: Comparison of the reconstructed images under a similar resolution. (A) The MRC-SPECT-II
DOI 200 µm , (B) the MRC-SPECT-II DOI 500 µm, (C) the MRC-SPECT-II NO DOI, and (D) the MRC-
SPECT-I are transverse cross section profiles. Those profiles have a similar reconstructed resolution (around
0.6 mm FWHM and the LIR line profiles along the x, y and z-axis are plotted in (F)) and their resolution
and variance values are sequentially pointed out by a, b, c, and d in Fig. 5.10.
Table 5.1: Comparison of system parameters of the MRC-SPECT-I and MRC-SPECT-II
System Detector
System
Configuration
Pinhole
Dia. (mm)
FOV
Peak
Sensitivity
Resolution
(mm)
the MRC-SPECT-I
• CdTe pixel detectors with 350 µm
• Each modules has a area
of 2.2 cm × 4.5 cm
• 10 detector modules
• Stationary detector system
40 pinholes
• Pinhole to axis: 34 mm
0.45 20 mm 0.04% 0.5
the MRC-SPECT-II
• Hybrid waveform CdTe detector
with 100 µm
• 2.56 cm × 2.56 cm per module
• 24 modules in 3 rings
• Stationary detector system
• ICE-aperture with 1536
• Axis to aperture: 22 mm
0.3 10 mm 1.3 % 0.45
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Figure 5.12: Bias-variance curves for the MRC-SPECT-II with different DOIs and MRC-SPECT-I. The
variance υ of imaging value in the ROI. The ROI is at the center of the FOV and has a hot cubic with a
size of 4 × 4 × 4. The activity of the hot cubic is two times of the other regions. The biases and variance
are derived from 100 random realizations of the reconstructed images from the same data set for Fig. 5.10.
By varying the post-Gaussian filter sizes, we can obtain images with different biases, which are calculated
based on Eq. 5.5.
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Figure 5.13: Comparison of the reconstructed images with a similar bias. (A) The MRC-SPECT-II DOI
200 µm, (B) the MRC-SPECT-II DOI 500 µm, (C) the MRC-SPECT-II NO DOI, and (D) the MRC-
SPECT-I are transverse cross section profiles. Those profiles have a similar bias (around 3.0 ×1010) and
their corresponding bias and variance values are sequentially pointed out by a, b, c, and d in Fig. 5.12. (E)
The profiles along the dash lines highlighted in (A), (B), (C), and (D).
99
.Figure 5.14: Illustration of the sample number in the Monte-Carlo simulation affecting the R-V curves for
the DOI 200 µm and the DOI 500 µm.
100
.
# of Sample 
Figure 5.15: Illustration of sample number affecting variances at the center of the FOV. The images have
a resolution of 1 mm. The same data as Fig. 5.14 used.
.
Condition to achieve  
this Lower Bound: 
a) LIR should be closed to designed filter 
b) Infinite counts <- Gaussian distribution(Activity 100 µCi ) 
  
    1 1min W F J J J F WT TV tr R R                
0.5mm Post filter (15%) 1mm Post filter (1.2%) 
Figure 5.16: Variance-resolution curve calculated based on the UMCRB in Eq. 5.7. The 95% confident
interval (the regions between thin lines, the red curves for DOI 200 µm and the blue ones for DOI 500 µm)
is calculated by the chi-square distribution with 100 samples (a freedom of 99).
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Figure 5.17: Images of the mouse brain phantom for cerebral metabolism [75]. The first row shows the
images for the MRC-SPECT-I with activities from 1 mCi,100 Ci, 25 Ci to 5 Ci. The compared images from
the MRC-SPECT-II with 200 µm DOI information are in the second row. Each column of the images has a
similar resolution.
to memory impairments and other cognition problems and it accounts for 60% to 70% of dementia [73].
The pathology of AD is characterized by beta-amyloid plaques, synapse loss and neurofibrillary tangles
composed of tau-amyloid fibrils [74]. Non-invasive imaging tools are essential to understand pathology,
drug development, early diagnosis, and treatment monitoring of AD. The small animal SPECT imaging
systems are widely used in AD studies. One of the key attractions of SPECT is that it can deliver an
excellent spatial resolution, typically by using small pinholes, and large magnification ratio. However, the
conventional SPECT suffers from the common limitation that the excellent spatial resolution is achieved at
the cost of a very low sensitivity. Since MRC-SPECT-II has a much higher sensitivity, it allows us to achieve
high resolution under a more practically useful detection efficiency. As shown in Fig. 5.18, even using a 0.1
mm pinhole size, the MRC-SPECT-II has detection efficiency around 0.1%, which is still higher than the
MRC-SPECT-I with a 0.45 mm pinhole size. Because of the high-resolution capability of the system, we
could resolve clearer features of Beta-amyloid clusters in the AD mouse brain, as shown in Fig. 5.18.
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Figure 5.18: Images of a mouse brain phantom for the AD model. (A) The beta amyloid phantom is made
by fusing data published in [76] with the Allen Brain Atlas [69, 70]; (B) the reconstructed images of the
MRC-SPECT-II with a 0.1 mm pinhole size; (C) the reconstructed images of the MRC-SPECT-I with a 0.45
mm pinhole size; a, b, and c are the images in the zoom-in region highlighted in A, B, and C.
5.10 Summary
In this chapter, we proposed the second generation MRI compatible system, the MRC-SPECT-II, based
on the inverted compound eye camera design. The MRC-SPECT-II system had a very compact detection
system, 75 mm in diameter by 78 mm in length with more than 1500 micro pinhole cameras. The compact
geometry is critical for the system to be put into high field dedicated animal MR scanners. Our study showed
that the system could achieve a peak geometry sensitivity of around 1.3%, with a sub 500 µm reconstructed
resolution.
We studied the system performance various with detector spatial sizes. Although in the moderate image
resolution (0.5 mm), the 200 µm pixel size just had slightly worse image quality compared to the 100 µm
pixel, it could not handle the task if we required a high-resolution performance. To leave the freedom for a
wide range of applications, we would suggest using the 100 µm pixel detectors, though we would need a new
readout system, called the hybrid waveform readout system to handle the charge sharing effects caused by
the small pixel size.
We have also evaluated the benefits of DOI information for the MRC-SPECT-II imaging performance.
Outside an MR scanner, DOI did not significantly help system gain better image quality. Our quantitative
studies, including the bias-variance and resolution-variance studies, showed that the DOI achieved lower
variance than non-DOI. And the resolution phantom studies also showed some performance improvement.
If just based on the data outside MRI scanners, the benefits were not convincing enough to justify the use of
this complex readout detector. But the results inside MR scanners had significantly increased the necessity
to equip the system with the DOI capability detectors. The DOI allowed us to correct the charge distortion
process caused by a strong magnetic field and it allowed us to produce similar image qualities inside and
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outside MR scanners.
To demonstrate the advantages of the MRC-SPECT-II, we compared the MRC-SPECT-II with the MRC-
SPECT-I. The much higher geometry sensitivity and much richer angular sampling of the MRC-SPECT-II
led to a greatly improved image quality, which was verified by the resolution phantom studies, mouse brain
phantom studies, resolution-variance trade-off studies, and bias-variance trade-off studies. Those advantages
made the MRC-SPECT-II a valuable pre-clinical tool, as the mouse cerebral metabolism model and AD
model imaging studies demonstrated.
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Chapter 6
Prototype Inverted Compound Eye
Camera System
6.1 Introduction
To study the feasibility and evaluate the performance of ICE gamma cameras for the second generation
MRI compatible SPECT system, we built a prototype system, which consisted of 64 micro-pinhole-camera-
elements (MPCEs) by coupling a high-resolution CdTe detector to a 3D printed aperture. In this chapter,
we will give the details related to this prototype system, including the detector, the aperture design and
fabrication, and the system instrumentation. We will also present the calibration and modeling, system
sensitivity measurement, and imaging studies.
6.2 Prototype System
The prototype ICE camera system (Fig. 6.1) consisted of an ICE camera module and a 4D sub-micron
resolution scanning system. The prototype ICE module was made of a high resolution detector (Fig. 6.1-D)
and an aperture with 64 pinholes (Fig. 6.1-B and C), and it had 64 micro-pinhole-camera-elements (MPCEs).
The 4D sub-micron resolution scanning system consisted of three Newport linear stages [54] and a Micronix
ration stage (Fig. 6.1-A) [77]. It allowed the system to scan and rotate objects so that we could mimic a
full-ring stationary system with eight detector modules.
The design logic of the aperture and the distributing scheme of each MPCE were the same as the full
system with 24 ICE camera modules. The pinholes of the MPCEs were uniformly distributed along the axial
direction, i.e., the x-axis as shown in Fig. 6.1. In the transverse direction, the FOV edge of each MPCE
was tangent to the system FOV boundary, and the adjacent rows of the MPCEs pointed to the opposite
directions. If the MPCEs in the first row of the aperture oriented to the left of the FOV, then the second
row would turn to the right of the FOV. With the aperture parameters, an STL file (Fig. 6.2) was produced
by a home-made 3D drawing package. The 3D rapid-prototyping technology [78] was used to print this
complicated aperture using platinum (95%) and iridium (5%) alloy, which could provide enough stopping
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power for most of the SPECT imaging applications.
6.2.1 Detector Used by the Prototype System
The prototype system used a customized detector (Fig. 6.1-D), which was an upgraded version of the
PDT25-DE photon counting detector from the XCounter [79]. The detector had a sensing area of 2.56 cm
× 2.56 cm and a pixel size of 100 µm. The detector ASIC had dual energy thresholds and a capability of
charge sharing correction. The technology of the simultaneous dual readouts from both sides of the detector
A B C 
D 
x 
y 
z 
Detector Aperture 
Rotation stage 
Linear  stages 
Figure 6.1: Illustration of the prototype system. (A) The system consists of an ultrahigh resolution photon
accounting detector, a rapid prototyping aperture made of platinum (95%) and iridium (5%), and 4D sub
micron resolution scanning stages, including 3d linear stages and one rotation stage. (B) and (C) are the
front and back view of the aperture. (D) The prototype ultrahigh resolution photon counting detector.
8
m
m
 
Figure 6.2: 3D STL file of the prototype system aperture used for rapid prototyping
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was still under development. The prototype detector used by the current system just read out the signals
from the anode side and did not have a DOI resolving power. The thickness of the detector was 1 mm, and
the stopping power was 0.44 for 122 keV gamma rays and 0.30 for 140 keV photons. The thickness could be
increased to 2 mm, or 5 mm to have enough stopping power for a full ring system development in the future.
One severe problem with a small pixel detector, which has a pixel size comparable to the charge cloud
size, is charge sharing. As we discussed in Chapter 1, an initial charge cloud generated by a 122 keV photon
interaction inside a CdTe crystal has a mean size of 0.078 mm and the thermal diffuse will further expand
the size with a maximum value of 0.130 mm in the 2 mm detector. Since the prototype detector was an dual
threshold photon counting detector and did not have an ADC, only the amplitude larger than the pre-set
thresholds would trigger the counters in the ASIC. Without any logic correction, it would cause event loss or
generate false events, which were dependent on the threshold value used for the counters. As shown in the
simulation (Fig. 6.3), the number of the detected events with a threshold larger than 30 keV was around 1.5
times of the true interactions, because the charge generated by a single interaction was shared by multiple
pixels and possibly triggered more than one pixel. If we set a high threshold, it was possible that some
events would be lost, due to the fact that the charge generated by an interaction was shared by multiple
pixels and the maximum induced charge on the anode was probably lower than the threshold. For example,
if we set a threshold around 100 keV, the detection efficiency was dependent on the interaction depth and
varied from 14.5% (close to the cathode) to 28.9% (close to the anodes).
The prototype detector ASIC had a logic to compare charges in the nearest neighboring pixels (it was
possible to compare larger area, but the logic would be more complicated) and if the pulses from the nearest
neighbors coincided in a short time window, the detector would count them as one event and all of the
induced charges on those pixels would be assigned to the pixel with the maximum amplitude. This scheme
was effective to handle the charge cloud sharing issue when the escaped characteristic x-ray travel range was
less than two pixels. From Fig. 6.4 - the energy spectrum of the Co-57 (122 keV and 136 keV) and Am-241
(59.4 keV) source, we could find the charge sharing correction could significantly improve the detector’s
energy response.
Besides the energy response, we also evaluated the detector uniformity and developed a corresponding
correction scheme. There are several factors that may cause the non-uniformity response. Defects in the
detector crystal potentially trap electrons and holes during charge collection process. It will lead to a poor
energy resolution and may even cause event loss [80]. And they also could distort the charge collection via
distorting the electric field around them. Possibly, it cause some pixels around the defects to collect more
events while others get fewer [52]. Also, the ASIC processing signal units may have different thresholds even
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after calibration and the same amplitude signal may not be recorded in one pixel while it is detected by
another pixel. All of those factors will cause pixels to record different counts even if they have the same
number of interactions. The non-uniformity response in the detector will introduce artifacts to reconstructed
images. A methodology has been developed to correct this none uniformity:
a) A Co-57 point source with a diameter of 250 µm was used to illuminate the detector without the aperture,
and the counts in each pixel of the detector (pexp, shown in Fig. 6.5-B) were recorded. To obtain enough
counting statistics, we collected more than 104 counts on individual pixel.
b) The aperture was installed, and the projection of the Co-57 was collected for estimating the position of
the source. This procedure would be implemented after geometry calibration discussed in section 6.3.1.
c) The theoretical counts, psim, shown in Fig. 6.5-A, were calculated using the analytic model in Eq. 2.29
d) The uniform map, u, shown in Fig. 6.5-C, was calculated by the ratio of the theory counts (psim) and
the experiment counts( pexp ):
ui = p
sim
i \ pexpi (6.1)
where ui is one of the elements in the uniform map u, p
sim is the theoretical counts, and pexp is the
experimental counts respectively. All those three vectors have dimensions of M × 1; M here is the number
of pixels in the detector, i.e., 256× 256.
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Figure 6.4: Energy spectrum of Co-57 and Am-241. The red dash curve is for the spectrum without the
charge sharing correction. The blue solid curve is for the spectrum with the charge sharing correction. The
spectra are obtained by sweeping the energy threshold with a step size of 5 energy bins and summing the
center 10-by-10 pixel events together. And for simplicity purpose, the unit is linearly translated from energy
bin to keV. The translation is based on the position of the 122 keV peak of Co-57 and the 59.4 keV peak of
Am-241. The detector is assumed to have a linear response to photon energy, which is not entirely true for
this detector. Currently, the gain of the detector is optimized for 60 keV photons and an energy bin around
122 keV represents larger photon energy than 60 keV range. This is the reason that the 122 keV peak looks
sharper than the 59.4 keV one.
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We applied the uniform map, u, to another independently collected data set, which was the x-ray
flood source (with a maximum energy of 30 keV) imaging (Fig. 6.6-A). The streaks highlighted in Fig. 6.6
disappeared after correction, as shown in Fig. 6.6-B. The results verified the uniformity map could effectively
correct the non-uniform response of the detector for the x-rays with 30 keV energy. The energy of the x-rays
was different from the uniform correction photon energy, i.e., 122 keV. Thus, the map was not heavily relied
on the photon energy. We could predict that this map potentially worked well for imaging studies using
Tc-99m, which emits photons with an energy of 140 keV.
6.2.2 System Integration and Control
The prototype system was completely controlled by a homemade software package. The package (the logic
and interface were shown in Fig. 6.7 and Fig. 6.8 respectively) included a detector control unit, a 4D scanning
0
5000
10000
0
1
2
(A) (B) (C)
Figure 6.5: Illustration of uniform correction. (A) is a projection of Co-57 source calculated by the analytic
model in Eq. 2.29;(B) is the corresponding experimental projection. (A) and (B) share the same color bar;
(C) is the uniform map, the ratio of the simulated and measured projection.
0
500
1000
1500
(A) (B)
Figure 6.6: Verification of uniform correction. (A) is the image of the x-ray flood source, which has
the maximum energy of 30 keV. And the arrows highlight streaks showing non-uniformity response of the
detector. (B) is the imaging after applying the uniform correction. (A) and (B) share the same color bar.
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control unit, and a power supplier control unit. Besides, the control software had a sequence control unit,
which was used to synchronize and coordinate those independent units functioning together. The detector
unit had functions of detector initializing, connection, power, acquisition, temperature regularization and
status monitoring. And the 4D scanning control section controlled the 3D linear stage and rotation motor
movement.
Central Sequence Coordinate Control 
Detector Control Unit 
Detector temperate 
control and monitor 
Detector Connection 
and Power control 
Detector Acquisition 
Control 
Power Control Unit 
4D Scanning Control 
The 3D Newport 
Linear Stages Control 
The Micro Rotation 
Stage Control 
Figure 6.7: Prototype system control logic and structures, which include a detector control block, a cell for
4D linear robotic stages, a power control unit, and a sequence control section.
 
System  
Status Monitor 
 Detector Control and 
Projection Preview 
 4D Scanning  
Control  
Acquisition  
Setting  
Figure 6.8: Interface of the prototype system control. It includes a system status monitor, a detector control
and projection preview, a 4D linear robotic stages control, and an acquisition setting input.
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Scanning 
Points 
(A) (B) 
* 
Figure 6.9: Illustration of measuring point response functions for geometry calibration. (A) A Co-57 Point
source with a diameter of 250 µm scanned the object space using sub micro resolution 4D stages (3D linear
stages and one rotation stage). The scanning includes a 4 × 4 × 4 grid with a step size of 1mm (the green
dots in the figure) and 6 rings (the red dots in the figure). The 6 rings are uniformly distributed along the
axial direction of the system, with a gap of 1.5 mm. Each ring has 16 uniformly distributed points. In each
position, a 1-minute acquisition is carried on. (B) The measured point response functions (PRFs) from one
position among 160 used for the calibration and the blue dots in the figure are the weighted-centers of PRFs.
6.3 System Calibration
6.3.1 Geometry Calibration
As we discussed in Chapter 3, the system matrix is dependent on the system geometry, including the
detector position and orientation, the pinhole position and orientation, as well as the object position. From
the design and instrumentation, we can obtain coarse information regarding those parameters. But to get
more accurate values of those parameters, we need to do a series of experiments. A 100 µCi Co-57 point
source with a diameter of 250 µm was scanned in the object space using the 4D sub-micron resolution stages
(three linear stages pulse one rotation stage). As shown in Fig. 6.9-A, the scanning scheme included 4 ×
4 × 4 grid points with a step size of 1 mm and 6 rings uniformly distributed along the axial direction of
the system. The gap between the rings was 1.5 mm, and each ring had 16 points uniformly distributed
around a circle with 6.0 mm in diameter. We acquired 1-minute data at each position. Fig. 6.9-B showed
the measured point response functions (PRFs1) from one of the 160 scanned points.
The measured PRFs, ps, are dependent on the system geometry, G. Considering the Poisson random
1here we define a PRF as the source projection through a single pinhole
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noise of those measure PRFs, we could build a Poisson likelihood function, P (p | G). By maximizing this
function, we could get a maximum likelihood estimator of the system parameters, Gˆ:
Gˆ = argmax
G
P (p | G) (6.2)
The probability function not only relies on the system geometry, like the pinhole positions and pinhole
orientations, but also depends on the profiles of pinholes, like the size and the cone shape. The prototype
aperture was fabricated using the rapid prototyping technology [78]. This technology allowed us to print
a complicated geometry object, while maintaining high stopping powers for gamma rays. But this method
suffered from the poor printing resolution and would produce pinholes with a large discrepancy between our
design and the actual fabrication. Since this fabrication error would significantly affect PRFs, the Poisson
likelihood function we built based on designed pinhole profiles would have a large bias. Consequently it
affected the accuracy of our estimation.
The weighted-centers of PRFs depend on the system geometry too. The weighted-center along the
detector row direction, ωri , of the i
th PRF, pi = [pi1, pi2, ...piN ] is
ωri =
1∑N
j pij
N∑
k
xrkpik (6.3)
And along the column direction:
ωci =
1∑N
j pij
N∑
k
xckpik (6.4)
For Eq. 6.3 and Eq. 6.4, (xrk, x
c
k) is the k
th detector pixel position. The weighted centers of PRFs are sensitive
to the system geometry but they do not heavily rely on the profiles of pinholes (the size and cone shape),
especially for the PRFs far away from pinhole boundaries. Instead of directly maximizing the likelihood
function of PRFs, we could maximize the likelihood function of the weighted center of PRFs. Although
we could directly use least-square fitting as we used for MRC-SPECT-I calibration, to build the likelihood
function for the weighted centers of PRFs, we have to know what the probability distribution of the weighted
centers is. Although with Eq. 6.3 and Eq. 6.4, we could analytically derive the probability distribution of
weighted centers, the denominator term, i.e., the sum of the Poisson random variables, makes this procedure
very challenging. Eq. 6.3 and Eq. 6.4 could be simplified as:
ωri =
1
N
N∑
k
pik
pi
xrk (6.5)
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And along the column direction:
ωri =
1
N
N∑
k
pik
pi
xck (6.6)
where p¯i =
∑N
j pij
N is the mean of counts in a PRF. For each PRF, the mean was sampled over 25 pixels.
Compared to the fluctuation of counts in each pixel, the average of the variation caused by the randomness
of counts from a single detector pixel was very small and could be ignored. Then the distribution of the
weighted centers could be approximated by a linear combination of Poisson variables, most of which had
around 30 counts in our current acquisition scheme. The distribution of the weighted centers could be
well approximated by a Gaussian distribution and the weighted centers from different PRFs had similar
distribution and were independent with each other. The probability density function of the weighted centers
(ω = [ω1, ω2, ...ω2M ], where M is the number of PRFs we used for calibration
2, and the odd and even index
elements were for row and column direction weighed-center respectively) could be modeled as:
P (ω|µ(G)) = 1√
(2pi)2M |A| exp
(
−1
2
(ω − µ(G))TA−1(ω − µ(G))
)
(6.7)
where µ(G) is the vector that contains the weighted centers of PRFs, which are determined by the system
geometry parameters. |A| is the determination of the co-variance matrix of A:
A =

B
B
. . .
B
B

(6.8)
where the dimension of co-variance matrix is 2 times of the number of PRFs used system calibration, and
the matrix B shows the correction between weighted-center( wci ,w
c
i ) along the row and column direction in
the same PRF: b11, b12
b21, b22
 (6.9)
To evaluate properties of the co-variance matrix of A and B, we carried two measurements with the same
acquisition protocols. Subtraction of the weighted centers of PRFs3 of those two experiments generated a
2to eliminate potential effects from the cone boundaries of a pinhole, we only picked up PRFs away from the boundary
regions, for example like PRFs with blue dots (the weighted centers) in Fig. 6.9
3we subtracted weighted-center of the PRFs from the same pinhole and the same source scanning position
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Difference along the Row Difference along the Column 
Figure 6.10: Distribution of the weighted center differences between the two experimental data sets. The
weighted center difference along the row (left) and the column (right) could well be fitted to a Gaussian
model: y = A exp
[
− (x−u)22δ2
]
. The corresponding δs with 95% confidence bounds are [0.0866± 0.0018] of
the detector pixel size (0.1 mm) (column) and [0.0875± 0.0033].
new random i = ωi−ω′i = [ri , ci ]4.  = [r, c] of the different PRFs shared the same Gaussian distribution
with a mean of 0:
P () =
1√
(2pi)2|C| exp
(
−1
2
TC−1
)
(6.10)
where |C| is the determination of co-variance matrix of C. C has the relation with B in Eq. 6.11 as:
B = 2C (6.11)
Integration P () over r and c separately could gain the marginal distribution of c and r, which are
both Gaussian distributions. The histogram of the samples for r and c was shown in Fig. 6.10. The
Gaussian fitted curve (red line) matched the sample points well, and it could be used as a verification that
the Gaussian models in Eq. 6.10 matched the random distribution of  well. Consequently it verified that the
Gaussian approximation for the distribution of weighted centers in Eq. 6.7 matched the actual distribution.
And the sampled co-variance matrix through our 3115 data points could represent the co-variance matrix
4up-script r and c denote the row and column directions of detector respectively
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C with a high confidence given by: 0.0084, 0.0001
0.0001, 0.0081
 (6.12)
where the unit of the matrix is a power of pixel size (0.1 mm). Through Eq. 6.11, we could obtain the value
of the matrix B: 0.00420, 0.00005
0.00005, 0.00405
 (6.13)
With the knowledge of B, we could get the co-variance matrix A for the weighted centers in Eq. 6.8 and
build our maximum like estimation scheme by maximizing Gaussian probability in Eq. 6.7:
Gˆ = argmax
G
{P (ω|µ(G))} (6.14)
It is equivalent to maximize the log likelihood function of P (ω|µ(G)):
Gˆ = argmax
G
{log [P (ω|µ(G))]}
= argmin
G
{
(ω − µ(G))TA−1(ω − µ(G))} (6.15)
By minimizing Eq. 6.15 using fmincom with the sqt algorithm [81] in matlab, we got the estimators of the
system geometry parameters (Table. 6.1). As shown in Fig. 6.11, in the first 20 iterations, the object function
reduced a lot with increasing iterations. After that, the value of the object function was not significantly
changed, and we could assume that it settled to a minimum value around 0.59. And the corresponding
difference of the weighted center for each PRF was around 11% of the detector pixel size. To check whether
there were systematic errors in the fitting procedure, we examined fitted weighted centers and compared
them with experimental data in multiple ways. It included plotting the weighted centers in the detector
space (Fig. 6.12), displaying the differences related to their position in the detector space (Fig. 6.13), and
evaluating the distribution of norm of the differences(Fig. 6.14). We did not find a systematic bias and the
differences of experiment and fitting were close to the fluctuation caused by the noise of the weighted centers.
With the system geometry parameters, we could get the system response matrix, H, using the analytic
modeling based on Eq. 3.3. To evaluate the accuracy of our modeling and detect the potential mismatch
between the physical system response and our modeling, we did a fine scanning experiment. A 27 µCi
Co-57 source with a diameter of 250 µm scanned along a plane, which was almost parallel to the aperture
surface and placed around the center of FOV. There were 41 points along the x direction (Fig. 6.9) and
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Table 6.1: System parameter initial guesses and estimators.
Name of Parameters Initial Guess(Design Value) Estimated Value
Aperture center [+0.0000, +0.0000, -9.3006] [+0.0360, -0.1898, -9.2878]
Norm of aperture plane [+0.0000, +0.0000, +1.0000] [-0.0285, -0.0011, +0.9996]
Position of the 1st pinhole [-8.0358, -8.0358, -9.3006] [-7.9420, -8.1573, -9.3906]
. . . . . . . . .
Position of the 64th pinhole [-8.0358, +6.3983, -9.3006] [+8.0258, -6.5988, -9.1798]
Rotation Axis [+1.0000, +0.0000, +0.0000] [+0.9991, +0.0115, -0.0401]
Rotation Radius of the Source Ring 3.00000 3.1447
Note: the global coordinate is original in the detector center, the x-axis is along the row direction,
the y-axis along column direction, and the z-axis is normal to the detector surface.
49 points along the y direction (Fig. 6.9), with a step size of 0.3 mm. The weighted centers and profiles
of PRFs (Fig. 6.15), and detected counts through an individual pinhole in the experiment and modeling
(Fig. 6.16) were compared. Those weighted centers of PRFs in Fig. 6.15 away from the boundaries matched
well, but when the source moved to individual pinhole FOV boundaries and PRFs approached the edges of
individual micro-camera detector, there was a significant discrepancy between the experiment and modeling,
due to the difference of pinhole cone shapes between the design and fabrication. Even in the region where
PRFs were away from the boundaries and the weighted centers matched well, the profile of PRFs may be
quite different. In Fig. 6.15-B and C cases, the PRFs of the experiment were significantly broader than the
simulation. It seemed that the fabricated size of the corresponding pinhole was larger than the design. If
we further compared the detected counts through a single pinhole when the source scanned along the FOV
(Fig. 6.16), we could find that the difference between these two could be as large as 50% and the change
(A) 
(B) 
Iteration 
Figure 6.11: Illustration of the object function be reduced with iterations.
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trend as the source moved along the x-axis or the y-direction (Fig. 6.16-B and C) could not be well modeled
by the analytic method. Through these comparisons, we could find out that the analytic model method to
derive the response had significant errors due to the discrepancy between the actual fabricated and designed
pinhole profiles and sizes.
(A) (B) 
Figure 6.12: Fitted and measured weighted-centers. (A) The weighted-centers belonging to the first pinhole
of the prototype system. (B) The weighted centers used for fitting. Dots represent the fitted weighted-centers
and diamonds the measured weighted-centers.
(A) (B) 
(C) (D) 
(E) (F) 
(mm) (mm) 
(mm) 
(mm) 
(mm) 
(mm) 
Figure 6.13: Difference between the fitted and measured weighted-centers. All the plots in this figure have
a y-axis unit of a pixel size (0.1 mm). The left column is the corresponding values against the measured
weighted-center row positions and the right column is related to the column position. (A) and (B) are the
differences between the fitted and measured weighted-centers respectively. (C) and (D) are their difference
along the row directions. And (E) and (F) are along the column direction. The different colors tell that the
data points are from different pinholes.
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The system performance was very sensitive to those errors, because of the special design of the prototype
system. Since the open angle of each MPCE was very small, the FOV of each pinhole did not cover the whole
system FOV and the FOV boundaries of individual pinhole passed through the system FOV. Any modeling
errors of the system response function related to the individual pinhole boundaries would propagate back
into the FOV of the system, where the region of interest (ROI) was. Consequently, they would distort the
image features in the ROI. And a great mismatch of sensitivity (capability of detecting counts) would also
significantly affect the quantitative performance of the system and degrade the imaging quality.
6.3.2 Hybrid System Modeling
Since analytic modeling has a large mismatch with the physical model, we have to explore another
methodology which could provide system response function that compensates the discrepancy between the
design and aperture fabrication, an irregular response of the detector, etc. Directly measuring system
Figure 6.14: Distribution of the differences between the fitted and measured weighted-centers. (A) and (B)
are the distance between fitting and measuring along the column and row directions respectively.
(A) 
(B) 
(C) 
* Line Trace        Exp 
 
Figure 6.15: Comparison of the PRFs from the experiment and analytic modeling (line trace). (A) is the
weighted-centers of PRFs in the 9th pinhole; (B) and (C) are the PRF profiles from the analytic model and
experiment respectively.
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response function allows us to achieve that, but it requires long acquisition time. Assuming that the system
object space discretizes to 100 × 100 × 100 voxels with a cubic size of 0.2 mm, and to achieve enough
counting statistics, we acquire 1-minute data at each voxel using 100 µCi source, then we need almost two
years to finish the measurement. Instead of directly measuring the system response function, several groups
explored to measure the system response function with a sparse 3d grid [82], for example, a 10 × 10 × 10
grid with a step size of 2 mm, fit the measured PRFs with Gaussian models and interpolate Gaussian models
between measured points.
However, this method could not directly apply to the ICE gamma camera, the pinholes of which have
small open angles. The spare scanning grid with a large step size, like 2 mm, could not allow us to measure
the system response in the region where the system response is rapidly changed, like the edges of pinholes.
To capture the changes of the system response in those regions, we need a fine scanning step, like 0.3 mm
or even smaller. At the same time, the acquisition time should be feasible. We developed a new modeling
scheme:
A) A fine scanning with a step size of 0.3 mm in 2D plane which was almost paralleled to the detector
surface and sat around the center of FOV. In this case, the total number of steps was much smaller than 3D
scanning, while the total number of scans could be similar.
(A) (B) 
(C) (D) 
(pix) (pix) 
Detected Counts Counts from Analytic Modeling 
modeling modeling 
Figure 6.16: Comparison of the detected counts from the measurement and analytic model (line-trace). (A)
shows the detected counts in the experiment. (B) shows the detected counts from the simulation. (C) and
(D) are the line profiles highlighted in (A) and (B) along the row and column directions.
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B) Fitted the experimental data (PRFs) with an asymmetric Gaussian.
C) Based on the system geometry from geometry calibration, we interpolated the 2D fitted PRFs to the
3D object space and obtained the system response function.
We used the same data set as the one for the verification of analytic modeling accuracy. In this data set,
each scanning point acquisition time was 150 s, and the mean of counts in each PRFs was around 400. The
x-direction had 41 points, the y-direct had 49 points, and there were 2009 points in total. The grid step
between them was 0.3 mm.
H.H Barrett’s group has published papers to use a symmetric Gaussian model for fitting the PRFs [82].
While this model could fit the PRFs away from pinhole edges well, sharp edges would distort PRFs and
make them asymmetric. Also if the gamma ray events have a large incident angle, the thickness of detector
will play a role in distorting the symmetry of PRFs. To compensate those effects, we built asymmetric
Gaussian models:
G = Am exp
[
−1
2
(x− xpeak)TΣ−1(x− xpeak)
]
(6.16)
where the Am is the amplitude of the PRFs and x = [x
r, xc]T is the detector pixel position and xpeak =
[xrpeak, x
c
peak]
T are the peak positions of a PRF in the detect plane. The co-variance matrix Σ could be
decomposed by the singular value decomposition (SVD):
Σ = VT∆V =
cos θ, − sin θ
sin θ, cos θ

δ2r , 0
0, δ2c

 cos θ, sin θ
− sin θ, cos θ
 (6.17)
Reorganize Eq. 6.16 with the SVD form of Σ in Eq. 6.17:
G = Am exp
{
−1
2
[
VT (x− xpeak)]T∆[VT (x− xpeak)
]}
= Am exp
{
−1
2
[
(x′r)
2
δ2r
+
(x′c)
2
δ2c
]}
(6.18)
where x′ = [x′r, x
′
c]
T are the transformed pixel position coordinate, where x′r and x
′
c are decoupled with each
other. The decouple procedures is given by:
x′ = VT (x− xpeak)x′r
x′c
 =
cos θ, − sin θ
sin θ, cos θ

xr − xpeakr
xc − xpeakc
 (6.19)
where the angle θ allows us to control the tilted angle of the PRFs (Fig. 6.17). The δr and δc are varied
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based on criteria of:
δr =

λrδr0 x
′
r < 0
δr0 x
′
r >= 0
(6.20)
and
δc =

λcδc0 x
′
c < 0
δc0 x
′
c >= 0
(6.21)
where the coefficients, λr and λc give the freedom to model those asymmetric PRFs (Fig. 6.18).
To evaluate how the model matched our experimental data and the benefits of using this model, we
compared the experiment PRFs (p = [p1, p2, .., pN ]
T
) with our modeling difference:
dif =
N∑
i
(pi − p′i)2 (6.22)
where pi is the experiment detected probability
5 in the ith pixel and p′i is the Gaussian fitted probability or
analytic-model calculated probability.
Compared to analytic modeling (Fig. 6.19-blue curve), the profile difference between the fitted Gaussian
PRFs and the experiment PRFs (Fig. 6.19-red curve) was significantly smaller. The mean of differences
Figure 6.17: Illustration of the angle θ changing the orientations of Gaussian PRF models.
5it could be obtained by scaling detector counts by total photons emitted from the source during the acquisition
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between the fitted Gaussian PRFs and experiment was 0.19 compared to 0.81 of the analytic model. The
peak of the distribution was around 0.1 and it was much sharper. In comparison, the distribution of the
analytic model (Fig. 6.19-blue curve) was distributed in a large range and with a peak value around 0.3.
Most of the PRFs were fitted well using the Gaussian Model. One of the randomly selected cases was shown
in Fig. 6.20, and the profile difference between the experiment and Gaussian fitted PRFs fell in the region
A highlighted in Fig. 6.19. But there was a small fraction (around 300/31000 of the total PRFs) of the
fitted PRFs that had a large discrepancy with the experimental data (Fig. 6.19 fitted difference larger than
2, highlighted in the region B ). Most of the cases were because of the low detected counts in the PRFs and
high statistics noise, as a randomly selected case shown in Fig. 6.21. Regarding those events, since they were
around the boundaries and the fraction was very small, we could mask off the corresponding detector pixels
without losing too much detection sensitivity. In the region B in Fig. 6.24 , there were around 3000 cases,
which had large errors (> 2) for analytic modeling. Besides the noise of experimental data, the modeling
error of analytic also played a significant role.
To evaluate the accuracy and potential biases of this modeling, we fitted the PRFs calculated from the
analytic model using this asymmetric model. Since those PRFs did not have any noise and it could model
the system response well when the system geometry, the pinhole shapes, and the detector response were
well defined, the fitting error for those PRFs allowed us to evaluate the potential bias using this asymmetric
Gaussian modeling. From the distribution of profile difference between the fitted and analytic model PRFs
in Fig. 6.24 (the green curve), we could find out that the asymmetric Gaussian model could achieve a very
Figure 6.18: Illustration of the coefficient, λ, in Eq. 6.20 and Eq. 6.21 changing the symmetry of PRFs.
The line plots are the profiles along the central row in PRFs.
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small bias, with a mean of 0.078 and it matched well with noiseless data, as shown in Fig. 6.20-B.
With the experimental data and fitted Gaussian parameters in the single plane, the next step would
interpolate the system response functions and calculate the system response matrix in the 3D object. To
achieve this, we needed a few assumptions:
1. The PRFs of the voxels with the same incident angle6, like the voxel ith and voxel A in the scanning
plane shown in Fig. 6.22, had following properties:
a) The weighted-centers of these PRFs were the same.
b) The detection probability through a pinhole, i.e., sum of a PRF, is proportion to one over power of
distance between the source and pinhole
c) The PRFs have the same orientation and the widths of the PRFs were proportion to the magnification
ratio defined as:
M =
dd−p
ds−p
(6.23)
where the dd−p is the distance between the PRFs to individual pinhole, like d3 in Fig. 6.22. ds−p is the
A 
B 
Figure 6.19: Illustration of the PRFs shape differences, which are calculated based on Eq. 6.22, between
experiment and fitted Gaussian (the red curve), experiment and analytic modeling (the blue curve), as well
as analytic modeling and corresponding Gaussian fitting (the green curve).
6we defined the incident angle as the angle between the normal direction of the pinhole center plane and the line, which
connected the pinhole center and the source voxel
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distance between the source to the pinhole, like d2 in Fig. 6.22.
2. PRFs were locally shift-invariant. As our experimental data shown in Fig. 6.23, the PRFs of the adjacent
points (with a gap of 0.3 mm) had very similar shape.
Based on those assumption, we could derive our interpolation scheme as illustrated in Fig. 6.22:
a) Calculated the intersection (Point A) between the fine scanning plan and the line of the target voxel (the
voxel i in Fig. 6.22) going through the center of the pinhole.
A B 
D E 
C 
F 
Figure 6.20: Comparison of the PRFs. (A) is a measured PRF and (B) is the corresponding PRF calculated
using the analytic model. (D) is the fitted PRF using (A). The difference between (A) and (D) falling in the
region A highlighted in Fig. 6.24. (E) is the fitted PRF using (B). (C) and (F) are their line profiles along
the row and column directions (they all passed through the pixel with the maximum value in the measured
PRF).
B 
E 
A B 
Figure 6.21: Comparison of profiles of PRFs. (A) is a measured PRF and (B) is the fitted PRF using (A).
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b) Linearly interpolated the asymmetric Gaussian parameters of the intersection point A by using four
closest adjacent scanning points.
c) Calculated the Gaussian parameters for the target position, δ was scaled by the ratio of magnifications,
the asymmetric coefficient, λr and λc and the PRFs orientation angle θ were kept the same:
δri = δrA
MA
Mi
(6.24)
δci = δcA
MA
Mi
(6.25)
λri = λrA (6.26)
λci = λcA (6.27)
where parameters with subscript i are the asymmetric Gaussian parameters for the target voxel (voxel i in
the illustration Fig. 6.22) and with A for the intersection point A in Fig. 6.22.
d) The amplitude (A) of the Gaussian parameter was scaled so that the detection probability satisfied our
assumption in 1-a:
∑N
j pji∑N
k pkA
=
d21
d22
(6.28)
To evaluate the performance of the interpolation scheme, we evaluated the data that we used for the
geometry calibration in three aspects: the profile shape as Eq. 6.22, the weighted-centers, and the sensitivity.
The accuracy of the shapes was significantly improved (Fig. 6.24). The mean of the PRF profile differences
was around 0.35, compared to 0.71 from analytic modeling. The profiles with large errors were significantly
reduced. The difference of the weighted centers (Fig. 6.25) became better, from 0.22 to 0.26. The points
with a large error were reduced (fitted error larger than 1 pixel). Another parameter we evaluated was
the sensitivity of the scanning point. The analytic model had the maximum discrepancy larger than 50%
(Fig. 6.26, Fig. 6.27 and Fig. 6.28). The hybrid scheme could significantly improve in this aspect. The
differences between the experiment and interpolation were less than 10%.
Those performance indexes implied that based on the hybrid system modeling system, we could sig-
nificantly improved the system response function modeling accuracy compared to the analytic modeling.
However, the Poisson noise in our geometry calibration measurement and the fine scanning measure, es-
pecially those data point close to the edges of the pinholes’ FOVs, would induce errors in our modeling.
Consequently, the errors would propagate to imaging reconstruction, degrade the imaging qualities and
reduce the system performance. Those aspects need further exploration and study.
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6.4 System Performance Evaluations and Imaging Studies
6.4.1 System Sensitivity
We used the fine scanned data to evaluate the system detection capability, i.e., the sensitivity. The
sensitivity equaled the detected counts divided by the Co-57 emitted photons during the acquisition. As
B Voxel ith 
Fine Grid Scanning Plane 
Pinhole 
Scanned 
PSF4 
Scanned 
PSF2 
Scanned 
PSF1 
Voxel  A 
1 4 
3 2 
Scanned 
PSF3 
Figure 6.22: Illustration of the PRFs interpolation scheme.
Figure 6.23: PRFs used by the interpolation. The figure shows the interpolated PRF, the measured PRF,
and the four PRFs used for the interpolation.
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shown in Fig. 6.29, the system had a peak sensitivity of about 0.025% (240 cps/MBq), which was comparable
to the MRC-SPECT-I system with 0.5 mm pinhole size (340 cp/MBq). The MRC-SPECT-I was a stationary
full ring system consisting of 10 detector modules and the cost of the MRC-SPECT-I was more than 10 times
of this prototype system. Although the prototype system had a very high peak sensitivity, it was very non-
uniform in the FOV (10 mm × 10 mm) due to the high focus design. At the FOV boundaries along the
transverse direction, the system’s sensitivity dropped to 0.01% (100 cps/MBq). And along the axial direction
(red line in Fig. 6.29), the region where the sensitivity was larger than 0.01% was around 5 mm in length.
Figure 6.24: Illustration of the PRFs shape differences calculated based on Eq. 6.22 between the experi-
ment and the interpolation (the red curve), the experiment and the analytic model (the blue curve). The
experimental data are the same as that used for the geometry calibration.
Figure 6.25: Illustration of the PRF weighted-center differences between the experiment and interpolation
(the red curve), the experiment and analytic model (the blue curve). The experimental data are the same
as that used for the geometry calibration.
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At the boundaries of the system, the sensitivity was only 10% of the peak value.
We calculated the sensitivity of a full ring stationary system consisting of eight cameras, which had the
same configuration as the prototype camera. The sensitivity for the full ring system was obtained based
on the interpolation system modeling method, which matched our physical system model well. With the 8
modules, the system achieved a peak sensitivity of 0.2% (Fig. 6.30). In the transverse section that crossed
the center of the FOV, the sensitivity was larger than 0.08% (Fig. 6.30-left). However, although the system
had a FOV of 10 mm, the detection efficiency dropped sharply along the axial direction (Fig. 6.30-right).
Figure 6.26: Illustration of the sensitivity for the first pinhole. The red curve is experiment, interpolation is
the black curve, and analytic modeling is the blue curve. The experimental data are the same as that used
for the geometry calibration.
Figure 6.27: Illustration of the sensitivity for the 28th pinhole. The red curve is experiment, interpolation
is the black curve, and the analytic model is the blue curve. The experimental data are the same as the ones
used for the geometry calibration.
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The sensitivity results were based on our prototype detector with a thickness of 1 mm, and the detection
efficiency of the sensor itself was around 0.44. We expect the detection efficiency will significantly improved
by using a thicker crystal. For a 122 keV photon, a 5 mm detector has 93% detection efficiency. But charge
cloud sharing and correction, as well as DOI, need to be considered when we develop a detector with such a
large ratio of the pixel size to the thickness. The charge cloud sizes in the 5 mm detector for 122 keV photons
depend on the drift distance and was in the range of 77 µm to around 200 µm. For the charge correction,
we have to compare the signals generated by a large area of pixels around the interaction position instead
of the nearest pixels in the prototype detector. And the prototype detector was not equipped with the DOI
capability since the thickness of detector was just 1 mm. Using a 5 mm detector, the DOI information is
required to get a better energy resolution and more accurate spatial information along the depth direction.
Besides the fact that the thickness affected the detection efficiency, we also found that a lot of the pinholes’
effective size were much smaller than the design, i.e., 0.3 mm and some even smaller than 0.25 mm.
6.4.2 Resolution Phantom Study and Image reconstruction
To evaluate the performance of the prototype system and the benefits of our hybrid system modeling
scheme, we carried resolution phantom studies using a homemade resolution phantom. The phantom had 4
groups of hot rods with sizes of 0.35 mm, 0.5 mm, 0.75 mm and 1 mm respectively. This distance between
the centers of hot rods within a group was two times of their size, i.e., the gap sizes between hot rods in
the same group were the same as the sizes of the rods. The phantom had a diameter of 12 mm and was
Figure 6.28: Illustration of the sensitivity for the 64th pinhole. The red curve is the experiment, interpolation
is the black curve, and the analytic model is the blue curve. The experimental data are the same as that
used for the geometry calibration.
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placed in a 3D printed tube. We injected Tc-99m with an activity of 598 µCi. The activity filled in the hot
rods was significantly less than this value, which could be verified by Fig. 6.33-C. The phantom was placed
around the center of the prototype system FOV. We rotated 8 angles with a step size of 450 to simulate a
full ring system, which consisted of eight of the modules. Since the size of the system FOV, i.e., 10 mm, was
smaller than the object size, 12 mm, to cover the object, we scanned the object in 4 translation positions
(Fig. 6.31). Besides the center position, three points in triangle, which had a distance 3 mm to the center of
FOV, was scanned. There were 32 acquisition positions in total (4 translations and each translation position
had 8 rotations). At each acquisition position, we acquired 8-frame data and 1 minute per frame. Fig. 6.32
showed the projection of the center position at the first rotation angle.
We reconstructed the images using the ML algorithm shown in Fig. 6.33. With all of the projection
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Figure 6.29: Measured system sensitivity around the center of the FOV using the fine scanning data. Left
is the 2D profile; right is for the line profiles cross section along the highlighted lines in the left.
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Figure 6.30: System sensitivity of the full ring system with 8 prototype cameras. Left is the axial view of
the profiles along the x-y plane. And the right is the transverse profile.
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data acquired during 256 minutes, we could resolve 0.5 mm hot rods (Fig. 6.33-C) using the hybrid system
modeling scheme. In comparison, using the same data set with analytic modeling, the hot rods larger than
0.5 mm was resolved but severely distorted (Fig. 6.33-D). The analytic modeling error also caused that the
phantom boundaries were truncated to discontinuous sections and the reconstructed imaging had artifact
dots outside the phantom, where it should not have any events.
Compared with 4-bed scanning, the reconstructed images of the single bed data, which was acquired
around the center (Fig. 6.33-A) had streak artifacts. It is possibly because the object size was larger than
our system FOV, and the boundaries region of the phantom were truncated and could not be well defined
during reconstruction. Those streak artifacts might also affect the system revolving power inside the FOV.
The feature of 0.5 mm hot rods was not as clearly as 4-bed scanning, though this was not a solid argument.
The acquisition time was the not same, thus the noise level of the system was not the same. Also, 4-position
scanning would further improve sampling angles and consequently improve the imaging qualities. The small
FOV could use this multiple scanning scheme to image a larger object outside MRI, but it was challenging
for the imaging studies inside MRI.
Also, we could just use a single frame in each position (each position we acquired 8 frames, 1 minute per
frame) and the acquisition time was only 32 minutes in total. Compared to 256 minutes data, although the
image qualities (Fig. 6.33-B) were degraded due to the noise, the system could still resolve 0.5 mm hot rods.
                 3 mm 
 
FOV 10 mm 
Object 12 mm 
Rotate 8 angles 
at every position 
Figure 6.31: Illustration of the resolution phantom acquisition scheme. The solid circle is the 10 mm FOV of
the system. And the four dash red circles with the center illustrated by the red dots are the four acquisition
points, and at each point, the phantom was rotated to 8 angles with a step size of 45◦.
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6.5 Summary
A prototype inverted-compound eye camera was built using an ultra-high resolution CdTe detector
coupled to a 64 pinhole aperture. The measured system sensitivity was around 0.025% and a full ring
system with eight of this kind of camera modules had sensitivity around 0.2%. To accurately model the
response of this complicated system, we developed a hybrid system modeling scheme, combining the analytic
geometry calibration and the 2D fine scan data. The resolution phantom studies demonstrated the system
achieved a 500 µm resolution and the modeling scheme had significantly improved the imaging qualities. This
prototype system verified the feasibility and potentials of the MRC-SPECT-II system development tragedies,
i.e., combining the ultra-high resolution detector technologies, advanced aperture design and fabrication,
and novel system modeling methodologies, allowed us to develop a system which had a sensitivity similar to
PET, but achieved a higher resolution than PET.
Figure 6.32: Projection of the resolution phantom study, when the phantom is placed at the center of the
FOV for the first rotation angle.
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Center Single position 
(64 mins) 
Using Hybrid Model 
4 position, 1 mins per angle 
(32 mins) 
Using Hybrid Model 
4 position, 8 mins per angle 
(256 mins) 
Using Hybrid Model 
500 µm 750 µm 
350 µm 1000 µm 
4 position, 8 mins per angle 
(256 mins)  
Using analytic model 
(A) (B) (C) (D) 
Figure 6.33: Reconstructed images of the resolution phantom. (A), (B) and (C) use hybrid system modeling
and (D) uses analytic modeling; (A) uses the center position with 8 angle projection data, each angle 8
minutes and total acquisition time is 64 minutes; (B) uses all four positions of data and each position 8
angles, each angle 1 minute, with a total of 32 minutes acquisition time; (C) uses the all 4 positions, each
position 8 angles, each angle 8 minutes and a total of acquisition time is 256 minutes; (D) uses the same
data as (C), but using analytic modeling.
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Chapter 7
Conclusions and Future Work
7.1 Conclusions
We presented development of the first-generation MR-Compatible SPECT system, the MRC-SPECT-I,
as the first key step for developing a high-performance SPECT system for simultaneous NMI/MRI. The
MRC-SPECT-I system consisted of ten second-generation highly-pixelated energy-resolved photon-counting
detectors, which were upgraded versions of the first generation ERPC detectors. The detector module had
four CdTe crystals closely packed to provide a 2.2 cm × 4.4 cm × 2 mm detection area. Each crystal had an
array of 32 × 64 pixels, each with a resolution of 350 µm × 350 µm. The second generation ERPC detector
had the same ASIC design as the first generation ERPC detector, each channel of which was equipped with
a charge sensitivity amplifier, a threshold compactor, a peak-hold component, and a TDC. The sequence and
communication control were through a redesigned PCB board, which minimized the usage of ferromagnetic
materials. To evaluate the performance of the detector, we investigated detector uniformity and energy
resolution using Co-57 and Am-241 sources, and a 8 keV energy resolution for 122 keV photons had been
demonstrated. The energy resolution and high intrinsic spatial resolution built a solid foundation for the
MRC-SPECT-I performance.
A series of experiment studies were done to evaluate the performance of the MRC-SPECT-I outside the
MR scanner, as a desktop microscopic SPECT system. Using Co-57 and Am-241 sources, we demonstrated
that the full ring system had less than 1% dead pixels among the 81920 channels and had an energy resolution
around 8 keV over the ten detector modules. Resolution phantom studies proved the system had an ultra-
high resolution capability of resolving 0.35 mm features. The uniformity performance verified by a uniform
phantom study demonstrated the system’s potential for quantitative study and feasibility for cell counting.
Finally, we demonstrated its application values through a mouse bone scan study. With the high-resolution
performance, our system was able to resolve detailed features in the mouse skull.
Integrating the MRC-SPECT-I system with a 3 T MR scanner for simultaneous SPECT/MR imaging
raised concerns about interference between these two systems. To evaluate detector performance inside an
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MR scanner, we did an energy response study using a Co-57 source. The comparison of an individual pixel
and overall (8192 pixels) energy response outside MRI, inside MRI with/without sequences, we did find
the MR scanner affected the detector spectrum response, but it was not significant enough to change the
overall system performance. We also compared point response functions (PRFs) with and without MRI
and found that the charge distortion caused by the strong magnetic field led to PRFs shifting and shape
changing. We developed an experiment based correction scheme, by estimating the charging drift direction
and incorporating this model in the system modeling. We demonstrated the efficacy of the correction through
point source and resolution-phantom studies. With the charge distortion correction, we verified the system
capability of achieving a 0.5 mm resolution in the simultaneous SPECT/MRI mode.
Further, we also evaluated how MRI qualities were affected by SPECT components and concluded that
although MRI was able to achieve feasible qualities for simultaneous imaging, future improvement was
needed, including a better shield to block detector electronic noise that degraded MR imaging qualities and
a larger distance between the detector PCB and the MR imaging region to avoid an impact on the B0 field
uniformity due to a few ferromagnetic materials on the PCB.
To evaluate the potential for cell imaging, we did preliminary neural stem cell experiments. Due to
the high sensitivity and ultra-high resolution of this stationary system, we could resolve 400 cells. These
experiments demonstrated the unique potential of the first sub-mm simultaneous NM/MR imaging platform
for cell imaging.
The objective was to develop a high-performance SPECT system to achieve simultaneous NMI/MRI,
specifically for cell tracking application. The system had sub-mm and even higher resolving power, which
matched the resolution of MRI and enabled us to visualize more details about cell retention and migration.
Achieving a significant improvement of system sensitivity, even comparable with the PET sensitivity, would
also enable the detection of a small number of cells.
Although the MRC-SPECT-I was a state-of-the-art SPECT system, which had a relatively high sensi-
tivity (compared to other existing systems) and a high-resolution capability, the sensitivity still lagged far
behind what PET was able to achieve (Fig. 7.1), which limited its potential for cell tracking studies. To over-
come the drawback, we proposed a second-generation MR-compatible SPECT system, the MRC-SPECT-II,
using ICE gamma camera modules. This system had a compact geometry, less than 10 cm, allowing for
placement inside a pre-clinical scanner, and achieved a sub-mm resolution, rich angular sampling, and a
geometry sensitivity larger than 1%. Imaging simulation and quantitative studies through Monte Carlo sim-
ulation demonstrated the system’s advantages over the MRC-SPECT-I: the MRC-SPECT-II had the similar
resolution to the MRC-SPECT-I, but had a much higher sensitivity that was comparable to PET (Fig. 7.1).
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We also performed a series of simulations to study pixel size effects and DOI benefits for the MRC-
SPECT-II system. We concluded that a detector with a 0.1 mm pixel gave us the freedom necessary for a
wide range of application needs from an ultra-high resolution (0.2 mm) to a moderate resolution (0.5 mm).
However, for the detector with such a high spatial resolution, the charge sharing will strongly affect detection
efficiency (less than 30% for 122 keV photons with a detection threshold at 100 keV) and energy resolution.
We proposed to use a hybrid readout detector to handle those concerns and this kind of detector was able
to get energy and DOI information from cathode side and lateral interaction information from anodes.
Since the anode did not need to provide the energy information, the anode circuitry could be simplified
and it just consisted of a trigger element following a low-end amplifier, with charge sharing logic (charge
from neighboring pixels around an interaction would be assigned to the pixel with the maximum signal).
Using the hybrid waveform detector, we also explored DOI benefits on system performance. We argued that
outside MRI, a DOI readout system was not cost effective considering the DOI benefit in improving imaging
qualities. However, for simultaneous SPECT/MRI, due to the DOI capability of restoring blurred PRFs
caused by strong magnetic distortion, the imaging quality inside strong magnetic fields was almost the same
as what we got outside the MR scanner. This finding gave a solid rationale and basis to pursue the DOI
capability detector for SPECT/MRI development.
Finally, to evaluate the feasibility of using the IEC gamma camera for SPECT imaging, we developed
a prototype module, which consisted of 64 micro-pinhole elements and an ultra-high resolution photon-
counting prototype detector. The detector has a sensor volume of 2.56 cm × 2.56 cm × 1 mm coupled to
a photon counting readout ASIC with logic to correct for charging sharing effect. As verified through the
energy response of Co-57 and Am-241, the charging correction logic could significantly improve the detector
energy performance. One of the hurdles blocking the use of the ICE gamma camera for SPECT imaging was
that the complicated pinhole design and discrepancy between the actual fabricated and designed geometry
prevented the conventional analytic method from deriving the response function with enough accuracy. We
proposed a hybrid calibration scheme, which allowed to provide the system geometry and map the pinhole
response with relative time efficiency. With the new system modeling, we demonstrated that the prototype
camera could achieve sub-mm resolution with a sensitivity similar to the MRC-SPECT-I, which was a full
ring system with ten detector modules.
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7.2 Future Work
In the future development of a high-performance SPECT system for simultaneous NMI/MRI, there are
several technical concerns and theoretical issues that have to be solved.
Regarding the MRC-SPECT-I for simultaneous SPECT/MRI, we have finished technical development
and done a preliminary neural stem cell study to demonstrate the capability of tracking as few as hundreds
of cells in a sacrificed mouse. The next step will be to design protocols and perform experiments for cell
imaging through in-vivo study.
For the ICE gamma camera, it is necessary to further optimize the system design. For a single camera,
we have 64 pinholes and all of these pinholes use the same configuration - the same pinhole size as well as
magnification and focusing on the same FOV, even though we have the freedom to adjust and optimize these
parameters. To optimize the design, we have to design a theoretical framework that is able to handle the
system optimizing task for this complicated system. Another concern of the current system design is the
size of the FOV, 10 mm, which is quite small. Although outside the MR scanner, we could use scanning to
solve this issue, however, it is hard to implemented inside the MR scanner, due to the strong magnetic field,
which blocks motorized stages. Since we currently have not finished the development of the high-resolution
hybrid readout detector, the prototype system was equipped with a detector without the DOI capability.
While the imaging quality outside MRI will not significantly improve with the DOI information, we still
have to integrate the hybrid waveform readout function into our detector if simultaneous SPECT/MRI is
done, due to the DOI capability of resolving charge drifting effects inside strong magnetic fields. With an
optimized design and when the development of a detector with a hybrid waveform function is ready, we will
fabricate the MRC-SPECT-II system.
138
MRC-SPECT-I/MRI 
(sensitivity scaled by a factor of 20) 
MRC-SPECT-II/MRI 
SPECT/MRI 
Figure 7.1: Performance of PET/MRI systems (diamond), selected stand-alone PET systems (circle), and
MRC-SPECT/MRI systems (triangle) plotted according to their spatial resolution and detection sensitivity.
The figure is modified from reference [83]
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