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The dLGN (dorsal Lateral Geniculate Nucleus) is the gateway to cortical processing 
for visual information encoded by RGCs (retinal ganglion cells). Owing to advances 
in genetic manipulations, the mouse is increasingly the model system of choice for 
understanding the function and organisation of the visual system. However the mouse 
dLGN has not been thoroughly investigated anatomically due to its difficult topology 
and location in the brain. 
 
We addressed this issue by indentifying the best reconstruction paradigm for 
recovering the true 3D shape of the dLGN from serial histological sections. We have 
placed each animal into standard space coordinates which allows for analysis on a 
population level rather than on an individual basis. Having investigated several 
different strategies, the optimal process proved to be the manual alignment of 
individual sections to a MRI template (Align3TP program) followed by an algorithm 
that corrects for the local deformations of individual sections (RegF3D program).  
 
Our anatomical investigations into the geniculo-cortical projection used discrete 
cortical injections of fluorescent microspheres (RetroBeads). This has allowed us to 
quantitatively define projection columns in 3D, and investigate how they vary with 
the location of the cortical injection. Furthermore, the orientation, spread, and cellular 
components of the column were investigated to search for defining characteristics of 
projection columns, using PCA (principal component analysis). Our population study 
in standard space has allowed us to pool data across animals and investigate the 
topographic order of the geniculo-cortical projection.  
 
We have investigated different metrics for examining the precision of the geniculo-
cortical projection in 3D. The data shows how altered neonatal spontaneous activity in 
the AChRnβ2-/- mutant affects the geniculo-cortical projection column. Analyses of 
both the wild type and AChRnβ2-/- have been performed in standard space, allowing 
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    says the Teacher. 
“Utterly meaningless! 
    Everything is meaningless.” 
What do people gain from all their labours 
    at which they toil under the sun? 
Generations come and generations go, 
    but the earth remains forever. 
The sun rises and the sun sets, 
    and hurries back to where it rises. 
The wind blows to the south 
    and turns to the north; 
round and round it goes, 
    ever returning on its course. 
All streams flow into the sea, 
    yet the sea is never full. 
To the place the streams come from, 
    there they return again. 
 
All things are wearisome, 
    more than one can say. 
The eye never has enough of seeing, 
    nor the ear its fill of hearing. 
What has been will be again, 
    what has been done will be done again; 
    there is nothing new under the sun. 
Is there anything of which one can say, 
    “Look! This is something new”? 
It was here already, long ago; 
    it was here before our time. 
No one remembers the former generations, 
    and even those yet to come 
will not be remembered 









1.1 – General Organisation of the Mammalian Visual System 
The mammalian visual system delivers topographic representations of the visual 
field to multiple areas of the brain. Different brain areas also have the capacity 
for interpreting various spatiotemporal patterns of photons as visual features (e.g. 
direction, shape, luminosity, etc…) of our local environment. This is a highly 
impressive means of interpreting our visual environment For example, a cricket 
ball moving towards us will be interpreted as a red object, of a certain size, 
moving towards us at a certain speed. This is true for nearly all mammals, and 
often sight is necessary for vital functions such as prey capture, courtship rituals, 
and sensing predators. Therefore, if we are keen to explore the means of 
processing visual features in humans, one can begin by exploring general 
features of mammalian vision in less complex animals.  
 
Figure 1.1 displays a rough schematic of the basic early processing stages in the 
mammal from retina to primary visual cortex. In mammals, RGCs send outputs 
to multiple areas (Cowey and Stoerig 1991) but the two principle areas of 
innervation are the superior colliculus (SC) and the dorsal lateral geniculate 
nucleus (dLGN). Although there are many other visually driven neural areas that 
receive RGC input (e.g. Yonehara et al. 2009). For birds, amphibians, and fish, 
RGCs mainly innervate the optic tectum which is loosely equivalent to the SC of 
mammals (McLaughlin and O'Leary 2005). In humans, the SC is involved in a 
variety of functions; particularly those that involve sensory integration and 
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require quick motor outputs e.g. reflexive movements (Kandel et al. 2000). 
Broadly, the dLGN has been described as being responsible for relaying 
information to the primary visual cortex (V1; Kandel et al. 2000). The retino-
geniculo-cortical connection is formed through the RGCs synapsing onto 
thalamo-cortical afferents which then project to layer 4 of V1. In higher 
mammals, V1 is the visual gateway to the rest 
of the visual cortical areas which are involved 
in processing different features of our visual 
environment (Kandel et al. 2000). However, 
while this serves as a basic description the 
visual system is far more complex and ordered 
in its anatomical and functional layout. 
1.1.1 – Retina compared to V1 
1.1.1.1 – Organisation of the Retina 
The retina is the point at which visual 
information is first interpreted by the nervous 
system. Here the retina is laminated which 
displays the processing of the retina (figure 
1.1). Generally there are six basic classes of 
retinal neurons: photoreceptors (divided into 
rods and cones) in the outer nuclear layer, 
projection neurones (RGCs) in the ganglion cell 
layer, and three types of interneurones (bipolar, 
amacrine, and horizontal cells), in the inner 
plexiform layer (Sanes and Zipursky 2010). 
Figure 1.1 – A general schematic of the 
basic Visual System of Mammals.  
In higher mammals light is sensed by the 
retina and relayed to the dLGN or SC via 
RGCs. The SC is often associated with 
basic visual reflexes such as gaze control. 
Meanwhile the dLGN relays information 
to V1 which is where various aspects of 
visual features begin to be isolated and 
sent to other areas of the cortex. (Figure 
taken from (Sanes and Zipursky 2010) 
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Interestingly, the light must pass through the ganglion cell and inner plexiform 
layer before reaching the photoreceptors where signal transduction occurs. 
 
Photoreceptors in the outer nuclear layer are densely packed together in order to 
respond to visual stimuli hitting the entire retina. They are arranged into two 
subtypes; rod and cone photoreceptors. Classically, rods are associated with low 
light vision, while cones are associated with colour and high resolution vision. 
This corroborated by a particularly high density of cones being located in the 
fovea of primates such as humans and monkeys (Rodieck 1998). Each cone 
subtype has a particular opsin which responds to a different spectrum of light 
humans and old world monkeys are capable of trichromatic vision (three opsins), 
while mice have only two opsins. It is possible to have more than three opsins; 
many birds have a fourth opsin that is responsible for being able to see the UV 
component of the electromagnetic spectrum (Carvalho et al. 2007). Interestingly, 
the distribution of these cones can vary. In the mouse S-Opsins responsible for 
detecting blue light are mostly restricted to central and ventral portions of the 
retina which correspond to areas which are likely to see sky (Haverkamp et al. 
2005). 
 
In the human, rods outnumber cones by approximately 20:1 (Kandel et al. 2000) 
yet the cones are still responsible for detecting stimuli that are of high spatial and 
temporal frequency. This is due to two main reasons, firstly rods summate visual 
stimuli over a period of 100ms which allows for the detection of low contrast 
stimuli, but hinders the acquisition of temporally fast stimuli. Secondly, multiple 
rods converge onto one bipolar cell, increasing the ability to detect low levels of 
Chapter 1 - General Introduction 
 14
light but at the cost of spatial resolution. This is the first indication that properties 
of individual neurones can be transformed by post-synaptic circuits. 
 
Signals from photoreceptors are processed by inter-neurones, most of whose cell 
bodies lie in the inner nuclear layer of the retina. The processing takes place in 
the outer and inner plexiform layers. There are three main classes of inter-
neurones in the retina: bipolar, horizontal, and amacrine cells with a whole 
variety of sub-types for each class, which have been described functionally as 
well as anatomically (see figure 1.2). Generally, these sub-types appear respond 
to different aspects of the visual scene. This means that even in the first layer of 
connections the circuitry is already producing complex responses to visual 
stimuli through the divergence and convergence of visual signals.  
 
Processing by bipolar and horizontal cells occurs in the outer plexiform layer. 
Bipolar and amacrine cells synapse onto RGCs in the inner plexiform layer 
which resides between the inner nuclear layer and the ganglion cell layer. The 
inner plexiform layer itself is complex containing 10 parallel sublaminae (Cajal 
1893), but also see (Yamagata and Sanes 2008) which can once again delineate 
specific functional characteristics. For example, the dendrites of RGCs that 
respond to “ON” stimuli (the onset of a visual stimulus) stratify in a different 
group of sub-laminae to those which respond to “OFF” stimuli (e.g. Tian and 
Copenhagen 2003).  
 
This results in the inputs to RGCs being highly complex and organised, a feature 
which is reflected in the numerous types of RGCs already identified. In the 
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murine retina a number of RGC subtypes have been identified anatomically: 22 
in the most recent paper (Volgyi et al. 2009). This is comparable to the number 
of classes in higher mammals such as the human and monkey (Masland 2001). 
Numerous types of RGCs indicate that processing of visual scenes has already 
begun in the retina. Therefore, visual processing cannot be an emergent property 
of the cortex or SC. Furthermore, it also raises the possibility that the primary 
targets of RGC innervation may also be involved in visual processing and not 
merely relay stations.  
 
Typically, each RGC subtype is distributed evenly across the retina in a mosaic-
like fashion (Eglen 2006) so that each region of the retina can detect all the 
components of its corresponding visual space. The diversity of the RGC classes 
is not only seen in their dendritic arbourisation, but also in the location of their 
axonal terminals, which is a feature of most mammals (Kandel et al. 2000) for 
higher mammals, and (Huberman et al. 2009) for mice). This will be discussed 
later in the chapter. 
 
In addition to their anatomical specifications there are also functional differences 
between RGCs. There are several subtypes that are associated with edge 
detection such as those which are sensitive to the onset of bright edges (ON-
RGCs) or the offset of bright edges (OFF-RGCs). There are also some which are 
sensitive to the onset and offset of light (ON-OFF RGCs). In addition, there are 
also some RGCs which are sensitive to the direction of stimuli. In the mouse 
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Figure 1.2 – Major Cell Subtypes of the Mammalian Retina. The retina contains 5 main cells; 
photoreceptors, horizontal cells, bipolar cells, amacrine cells, and retinal ganglion cells. All of 
these cells have numerous sub-types, with several examples shown. (Figure taken from (Masland 
2001) 
 
these direction selective RGCs are sensitive to stimuli moving in the 4 cardinal 
axes. There are also direction selective RGCs which are sensitive to the 
movement of dark objects, while there are others which are sensitive to the 
movement of bright objects. Clearly RGCs are more complex than the two 
pathways emphasised in the literature as transferring information to the dLGN of 
primates (Kandel et al. 2000). Evidence for the complexity of primate RGC sub-
types comes from work done with retrograde dextran tracings of the retino-
geniculate pathway, which when exposed to light liberates the tracer from the 
soma to allow tracer to spread to the dendrites of the RGCs. These findings 
anatomically isolated at least 8 different sub-types of RGCs according to their 
dendritic patterning. Futhermore, these had differing types of innervation, such 
as the small bistratified cells which exclusively receive input from blue cones to 
produce a blue light ON response (Dacey et al. 2003).. Therefore, it can be seen 
that the retina is not merely relaying simple information about the stimulus rather 
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it is capable of communicating complex information regarding the features of the 
visual scene, and the complexity of the RGCs are most likely compounded in the 
targets of RGC innervation (the dLGN and SC). 
 
The question still remains as to how the retina is represented in the visual cortex. 
Does all visual processing occur in the retina and the diversity of cortical 
neurones in V1 simply reflecting this? Or are there emergent features that are 
present in V1 that are not in the retina due to processing in V1? This is a 
particularly interesting question for the mouse, giving increasing evidence that 
ganglion cells with complex response characteristics (e.g. directionality) project 
to the dLGN. 
 
1.1.1.2 – Organisation of V1 
V1 is the first cortical area that receives visual input (indirectly through the 
dLGN); it then sends output to various cortical and sub-cortical regions (Van 
Essen et al 1992). Unsurprisingly it can have cells whose response properties  are 
much more complex than those of the retina. The majority of work has been 
carried out on large mammals such as cats, ferrets, and primates where the visual 
cortex has a visuotopic map, arranged into hypercolumns which are areas in V1 
which are responsive to a particular region in visual space. Hypercolumns are 
then subdivided into columns, and blobs, which contain information regarding 
multiple facets of the visual stimulus (e.g. colour in the blobs, which eye is 
responsive through ocular dominance columns and the orientation of the visual 
stimulus – see figure 1.3D). It is worth noting that this organisation is not typical 
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across different animals. Mice, carnivores, and primates are all different from 
each other, this is a feature that will be discussed later. 
 
Orientation columns are responsive to bars (or drifting gratings) of specific 
orientations. Much of this understanding is from seminal work by Hubel and 
Wiesel (Hubel and Wiesel 1959, Hubel and Wiesel 1962, Metin et al. 1988). 
Occular dominance columns are portions of the hypercolumn which receive their 
Figure 1.3 – Organisation of V1 for Higher Mammals. The organisation of V1 is complex with 
multiple distinct anatomical areas being  responsible for different components of the visual scene. 
(A) Ocular dominance columns display the eye-specific segregation of V1. (B) Orientation columns 
can be seen from intrinsic imaging where cells are sorted according to their preferred orientation of 
drifting gratings. (C) While blobs are associated with colour sensitivity, it is worth noting that the 
blobs tend to be located centrally in the occular dominance columns. (A-C) are taken from Kandel et 
al 2000. (D) An overview of the hypercolumns and its specific components (taken from 
http://www.eye-dentify.co.uk/primary_visual_cortex4) 
 
Chapter 1 - General Introduction 
 19
information from one eye more than the other (Figure 1.3A). Blobs delineate 
areas in which the cortical neurones are particularly responsive to colour (Wong-
Riley 1979, figure 1.3C) specifically blobs are areas of higher cytochrome 
oxidase activity that are detectable with histochemistry.  
 
Visual cortical neurones 
can be described in two 
typical formats; simple 
and complex cells. 
Simple cells were first 
defined by (Hubel and 
Wiesel 1959). Simple 
cells are orientation 
selective cells that 
respond to specifically 
orientated edges and 
gratings. They also have 
excitatory and inhibitory 
regions that are mutually 
antagonistic. It was 
suggested that responses 
to bars are preferred 
because the cells simply 
summate the circular 
receptive fields of thalamic 
Figure 1.4 – Illustration of Simple and Complex Cells in 
the Visual Cortex. (A) Model of a simple cell converting 
multiple circular responses from ON-centre or OFF-centre 
neurones. This results in a roughly rectangular receptive field 
(RF) where the neurones will respond. Image taken from 
Kandel et al 2000. (B) An example of a complex cell in 
monkey V1 that prefers a particular orientation and direction 
of grating (orientation of approximately 45º and up and right 
movement). If the direction is reversed there is no response 
from the cell indicating a temporal component to its responses. 
Image taken from Hubel and Wiesel  1968) 
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neurones (see figure 1.4A). The other feature of simple cells was that the optimal 
bar was effective in only one position in the receptive field.  
 
Complex cells were described later (Hubel and Wiesel 1962). Unlike simple 
cells, complex cells do not summate thalamic neurones in a linear fashion. They 
have no mutually antagonistic, spatially separate ON and OFF regions: the 
receptive fields show co-localised ON/OFF responses. They are as equally 
selective for orientation as simple cells but they also respond to the optimal bar 
in a variety of positions. This makes them motion-sensitive and sometimes 
directionally selective (figure 1.4B). This indicates that many visual properties 
emerge in the cortex as a result of the integration of signals from multiple 
neurones along temporal and spatial areas.  
 
The differences between the mouse visual cortex and that of higher mammals 
will be described later in this section. However, there are some basic 
organisational similarities which would be useful to discuss briefly here. Firstly, 
there is evidence for orientation selective (simple) neurones which has been 
shown electrophysiologically (Niell and Stryker 2008) and using calcium 
imaging (Zariwala et al. 2011). Directionally selective (complex) cells have also 
been reported (Metin et al. 1988). There is also a binocular region in mouse V1, 
however because of the lateral location of the eyes it is smaller that that of other 
higher mammals, and also as it does not have ocular dominance collumns. In 
addition, mouse V1 neurones sample from a larger visual area (i.e. have larger 
RFs) than higher mammals (14º in mouse, to ≤1º in the V1 of higher mammals 
Chapter 1 - General Introduction 
 21
outside the fovea, (Hubener 2003). It also has an organised visuotopic map 
(Wagor et al 1980). 
 
1.1.2 – Between retina and V1: Organisation of the dLGN for ‘higher’ 
mammals 
As both the retina and V1 have been shown to be complex in their identification 
of visual features, what is the role of the dLGN? It has often been described as a 
relay station which simply passes on visual information to the visual cortex.. In 
fact, some evidence could lead to the suggestion that in the information transfer 
from the retino-geniculate to the geniculo-cortical is on a one to one basis (Chen 
and Regehr 2000, and Grubb and Thompson 2003) Yet its anatomical 
organisation is more complex, and functionally it has a clear role in modulating 
the strength of the geniculo-cortical outputs (Saalmann and Kastner 2011). 
Furthermore, the dLGN receives modulatory input from other regions in the 
brain, meaning that it is the first true point at which other regions can influence 
visual processing.  
 
Such complexity can be seen in the anatomical organisation of the dLGN. In 
primates, the dLGN is typically organised into six laminae. Each lamina receives 
RGC input exclusively from one eye (contralateral input for layers 1, 4 and 6; 
ipsilateral input for layers 2, 3, and 5). In addition the 4 most dorsal lamina 
contain parvocellular neurones that form part of the P pathway, while the 2 most 
ventral are associated with the M pathway and contain magnocellular neurones 
(Kandel et al. 2000). Parvocellular neurones have low contrast sensitivity and are 
largely associated with processing form and colour, and Magnocellular neurones 
are of high contrast sensitivity and are associated with processing motion and 
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depth (Saalmann and Kastner 2011) There is also specificity in the inputs that 
each of these pathways receive, magnocellular neurones receive input from 
parasol RGCs while parvocellular neurones are often associated with input from 
midget RGCs (Callaway 2005). In addition there are also neurones located in 
between each lamina. These are know as koniocellular cells (K cells) and their 
presence and function are ambiguous (Callaway 2005). Within V1 the K pathway 
is anatomically defined as terminating in the superficial portion of layer 4 of V1, 
while in the dLGN K cells can be defined anatomically by markers such as 
calbindin and αCAM Kinase (Callaway 2005). This becomes even more complex 
in the retina, as while there is no clear anatomical marker, there is a suggestion 
that they receive inputs from multiple sub-types of RGCs (Callaway 2005). 
However, there is a suggestion that K cells receive input from bistratified RGCs 
that are sensitive to blue ON responses (Dacey et al 2003) though this does not 
claim that they are exclusively innervated by this RGC subtype. Functionally 
their function also appears complicated, with some K cells projecting direct to 
cortical region MT (associated with motion selectivity) but not V1in new-world 
monkeys (Callaway 2005). The fact that these K cells can be defined 
anatomically by markers such as calbindin, leads to an interesting comparison to 
the calbindin positive cells seen in the mouse dLGN (Grubb and Thompson 
2004). This will be discussed later on in the chapter. 
 
This organisation is also seen in humans although there is a degree of variability 
(Hickey and Guillery 1979). For the cat and ferret there are still patterns of 
lamination, however instead of six laminae there are three; A, A1, and C, 
although the C lamina can be divided into sub-lamina (Guillery 1971). Like the 
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primate, the cat and ferret laminae are specific for visual input from one eye and, 
there are also specific neuronal subtypes that are associated with each of these 
lamina (LeVay and Ferster 1977, Ferster and LeVay 1978)  
In addition to lamination the dLGN is also organised retinotopically. Each dLGN 
represents the contralateral visual hemisphere (Saalmann and Kastner 2011) and 
the maps of each lamina are in registration. This shown most graphically by 
retrograde tracer injections into primary visual cortex (figure 1.5). In primates, a 
focal injection of tracer result in a column of label that runs orthogonally through 
all of the laminae typically described as a projection column (e.g. Azzopardi et 
al. 1999, figure 1.5). These columns are confirmed by electrophysiological 
studies of the feline dLGN which describe lines of projection which represent the 
same point in visual space when the electrode is lowered down the vertical plane 
in central portions of the dLGN (Sanderson 1971).  
 
Figure 1.5 – Lamination and Projection Columns in the mammalian dLGN. A horizontal 
section of the monkey dLGN displaying both the lamination of the dLGN (numbered I to VI) as 
well as the projection column which runs orthogonally through the lamina (WGA-HRP tracer, 
dark staining). Taken from Azzopardi et al 1999 
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Is this highly organised input to the dLGN in higher mammals reflected in its 
outputs? These also appear to be ordered. For example in the primate, thalamic 
projections from LGN lamina I to IV, the P-retinal input,  terminate in layer4Cβ, 
while thalamic projections from LGN lamina V and VI project to layer4Cα of V1  
(Lund 1988). The initial work by Ferster and LeVay in 1977 and 1978 suggests 
that in the cat there are three subtypes of thalamic neurones in the dLGN: the X, 
Y, and W neurones, which differ in their cortical projection patterns. Unlike the 
primate, and mouse, dLGN in the cat projects directly to visual cortex outside V1 
(area 17): e.g. areas 18 and 19. W neurones are found in the C-laminae of the 
LGN and some project to layer 1 of area 17 (Anderson et al. 2009), and also 
project to areas 18 and 19 (Ferster and LeVay 1978). Laminae A and A1 contain 
X and Y cells that project to layer 4 and 6 of area 17 but X and Y cells differ in 
their distribution within layer 4 (Humphrey et al. 1985). Y-cells also project to 
area 18 (Ferster and LeVay 1978) 
 
This shows that the dLGN is an important redistribution station for retinal inputs. 
Understanding the relation between its functional organisation and how this 
relates to cortical innervation is clearly complex, with considerable species 
variations – even in species with obvious cytoarchitectonic laminae. 
1.2 – The Mouse as an Experimental Model 
There is an increasing amount of work carried out on the mouse visual system, 
which is the basis of this thesis. However, as the majority of traditional literature 
has been focussed on higher mammals such as cats, ferrets, and monkeys, is it 
fair or accurate to build on that model by using an animal model that is so 
different? For example, as the mouse is not a predator its eyes are located more 
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temporally rather than at the front of its head. Therefore the size of the ipsilateral 
projection is smaller than in higher mammals as there is a much smaller 
binocular zone. Clearly an investigation into the differences between the mice 
and the previously standard models must be undertaken so that we are aware of 
the differences and how they may influence our conclusions. Interestingly there 
is also debate as to whether humans are genetically closer to mice than cats. 
According to classic genome derived trees mice are closer. However, when 
micro RNA (miRNA) is considered instead, cats are closer than mice (Dolgin 
2012). 
1.2.1 – Differences between Mice and Higher Mammals 
The murine visual system is not the same as a typical ‘higher’ mammal. In 
general the mouse has a comparatively simple visual system. Unlike the cat, 
neurones from rodents’ dLGN project exclusively to V1 (Jiang et al 1993). 
However, the visual cortex still contains a visuotopic map (Kalatsky and Stryker 
2003). There is a binocular and monocular zone in V1 although the mouse lacks 
cytochrome oxidase blobs, rather the whole of V1 is evenly stained (Wallace 
1987). Many cells in the binocular zone are binocularly driven but there appears 
to be no columnar organisation of the ipsilateral and contralateral inputs. 
Anatomic hypercolumns appear not to be present, though there is clear evidence 
for functional specificity in V1. Two-photon Ca2+ imaging reveals clear 
orientation preferences for cells in V1, but there is no anatomical order. 
However, an investigation into the local circuitry of V1 by a combination of in-
vivo and ex-vivo work on the same area of V1 reveal that there is an increase in 
local connectivity between cells that respond to similar visual features, 
suggesting the presence of a ‘virtual’ column (Ko et al. 2011). 
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The organisation of the lamina in V1 is still present in a similar way to higher 
animals, with Nissl stains showing an enlarged layer 4 which allows for the 
demarcation of V1 to adjacent secondary visual areas (e.g. V2). In addition, these 
secondary visual areas involved in visual processing are much diminished in size 
within the mouse (Marshel et al. 2011). Like higher mammals, these secondary 
visual areas are associated with dorsal and ventral streams, which parse specific 
features of the visual environment to cortical and sub-cortical targets (Wang et 
al. 2011). 
 
Functionally mice have very poor vision (the equivalent of 20/2000 vision, 
(Prusky et al. 2000, Huberman and Niell 2011), which is confirmed by the low 
mean spatial frequency found in V1 (0.04 cycles per degree (cpd) in the mouse, 
0.9 cpd in the cat and 4 cpd in monkeys, (Niell and Stryker 2008). Furthermore 
there are less complex cells when compared to higher mammals (Van Hooser 
2007). There are also slightly fewer orientation selective neurones (74% of 
responsive units in the mouse (Niell and Stryker 2008); compared to ~80% for 
most species investigated (Van Hooser 2007). However approximately the same 
tuning curves are found for orientation selectivity in V1 with a median half-width 
of 28–29° for mouse compared with 19–25° in cat and 24° in macaque (Van 
Hooser 2007).  
 
In the mouse, the retino-collicular projection appears to be visually dominant. 
This is evident in behavioural studies where V1 was lesioned and there was no 
disruption in basic responses to drifting gratings, but only to discernment tasks 
such as the water maze and not optokinetc tasks (Prusky and Douglas 2004, 
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Douglas et al. 2005). The SC is less anatomically complex than V1, with visually 
responses only being present in superficial lamina (SGS). Interestingly, it appears 
from behavioural experiments that there is a higher visual acuity in V1 than in 
the SC, but a lower contrast sensitivity (Douglas et al. 2005). This might reflect 
the greater degree of convergence of RGCs on SC neurones compared with 
dLGN neurones 
 
However like V1, the SC does contain a visuotopic map that can be viewed as a 
two-dimensional sheet. It has been argued, because of the relative simplicity of 
V1 in mice, that the SC has a greater range of functions compared to that of 
higher mammals - often replacing functions which are typically associated with 
V1 (Huberman and Niell 2011). In higher mammals, the focus has been on 
reflexive behaviours such as saccadic eye movements (Hafed and Krauzlis 
2012). 
 
The dLGN of mice is also noticeably different from higher mammals. When 
assessing the murine dLGN it has no obvious cytoarchitectonic lamination 
patterns, instead they can be described as cryptic as they can only be seen 
genetically, with the aid of antibodies (Grubb and Thompson 2004) and neuronal 
tracers. Specifically it has been noted that they have an outer shell of calbindin 
positive cells which may be associated with the colliculo-geniculate modulatory 
projection (Grubb and Thompson 2004). This cryptic lamination pattern can also 
be seen in the formation of an ipsilateral island which exclusively receives input 
from the ipsilateral eye, this pattern can also be seen in the rat (Reese 1988). In 
the mouse this has also been demonstrated anatomically using anterograde 
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tracers such as HRP and Cholera Toxin (Godement et al. 1984, Jaubert-Miazza et 
al. 2005). As mentioned earlier there is also a suggestion that the retino-
geniculate projection developmentally refines down to a one to one connection in 
the mouse. This would imply that in the mouse the dLGN is purely a relay 
station, a finding that is in contrast to its function in higher mammals where there 
is spatial and temporal integration of inputs from RGCs (Wang et al. 2010). It 
should also be noted that the retina of mice are also different to carnivores and 
primates. For example, and in old world primates colour vision is trichromatic, 
i.e. sensitive to short medium and long wavelengths while the mouse is less 
sensitive to longer (red) wavelengths (Masland 2001). Although when the human 
long wave photoreceptor was knocked into the retina of mice they developed an 
increased discrimination to long wavelengths of light (Jacobs et al 2007). In 
addition the distribution of RGCs in the retina is even, whereas in primates there 
is a greater density in central areas (i.e. a fovea – Masland 2001). 
 
1.2.2 – So why use the Mouse? 
1.2.2.1 – Mice compared to other Rodent Models 
Clearly the mouse has some significant differences when compared to higher 
mammals which have traditionally formed the base for studies in the visual 
system. Clearly, breeding and animal housing is much easier for mice than cats, 
and monkeys, and it is also in accordance with the three r’s (Replacement, 
Reduction, and Refinement) for animal research in the United Kingdom. In 
addition cellular mechanisms can be probed more effectively in smaller animals 
as preparations such as slices can be performed. Although in vivo 
electrophysiology is harder due to the smaller size of mice. 
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However, why not use another rodent as a model system? The rat is similar in 
anatomical layout to the mouse, and yet is much larger. This enables a greater 
range of techniques to be carried out. For example, 2-photon imaging of V1 can 
be carried out in freely moving rats as a specially designed objective lens can be 
mounted to the head (Sawinski et al. 2009). The objective used weighs 5.5g and 
therefore would be infeasible for mice that typically have an adult weight of 
between 20 and 30g. In addition, rats have a higher spatial acuity in V1-mediated 
behavioural tasks (1 cpd compared to 0.5 cpd – Prusky et al. 2000).  
 
The same can be said of the squirrel which is even more visually driven than 
either the rat or mouse (Van Hooser and Nelson 2006). The V1 of the squirrel 
has a spatial acuity of 0.2cpd, which is greater than that of the mouse and rat 
(Heimel et al. 2005). In addition, the V1 of squirrels is still more similar to other 
rodents rather than higher more visually driven animals. They have 
approximately the same ratio of orientation selective cells (75%) as mice (Van 
Hooser and Nelson 2006, Niell and Stryker 2008). Like other rodents they also 
lack orientation maps (Van Hooser et al. 2005) and blobs (Wong-Riley and 
Norton 1988, Van Hooser and Nelson 2006). In addition, unlike rats and mice the 
dLGN of the squirrel has lamination, which segregates ipsilateral and 
contralateral retinal inputs into multiple different lamina (Van Hooser and 
Nelson 2006). 
 
Surely the squirrel would be a better rodent model for the visual system as it 
closely mirrors that of higher mammals. Particularly, as the squirrel is more 
visually driven meaning that it may be easier to produce visually mediated tasks. 
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Unfortunately, there are not as many genetic tools for either the rat or squirrel as 
there are for the mouse. These genetic tools provide a great opportunity to probe 
both the development of maps and explore the function of fully formed maps. 
These far outstrip the disadvantage of the mouse as they can enable the spatial 
and temporal control of a plethora of factors which influence the developing and 
fully-formed visuotopic map. 
 
1.2.2.2 – Developmental Studies on the Mouse Visual System 
1.2.2.2.1 – Types of Manipulation 
 In the mouse there are multiple genetic manipulations that alter the formation of 
the visual system. Knockout studies remove a gene and are the most common 
genetic manipulation. These studies have shown the importance of guidance cues 
such as EphrinAs in the formation of retinotopicity in the SC, dLGN and V1. 
However because of functional redundancy multiple knockouts of up to three 
subtypes of EphrinAs have been performed (Pfeiffenberger et al. 2005, 
Pfeiffenberger et al. 2006). Such a manipulation would be incredibly complex in 
higher mammals. Genetic knockouts can also demonstrate the importance of 
spontaneous activity in the formation of the visual system. By removing the β2 
sub unit of the acetyl choline receptor (β2-/-) the retinotopic maps in all primary 
visual areas (SC, dLGN, and V1) is altered, which is not the case for the α4 
AChR subunit (Rossi et al. 2001).  
 
Knock-in studies such as that of EphA3 have also provided in interesting 
exploitation of genetic tools available in the mouse. By introducing EphA3 into 
the mouse they were able to duplicate the visuotopic map in the SC but not in V1 
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or the dLGN (Brown et al. 2000, Triplett et al. 2009). This provides an 
interesting paradigm to understand the development of the visual system and its 
function.  
 
Genetic manipulations can also be temporally and spatially controlled by the use 
of cre-recombinase. Temporal control can be exercised by using pharmacological 
agents (e.g. doxycyclin or tamoxifen) to switch on of off the expression of cre, 
which will then turn on or off your gene of choice (Luo et al 2008). Cre can also 
be activated in subsets/subtypes of neurons by attaching cell specific promoters 
to regulate cre expression (Miyoshi and Fishell 2006). In addition, one can 
directly affect gene express through the use of electroporations and modified 
viral agents. These genetic manipulations can also be inter-bred which allows for 
a great deal of experimentation that would not be possible in monkeys, cats, and 
ferrets owing to their longer gestation times etc… (Triplett et al. 2009).  
 
The development of V1 has also been investigated by investigating the 
emergence of direction selectivity of V1. This can be investigated by the use of 
Ca2+ sensitive dyes, interestingly these show that the emergence of direction 
selectivity in V1 neurones happens soon after eye opening (Rochefort et al. 
2011). However this study has not taken into account the direction selective 
inputs into the dLGN from RGCs. This would mean that there would be no need 
for direction selectivity to emerge within a subset of V1 neurones. 
 
The findings of Rochefort et al (2011) suggest that the geniculo-cortical 
projection is mostly developed by the time of eye opening (approximately two 
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weeks after birth). This leads to the conclusion that much of the development 
occurs before visually evoked activity. Therefore, the development of the 
geniculo-cortical projection must be regulated by a combination of guidance 
molecules and spontaneous activity. NB this does rule out a small role for 
visually evoked activity, or imply that it is not associated with learning.  
1.2.2.2.2 – The Development of the Retino-geniculate Projection 
There is relatively little work done on the development of the mouse dLGN 
owing to the complexity of the 3D structure. However several tracer experiments 
combined with genetic manipulations have shed a little light on the subject. Early 
work using the anterograde tracers horse radish peroxidase (HRP) and tritiated 
proline (3H) showed that contralateral RGCs innervate the dLGN at around 
embryonic day 16 (E16) while ipsilaterally projecting RGCs innervate the dLGN 
by E18 (Godement et al. 1984). This study also began to describe the segregation 
of RGC projections into eye-specific regions, in order to produce an ipsilateral 
island. This process began at approximately P4 and was deemed finished by P8 
(Godement et al. 1984). A more in-depth study using cholera toxin suggested that 
initially in the mouse the contralateral projections innervated the entire dLGN 
and then the terminations were removed in the ipsilateral island by P14. 
Concurrently, the ipsilateral projections were more spread as previously reported, 
and were then pruned back to the ipsilateral island (Jaubert-Miazza et al. 2005). 
Enucleation and pharmacological studies suggest that this refinement is due to 
neuronal activity. For example in the ferret intracranial injections of tetrodotoxin 
(TTX) between E42 and E56 produces an expanded arbourisation for both the 
contralateral and ipsilateral projections (Shatz and Stryker 1988). However, more 
recent studies suggest that this refinement is due to competitive refinement of 
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between the ipsilateral and contralateral projections prior to eye opening (i.e. 
spontaneous waves). Monocular injections of epibatidine (an acetyl-choline 
agonist, which prevents spontaneous stage II waves in the retina) results in a 
expanded projection from the other eye, and increased amounts of overlap 
between RGCs from the two eyes (Penn et al. 1998). A role for stage II 
spontaneous waves in the formation of the ipsilateral island was also shown in 
the mouse where an investigation of the β2-/- mutant animal which has no 
correlated spontaneous waves of activity, fails to produce an ipsilateral island 
(Rossi et al. 2001).  
 
Instead the contra-lateral RGCs invade the ipsilateral island, and the ipsilateral 
RGCs are spread across the dLGN. In addition, the β2-/- mutant is also 
functionally perturbed (Grubb et al. 2003). There appear to be segregation 
between the location of ON and OFF responses in the dLGN, and the fine-scale 
topography of the NT axis of visual space is disrupted. There also appears to be 
some refinement after eye opening, although it is restricted to receptor sub-unit 
composition changes at the retino-geniculate synapse (Hooks and Chen 2008). 
 
However, the development of the retino-geniculate projection is not a purely 
activity-dependent process. Further knock out studies of the EphrinAs have 
shown that in addition to defects in the ipsilateral island, a disruption in the 
topographic order of the retino-geniculate projection can be seen (Pfeiffenberger 
et al. 2005, Pfeiffenberger et al. 2006). Specifically, with the triple knock out of 
Ephrin-A2/A3/A5 there is disruption along the AP axis of the dLGN with 
multiple foci being visible  
Chapter 1 - General Introduction 
 34
 
Yet a caveat must be made when dLGN topography is investigated. To date there 
has not been a careful anatomical study of the dLGN topography in 3D (work by 
Reese and Jeffery (1983) on the hooded rat has produced an functional map from 
which on can make approximations on the mouse. However, their map was 
inferred from looking at serial sections of the dLGN and correlating the location 
of their electrodes prior to sectioning. Therefore many investigations into defects 
in the anatomical topography of the dLGN may be misled by the complex shape 
of the dLGN causing a misinterpretation of the topography. 
 
Furthermore when an Ephrin-A2/A5-/- animal is bred with the β2-/- mutant; the 
mutant offspring have a greater spread in their projection columns in addition to 
having multiple foci. Leading to the suggestion that the spontaneous waves are 
responsible for refinement while the guidance molecules shape the initial 
topography (Pfeiffenberger et al. 2006). Interestingly, this is similar to the 
findings in the mouse SC where the role of both EphrinAs and EphrinBs are 
associated with the correct development of NT and DV topography respectively 
(Hindges et al. 2002, Pfeiffenberger et al. 2006). 
 
The developmental profile also indicates that the broad SC topography is 
completed by P8; however this is yet to be demonstrated for the retino-geniculate 
projection owing to the difficulties in the 3D structure of the dLGN. There are 
several possibilities; firstly the retino-geniculate projection could develop after 
the SC as the RGCs may branch down into the dLGN once its broad SC 
topography is established. Alternatively, it could happen at the same time as the 
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SC refinement. This appears to be the most likely scenario, as studies into the 
refinement of the ipsilateral island show that it is complete at approximately the 
end of the first post-natal week (Jaubert-Miazza et al. 2005). However, the 
formation of the ipsilateral island relies on activity dependent competition 
between the two opposing eyes, and may play a role in overall retino-topic 
mapping rather than eye-specific segregation (Wong 1999). Additionally, recent 
work assessing the arbours of individual RGCs suggests that those innervating 
the dLGN refine approximately one week later than the SC arbours (Dhande et 
al. 2011). Furthermore, in the β2-/- mutant, both are extended, but more so in the 
SC suggesting that disruption to activity in the first postnatal week (i.e. alteration 
of stage II waves) has a stronger effect on the SC (Dhande et al. 2011). 
 
1.2.2.2.3 – The Development of the Geniculo-cortical Projection 
The development of the geniculo-cortical projection is of more interest as it is 
potentially more complicated than that of the retino-geniculate projection. As the 
differences in the retino-geniculate projection could either be compounded, or 
corrected in the geniculo-cortical projection. There has yet to be a set of 
experiments that tracks the anatomical development of the mouse geniculo-
cortical projection, the closest work has been performed in the hamster (Krug et 
al. 1998). Instead, the majority of research has focussed on the perturbing 
development and then assessing the differences in the fully formed adult 
projection. Therefore, only several findings have been made regarding the 
geniculo-cortical projection. Firstly, EphrinAs are expressed in both the dLGN 
and V1, and the absence of EphrinsA2, A3, and A5 result in a deficit in the 
medio-lateral (~NT axis of visual space) but not the anterior-posterior 
Chapter 1 - General Introduction 
 36
topography of V1(Cang et al. 2005). An electrophysiological assessment in the 
same study also revealed abnormal response properties, with greater receptive 
fields along the NT axis of visual space. In addition, the disruption in the 
geniculo-cortical projection of the ephrinA triple knock out is similar to the 
disruption seen in the retino-geniculate projection in that there is a greater spread 
in the projection columns. A finding that was confirmed by the increased scatter 
seen in the intrinsic imaging signal (Cang et al. 2005). 
 
However, Cang et al (2005) did not investigate the spread of retrograde labelling 
in terms a column. Instead they focussed on analysing individual coronal sections 
of the dLGN. To date there has only been one study which addresses both the 
role of EhprinAs (EphrinA2/A5-/- mutant mouse) and the three dimensionality of 
the projection column (Wilks et al. 2010). Wilks et al (2010) discovered multiple 
peaks in the cellular distribution of a projection column which leads to the 
suggestion of ectopic foci similar to the findings in the retino-geniculate 
projection (Pfeiffenberger et al. 2006). Furthermore, the total number of cells 
appears to be unchanged. This indicates that normal refinement has occurred 
although in the wrong topographic location. These findings are similar to those 
seen in the SC, where EphrinA knock out mutants produce multiple ectopic 
termination zones but the size of the termination zone appears to be regulated by 
spontaneous activity (Pfeiffenberger et al. 2006, Chandrasekaran et al. 2009).  
 
The β2-/- mutant has been a useful tool in order to investigate the role of 
spontaneous activity during the development of the visual system. However, the 
majority of β2-/- work has focussed on changes to the retino-geniculate 
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ipsi/contra segregation patterns, and the development retino-collicular 
topography. However, one study has shown a disruption in the retinotopography 
of V1 (Cang et al. 2005). Using intrinsic imaging they were able to determine a 
greater scatter across both visual axes, however, there difference was most 
visible along the NT axis of visual space. This scatter is more pronounced in V1 
that either the SC or in the dLGN, and results in wider receptive fields for the β2-
/-
 mutant (Cang et al. 2005). Furthermore, by using cholera-toxin injections they 
demonstrated a greater spread in the retrogradely labelled projection columns of 
β2-/- animals. They also showed that this deficit was observable by the end of the 
first post-natal week (P8). These findings definitively show a spread in the 
projection columns however, as a result of the increased scatter they are unable 
to reach firm conclusions regarding the topography of the β2-/-. In addition, in a 
manner similar to previous experiments, the scatter in projection columns was 
measured by using serial coronal sections of the dLGN. This could mean that 
many subtleties/aspects of the projection column are missed by reducing the 
spread down to two dimensions. 
 
1.2.2.3 – Studies in the Adult Mouse Visual Circuit 
Recent advances have also meant that we are able to investigate individual 
neurones in the visual system, analysing their axonal arbours during development 
by genetically expressing fluorescent markers such as GFP (Dhande et al. 2011). 
Furthermore, we can express anatomical markers or probes for activity that can 
be isolated for particular sub-types of neurones. For example, Huberman et al. 
(2009) used the BACS transgenic screen to identify RGC subtypes that were then 
characterised functionally and anatomically. In addition, we can use genetics to 
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investigate the activity of the visual system by using genetically encoded probes 
(e.g. GCaMP-GFP fused to Calmodulin and M13 Protein), which increase their 
fluorescence with an increase in Ca2+. These can be expressed under the control 
of cre-mediated recombination which permits spatial and temporal control of 
expression, and can be used in vivo to analyse populations of cells over a larger 
area than electrophysiological studies (Zariwala et al. 2012). 
 
Therefore, with these genetic advantages the mouse is quickly becoming the 
model system of choice for many aspects of the visual system. However, the 
dLGN is an area of the murine visual system that has received relatively little 
attention. This is mostly due to its inaccessibility, as the thalamus resides in the 
centre of the brain. In addition, it has often been assumed to be a simple relay 
station, lacking the complexity of higher mammals (Chen and Regehr 2000). 
However, recent studies which will be discussed later suggest that this is not the 
case. Therefore, investigating the anatomy and function of the dLGN will not 
only generally increase the overall knowledge of the murine visual system but it 
will impact on our knowledge of V1 and how it processes and organises its 
inputs. Investigating the function of the murine dLGN has proved difficult owing 
to the relatively small size of the mouse. However, the rat has been investigated 
electrophysiologically1.Reese and Jeffery (1983) were able to map the complex 
topography of the dLGN for both the contralateral and ipsilateral eyes, they 
demonstrated that while the rat lacks the complexity of responses seen in higher 
mammals the broad topography is still similar (Reese and Jeffery 1983). 
 
                                                 
1
 The mouse and rat are highly similar in the organisation of the dLGN. For example the dLGN 
of the rat only has the cryptic lamination associated with the ipsilateral island Reese, B. E. 
(1988). Therefore, it seems possible that findings from the rat can be extrapolated to the mouse. 
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Furthermore as the visual system has been studied in a broad spectrum of 
animals, ranging from the frog (Sperry 1943), fish (Gosse et al. 2008), chick 
(Yates et al. 2001), all the way through to humans. It allows for the investigation 
of the emergence of complexity within the visual system. Identifying which 
factors are necessary to create a complex visual system capable of interpreting 
the world. In addition, it may shed light onto the evolution of a complex visual 
system. Particularly with regards to the development of a visually sensitive 
neocortex. 
1.2.2.4 – Development of the Mouse Visual System in the Context of Other 
Model Systems 
In section 1.2.2.2 we saw that in a manner similar to other animals the mouse 
visual system develops retinotopically with a combination of guidance molecules 
and neuronal activity. However, there are still some notable differences. For 
example in the Zebrafish as RGCs innervate the optic tectum they go straight to 
their target (Kaethner and Stuermer 1992). However, this is not the case for birds 
and mammals where SC retinotopicity is a two step process (McLaughlin et al. 
2003). Specifically in the SC, the RGCs overshoot their targets to innervate the 
posterior portion of the SC and then refine back to their correct location along the 
AP axis for the ferret (Chalupa and Snider 1998), chick (Yates et al. 2001), and 
mouse (Hindges et al. 2002) , although this refinement is less severe in the ferret. 
Therefore as the mouse is similar to other mammalian models of visual system 
development it is a good model system as it is more tractable than other 
mammals. 
 
Other supporting evidence comes from the development of eye-specific 
segregation in the dLGN of the carnivore. Emergence of an ipsilateral portion to 
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the dLGN while at different time points occurs in a similar manner (Mice - 
Godement et al. 1984; Cat and ferret – reviewed in Shatz and Sretavan 1986). 
Additionally, while there is a lack of genetic manipulations to alter spontaneous 
activity in the ferret, intra-ocular injections of epibatidine (Huberman et al. 
2002), or post-natal enucleations (Thompson et al. 1993) display similar 
disruptions in the formation of the ipsilateral island/lamina. Where if the 
uncrossed projection is silenced the crossed projection remains in the ipsilateral 
region of the dLGN (i.e. it does not refine, and a greater overlap between 
ipsilateral and contralateral projections is seen). This can be measured 
anatomically and functionally (Huberman et al. 2002). This overlap and removal 
mirrors what can be seen in the mouse when glutamatergic synaptic transmission 
in RGCs is prevented in one eye (Koch et al. 2011). 
 
As discussed earlier the development of the geniculo-cortical projection has not 
been substantially studied in the mouse however, one would expect it to be 
similar to other rodents, such as the hamster(Krug et al. 1998). In the hamster 
dLGN neurones innervate the cortical sub-plate by P2 and subsequently refine 
their projections such that the axons are restricted to layer 4 by P6. At this point 
the topographic order of the hamster geniculo-cortical projection appears to have 
developed. Although, the projection columns from retrograde label continue to 
refine up until P12. This suggests that the development of the geniculo-cortical 
projection occurs after the retino-geniculate projection has developed but before 
eye opening (~P12-14 in hamsters and mice). This time period is also 
corroborated by investigations into the emergence of direction selectivity in V1 
for the mouse (Rochefort et al. 2011). In the mouse it appears that direction 
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selectivity emerges independently of visual activity as it is present at eye 
opening. Interestingly this is not the case in the ferret where direction selectivity 
emerges and refines during the first two weeks of sight (Li et al. 2006). 
1.3 – So what do we know so far? 
As stated previously, the mouse dLGN has not been investigated as thoroughly 
as other areas of the visual system. This is mostly down to experimental 
difficulties. Nevertheless, there have been several studies that investigate the 
mouse dLGN. This section will briefly describe the key findings in the field. 
 
Firstly, like V1, the mouse dLGN is anatomically less complex than carnivores 
and primates. It has no overt lamination patterns, save a basic ipsilateral island 
which is revealed by neuronal tracing experiments (Godement et al. 1984), and 
neurones seem to be mostly comprised of ON and OFF centre-surround receptive 
fields (Grubb and Thompson 2003, Grubb and Thompson 2005). In addition it 
appears to have a simple one to one relationship with its retinal inputs when fully 
formed (Chen and Regehr 2000). 
 
Therefore, by in large the dLGN has been described as a simple relay station. 
However, recent studies suggest that the murine dLGN may be more complex 
than previously thought. Gene specific labelling of direction sensitive RGC 
neurones has show discrete areas of innervation within the dLGN (Huberman et 
al. 2009, Huberman et al. 2010, Kim et al. 2010) for specific RGC sub-types, 
which suggests that there is hidden lamination in the mouse dLGN (figure 1.6), a 
feature which is was first noticed in the rat (Reese 1988)  
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In the rat, it has been suggested that there are two zones, an outer ring and an 
inner core (Reese 1988), this appears to be the case for the mouse as well. As 
there is an outer shell which has a higher density of calbindin positive cells 
(Grubb and Thompson 2004). In addition, morphologically distinct geniculate 
neurones (described as X, Y, and W cells) reside in particular portions of the 
dLGN, X cells prefer the lateral portion, Y cells are spread over the ML and DV 
extents of the dLGN but reside in the central region along the AP extent, and W 
cells appear restricted to the outer shell of the dLGN (Krahe et al. 2011). This 
implies that as one moves along projection column in the dLGN different spatial 
characteristics of the visual scene will be represented, much like the anatomical 
and functional lamina in the higher mammal. However, the 3 sub-types identified 
by Krahe et al. (2011) did not exhibit any differences in their basic 
electrophysiological properties (resting membrane potential, resistance, and 
decay time), although this is a far from exhaustive investigation of their 
properties, and their responses to visual stimuli have not been investigated.  
 
 
Figure 1.6 – RGC subtypes project to different portions of the dLGN of the mouse. (A) Drd4 
RGC axon terminals are expressed on the dorsal surface of the dLGN, Drd4 cells are selective for 
the onset and offset of posteriorly moving stimuli. Image from Huberman et al. 2009. (B) Cb2 
RGC axon terminals are expressed in the ventral portion of the dLGN, Cb2 cells  respond to the 
offset of a stimulus. Image from Huberman et al. 2009.(C) BD RGCs (green) are sensitive to the 
onset of posterior moving stimuli and their terminals are typically located in the ventral region of 
the dLGN. Cells are labelled with neurotrace (blue) and retinal inputs are labelled with cholera-
toxin (red), the dLGN boundary is marked by the dashed white line. Image from Kim et al. 2010 
Chapter 1 - General Introduction 
 43
 
What is clear from the Krahe et al. (2011) paper is that the shape of the dLGN is 
an additional complexity which must be considered when attempting to analyse 
the anatomical organisation of the dLGN. The shape is not consistent across any 
of the three standard planes of sectioning (coronal, horizontal, and sagittal). To 
counter this, Krahe et al. 2011 split the dLGN into fields which were relative for 
each section (e.g. the upper dorsal third).  
 
However, is it possible to analyse the whole structure in 3D by reconstructing the 
dLGN from serial histological sections? This should improve our understanding 
of the anatomical layout of the dLGN. Coleman et al. (2009) were able to 
highlight some of the intricacies of the dLGN circuitry by evaluating the mouse 
dLGN in 3D. They showed that though the ratio of contralateral to ipsilateral 
retinal inputs to binocular visual field was high (~9:1), the geniculate outputs 
going to V1 had a much lower ratio (~2:1, contralateral versus ipsilateral). This 
was due to a 3 to 1 convergence for contralateral RGCs synapsing onto dLGN 
neurones compared to a slight divergence for ipsilateral RGCs (Coleman et al. 
2009). Their argument is on the basis of cellular numbers where the binocular 
region of the dLGN is innervated by 13,876 RGCs of which only 1,501 are 
ipsilateral (~11%) However, the ipsilateral island is disproportionally represented 
where of the 6,710 thalamic neurones which project to the binocular zone, 2,075 
are in the ipsilateral island (~31%; see figure 1.7). In addition, the binocular 
portion of the dLGN is hard to delineate, Coleman et al. (2009) tried to do this by 
injecting retrograde tracer at the monocular/binocular boundary of V1. This is 
currently the best measurement in the mouse as there are no overt landmarks that 
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delineate the two portions. But this approach only evaluates the boundary at one 
elevation point, clearly all aspects must be investigated.  
 
This suggests that the dLGN is more than a simple relay station, as the mouse 
dLGN is capable of integrating signals from multiple contralateral RGCs, quite 
how this corresponds to the 1 to 1 relationship demonstrated by Chen and Reghr 
(2000) is unknown and possibly highlights just how complicated signal 
transduction is in the dLGN. One possible explanation is that as the work 
performed by Chen and Reghr (2000) is slice work, some of the axons from 
RGCs innervating the recorded dLGN may have been cut. Another possibility is 
that they have selectively targeted an area of the dLGN which has a one to one 
connection. Given the heterogeneity in the innervation patterns in RGCs it would 
be no surprise if region differences did exist. This would be particularly likely in 
the binocular region of the dLGN. 
 
Other factors suggesting a more complex role for the dLGN is that when the 
overall number of RGCs (~42,000, Salinas-Navarro et al, 2009) and thalamic 
neurones (~17,000, (Seecharan et al. 2003) are taken into account another layer 
of complexity is added. As if all the RGCs project to both the dLGN and the SC 
then there are approximately 2.5 RGCs innervating each thalamic neurone. 
However, if only 40% of the RGCs innervate the dLGN then there is a one to one 
ratio as suggested by Chen and Reghr (2000). 
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Figure 1.7 – The complex nature of binocular vision in the mouse from Coleman et al. 
(2009). Here the schematic of the mouse visual system represents the differing contributions to 
binocular visual space of inputs from the ipsilateral and contralateral eye. In the retina the 
ipsilateral projection (yellow) contribute ~11% of the RGC inputs.  However, the thalamic 
projections to the binocular cortex from the ipsilateral island (yellow) comprise ~30% of the 
input. This suggests some form of convergence for contralateral inputs, or expansion of ipsilateral 
inputs, in the binocular region of visual space. 
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Clearly, a thorough study into the responsiveness of dLGN neurones to more the 
ON-OFF stimuli must be carried out in the mouse in order to assess what dLGN 
neurones are capable of. It appears highly likely that they may be sensitive to 
more than ON or OFF responses demonstrated by Grubb and Thompson (2003), 
as each dLGN neurone most likely receives input from a particular subset of 
RGCs (e.g. Huberman et al. 2009 – figure 1.6). In addition while there have been 
a few studies investigating the topography of the dLGN, most have focussed on 
the broad discrimination necessary for the segregation of inputs from both eyes 
(e.g. Jaubert-Mirza et al. 2005) or on the refinement of individual axons (e.g. 
Dhande et al. 2011). However, there is no understanding of the topographic map 
in the dLGN. This has meant that it is hard to quantitatively describe and locate 
features, and probe for the hidden lamination of the dLGN. This will be 
particularly crucial if the dLGN is curvilinear in its representation of visual 
space, as distances between points will need to be placed in the context of its 
location in the dLGN. Furthermore, the projection line or column has yet to be 
fully defined in the mouse. 
1.4 – What are the Aims of this Thesis 
Owing to the shape and inaccessibility of the dLGN, the main form of analysis 
has been to section material and analyse the dLGN section by section. This is 
clearly sub-optimal, particularly when projection columns will often span several 
sections (especially in the coronal plane, Wilks et al. 2010). Therefore we hope 
to be able to reconstruct the true shape of the dLGN from serial coronal sections 
of the dLGN. Analysis of the dLGN in 3D has been the aim of many researchers. 
In fact the first attempt was over 70 years ago where the effects of localised 
lesions into monkey V1 was investigated by creating a 3D beeswax model of the 
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dLGN lamina (le Gros Clark 1941). Furthermore by analysing the topography of 
the dLGN in 3D one may be able to unearth the 2D plane that best represents the 
topography. 
 
Having reconstructed the shape of the dLGN, we then hope to be able to recover 
the shape of the projection columns. The assumption is that the shape of any two 
projection columns (even in the same animal) will not be the same. If so, it 
makes it unlikely that any single plane of sectioning will be optimal for all 
columns. For instance, because of the estimations of topographic order in the rat 
and mouse it is known that the DV axis of visual space is represented by the AP 
axis of the dLGN. Consequently, serial coronal sections (e.g. Reese 1988) will 
most likely compare the start of one column with the middle of another. It is also 
unknown whether the column is identical throughout its length. One would 
expect this not to be the case as projection columns in higher animals cross 
through multiple lamina that represent different aspects of the same point in 
visual space (see figure 1.5). Thus, a careful analysis of the entire projection 
column will be beneficial. Such a study has been explored in the hooded rat 
where it was found that the projection columns run at oblique angles to the three 
standard planes of sectioning (Reese and Cowey 1983), it would be beneficial to 
reproduce this analysis in the mouse, particulary in standard 3D space. 
 
While there is an argument that the retina, SC, and V1 also have a three 
dimensional component, it is relatively easy to reduce these structures to a 2-D 
retinotopic surface. This can then be related to columnar or laminar sub-
divisions. The shape of the rodent dLGN, together with absence of any obvious 
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cytoarchitectonic lamination, makes such a reduction arduous. It is not easy to 
predict the retinotopic input to a given point within the mouse dLGN, to date no 
detailed map has been produced in the mouse. However, given the existence of 
the projection line in geniculo-cortical projections across mammalian species 
allows the possibility of understanding how retinotopicity intersects with diverse 
functional inputs in the mouse dLGN. Understanding the projection line in the 
mouse is one major goal of the thesis. But to do this we must be able to 
reconstruct the 3D shape of the dLGN from serial 2D sections. AND generalise 
this shape so that it is comparable across animals (i.e. a standard 3D dLGN 
space).  
 
The consistency of the projection structure and what it encodes also needs to be 
considered. For the retina this can be seen in the processing that occurs across the 
laminae, where photoreceptors indirectly transmit information to retinal ganglion 
cells via a variety of cells that reside in the IPL, each one of these code for a 
particular function (see figure 1.1 and 1.2). In this instance, its 3D component is 
merely separating different components of the same point in visual space. For the 
carnivore and primate V1 there is clear order where a point in visual space is 
represented by a column, which can then be sub-divided into functional 
groupings such as orientation and whether a V1 neurone receives monocular or 
binocular inputs. However, in the mouse there is no anatomical evidence for 
these columns in V1, even though there is evidence that they are still functionally 
segregated (Ko et al. 2011). Similar findings have been shown in the mouse SC 
where with the advent of BACS transgenic mice that label functionally specific 
RGCs show a specific pattern of axonal arbours in the SC (Huberman et al. 
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2009). As with the retina each column (anatomical and/or functional) still 
represents the same point in visual space. Furthermore, we can reduce the V1, 
SC, and retinal columns into 2D co-ordinates. For the retina we can produce a 
flatmount by making releasing cuts, while for V1 and the SC each point is 
represented on the surface. Therefore, the overall topographic organisation is 
clear, and is directly visible. In the rodent dLGN, Even though Huberman et al 
(2009) and Kim et al (2010) have suggested that there is an anatomical 
organisation of functional inputs to the dLGN, there is no standard plane of 
sectioning which can reduce the retinotopic map into 2D. Therefore we hope to 
explore this possibility by manipulating images of each section in order to 
produce the true three dimensional shape of the dLGN. 
 
Furthermore, we can inject retrograde tracers into the visual cortex of 
anaesthetised mice which will allow us to visualise the projection columns in 3D. 
While visualisation of the projection column in 3D will be beneficial this 
technique could hopefully provide a means for quantifying the projection 
column. This should allow for more than purely subjective assessments of the 
projection column, and could begin to form the basis for the comparison of 
various genetic and environmental manipulations.  
 
In addition, by recording the position of the injection site in V1, and the location 
of the column in the dLGN, we can begin to quantatively investigate the 
topographic organisation of the geniculo-cortical projection. This will hopefully 
produce a three dimensional map of where in V1 space each area of the dLGN 
corresponds to. This will require several achievements, firstly a standardised 
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space must be produced for both V1 and the dLGN. Secondly, the whole, or a 
large proportion of V1 must be sampled, this will be a particular challenge as 
there are no clear visual borders to V1 when injecting tracers, and instead one 
must use stereotaxic coordinates. This is especially difficult when trying to inject 
anterior portions of V1, as it is narrow along the ML axis. Thirdly, 3D 
visualisations and analytical techniques must be developed, as the topography 
may be highly curvi-linear meaning the topography of the geniculo-cortical 
projection may not be visible. 
 
We also hope to investigate the precision of the geniculo-cortical projection by 
comparing multiple projection columns. This hopefully provide a good reference 
to the spatial acuity of V1 (its “functional precision”) as various lamina, which 
will hopefully allow us to investigate the degree of cortical processing that 
occurs between the various lamina (e.g. layer 4 to layer 2/3). 
 
This methodology can also be used to asses the geniculo-cortical projection of 
the β2-/-. To date there has been one study in to the anatomical differences of the 
β2-/- compared to the normal wild type projection, displaying a greater scatter 
both functionally in V1 and with retrograde labelling (Cang et al. 2005). 
However, the projection columns were not analysed in 3D, and the analysis was 
reduced down to the number of labelled pixels rather than cells. Therefore, we 
hope to be able to probe the spread in each axis separately to see if there are any 
specific directional elongations in the projection columns. In addition, we hope 
to investigate whether the cellular distribution changes in the dLGN. For 
example, are there more cells labelled or are they just at a lower density? Further 
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investigations into distribution of cells within the projection column may also be 
revealing, as they may provide hints at differing roles for spontaneous activity in 
each lamina of the dLGN. Hopefully, the topography of the dLGN can also be 
probed this is no trivial task, Firstly, the same standardised space must be used 
for the wild type and β2-/-. Secondly, the distribution of injection sites must cover 
most of V1 for both groups in order to make system wide claims. Finally, as with 
the adult wild type projection, one must develop new analytics in order to be able 
to accurately compare the β2-/- with the wild type mouse. This could either be 
done in 3D; or if the same 2D plane can easily be determined for the both the 
wild type and β2-/- then a compressed 2D co-ordinate space. 
 
Finally, by creating a standard set of 3D coordinates for both V1 and the dLGN 
we should hopefully be able to compare across multiple animals in a justifiable 
manner, this may also be helpful in terms of assessing the precision of various 
columns in relation to their location in the dLGN (e.g. those located in the 
posterior or anterior pole may be more imprecise than those located centrally). 
This means we should be able to provide a model wild type data set which can 
serve as a reference point for developmental and adult studies into the visual 
system. 
 
1.5 – Definitions used in this Thesis 
In this thesis there are three terms which need to be carefully defined in order to 
prevent any misunderstandings in this thesis. These are listed below. 
 
Topology 
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Topology is used here to describe the three dimensional shape of any region. In 




This refers to the organisation of the projection as a whole. Neighbouring somas 
in the dLGN will also have neighbouring axonal arbours in V1. This results in 
the formation of a continuous map of locations such that a location in V1 will 
correspond to a location (or set of locations) in the dLGN, and adjacent locations 
in V1, map to the adjacent region of the dLGN (see figure 5.1).  
 
Topographic organisation may be complex, for example topographic 
representation may mean that the axes are flipped or rotated. For example the 
ML topographic organisation in V1 is roughly represented in the dLGN in a 
flipped manned such that medial portions of V1 go to lateral areas of the dLGN. 
In addition they could also be rotated in such a manner that they are off the 
stereotypical Cartesian axes. In fact in electrophysiological studies of both the 
SC (Drager and Hubel 1975) and V1 (Wagor et al. 1980) one can see that the 
visuotopic axes are rotated off the AP and ML axes often used to define 
anatomical studies into topography. 
 
Standard Space 
Standard space is a technique that is often used in MRI studies where data 
obtained from different animals are placed into the same spatial co-ordinates. 
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This has the advantage of allowing a comparison between multiple animals, and 
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Chapter 2 
Establishing the three dimensional nature of 
the dorsal Lateral Geniculate Nucleus 




2.1.1 The organisation of the dLGN 
As described in Chapter 1, the LGN has a complex organisation. In ‘higher’ 
mammals (such as monkeys and cats), it has specific, cytoarchitectonic, laminae 
for contralateral and ipsilateral eye projections, and for different classes of retinal 
ganglion cell input, as well as parallel pathway segregation. Furthermore, each 
lamina is retinotopically organised with the different maps in visual register. 
However, unlike the visual cortex and superior colliculus, in the dLGN is not 
easy to reduce the retinotopic map to a 2D sheet or even a curved cuboid. Instead 
its overall shape is more curvilinear – knee-like.  
 
The same can, probably, be said of the dLGN of the mouse, which is far less 
complex than carnivores and primates. It has no obvious cytoarchitectonic 
lamination patterns but does have cryptic lamination that can be revealed by 
axonal tracing studies e.g. the ipsilateral island (Godement et al. 1984), the 
superficial colliculo-geniculate projection (Grubb and Thompson 2004) and 
genetically identified ganglion cell classes (Huberman et al. 2008, Huberman et 
al. 2009, Kim et al. 2010).  
 
Chapter 2 – Establishing the 3D Nature of the dLGN and V1 
 55
An important question is the relationship of the of the retinotopic map to these 
cryptic lamina. Or to put in a different way, what angle of electrode penetration 
into the mouse dLGN would correspond to a fixed location in visual space. It 
may be that there is no single fixed angle for the whole of the dLGN. When 
inserting their electrodes into the dLGN at a surface normal angle Grubb and 
Thompson discovered that the receptive field began to move nasally and 
ventrally in visual space (Grubb et al. 2003, Grubb and Thompson 2003). A 
similar study was also conducted in the pigmented rat (Reese and Jeffery 1983). 
In this study the location of the electrode in the dLGN was recorded and the 
corresponding area of visual space that the dLGN was receptive to was plotted. 
The resulting map suggests that the dLGN has a curved topography that is highly 
complex and variable depending on where on the AP axis one looks. 
 
One of the aims of the thesis is to answer this question, but first it is necessary to 
define the shape and location of the dLGN with reference to a standard co-
ordinate space, from which we can analyse the anatomical topography with 
reference to visual space. Therefore, if sections from individual animals can be 
put into a standard dLGN space, it should be possible to get a clearer idea of the 
topographic and topologic organisation of the mouse dLGN. In this thesis, 
topology is broadly defined as the three dimensional shape of the dLGN, while 
topography is defined as the order of the projection columns within the dLGN. 
 
2.1.2 Previous Attempts at Serial Reconstruction in the dLGN 
The majority of anatomical studies are dependent on the sectioning in order to 
visualise the area of interest. Unfortunately for many areas such as the dLGN 
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information from one axis is lost during sectioning. Therefore, it is not surprising 
that there have been many attempts to reconstruct the dLGN, in order to recover 
this lost spatial information, or account for it. 
 
One of the first attempts at 3D reconstruction of the dLGN also used serial 
sections. However they were of monkey dLGN and a magnified version of each 
section was traced around and then a wax reconstruction was created (le Gros 
Clark 1941). This is a user based method of interpretation and also inhibits 
further probing of the internal structure of the dLGN, therefore we decided not to 
pursue this avenue of investigation. Nevertheless given the constraints of the 
technology of the time this is a fairly remarkable achievement. 
 
A simple method to accommodate the loss of information due to sectioning was 
carried out by (Krug et al. 1998). Attempting to understand the development of 
the geniculo-cortical projection through paired retrograde tracing experiments, 
they produced segregation values for each section. These were then averaged to 
create an overall quantitative value for the dLGN. In short by sampling 
throughout the whole dLGN they produced an overall value of precision. 
However, they were still unable to compare across sections of material, and 
describe the overall pattern of label. A similar method was used by (Wilks et al. 
2010), where the overall size of label was calculated from serial sections. These 
options provide the quickest and easiest way to begin to understand the three 
dimensional nature, but they do not consider many variables. For example they 
are unable to counteract any mechanical deformations that arise from sectioning 
and mounting, and they are unable to accurately assess any deviations within 
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each dLGN. And both studies compare the organisation within a single plane, 
which has an unknown relation to the orientation of projection lines within the 
dLGN 
 
Another attempt at analysing the three dimensional nature of the dLGN comes 
from (Williams and Jeffery 2001). This techniques was able to recapture the 
three dimensional structure from serial horizontal sections by tracing round 
landmark features and re-aligning these traces manually. The points that were 
used to demarcate the dLGN boundaries were then used to fit a 3D curve to 
create the surface of the dLGN. This allowed them to perform volumetric 
analyses of the dLGN through development (Williams and Jeffery 2001) as well 
as after enucleation (Williams et al. 2002). However, this is from the ferret, the 
shape of the murine dLGN is noticeably different to that of the ferret, as will be 
discussed later in this chapter. 
 
One method of three dimensional reconstruction in the mouse dLGN is possible 
using commercially available software. By identifying key features in 
MetaMorph (version 6.1, Universal Imaging Corporation, USA) the software as 
able to create a three dimensional stack of serial confocal images from which 
analysis can be done. (Coleman et al. 2009) used the labelled ipsilateral island 
present in the images as a fiducial marker to orientate all the sections and 
discovered that the ipsilateral island runs at an angle of 22º relative to the 
midline. While this technique is more accurate than the methods used by (Krug et 
al. 1998, Williams and Jeffery 2001, Wilks et al. 2010) it still has several 
shortcomings. Firstly, while rigid deviations (e.g. rotations and XY movement) 
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are accounted for, non-rigid manipulations are not (e.g. stretching). Furthermore, 
their reconstruction is based on the assumption that the ipsilateral projection is in 
a straight horizontal line, which results in two problems. Firstly, this method is 
only accurate in sections of the dLGN which contain ipsilateral label. Secondly, 
the ipsilateral projection may not be straight and may not be horizontal, which 
could result in a distorted dLGN shape. While this may be a satisfactory method 
for large scale analysis of the dLGN it would not be acceptable for sparsely 
labelled cells in the dLGN.  
 
A much faster method of reconstruction was applied by (Ourselin et al. 2001). 
They utilised the imageJ (Rasband 1997) plugin StackReg (Thevenaz et al. 1998) 
which is able to automatically align images using either rigid (i.e. movement and 
rotation of the image) or affine (i.e. stretching) transformations. By injecting a 
differently coloured cholera-toxin into each eye they were able to trace the 
development of eye-specific segregation in the Ferret dLGN. This is a possible 
method of visualising the mouse dLGN and will be investigated. However, 
StackReg is principally designed to correct for drift during a time-lapse or a 
confocal stack. This could result in several problems; firstly it may not be able to 
correct for the sometimes large deformations that can occur during tissue 
processing, secondly it uses the previous section as a template to match the next 
image which means that there is no external marker which could result in a 
warped dLGN shaped if there is a mismatch in the mutual information between 
the images. 
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One final approach is to use a MRI template for the co-registration of our 
sections. This is a widely established technique that has been used in other areas 
of research (e.g. (MacKenzie-Graham et al. 2004, Malandain et al. 2004, 
Mackenzie-Graham et al. 2007, Modat et al. 2010), and MRI has previously been 
used to asses retinal projections in vivo in 3D (Chan et al. 2012).  
 
The difficulties of co-registration across different modalities have been studied 
extensively in other areas of neuroscience. This is particularly true in the field of 
medical resonance imaging, where there are multiple difficulties. Firstly, for 
certain studies different modalities of 3D stacks are acquired and need to be co-
registered with each other. In addition, multiple subjects need to be placed into 
the same space in order to compare subjects equally (for human subjects they are 
placed into Talairach space which is a human brain which acts as a template for 
all brains to be transformed to). This has good parallels to our multi-dimensional 
acquisition of both brightfield and fluorescent images which then need to be 
matched to the MRI template in order to be placed into standard space which 
allows for comparison across animals. 
 
These techniques utilise algorithms which can match the sections accurately, 
without human input. Furthermore, by using these techniques we should be able 
to move our sections into standard mouse dLGN space. This has the benefit of 
allowing accurate comparison across animals. However, it does require having 
large amounts of processing power as well as the difficulty of identifying mutual 
information between images/sections of different resolution. 
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2.1.3 Ideal Workflow for Co-registration 
After an analysis of the previous techniques it seemed prudent to create a 
workflow for the two possible methods of reconstruction. For the internal 
reconstruction once the contrast has been normalised the various algorithms can 
be assessed to elucidate their accuracy. However for the co-registration to the 
MRI template a more complex workflow is needed (see figure 2.1). After 
contrast normalisation the sections must be aligned to their corresponding MRI 
section which can be done in a variety of ways which will be investigated. 
However, we are also able to create a standardised mouse space for the dLGN 
which corresponds to the MRI template by correcting for the small scale local 
deformations that occur within a section due to sectioning and mounting.  
 
Figure 2.1 – Proposed Workflow to produce a three dimensional reconstruction from serial 
histological sections. A raw stack of images may have varying degrees of intensity and contrast 
to produce the best quality image. Therefore an initial contrast normalisation step is used in order 
to produce a stack with the same levels of contrast and intensity (step 1). Following this the stack 
is now registered in line with the MRI template either as a whole or on a slice by slice basis (step 
2). Finally the stack is spatially normalised, and placed into standard mouse space (step 3). This 
process removes local differences between animals and sections which allows for fair inter 
animal comparisons. 
 
On the basis of previous attempts it seems preferential to attempt to co-register 
the histological sections to an MRI template. Co-registration is advantageous 
over a purely internal realignment as it allows a direct comparison across 
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animals. In addition, the correction of local deformations will produce a more 
accurate representation of the dLGN. However both options will be investigated 
thoroughly. 
 
Once optimised, this workflow can also be applied to the primary visual cortex. 
This presents us with the opportunity of quantatively describing the source and 
target of the projection in all three dimensions. 
 
2.1.4 Necessary information to establish a three dimensional reconstruction 
Before commencing work on such a large piece of work, its worth investigating 
whether it is possible. Firstly, we need to consider how regular the dLGN is 
across animals, both internally and externally. This would include internal 
properties such as volume and surface area, in addition to external positional 
information such as position to the midline, anterior commissure and thickness of 
the pial surface. Furthermore, the dLGN needs to be easily identifiable, this can 
be aided by different methods of image acquisition (e.g. brightfield or darkfield 
illumination), which magnification is used, the use of stains (e.g. Hoechst), 
labelling of tracts or immunohistochemitry. This ability to define the dLGN must 
also be carried out on the MRI template of choice. Furthermore the MRI must be 
of a high resolution so that comparisons to the histological sections are accurate 
without the histological sections loosing too much information. Finally, possible 
methods of re-alignment must be evaluated to find the most effective means of 
reconstruction. 
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This also holds true for the attempted reconstruction of the primary visual cortex, 
where identification of the boundaries of V1 as well as the extent of each lamina 
is important. 
 
2.1.5 – Aims of this Chapter 
Our first aim is to optimise the visualisation of the dLGN in coronal sections. 
This can be done through a variety of modes of acquisition. This can be simply 
done through brightfield or darkfield imaging which will rely on the axonal tracts 
to delineate the boundaries of the dLGN. Alternatively we can investigate 
various histological stains and/or tracers that delineate all the boundaries of the 
dLGN. Being able to define the limits is critical in understanding the topology of 
the dLGN it may be that the standard brightfield imaging has shortfalls when 
viewing the dLGN in 3D. 
 
Our second aim is to attempt to reconstruct the 3D nature of the dLGN by 
investigating a whole variety of different re-alignment protocols to assess which 
produces the best fits. One method of reconstruction is internal registration which 
transforms a section in relation to its adjacent section in order to produce an stack 
of images which are in alignment. These registered stacks will then be compared 
to the MRI template of the dLGN (Ma et al. 2005) in order to asses their efficacy. 
A third method is to directly realign the images to the MRI template, which can 
be done as a whole stack of images or on an individual section by section basis. 
This method of realignment could also have the additional benefit of placing the 
sections into standard space. Standard space allows for the comparison of dLGNs 
from different animals in the same space. Standard space is a very powerful 
technique for several reasons. Firstly, it enables a reduction in the number of 
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animals needed as multiple animals can be compared across each other. 
Secondly, the same set of metrics can be used in order to measure the different 
animals without any bias in the distribution an order of the columns. 
 
Therefore, we hope to discover which one of these methods produces the greatest 
degree of accuracy to the 3D nature shown by the MRI. Finally, we also hope to 
place V1 coronal sections into registration as well and so demonstrate this 
techniques transferability to other areas of the brain. As an initial exploration of 
this feature we hope to attempt to define the borders of V1 using two reported 
histological markers of V1 (Wang and Burkhalter 2007, Wang et al. 2011). In 
addition it is unknown as to how similar cortical maps of different animals are. It 
may be that the location and size of V1 is highly variable across animals. In 
addition, using two different histological markers will help to delineate whether 
they are similar or not. Furthermore, we can compare them to the reported co-
ordinates of V1 produced by Paxinos. The Paxinos co-ordinates have been 
produced by their own re-alignment procedures and the boundaries have been 
defined by expert observers. This means that it may be a valuable comparison to 
our techniques. 
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2.2 Methods 
2.2.1 – Mice 
Experiments were carried out on wild type mice (mus musculus) of the strain 
C57BL6J over 1 month old (≥ P30). Mice were either supplied by Charles River 
(UK) or from in-house breeding, founders from Charles Rivers (UK). For non-
terminal procedures, animals were anaesthetised with a gaseous administration of 
isofluorane. Many animals had received cortical injections of retrograde tracers 
(RetroBeads, see Chapter 3), which is not relevant to this chapter other than that 
dLGN/V1 visualisation techniques had to be compatible with fluorescence 
microscopy. Animals were terminally anaesthetised by an intraperitoneal 
injection of sodium pentobarbitone before being perfused with a transcardial 
injection of 4% parformalydehyde (PFA) after rinsing with phosphate buffered 
solution (PBS). All procedures were carried out in accordance with the European 
Communities Council Directive of 24th November 1986 (86/609/EEC) under the 
Animals (Scientific Procedures) Act 1986. Table 2.1 displays a table showing the 
number of animals used to evaluate the various techniques. For this chapter, the 
same animal is shown undergoing the different reconstruction methods. This was 
done as it was easier to illustrate the differences between the multiple 
reconstruction techniques. However, each reconstruction technique was 
performed on three different animals in order to prevent any possible bias to one 
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Experiment Number of Animals 
dLGN Area and Perimeter Investigations 8 
dLGN 3D Reconstruction Investigations 3 
V1 Registration and Localisation 2  
 
2.2.2 – Intra-Occular Cholera Toxin Injections 
Cholera Toxin sub unit B conjugated to AlexaFluor 488 – Green, or 594 - Red 
(Invitrogen, UK) were diluted into PBS at a 1:5 ratio for green, and a 1:3 ratio for 
red and stored at ≤-20ºc prior to use. 
 
For the intra-occular injections themselves, the mice were anaesthetised using 
isoflurane (induction is 4% at 0.4l/min while maintenance was varied from 2% to 
1% at 0.4 l/min). The glass capillaries used had an internal diameter of 1mm and 
were designed to have a large tip (tips were broken to an approximate width of 
0.25mm). The tip was then inserted manually into the eye and a whole eye fill 
was attempted by using a picospritzer with 1 bar of pressure. The duration of the 
pressure pulse was varied depending on the speed at which the cholera toxin left 
the capillary. Rimadyl (Pfizer, UK) was administered topically on the eye post-
operatively in order to relieve pain (1:10 dilution with H2O). The animal was 
then allowed to recover for 24 hours. The animals were then perfused as 
described above and the eyes removed and flat mounted to asses whether the 
Table 2.1 – The number of animals used in each section of experiments in this chapter. For the 
area and perimeter experiments the left dLGNs from 8 animals were used. The dLGN from these 
animals were located in a variety of means. Brightfield, and darkfield images were taken as well as 
cholera-toxin and immuno-histochemical means of identifying the dLGN. For the evaluation of 3D 
reconstruction techniques dLGNs from three different animals were used to evaluate the 
performance of each methodology. Three animals is a compromise between performing the 
reconstructions on the same data set, and the time needed to reconstruct the dLGNs. For the V1 
registrations one animal was alternatively stained with anti-m2AChR and SMI-32, while the other 
animal was exclusively stained with SMI-32 for every 50µm section 
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whole eye was filled. Only whole eye fills were used in our analysis of the 
dLGN. 
 
2.2.3 – Embedding and Vibratoming 
Post-fixation the tissue was then removed from the skull and either placed in 4% 
Agarose or embedded in gelatine (Sigma, UK).  For gelatine embedding, the 
tissue was incubated in 20% gelatine kept at 55OC for approximately one hour 
and then left to set. Once set the block was left in ice cold 4%PFA for 2 days and 
then kept in phosphate buffered saline (PBS) until they were sectioned. Brains 
were aligned on the Vibratome to produce coronal sections. The midline runs 
perpendicular to the blade and the dorsal surface of the cortex was parallel to the 
blade (see figure 2.2).  
 
Figure 2.2 – Method of coronally sectioning in order to relate it to the MRI. To create a fair 
comparison to the MRI template the plane of sectioning must match the planes in the MRI 
template we are using. While in the coronal plane, the presented MRI set looks similar to what is 
normally presented (A), when looking on the side, we can see that the angle of the cortex is off 
the MRI template. Therefore, when embedding and blocking the brains they were sectioned in the 
manner above (B). While for coronal sections this deviation to the normal plane of sectioning is 
small. For other planes such as horizontal sections the differences will be far more noticeable. 
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Sections of 50µm were then taken using a Leica Vibratome. Sections were wet-
mounted sequentially in a posterior to anterior direction (from the occipital pole 
site of injection until the anterior end of the dLGN) onto polylysine coated slides 
and coverslipped using Fluoromount (Sigma, UK). They were then stored in a 
fridge at 40C until they were imaged. Sections that were wet-mounted provide 
good visualisation of the dLGN border and, white and grey matter in the cortex 
(see figure 3.4i).  Several sections were mounted using Fluoromount G which 
does not impair this visualisation of LGN, and preserves immuno-fluorescence. 
However, it dissolves RetroBeads (see Chapter 3) and therefore it was not used 
for those experiments. 
 
2.2.3 – V1 visualisation 
For cortices that were being prepared for flat-mounting to attempt to measure 
primary visual cortex (V1) were prepared in a manner to that done previously in 
the hamster (Trevelyan et al ’07). Post-fixation the cortex was carefully peeled 
off from the midbrain and the cortex was positioned between two glass slides 
with various spacers used to alter the spacing (see figures 2.2 A-D) with the best 
spacing allowing a gap of 1mm between the slides. They were then left for 48 
hours at 4OC in a high humidity box. The cortices were then sectioned 
tangentially at 50µm on the Vibratome as described above. 
Figure 2.3 – Flatmouonting of the cortex to visualise V1. Our protocol to mimic visualise V1 in the mouse, 
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2.2.4 – Immunohistochemisty 
Animals were perfused as described previously; brains were then dissected out 
and left for one hour in 4% PFA. The brains were then embedded in 4% low 
melting point agarose, taking care that the heat did not denature the proteins. The 
brains were then sectioned at 50µm as described previously, and stored in wells 
with 500µl of PBS. Free floating sections were then permeablised with 0.3% 
Triton-X-100 with 10% NGS (Normal Goat Serum) for two hours at room 
temperature on a moving platform. If Hoechst counter-staining (1µg/1ml) was 
needed sections were then incubated for 45 minutes at 38ºc and then rinsed three 
times in PBS, before incubating in primary antibodies. Primary antibodies were 
added with 5% NGS (mouse anti-SMI-32 (an antibody against neurofilament H, 
Cambridge Bioscience, UK) 1:5000; rat ant-m2AChR (type 2 muscarinic 
acetylcholine receptor, Merck Millipore, UK) 1:500) and left to incubate 
overnight at room temperature on a moving platform. Sections were then rinsed 
three times in PBS before adding secondary antibodies for 90 minutes at room 
temperature on a moving platform. For SMI-32, an anti-mouse Alexafluor 488 
(Invitrogen, UK) was used at a dilution of 1:1000, whereas for m2AChR an anti-
rat AlexaFluor 488 at a ratio of 1:1000 was used. Prior to mounting with 
Fluoromount the sections were rinsed on final time with PBS. 
 
2.2.5 – Imaging 
A Zeiss AxioPhot 2 was used with various objectives  (x2.5, x5, x10, x20) and 
imaged using a digital camera (Zeiss AxioCam MRm). Pseudo-darkfield images 
were taken using normal room lights, no direct illumination and exposure for 
longer periods of time.  
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2.2.6 – Quantitative Analysis 
Total volume was calculated by drawing ROIs over the dLGN using ImageJ 
(Rasband 1997) to discover the area of each LGN section, multiplying each 
section by the thickness of the slice and then summing the values. Stacks were 
processed in both directions (anterior to posterior and posterior to anterior) 
ImageJ was calibrated by imaging a graticule for all objectives used and 
measuring along the horizontal axis. Surface area was also calculated in a similar 
manner. 
 
2.2.7 – Reconstruction Methods 
2.2.7.1 – Contrast Normalisation 
In order to normalise contrast of the sections to produce as much mutual 
information as possible all the images were put into imageJ as a stack and then 
the contrast was enhanced by normalising each image to the stack histogram of 
all the sections with a specified limit of 0.4% of all pixels being fully saturated. 
 
2.2.7.2 – StackReg 
The imageJ plugin StackReg (Thevenaz et al. 1998) is designed to register a 
stack of images, in order to have as much mutual information between the two 
sections as possible. The section that has been adjusted now becomes the 
template to adjust the next image to. This process is looped until all the sections 
are aligned. The sections can be manipulated by four different types of 
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 2.2.7.3 – TrakEM2 
TrakEM2(Cardona et al. 2010, Saalfeld et al. 2010, Schmid et al. 2010) is 
another imageJ plugin which can be used to register stacks as well as perform 
analysis on the three dimensional set of images. For internal registration sections 
were aligned manually in a rigid manner (i.e. rotations and x, y positional 
transformations) with the template being manually varied, but typically being the 
previous section. Once aligned, the dLGN can be traced around in order to 
produce a three dimensional model of the dLGN.  
 
In addition, for our investigations, a variety of different stacks were trialled in 
order to see if an accurate 3D dLGN volume could be produced (brightfield, 
darkfield, x2.5 and x10 magnifications and their various combinations).  This is 
also true for all the other realignment protocols that have been assessed. 
 
2.2.7.4 – SPM8 
SPM8 (http://www.fil.ion.ucl.ac.uk/spm/) is a set of MATLAB codes. That are 
designed to co-register functional imaging data sets for comparison across 
Table 2.2 – Possible Methods of Transformations using StackReg. Taken from 
http://bigwww.epfl.ch/thevenaz/stackreg/#Explanations 
1. Translation. The mapping of coordinates takes the form x = u + ∆u. There, the input 
coordinate u is mapped to the output coordinate x, and the constant vector ∆u gives 
the amount of translation.  
2. Rigid Body. The mapping of coordinates takes the form x = {{cos θ, −sin θ}, {sin θ, 
cos θ}} u + ∆u. Because of the presence of the term ∆u, translation is considered too, 
in addition to the rotation by an angle θ.  
3. Scaled rotation. The mapping of coordinates takes the form x = λ {{cos θ, −sin θ}, 
{sin θ, cos θ}} u + ∆u. The difference with respect to a rigid-body transformation is 
the presence of the scalar resizing factor λ.  
4. Affine. The mapping of coordinates takes the form x = {{a11, a12}, {a21, a22}} u + 
∆u. As the four coefficients a11, a12, a21, and a22 are independent, an affine 
transformation has even more degrees of freedom than a scaled rotation.  
Chapter 2 – Establishing the 3D Nature of the dLGN and V1 
 71
different subjects. The stacks were normalised (~internally registered) in order to 
produce a consistent shape, and then co-registered to the MRI template as a 
whole 3D stack, with various parameters being changed. However, as SPM8 is 
designed for human experimental MRI data the stacks need to scaled up by 
approximately 1000, such that 1µm becomes 1mm and converted into the nifti 
file format (“.nii”). In addition, SPM8 allows different modalities (stacks) to be 
transformed identically with the first stack acting as the template (Friston et al. 
1995). 
 
The parameters investigated during normalisation were: quality (controls the 
dimension of the voxels; i.e. how many pixels per voxel), separation (separation 
in mm between points sampled in the reference image), smoothing (the amount 
of smoothing performed before registration takes place), number of passes 
(whether the images are registered to the first stack or the mean of the images 
after the first alignment), interpolation (how many neighbouring voxels to use), 
weighting (which places a greater or lesser emphasis on the reference image, 
very helpful for highly distorted images), and finally masking (whether the black 
areas, 0 intensity areas contain information to be registered or not).  
 
The co-registration parameters in SPM8 are based upon studies performed by 
(Collignon et al. 1995) which identified a variety of voxel based transformations 
in order to produce a rigidly transformed standard space. In short, the normalised 
stack is now placed through manipulations on a whole 3D basis rather than on a 
slice by slice basis. Theoretically, this has several advantages. Firstly this 
methodology should be able to correct for aberrant planes of sectioning, as the 
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whole volume can be manipulated to match the MRI template. Secondly, and 
volumetric deformations that extend past one section can be treated as a whole 
rather that corrected for individually. Finally, it should also improve speed and 
accuracy as multiple sections can be considered in order to produce the optimal 
solution. 
 
2.2.7.5 – Align3TP 
Align3TP (designed by (Parker 2004) is a imageJ plugin which allows for either 
manual or partially automated alignment of images using either rigid or affine 
transformations. For our purposes only the manual alignment was used, where 
the section was laid on top of the corresponding MRI section (manually 
identified prior to co-registration) and then rigid transformations were performed 
until the sections were in alignment. The final rigid transformations were 
recorded in a spreadsheet, which could then be applied to the fluorescent data (if 
necessary). As a control the co-registered brightfield stack was assessed before 
the co-registration was performed on the fluorescent data. Each individual image 
was saved as a tiff, while the whole stack was saved in the ‘.nii’ format. 
 
2.2.7.6 – NiftiReg 
NiftiReg is a collection of realignment freeware designed by Ourselin and 
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This method was developed by (Ourselin et al. 2001) and is comprised of 
two main algorithms. The initial rigid and affine registrations to the MRI 
template are based on an intensity block matching approach and a 
trimmed least square scheme (Reg_Aladdin: (Ourselin et al. 2001, 
Ourselin et al. 2002). The block matching approach identifies potentially 
similar blocks between the two stacks, and then the best transformations 
are evaluated. These two steps are looped until the best transformation is 
identified and performed. In order to improve the efficiency of the 
algorithm, it also has a coarse to fine approach where co-registration is 
performed on a guassian smoothed stack which is therefore of a lower 
resolution. This should also be useful in order to match the differing 
resolutions of the MRI stack and the histological sections. 
  
RegF3d 
The second algorithm is a non-rigid registration known as fast free-form 
deformation (Reg_f3d: (Modat et al. 2010) which is a which is a faster 
version of the fast free form deformation program published by (Rueckert 
et al. 1999). RegF3d allows for the correction of sectioning distortions 
(also know as independent two dimensional geometric abnormalities) 
where transformations are applied on a sub-image basis this achieved by 
overlaying a grid onto the histological stack. The transformations are then 
assessed by an objective function that utilises normalised mutual 
information and the bending energy. Furthermore these transformations 
can be recorded in the form of Jacobean matrices which track the 
deformations, and applied to other modalities. 
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2.2.8 - 3D Visualisation and Analysis 
The quality of registration was evaluated by subjective assessment. While this is 
not ideal, there is no clear high resolution data for objective comparisons. The 
MRI template used here (Ma et al. 2005) has a resolution of 50µm per pixel 
which is much lower than that of the x10 and x20 images. This prevents any 
form of accurate intensity based matching. It was therefore decided that a 
subjective assessment by an expert user should be a sufficient comparison. 
Indeed many papers utilise the same approach (e.g. (Ourselin et al. 2001). 
 
In order, to assess the quality of the reconstructions virtual horizontal, and 
sagittal images were compared along with the coronal sections (see figure 2.4 as 
a demonstration). These orthogonal views were taken along three points in the 
AP axis (posterior, central, and anterior) which enabled us to explore the quality 
of the reconstruction in multiple regions of the histological stack. This visual 
assessment is necessary as there is no accurate means of quantifying the 
goodness of fit for such a complex 3D shape. Therefore our assessments are 
based upon the shape of the dLGN at all three planes. The 3D structure is further 
explored by examining these three planes at differing positions along the AP 
axis. Specifically, the dLGN was assessed at posterior, central, and anterior 
regions of the dLGN. This is not an ideal assessment as we cannot quantify the 
accuracy of the re-alignments, and the difficulty is compounded by the fact that 
the resolution of the different modalities (MRI and histology) are different. 
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Figure 2.4 – Demonstration of the different orthogonal viewing angles used in this chapter. 
The three orthogonal views are shown in their 3D context (A). The coronal plane is shown in red, 
the horizontal plane is in green and the sagittal is shown in blue. As can be seen in (A) the three 
planes are all orthogonal to each other. For the three locations along the AP axis, different 
intersects were used in order to view rhe dLGN. As using the same intersect would mean that one 
of the other locations would not contain the dLGN thereby rendering it useless for comparison. 
The individual images seen are shown in B, with the same corresponding colours. 
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2.3 Results 
2.3.1 – Acquiring dLGN profiles from coronal sections  
2.3.1.1 – Establishing the consistency of the dLGN shape in individual sections 
in the Adult 
Having determined to create an accurate three dimensional representation of the 
dLGN there are two main questions that must be addressed first. Firstly, are we 
able to identify the dLGN accurately, and if we are able to accurately identify the 
dLGN how consistent is the dLGN over various animals? Secondly, is it possible 
to recapture the information lost through sectioning? 
 
 The first question can be addressed by imaging with various parameters such as 
brightfield or darkfield illumination, using histological markers and using 
anterograde tracers such as Cholera Toxin. Furthermore, different magnifications 
can be used to calculate the optimum magnification to visualise the dLGN. Too 
low a magnification could result in a loss of resolution and too high a 
magnification will mean a lengthy period of acquisition. It was found that the 
x10 objective provided the best amount of detail for a short period of acquisition, 
particularly when visualising fluorescent label which will be discussed later on. 
However images were also acquired with the x2.5 objective, in order to place the 
dLGN within the context of the rest of the brain. 
 
Figure 2.5 shows examples of coronal dLGN sections along the AP axis with 
various means of identifying the dLGN boundaries (dashed yellow lines – figure 
2.5S-AJ). Brightfield and darkfield images were acquired as they provide a 
simple means of imaging, with illumination adjusted to maximise the contrast 
between white matter and grey matter.  
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However, to begin to clarify exactly where the boundaries of the dLGN are anti-
bodies were used, as well as whole eye-fills with AlexaFluor488-cholera-toxin. 
The two anti-bodies that were chosen were SMI-32 which is an antibody against 
neuro-filament H, and has purported to be specific for a subset of RGCs and is 
present in layers 2/3 and 5 of V1, it also highlights the dLGN. Anti-m2AChR 
was also used as it has been reported to selectively stain layer 4 of V1 which is 
where the thalamic afferents from the dLGN project therefore it seemed worth 
investigating its expression in the dLGN. However, to truly confirm the topology 
of the dLGN a tracer that labels the all RGCs can be useful to directly confirm 
the exact boundaries of the dLGN. However the disadvantage in using 
AlexaFluor488-cholera toxin is that there is no possibility of investigating the 
thalamo-cortical projection with both red and green RetroBeads (see following 
chapters). 
 
Qualitatively it can be seen that the LGN boundaries is not straightforward, 
especially at the posterior and anterior poles. For example for the same section 
acquired with typical brightfield imaging and darkfield imaging produces a 
different ventral boundary (marked by * in Figure 2.5T and W). In addition it can 
be seen that the anterior pole of the dLGN is hard to define as there is a large 
amount of variation with the size and location of the dLGN (Figure 2.6C, F, H, 
Figure 2.5 – Evaluation of the consistency of the dLGN shape.  (A-R) Images without  dashed 
lines. Multiple ways of indentifying the dLGN were evaluated including brightfield (A-C), 
darkfield of the same animal as A-C (D-F). Immunostaining of neurofilament H with the SMI-32 
antibody (G-I), and the m2AChR antibody (J-L), and Cholera-toxin (M-O), and DAPI staining 
(P-R). These images were then used to identify the boundaries of the dLGN (S-AJ, yellow dashed 
lines). It is clear that there is a large degree of consistency particularly in the posterior and central 
sections. However, there is a fair degree of variance when it comes to the anterior portion. It 
appears that the shape varies dramatically between the different means of identify the boundaries 
of the dLGN. Images were taken using x10 objectives, all scale bars shown are 500µm. 
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K, and N). The most robust technique is the cholera-toxin as it is specifically 
labelling the RGC inputs to the dLGN and therefore, we can be fairly confident 
that the dLGN is labelled sufficiently. However there are some factors we must 
be aware of. Firstly, the whole of the eye must be filled with cholera-toxin in 
order for the whole of the dLGN to be labelled (to correct for this the retinae 
were flat mounted and imaged to see the extent of the label). If the retina is not 
completely filled it could result in an under-estimate of the dLGN. Secondly, 
there will be portions of the dLGN which do not receive any contralateral retinal 
input. Were these to abut the dLGN margins (e.g. in mutant animals) this might 
introduce errors. Finally, retino-recipient zones adjacent to dLGN (e.g. IGL and 
vLGN) will also be labelled.  
 
However it is worth noting that although the sections come from approximately 
the same regions (posterior, central, anterior) there is some variation in shape of 
the dLGN, again especially at the poles. Another contributory factor may be 
variations in the plane of sectioning away from the coronal.  
 
2.3.1.2 – Establishing the consistency of the dLGN volume and surface area 
shape in the Adult 
Given possible variations in defining the boundaries of the dLGN due to either 
technique and/or operator variability, it seemed important to assess this 
quantitatively before proceeding with investigating different techniques for 
registering the sections in 3D. Comparisons of individual sections can provide an 
indication of operator variability and, comparisons of volume and surface area 
when reconstructed from serial sections also provide information about the 
effectiveness of different methods for visualisation, this is shown in figure 2.7. 
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To quantitatively assess the volumes and surface areas of each animal were 
measured by tracing round the dLGN borders of every 50µm section that 
contained the dLGN in a similar manner to the sections shown in figure 2.5S-AJ. 
Each animal was imaged under brightfield and darkfield conditions, if there was 
an additional mode of acquisition (e.g. SMI-32 antibody staining, or labelling 
with CTB-488). Each mode of acquisition was performed 6 times, three going 
from posterior to anterior, and three going from anterior to posterior (see figure 
2.6A) 
 
Figure 2.6 – Method for quantifying the dLGN volume and surface area. (A) Flow chart 
detailing how the sections from each animal were quantified (B-D) Example traces from a 
brightfield images (B = posterior, C = central, D = anterior). The area and perimeter from the 
resulting roi (yellow line) was measured in imageJ and can be seen in figures 2.7 and 2.8. (E-G) 
Example traces from an animal intra-occularly injected with Cholera Toxin, measurements for 
the area and perimeter of each roi (yellow lines) were calculated in a manner identical to the 
brightfield images.  
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In addition this data can be compared to published data for the C57/Bl6J mouse 
LGN volume (Seecharan et al. 2003). Therefore, sequential coronal sections of 
the dLGN were imaged and the boundaries of the dLGN were traced in imageJ 
which can be used to measure the area of each coronal area and its perimeter 
which when summated relate to the volume and surface area respectively. 
Overall, the total volume of the dLGN in all our measurements (mean ± SEM; 
0.28mm3±0.003; number of trials=66; number of animals=8) was close to that 
published (Seecharan et al. 2003); 0.30±0.02; n=8).  
 
However, we also wanted to investigate the spread across animals (Figure 2.7A 
and B), means of identifying the dLGN (figure 2.7 C and D), consistency of 
identification (figure 2.7 E and F), and whether measuring began at the anterior 
or posterior pole (figure 2.7 G and H). By using a one-way ANOVA with 
Figure 2.7 – Quantification of the dLGN section areas and dLGN volume. (A, C, E, G) The 
mean trace of each dLGN section is normalised to the start point for different parameters, the error 
bars represent the standard error of each section. *=p<0.05, **=p<0.01, ***=p<0.001. (A) 
Variation between animals. Clearly there is a consistency of measurements across the posterior 
portions (earlier sections), while the anterior sections appear to be less consistent, both between 
animals (increased gap between the lines) and within animals (larger error bars). The only 
significant difference was for GM515 and GM686, (1 Way ANOVA, with bonferroni post-hoc 
test, n=18, p=0.027). Colour code is on the right of the graph (B) Despite the variation visible in 
(A) there is no significant difference (p>0.05, 1 way ANOVA) in the overall volume of the dLGN 
as measured between animals. Colour code is as (A) with dark blue as the mean value (dashed 
line) (C) The variation for different means of visualising the dLGN. As with the animal traces, 
there is a consistency of measurements across the posterior portions (earlier sections), while the 
anterior sections appear to be less consistent, both between acquisition types (increased gap 
between the lines) and within acquisition type (larger error bars).The only difference was for 
m2AChR and cholera toxin, (1 way ANOVA, bonferroni post-hoc test, p=0.007, n=12). Colour 
code is on the right of the graph. (D) Despite the variation visible in (C) there is no significant 
difference (p>0.05, 1 way ANOVA) in the overall volume of the dLGN as measured between 
different modes of acquisition. Colour-code is as (C), with dark blue as the mean value. (E) 
Variation in user error. All measurements appear similar with a little more error in the anterior 
portions. There was no significant difference between any of the trials, (1 Way ANOVA, p>0.05). 
Colour code is on the right of the graph. (F) There is no different in volumes between the different 
trials either (1 Way ANOVA, p>0.05). (G) Variations with starting point of measurements. Which 
shows no significant difference (1 Way ANOVA, p>0.05) although there is a slight difference in 
the anterior portions of the dLGN was visible. (H) The volumes remained unchanged too (1 Way 
ANOVA, p>0.05). (I) A histogram displaying all the different measurements, which shows a wide 
spread of geniculate volumes. 
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bonferroni post-hoc tests, there is no significant difference in total volume 
between animals, technique of identification, performance variation, and 
sequence variation. This suggests that on a macro scale there is enough 
consistency to assume that the LGN is of a similar volume. However, it must be 
noted that while our measurements are within the SEM limits of the published 
areas, they are still lower. This is probably due to the fact that Seecharan et al ’03 
used coronal sections of 150 µm whereas our methodology utilises sections of 
50µm which are theoretically more accurate provided thinner sections are not 
prone to more distortions.  
 
Our data can be analysed further by comparing the area of each individual 
section. By simply observing the curves of the areas produced it appears that 
there is relatively more noise in the anterior sections of the dLGN which is most 
likely due to an inability to clearly determine where the boundary of the dLGN 
is. This is clearly shown in the technique variation plots (figure 2.7 C) where the 
dLGN areas were measured using intra-ocular cholera toxin injections which 
have labelled up the RGC axons that project to the retino-recipient areas (SC, 
dLGN, and other minor visual areas). Using cholera-toxin provides a gold 
standard measurement of the volume of the dLGN as the borders can be clearly 
elucidated. It can be seen that there is a gross over-estimation of the anterior pole 
of the dLGN with other techniques however measurements in the central and 
posterior portions of the dLGN appear to be consistent across the various 
imaging techniques. This variation can also be seen regardless of which pole is 
measured first (figure 2.7G) although measurements beginning at the posterior 
pole show that the dLGN is recorded as smaller (and therefore closer to the gold 
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standard of intra-ocular cholera-toxin injections) than those beginning at the 
anterior pole. To statistically analyse these curves One-Way ANOVAs with pot-
hoc tests were then performed for each of the variables that were of interest. Our 
results showed that there was a significant difference between animals GM515 
and GM686 (One-way ANOVA with Bonferroni post-hoc tests, n=18, p=0.027), 
and between dLGNs indentified by anti-m2AChR and those identified by 
cholera-toxin (One-way ANOVA with Bonferroni post-hoc tests p=0.007, n=12). 
However, differences are visible in the central regions of the dLGN, while the 
differences at the anterior pole are not sufficiently significant as the m2AChR 
more or less overlap the other acquisition techniques. The differences are most 
likely due to the fact that in those central portions the m2AChR  technique is the 
smallest whereas the cholera-toxin is the largest. However, as the overall volume 
is not changed it was deemed that these effects were not an issue to be concerned 
about. Although, we have decided to focus on beginning at the posterior pole as 
it was consistently easier to spot. 
 
To conclude the volume and areas of sections of the dLGN are surprisingly 
consistent, although there is a small degree of variation. However, the majority 
of the variance lies within the anterior pole of the dLGN and as it is a small 
portion of the total volume it does not play a significant role in the overall 
volume. This error is probably due to the difficulties in defining the dLGN 
borders at the anterior pole. Therefore it is not a variation in the volume of the 
dLGN but the inaccuracy of the measurements. 
Similar measurements were performed for the perimeters of each section, and 
therefore the surface area of the dLGN (figure 2.8). These measurements should 
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be more noisy as small changes in the shape of the dLGN can have a relatively 
larger effect on the perimeter/surface area than the area/volume. Therefore when 
a one-way ANOVA was performed there was no discernable difference between 
the animals, the technique, user, or sequence. However, when comparing 
individual sections (i.e. curves – figure 2.8A,C,E, and G) observationally they 
appear more noisy than the area curves, which demonstrate that perimeter 
measurements are more sensitive to user error. 
 
 As a result the one-way ANOVA for variation between animals across sections 
show far more significant differences (GM448 and GM449, p=0.009, n=24; 
GM448 and GM686, p=0.005, n=18; GM449 and GM515, p=0.007, n=24; 
GM514 and GM515, p=0.043, n=18; and finally GM515 and GM686, p=0.003, 
n=18).. This could be for several reasons, firstly the topology between individual 
animals could be variable, in addition it could also be due to the slight changes in 
the plane of sectioning which are subsequently masked by the technique, 
performance, and sequence measurements. Once again there was a significant 
difference between the m2AChR and cholera-toxin (One-way ANOVA with 
Bonferroni pot-hoc tests, p=0.011, n=12). However much like the areas for each 
section it appears that differences are not necessarily a substantial error. Rather 
the differences are a cumulative effect of errors. It is also worth noting that the 
anterior perimeter with cholera toxin is visually smaller and that the dLGN ends 
early than previously thought. The other statistics corroborate what was found 
with the areas and volumes. 
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In conclusion, it can be seen that although there is a minor amount of difference 
between animals it is not deemed to be enough to make placing dLGN sections 
into standard space impossible. Furthermore, it can be seen that errors in the 
anterior portion of the dLGN which is due to the dLGN being difficult to spot, 
and that all measuring techniques used apart from the cholera-toxin are prone to 
over-estimating the anterior pole and underestimating central regions. This is 
most likely due to white matter masking label in central portions and the lack of 
white matter boundaries in the anterior portions of the dLGN. 
 
2.3.2 Internally Aligning the 3D dLGN 
In the following sections of the Results, we investigate three different protocols 
for aligning serial sections to give the correct 3D shape of the dLGN only from 
data contained within the stack. The format of figures 2.7, 2.8, 2.11 (i.e. x10 
objective images) have the same basic format. Example sections in the coronal 
plane are shown for posterior, central and anterior portions of the dLGN, the 
corresponding virtual horizontal (middle column) and sagittal (right column) 
Figure 2.8 – Quantification of the dLGN section perimeter and dLGN surface area. (A, C, E, 
G) The mean trace of each dLGN section is normalised to each start point for different parameters, 
the error bars represent the standard error of each section. *=p<0.05, **=p<0.01, ***=p<0.001. 
(A) Variation between animals is greater than the area variation. With many animals different to 
each other (1 way ANOVA with bonferroni post-hoc tests). It also appears that the central and 
anterior portions have more noise. Colour code is on the right of the graph (B) Despite the 
variation visible in (A) there is no significant difference (p>0.05, 1 way ANOVA) in the surface 
area of the dLGN as measured between animals. Colour code is as (A) with dark blue as the mean 
value. (C) The variation for different means of visualising the dLGN. This displays more 
consistency than the animals with the only difference being between m2AChR and cholera toxin 
(1 Way ANOVA, bonferroni post-hoc test, p=0.011, n=12). Colour code is on the right of the 
graph. (D) Despite the variation visible in (C) there is no significant difference (p>0.05, 1 way 
ANOVA) in the surface area of the dLGN as measured between different modes of acquisition. 
Colour-code is as (C), with dark blue as the mean value. (E) Variation in user error. All 
measurements appear similar with a little more error in the anterior portions. There was no 
significant difference between any of the trials, (1 Way ANOVA, p>0.05). Colour code is on the 
right of the graph. (F) There is no different in surface area between the different trials either (1 
Way ANOVA, p>0.05). (G) Variations with starting point of measurements. Which shows no 
significant difference (1 Way ANOVA, p>0.05) although there is a slight difference in the anterior 
portions of the dLGN was visible. (H) The surface area remained unchanged too (1 Way ANOVA, 
p>0.05). (I) A histogram displaying all the different measurements, which shows a wide spread of 
geniculate surface areas. 
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sections are displayed in the same row. The yellow cross-hairs indicate where the 
virtual planes of sectioning have taken place. Insets display the MRI template 
virtually sectioned at a relatively similar location to the registered stack. This 
allows for the quality of alignment to be visually assessed Red dashed lines 
indicate the lateral boundary of the optical tract, while the green dashed line 
indicates the dorsal surface.  
 
For images acquired using the x2.5 objective (figures 2.11, 2.12, 2.13, 2.14, 2.15, 
2.16, 2.17 2.18, and 2.19) the posterior (A), central (B), and anterior (C) portions 
of the dLGN were assessed. The main image is the coronal section, with the 
virtual horizontal (below) and sagittal (right) sections being placed next to the 
coronal image. The yellow cross-hairs perform the same function as the x10 
objective images. While the dashed lines draw attention to various neural 
landmarks to allow comparison with the MRI template (right column).  
 
In order to accurately asses the quality of the registration; three different animals 
were used for each of the different means of acquisition and algorithms. 
However, in order to reduce the number of figures produced while still allowing 
for a fair assessment of the algorithms only one example animal is displayed 
throughout this chapter.  
 
2.3.2.1 An investigation into StackReg as a 3D reconstruction method 
StackReg at x10 
Very little has been studied in terms of proper 3D reconstruction in the mouse 
dLGN. However, (Speer et al. 2010) have been able to produce a 3D model of 
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the ferret dLGN using the imageJ (Rasband 1997) plugin StackReg (Thevenaz et 
al. 1998) which attempts to match intensities between sections of the same stack. 
This could be a possible way with which to place our sections into 3D alignment. 
It has the advantage of being quick and does not rely on a large amount of user 
input. Furthermore, it can be set to ‘rigid manipulation’ in order to prevent the 
stretching and distortion of images from forcing a match in intensity, 
 
Figure 2.9 shows the outputs of StackReg with a x10 stack of brightfield images. 
Initial observations appeared positive, as the image looked well organised with 
the axonal tracts clearly visible with very little jitter in the virtual orthogonal 
views of the whole stack (virtual horizontal, and virtual sagittal; Middle and right 
columns of Figure 2.9, see Figure 2.4 for a demonstration of these planes), and 
even across all the sections (Posterior to Anterior; Figure 2.9 A, B, and C). 
Specifically, for the horizontal sections we can see a very clear lateral boundary 
(red dashed line) where the darker pixels represent the optic tract. As you look 
along the AP axis (up and down) you can see that the optic tract is consistently in 
the same location suggesting that StackReg has matched up the images well. In 
addition we can see the medial border of the dLGN well which means that post-
StackReg the shape of the dLGN is much like a ‘D’ shape. Assessing the quality 
of the virtual sagittal sections is also helpful. The dorsal surface of the dLGN 
(dashed green line) appears to be as nicely aligned as the lateral boundary, 
although it is not as straight as the lateral edges. In fact it can be described as 
undulating. The efficacy of the registration also seems positive as the ventral 
boundary can also be seen meaning the dLGN is shaped rather like an oval. 
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However, there appear to be several problems with this alignment. Firstly, there 
is a large amount rotation present in the sections, more so that was observed 
when the sections were mounted and cover-slipped, where the midlines were 
roughly lined up (leftmost column, Figure 2.9). Furthermore, this rotation 
appears to increase the more anterior the section is. This suggests a problem in 
registering the sections accurately.  
 
This problem can be clearly seen when comparing sections to the same region of 
an MRI of the dLGN (extracted from a freely available atlas provided by (Ma et 
al. 2005). The lateral pial surface on virtual horizontal sections (red dashed line, 
Figure 2.9, middle column) appears to be straight in the histological sections 
while its true curvature is apparent in the MRI stack (red dashed line, Figure 2.9, 
middle column insets). This issue is also present on the dorsal pial surface that is 
visible on virtual sagittal sections (dashed green line, Figure 2.9, right-most 
column) where the histological sections produce a straight line and the MRI 
insets show a notably more distinct curvature. 




Figure 2.9 – StackReg creates an inaccurate dLGN at x10. Left column is coronal sections, 
the middle column is the corresponding virtual horizontal section, and the right column is the 
virtual sagittal section. Red and green insets display the MRI template, showing the true portion 
of the dLGN, while the blue insets show the virtual stack without any lines. Red dashed lines 
show the lateral pial edge of the dLGN, and the green dashed lines show the dorsal pial surface. 
(A) The central portion of the dLGN shows the consistency across all three orthogonal views 
with smooth lines; however the topology of the stack does not match that of the dLGN in the 
MRI. The posterior portion (B) and the anterior portion (C) of the dLGN displays identical 
trends. It also appears that the rotation increases from posterior to anterior. 
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It seems that while the sections appear in register, they are in fact in tight register 
to something else apart from the dLGN. This could be for several reasons. 
Firstly, it could be that brightfield acquisition provides an inadequate 
representation of the dLGN such that the registration is either too biased or not 
biased enough to the optic tract. Secondly it could possibly be due to not having 
enough information to register. Perhaps a lower power image would be helpful to 
place in register as it may provide more features which can be used to aid 
registration. Finally, it could be using too much information i.e. structures 
extraneous from the dLGN. This is particularly true of the hippocampus and 
cortex which have a tendency to flap over or away from the midbrain. It may be 
that the inaccurate registration is due to the registration to features other than the 
dLGN. Clearly, all three of these possibilities must be investigated. 
 
It seemed easy to initially use the darkfield images of the same dLGN in order to 
provide a fair comparison to the previous attempt at registration. Darkfield 
images were taken immediately after the brightfield acquisitions were taken. This 
has ruled out the possibility of warping due to sections drying out, or being 
incorrectly mounted, and ensures exactly the same number of pixels are used in 
the registration.  
 
Chapter 2 – Establishing the 3D Nature of the dLGN and V1 
 94
 
Figure 2.10 – StackReg creates an inaccurate dLGN with darkfield x10 sections. 
Organisation is identical to figure 2.9, as is the stack. Red and green insets display the MRI 
template, showing the true portion of the dLGN, while the blue insets show the virtual stack 
without any lines Demonstrating that there is no difference between brightfield and darkfield 
acquisition at x10. The same rotations are shown at central portions (A), posterior portions (B), 
and anterior portions (C). 
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It is clear that the method of acquisition does not have any influence on the mis-
registration of the dLGN as the same inaccuracies are present. The over-rotations 
are still present and more likely in anterior sections. In addition, the lateral pial 
surface still appears to be straighter (red dashed line, Figure 2.10, middle 
column) as does the dorsal surface (green dashed line, Figure 2.10, right column) 
than in matching MRI sections. This is despite our hopes that the darkfield 
images would provide a better registration owing to the fact that axonal tracts can 
be clearly seen running throughout the dLGN.  
 
Therefore we can conclude that, darkfield acquisition does not improve imaging, 
and in fact can produce a worse registration than the brightfield stack. This could 
be due to the presence of additional information which is unique to each dLGN 
section which could bias the alignment. It is possible that the dLGN is not the 
best structure to base our registration on and therefore a lower power image of 
the thalamus and midbrain may result in a more accurate registration when 
compared to the MRI standard. 
 
2.3.2.2 – StackReg on Low Power Images 
Therefore, in an attempt to produce a nicely registered dLGN, it may be 
necessary to provide the StackReg algorithm more information by using a 
objective with a lower magnification in order to hopefully provide the algorithm 
more landmarks with which to correctly align the sections. Clearly using a lower 
magnification hinders the ability to visualise the dLGN, particularly when it 
comes to imaging labelled cells. However, it can provide a useful intermediate 
step of corrected sections from which we can then register the higher 
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magnification images to. Therefore the same brains were imaged at x2.5 with 
brightfield and darkfield acquisition settings, and then run through StackReg 
once again. 
 
It can be seen that coherence across sections appears to be good, although a little 
less smooth than the x10 objective stacks. On virtual horizontal sections, the 
dLGN boundaries (red dashed line, left column figure 2.11) are slightly jittery 
however there appears to be more of a shape to the dLGN, however when 
compared to the MRI sections the curvature is still significantly different. On 
virtual sagittal sections we can see that there is no improvement on the dLGN 
dorsal pial surface (green dashed line, left column, figure 2.11). As with the 
horizontal sections there is an increased amount of jitter compared to the higher 
power images which suggests that this method is not ideal. This is illustrated by 
the white matter tract that lies underneath the cortex (dashed orange lines, figure 
2.11) where in the MRI stack there is a regular consistent curvature that heads 
ventrally (right column, figure 2.11) whereas in the low power brightfield stack 
there is only a slight curvature that appears to be equally distributed across the 
stack (i.e. the apex of the curve is located centrally). It is also worth noting that 
there appear to be batches of sections which are in alignment followed by a large 
displacement, this is particularly noticeable in the axonal white matter tract in the 
central portion (orange dashed line, figure 2.11B), and can also be seen in the 
dorsal surface of the dLGN (green dashed line figure 2.11B,C). These 
displacements/jitter are much large than would be expected by noise particularly 
as with the x10 images the jitter is not noticeable at all. 
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Figure 2.11 – StackReg creates an inaccurate dLGN at x2.5 The hope of providing more 
information to StackReg to produce an accurate dLGN appears to have failed. Our investigations 
into the efficacy of the x2.5 sections were carried out on orthogonal views posterior (A), central 
(B), and anterior (C) areas of the dLGN. In horizontal sections, the shape of the dLGN (red 
dashed lines) is closer to the MRI template, than the high power images. However in all three 
aspects it is much larger than the MRI template. The dorsal surface (dashed green lines) of the 
dLGN, and the white matter tract in the cortex (dashed orange lines) are very jittery and do not 
match the MRI template. When viewed in the sagittal plane. 
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This may be due to a shift in the contribution of various landmarks, as the 
algorithm moves between stacks. For example, if for more posterior sections the 
hippocampus is used, followed by the midline for more anterior sections then at 
the transition point there will be a noticeable shift in the position of the sections. 
This alignment was also carried out on darkfield images captured directly after 
the brightfield images, in order to confirm that this was not an acquisition 
problem (data not shown). Exactly the same errors in registration were present 
implying that it is something associated with the section itself. 
 
One new source of error in the low power stacks could be the fact that, 
particularly for more posterior sections the hippocampus and cortex is not always 
directly attached to the dorsal surface of the thalamus and as a result is prone to 
movements during mounting. This could provide conflicting information to the 
algorithm and so result in the incorrect alignment seen. To correct for this the 
cortex was cropped from the image and the stacks put through register once 
again. 
 
The cropped stack has produced a better curvature than any other stack so far. 
The shape of the dLGN on virtual horizontal sections (red dashed lines, left 
column, figure 2.12) appears smooth and also seems to be a similar to the dLGN 
shape of the corresponding MRI (red dashed lines, right column, figure 2.12). 
However, the coronal sections are still increasingly rotated as they become more 
anterior.  
Chapter 2 – Establishing the 3D Nature of the dLGN and V1 
 99
 
Figure 2.12 – StackReg creates an inaccurate dLGN with cropped x2.5 images. To attempt to 
remove the error associated with the x2.5 sections the cortex was digitally cropped and run in 
StackReg. Stacks were analysed at posterior (A), central (B), and anterior (C). In horizontal 
sections, the dLGN (red dashed lines) matches the MRI template more than figure 2.11. However 
the midline (dashed orange lines) is jittery and instead of being straight it is now drifting. The 
sagittal view shows a similar shape of the dorsal surface of the dLGN (dashed green lines). 
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Also, the midline (dashed orange lines, figure 2.12) which is straight in the MRI 
template, becomes more tilted in virtual horizontal section through anterior 
dLGN. Finally, the dorsal surface of the dLGN (green dashed lines, figure 2.12) 
is still relatively flat compared to the MRI stack. 
 
Therefore the cropped thalamus has provided a encouraging improvement 
compared to the uncropped low power atlas. This is due to the removal of 
extraneous information which was hindering the efficacy of the algorithm. Could 
it be that by cropping the high resolution images of the dLGN (using the x10 
objective) we can finally produce an accurate 3D volume of the dLGN? 
Therefore, the dLGN of both x10 darkfield and brightfield images were cropped 
to remove the hippocampus and cortex.  
 
As before there was no difference between the brightfield and darkfield 
alignments and so we have focussed on the brightfield acquisitions for the sake 
of time. Unfortunately, the removal of non-thalamic elements did not change 
anything when compared to the originally registered images at high 
magnification. This can be seen in the lateral edge of the dLGN in virtual 
horizontal sections (red dashed lines, middle column, figure 2.13) which has 
once again resorted into producing a straight line and the same can be said for the 
dorsal surface in the virtual sagittal sections. 
2.3.2.3 – Conclusions from StackReg Investigations 
As a result of these studies into the feasibility of using StackReg, it is clear that 
while internally the sections appear in register, and therefore giving the illusion 
of a correct alignment. When compared to the MRI which has not been altered  
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Figure 2.13 – StackReg creates an inaccurate dLGN with cropped x10 images. 
Owing to the improvement achieved by removing the cortex digitally, this was also tried on x10 
magnification images in the hope that it would produce a reliable reconstruction. For Posterior 
(A), Central (B), and Anterior (C) sections the same inaccuracies were present as with figures 2.8 
and 2.9 such that the lateral and dorsal surfaces were straight. 
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the shape of the dLGN is distinctly different, and so therefore cannot be used to 
explore the nature of the dLGN in 3D.  
 
The reason why StackReg does not work is the problem that can be described as 
turning a banana into a sausage (figure 2.14, (Malandain et al. 2004). Or in more 
technical terms the optimal solution that provides the most mutual information is 
not the original solution. This is because too much of the original information is 
lost in the sectioning (figure 2.14B), digital acquisition (figure 2.14C), and 
mounting (figure 2.14D). As a result the unequal natural curvature of the dLGN 
is evened out across the both edges of the dLGN. Or as in the case of StackReg, 
the areas of greatest contrast are made to be as close to each other as possible, 
which results in the straight edge of the lateral and dorsal edge.  
 
Figure 2.14 – Turning a Banana into a Sausage, the difficulties of 3D reconstruction. (A) 
Original banana. (B) Sectioned material. (C) Digitised images of the sections. (D) Digitised 
images have no information regarding their position. As a result the realigned sections (E) bear 
no relation to the original shape (F). Image taken fr 
 
3.3.2.3 An investigation into TrakEM2 as a 3D reconstruction method 
A possible way in which to counter act this problem is to manually align the 
sections using another imageJ plugin TrakEM2 (Cardona et al. 2010) available in 
the set of plugins Fiji (Fiji Is Just ImageJ; (Schindelin et al. 2012). TrakEM2 is 
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designed to place serial sections of electron microscope manually into register. 
The manual alignment is on a slice by slice basis with the previous section acting 
as a template for the current slice to be transformed. Furthermore, as it manually 
aligned we can prevent any aberrant rotations that occur in the StackReg. Initial 
realignments were carried out using the whole of the thalamus, and it was 
discovered that darkfield images were easier to realign than the brightfield owing 
to the visibility of the white matter tracts in the darkfield images. 
 
The first attempt shows that the dLGN is a smooth coherent shape, however as 
before with StackReg, the lateral surface of the dLGN (dashed red line, figure 
2.15 left column) or the dorsal surface (dashed green line, figure 2.15) it bears 
little resemblance the true dLGN shape in the MRI template. This can be further 
highlighted by the shape of the midline of the thalamus/midbrain. Instead of 
being straight the midline (dashed orange line, figure 2.15) appears to be curved.  
 
This can be demonstrated further by not only looking at alignment in the dLGN 
but also assessing more medial structures. The anterior commissure is an ideal 
candidate as it runs centrally through the anterior-posterior axis at approximately 
the same sections as the dLGN. Furthermore, it is easy to visualise as an area of 
high contrast, and it runs straight through the midbrain and therefore we should 
be able to see a straight line consistently across all virtual sagittal sections that 
contain the anterior commissure. When looking at the anterior commissure (red 
arrow heads, figure 2.16) we can see that after putting the sections through the 
TrakEM2 program the anterior commissure is only visible in the central portion  




























Figure 2.15 – TrakEM2 produces an inaccurate dLGN. TrakEM2 was trialled to prevent the 
inaccuracies such as those produced by StackReg. For posterior (A), central (B), and anterior (C) 
portions of the stack the dLGN is clearly visible however the shape is similar to those produced 
by StackReg. Where the lateral and dorsal surface (red and green dashed lines respectively) are 
straight instead of curved. This is inaccuracy is also shown by the curvature of the midline 
(dashed orange lines) in the stack when it should be straight 




Figure 2.16 – TrakEM2 also produces an inaccurate anterior commissure. As the dLGN 
shape was inaccurate, it was decided to investigate other anatomical landmarks in the x2.5 image. 
The anterior commissure was chosen as it is a feature that is straight and runs through all 
sections. Therefore any curvature suggests an inaccuracy in the registration protocol rather than 
variability in the sections. For posterior (A), central (B), and anterior (C) portions of the stack the 
anterior commissure clearly visible (red arrowheads). However unlike the corresponding MRI 
template the anterior commissure is curved along the ML axis, not straight. This is confirmed by 
the curvature of the midline (dashed orange lines) in the stack. This indicates that TrakEM2 
registration has not successfully produced a 3D dLGN. 
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of the dLGN. This means that the anterior commissure is now curved along the 
medio-lateral axis in a banana-like fashion, where the anterior and posterior 
portions of the anterior commissure are more lateral. This is much similar to the 
midline that is produced by TrakEM.  
 
Both StackReg and TrakEM2 fail to recover the shape of the dLGN, with the 
best results coming from cropped low-power images. However, here the 
reconstructions produce abnormal midlines, which are curved or tilted. This may 
be having an effect on the shape of the dLGN, explaining why our re-alignments 
were not satisfactory. What happens if the mid-lines of the sections are 
constrained to be aligned. This also reduces the manipulations that are varied 
down to one rotation and one axis of translational movement (dorso-ventral). As 
the medio-lateral position of the sections should be correct. The midline can be 
correctly aligned by overlaying a grid so the midline can be place in the correct 
ML location. 
 
Utilising this new system of realignments in TrakEM2 our initial observations 
suggest that the alignment is good. The midline (orange dashed line, figure 2.17) 
is nicely straight on all the virtual horizontal sections. The apparent rotation of 
the anterior section (left column, figure (2.17C) is a false negative as the midline 
is in register but the original acquisition has a markedly different rotation than 
the other sections. In addition the anterior commissure is roughly straight with a 
slight amount of jitter and matches the MRI template nicely even down to the 
angle of the anterior commissure (red arrowheads, figure 2.17).  













































Figure 2.17 – TrakEM2 alignment to the midline has an accurate anterior commissure. As 
TrakEM2 registration to the dLGN was inaccurate. It was decided to investigate the possibility of 
registering the sections to a stronger feature such as the midline of the brain. For posterior (A), 
central (B), and anterior (C) portions of the stack the anterior commissure clearly visible (red 
arrowheads). Even across all portions of the AP axis. The shape of the anterior commissure is 
also fairly similar to the MRI template. In addition the midline (orange dashed lines) is more or 
less straight with a minor amount of jitter. This suggests that TrakEM2 may have been successful 
although the structure of the dLGN must be investigated. 
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However when looking at the dLGN it is apparent that the registration is not as 
accurate as appears from figure 2.17. When observing the posterior portion of the 
stack the virtual sagittal section through the dLGN (red dashed lines, figure 
2.18A) looks to be approximately the correct shape although slightly too large. 
However when looking at the dorsal surface of the dLGN (green dashed lines, 
figure 2.18A) it is apparent that this produces an inaccurate shape. Firstly there is 
a large amount of jitter and also a form that doesn’t match that of the MRI. These 
errors are compounded as the stack moves more anteriorly. Even though the 
midline (orange dashed lines, figure 2.18) is still straight, the shape of the dLGN 
is completely lost for both the virtual horizontal, and virtual sagittal sections (red 
and green dashed lines respectively, figure 2.18B and C). 
 
To conclude TrakEM2 is not an adequate solution for our realignment 
requirements. In addition to being rather time consuming it does not produce an 
accurate shape of the dLGN. This is most likely due to difficulties in registering 
the midlines and the pial surface accurately. There could be several reasons for 
these inaccuracies. Firstly, it could be that the midline and dLGN are sufficiently 
distorted that alignments to one or the other will cause the other to be 
significantly out of register. This could be due to either distortions induced by the 
sectioning and mounting, or alternatively there could be non-uniform shrinking 
across sections. To correct for these non-rigid transformations such as affine 
transformations (e.g. stretching and shrinking) can be applied. Secondly, it may 
be that the midline is not a good positional marker for lateral features such as 
dLGN.  















































Figure 2.18 – TrakEM2 alignment to the midline produces an inaccurate dLGN. Even 
though realignment to the midline has produce a correctly registered central portion, the dLGN is 
clearly out of register. For posterior (A), central (B), and anterior (C) portions of the stack the 
dLGN is clearly visible. While the midline is still consistent, the dLGN in horizontal sections (red 
dashed lines) is not coherent and is largely jittery. The same can be said for the dorsal surface of 
the dLGN in the sagittal view (dashed green lines). This has no similarity to the MRI template. 
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2.3.2.4 Using ImageJ to manually realign sections, using the MRI as a guide 
A simple method to try and correct for these distortions is to simply use the rigid 
transformations as available on imageJ (rotations and X and Y movements) and 
attempt to match the landmarks of the MRI template, which can be compared to 
the histological stack visually. Both the stacks can be displayed with their 
orthogonal views (i.e. virtual horizontal and sagittal sections) and the 
transformations can be performed on the histological stack in order to produce a 
visually similar realigned stack. This is done purely on the visual assessment of 
both stacks rather than a specific plug in. The two landmarks chosen as a first 
study were the anterior commissure and the pial surface of the dLGN which are 
both high contrast areas which in stacks are easy to differentiate. The anterior 
commissure was our first attempt as it is clearer than the dLGN and as previously 
discussed runs straight 
 
It is clear that the anterior commissure is in near perfect alignment throughout all 
of the sections. (Red arrowheads, figure 2.19 right column). No jitter is visible as 
the sections have been translated in order to produce a smooth anterior 
commissure. In addition the midline appears to be in register in both the virtual 
horizontal sections which produce a straight line as well as the coronal sections 
where the midline appears to be perfectly vertical.  
 
However, when looking at the dLGN of this registered stack (left column, figure 
2.19) we can see that the realignment has not worked for the dLGN. For both the 
lateral and dorsal surfaces of the dLGN there is not a smooth consistent shape, 
meaning that this is not suited to being an accurate template of the dLGN.
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Figure 2.19 – Direct ImageJ Transformations with the anterior commissure as a guide. For 
posterior (A), central (B), and anterior (C) portions the anterior commissure (red arrowheads) is 
nice and consistent with a very straight midline (dashed orange lines). However, when looking at 
the dLGN we can see that in both the horizontal (red dashed lines) and sagittal sections (dashed 
green lines) the dLGN is the most jittery seen so far. 
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 However it does appear to produce a roughly accurate shape, if you interpolate 
the jitter of the dLGN. Particularly at the central and anterior portions of the 
stack (left column, figure 2.19B and C). It must be highlighted that the jitter is 
sufficiently bad that it is incapable of being of any use to describe projection 
lines. 
 
This jitter may be due to the fact that because the anterior commissure is fairly 
large and even in shape across the stack, one of the solutions that results in an 
ordered anterior commissure is not the true solution that also results in an 
ordered dLGN. Therefore attempting to realign the sections to the dLGN may be 
a better solution. 
 
Manually registering the sections to the dLGN can be done by trying to recapture 
the curvature of both the dorsal and lateral surfaces of the dLGN. In this case the 
dorsal surface of the dLGN is now accurately represented in the virtual sagittal 
sections (dashed green lines, left column, figure 2.20) as is the ventral surface. In 
addition the virtual horizontal sections display a nice coherent dLGN boundary 
which is approximately similar to the MRI template(dashed red lines, left 
column, figure 2.20). Although there is a noticeable amount of jitter it is not as 
substantial as those produce by TrakEM2. Unfortunately registering to the dLGN 
has resulted in the anterior commissure and the midline being distorted. In the 
anterior and posterior portions of the stack, the anterior commissure (red 
arrowheads, right column, figure 2.20) being much fainter if it is visible at all. 
This is because the anterior commissure is curved along the medio-lateral axis 
and is therefore it is unable to be seen on virtual sagittal sections. 















































Figure 2.20 – Direct ImageJ Transformations with the dLGN pial surface as a guide. For 
posterior (A), central (B), and anterior (C) portions the dLGN is smooth and consistent through 
all portions of the thalamus imaged (red and green dashed lines). However, the midline (orange 
dashed lines) is not straight in fact it is highly jittery unlike figure 2.16 This inaccuracy is also 
confirmed by the anterior commissure (red arrowheads) which is not as clear as when aligned 
with the anterior commissure as a reference. 
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 This curvature can be confirmed by the shape of the midline which is jittery and 
not at all straight. 
 
This means that with rigid transformations alone, we are in capable of aligning 
x2.5 sections in such a manner that the whole of the stack is in register. An 
explanation of this fact is that sectioning has induced so many distortions that it 
is impossible to register the sections with out some form of stretching and 
shrinking of sections. We cannot simply focus on aligning the dLGN alone as we 
are unsure if the errors are either at the anterior commissure, dLGN, or both. 
Therefore in order to correctly register sections they must be stretched, and 
moved in direct relation to the MRI template. 
 
2.3.3 Co-registration to the MRI template 
In the previous section, the MRI map was mostly used to assess the accuracy of 
the various 3D reconstruction protocols. Virtual horizontal and sagittal sections 
were compared with the equivalent MRI sections. In this section, we attempt to 
co-register that two image sets: histological and MRI. While this is more 
complex than the previous attempts at internally registering the stacks, it does 
posses several advantages. Firstly, it should produce a more accurate 3D 
reconstruction as the stack is being compared to unsectioned material. Secondly, 
it will place the sectioned material into standard space which will allow 
comparison across animals. This will also reduce the numbers of animals 
necessary to understand the geniculo-cortical projection. Here three methods are 
assessed; SPM8, NiftyReg, and Align3TP. SPM8 and NiftyReg are automated 
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software packages that are freely available online. While Align3TP is used to 
manually register the sections to the corresponding MRI section. 
 
2.3.3.1 SPM8 
For human experiments the realignment translations can be performed by freely 
available software called SPM8 (Statistical Parametric Mapping 8, 
http://www.fil.ion.ucl.ac.uk/spm/software/spm8/) which uses the MATLAB 
programming language and engine. It may be possible for us to utilise this code 
to register our sections into standard space. Our strategy to place the sections into 
standard space has to involve firstly placing the sections into internal register 
using a different set of algorithms than before, secondly matching the atlas to the 
sections so that there will be enough mutual information for the final step which 
is to co-register the registered sections to the MRI template.  
 
The first step of registration utilises the initial stack which has been roughly 
registered through StackReg (left column, Figure 2.21) to produce the registered 
stack. A whole host of different parameters were trialled in order to produce the 
best registration possible (middle column Figure 2.21). As we can see the 
registration has begun to recover the true shape of the dLGN. The dorsal surface 
(green dashed lines, figure 2.21) have gone from being in a straight line prior to 
SPM8 registration (left column, figure 2.21) to approximating the curvature of 
the true dLGN (middle and right columns respectively, figure 2.21). 
Furthermore, the shape of the dLGN in the virtual horizontal sections has begun 
to recovered with the posterior and anterior virtual horizontal sections producing 
a near perfect dLGN shape (red dashed lines, middle column, top and bottom  
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Figure 2.21 – SPM8 produces a nearly accurate dLGN. SPM8 is a series of MATLAB codes 
designed to co-register data sets which are from different modalities. However the first step is to 
internally co-register the data set to create a smooth 3D data set which can later be normalised to 
the MRI template. By converting the aligned x2.5 StackReg stacks (left column) through 
normalisation and co-registration in SPM8. The shapes of the dLGN is roughly reproduced, 
however the jitter is still present in the horizontal (dashed red lines) and sagittal (dashed green 
lines) views, even though the midline is perfectly straight. This step of the SPM8 process has 
worked well, however the realigned stack now needs to be fitted to the MRI template in order to 
place the data step into standard space. 
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rows, figure 2.21) in addition the midline of the stacks were still nicely straight 
(orange dashed lines, middle column, figure 2.21). This indicates that the whole 
of the image is now in registration. However, the registration is not perfect as can 
be seen in two ways; firstly in the central regions the shape is still not fully 
replicated to match the MRI template (red dashed lines, middle row, figure 2.21), 
and secondly there is still a little amount of jitter surrounding the boundaries of 
the midbrain.. In addition the stack is not yet placed into standard space which 
prevents pooling across animals to understand the projection as a whole rather 
than on the basis of individual animals. Therefore the co-registration step is still 
needed. 
 
Unfortunately, it proved impossible to co-register the histological sections to the 
MRI template. As when the stacks were placed into the program, errors resulted 
and the software was unable to carry out the co-registration. The first challenge 
was to attempt to match the resolutions of the template and the sections. This is 
critical as the algorithm utilise an intensity based voxel by voxel approach. There 
is a significant difference between the resolution of the MRI template (50µm x 
50µm x 50µm) and even the low power stack (2.5µm x 2.5µm x 50µm). 
Therefore two methodologies were attempted, firstly the MRI template’s 
resolution was increased by interpolating the intensity values for the new pixels. 
This produced difficulties owing to the size of the file, which meant that when 
the co-registration did run it took over a period of two days, before the computer 
ran out of memory.  
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Increasing the resolution of the MRI template exhausted the computational 
power available. Reducing the resolution of the histological sack is the obvious 
alternative with the proviso that histological detail may be lost. However, when 
this was done it was found that processing produced sinusoid like curves on the 
anterior and posterior edges of the stack (data not shown). A closer inspection of 
the stack revealed that this was the case for all of the sections as one could 
visibly see parallel sinusoidal curves throughout on virtual sagittal sections. 
Using sub-stacks containing different numbers of sections gave similar problems. 
Therefore the use of SPM8 for co-registration of our material to the MRI 
template was abandoned. 
 
2.3.3.2 NiftyReg (Aladdin and RegF3D) 
It was then decided to try and implement a different set of algorithms for the co-
registration portion of our analysis. NiftyReg is freely available and has 
previously been used to register histological sections of basal ganglia and lung to 
an established template. NiftyReg has several advantages, firstly it can split up 
the co-registration into two separate processes where Aladdin runs as a rigid set 
of transformations which is implemented in terms of a block matching approach; 
then f3d which is non-rigid (i.e. voxels can be warped and stretched) is applied. 
This is preferable as the minimum amount of distortions will improve the quality 
of the final image. Secondly, it is also quicker than SPM8 and so the process can 
be sped up dramatically.  
 
Sadly, this algorithm proved somewhat difficult to implement correctly. It 
appears as if the block matching algorithm did not work efficiently as the 
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histological sections are noticeably smaller than the MRI template. (figures 2.22 
and 2.23). In addition, the surfaces of the stack appear highly warped and 
deformed in a manner similar to that seen by SPM8 co-registrations. This is also 
an effect within the stack, which can be demonstrated by the structure of the 
anterior commissure (red arrowheads, figure 2.22). Although post co-registration 
the anterior commissure is obvious, instead of following a smooth ventro-
posterior to dorso-anterior path it is now irregular. RegF3D therefore has had to 
induce further deformations in order to push other landmarks such as the midline 
into register (orange dashed lines, figure 2.22 and 2.23). In addition when 
exploring the structure of the dLGN it is clear that the reg_aladdin algorithm has 
failed as the dLGN is not a smooth shape in either the coronal section or the 
virtual horizontal and sagittal sections (red and green dashed lines respectively, 
left column, figure 2.23). Therefore, it was concluded that the differences in 
resolution are too great for automated co-registration to be possible.  
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Figure 2.22 – NiftyReg produces an irregularly shaped anterior commissure. For posterior 
(A), central (B), and anterior (C) portions of the stack the anterior commissure (red arrowheads) 
is highly warped and not in a straight line unlike the MRI template. The stack also appears much 
smaller than the MRI template (right column) which may explain the wobbly nature of the 
commissure. 
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Figure 2.23 – NiftyReg produces a jittery dLGN. Although the midline of the thalamus 
appears to be straight (orange dashed lines) much like the MRI template (right column). The 
registration is inaccurate it appears that several of the sections have been merged together, which 
can be seen in the wave-like appearance of the anterior and posterior edges of the images. 
Furthermore the lateral (red dashed lines) and dorsal (green dashed lines) surfaces of the dLGN 
are not consistent (jittery). This is true for anterior (C), central (B), and posterior (A) portions of 
the stack. 
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2.3.3.3 Align3TP and RegF3D 
In a final attempt to get the sections registered with mouse MRI space, we 
investigated manual co-registration sections to the MRI template using the 
imageJ plugin Align3tp (developed by J. Anthony Parker, MD PhD, and 
available from http://www.med.harvard.edu/JPNM/ij/plugins/Align3TP.html). 
Although, this process may be time consuming if accurate it would allow us to 
place sections into standard space. Furthermore, by applying Reg_f3d onto the 
co-registered sections in a slice by slice basis we should be able to correct for 
any distortions to the slice that occurred during sectioning and mounting. In 
addition, as we are manually co-registering our sections to an MRI stack, there is 
no need to begin with low power images. We can begin with x10 images; this 
will help us save processing time.  
 
When we explore the finished stack we can see that the sections do produce an 
accurate three dimensional volume, which can firstly be see in the coronal 
sections that show the histological sections nicely mirror the location of the 
dLGN in the MRI images scaled to the same magnification as the sections (left 
column, figure 2.24). However the true test of accuracy is in the virtual sagittal 
(middle column, figure 2.24), and virtual horizontal (right column, figure 2.24) 
sections. In the virtual sagittal sections we can see that the curvature of the dorsal 
dLGN surface (green dashed lines, figure 2.24) of the histological stack is near 
symmetrical to the shape of the same boundary in the MRI template, across 
posterior, central, and anterior sections. Although at medio-anterior portions of 
the dLGN the boundary is less true, as the white matter tract runs straight in the 
histological sections. 













































Figure 2.24 – Align3TP and F3D produces an accurate dLGN. Sequential coronal images of 
the dLGN were manually aligned to the MRI template shown above each image (left column). 
With the corresponding Jacobean matrix displaying the warping performed by the F3D 
algorithms. By looking at the virtual sagittal (middle column) and horizontal (right column) it is 
apparent that the shapes are very similar to the MRI template. The reason for so much blank 
space is that the histological sections have now been placed into the same spatial co-ordinate 
system as the MRI template and the x10 image does not have a sufficiently large field of view to 
fill the entire MRI template 
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 However, at those locations there is a small proportion of the dLGN, and as 
discussed earlier (figure 2.7 and 2.8) it is hard to define the anterior pole of the 
dLGN and it is often over estimated. For the virtual horizontal sections no such 
trouble occurs and while there is a little jitter (approximately 15-20µm 
maximum) the shapes are similar and are relatively smooth.  
 
We can also record the transformations that have occurred in regf3d and display 
them as Jacobean matrices (insets on the histological sections, figure 2.24) which 
show similar manipulations that are carried out through several sections (groups 
of similar intensities in virtual horizontal and sagittal sections), as well as slice-
specific transformations (individual/small groups of similar intensities that are 
not seen in the virtual sagittal and horizontal sections). In these insets, the gray 
values indicate no change, whiter pixels represent expansions and darker pixels 
represent the shrinkage of pixels in the stack. Similar manipulations across 
sections indicate that the dLGN as a whole needed to be warped in order to fit 
into standard space, while unique distortions indicate corrections from sectioning 
and mounting errors that are unique to each section. 
 
Finally, to conclude it appears that manual co-registration followed by fast free-
form deformation to correct for local errors can correctly place the dLGN into a 
standard MRI space. This will allow us to analyse individual subjects in an 
accurate three dimensional manner, as well as comparing across multiple 
subjects in order to extrapolate to population data. In addition, as these 
procedures were carried out on three data sets from three different animals 
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animals, and produced the same results. This suggests that this is a reliable 
technique (data not shown). 
2.3.4 –  Evaluating and registering the primary visual cortex 
While understanding the dLGN in 3D standard space is a key aim of this thesis, 
if we want to understand the thalamo-cortical projection, we would like to do the 
same for V1. In particular layer 4 of V1 needs to be analysed as this is where 
thalamic afferents from the dLGN terminate. This is key as if we want to 
quantify the dLGN, then we must quantify the area of termination. A method of 
analysis that permits us to quantify the injection sites of the tracer will be 
invaluable. 
2.3.4.1 Flattened Cortices 
To try and quantify the injection site an estimate of the volume/area of layer 4 
injected is needed. There are several stains and in-situ hybridisations to detect 
V1, however many of these stains such as cresyl violet are not definitive and rely 
on heavily subjective interpretation of staining. Furthermore, these stains do not 
specifically label layer 4. One possibility would be to compress the cortex lightly 
to visualise layer 4 as used by (Trevelyan et al. 2007) for the hamster. Their 
protocol was to place the cortex “between two glass slides separated by glass 
spacers, taped together to hold them in place, and left for a minimum of 24 hours 
at 4OC in 30% sucrose”. This produced a fairly clear visualisation of V1 and 
would be a good and accurate measurement of layer 4 (see figure 2.25A, B). 
Therefore an attempt was made to replicate these in the mouse. Various spacings 
were trialled in order to optimise this procedure (figure 2.25C-F), it was 
determined that a spacing of 1mm between the glass slides was sufficient to see 
areas of higher cell density (figure 2.25I). Regrettably, although the injection site  




Figure 2.25 – Analysis of V1 through squashed cortices.  
Attempts at visualising primary visual cortex. (A, B) Flatmounts of hamster visual cortex 
produced by Trevelyan et al ’07. (C-F) Our protocol to mimic visualise V1 in the mouse, 
spacings of 1.75mm (C), 1mm (D), 2mm (E), and a really tight minimal gap between slides. A 
gap of 1mm provided the best solution. (G) Fluorescent label of the visual cortex in a flatmounted 
cortex (1 mm spacing). (H) is the next section in brightfield showing an inability to visualise 
mouse V1 in this manner. I An example of the barrel fields that can be seen by flatmounting the 
cortex. All scale bars equate to 500µm 
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could still be seen, we were unable to visualise V1 in any section (figure 2.25G 
and H). This was not the fault of the technique as the myelination patterns within 
the barrel cortex can be seen incredibly clearly (figure 2.25I). This must mean 
that the myelination of the visual cortex in the mouse is not sufficient for 
visualisation.  
 
2.3.4.2 Realigning V1 
As flattening the cortices does not appear to work it was decided to attempt to 
perform the same set of alignments on coronally sectioned cortices as on the 
coronally sectioned thalamus (i.e. Align3TP followed by RegF3D). The only 
adaptations will be to change the scale of the MRI atlas to fit with the x2.5 
images instead of the x10 images.  
 
The antibody stainings used to determine the V1 boundaries were the same as 
those used to define the dLGN boundaries earlier in this chapter (SMI-32 and 
m2AChR). The same experimental animals were used as before but they were 
imaged with a x2.5 objective instead of a x10 objective. As one can see from the 
images (Figure 2.26C-D) the whole of “V1” can be seen. Furthermore, when 
looking at a higher resolution (yellow insets) one can see the boundaries clearly. 
In the case of the SMI-32 staining the pyramidal cortical neurones can be seen in 
layer 5 and the corresponding dendritic tufts in layer 2/3. The m2AChR also 
provides a good delineating boundary for “V1”. In addition, it specifically labels 
in layer 4 which provides us with a good indication of the boundaries for 
geniculo-cortical innervation. This is due to the fact that it has been reported that 
in the mouse, unlike the cat the dLGN only projects to V1. Therefore, it seems  
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Figure 2.26 – Realigned V1 to the MRI template produces standard space. (A) The MRI 
template from a coronal (top left), sagittal (top right), and a horizontal (bottom left) viewpoint as 
well as a 3D view of the visual cortex. (B) Realigned brightfield images of the cortex which is 
coherent and mirrors the shape of the MRI template. The 3D view also appears smooth. (C) 
Antibody staining with SMI-32 allows us to locate V1. This can be seen in the 3D view where the 
boundaries can be visualised (white arrowheads). (D) This can be validated with the m2AChR 
antibody where similar V1 boundaries are formed (white arrowheads). 
Chapter 2 – Establishing the 3D Nature of the dLGN and V1 
 129
that it is worthwhile to firstly reconstruct these images (Figure 2.26E-H) and then 
attempt to quantify these “V1” boundaries (Figure 2.27). 
 
The outputs of the realignment process are illustrated in figure 2.26E-H. Figure 
2.26E shows the coronal, sagittal and horizontal views of the caudal cortex in the 
MRI template, together with a 3D view of the whole stack obtained using the 3D 
viewer in FIJI. Realignments of bright-field sections are registered accurately 
with smooth axonal tracts visible in the virtual horizontal and sagittal sections 
(see figure 2.26F).  
 
This has produced co-registered cortices; however we cannot know the location 
of V1 purely from brightfield images. Classical methods of discerning the 
boundaries of V1 were considered but, were found to be sub-optimal. For 
example stains such as Nissl, AChE (Acetyl Choline Esterase), DAPI and 
Hoechst staining allow the boundaries of V1 to be determined by changes in the 
density of label  This method has been used fairly regularly, especially for the 
creation of atlases such as Paxinos’ Mouse Atlas (Nissl and AChE staining), 
where expert observers were used to determine the edges. However Nissl 
staining will quench any fluorescence from RetroBeads, as will histochemical 
stains for AChE. DAPI and Hoechst staining does not quench the fluorescence of 
the retrobeads, however the boundaries though visible were highly subjective and 
therefore deemed unreliable.  
 
Instead immuno-histochemistry was performed, with the anti-bodies SMI-32 and 
anti-m2AChR which have been described as selectively staining V1 (Wang et al 
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’11). Once tagged with fluorescent secondary anti-bodies and imaged these can 
be registered in order to produce a standardised map. One drawback to this 
method is that immunohistochemistry for over 60 sections is incredibly time 
consuming and so cannot be considered as a regular method for all animals 
analysed. Furthermore, it is unknown whether the incubations could produce any 
additional warping, or shrinkage in the sectioned material. However, there was 
no noticeable warping visible from the dLGN staining (see figure 2.7 and 2.8) 
and so this was considered a worthwhile technique for several example animals. 
These example animals can form the basis of a broad V1 map as they are in 
standard space. 
 
We have therefore applied these transformations to fluorescent images. From our 
data we can see that SMI-32 labels pyramidal neurones in layer2/3 and layer 5 of 
V1 while the m2 acetyl-choline receptor is only present in layer 4 of V1. From 
the coronal sections we can see that the stainings do produce a pattern that is 
similar to those suggested by the Paxinos mouse atlas (see figure 2.26G and H, 
top left panels). Broadly, we can see from the 3D rotational models (figure 2.26G 
and H, bottom right panels) that an area of staining can be seen that appears to be 
roughly where we would expect V1 to be. It also appears to be roughly consistent 
for both of the antibodies (white arrowheads, figure 2.26G and H).  
 
As we have transformed our sections into standard space we can also begin to 
tightly define where the boundaries of V1 are located in standard space. The 
boundaries at layer 4 were defined in imageJ using the ROI point selection tool 
and the ML location was derived as the distance from the midline as defined by 
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the MRI (MRI midline = 0). Their AP position was defined by our pseudo-
lambda of where the two cortices meet (pseudo-λ = 0). This is because we have 
lost any information regarding the skull and its co-ordinates. In fact, this may be 
a good way of normalising any differences between the skull and the cortex 
across animals. The boundaries of the cortex were derived from the MRI 
template usinig the same method, while the Paxinos Atlas co-ordinates were 
measured manually from the atlas using the midline as a guide. Pseudo-lambda 
was defined as -3.28mm from Bregma. 
 
Immediately we can see the jitter associated with all of the definitions of V1, 
including the atlas (solid lines, figure 2.24 D). The atlas has not gone through our 
registration protocol and so this jitter is not exclusively down to errors as a result 
of our re-alignment protocols. In addition, it appears that our immuno-
histological investigations have produced a different set of boundaries to the 
atlas. The staining extends more medially and stops short of the caudal pole: 
implications for our retrograde tracing studiers are discussed in Chapter 3.  
 
However, to see if the jitter was just an artefact the area of V1 of the various V1s 
were measured. In order to reduce the effect of the jitter for our area calculations 
default MATLAB code (“convhull.m”) was used to draw a smooth boundary for 
each case. This code utilises code from Qhull to find a new set of vertices which 
produce a smooth area based on the original data. As such we can now fairly 
calculate the surface area of layer 4 of V1. Our results (see figure 2.27D table 
and 2.27E) show that they have approximately similar volumes, however owing 
to a lack of numbers (n=5) any further quantification or statistical analysis would  















































Figure 2.27 Evaluating the Area of Primary Visual Cortex. In order to evaluate the quality of 
the reconstruction V1 was also investigated and quantified. The boundaries were plotted and 
compared to show a large degree of variation for the V1 boundaries. However, this is probably 
due to inter-animal variaton (A-C) Displays coronal areas of V1 according to the Paxinos atlas 
(A), and two stacks that have been stained with SMI-32 (B) or m2AChR (B). These stacks were 
then placed into standard space. This allows us to compare the location of V1 across multiple 
sections (yellow dashed lines). The realigned stacks show fairly similar patterns of V1 boundaries 
which are described in figure 2.26. These boundaries also appear to move location as they move 
more anterior. (D) Plot of the area of V1 according to Paxinos (dark blue), SMI-32 trials (Red, 
yellow, light blue), and m2AChR (red). The table below summaries the surface area of layer 4 of 
V1 for each condition. (E) Bar chart that displays the area of V1 for each measurement of V1. 
For GM514 the realignment was performed twice to investigate user variations. No visually 
distinct differences were present 
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be inaccurate. The reason for the lack of numbers was due to time as the 
immuno-histochemistry and slice by slice co-registration was performed on 
50µm stacks and therefore to capture the majority of V1 over 50 sections were 
used per animal. 
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2.4  Discussion 
2.4.1 – Is the reconstruction possible? 
The first section of the results demonstrated that using unstained sections was a 
reliable and generally accurate approach for the capture of the outlines of the 
dLGN. However, there is an issue with identifying the anterior pole of the dLGN. 
Otherwise, the volumes and surface areas appear constant. In addition, unstained 
sections which are optimal for analysis of RetroBeads can be used without any 
additional difficulty identifying the dLGN (see Chapter 3). 
 
We now have a means of co-registering both V1 and dLGN sections into 
standard mouse space. The combination of Align3TP followed by RegF3D has 
proved to be an effective methodology that allows each transformation to be 
assessed by the user. However, it is still fairly time consuming (approximately 
three quarters of a day per animal from start to finish). Ideally the process would 
be better if it was automated as this would reduce the manpower needed, and it 
would also help improve the objectivity of the realignment procedure. 
 
Unfortunately, a truly automated method for reconstructing serial histological 
sections in standard space was not possible despite repeated attempts. The 
difficulties in relying on internal re-alignment have been well documented, 
showing a clear need for external information to guide the re-alignment process. 
However, neither of the automated co-registration algorithms resulted in an 
accurately re-aligned dLGN. It is worth noting that, this is not a deficit in the 
algorithms but rather the simple fact that they were designed to correlate fMRI, 
PET, and MRI data which have much similar resolutions and therefore there is 
more mutual information to detect. When trying to align high resolution 
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histological images to a relatively low resolution MRI template it is no surprise 
that the co-registration was not possible. One possible solution to this problem is 
to create a high resolution template of the dLGN from which to align sections to. 
This template can be obtained by averaging multiple re-aligned histological 
stacks (i.e. our stacks that have been through Align3TP and RegF3D), and this 
will be investigated after the completion of the thesis. 
 
While the boundaries of the dLGN and cortex appear to be in register can the 
same be said for the fluorescence material within multiple sections, especially 
given the use of non-rigid transformations? This will be probed further in chapter 
three where retrograde tracers are used to investigate the nature of projection 
columns within the geniculo-cortical projection. 
 
One concern is from the data obtained by the re-alignment of V1. There is a 
mismatch between the Paxinos co-ordinates and the data we have obtained 
through immuno-histochemistry. Does this mean our protocol is inaccurate? No, 
instead the deficit is in the realignment of the Paxinos sections, which is done on 
a purely internal intensity based method, which creates similar errors as 
StackReg (figure 2.27).  
 
Nevertheless, the mismatch between the m2AChR, SMI-32, and the Paxinos co-
ordinates appear to indicate that there is not a clear morphological boundary for 
V1. The fact that we can now put cortical sections into standard space will 
facilitate comparisons of different markers and of functional mapping of the V1 
borders.  
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3.4.2 – Other 3D techniques 
Recently, there appears to be a greater interest in addressing the brain in all three 
dimensions. This is particularly since the increase of multi-photon imaging that 
can penetrate to deeper depths of the brain. (Mittmann et al. 2011) are able to 
image through 800µm of tissue, while (Katona et al. 2012) can probe up to 
500µm with calcium sensitive probes, and correlate it to visual stimuli. While 
these techniques are impressive they are still unable to be sufficiently deep to 
image the dLGN (~2mm minimum). In addition increasing the power of the laser 
to reach such depths could result in damaging the more superficial areas of the 
brain.  
 
There is also the possibility of imaging the entire brain using optical projection 
tomography (OPT, (Sharpe et al. 2002) or optical coherence tomography (OCT, 
(Boppart et al. 1996). OPT is now commercially available and can detect 
fluorescent material – OCT cannot, however there are several drawbacks. In 
order to produce a sufficiently high resolution image clearing agents need to be 
used to prevent photons being absorbed by the brain rather than the label. 
Furthermore in order to image the dLGN with enough clarity the cortex will need 
to be removed, raising the possibility that the dLGN could be deformed by the 
dissection. Of greater importance, is that the clearing will mean the loss of the 
boundaries of the dLGN. Meaning it would be very difficult to place the label in 
standard geniculate space, assuming that the resolution of the imaging is 
sufficient to identify single cells. Furthermore, clearing agents such as SCALE 
(Hama et al. 2011) cause expansion of the tissue which may or may not be 
uniform, and so may therefore produce their own distortions. In addition, in its 
current guise the SCALE process requires a period of several months. 
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Therefore sectioning material is still necessary. A recent paper by (Ragan et al. 
2012) suggested that by sectioning a brain, while imaging on a two-photon 
microscope, a 3D reconstruction is possible. However, this methodology does 
not take into account any deformations that are induced by sectioning the 
material. Sectioning may induce errors both on the block as well as the section 
and so it is necessary to compensate for these deformations. 
 
Therefore ideally a high resolution atlas of the mouse brain that is already co-
registered to a MRI template is needed to for automatic co-registration to be 
possible. 
 
2.4.3 – Possible Measurements in Three Dimensions 
Another issue that has been raised is the lack of three dimensional metrics. This 
is particularly true for directional paths and three dimensional spreads of cells, 
especially for areas such as the dLGN which have a complex shape that is not 
easily represented by Cartesian co-ordinates. This is discussed further in the 
following chapter on the distribution of labelled thalamic neurones. However 
work done by (Eglen et al. 2008) have begun to assess measurements of real 
biological data in three dimensions, yet work still needs to be done to produce 
clearer metrics. This will be of benefit to the wider neuroscience community as 
well, as other areas of the brain have three dimensional components. For 
example, the olfactory system which projects from the optic bulb to the olfactory 
cortex through mitral and tufted (MT) neurones has a complex 3D projection 
path. (Ghosh et al. 2011) have attempted to describe its nature. Unfortunately, 
they have restricted them selves to metrics that have no or little spatial 
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components which mean that their reconstruction only aids visualisation rather 
than directly contributing towards improving understanding in three dimensions.  
 
2.4.4 Can we couple this with the stitched up retina to produce a complete 
basic circuit topography map? 
One potential outcome of this reconstruction investigation is that we may be able 
to produce standardised co-ordinates for the visual system. The retina can be 
imaged as a flatmount and then the relaxing cuts can be stitched back and so 
produce polar co-ordinates for the retina (Sterratt et al. 2013). These can then be 
converted to co-ordinates of visual space. We can then inject retrograde tracers 
into the SC or dLGN and then assess where in the retina the label resides. As we 
can accurately record the location of the injection sites in the dLGN (and 
presumably the SC too) we can then begin to carefully unpick the topography of 
each projection. This requires that the reconstructions are accurate to create 
topographies by pooling data across animals into standard space. This will be 
explored in the next chapter. 
 
 Having a complete set of unified co-ordinates will be useful for future visual 
system studies which compare various genetic and/or environmental 
manipulations and their effect on the anatomical order of the visual system. It is 
uncertain how precise the realignments are, but it seems unlikely that any 
measurements on a sub-cellular level will be possible with our methodology. 
Therefore any initial attempts should be restricted to investigations on a network-
wide level. Furthermore, as the dLGN has such a complex topology it might not 
be easy to see the organisation of the visual co-ordinates. Nevertheless it may be 
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useful in providing a correlate to functional studies either using 
electrophysiology, or functional imaging. 
 
2.4.5 – Limits to the standard space approach? 
In general, our three dimensional reconstruction is sufficiently accurate for the 
evaluation of the topology of the dLGN and V1. However, there are limitations 
to what can possible be achieved with this system. Firstly, our MRI template is 
for the adult C57/Bl6J mouse brain which has been perfused in 4% PFA. 
Therefore, for any other set of circumstances, a new template may be needed.  
 
This is particularly true for any manipulations to the mouse visual system. For 
example (Williams et al. 2002) have demonstrated that the growth of the ferret 
dLGN is altered after enucleation. This may also be the case for the mouse 
dLGN where enucleation during development could selectively hinder the 
growth of the ipsilateral island and therefore alter the overall shape of the dLGN. 
In addition, currently there is no freely available MRI template for various 
developmental stages which would allow us to analyse the development of the 
dLGN for both its retino-geniculate and its geniculo-cortical projection. 
Furthermore, it would be advantageous to have an MRI have a higher resolution 
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Chapter 3 
 Topographic Order of the Mouse dLGN 
 
3.1 – Introduction  
 
3.1.1 – 2D to 3D to 2D 
As stated previously, the dLGN is a complex structure that is an integral part of 
the mouse visual system. It determines the map of visual space found in V1. The 
representation of a single point in visual space is relatively simple for retina, SC, 
and V1. Although, as discussed in Chapter 1, there are complications associated 
with laminar and columnar organisations, in these three structures it is easy to 
represent the map of visual space on a 2D sheet (see figure 3.1).  
 
However, this is not the case for the rodent dLGN where the overall topographic 
organisation is not as clear and precise. This does not mean that there is no 
organisation rather the complex topology of the dLGN, which is significantly 
warped and curved, complicates the overall map (see figure 3.1). It is known that 
anterior portions of the dLGN broadly represent dorsal visual space, posterior 
portions ventral visual space, lateral portions temporal space, and medial portions 
represent nasal visual space Frost and Caviness (1980), (Reese and Jeffery 1983). 
In addition, a further complication is the cryptic lamination of the rodent dLGN 
(Reese 1988), which makes it impossible to predict the precise location in visual 
space of any given point within the nucleus. 
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3.1.2 – How can we describe the paths 
(Frost and Caviness 1980) have described projection cylinders in the dLGN that 
represent a single point in V1. They discovered this by the fact that different 
lesions into the dLGN occasionally represented the same point in V1. This is 
confirmed by retrograde lesioning and/or tracer experiments where a focal 
injection of tracer/lesion into V1 results in a column of label that spans across the 
lamina of the dLGN e.g.(Guillery 1967), Baker et al. (1998). These laminae are 
Figure 3.1 – 3D organisation of the Visual System.  
The complex three dimensional nature of the dLGN highlights the order of the primary visual 
system. RGCs from the nasal (circle) portion of the retina go to the posterior portion of the SC. 
Nasal RGCs also project to the lateral aspect of the dLGN, and therefore indirectly to the medial 
portion of V1. Temporal RGCs (stars) project to opposite ends to the nasal RGCs (anterior in the 
SC,medial in the dLGN and lateral in V1). Dorsal RGCs (square) project to the lateral side of the 
SC, the posterior pole of the dLGN, and indirectly to the anterior part of V1. The opposite is true 
for RGCs originating from the ventral portion of the retina (diamonds). This topographic order can 
also be seen in the representations of both the NT and DV axes by dashed and solid arrows 
respectively. While it is apparent that the retina, SC, and V1 can be easily reduced to a 2D 
topographic sheet (flat or curved). The order is less clear for the dLGN as the shape changes 
drastically for each coronal section. This is highlighted by the complexity in the orientation of the 
two different arrows (solid and dashed).  
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responsible for different functional components of the same visual space. The 
mouse dLGN poses a greater challenge as there are no clear laminae, and we are 
unsure as to how the projection lines are organised in three dimensions. Clearly, 
a proper understanding of the order in the murine dLGN is clearly necessary and 
with the reconstruction ability that is now possible from sectioning we may begin 
to understand the nature of the projection columns that are present in the dLGN. 
There has been surprising little done on the mouse dLGN as the majority of the 
focus has been on the ferret, cat and other higher mammals. These studies show 
that when the thalamus is sectioned in the appropriate plane, a local injection of 
tracer into V1 results in a column of label in the dLGN e.g. (Baker et al. 1998, 
Azzopardi et al. 1999). This columnar distribution is also visible in the hamster 
(Krug et al. 1998) and rat (Reese 1988).  
 
It is likely that the mouse is the same? The majority of anatomical mouse dLGN 
studies have focussed on coronal sections describing the refinement of ipsi- and 
contra-lateral projections where calculations have been mostly based on values 
from individual sections which are then averaged. Furthermore, the topology of 
the projection columns has not been studied in detail in any rodent species. 
  
One exception is the work done by (Coleman et al. 2009) which analysed the 
ipsilateral contribution. To do this they demarcated the boundaries of the 
ipsilateral island and re-aligned dLGN sections to the ipsilateral island. 
Although, this methodology is incorrect (see previous chapter) it clearly 
describes the whole of ipsilateral retinal input as a column. Furthermore by using 
paired injections (one into the binocular and the other into the monocular zone) 
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they have shown there are no differences between the two areas of V1. However, 
Coleman et al have restricted themselves to relatively simple metrics that are 
derived from cell numbers, rather than any form of spatial analysis.  This is also 
true of work done by (Wilks et al. 2010) who although their data suggested the 
presence of columns decided to attempt to analyse them as spherical foci which 
means that they will not be concerned about any spatial information. At the very 
least it is worth investigating to see if there is any meaningful information 
encoded in the regions of the dLGN, or the properties of the column.  
 
3.1.3 – Aims 
Therefore the aims of this chapter are twofold. Firstly, can we describe the 
projection lines in three dimensions? This is made harder by the comparitative 
lack of existing metrics that accommodate the 3D nature of the projection 
column. In addition, even after metrics have been established, they need to a 
evaluated in order to determine if there are standard properties that define all 
projection lines, and if there are metrics whose variability is correlated to other 
features of either the projection column or the injection site itself. 
 
Secondly, can we understand the topography of the thalamo-cortical projection? 
By pooling data from our 20 animals and 30 projection columns into standard 
mouse space, we may be able to delineate the organisation of the thalamo-
cortical projection in both the dLGN and V1. This may be difficult owing to 
technical differences, while the dLGN does appear to be similar across multiple 
animals is our re-alignment sufficiently accurate to reproduce topography in the 
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dLGN. If this is possible we may finally be able to produce a three dimensional 
map of the mouse dLGN in relation to visual space. 
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3.2 – Methods 
3.2.1 – V1 Injections 
Once the animal was anaesthetised by gaseous inhalation of Isoflurance 
(Induction - 4% at 0.4 l/min; Maintenance – 1.5-2.5% at 0.4 l/min). Their vital 
functions (respiration rate, temperature, and heart rate) were measured 
throughout the procedure via a custom made monitoring system (designed by Dr 
Andrew Lowe) and adjustments to the level of Isoflurance delivered were made 
accordingly.  Before injecting the fluorescent microspheres (Red – maximum 
emission at 590nm or, Green – 505 nm, Lumafluor, FL, USA; dilution of 1 in 2 
with saline) a craniotomy was performed on the left hemisphere to expose area 
17 of the visual cortex. The first injection was placed between 2mm and 4mm 
lateral of λ with no deviation along the anterior-posterior axis.  The second 
injection was placed nearby provided they were still between 2-4mm lateral from 
lambda. The order of red and green injections was chosen randomly. The tracers 
were injected through a glass micropipette (outer diameter 0.8mm, inner 
diameter 0.12mm, 11.3nl per mm) pulled on a Flaming/Brown micropipette 
puller (Sutter Instruments, CA, USA) to give a tip size of 20-30µm, which was 
attached to a micromanipulator (Narishige, UK). All injections were performed 
with the assistance of an epifluorescent microscope (Leica Microsystems, 
Germany) and approximately 5-10 nl was injected each time. Once complete, the 
skull flap was replaced and the skin sutured back, and the animal was allowed to 
recover on a heated pad. The fluorescent microspheres are endocytosed by axon 
terminals and retrogradely transported to the soma, which enables them to be 
seen using a fluorescent microscope (see figure 3.2). 
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It has been argued that beads can be taken up by fibres of passage however work 
done by (Upton et al. 2007) in the hamster superior colliculus would suggest that 
this is not the case. In my own experience injections into the white matter tract 
below the cortex do not cause uptake by fibres of passage unless there is damage 
to the tract. This has occurred in 10 injections which were discarded from further 
investigation (see figure 3.4ii for an example, and table 3.1 for summary of data). 
Figure 3.2 – Schematic diagram of the injection site and LGN label. Injections into V1 were done 
based on distances derived from the Paxinos adult mouse atlas. Beads that were injected in layer 4 
(rightmost image; scale bar is 500µm, for a larger image of the injection site see figure 3.4i) were taken 
up by the afferents of geniculo-cortical neurons which transport the fluorescent beads to the soma of the 
dLGN (leftmost image; scale bar is 100µm). For medio-lateral seperations in V1 the order is reversed for 
the label in the dLGN as shown in the schemativc and the images 
Number of 
Projection Columns 
Number of Animals 
Containing both Red 
and Green Label 
Number of Animals with no 
label in the dLGN or damage to 
the white matter tract 
30 10 10 
Table 3.1 – Summary of the surgical procedures performed, and their success rate. Altogether 
30 animals were injected with both red and green tracer. This produced 30 projection columns in the 
dLGN. 10 animals (i.e. 20 projection columns) contained double label. While 10 animals contained 
single label and in 10 animals the white matter was contaminated or there was no label in the dLGN. 
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After the recovery period of 48 hours had finished, the animals were cardically 
perfused as described in chapter one.  The brains were then dissected out and 
whole brain fluorescent images on a stereomicroscope (Leica Microsystems, 
Germany) were taken to evaluate the injection sites. The brains were then left in 
4% PFA until they were ready for sectioning, which was performed as in chapter 
one. For the horizontal sections discussed in the supplemental data the brain was 
embedded and trimmed such that the dorsal surface of the cortex was level rather 
than the standard means of horizontal sectioning, where the ventral surface is 
level. This was done in order to match the MRI template. 
3.2.2 – Acquisition 
All cortical injection sites and dLGN sections were mostly imaged using a Zeiss 
Axiophot2 with a digital camera (Zeiss Axiocam MRm). A variety of different 
magnifications were trialled in order to determine the best magnification to 
visualise cells. With all objectives equal to or greater than x10, labelled cells can 
be seen. However, the greater the magnification the shallower  the depth of 
focus. This hinders the visualisation of cells. For portions of the dLGN which 
were bigger than the field of view multiple images were taken and stitched 
together using a stitching program for imageJ (Preibisch et al. 2009). The 
stitching was performed for brightfield, red and green fluorescence 
simultaneously but only based on information from the brightfield channel in 
order to remove any bias in registration from labelled cells, which may alter the 
size and/or shape of the column of label in the dLGN by incorrectly stitching 
sections. For the reconstruction, an x10 objective was used: individual cells 
could be visualised and a maximum of two images needed to be stitched together 
in order to view the whole of the dLGN.  
Chapter 3 – Establishing the 3D Nature of the dLGN and V1 
 148
 
3.2.3 – Re-alignment Protocol 
The combination of both Align3TP and RegF3D was used in order to place the 
dLGN and V1 sections into standard space. This method is described in the 
previous chapter 
 
3.2.4 – Methods of Acquiring Cell Position 
There is a need to be able to quantatively describe these sections in order to 
compare across multiple animals. Classically, there are two main methods for 
describing retrograde labelling of the geniculo-cortical projection. Firstly there is 
a cell based approach which relies on an expert user to identify cellular label. 
Typically this has been based on users drawing the key landmarks and labelled 
cells either by using a camera lucida (Krug et al. 1998) or tracing over images in 
imageJ (Wilks et al. 2010). This has the main advantage of being able to discern 
between false label and genuine label that relates to cells. However, the user 
specification of label may introduce bias. The second method is to gather 
information with respect to all pixels of the image (Cang et al. 2005). This could 
be possible with two main provisos; firstly the quality of the images needs to be 
consistent with respect to both the background fluorescent levels of intensity as 
well as the intensity of the label. Secondly there needs to be no aberrant label. It 
is possible to attempt to correct for this by thresholding each section individually. 
However, by performing this process, it can be argued that it has now become a 
user defined process once again, and thus losing absolute objectivity. In addition 
using pixels is satisfactory but it is an indirect measurement that may not be 
strictly correlated to thalamic cells in the dLGN. For the images used in this 
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thesis, the length of acquisition was varied in order to visualise all the cells, as it 
was deemed as more important than having a poorly labelled column. The reason 
for the variation in intensity levels is mostly due to variability in the thickness of 
the sections which is caused by the lack of accuracy in the Vibrotome sectioning. 
A third method of acquiring cellular information is possible. Theoretically, we 
can run edge detection software on the realigned sections; which then isolates 
groups of pixels that should be equivalent to cells. Unfortunately, although the 
edge detection software (custom written MATLAB code based upon canny 
filters) was able to identify clusters of label, the punctuate nature of the label in 
the cell soma meant that it was impossible to specifically locate the soma.  
 
Therefore, a compromise was reached whereby cell positions were determined 
manually in the dLGN using the multi-point selection tool in imageJ for each 
section (see figure 3.3). This provides a somatic location in X (ML position), Y 
(DV position), and Z (AP position). This method has advantages over pixel based 
measures as it is not succeptible to background labelling of cells. Furthermore, 
the punctuate nature of label in the soma means that some cells may contain 
more label than others which can be represented in either higher intensities or 
more fluorescent pixels within that soma. Reliance on an expert user allows the 
location of cells to be carefully extracted and also restricts analysis to the 
smallest unit of interest within this study. An additional advantage to this system 
is that red and green images can be analysed separately which removes any 
biases that could occurs with double labelled sections. 
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Figure 3.3 – Extracting Cell Positions from Aligned Images. Owing to the variability of the fluorescence 
intensity and the punctuate nature of the labelling in the dLGN automated cell detection was not possible. 
However using the multi-point function tool in ImageJ, manual identification is possible. This allows us to 
save the cellular positions using ROI manager, and extract the centroid locations of each cell in both X,Y, and 
Z (Medio-Lateral Axis, L=0, M=2000; Dorso-Ventral Axis, D=0, V=1849; Anterio-posterior Axis, P=0, 
A=2000). (A and B) Representative examples for both Green (A) and Red (B), doing each label separately 
reduces the possibility of being biased by the location of the other label. Cellular locations were determined 
on a zoomed in section of the image (boxed yellow area) for both the red and the green. The tables on the 
right represent the ML, DV, and AP location for each cell. 
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3.2.5 – MATLAB 
The cell positions were read into MATLAB from ‘.csv’ files (comma separated 
variable files – similar to excel files but can be used across multiple formats) that 
contained information regarding the ML (medio-lateral), DV (dorso-ventral), and 
AP (anterior-posterior) locations, colour of the label, and the animal used. From 
this point a variety of different scripts were written to explore different aspects of 
the cell distribution. All coding my own work except for the ranked coding 
which was based on work by Ken Gerrard (plot3K, 
http://www.mathworks.com/matlabcentral/ fileexchange/9519-color-coded-3d-
scatterplot), the 3D lines of best fit code was written by (Petras and Podlubny 
2007), and the optimised bin histograms were written by (Shimazaki and 
Shinomoto 2007). 
 
3.2.6 – SPSS 
Data that was regarding column metrics was obtained either through MATLAB 
(for directional vectors) or calculated in Microsoft Excel or OpenOffice Calc. 
These were then inputted into SPSS (IBM, USA) to create a database from which 
further analysis was possible. SPSS has several advantages over other statistical 
software packages. Although it may be less user-friendly than options such as 
Prism it can perform a greater amount of statistical tests. In addition, while it is 
possible to perform these tests in MATLAB the time taken to write the code and 
produce the data was deemed too long when compared to the ease of processing 
the data in SPSS. There were two main statistical tests that were performed in 
SPSS; principal component analysis, and linear regression: these are explained 
further in the results section of this chapter. 
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3.3 – Results 
3.3.1 – Initial Observations on dLGN columns  
While the geniculo-cortical projection of the mouse has been studied over a long 
period of time, relatively little has been done in terms of describing the ordering 
of the projection. (Caviness and Frost 1980, Frost and Caviness 1980), were 
among the first to investigate the mouse geniculo-cortical projection and 
described it as rotating 180º between the source and target. This was inferred 
from anterograde degeneration techniques using single electrolytic lesions into 
the thalamus. However, the projection can be more accurately described as 
mirror-imaged rather than rotating for most mammals (reviewed in (Adams et al. 
1997), and discussed in (Frost and Caviness 1980)) also noted that the patterns of 
degeneration for lesions in different parts of one nucleus were consistent with the 
idea of ‘lines of projection’. 
 
This flip also appears to be present in the ML axes of V1 and the dLGN of our 
murine data using paired injections of different coloured tracers into an 
individual animal (see Figure 3.4i). Here the green injection site is more medial 
to the red injection site (Figure 3.4iA,B) but  the green retrogradely labelled 
geniculate neurons are more lateral compared to the red labelled cells (Figure 
3.4iC,D). Furthermore we can see that the path has a three dimensional nature, 
where a point injection in V1 results in a 3D column of label. The AP extent of 
the label also suggests that it is the shape of a column rather than a spherical 
focus of label (as interpreted by (Cang et al. 2005) which is consistent with the 
hypothesis that a single point in visual space is represented by a point on the 
retina, a line in the dLGN, and then returns to a point in V1. This is much like the  
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Figure 3.4i – Example of Raw Images (A) Whole brain of the left cortex of the mouse brain 
after PFA perfusion. Images were taken on a Leica MZ10 F Stereo-microscope with a zoom 
factor x1.6. The red injection is more lateral than the green and appears to be on roughly the same 
AP axis. White dashed line indicates the cortical edge. (B) 50µm Coronal sections of the 
Injection sites in left V1 photomicrographs were taken using a Zeiss Axiophot2 with a x2.5 air 
objective. Yellow box displays a zoomed in version of a section taken from a middle section of 
the injection site. (C) Representative 50µm sections of the left dLGN taken using a Zeiss 
Axiophot2 with a x10 objective, fluorescent label has been contrast enhanced and pseudo-
coloured) in order for it to be made visible. Red boxes relate to the zoomed in images in D. (D)  
Zoomed in versions of the corresponding red boxes in C. Here the individual cells can be clearly 
seen  similar to Figure 3.3. 
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Figure 3.4ii – Example of an Injection that damaged the white matter tract. (A) Whole brain 
of the left cortex of the mouse brain after PFA perfusion. Images were taken as in figure 3.4iA. 
The spread in the white matter tract is visible as a softly focussed green glow. White dashed line 
indicates the cortical edge. (B) 50µm Coronal sections of the Injection sites in left V1 
photomicrographs were taken as in figure 3.4iA. Unlike figure 3.4i these are not sequential 
sections instead every other section was taken. Clearly there is also a substantial amount of label 
in the white matter tract. (C) Representative 50µm sections of the left dLGN taken using a Zeiss 
Axiophot2 with a x10 objective, fluorescent label has been contrast enhanced and pseudo-
coloured) in order for it to be made visible. There is a much larger spread in the label when 
compared to figure 3.4i, and in addition there is a much larger spread of label along the AP extent 
of the dLGN. The red box represents a zoomed in portion to display the cellular label. 
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carnivore and primate geniculo-cortical projection which is described in the 
introduction. For the coronal sections shown in figure 3.4iC, the column begins 
at the posterior pial surface and runs deeper (more ventral) as it becomes more 
anterior; but appears to be drifting very slightly to the medial pole of the dLGN.  
 
In figure 3.4iC, the extent of the labelled foci seems to vary from section to 
section: is this a consistent feature of the projection line? Finally, areas of double 
label (yellow cells, Figure 3.4iC) can be seen interposed between the green and 
red label. This could arise from overlapping injection sites (Figure 3.4A, B) or 
from thalamic axon terminals spreading to two separate injection sites. In 
addition, the number of cells appears to decrease the more ventral and anterior 
the label is located. When the injection penetrates the white matter tract beneath 
the cortex; the labelled cells in the dLGN are spread across a much larger 
proportion of the dLGN (Figure 3.4ii). This is most likely due to uptake from 
damaged axons in the white matter tract. Clearly, this data cannot be used to gain 
an understanding of true projection columns in the dLGN. 
 
3.3.2 – The re-aligned dLGN and columns and labelled cell identification. 
However, while basic descriptions are a good preliminary investigation we have 
the capability to analyse this data further by placing all the sections into their true 
3D position in our new standard mouse space (Figure 3.5i and chapter 2). As 
discussed in the previous chapter brightfield images were used to place the 
corresponding fluorescent images into register.  




Figure 3.5i – Example of Images Post-Alignment. Images produced after going through 
thalamic 3D reconstruction. Leftmost column are the brightfield images which are used as the 
template to align the corresponding fluorescent images (Middle two columns). The rightmost 
column is a merge of the red and green fluorescent images. The change in the background 
fluorescence colour displays the variation in the overall fluorescent intensities for each section. 
Images are of increasingly more anterior portions of the dLGN as one descends down the 
column. Crosshairs (white dashed lines) in the merged column are there to aid the viewer: by 
providing a fixed point for comparison of distribution of label. 




Figure 3.5ii – Example of Zoomed in Images Post-Alignment. The left column displays 
the colour merge as shown in the right hand column of figure 3.5i. However in order to 
better visualise the cells the image has been zoomed in order to display the cells at a higher 
resolution. The red boxes in the left hand column display the area chosen for a higher 
resolution view. The movement observed and mentioned in figure 3.5i is also seen in the 
higher resolution shown in the right hand column. 
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Figure 3.5i displays a subset of the dLGN re-aligned sections which contained 
label, from the same animal as Figure 3.4i. This time the bright field images have 
been aligned into standard mouse space (rotated and moved manually, and 
stretched using Regf3d; see Chapter 2). The right-hand column illustrates the 
consequences for the labelled foci. When compared to figure 3.4i, the paths of 
the columns appear similar, with one exception. Previously the column was 
described principally as running in posterior to anterior (PA) and dorsal to 
ventral (DV) directions, yet once the sections are placed into 3D space there 
appears to be little DV movement. This is because although the label is closer to 
the ventral surface of the dLGN in more anterior sections, it is the ventral surface 
of the dLGN that is moving not the column itself. Furthermore we can confirm 
that there is a slight medial drift in more anterior sections. This can be 
particularly seen in the merged column where in posterior sections the label is 
located just to the left (lateral) of the crosshairs but in more anterior sections it 
has now moved to the right (medial) of the crosshairs.  
 
As the images are acquired at a resolution in which one can see the labelled cells 
(Figure 3.5ii) we can also see the changes in shape of the projection column as it 
moves along the AP axis. Initially the column appears to be more spread along 
the ML axis than the DV axis. While in central portions of the projection column 
the shape is more rounded and even possibly predominated by a greater DV 
spread. However, as it approaches the anterior portions of the dLGN the column 
begins to revert to a shape similar to the posterior sections. There also appears to 
be an uneven distribution of cells across the column. A feature which will be 
discussed later in this chapter. 
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3.3.3 – Putting the column into 3D space 
The pseudo-coloured images of the labelled dLGN sections can be put into 
standard 3-D mouse space and the stack examined with ImageJ. 3D material is 
often hard to display in 2D terms, and 2D visualisation is often necessary in 
order to interpret data in a manner which is understandable. Therefore to 
introduce the various 3D and 2D illustrations of the data figure 3.6i is designed 
to introduce the reader to the various views.  
 
Representative images from such a stack sample in one coronal plane and, 
virtually, in the sagittal and horizontal plane is shown in figure 3.6iiA This 
demonstrates the difficulties of performing the analysis on the images alone. 
Even though each individual section allows for clear visualisation, the variability 
of background fluorescence means it is hard to spot consistency across the dLGN 
(sagittal and horizontal virtual sections, figure 3.6iiA). Instead using the cellular 
information obtained through the cell soma location (see figure 3.3) we can begin 
to see the nature of the column, and by plotting the boundaries of the dLGN 
(derived from the MRI template) in MATLAB we can also visualise the column 
with respect to its location within the dLGN (see figure 3.6iiB and supplemental 
data 3.1A, and 3.1B). 
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Figure 3.6i – Demonstration of three dimensional layouts used for the rest of the chapter.  
(A) displays the atlas along the three orthogonal views but placed in its three dimensional 
context. (B) The flat images of the three orthogonal views used in A. (C) Displays the boundaries 
of the dLGN using a MATLAB 3D plot. What is obvious is the complex nature of the 3D shape 
of the dLGN. However, to simplify this we can compress the views along all three dimensions 
(D-F). (D) is the coronal compression, (E) is the horizontal compression, (F) is the sagittal 
compression  
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Figure 3.6ii – Translating Cellular Data into Three Dimensions. In order to view and analyse 
the projection columns clearly the data must be re-coded into MATLAB. In addition, the variance 
in the stack suggests that it is insufficient to view the projection column meaning the re-coding in 
MATLAB is necessary. (A) Merged red and green fluorescence stacks. Showing the virtual 
sagittal and horizontal sections. (B) Three dimensional plot of labelled cells (red and green) and 
boundaries of the dLGN as traced in the MRI template (blue). The point (0,0,0) represents the 
most, dorsal, posterior, and lateral point of the atlas. (C) Compression plots where one axis of 
information is lost; for coronal plots AP is removed, for horizontal plots the DV axis is removed, 
for sagittal plots the ML axis is removed. As with (B) the LGN boundaries are in blue. (D) The 
mean and standard deviation of cell positions for all labelled cells per section. This allows a 
clearer profile of the three dimensional distribution of cells. All units are in µm  
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However, it is still difficult to reduce the column down to a singular point as is 
possible in the retina and V1. This is because the actual column does not appear 
to be straight; instead it appears to be curved. This has two major implications, 
firstly finding the centre of gravity of label is not straightforward as is the case 
for the SC and retina. Secondly, owing to the topology of the dLGN the centre of 
gravity of label changes at every coronal section, which demonstrates that the 
lines are curved and may not run parallel to each other. As can be seen in the 
movie and the corresponding MATLAB figure (Supplemental figure 3.1B, 
Supplemental figure 3.1A can be manually rotated for a more in depth 
exploration) there is no viewing angle that reduces the label to a circular focus. 
The boundaries of the dLGN (blue circles) further highlight the complex nature 
of the topology of the dLGN. 
 
Therefore, in order to visualise the path, compression plots were made (Figure 
3.6iiC) where the cells and dLGN boundaries were plotted in two of the 
dimensions only. For the compressed coronal plot the z (Posterior to Anterior) 
axis information was ignored, for the compressed horizontal the y (Dorsal to 
Ventral) axis was ignored, and for the compressed sagittal the x (Lateral to 
Medial) axis was ignored. The compressed coronal plot shows the least scatter 
for the red and green labelled cells, but there appears to be some movement 
medially as the sections become more dorsal. The compressed horizontal 
sections confirm the impression gained from figures 3.4i and 3.5i that the label 
drifts medially in the more anterior sections. Finally, the compressed sagittal 
section shows that, in this animal, there is a tendency for label in more anterior 
sections to be slightly more ventral in standard space.  
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However, there are too many cells (red cells = 192, green cells = 166) to clearly 
visualise the column using these plots. Therefore, the mean Lateral to Medial 
(LM), and Dorsal to Ventral (DV) position of cells were taken for each of the 
sections containing labelled cells, and the mean and SEM were obtained and 
plotted in the same manner as before for both directions (Figure 3.6iiD). By 
plotting the means the path that the column takes is much clearer. For example 
the line runs ventro-medially in the coronal compression plot. The compressed 
horizontal section displays the greatest red-green separation, and the clearest drift 
(medially with more anterior sections). The overlap and drift is minimal in the 
compressed sagittal view where the red and green are overlapping. The 
compressed coronal view shows some segregation and some drift. These panels 
indicate that, to view the whole column ‘en face’ for this animal, a compressed 
para-coronal section may be the best solution. It also raises the possibility that 
sectioning horizontally will result in capturing the labelled cells across fewer 
sections. Especially as the DV drift is only 75-100 µm on average. 
 
In conclusion, we can begin to unpick the nature of the projection column and 
describe its topology in 3D space. However, there are still several deficits in our 
attempts to quantify the projection line. Firstly, we need to take into account 
various metrics about the spread of label (i.e. the size of the column). This could 
be correlated to the size of the injection: intuitively one would assume that the 
larger the cortical injection, the greater the portion of the dLGN that will contain 
labelled cells. The projection column should be wider but not necessarily longer 
although figure 3.6iiC&D indicates that translating this into the DV, ML, and AP 
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axes will not be straightforward. We need to measure both the extent of the 
column and the size of the injection to carry out such a study. In addition, the 
size of the column could vary along its pathway, either as a response to the 
topology of the dLGN, or as a putative indication of lamination in the dLGN.  
 
3.3.4 – Quantification of the Projection Lines – Spatial Spread and Direction 
In order to begin to unpick the topology (shape) of the column we decided to 
focus on three main aspects; the spatial spread of the column, the cellular 
distribution through the column, and the direction or path of the column. Each of 
these aspects can produce a variety of different metrics that hopefully will begin 
to describe the column. 
 
Spatial Spread of Columns 
There is little literature that describes quantitatively the spatial spread of 
thalamo-cortical label as part of a coherent column. Therefore it was decided to 
obtain a variety of metrics in order to determine which are relevant for defining 
projection columns (see figure 3.7). The various metrics are described here with 
respect to one animal (GM593, illustrated in Figure 3.5-7) but were collected for 
30 columns from 20 animals  
 
For an initial investigation of column metrics, this was done in the context of 
serial sections. The position of cell somas were recorded (Figures 3.3 and 3.6ii) 
and then various spatial metrics were obtained. Firstly, metrics regarding the 
length of the column in the AP axis were recorded. There are three ways in 
which to measure this length (see Table 3.2). A basic measurement of this is to 
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essentially count the number of sections between the first section containing 
label and the last section with label. (see Table 3.2, “AP extent”, GM593-Red 
500µm; GM593-Green 450µm; population mean ± SEM 533.3±40.3 µm, n=30). 
However this measurement is crude and only takes into account one axis of 
movement, therefore two other measurements from the three dimensional 
reconstruction were taken. The distance from the mean position of the first 
section to the mean position of the last point accounts for the overall distance of 
the projection column (Table 3.2, “distance from first to last point”, GM593-Red 
520.7µm; GM593-Green 466.7µm). However, as this measurement is somewhat 
of a halfway house, as although it takes into account more of the movement than 
the “AP extent” metric, it cannot control for instances where a projection line is 
curved in any of the dimensions. Therefore, another way of measuring the 
column would be to record the sum of distances between the mean points of each 
section (Table 3.2, “Column Length (Through Points)”, GM593-Red 619.5µm; 
GM593-Green 629.4µm; population mean ± SEM 591.22±46.21µm, n=30). This 
measurement best matches the shape of the projection, especially if the column is 
not in a straight line. However, this measurement is also more susceptible to jitter 
and inaccuracies of the realignment which will result in an overestimation of the 
column length.  
 
The initial investigation of column spread was also done in the context of serial 
coronal sections. As the exact relation of the coronal plane to projection columns 
is not straightforward (Figure 3.6ii), it was decided to measure the spread 
measurements of both axes separately (ML and DV spread Figure 3.7D, and F 
for GM593-Red; and figure 3.7E,G for GM593-Green). For the plots of ML and  
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DV maximum (orange) and minimum (blue) values for each section of the axes 
were plotted with their corresponding AP location. This allows us to measure the 
mean, maximum, and minimum width of each axes of the column. An additional 
measurement was taken which involved calculating the biggest theoretical width 
(e.g. distance between the largest medial and lateral extents) and the smallest 
theoretical width (e.g. distance between smallest lateral value and the smallest 
medial value) which may be negative if the column moves greater than the width 
of the column. 
 
Interestingly, the population data begins to show where the commonalities and 
differences are. The mean width of the column appears to be highly constant for 
both the ML and DV axes. This is despite there being a large variation in column 
width within an individual animal, indicating that there may be some 
consistency. However, most of the other metrics appear to have a fair amount of 
variability, which can be seen by the large SEM values present (for example the 
Figure 3.7 – Quantification of Red and Green Projection Lines. Demonstration of the possible 
means of quantifying the projection column. This figure shows four main areas of analysis. The 
spread of label in the AP axis (C), the spread in the ML axis (D-E), the spread in the DV axis (F-
G), and the spatial distribution of cells. (A) Coronal example of the red label , inset of the MRI 
template at the same position (B) Coronal example of the green label , inset of the MRI template at 
the same position. (C) Metrics for the length of the column. Column length (through points) is the 
sum of the distances between the mean position of cells for each section and the next anterior 
section. The AP extent is the distance in the anterior posterior axis between the first and the last 
sections containing label. The distance between the first and last point give an indication of the 
length of a column if it was perfectly straight. (D,E) Plots of the maximum (medial, orange) and 
minimum (lateral, blue) positions of cells along the ML axis in each coronal section with lines of 
best fit in order to see the overall extent of the column. This is done for both the red (D) and green 
(E) columns. The corresponding metrics are provided below each graph.(F,G) Plots of the 
maximum (ventral, orange) and minimum (dorsal, blue) positions of cells along the DV axis in 
each coronal section with lines of best fit in order to see the overall extent of the column. This is 
done for both the red (F) and green (G) columns. The corresponding metrics are provided below 
each graph. (H) Plot of the number of cells per section in order to investigate the distribution of 
cells throughout the column. Red and Green cell numbers are plotted with their corresponding 
colour. Metrics regarding the number of cells per section showing the distribution of cells 
throughout the projection column are displayed to the right of the graph. 
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SEM of the Maximum ML width is 1/7th of the mean value for the whole 
population). This can be explored in a more thorough manner by evaluating 
cumulative distribution plots of each metric (Figure 3.8-).  
 
Cumulative distribution plots have one main advantage over more traditional 
plots such as histograms in that there is no chance of biasing the data by picking 
various bin sizes which inaccurately represent the data. For example if one 
picked a bin size that was too large then the distribution would appear much 
more like a peak, while a overly small bin size would result in a flat line. 
Cumulative distribution plots display an even spread of data as a gradual 
positively correlated line. However if the data is highly clustered around a value 
then the line will appear to be sigmoidal.  
Metric GM593 – Red GM593 – 
Green 
Mean ± SEM 
(n=30) 
AP extent 500µm 450µm 533.3±40.3µm 
Column Length (Through 
Points) 
619.5µm 629.4µm 591.2±46.2µm 
Maximum Width 212.9µm 193.5µm 218.7±13.3µm 






Mean Width 151.9±52.7µm 136.5±37.1µm 121.1±6.71µm 
Maximum Width 221.9µm 252.9µm 240.4±14.16µm 







Mean Width 151±41.5µm 144.3±59.5µm 133.5±6.2µm 
Total Number of Cells 192 166 177.5±19.4 
Peak to Mean Ratio of cells 1.69 2.23 1.89±0.07 
Location of Peak Relative to 
Start  
27% 30% 26±2.6% 
Table 3.2 – Summary Table of Several Key Metrics that Describe the Projection Column. This 
table summaries the data gathered all projection columns in a manner similar to that shown in Figure 
3.7. The example projection columns in the animal GM593 is a good typical example as it close to the 
mean values for the majority of the metrics analysed here. In addition some metrics display a 
remarkable consistency across projection columns (identifiable by their small SEM values) this is a 
feature that will be investigated later in the chapter. The AP extent is the distance from the first section 
containing label to the last section containing label. Column length is the distance through all the mean 
points for each section containing label. For the measuring the  ML and DV spread the largest spread 
in a section, the smallest spread in a section, and the mean spread per section are measured. With 
respect to the cellular distribution within the projection column the three main measurements focussed 
on were the total number of cells, the ratio of the peak number of cells to the mean number of cells per 
section, and the location of the peak relative to the start of the column. 
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In total, 14 metrics regarding the spatial spread of the column were obtained for 
each column of label (Figure 3.8). These were metrics that described the spread 
in the AP axis (AP extent, and Length of the Column), as well as the ML and the 
DV axes (Widest Spread, Narrowest Spread, Mean Spread per section, and the 
Largest and Smallest Possible Spread). The largest and smallest possible spreads 
are not intuitive measurements of the spread but they measure the largest 
possible gap across the entire column (widest) or the smallest possible spread 
across the whole column by using the extreme values along the ML and DV axis. 
For the “Largest Possible Spread” the lowest ML/DV value of the column is 
subtracted from highest value on any section. For the “Smallest Possible Spread” 
the highest minimum value on any section is subtracted from the lowest 
maximum value on any section. These may be useful as they are not altered by 
differences in the plane of sectioning which could alter the spread visualised by 
our coronal sections.  
 
For the AP axis it can be seen that there is a nice even distribution for both the 
“AP extent” and “Length of the Column”. This is represented by the gradual 
straight line (Figure 3.8A,B). It could be argued that the “Length of Column” 
metric does produce a sigmoidal curve; however the upper portion of the curve is 
caused by a single outlier which if excluded means that the distribution reverts to 
a gradual straight line. This means that the spread along the AP axis is not 
necessarily a defining, invariant, feature of a dLGN column. 
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For the ML axis, of the three real measurements (widest, narrowest, and mean 
spread – Figure 3.8C-E) the distribution in figure 3.8C appears the most 
sigmoidal. Apart from a single outlier, the distribution of mean ML spread is flat 
(Figure 3.8E). For the widest and smallest possible values they appear much 
more sigmoidal and therefore may be constants (Figure 3.8F and G). However, 
as a caveat these measurements may also take into account an element of 
movement of the dLGN column owing to the fact that the metrics are measured 
across the whole of the column which if it is moving medially or laterally will 
increase the widest possible value and decrease the smallest possible value (even 
producing negative values when there is a large amount of movement). 
Therefore, as we are unsure of exactly what these metrics mean it is not reliable 
to make a conclusion if any based solely upon these measurements 
 
Figure 3.8 – Metrics Regarding the Spatial Spread of the Column. The cumulative plots of the 
spatial spread  metrics allow us to visually assess the distribution across all projection columns. 
Specifically if the cumulative plots as sigmoidal in nature it suggests that the data is normally 
distributed and the steepness of the curve gives a suggestion as to the consistency of the metric. The 
more consistent a metric the more likely it is to be a feature of any projection column in the dLGN. 
In total there are 14 metrics that are related to the spread of the column. (A,B) There are two metrics 
that are related to the spread along the AP axis. The AP extent of the column (A) and the length of 
the column (B) appear similar and produce even distribution lines, with the exception of the high 
outlier in (B). The shape of both curves appear slightly sigmoidal, but not enough to suggest that it is 
a constant feature of a projection column (C-G) There are 5 metrics describing the ML spread of the 
projection column; the largest and smallest spread recorded (C and D respectively), the average 
spread recorded (E), as well as the largest and smallest theoretical spread of label (F and G 
respectively). None of these metrics appear sigmoidal apart from the theoretical maximum and 
minimum spreads of the projection (F and G). This suggests that none of these metrics of the ML 
spread are consistent either, apart from the theoretical measurements of the maximum possible and 
minimum possible spread. (H-L) There are 5 metrics describing the DV spread of the projection 
column; the largest and smallest spread recorded (H and I respectively), the average spread recorded 
(J), as well as the largest and smallest theoretical spread of label (K and L respectively). All these 
metrics appear sigmoidal apart from (K) which appears smooth. However because of the shallow 
nature of the curve it suggests that there is a large spread of values  for each metric suggesting that 
they are not a constant feature of a projection column. (M, N)  The final two metrics are associated 
with the overall volume of the projection line; the mean area per section (M) and the overall volume 
of the column (N) both appear to be sigmoidal but once again this is most likely due to a large outlier 
skewing the distribution. Suggesting that these are not invariant features of the projection column. 
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The DV axis spread appears more sigmoidal across all forms of DV metrics 
(Figure 3.8H-L, with the exception of Figure 3.8K). This implies that there may 
be a standard DV spread for a dLGN projection column. In addition, their 
sigmoidal appearance does not appear to be caused by a single outlier as is the 
case for the mean ML spread (Figure 3.8E). This is confirmed by the population 
metrics displayed in table 3.1 where the SEM for each of the DV values is a 
small proportion of the mean value.  
 
Two final metrics regarding the spread of the dLGN projection column; the mean 
area of the label (more accurately a rectangle that encompasses all of the cells 
within a section) and the overall volume of the column (Figure 3.8M and N). 
Both of these distributions appear similar with a single outlier for both. Without 
the outliers, the two distributions appears linear, showing an even spread of 
values across the range of values. Therefore, these two metrics are unlikely to be 
typical, invariant, features of the column. 
 
Cell Numbers 
Another feature of the column that may be of interest is the distribution of cells 
throughout the column. Measurements taken were the absolute cell number, 
approximate measures of cell density (area of label calculated by creating 
rectangle around the extents of the label), the mean number of cells per section, 
the peak to mean number of cells ratio, and the location of the peak relative to 
the start of the column in posterior dLGN (Figure 3.9A-E). The overall number 
of cells appears to be highly variable across all animals (mean ± SEM; 
177.5±19.4, Standard Deviation; 106.6). This is confirmed by the cumulative 
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distribution plot (Figure 3.9A) which is linear across the whole range of values. 
There are many possible reasons for this from variation in the injection site size 
and quality of the retrograde labelling to actual topographic variation in column 
size. Therefore, this metric may not be useful as a standard description of a 
projection line, or indeed a metric that is influenced by the topology of the dLGN 
or location of the injection in V1. While the distribution of cell density (Figure 
3.9B) looks more sigmoidal than that of cell numbers, this is mostly due to one 
outlier producing flattened top portion of the sigmoidal curve (Figure 3.9B). This 
would suggest that it is not a constant feature of the projection column.  
 
 
Figure 3.9 – Metrics Regarding the Cellular Distribution of the Column. The rationale for 
these plots are similar to those in figure 3.8. in which invariant features should be characterised 
by a sharp sigmoidal distribution. The peak to mean ratio and the relative distance from start to 
peak are the two features which appear constant. In total there are 5 metrics that have been 
investigated as pertaining to cellular distribution. (A) The cumulative plot of the total number of 
cells in the column is a nice even distribution across all values suggesting that it is not a constant 
feature of the column. (B) The cell density appears to be sigmoidal however this is most likely 
due to one or two outliers that are higher than the others. (C) The peak to mean ratio of cells is 
the ratio of the maximum number of cells in a section of the column to the average number of 
cells in a section. This appears to be a nice sigmoidal distribution (even without the outlier) 
which indicates that it is a constant value across all columns. (D) The distance from the start of 
the column to the peak of the column is an even spread across the values indicating that it is not a 
constant. (E) By normalising the start to peak measurement to the length of the column it appears 
to be sigmoidal, however, this is due to a single high outlier and therefore is not a constant 
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The distribution of cells within a column may provide an additional means of 
investigating the column of label. By viewing the stack we can see that the 
number of cells are not equally distributed across the column (for example in 
GM593-Red there are a maximum number of cells of 36 in a section, and an 
initial low of 6, with a mean of 21.3, Figure 3.7H). From the plot of the 
distribution of cells across different sections we can see there is a vague pattern 
where the size of the peak appears to be relatively consistent (Figure 3.7H). 
Therefore the two questions we are looking to address regarding the peak are the 
location of the peak with respect to the length of the column, and the size of the 
peak. Absolute measurements produce too much noise owing to the variances of 
the number of cells and the length of the column. Therefore, it was decided to 
normalise these metrics by expressing the size of the peak relative to the mean 
number of cells for each section in the column, and for the location of the peak it 
was decided to normalise the distance from the start of the column to the column 
length through points. Once normalised the location of the peak appears to be 
consistent for both the example animals (GM593-Red 27%, and GM593-Green 
30%) as well as the population (mean 26%±2.6%). This is also true for the peak 
to mean ratio (mean ± SEM; 1.89±0.07). This suggests that there may be a 
standard ratio for each column indicating a possibility for parallel processing 
along the column. There are two anatomical possibilities for this observation 
either the column becomes wider or the cells become denser. However, whether 
the reason behind the peak is a change in density or an increase in the width of 
the column is unknown and will be investigated after this thesis. These findings 
are confirmed by the sigmoidal curve seen in the cumulative plot of the peak to 
mean ratio (Figure 3.9C).  
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Direction of the Column 
Calculating the direction of the projection line is a rather more difficult 
proposition. This is because the path must be quantifiably described in all three 
dimensions, unlike the majority of linear regressions which are designed for two 
dimensional plots.  
 
 
Figure 3.10 – Metrics Regarding the Angles of the Column. The search for the invariable 
features of the projection column also included the angle of the projection column. In summary, 
the overall coronal angle, and the mean coronal, sagittal and horizontal angles seem to be 
sigmoidal in their distribution. There are two basic type of measurements that can be performed 
for the three angles of the column (Coronal, Sagittal, and Horizontal). Firstly we can measure the 
overall angle of the column (A-C), and secondly we can measure the average angle between 
adjacent sections of the column (D-F). (A) Shows the cumulative distribution of the overall 
coronal angle which appears to be sigmoidal and therefore it may be a constant movement. (B) 
Shows the cumulative distribution of the overall sagittal angle which appears to be sigmoidal 
however this is most likely due to the large outlier as the rest of the line appears to be linear. (C) 
Shows the cumulative distribution of the overall horizontal angle which appears to be evenly 
distributed and is therefore not a constant. (D) Shows the cumulative distribution of the mean 
coronal angle which appears to be sigmoidal and therefore it may be a constant movement for all 
columns. (E) Shows the cumulative distribution of the mean sagittal angle which seems to 
possibly being sigmoidal however it may be a noisy linear and even distribution. (F) The mean 
horizontal angle appears to be sigmoidal showing that this may in fact be a constant. 
 
An initial investigation into quantifying the direction of the columns is to 
measure the angles of the projection column. These can be described as either an 
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overall direction (measurements from the most posterior to the most anterior 
point) or an average angle between neighbouring sections. We also need to 
measure the three angles of the 3D column [in the Coronal plane (ML and DV 
axes), the Horizontal plane (ML and AP), and the Sagittal plane (DV and AP)].  
 
We can see that the mean angle measurements are all sigmoidal in their 
distribution which indicates that there is a constant movement of the projection 
columns across the columns and through the columns (Figure 3.10D-F). 
However, the whole angles are noticeably less sigmoidal which indicates that 
there is a greater range of overall distributions (Figure 3.10A-C), this is most 
likely due to the fact that small changes in the mean angle between sections are 
compounded when analysing the whole column. 
 
It could also be that the column is not straight and so overall angles are not 
accurate. Visually this does not appear to be the case (Supplemental Figure 3.1A) 
Furthermore, a simple description of the angles does not truly take into account 
the three dimensional aspect of the column but calculates each axis 
independently. It also does not factor in the distribution of the cells but is instead 
based on their mean position in each section which may bias the angles 
particularly at the anterior and posterior extremes where there are fewer cells 
over a larger spatial area.  
 
The above analyses of column direction is rather artificial, either relying on two 
sections points or giving each section equal weighting irrespective of the number 
of cells. Eventually, I was able to analyse the column more efficiently by regress 
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multiple points into a path in three dimensions. This method is derived from the 
field of economics where multi-dimensional analysis is more common (Petras 
and Podlubny 2007). In this method principal component analysis (PCA) is used 
in order to isolate the contributions to the variance for each of the three main 
axes. From this calculation, a line of best fit can be drawn that produces the 
minimal amount of error across the whole column. This line is described as a 
directional vector (a three by one normalised vector for each axis) through the 
mean point in the line (Figure 3.11C and F). The directional vector can be split 
into its three main components which are the ML contribution, the DV 
contribution, and the AP contribution to the line. Each component can have a 
range from -1 to 1 and are expressed relative to each other such that in the case 
of the “GM593-Red” projection column for each movement of 0.9 µm in the AP 
axis there is a 0.29 µm movement in the ML axis, and a movement of 0.32µm in 
the DV axis. The point is a point which the line runs through typically the 
mean/centroid position of the column. The sum of orthogonal distances is the 
sum of the distances for each cell to the line of best fit. Naturally, the greater the 
number of cells the higher the error, therefore the error values are normalised to 
the number of cells in each column. 
 
By visualising the line, we can see that the line produces an observably good fit 
to the data (figure 3.11A and D; circles = cells, blue lines = distance to line of 
best fit, black line = line of best fit).  
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Figure 3.11 – Quantification of Projection Line Directionality and Mean Point. PCA can be 
used to produce a linear regression of the projection column. This regression allows us to 
describe the movement and location of the projection column in standard mouse space. This 
figure uses the animal GM593 as an example. For the injection sites and the raw data see figure 
3.4i. (A-C) Three dimensional linear regression of red label in GM593. (A) 3D plot of the 
distribution of cells (red circles) with the line of best fit (black). Pale blue lines indicate the 
orthogonal distance to the line of best fit (error). (B) A three dimensional plot of the line of best 
fit and cells with respect to the whole dLGN in standard space. Orange box refers to the area 
represented in A. (C) Metrics that describe the nature of the line. The directional vectors are 
normalised and the points represent the mean point on the line. (D-F) Three dimensional linear 
regression of green label in GM593, order is the same as A-C. MATLAB code for the regressions 
was written by Ivo Petras, Igor Podlubny, May 2006 (Petras and Podlubny ’07) 
http://www.mathworks.com/matlabcentral/fileexchange/12395-orthogonal-linear-regression-in-
3d-space-by-using-principal-components-analysis 
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Figure 3.12 – Metrics Regarding the Direction and Location of the Column. Metrics 
regarding the direction, position, and error of the column. Data was taken from the linear 
regressions show in Figure 3.11. Once again the plots are assessed to see if there are any 
commonalities by viewing the cumulative density plots. (A-C) Cumulative plots of the ML DV, 
and AP components of the directional vector respectively. From initial observations all three 
appear to be sigmoidal which indicates that there may be a broad standard direction of all 
columns. The ML component of the directional vector (A) is classically sigmoidal as is the DV 
component of the vector (B). While for the AP component the line is not classically sigmoidal as 
its steep point is approximately around 0.9 and therefore the second flat portion is not visible. 
However the gradient is much steeper which indicates that there is a narrower range of values for 
the AP direction of the column. (D-F) However, for the mean points of the column they do 
appear to be evenly distributed across all directions suggesting that there is not a bias in the 
location of the columns within standard mouse space. (G and H) The error of the columns (G) 
and its normalised values (H) both appear normalised however, this is due to outliers which if 
excluded would produce an even distribution. 
 
This is confirmed by the average error of each cell for all columns being under 
50µm (35.8±4.9µm; mean ± SEM of whole population; GM593-Red 33.43; 
GM593-Green 30.98). We can also see that unsurprisingly the AP axis 
contributes most to the direction of the line (Directional Vector 3 (AP); GM593-
Red 0.9; GM593-Green 0.9; mean ± SEM 0.86 ± 0.03). This suggests that in 
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order to view as much of the projection column as possible within a section, a 
section which preserves the integrity of the AP axis is necessary (i.e. horizontal 
and sagittal sections).  
 
We can also compare the range of values for each the components of the 
directional vector and the mean point in each axis. By viewing the cumulative 
plots we can see that each of the directional components produce sigmoidal 
distributions suggesting that there is a large amount of commonality in the 
direction of the columns (Figure 3.12A-C). However, the distribution of the 
column centroid locations appears to be smooth across the whole range of values 
for all three axes i.e. columns can be found anywhere in the dLGN (Figure 
3.12D-F). The error measurements may indicate a standard spread of the column 
however when the outliers are excluded the distributions appear even and 
therefore there it is unlike that this is a standard property of a projection column.  
 
Injection Site Parameters  
As we have also placed the injection sites into standard space we can also begin 
to quantatively describe the properties of the injection. The two that we have 
decided to focus on are the location of the injection site (along the ML and AP 
axis) and the volume of tracer injected into the visual cortex (in layer 4 and in 
total). For the location of label (Figure 3.13A and B) there appears to be a nice 
even distribution, which suggests that the is not a bias in the distribution of 
injection sites. Whereas there appears to be a narrow range of volumes injected 
into the visual cortex. In addition, the shape of both the distribution curves for 
the total volume and the volume in layer four are similar.  
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Figure 3.13 – Metrics Regarding the Injection Site Location and Volume. Metrics pertaining 
to the injection site location along the ML and AP axis (A and B respectively) and the volume of 
tracer in the cortex and layer four specifically (C and D). (A) The cumulative distribution plot 
shows that there is an even distribution of injections across the ML axis with possible extremes  
which are most likely due to outliers. This is also the case for the AP distribution of injection 
sites (B). However, for the range of injection volumes there appears to be a tight cluster of 
injection volumes both overall (C) and in layer 4 specifically (D). Furthermore the fact that both 
curves mirror each other it suggests that the injections are by in large evenly distributed 
throughout all laminae. 
 
This implies that they are probably strongly correlated and the tracer is spread 
evenly across all lamina of the visual cortex. 
 
3.3.5 – Principal Component Analysis of Metrics 
However, from a position where there were few metrics there are now far too 
many for the data to be comprehensible (37 metrics have been measured- see 
Figure 3.14iC). This clearly needs to be reduced, but how? We can group the 
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metrics together with respect to which characteristic of the projection column it 
measures (e.g. grey shading for metrics for column length, Figure 3.14iC), 
however this is not done on the basis of looking at the data. A less subjective 
approach is clearly needed.  
 
Having obtained an initial set of metrics from which to quantify projection 
columns in the dLGN (measurements for column spread, cell numbers, column 
direction, and injection site location and volume), it is now possible to try and 
determine which metrics define a column in the dLGN; which metrics alter with 
respect to the volume of tracer injected, and finally which metrics depend on the 
location of the injection site in V1. This has several advantages, first we can 
normalise for effects that occur due to variation in the volume of tracer injected 
(Both the total and layer four specific volumes). Second, it allows us to probe the 
topography of the dLGN, by addressing which topographic metrics correlate to 
the injection site location. Third, we can probe the topology of the projection 
columns, for example are there significantly different paths of the column 
depending on where in the dLGN it is. For example, for columns located in the 
poles of the dLGN one would expect that they are either shorter, or have a 
distinctive curvature that accommodates the shape of the dLGN. Additionally, 
the nature of the column may be variable along its length as there may be 
differential distributions of geniculate neuronal classes within the dLGN.  
 
As mentioned previously, there are now too many metrics (37, listed in Figure 
3.15iA, C) to analyse using simple conventional statistics. For example, running 
multiple Pearson’s Correlation tests would result in having to run 1332 tests. 
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This would give us approximately 67 falsely positive correlations (assuming a 
threshold significance level of 5%). Instead we can use Principal Component 
Analysis (PCA) in order to reduce the number of metrics (described 
mathematically as ‘factors’) to a more coherent and robust analysis of the data.2  
 
In this instance PCA is used to reduce the number of metrics by creating a new 
set of axes which account for as much variance as possible along its axis. 
Therefore PCA provides us with two pieces of information. Firstly, the number 
of components which we can reduce the data set to. Secondly, we can measure 
the contribution/correlations of each existing 
metric to each new Principal Component (PC). 
This should hopefully allow us to reduce the 
number of variables, and turn them into broadly 
coherent metrics of the projection column. As well 
as identifying which metrics are correlated to each 
other. 
 
For example if we have three metrics x, y, and z 
(see Table 3.3) which we can analyse individually 
(Figure 3.14A-C). In this instance x (Figure 
3.14A), and y (Figure 3.14B) are very smoothly 
distributed across their range of values. As x and 
y are identical they also are positively correlated 
                                                 
2
 NB in this case, unlike the PCA performed for the 3D linear regression  the number of axes are 
not constrained such that there must be the same number of axes created. In this the PCA can 
produce as many or as little as needed to interpret the data. 
x y Z 
1 1 9 
2 2 11 
3 3 10 
4 4 18 
5 5 11 
6 6 19 
7 7 13 
8 8 20 
9 9 5 
10 10 14 
11 11 6 
12 12 14 
13 13 14 
14 14 2 
15 15 6 
16 16 5 
17 17 14 
18 18 17 
19 19 7 
20 20 16 
Table 3.3 – The range of values for 
X, Y, and Z. 
This is a putative data set where there 
is an obvious one to one relationship 
between x and y. z on the other hand 
is a random distribution of values that 
bear no relation to either of the other 
two variables 
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(Figure 3.14D). However, unlike x and y, z is not as smoothly distributed but is 
still relatively smoothly distributed. It may be that z is nicely correlated to both x 
and y. This is not the case, as we can see when we compare z to x and y 
individually (Figure 3.14 E and F respectively). Furthermore we can also plot all 
the variables as a 3D scatter plot to visualise the spread of data and investigate 
the relationship between the different metrics (Figure 3.14G).  
 
Figure 3.14G, shows that while it is not obvious how to reduce the data set, 
however PCA can merge x and y to produce a new axis/component “xy” (dashed 
red line, figure 3.14D) . This is done by creating a new axis that takes into 
account both x and y and so can reduce a co-ordinate into a single point along the 
new axis (e.g. co-ordinate (1,1) is reduced to point 1.41 on the xy axis). The 
distribution of xy is naturally similar to the distribution of both x and y (Figure 
3.14H). This now means we can analyse the spread along two axes (Figure 3.13I) 
rather than three. This shows that there is still no pattern between the new 
variable ‘xy’ and z, however it is now much easier to visualise any potential 
relationships. While this is redundant for only three factors which can be viewed 
in 3D plots, when 37 factors are compared it will considerably aid interpretation. 
 
In order to perform this PCA all the data gathered was entered into SPSS and 
then analysed using the built in PCA (entitled ‘factor reduction’ in SPSS) to 
reduce the number of dimensions to analyse.  
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Figure 3,14 – Example data displaying the function of PCA.  (A-C) Cumulative distribution 
plots of metrics x,y, and z. Metrics “x” and “y” are evenly distributed across the range of values 
and their cumulative distribution plots are identical. The cumulative distribution plot of “z” is a 
little more noisy but still has a relatively even spread across the range of values. (D) A scatter 
plot of the “x” and “y” values which display a strong positive correlation. This is used by PCA to 
produce a new axis (component “xy”) which reduces the co-ordinates into a single value along 
the new axis (dashed red line). Such reduction is not possible for the “x” to “z” (E) or “y” to “z” 
(F). (G) Displays the 3D scatter plot of all values which emphasises the difficulty in 
understanding the relationship between the different metrics. (H) The cumulative distribution plot 
of the new metric “xy” which is distributed in a similar manner to both “x” and “y”. (I) Displays 
the scatter plot between the new metric “xy” and “z”, this displays no correlation. 
 
The PCs were calculated and their contributions to the total variance analysed 
(see figure 3.15i A), with the number of PCs to use for clustering based on the 
Scree plot of the eigenvalues3 of each PC in descending order (therefore it 
typically has a decaying exponential shape). The threshold is automatically 
determined by the program as the PC where the eigenvalues drop below one. 
However this can be corroborated independently by viewing the scree plot and 
                                                 
3
 Eigenvalues are the scaling factor which the associated eigenvector performs on 
the original matrix, so in brief the greater the eigenvalue the greater the distortion 
of the data is accounted for by that PC. 
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investigating where the decrease in eigenvalues plateaus (PC9, figure 3.14iB, see 
Cattell 1966). The PCA has discovered 9 PCs (figure 3.15iB) which account for 
88.6% of the variance in the dataset (figure 3.15iA). While there is still ~11% of 
the variance which is unaccounted for it is probably distributed  fairly evenly 
across the various the other PCs although when looking at the scree plot the only 
other possible point is after PC13 where there is a very small dip (figure 3.15iB). 
 
It can be seen that there are four particularly key PCs which account for ~60% of 
the variance in the whole data set. This is worth noting as it suggests that the PCs 
do not contribute equally to the variance associated with the projection line. This 
finding implies that some factors of the projection column vary more than others. 
We can then probe what contributes towards each of the new PCs in order to 
look for any commonality and correlation between the pre-existing metrics (e.g. 
are the DV and ML width of the column correlated). This can be done by looking 
at the rotated component analysis table provided by SPSS (figure 3.15iC). This 
table indicates how correlated the existing variables are to our new variables. 
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Figure 3.15i – Principle Component Analysis for a Projection Line. Although the individual 
comparison of all 37 metrics across 30 projection columns, has been helpful, PCA can be used in 
order to 1) reduce the number of metrics needed to be analysed and 2) check for correlations 
between original metrics. (A) Reduction of the variables to nine new components that account for 
88% of the total variance in the complete data set for all thirty projection lines. Principle 
component (PC) 1 accounts for approximately one fifth of the variance with the influence of each 
PC gradually decreasing to PC9. (B) Scree plot displaying the eigenvalues for each principle 
component. The eigenvalues are loosely equivalent to the fraction of the total variance within the 
data. Here the PCA has shown that there is a small elbow after PC9 which suggests that it is a 
legitimate cut off point for the number of PCs that contribute to the variance. (C) The rotated 
component matrix displays the correlation each metric has for each of the principle components. 
These metrics are grouped into various portions. Grey represents measurements of column 
length, red represents the angle of the column, orange is for the width/spread of the projection 
column. Green represents measurements of cell numbers, yellow are for the injection site 
parameters and blue is for the direction and location of the projection column. This provides a 
method to evaluate what comprises each PC. For example PC2 is mostly comprised of metrics 
associate with the width and extent of the column. It is worth noting that the volume of tracer 
injected (either in layer four or in total) has no relevance to any other metric (PC5). The threshold 
selected was a correlation smaller than -0.7 or greater than 0.7. Definition of metrics.  AP Extent 
is the distance between the most anterior and most posterior  sections containing the projection 
column. The Length of Column is the sum of the distances between adjacent section mean 
positions to produce a value that mirrors the length of the column in all three axes. The Mean 
Coronal Angle is the mean of the angles between each section containing label and its adjacent 
section. This is also true for the Mean Sagittal and Horizontal Angles. The Overall Coronal, 
Sagittal, and Horizontal Angles work out the angles based upon the location of label in the most 
anterior and posterior sections.  The Largest ML and DV Spreads are the largest spread seen in 
one section per column, while the Smallest ML and DV Spreads are the smallest spread seen in 
one section per animal. The Mean ML and DV Spread is the mean spread of the label within a 
single section for all sections containing label from the column. The Largest Possible Spread is 
the lowest ML/DV value of the column is subtracted from highest value on any section. For the 
Smallest Possible Spread the highest minimum value on any section is subtracted from the lowest 
maximum value on any section containing label. The Mean Area of Spread is the mean of the 
areas of  rectangles that encompasses all of the labelled cells within each section per column. 
While the Volume of Column sums the areas of each section and multiplies it by the section 
thickness (50µm). The Total Cell Number is the total number of cells in the projection column. 
The Cell Density is the total number of cells divided by the volume of the projection column. The 
Peak to Mean Ratio is the peak number of cells in the projection column divided by the average 
number of cells per section. The Distance from Start to Peak, is the distance from the start of the 
projection column to the section where there is the highest number of cells per section. The 
Relative Start to Peak is the distance from start to peak normalised to overall distance of the 
column. The ML Location of Injection is the distance of the injection form the midline along the 
ML axis, and the AP Location of the Injection is the distance from the injection to the pseudo-
lambda which is defined as the point at which the two cortices meet on the MRI template image. 
The Injection Volume is the spatial volume occupied by fluorescence in the cortex at the site of 
injection. The Injection in Layer 4, is the volume of layer four that contains fluorescent tracer 
from the injection. Layer four was determined using the brightfield images in which the 
lamination was visible. The Directional Vectors ML, DV and AP are the vectors obtained by 
linear regression devised by Petras and Polbuny 2007  split into its three directional components 
that is its movement in the ML, DV, and AP axis. The Mean Positions ML, DV and AP are the 
mean point of the line created by the linear regression; once again we have split up the position 
into its three constitutive positions. While the Sum of Orthogonal Distances is the sum of the 
distances for each cell to the line of best fit. Naturally, the greater the number of cells the higher 
the error, therefore the Error Normalised to the number of cells in each column. 
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This is useful for several reasons, firstly it allows us to look for common aspects 
among variables, for example do the DV and LM width of the columns match 
each other or are they completely independent variables? Do they change 
proportionally to the volume of tracer injected? Etc… Secondly, we can look for 
existing metrics that are not associated with any of the PCs. This means that 
either the metric is completely random and therefore not worth investigating, or 
alternatively it may remain as a constant across all of the columns and therefore 
that metric may be a defining feature of all projection columns. Such metrics 
may help in providing a quantative description of the projection column. Thirdly, 
we can begin to see if anything changes with respect to the injection site location 
along the AP and ML axis. Any positively or negatively correlated metrics to the 
injection site location would help us to begin to elucidate the topographic and 
topologic organisation of the dLGN columns. For example do more medial 
injections result in wider, longer columns that are more lateral in the dLGN? If 
all these metrics are associated with the same PC then it would suggest that this 
is the case. 
 
For rotated component analyses (essentially Pearson correlations), there is little 
consensus on the threshold for values that indicate correlation. In this study a 
limit of ≤-0.7 or ≥0.7 was used to ensure that any false positives were 
minimised4. The results are displayed in figure 3.15iC with significant 
correlations highlighted in green. Furthermore, to illustrate that none of these 
                                                 
4
 There is little consistency in the field from my searching of the literature; the 
rotated component analysis has been used mostly as a qualitative rather than 
quantitative indicator of the strength and direction of the correlation. Although 
due to the number of metrics analysed (37), my thresholds are highly strict. 
Video tutorials use values as low as 0.4 to indicate correlations 
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rotated PCs overlap or are correlated with each other they were scatter plotted 
and no correlations, or binomial distributions were visible (see figure 3.15ii). 
 
For PC1, the metric that is most correlated is the length of the column (through 
points; score of 0.95, figure 3.15iC). It is no surprise to see the total number of 
labelled cells (“Total Cell Number”) is also strongly correlated as the longer the 
column the more cells one would expect to see. In addition the DV location of 
the column is negatively correlated to PC1 such that high values of PC1 result in 
low (dorsal) values. While the AP location of the column is positively correlated 
meaning high values in PC1 produce high (anterior) values. Another contributing 
variable is the location of the injection along the PA axis, which is negatively 
correlated to PC1. So that the more anterior (high values) the injection, it appears 
that the length of the column is shorter and is located more towards the posterior 
and ventral poles of the dLGN. This indicates that the topology of the projection 
columns may have a topographic bias. This is confirmed by the high correlation 
with PA axis location of injection site. 
 
PC2 appears to be generally associated with the width and volume of the column, 
and particularly the spread of label in a coronal section. This then would have an 
effect on the cell density, which would explain why it is also included here. The 
direction of the projection column also appears to be a particularly strong 
variable with PC3 (“Mean Horizontal Angle” and “Directional Vector 1 (ML)”, 
i.e. the angle viewed in a horizontal plane) contributing to 11.14% of the 
variance, and the other two angles having a marginally smaller effect (PC4, 
10.02%).  
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Figure 3.15ii – Scatter Plots for Each New PCA Factor. In order to confirm that the PCA has 
accounted for the majority of the variance multiple scatter plots for the PCs were constructed. If a 
correlation between any of the PCs is visible then the PCA has not worked. A correlation 
between the PCs suggests that there is another PC that can also describe the data. If a binomial 
distribution is visible then this would indicate that the PCA has over-generalised the data set by 
grouping two or more PCs together. For this data set the multiple scatter plots show that there are 
no correlations between these new components (Pearson’s correlate/r = 0, p=1, for all cases), or 
no binomial distributions either.  The tight grouping for plots involving PC5 (Volume of Tracer) 
is due to the one outlier which is a larger injection than the rest.  
 
The volume of tracer injected contributes only 5.95% to the overall variance of 
the data set (PC5) but interestingly it does not appear to be correlated to any of 
the metrics associated with the dLGN label. This means that within the range of 
injections provided there is no significant variation. It may be that with 
significantly larger injections we may see a change in the number of cells 
labelled, or the spread/width of the column. However, this is good news as it 
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means that the volume of the tracer does not need to be accounted for in our 
studies.  
 
Of the other factors (PCs 6-9) the only interesting finding was another indication 
of topographic order, as the ML position of the injection and the mean ML 
position of the column are negatively correlated. This can be visually confirmed 
in the raw image data (see figure 3.4i) where the order of colours flips between 
the dLGN and V1 (From Lateral to Medial; green to red in dLGN, and red to 
green in V1). However as this is the 9th PC it contributes little to the overall 
variance of the columns. Therefore, it may be assumed that the ML topographic 
order is less obvious than the AP order. 
 
As mentioned earlier, original metrics that have not been pulled out by the PCA 
may also be of interest as putative quantifiable definitions of a projection column 
i.e. metrics that are consistent from column to column. Alternatively they may be 
noise produced by meaningless measurements. In total, there are seven existing 
variables which are not pulled out by PCA. Of these seven, four (Widest and 
Narrowest Possible ML and DV Spread) are secondary measurements of the 
maximum and minimum spread over the whole projection column and as such 
are measurements that are potentially unclear and may be a measure of the 
amount of movement as well as the spread. As a result of them being too vague 
they have been excluded. The sum of orthogonal distances to the line of best fit is 
essentially a description of the error around the 3d linear regression. This could 
be a measure of the spread of the column as a column with greater spread will 
have a larger error. However, when this figure is normalised to the number of 
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cells in each projection line it is pulled out as a factor in its own right (PC8), and 
therefore we have excluded it from further investigation. Therefore the three 
remaining variables are; peak to mean ratio of cell numbers, and directional 
vectors 2 (DV) and 3 (AP) which will be investigated. In addition, correlates to 
injection site location (ML and AP) should be probed further, as well as a final 
check to confirm that the volume of tracer does not influence any key factors. 
 
3.3.6 – Exploration of “Static Factors” 
As an initial exploration of the data set it was decided to plot histograms of the 
key metrics in order to explore the spread of the data. If the data is spread evenly 
it would appear to indicate that it is not a constant and is instead a random factor, 
whereas if the data is tightly grouped around the mean then it suggests that the 
metric is, in fact, a constant. This can also be corroborated by analysing the 
cumulative density plots of these metrics (see figures 3.8, 3.9, 3.10, 3.12, and 
3.13) 
 
The histograms provide a means of visualising the spread of the data. However 
our eyes can be deceived by the bin size of histograms; for example, one can be 
misled into thinking the data is tightly clustered by having a large bin size, or 
believing the data is spread by using a small bin size. To counteract this problem 
a standard bin size of 15 across the spread of the data was prescribed for all three 
metrics under investigation. A bin size of 15 (half the number of projection 
columns analysed) was chosen because it provides an easy measurement of 
spread. If the frequency remains constantly around 2 it suggests that the data is 
evenly distributed (the number of projection columns (30) divided by the bin size 
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(15)) whereas if it is decidedly peaked it would suggest it may be a constant (i.e. 
a metric with little variation). An alternative method of determining the bin size 
has been devised by Shimazaki and Shinomoto 2007 which attempts to find the 
optimum bin size from the mean integrated square error (MISE) and therefore 
represent the data best. In short it attempts to represent the spread as a normal 
distribution. Here the bin size is variable, and the larger the bin size the tighter 
the fit of the data, meaning it is more likely to be constant. It is worth noting that 
there are a no immediately obvious statistical tests for constants as such a visual 
inspection of the spread of the label and the size of the SEM and standard 
deviation should be enlightening. 
 
For the “Peak to Mean Ratio of Cells” (figure 3.16A), the histograms appear to 
have a tight spread. For the histogram with a bin size of 15, there is a peak 
frequency of 7 in the column that is associated with the mean. In addition, there 
are only two mildly high ectopic values. This is further emphasised by the plot of 
the optimum bin size (28), where the peak frequency of 5 is reached by two 
columns which are in proximity to the mean (mean ± SEM; 1.89±0.07). 
Furthermore this peak is almost five times the size of the data if it was evenly 
distributed. This leads us to the conclusion, that there does seem to be a standard 
peak to mean ratio of cells. This suggests that there is a typical distribution of 
cells across the projection column. However, because our approximate 
measurements for the location of this peak were pulled out as PC6 it may be that 
this is purely a false positive. Yet, it may still be a constant as the relative start to 
peak measurement does not take into account the column’s location in the dLGN 
which may significantly alter the properties of the column. In order to produce a 
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more thorough study the topology of the dLGN must be described in a more 
accurately quantifiable manner. However it is worth noting that the peak to mean 
ratio does appear to have sigmoidal distribution in the cumulative distribution 
plots (figure 3.9C) 
 
For the dorso-ventral portion of the directional vector the spread is a lot more 
complex than the spread for the Peak to Mean Ratio (figure 3.16B). The mean 
vector is 0.14, with a standard deviation of 0.267, suggesting that there is not 
much DV movement for most projection columns However, when looking at the 
standard bin size of 15 we can see that the spread of the directions are large 
(minimum vector is -0.30; maximum vector is 0.87). This indicates that there is a 
great variability in the DV movement of the directional column. Observationally 
this may once again be due to variances in the dLGN topology (i.e. location of 
the label in the dLGN). This is further emphasised in the optimum bin size 
histogram which is lower than the standardised 15 bin size (13). The spread of 
the data is also very similar. 
 
However, for the AP directional vector (figure 3.16C) it is clear that most 
columns run is an anterior direction (0.86±0.03, mean ± SEM; 0.139, standard 
deviation). This appears to be a constant as the spread of the data is small with 
only a few outliers, furthermore it contains a high peak. A particularly 
remarkable peak for the optimum bin size of 39 bins (5) gives weight to the 
impression that this vector is in fact consistent for all projection columns. 
Although this finding is less of a surprise, as it merely confirms the fact that the 
pan-directional aspect of a projection column is along the AP axis. 
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Figure 3.16 – Investigation of Factors not Identified by PCA. Variables that did not contribute 
to any of the PCs are still worthy of investigation. As there are two possibilities; they are either 
constant for all projection columns and so are a defining feature of a column or, are a minor 
factor not worth investigating. Xmax/Ymax (biggest possible ML/DV spread across the column) 
and Xmin/Ymin (smallest possible ML/DV spread across the column) were deemed not worthy 
of interest because they should have been associated with PC2 or PC7. However the peak to 
mean ratio of cells per section (A), the dorso-ventral directional vector (B), and the antero-
posterior directional vector (C) were investigated because they appear to be unique. The 
directional vectors are sufficiently different to the XY, YZ, and XZ angles to be considered. (A-
C) Leftmost histograms are for a range of values divided into 15 equal values. The rightmost 
histograms are plotted using the optimum bin size (Shimazaki and Shinomoto ’07) calculated 
from the Mean Integrated Square Error (MISE). (A) The peak to mean ratio appears to be tightly 
fitted to 1.89 times the mean. This may possibly indicate some form lamination or organisation 
within the projection column. (B) The normalised DV directional vector has a much larger spread 
than the other two variable investigated here. However, it appears that its overall direction 
appears to be close to 0 (0.14±0.05) which justifies horizontal sections as being the optimum 
plane of view for the whole projection line. The X axis has been stretched to incorporate the 
whole range of possible directional vectors (-1 to 1). (C) The normalised AP directional vector 
has a tight spread and appears to be close to 1, suggesting that this is the principle direction of 
movement within the column (0.86
 
±0.03). The X axis has been stretched to incorporate the 
whole range of possible directional vectors (-1 to 1). 
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3.3.7 – There really is no change in geniculate label with injection volume 
Although the PCA has confirmed that there is no association with any dLGN 
metrics to the volume of tracer injected. It was such an unusual result that went 
against expected dogma where larger injections result in larger columns it was 
worth investigating further. Figure 3.17A shows the distribution of volumes of 
tracer injected into layer 4 of V1 in as a histogram. Immediately, we can see that 
the distribution is tight and the majority of injections are smaller than 
750,000µm3 this indicates that the majority of injections are of approximately the 
same value.  
 
Despite this narrow range of injections it may still be possible to isolate a trend 
for the injections. One intuitive correlation would be that larger injections will 
result in larger columns as the injection will cover more of V1 and therefore 
dLGN. We can then run a simple Pearson’s correlation test between the injection 
volume and PC2 (which includes the key spread of label metrics). It is clear that 
there is no correlation at all, both visually and statistically (R2=9.07x10-5, Figure 
3.17B).  
 
Perhaps, even though the spread/size of the projection line is not influenced by 
the volume of tracer perhaps the number of cells labelled or the overall length of 
the column may be influenced. It is still conceivable that the cell numbers may 
increase owing to a change in the density of label within a projection column. 
This could be due to the fact that larger injections will result in the labelling 
more of the same receptive field, rather than a bigger receptive field. 
Unfortunately, for both the total cell number and length of the column there is no 
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Figure 3.17 – No Correlation of Injection Volume with the Projection Column. It has been 
assumed that the volume of tracer injected affects many aspects of the label within the LGN (e.g. 
Number of cells labelled, column width, and length of column). However within the range of 
injections there appears to be no correlation. (A) Histogram of the Volume of tracer injected into 
layer 4 (mean ± SEM=0.006±0.002mm3, n=30, optimum bin size = 75) which demonstrates that 
there is a fairly consistent volume of tracer injected into V1. (B) Scatter plot of Injection Volume 
in Layer 4 (X axis) and PC2 (Y axis) showing no correlation (Pearson’s Correlation, r2=0.0009). 
(C) Scatter plot of Injection Volume in Layer 4 (X axis) and the number of cells per section (Y 
axis) showing no correlation (Pearson’s Correlation, r2=0.003). (D) Scatter plot of Injection 
Volume in Layer 4 (X axis) and the Length of Column (Y axis) showing no correlation 
(Pearson’s Correlation, r2=0.00008). (E) In order to prevent false positives a linear regression 
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correlation to the volume of tracer injected (R2=0.003, figure 3.17C, R2=8.43x10-
5
, figure 3.17D respectively). 
 
Therefore we can safely conclude for our range of injections there is no 
difference in any of the metrics that we have observed, even ones that were 
always intuitively thought to be correlated. In addition this confirms the findings 
of the PCA suggesting that it is a reliable means of reducing the data set. The 
total volume of tracer injected was also compared to investigate whether there 
would have been a difference if there are non-layer4 projecting thalamic 
neurones. This is not the case that the figures produced are similar (see 
supplemental figure 3.9). 
 
3.3.8 – Correlates to Injection Site Location 
The PCA suggested the nature of the column could vary with the location of the 
injection. At one level, this is not a surprise. However, in this section, we 
quantifiably examine how column metrics vary with injection site locations. We 
assess how variations in injection site location along the AP and ML cortical 
axes correlate with the length of the column, the total number of cells, the three 
directional vectors, and the mean location of each column (derived from the 3D 
regression). However, when performing so many correlations there is an 
increased chance for false positives. Therefore, to accurately describe the spread 
of the data a linear regression analysis5 was performed which takes into all the 
metrics selected analysed and compares all of the metrics to the location of tracer 
                                                 
5
 Linear Regression Analysis can be described as a means to estimate the co-efficients of the 
linear equation which involve several independent variables (in our case Column Length, Total 
Cell Number, the directional vectors, and the centroid positions) being assessed for their ability to 
predict the value of the dependent variable (e.g. AP injection location) 
Chapter 3 – Establishing the 3D Nature of the dLGN and V1 
 200
in either the AP or ML axis of V1. The linear regression forms two parts; firstly 
an ANOVA is performed in order to see if any of the correlations are statistically 
significant and secondly coefficient values are calculated for each of the metrics 
compared to either the AP or ML injection location in V16.  
 
Correlates to the AP Location of the Injection Site 
For the AP axis from the correlation plots it appears that there is a negative 
correlation between the length of the column and the AP location of the injection, 
such that the more anterior an injection is, the shorter the column of label (figure 
3.18A). However from the linear regression it is clear that this is not a significant 
correlation (t=0.38, p=0.71, Figure 3.18F). Total cell numbers are highly 
scattered with respect to AP location (figure 3.18B), which is confirmed by the 
coefficients in figure 3.18F that show no significant correlation (t=-0.36, 
p=0.72). For the directional vectors (figure 3.18C) there appears to be two trends. 
Firstly, the more anterior an injection the more ventral, and less anteriorly driven 
is the line of best fit; the ML directional vector appears constant, suggesting that 
there is no relation between the AP location of the injection site and the ML 
location of label. However the linear regression suggests that none of these are 
statistically significant although there is a trend to significance for all three 
regressions (ML Directional Vector, p=0.09; DV Directional Vector, p=0.05; AP 
Direction Vector, p=0.12, figure 3.18F). Therefore we may not have sufficient 
                                                 
6
 The unstandardised β coefficient is the change in the Y metric (e.g. total cell number) from a 
one unit increase in the X metric (e.g. AP injection site location in V1). While the standardised β 
coefficient is the correlation value which is similar to the r2 value (NB not the R2 value of 
goodness of fit). While the t statistic and the corresponding p value give us an idea of the 
significance of the correlation. 
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numbers in order to fully explore the correlation of the directional vectors. In 
addition, there is increased noise as the metrics are in the standard MRI space not 
in relation to the topology of V1 or the dLGN, which would produce true V1 and 
dLGN co-ordinates 
 
The mean position (or more accurately centre of mass) of the label will depend 
on both column length and the directional vectors. From figure 3.18D, it appears 
that the more anterior the injection the more posterior and ventral the label, again 
there is little variation in the ML position of the column’s centre of mass.  
Remarkably, the ML position of the column and DV position of the column have 
a strong correlation to the AP location of the injection site. (p=0.0127, and 
Figure 3.18 – Correlates to Injection Site Location along the AP Axis. Given that the PCA 
suggested that there was a strong correlation between the AP location of the injection site and the 
AP and DV location of label in the dLGN it seemed worthwhile to explore any correlations in 
greater detail. The factors chosen were the total number of cells the length of the projection 
column, the directional vectors, and finally the mean position of label in the dLGN across all three 
axes. (A) Scatter plot of Posterio-Anterior Injection Position in V1 (X axis) and the length of 
column (Y axis) showing a correlation (Pearson’s Correlation, r2=0.368, p<0.001). Meaning the 
more anterior the injection the shorter the projection column. (B) Scatter plot of Posterio-Anterior 
Injection Position in V1 (X axis) and the total cell numbers (Y axis) showing a trend towards 
correlation (Pearson’s Correlation, r2=0.116, p=0.065), but nothing significant even though they 
are part of the same factor (PC1). (C) Comparison of AP location of the injection site and the 
directional vectors obtained through 3D linear regression. Directional Vector 1 (ML axis, blue) 
has no correlation (Pearson’s Correlation, r2=0.009, p=0.872) while Directional Vector 2 (DV 
axis, green) is positively correlated (Pearson’s Correlation, r2=0.284, p=0.02) meaning that there is 
a more ventral direction to the column for anterior injections. Directional Vector 3 (AP Axis, 
green) has a negative correlation to PA axis location (Pearson’s Correlation, r2=0.233, p=0.007) 
meaning the more anterior an injection the less the column moves in an anterior direction. (D) 
Comparison of AP location of the injection site and the mean point obtained through 3D linear 
regression. Point 1 (ML axis, blue) has no correlation (Pearson’s Correlation, r2=0.059, p=0.662) 
while Point 2 (DV axis, green) is positively correlated, (Pearson’s Correlation, r2=0.518, p<0.001) 
meaning that there is a more ventral location to the column for anterior injections. Point 3 (AP 
Axis, orange) has a negative correlation to PA axis location (Pearson’s Correlation, r2=0.015 
p<0.001) meaning the more anterior an injection the more posterior the location of the column. (E-
F) In order to reduce the chance of false positives a linear regression was performed to see if there 
was any correlation when taking all the variables analysed into account. The One-way ANOVA 
(E) indicates that there is a significant difference (F=9.779 p<0.001). While the Coefficients table 
(F) displays that only the location of the column changes along the ML and DV axis (p=0.01 and 
p<0.001, respectively). This means that the correlations for directional vectors were false positives 
confirming the PCA analysis showing no contributions for the DV and AP directional vectors. 
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p=0.0002, respectively, figure 3.18F). However, the AP position is not 
significant (p=0.2335, figure 3.18F), although the steepness of the line of best fit 
is strong. Therefore, it is tempting to assume that it is correlated, but the values 
are masked by the inaccuracy of our measurements in standard space rather than 
specific dLGN or V1 space. 
 
Correlates to the ML Location of the Injection Site 
For the ML positions of the injection site there are similar trends to that seen for 
the AP axis. From figure 3.19A, it appears that the more medial the injection the 
longer the column (figure 3.19A). However, the linear regression analysis reveals 
that this is only a trend (p=0.08, figure 3.19F). Again, the total number of 
labelled cells does not correlate with injection site location (figure 3.19B & F; 
p=0.62). The directional vectors do not seem to have any significant correlation 
to the ML location of the injection site. This is confirmed by the linear regression 
where none of the directions are statistically significant. Although, as mentioned 
before this does not necessarily mean there is no correlation as these studies are 
an initial investigation into the topography of the thalamo-cortical projection. To 
carry out a more thorough study the measurements must be relative to the 
topology of the dLGN and V1 rather than standard MRI space. 
 
Despite the inaccuracies there does appear to be significant correlations between 
the DV and AP locations of the centre of mass of label and the ML injection 
location (p=0.002 and 0.003 respectively, figure 3.19F) By reference to figure 
3.19D, this means that the more medial an injection the more ventral and anterior 
the injection (figure 3.19D). For the medial aspect it appears to be negatively  








 correlated even though it is not demonstrated in the regression. Supporting 
evidence for this statement comes from the fact that both the ML location of the  
injection site and the ML position of the column are associated with the same PC 
(PC9). 
 
3.3.9 – Visual Investigation into the Topography of the dLGN (Injection Site 
and Heat Maps) 
Consistency and Spread of Injections 
To further investigate topography in the dLGN, we decided to plot all of the 
columns onto the dLGN, which can be colour coded with respect to the location 
of the injection site in V1 to give topographic heat maps. Ideally, the analysis 
should be done mathematically but the heat maps provide a useful visual 
Figure 3.19 – Correlates to Injection Site Location along the ML Axis. As with figure 3.18 the 
PCA suggested that there was a possible correlation between the ML location of the injection site 
and the ML location of the label. Although weaker than the AP axis correlations it is still worth 
investigating. Therefore, the same metrics were analysed as those compared to the AP axis. 
Interestingly, the correlations appear to be restricted to the location of the label but only in the DV 
and AP axes. (A) Scatter plot of Latero-Medial Injection Position in V1 (X axis) and the length of 
column (Y axis) showing a positive correlation (Pearson’s Correlation, r2=0.327, p=0.001).This 
means the more medial the injection the longer the projection column. (B) Scatter plot of Posterio-
Anterior Injection Position in V1 (X axis) and the total cell numbers (Y axis) showing a positive 
correlation (Pearson’s Correlation, r2=0.139, p=0.043), meaning the more medial the injection the 
greater the number of cells with label. (C) Comparison of ML location of the injection site and the 
directional vectors obtained through 3D linear regression. Directional Vector 1 (ML axis, blue) 
has no correlation (Pearson’s Correlation, r2=0.098, p=0.8) while Directional Vector 2 (DV axis, 
green) has no correlation (Pearson’s Correlation, r2=0.002, p=0.093). Directional Vector 3 (AP 
Axis, green) has no correlation to LM axis location (Pearson’s Correlation, r2=0.082, p=0.125). 
(D) Comparison of LM location of the injection site and the mean point obtained through 3D 
linear regression. Point 1 (ML axis, blue) has a negative correlation (Pearson’s Correlation, 
r2=0.271, p=0.003). Meaning the more medial an injection the more lateral the label in the dLGN. 
A phenomena that is visible in figure 2.1 with the paired injections. Point 2 (DV axis, green) has 
no correlation, (Pearson’s Correlation, r2=-0.312, p<0.093). Point 3 (AP Axis, orange) has a 
positive correlation to LM axis location (Pearson’s Correlation, r2=0.511 p=0.004) meaning the 
more medial an injection the more anterior the location of the column. (E-F) In order to reduce the 
chance of false positives a linear regression was performed to see if there was any correlation 
when taking all the variables analysed into account. The One-way ANOVA (E) indicates that there 
is a significant difference (F=7.619, p<0.001). While the Coefficients table (F) displays that only 
the location of the column changes along the DV and AP axis (p=0.002 and p=0.0034, 
respectively). Any other correlations were false positives 
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indication, although one does need to be careful of over interpretation of the data. 
Before the analysis is performed, a careful investigation into the range of 
injection sites in V1 must be carried out. This should involve both the volumes 
and the anatomical spread across V1. Finally, we must also check to see how 
much of the dLGN is labelled from injections in this range. By looking at the 
spread of the data we can see that there is a good distribution along the ML axis 
of V1 (figure 3.20A). This is particularly true for the Paxinos atlas 
measurements, which were used as the initial guide to find V1 while performing 
the injection surgery. Using our histological markers it appears that we may have 
missed a fair amount of the medial portion of V1 which should be replicated in 
the absence of label in the lateral portion of the dLGN (figure 3.20F). This is 
true, particularly for posterior portions of the dLGN where the medial aspect of 
the dLGN appears to contain more labelled cells than the lateral portion. 
However the biggest concern is that the posterior portion of V1 is not injected at 
all. This is because of the presence of the large venous sinuses over V1, making 
surgery difficult and raising the possibility of cortical damage to V1 by altering 
its blood supply. As discussed in chapter 2 there is also a worrying variability 
between the different methods of anatomically defining V1 boundaries (Figure 
3.20B-D) which may be due to either inter-animal variation, or a presumption 
that the published anatomical methods really are defining V1. 
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AP Heat Map 
It was decided to carry on with plotting the distribution of columnar label in the 
dLGN with respect to the cortical location of the injection. One method of 
investigating this is to colour code the injection sites relative to their position 
along either axis. For example, in our AP axis plots (Figure 3.21A), blue 
columns originate from the more posterior injections in V1, while red colours are 
produced by anterior injections into the dLGN. The initial heat maps are plotted 
relative to the most extreme injection sites, not to the absolute limits of V1. This 
is because the boundaries of V1 need to be carefully defined before such a study 
could be carried out.  
 
For the AP heat map there is a clear nice topography in the dLGN (Figure 3.21B, 
also see Azimuth: 143 Elevation: 10 of Supplemental Data 3.2A) when viewing 
the whole population of labelled geniculate neurons from one particular 3D 
perspective. Using the MATLAB figure (Supplemental Data 3.2A), we can rotate 
Figure 3.20 – Distribution of Injection Sites and V1 Locations. Having shown that there appears 
to be some correlation between injection site location and the corresponding location of the column 
in the LGN it appears worthwhile to investigate the topography of the thalmo-cortical projection. In 
addition, we would like to interpret the injection site locations with respect to the boundaries of V1. 
Therefore, the boundaries of V1 used in figures 2.23 and 2.24 were overlaid on the injection sites to 
asses where the injection sites were. However there is some variation in the proposed location of V1 
depending on the stains. (A) Distribution of injection sites into cortex that produced retrograde label 
within the dLGN. 0 along the ML axis indicates the midline, while 0 along the AP axis is a point in 
the MRI defined as pseudo-lambda which is AP location where the two cortices first meet.. (B) The 
injection sites (blue dots) plotted in line with the co-ordinates of V1 provided by the Paxinos Mouse 
brain Atlas. These co-ordinates were defined by expert observers using Nissl staining. Using their 
co-ordinates it appears that the anterior pole of V1 is too posterior or the dLGN also innervates non-
V1 areas. (C) Injection sites (blue dots) plotted in line with the co-ordinates of V1 determined by 
SMI-32 antibody staining. The SMI-32 and m2AChR co-ordinates are derived from the previous 
chapter. Using these co-ordinates, appears closer to the data than the Paxino Co-ordinates, however 
some injections are still more anterior than the boundaries of V1 (D) Using the m2AChR antibody 
produces a V1 region that is too medial to explain the distribution of injection sites containing label. 
This leads us to conclude that the SMI-32 antibody provides a set of boundaries that is closet to our 
proposed data. (E) Table of metrics showing that the range of injection volumes and spreads in layer 
4 are fairly small, which highlights a consistency in the procedures. (F) Visual representation of how 
much of the LGN (blue) is filled by label from all of the injections (red). As the posterior pole of the 
LGN is not injected anterior portions of the LGN do not contain label. Furthermore the medial and 
lateral boundaries of the LGN appear untouched 
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and explore the order of these projection columns and discover that there are 
only one or two views that enable the order to be seen. The majority of views are 
unable to display any AP topography. 
 
In addition, by viewing the dLGN array from orthogonal views (akin to the 
compressed coronal, horizontal and sagittal plots from earlier, Figure 3.6), we 
can further investigate the topography. In coronal view, there is no evidence of a 
smooth transition from blue to red – different colours appear as blocks. There is 
little evidence of spectral transition or of segregation in the horizontal view. 
Using the Sagittal view (figure 3.21C-bottom) reveals the spectral transition best  
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Figure 3.21 – Anterio-posterior Topography of the dLGN. (A) The injection sites were colour 
coded from blue (posterior) to red (anterior) using custom MATLAB code. These colours can 
then be applied to the corresponding label in the LGN. (B) Label in the LGN, colour coded  to the 
AP location of the injection site shows the well-ordered nature of the LGN projection columns. 
As previously shown by linear regression (Figure 2.11) the more anterior injection sites produce 
columns in the posterior pole of the LGN and vice versa. The gradations are also consistent with 
the order of injections in V1. The Azimuth and Elevation values are for the viewing angle of the 
figure. (C) The compression plots to the right of (B) demonstrate that the order is most apparent 
for sagittal sections than any other orthogonal plane. The order appear to be most lost for the 
horizontal plane of compression. While there is some semblance of organisation in the coronal 
plane (mostly along the DV axis) 
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of the three orthogonal views. In this view, relatively posterior injections label 
more dorsal dLGN and anterior injection more ventral dLGN. In addition, this 
sagittal view allows us to see the variation in the DV directionality depending on 
where the column is located along the AP axis:  columns labelled from posterior 
V1 injections extend much more anteriorly in the dLGN than columns labelled 
from anterior cortex. Furthermore label from anterior injections in V1 extends 
further in a dorsal to ventral manner than those from posterior injections which 
have very little movement. This is most likely due to the topology of the dLGN 
Therefore it is clear that the thalamo-cortical projection has a highly organised 
geniculo-cortical topography for the AP axis of V1.  
 
ML Heat Map 
Could this also be the case for the ML axis? Data from the PCA suggests that the 
order will be less apparent than that of the AP axis (ML location is PC9 and AP 
is part of PC1). Unfortunately in the heat map plots for the ML axis of V1 (blue 
= lateral, red = medial) there does not appear to be as much order. Figure 3.22B 
shows the view of dLGN label that looks the most orderly, but there is not a 
single view that can display a smooth spectral representation. In the 3D plot of 
figure 3.22B, label from the lateral injections appears to enclose that derived 
from the medial injections. With the orthogonal views (figure 3.22C) we can see 
that, the best view is the horizontal but the order is still not particularly lucid. In 
the central portions of the horizontal view there are some orange labelled cells 
that are to the right (medial) of some light blue labelled cells (orange cells should 
be to the left/lateral of blue cells).  
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Figure 3.22 – Medio-Lateral Topography of the dLGN. (A) The injection sites were colour 
coded from blue (lateral) to red (medial) using the same custom MATLAB code as in figure 2.21. 
(B) Label in the LGN colour coded to the ML location of the injection site. Unlike the AP axis 
order is not as immediately obvious. There appears to be some organisation along the ML axis of 
the LGN. This is corroborated by the negative correlation shown between the ML location of the 
injection site and the ML location of label in the LGN in the linear regression performed in figure 
3.11. The Azimuth and Elevation values are for the viewing angle of the figure. (C) The 
compression plots to the right of (B) further demonstrate the lack of apparent order. In the 
horizontal plane is there a semblance of organisation. This suggests that either there is little 
topography along the ML axis, or that the organisation is either non-cartesian (e.g. curved), or at 
an angle off the ML axis. 
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Virtual Paired Injections 
Could it be that the ML heat maps are an inaccurate way of measuring the 
distribution of label? This seems unlikely as the AP heat maps display a much 
clearer topography. Meaning that this is not an error in the MATLAB code or 
and innate problem within MATLAB that hinders the viewing of topographic 
order. One means of assessing how this difference in the AP and ML heat maps 
emerged in to compare virtual pairs of injections. 
 
For this investigation the most lateral, medial, anterior, and posterior injections 
were identified and plotted with their opposite label set (i.e. Medial with Lateral, 
and Anterior with Posterior). Multiple injections and columns rather than one 
were selected for two main reasons. Firstly, it should hopefully minimise the 
chance of errors emerging as a result of an aberrant or ectopic column. Secondly, 
it should hopefully provide a greater spread along the alternative axis. This is 
beneficial as it should allow us to analyse the whole of the dLGN rather than one 
specific portion of the dLGN whose topological features could impinge on the 
topography of the thalamo-cortical projection. It was decided not to plot the 
boundaries of the dLGN as the values may be on the boundaries and because of 
the additional points it may be harder to visualise the segregation between the 
two groups.. 
 
The plot of the AP extremes show that the anterior and posterior injection sites 
are spread over a fairly tight range of the ML axis but are fairly central so should 
hopefully not be too distorted by the topology of the dLGN, they are also far 
apart from each other (>1.5mm, figure 3.23A). In the three dimensional plot the 
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segregation is clearly visible, with a large gap between the green (anterior V1 
injections) and black (posterior V1 injections) that is across all three principle 
axes (figure 3.23B). 
 
Figure 3.23 – Topography of the AP Extremes in the dLGN. (A) Injection sites of the most 
medial (Red), lateral (blue), anterior (green), and posterior (black) injections. (B) 3 dimensional 
plots of label from the most anterior (green) and posterior (black) injections. The separation 
between the extremes show that there is an obvious gap between anterior or posterior labelled 
columns. (C) Furthermore, in all orthogonal planes (on right of B) there are clear differences 
highlighting the scale of the segregation. 
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 This is confirmed in the compression plots where the segregation is visible in all 
three of the plots which indicates that there is a strong organisation to the map 
(Figure 3.23C).  
 
For the ML extreme injections we can see that they do cover a wide range of the 
AP axis and are well segregated (Figure 3.24A). However, what is clear is that 
the precision is definitely less apparent along for injections along the ML axis: 
there is overlap in the labelling from the medial (red) and lateral (blue) injections 
(Figure 3.24B). Despite rotating the three dimensional plot it is impossible to 
produce a view which has a clear difference even though the extremes are 
approximately 800µm apart. This is confirmed with the compression plots 
(Figure 3.24C), which show a mixing of the two labelled colours particularly in 
the coronal plot. This is somewhat of a surprise given that there is a clear medio-
lateral organisation that is visible with the paired injections (Figure 3.4). 
However, those injections are in close proximity to one another and so any 
interpretations of the entire thalamo-cortical topography are based on the 
assumption that all aspects of V1 and the dLGN are completely identical, clearly 
this is not the case. It could also be argued that the separation between AP 
injections are greater and so produce segregation, while the ML segregation is far 
smaller (approximately 1500µm for AP and 800µm for ML).  
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Figure 3.24 – Topography of the ML Extremes in the dLGN. (A) Injection sites of the most 
medial (Red), lateral (blue), anterior (green), and posterior (black) injections. (B) 3 dimensional 
plots of label from the most medial (red) and lateral (blue) injections which show that even 
though the injection sites are separated by approximately 800µm there is still overlap of labelled 
cells. (C) Furthermore, for the orthogonal plane compressions we can see that the population of 
cells overlap. This suggests that there is little organisation along the Euclidean ML axis. 
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Quartiles 
Another manner of investigating the ML order is to divide the injection sites into 
ranked quartiles along the AP axis of V1 (NB quartile 1 is the most posterior and 
quartile 4 is the most anterior). This is of use as it allows us to minimise any 
differences associated with the AP location of the injection. In short we are 
analysing one portion of the thalamo-cortical projection at a time. In the 
following figures, in order to clearly visualise the projection lines, instead of all 
of the cells being plotted, the mean location of the label of each section was 
plotted.  
 
For quartile 1 of V1 (the most posterior quartile, figure 3.25A) there appears to 
be a good spread of data along the ML axis (~1mm) which should result in nicely 
segregated columns in the dLGN. This appears to be the case for the columns 
from the first quartile (figure 3.25B). As in the 3D view of the dLGN the order 
looks clear and slightly diagonal along the ML axis, while the compressed 
horizontal (figure 3.25C middle inset) also shows the order clearly. For the 
coronal inset the order is not apparent, and for the sagittal section there seems to 
be a little order but the spread is not as large as the horizontal and 3D view.  
 
The order still appears to be there for quartile 2. Quartile two has a larger spread 
of injections (~1.25mm, figure 3.26A) which is replicated in the spread of 
columns in the dLGN. The 3D plot shows some clear organisation (particularly 
for the extremes, - red/brown and blue), however the order in the dLGN is less 
clear than in quartile 1. For quartile 2 the yellow, orange, and light blue points 
appear to be overlap or run over each other (figure 3.26B). However the spectral 
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pattern is still broadly present. Interestingly, for the orthogonal views the 
horizontal compression best replicates the order of the injection sites. However it 
does appear less obvious than in quartile one. The spread on the sagittal view is 
much larger than quartile 1 and the spectral pattern is completely lost such that 
the blue (lateral injection) now resides in the centre of the label. This gives rise to 
the suspicion that the V1 map is not organised along the standard ML and AP 
axes.  
 
Although there are no highly medial injections in quartile three (the most medial 
injection is coloured green – figure 3.27A) there is some semblance of spectral 
order. However when analysing the 3D plot (figure 3.27B) there appears to be a 
large amount of overlap and the lateral-most injection is visually located in the 
wrong portion. However, the view presented for each quartile has been kept 
standard and when the plot is rotated to another viewing angle the order is now 
partially recovered (azimuth: -147 elevation: 10 – supplemental data 3.6A). This 
is confirmed be the orthogonal plots which display the order in the horizontal 
plot (figure 3.27C). However for the coronal and sagittal compressions there is 
no order to the projection. This is particularly true for the compressed coronal 
where the label appears as a round focus despite the injections being spread over 
a range of 600µm. 
 
For quartile four there is a good range of injections being spread over 
approximately 800µm (figure 3.28A). Suggesting that this may be representative 
of the whole quartile. However, when plotting the corresponding label in the 
dLGN we can see that there is absolutely no spectral order, and that the 
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populations appear to be mixed in such a manner that the columns are 
overlapping (figure 3.28B). Unlike quartile three the compression plots do not 
display any order either (figure 3.28C) In fact in the compressed horizontal one 
can see that the columns appear to merge into one another as they begin to reach 
the posterior pole of the dLGN. 
 
This investigation into the topographic organisation of individual quartiles 
suggests that the map is not organised along purely Cartesians axes for both the 
dLGN and its target the primary visual cortex. Instead while the AP axis is a fair 
assumption, the ML axis is more complex. 
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Figure 3.25 – 1st Quartile ML spread of Means in the dLGN.  In order to attempt to 
investigate the ML organisation further, the injection sites were split into quarters along the AP 
axis. (A) The ML heat map of the most posterior quartile. (B) Three dimensional plot of the mean 
DV and ML position per section. For the first quartile the order is fairly clear. While for the 
compression plots on the right (C), the coronal appears to have little or no order, and the 
horizontal plane has most order. This is to be expected as this is the widest quartile of V1 
injections with the greatest range of ML locations. 






Figure 3.26 – 2nd Quartile ML spread of Means in the dLGN.  In order to attempt to 
investigate the ML organisation further, the injection sites were split into quarters along the AP 
axis. (A) The ML heat map of the second most posterior quartile. (B) Three dimensional plot of 
the mean DV and ML position per section. For the second quartile the order is still fairly clear, 
but less so than the first quartile. While for the compression plots on the right (C), the coronal has 
little or no order, and the horizontal plane has most order, followed closely by the sagittal. 
Although in the sagittal it appears that the orange column is out of place. 





Figure 3.27 – 3rd Quartile ML spread of Means in the dLGN.  In order to attempt to 
investigate the ML organisation further, the injection sites were split into quarters along the AP 
axis. (A) The ML heat map of the second most anterior quartile. (B) Three dimensional plot of 
the mean DV and ML position per section. For the third quartile the order is not clear and it 
appears that the projection columns converge as they move more anteriorly. This is confirmed by 
the compression plots (C) which shows very little spectral order.  




Figure 3.28 – 4th Quartile ML spread of Means in the dLGN.  In order to attempt to 
investigate the ML organisation further, the injection sites were split into quarters along the AP 
axis. (A) The ML heat map of the most anterior quartile. (B) Three dimensional plot of the mean 
DV and ML position per section. For the fourth quartile there appears to be no ML organisation 
at all with blue and orange columns overlapping. This is confirmed by the compression plots (C) 
which show that all the columns overlap with each other highlighting the lack of order. 
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3.4 – Discussion 
3.4.1 – What can be concluded so far? 
It is safe to conclude that the reconstruction of the dLGN in order to view the 
topology of the mouse dLGN and the topography of the thalamo-cortical 
projection has been fairly successful. This is because the alignment procedures 
described in Ch1 has allowed us to put retrograde labelling patterns, and their 
corresponding cortical injections into standard mouse space. This has allowed us 
to define, for the first time, the nature of the geniculo-cortical projection column 
in the mouse. We have also explored how different features of the column vary 
with cortical location and have begun to explore the nature of geniculo-cortical 
topography using data from multiple animals presented in standard space.  
 
Firstly, we can begin to unpick the topology of the retrograde label in the dLGN. 
This has allowed us to confirm that it is better to describe the nature of the in the 
mouse dLGN as a column (Frost and Caviness, 1980) rather than a focus seen in 
one or two coronal sections as previously described in several publications (e.g. 
Cang et al 2005). We have reached this conclusion because of the extent which 
the AP axis dominates as a vector rather than a typical spherical focus which is 
evenly distributed across all axes (see figure 3.6). There is a small amount of 
movement in both the DV and ML axes. This suggests that there is a correlation 
between the functional and anatomical maps. Such findings have been reported 
in the golden hamster.(Dürsteler et al. 1977, Dürsteler et al. 1979) where there is 
an alignment between the retinotopic map of V1 derived from electrophysiology 
and projection columns labelled by HRP injections into V1. The finding by these 
two papers are also replicated in the rat (Reese and Jeffery 1983) where an 
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electrophysiological investigation directly into the dLGN was carried out to 
discover the retinotopic map of the dLGN. 
 
Secondly, we can also accurately quantify the column, which has shown that due 
to the complex topology of the dLGN, there is some regional variation in the 
nature of the projection columns: the topology is also altered and variable. 
Surprisingly, along with the AP dominance in directionality, another constant 
feature is the peak to mean ratio. This provides a quantitative suggestion of a 
subtle anatomical variation (i.e. lamination) within labelled dLGN columns, 
which anatomical studies such as those performed by Grubb 2003 (PhD thesis) 
may have missed. Furthermore, the number of labelled cells in each section 
decreases in the more ventral and dorsal aspects of the columns, suggesting that 
the column may be subdivided into to key areas. These laminae may also be 
represented in the changes in the shape of the column as it moves more 
anteriorly. However, changes in column width may also be due to the topology 
of the dLGN as the shape varies across coronal sections, moving from a thin and 
tall oval-like structure in posterior sections to a wide and short shape in anterior 
sections. 
 
We have not explored the implications of these finding in depth. Other metrics 
such as the location of the peak, and the relative spread (width and height) of the 
column may in fact reveal more standard quantitative descriptors of a projection 
column, including aspects that relate to laminae specific properties. However, 
many of these suggested measurements would need to be normalised to the shape 
of the dLGN at the location of the column. Furthermore, our use of standardised 
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mouse space clarifies the shape of the projection lines, so that we can specify the 
angles necessary to insert electrodes along the projection column and so begin to 
investigate whether there really are functional laminae present in the dLGN. 
 
Thirdly, this investigation has produced the first truly accurate population study 
of the dLGN, we are able to analyse multiple animals in the same standard space, 
and so reduce the number of animals used to investigate the pathway. Previously, 
studies have relied on comparisons between two injections (typically red and 
green) in order to analyse movements and topographical order. However, 
utilising our methodology we can compare across a theoretically infinite number 
of injections and projection columns. To date we have 30 injections which have 
covered the majority of the dLGN and have begun to uncover the 3D topography 
of the thalamo-cortical projection. This virtual topography is clear along the AP 
axis of V1 but is not as clear for the ML axis. Could it be that there is no order 
along the medio-lateral axis of V1? This seems an unlikely scenario as there is 
clear visuotopy in V1 and the principle inputs to V1 are from the dLGN. In 
addition our paired injections show that there is order within the ML axis as 
paired injections into V1 that are separated exclusively along the ML axis have 
their order reversed in the ML axis of the dLGN. 
 
One solution that reconciles these differences is that the order along the ML axis 
cannot be viewed from a single axis due to the complex topology of the dLGN. 
Alternatively, it could be that the order is not as precise as the AP axis and 
therefore it could be noisy, or it could be that the axis is curved such that the axis 
begins to compress as it nears the poles (Figure 3.29B) or the naso-temporal axis 
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of visual space in V1 does not run along the ML of the cortex (Figure 3.29C). 
This is a plausible solution that is given weight by the investigation of V1 
quartiles, where the most anterior quartile has no obvious spectral order, as the 
projection columns merge into one another as they approach the posterior pole 
(figure 3.28B). While more posterior quartiles display a greater deal of spectral 
order (e.g. quartile 1 - Figure 3.25). In short the thalamo-cortical topography is 
complex and not uniformly organised between the ML and AP axes. This is most 
likely due to a combination of the topology of the mouse dLGN and the 
curvature and rotation of the map in V1 (Figure 3.29C). 
 
The complex nature of the topography also justifies the need for three 
dimensional analysis rather than reducing the dLGN into two dimensions, as we 
now understand that there is a curved (non-Cartesian) 3D map in the dLGN 
which then projects to a curved non-Cartesian V1. Clearly, to quantatively 
describe such a map requires a high level of mathematical expertise which is not 
Figure 3.29 – Potential Organisation of V1 Topography. (A) A standard viewpoint of visuotopic 
representation of V1. Where both axes lie orthogonal to each other, if this was the case both the AP 
and ML axis heat maps should produce clear patterns of order. (B) In this situation the map begins to 
converge as we reach the anterior or posterior pole. Rather similar to lines of longitude on a globe 
the same point on the ML axis represents different areas of naso-temporal visual space along the AP 
axis. (C) Additionally, the axis may be rotated off the ML axis of the brain, in a manner similar to 
the SC where there is as 16 degree shift (Andrew Lowe, personal communication). 
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possible within the time limits of this thesis. Therefore we have begun to 
collaborate with the Eglen group in Cambridge which will produce a 
topographical map of the mouse dLGN and V1. This will improve our ability to 
describe the accuracy of our reconstruction as well as providing a template for 
further injections if necessary. Currently the best indicators for topography lie 
with visualising the 3D plots of heat maps, which although useful, could be 
improved. Furthermore, we can begin to probe the precision of the map by 
classically comparing real pairs of injections, but also by comparing virtual pairs 
of injections. The later is now possible as both the dLGN and V1 are placed into 
standard space. This will allow us to compare produce 435 (30X29 divided by 2) 
virtual pairs of injections to analyse, which metrics to use will be explored in the 
following chapter. 
 
Fourthly, we have noticed that for the majority of the injections there appears to 
be very little DV movement in standard space. Could it be that to visualise the 
whole projection column horizontal sectioning may be best? Reducing the 
number of sections has several benefits, firstly it minimises the time needed to 
process data, secondly it will reduce the amount of deformation associated with 
the sectioning process (i.e. rather than cutting through the projection line 10-15 
times in coronal sections, subjectively horizontal sections contain label in 2-4 
sections. With Stephen Eglen we can produce an analysis of where the majority 
of variance is in each of the orthogonal planes and so therefore work out which is 
the optimum plane for visualising the column, as well as the amount of variance 
(i.e. how much of the projection column) contained in orthogonal sections (see 
supplemental figure 3.8). This investigation has shown that for the majority of 
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columns the best plane of orthogonal sectioning is the horizontal plane (22 out of 
30 columns). However, the variation indicates that not all projection columns are 
identical in their direction; this can be seen as the more anterior injections 
produce different optimum planes. However, for central regions of the dLGN a 
horizontal section is most likely the best plane of sectioning (supplemental data 
3.8). 
 
Finally, as the lamination of cortex is visible in the coronal sections of V1 (figure 
3.4B), it suggests that we can analyse the location of tracer in layer 4 
specifically. Layer 4 is of interest as that is where the majority of axon terminals 
terminate (Frost and Caviness 1980). In our hands shallow injections that do not 
penetrate layer 4 appear incapable of producing label in the dLGN (data not 
shown). This is despite Frost and Caviness’ observation that there are three tiers 
of thalamic innervation in the cortex. There are two possible reasons for this 
discrepancy; firstly it may be that the axon terminals from the upper and lower 
tiers are sufficiently sparse that the label is not visible in our sections of the 
dLGN. Secondly, they have exploited the technique of lesioning in order to map 
the geniculo-cortical projection, which means they may be damaging axons of 
passage which could result in false positives. In addition their study was not 
confined to the dLGN, it may be the case that the other areas of the thalamus 
project in a multi-tiered manner to the cortex Using a retrograde only tracer has 
improved specificity and can isolate the geniculo-cortical pathway. Furthermore, 
shallow injections of the same tracer performed by Dr. Grubb (Grubb 2003) did 
not result in any labelled dLGN cells either. 
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3.4.2 – What are the Implications for this new methodology 
One potential application for this is that we use the advantage of population wide 
studies to investigate the effect of various environmental and genetic 
manipulations on the adult dLGN. The data gathered here can act as a wild-type 
database from which to compare animals that have undergone environmental and 
genetic manipulations. For example, it is known that the β2-/- mutant does alter 
the precision of the thalamo-cortical projection and it is claimed that V1 has a 
disorganised visuo-topic map (Cang et al. 2005). However, in the absence of 
metrics for the geniculo-cortical projection, it is difficult to ascertain whether the 
cortical map is more or less disordered than its input. To date topographic studies 
have relied upon intrinsic imaging. However, the depth of the dLGN means that 
the cortex must be aspirated and only the surface blood flow changes can be 
observed. Owing to the complex topology of the dLGN such an approach is 
clearly sub-optimal. Instead, by using our methodology we can accurately 
describe the topography of the whole dLGN for the β2-/- mutant, and therefore 
understand the importance of stage 2 spontaneous waves for the correct 
formation of visual maps. Furthermore environmental manipulations such as dark 
rearing have been implicated in the fine-scale pruning that takes place during 
postnatal development (Hooks and Chen 2008). Using our WT database and 
methodology we can see whether there are any gross anatomical changes that 
correlate to functional or molecular perturbations. This is also true for a whole 
variety of surgical manipulations such as binocular and monocular enucleation, 
retinal lesions, etc… 
 
However, presently we are unable to conduct developmental studies owing to a 
lack of a MRI template for the corresponding developmental stages. We could 
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begin a collaboration with an MRI group however, there may be several 
technical aspects that would hinder the use of MRI. For example, it is unknown 
whether young animals have sufficient white matter for identification of the 
dLGN to be possible. One alternative is to simply shrink the adult template. 
However, this would not take into account any putative changes in dLGN 
topology as the mouse develops. It appears likely for three main reasons, firstly 
the brain’s overall architecture is different, and secondly tracings by (Dhande et 
al. 2011); (also see (Godement et al. 1984) seem to show a difference. Thirdly, 
the topology of the ferret dLGN is also changes during development (Williams 
and Jeffery 2001) and it seems reasonable to assume that the mouse would too. 
 
A possible way round this is to do complete eye fills with anterograde traces such 
as fluorescently tagged cholera-toxin sub-unit B and then image with 3D imaging 
techniques such as optical projection tomography (OPT). The small size of the 
mouse brain at these young stages should mean that the label is not too deep to 
be imaged. Clearing techniques such as SCALE (Hama et al. 2011) are another 
possibility; however the expansion and subsequent shrinkage of the material may 
alter the topology of the brain.   
 
3.4.3 – Further Work 
Currently we have demonstrated the overall topography of the dLGN, but we 
have not yet begun to address the precision of the geniculo-cortical map. This is 
an important feature to address as the amount of visual space sampled may 
provide us with an idea of how tightly organised these visual maps are. Less 
precise maps may suggest that V1 is sampling over a greater area of visual space 
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meaning that either the mouse is incapable of precise vision or that higher, more 
complex visual features that require sampling from multiple points in visual 
space emerge in V1. However, to examine the question of precision, we really 
needed to define the nature of the projection column 
 
Furthermore, to reach full conclusions regarding the visuotopic precision of V1 
and the dLGN, we also need to define the precision of the retinal input to the 
dLGN. Again, interpreting the consequences of restricted injections into the 
dLGN is virtually impossible without knowledge of the complex dLGN 
topology. Paired injections along or across projection columns would also be 
practically impossible without any guidance. However, our methodology can 
now be applied to the retino-geniculate pathway. Using the same retrograde 
tracing technique we can accurately describe the location of the injection site 
relative to the dLGN topology and the topography of the thalamo-cortical 
projection. Furthermore, once the maps have been completed, it will be 
theoretically possible to describe the dLGN locations in terns of visual space.  
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Chapter Four 
Investigating Precision and Spread in the 
Wild Type and β2-/- Mouse dLGN 
4.1 – Introduction 
4.1.1 – What is Precision? 
Chapter Three investigated the how a given locus in the cortex is represented in 
the dLGN in three dimensions. However, the question still remains about the 
precision of the projection. Precision is subtly different to topographic order. A 
projection can display topographic order although it has poor precision. This is 
one of the problems associated with describing retinotopic maps: defining order 
versus precision. This is because precision depends on both the spread of the 
geniculo-cortical axonal arbours in V1 and the scatter of the arbours. While 
much information can be derived from the pattern of labelling associated with 
single cortical injections (Chapter 3), the use of paired injections can give 
additional insights.  This is illustrated in Figure 4.1.  Figure 4.1A displays a 
highly ordered and precise projection where injections that are close to each 
other produce label that is close but does not overlap. If the projections are still 
precise (i.e. have the same number of connections and labelled cells) but are now 
scattered a situation will be seen where the location of the injection site does not 
correlate with the location of the labelled cells in the dLGN (Figure 4.1B).  
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However if the columns are imprecise there should be a greater number of cells 
labelled from an injection as well as a significant amount of overlap between 
label from the two injections. This is due to the axonal arbours spreading over a 
wider area. This results in an increase in cells that contain both red and green 
which appear yellow. In an ordered projection these double labelled cells should 
be located in the middle, between those cells which are exclusively red and 
exclusively green (figure 4.1C). If the projection is locally disordered as well 
imprecise then there should be no pattern at all in the location of the double label 
as well as there being a high number of labelled cells. Figure 4.1D displays a 
projection that is both imprecise and disordered, in this scenario there should be 
many cells containing both red and green, and the population of red and green 
Figure 4.1 – The Possible Outcomes for Order and Precision. (A) An ordered and precise 
projection should allow for a tight distribution of cells where even close injections produce 
spatially distinct populations of label. (B) A disordered but precise projection will have the same 
properties as (A) however the location of the label will bear no relation to the location of the 
injection sites. (C) For an ordered but imprecise projection there are an increased number of cells 
with some containing both red and green label (yellow), however the local topographic order still 
remains. (D) With an imprecise and disordered projection there is no topographic order and there 
more cells spread over a greater area  
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cells should be completely mixed (i.e. random) so no order can be seen in the 
dLGN.  
 
In this investigation we hope to discover the separation needed in order to 
produce separate columns in the dLGN, and compare the precision of the β2-/- 
and wild type geniculo-cortical projections  
 
4.1.2 – How has precision been measured in the past? 
As we now know from chapter 3, there is order in the projection. This leaves us 
with the question of how precise is the geniculo-cortical projection (Figure 4.1A 
vs. C). There have been several attempts to describe the precision of the 
geniculo-cortical system before.  
 
For instance, (Krug et al. 1998) used a nearest neighbour analysis in order to 
measure precision, as well as a percentage of the dLGN filled by label to obtain 
metrics of precision. This was done in the context of a developmental study of 
serial coronal sections of the geniculo-cortical projection of the hamster.  While 
this section-by-section analysis revealed a developmental trend, it did not deliver 
a robust evaluation of precision in the adult projection. On the other hand,(Cang 
et al. 2005) investigated the precision of the mouse geniculo-cortical projection 
in both, adult wild type and β2-/- lines both functionally and anatomically. By 
injecting cholera toxin (sub unit B) conjugated to red and green alexas (594 and 
488 respectively) into V1, they investigated anatomical precision by looking at 
the spread of label in dLGN in coronal sections. This displayed less dispersion 
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(or spread) in the wild type compared to the β2-/- meaning that one point in V1 is 
sampling from a larger area in the dLGN in the β2-/-.  
 
However, as Chapter 3 shows, the metrics of individual projection columns does 
vary with cortical location. This complicates analysis of retrograde transport 
patterns in mutant lines. One solution is to examine locally paired injections. We 
hope to extract measurements that describe the spatial spread of projection 
columns (similar to (Cang et al. 2005)) as well as investigating the spatial 
relationship between two projection columns (similar to the nearest neighbour 
analysis in (Krug et al. 1998)). 
 
4.1.3 – The β2-/- mutant 
For the single column analysis the wild type data set already gathered will serve 
as a reference point. Therefore we need an altered or imprecise map to 
investigate. As mentioned earlier it is known that the β2-/- mutant produces an 
aberrant and imprecise map in V1 and the dLGN (Cang et al. 2005). This is 
assumed to be due to the fact that the mutant alters stage II nAChR dependent 
waves in the retina (Rossi et al. 2001, Stafford et al. 2009). These waves now 
lack spatio-temporal coherence  but have approximately the same mean levels of 
activity (Stafford et al. 2009) which indicates that the there is a activity-
patterning disruption rather than an activity-level effect.  
 
The dLGN of the β2-/- has been well documented with studies showing errors in 
the eye specific segregation of the dLGN (i.e. the ipsilateral island – Rossi et al. 
2001), and functional distortions in the retinotopicity of dLGN neurones (Grubb 
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et al. 2003). However the anatomical distortions in the geniculo-cortical 
projection have not been described in detail (Cang et al. 2005). With our new 3D 
technique perhaps we can improve on those basic findings.  For example, is there 
an axis in which the spread of label is greater, and what is the nature of the 
imprecision? Are there more cells, or are they scattered over a wider area? 
 
Ideally, we can compare pairs of injections for the β2-/- and the WT. This should 
provide a good comparison for the threshold of the precision by providing a 
distance between two injection sites where the projection columns are no longer 
different. These should be higher in the β2-/- than the wild type. In addition, there 
is an opportunity to explore the differences between the separations in the AP 
and ML axis of V1 and how they relate towards the three axes in the dLGN. 
 
4.1.4 – Aims of the Chapter 
In summary, the aims of this chapter are two-fold. Firstly we want to explore the 
precision of the wild-type adult geniculo-cortical projection. This requires the 
development of metrics that can accurately reflect the three dimensional nature 
of the dLGN. In addition, it seems prudent to attempt to perform this analysis in 
standard space in order to increase the number of potential pairs being analysed. 
This will be termed the analysis of virtual pairs. 
 
A second aim is to transfer these methods of analysis to a mutant which has been 
reported to have deficits in precision. This will firstly be done by analysing 
individual columns for both; adult and β2-/- mice. Specifically we will look at the 
spatial spread of label in the dLGN and metrics associated with cellular 
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distribution in a column. Finally we will attempt to perform the same analysis of 
precision as in the wild type and hopefully begin to quantatively describe the 
nature of the β2-/- phenotype. 
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4.2 – Methods 
4.2.1 – Acquisition of the Data 
The same wild type data set was used as in chapter 3. Therefore, there were 30 
wild type projection columns from 20 animals. The 10 animals containing both 
red and green tracer were also analysed separately for precision analysis (see 
table 4.1). 
 
The β2-/- animals they were bred into the C57/Bl6J background which the wild 
type animals were derived from. Adult mice (P90≥ and ≤P365) were used. The 
same protocol was followed as in chapter 3 for the injections, sectioning, and 
imaging. In total there were 12 projection columns, and 5 animals contained both 
red and green tracer (see table 4.1). 
Genotype Animal 
Numbers 




Wild Type (C57/BL6J) 20 30 10 
β2-/-  
(in C57/BL6J background) 
7 12 5 
 
4.2.2 – Reconstruction and Identification of Cells 
For the three dimensional reconstruction, a combination of both Align3TP and 
RegF3D was used to place the dLGN and V1 sections into standard space. This 
method is described in chapter 2. 
Table 4.1 – Breakdown of animals used for analysis of precision in this chapter. In total 27 
animals were used in this chapter. 7 of these were β2-/- animals, while approximately half (15 out 
of27) contained both red and green tracer. 
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Once the data had been placed into 3D space, the location of labelled cells was 
performed in an identical manner to the previous chapter (see chapter 3 methods 
for more detail). One caveat must be mentioned; it is assumed that the volume 
and shape of the dLGN and V1 in β2-/- mice are approximately similar to that of 
wild type (C57/BL6J) mice. To reduce this effect the β2-/- mice were bred in the 
same background as the wild type colony. 
4.2.3 – Analysis of Single Columns 
For the analysis of spatial and cellular spread of the dLGN columns. SPSS (IBM, 
US) was used. The data was entered in database form and the plots of cellular 
distribution were performed here. For a fuller description of SPSS and the 
relevant methods see chapter 3. 
4.2.4 – Precision Analysis 
Measurements of precision were performed in MATLAB, using my own written 
code. Final analysis was performed on the wild type and the β2-/- data sets. The 
analysis was also run on a synthetic data set first to make sure the code is 
accurate and fully working. The data set was comprised of 30 columns with the 
same number of cells as the mean wild type data set. In addition the widths of the 
columns were identical. The 30 synthetic injections were spaced so that the 
minimum distance between any injections was 40µm and the largest separation 
was 360µm. There were also ML and AP separations. 
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4.2.4.1 – Nearest Neighbour Analysis 
In nearest neighbour analysis the segregation of two columns is measured by 
calculating whether the cell’s nearest neighbour belongs to the same projection 
column or the other column. If the cell’s nearest neighbour is from the same 
column then a value of 1 is prescribed to that cell. For cells where its nearest 
neighbour is from the other column the cell is given a value of 0. Additionally, if 
the cell is classed as double labelled (a proximity threshold of ≤5µm to a cell of a 
different colour) the cell is then given a value of 0.5. 
 
The values for all the cells in each projection column are then averaged to give 
individual nearest neighbour values for both columns. These values are then 
combined to produce a final nearest neighbour value using the formula below 
 
These values can then be investigated to determine if there are any correlates to 
the distance between the injection sites. If the real nearest neighbour value is 
around 0.5 this indicates that the projection colums are mixed and a value of 1 
suggests that the projection columns are completely segregated. 
4.2.4.2 – Permutations 
In this analysis the distance between two projection columns is measured by 
calculating the distances between the mean points of each column. Cells from 
both projection columns are randomly allocated to a specific column and the 
distance between the mean points of each new column recorded. This is repeated 
10,000 times (Efron and Tibshirani 1993). This produces a distribution of 
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distances centred on a mean value that represents the distance between the 
columns if they are completely mixed.  
 
We can then compare the real distance between the columns to this distribution 
and determine whether the distance is statistically significant or not by 
performing a z-test (shown below) which produces a z-score which if over 1.65 
means we have a 95% confidence in rejecting the null hypothesis (i.e. the 
columns are mixed). 
Z = Real Value – Population Mean 
SEM 
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4.3 – Results 
 
To begin with we have restricted our data to understanding the relationship 
between paired injections of different coloured tracer in the same animal. This 
provides a useful baseline to begin an investigation into precision (Krug et al. 
1998, Cang et al. 2005). This method has several benefits. Firstly, both injections 
are derived from the same animal which means that any uniqueness in the 
topology of the dLGN is accounted for without any differences in post 
acquisition warping. Secondly, the time given for the tracer to be taken up is the 
same; this will prevent bias in the selection of one colour over another. Thirdly, 
any deformations associated with sectioning, mounting, or post-hoc image 
transformations are equal and thereby ruling out a key source of potential error.  
 
In this chapter we will begin by visually inspecting paired injections from both 
our wild type data set, and projection columns of the β2-/- mouse. We will then 
compare metrics of spread for the two conditions in order to establish whether or 
not the projection numbers differ in term of spread and cellular distribution. 
Following this we will begin to attempt to quantify how precise the projections 
are, and whether they are any correlations to the distance between the injection 
sites. Finally, we will exploit our standard mouse space for both V1 and the 
dLGN to compare virtually paired columns of label from different animals. 
4.3.1 – Example WT data sets for real pairs 
It seems prudent to begin our investigation using the same data set gathered for 
chapter 3.  Our first example is GM593 (figure 4.2), the image taken of the whole 
brain prior to sectioning, displays the proximity of the injection sites. While they 
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overlap on the surface of the cortex (figure 4.2A), this is not the case in layer 4 
(figure 3.4B – in chapter 3). However we can see that the label in the dLGN 
appears to have some overlap as there are cells which contain both red and green 
tracer (yellow cells, figure 4.2B, also see figure 3.4D for a high resolution of the 
cells). While established techniques in the field use images such as figure 4.2 for 
their analysis, can we use our standard space to represent the whole column and 
so investigate precision across the whole column. The initial visualisation of the 
pairs appear good with two distinct columns being visible but with there being a 
noticeable degree of overlap between the two columns (figure 4.2C and 
supplemental data 3.1A and B).This is confirmed by our compression plots 
where the coronal compression plot (figure 4.2D top) shows a roughly circular 
focus for both the red and green label with a fairly large proportion of overlap 
between both projection columns. The horizontal compression plot (figure 4.2D 
middle) removes the DV axis and we can see that the projection lines appear to 
run parallel to each other and with less overlap than the coronal compression 
plot. The sagittal compression plot (figure 4.2D) displays an almost complete 
overlap of the red and the green that suggests that a large proportion of the 
segregation of the label is in the ML axis of the dLGN. 
 
This can be confirmed by measurements of the injection sites in layer 4 of V1, as 
the separation between the centre of each label is in the ML axis of V1 only 
(128.5µm, figure 4.2E). Despite the differences in volume, as discussed in the  
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Figure 4.2 – GM593-Example of Wild Type Paired Injections.  A typical example of paired label 
in the dLGN of a wild type animal, where the label is restricted to a small region of the dLGN. (A) 
Whole brain image of the cortex showing the surface location of red and green tracers. Here the red 
is more lateral than the green with a slight amount of surface overlap between the two tracers. (B) 
Example coronal section of label in the dLGN showing the flip of the ML order of the injections. (C) 
Three dimensional plot of the projection columns (red and green circles) within the context of the 
dLGN boundaries (blue dots). (D) Compression plots of the columns and the dLGN boundaries 
along the three main axes (coronal, horizontal, and sagittal respectively). (E) Summary of the 
separation between the red and green injection sites in layer 4 and the volume of tracer injected into 
cortex and layer 4 specifically. 
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previous chapter there is no discernible difference between the projection 
columns.  
 
However what about other separations? In figure 4.3 we observe the largest 
(figure 4.3A-C) and the smallest (figure 4.3D-F) separations of real paired 
injections. GM618 (figure 4.3A-C) contains the largest degree of separation 
which has a small ML separation (34.5µm – figure 4.3C)) and a large AP 
segregation (325µm – figure 4.3C). Furthermore, we can see that these injections 
are located close to the anterior pole of V1 (red and green diamonds, figure 
4.6iA). According to work done in chapter 3 this should mean that they are 
located in the ventro-posterior portion of the dLGN. 
 
By viewing the label in the dLGN we can see that there is still a degree of 
overlap between the two projection columns despite the fact that the separation is 
over twice as large as the previous example animal. In addition the columns 
appear much shorter than in figure 4.2 and are not identical to each other as seen 
previously (figure 4.3A). In the compression plots of the standard orthogonal 
axes we can see the slightly larger scale of segregation in the three plots (figure 
4.3B). Segregation is most notable in the sagittal plane where the green values 
are much more dorsal and also appear to have a smaller AP extent. This 
segregation is still visible in the coronal compression plot however the 
segregation appears less than in the sagittal plot. In the horizontal plot there is 
very little difference between the two columns which suggests that the majority 
of the differences can be associated with the DV axis of the dLGN. 
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Figure 4.3D-F investigates the smallest separation between injections in the same 
animal (83.5µm, figure 4.3F). Here the separation is ML exclusively (figure 
4.3F), and is located in the central portion of the dLGN (left facing red and green 
triangles, figure 4.6iA). 
 
In a manner similar to figure 4.2C the columns now appear identical to each 
other, and there is visually a large amount of overlap between the two projection 
columns. These effects seen with these real paired injections are probably due to 
the larger degree of separation. However as we have discovered in the previous 
chapter, it does matter where you inject in V1 as anterior injections (such as 
GM618 – figure 4.6iA) are associated with areas that are topographically more 
noisy (figure 3.28). This may actually play a role as well meaning that larger 
separations at more extreme locations of V1 could be closer in the dLGN than 
the same separation in more central areas of V1. 
 
Figure 4.3 – Examples of Projection Columns from the Maximum and Minimum Amounts 
Separation in V1. These two projection columns display similar spreads to the previous example 
(Figure 4.2). (A-C) GM618 is the animal with the largest degree of separation (326µm) mostly along 
the AP axis. (A) Three dimensional plot of the projection columns (red and green circles) within the 
context of the dLGN boundaries (blue dots). We can see the clear separation between the red and 
green projection columns. (B) Compression plots of the columns and the dLGN boundaries along the 
three main axes (coronal, horizontal, and sagittal respectively). The greatest degree of separation is 
visible in the sagittal compression plot. (C) Summary of the separation between the red and green 
injection sites in layer 4 and the volume of tracer injected into cortex and layer 4 specifically for 
GM618. (D-F) GM687 is the animal with the smallest degree of separation (83.5µm) which is along 
the ML axis. (D) Three dimensional plot of the projection columns (red and green circles) within the 
context of the dLGN boundaries (blue dots). We can see the separation between the red and green 
projection columns, and there is a large amount of overlap between the projection columns. (E) 
Compression plots of the columns and the dLGN boundaries along the three main axes (coronal, 
horizontal, and sagittal respectively). The greatest degree of separation is visible in the horizontal 
and coronal compression plots. (F) Summary of the separation between the red and green injection 
sites in layer 4 and the volume of tracer injected into cortex and layer 4 specifically for GM687. 
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4.3.2 – Example β2-/- Type data sets for real pairs 
Investigations into the wild type anatomical precision of the thalamo-cortical 
projection in the dLGN can also be used to compare environmental and genetic 
manipulations that affect the formation of the visual system. One of the most 
common manipulations of activity is the β2-/- mutant mouse which lacks the 
expression of the β2 sub-unit of the nicotinic AChR. This affects the 
development of the visual system by altering the pattern of stage II waves in the 
retina during development (Rossi et al. 2001). Visual projections in the β2-/- have 
classically been described as less precise than that of the wild type, yet the rough 
topographic order is still present (Cang et al. 2005). While (Cang et al. 2005) 
have shown that the geniculo-cortical projection is more scattered in the β2-/- by 
using cholera toxin, we can now analyse the whole projection column in its true 
3D arrangement rather than several cross sections of the column. This should 
hopefully provide a more in depth, and accurate description of the β2-/- 
phenotype 
 
In total, there are 12 projection columns spread over 7 β2-/- mutant animals 
(Table 4.1). This provides sufficient data for an initial exploratory investigation 
into how the β2-/- geniculo-cortical projection is organised. Figure 4.4 displays 
our first example which is the animal GM765. In the whole brain image, the 
injections appear to be slightly more posterior than those in the first wild type 
example (Figure 4.2A vs. 4.4A, cf Figure 4.6i). However, these injections still 
reside in the central portion of V1 and are not more posterior than a significant 
proportion of the wild type injections. 
Chapter 4 – Investigating Precision and Spread in the Wild Type and β2-/- 
 250
 
Figure 4.4 – GM765-Example of Paired Gemiculate Label in the β2-/- Mutant Animal following  
Paired Injections into V1. This β2-/- example displays a much greater spread than any of the wild 
type cortical injections previously shown. (A) Whole brain image of the cortex showing the surface 
location of red and green tracers. Here the red is more medial than the green. (B) Example coronal 
section of label in the dLGN the red projection column is more lateral than the green projection 
column which is located in the central portion of the dLGN. (C) Three dimensional plot of the 
projection columns (red and green circles) within the context of the dLGN boundaries (blue dots). 
The projection columns appear to be far larger than those of the wild type. (D) Compression plots of 
the columns and the dLGN boundaries along the three main axes (coronal, horizontal, and sagittal 
respectively). (E) Summary of the separation between the red and green injection sites in layer 4 and 
the volume of tracer injected into cortex and layer 4 specifically. 
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In addition the separation between the injection sites is much larger than those 
seen in the wild type (628.5µm – Figure 4.4E).  
 
Remarkably, there still appears to be some overlap between the two columns 
(Figure 4.4C) indicating that these projections may spread over a greater 
proportion of the dLGN. The compression plots (Figure 4.4D) should also give 
us an indication of order. If the β2-/- is consistent with our wild type data we 
should expect to see a large ML separation between the two projection columns. 
This is due to the large ML separation in the injection sites which are far larger 
than the wild type examples seen in this chapter (Figure 4.2, 4.3 and 4.6A). As 
we are expecting a ML separation the differences should be clearly visible in the 
coronal and horizontal compression plots as they still retain the ML axis. In 
addition, the difference should also be seen in the sagittal compression plot as 
there is a fairly large AP difference between the injections (171.4µm, but smaller 
than the ML distance, Figure 4.4E). None of the compression plots display 
complete segregation, although the horizontal plot shows a fair amount within 
the central range of the column.  
 
Of the other two paired β2-/- injections, GM762 (Figure 4.5A-C) displays the 
greatest degree of separation. The paired injections are separated by 924.6µm, 
with the majority of the separation in the ML axis of V1 (856.4µm) and an AP 
difference of 348.6µm (Figure 4.5C). As with GM765, the injections are located 
in the central region of V1 and have a much larger separation than the wild type 
data (red and green dots, Figure 4.6iB). 
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Figure 4.5 – Additional Examples of β2-/- Projection Columns from the Maximum and Minimum 
Amounts Separation in V1. Two other β2-/- mutant dLGNs that contain double label also display similar 
properties to the previous example (Figure 4.4) with a much larger spread compared to the wild type 
injections. (A-C) GM762 is the animal with the largest degree of separation (925µm) mostly along the ML 
axis. (A) Three dimensional plot of the projection columns (red and green circles) within the context of the 
dLGN boundaries (blue dots). We can see both columns however, there is a large amount of overlap 
between both columns. (B) Compression plots of the columns and the dLGN boundaries along the three 
main axes (coronal, horizontal, and sagittal respectively). (C) Summary of the separation between the red 
and green injection sites in layer 4 and the volume of tracer injected into cortex and layer 4 specifically, for 
GM762. (D-F) GM763 is another β2-/- animal where the separation between injection sites is mostly along 
the AP axis. (D) Three dimensional plot of the projection columns (red and green circles) within the 
context of the dLGN boundaries (blue dots). We can see the  two projection columns however like GM762 
there is a large amount of mixing between the two projection columns. (E) Compression plots of the 
columns and the dLGN boundaries along the three main axes (coronal, horizontal, and sagittal 
respectively). (F) Summary of the separation between the red and green injection sites in layer 4 and the 
volume of tracer injected into cortex and layer 4 specifically for GM763. 
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As before in the wild type projection (Figure 4.4), the most noticeable separation 
between the columns should be along the ML axis (visible in the coronal and 
horizontal compression plots) but owing to the additional AP separation there 
should also be visible differences in the sagittal compression plot. These findings 
are confirmed in our compression plots (Figure 4.5B), yet the amount of overlap 
between the two injections suggests that the projection columns of the β2-/- are 
not as tightly focussed (i.e. more spread) as the wild type animals which we have 
explored. The compression plot which displays the most segregation is the 
horizontal plane (Figure 4.5B middle) which is to be expected as it displays the 
ML and AP axes of the dLGN which in the wild type topography are most 
associated with the ML and AP axes of V1 respectively. The horizontal 
compression plot also shows that both columns are approximately the same 
length, a feature which is masked in the sagittal compression plot where the 
green cells run over the top of the red cells and thereby mask them from view. 
 
GM763 is different to the other two injections, as although it has a similar 
distance as GM765 (672.8µm – figure 4.5F) most of the separation is along the 
AP axis of V1 (668.8µm – figure 4.5F). In addition while they are still in the 
central region of V1, they are located more laterally than the other β2-/- 
injections. However, as they are still in the range of the wild type data this should 
not matter too much. 
 
In the 3D plot of the columns they appear more mixed than GM765 (figure 4.4C 
– GM765 compared to figure 4.5D – GM763). Although this may be a viewing 
feature of the plot as the coronal compression plots displays a degree of 
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segregation, and in the sagittal plot the red column begins earlier than the green. 
(figure 4.5E). 
 
It is also worth noting that the column appears to curve substantially, unlike the 
other columns this could be due to the injections residing at one of the 
boundaries of V1; where the topology of the dLGN will play a significantly 
larger role. 
 
4.3.3 – Distribution of WT and β2-/- injection sites 
The location of the injections can play a pivotal role in the nature of the 
projection column. For example in chapter three we have discovered a link a 
negative correlation between the anterior location of the injection and the length 
of the column (PC1 - figure 3.15iC). Therefore it is clear that we must take into 
account the location of the injection site in V1, as V1 is not uniform in its 
geniculo-cortical projections. For example, if all the β2-/- injections are located in 
the anterior pole then comparisons to wild type data from the whole of V1 would 
not be fair. Instead we should restrict our investigations to injections within that 
range. 
 
Variance in V1 location is not an insurmountable factor, but it must be at the 
very least considered and evaluated. We can evaluate the distribution of the 
injection sites in two main ways. Firstly, we can plot the location of all the 
injection sites and so visually assess the gaps between the paired injections 
(figure 4.6iA-B).  
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The injections into V1 of the β2-/- animals appear to be within the range of wild 
type injection site locations and both appear to be in the central region of V1 that 
has the clearest differences in topography (quartiles 1 and 2 – figure 3.25 and 
3.26). It is also worth noting that the majority of paired injections into wild type 
animals are spaced along the ML axis while in the β2-/- not only are the ML 
separations of much larger, they are also are comprised of larger AP differences 
too (Figure 4.6iB). Secondly, if there are differences between the wild type and 
β2-/- mutant these can be statistically accounted for by multivariate analysis. This 
means that we can compensate for the changes in the projection column 
associated with the location of the injection site 
 
The volume of the injection site in layer 4 and the total volume of the injection 
site in the β2-/- animals are larger (Total Injection Volume 0.021±0.005mm3 for 
the wild type, and 0.067±0.027mm3 for the β2-/- mutant; Layer 4 volume 
0.006±0.001mm3 for the wild type, and 0.018±0.009mm3 for the β2-/- mutant, 
Figure 4.6i – Distribution of Injection Site Locations for Both the Wild Type and β2-/- mutant. 
(A) The location of the injection sites from real paired injections in V1 for the wild type animal. 
Injection sites are coded such that a particular shape corresponds to a particular animal while the red 
shapes mean code for red tracers and the green shapes code for green tracers. Most of the injections 
appear to be separated along the ML axis and are relatively close to each other. (B) The location of 
the injection sites from β2-/- mutants. The code is the same as (A), and we can see that injections are 
spaced quite far apart compared to the wild type. They also appear to be located within the central 
portion of V1. 
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mean ± SEM, also see Figure 4.6ii for a visual description of the injection sites). 
This suggests that there may be a discrepancy between the two columns. 
However, there is no statistically significant difference between the groups for 
either the total volume or the volume in layer 4 (p>0.05, Mann-Whitney U test). 
This means that the increased injection volumes are likely due to the two β2-/-
outliers rather than a consistent difference between the two groups (Figure 4.6ii). 
Furthermore, in chapter 3 we have shown that the volume of tracer injected bears 
no relation to any properties of the projection column, so it should not be an 
issue.  
 
It is worth considering this as it has been reported that that the β2-/- animal has 
less precision which presumably means that the thalamic afferents are spread 
further. This could mean that the visual cortex of the β2-/- is far more susceptible 
to larger spreads of injection sites than the wild type. 
Figure 4.6ii – Distribution of Injection Site Volumes for both the Wild Type and the β2-/- 
mutant shows no differences between the two groups. (A) The total injection volume of the 
β2-/- mutant (green) appears larger than the wild type (blue). Wild Type mean ± SEM 
(0.02±0.005mm3), β2-/- mutant mean ± SEM (0.06±0.02mm3). However, there is no significant 
difference between the two groups (p>0.05, n=42, Mann Whitney U). (B) The injection volume 
in layer 4 of the β2-/- mutant V1 (green) appears larger than the wild type (blue). Wild Type 
mean ± SEM (0.006±0.001mm3), β2-/- mutant mean ± SEM (0.018±0.008mm3). However, there 
is no significant difference between the two groups (p>0.05, n=42, Mann Whitney U, n=30 for 
the wild type and n=12 for the β2-/-). 
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4.3.4 – Single Column Comparisons for the β2-/- 
Before comparing paired injections in the wild type and β2-/- line, perhaps we can 
extract additional information that relates to precision from single columns. 
Unfortunately due to the low numbers of β2-/- columns available, we could not 
perform a PCA to statistically assess differences. This is due to the unreliable 
nature of PCA when having substantially more metrics than data points. 
However we can visually compare cumulative distribution plots for both 
genotypes as a preliminary investigation of altered geniculo-cortical precision. 
Following this, multi-variant analysis can be performed on the chosen metrics to 
determine whether there is a significant difference between the two genotypes. 
4.3.4.1 – The Spatial Spread of wild type and β2-/- columns 
4.3.4.1.1 – The Spatial Spread along the AP Axis 
Ten metrics for the spatial spread of the projection columns were analysed 
(Figure 4.7).  Firstly, we began by looking at the spread of label along the AP 
axis (i.e. AP extent and ‘Column Length’ – described in the figure legend for 
3.15i). It has already been noticed in the 3D plots that the β2-/- projection 
columns appear to be far longer than those of the wild type columns (Figure 4.2-
4). This is confirmed in our quantification. For the AP extent of label the β2-/- 
line only begins to increase at 400µm, where 8 wild type projection columns are 
already accounted for (Figure 4.7A). The largest value of the β2-/- is also larger 
than the wild type column (1300µm for the β2-/- and, 1000µm for the wild type). 
Other supporting information from the plot is that the β2-/- line always resides to 
the right of the wild type line (blue, Figure 4.7A) meaning that less of the β2-/- 
columns are accounted for with any given point along the x axis of the plot. 
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Therefore we can safely conclude that for the β2-/- animals sampled the AP extent 
of the columns are longer. 
 
However, this may not mean that the column may actually be longer as the AP 
extent of label only takes into account movement in one axis. The length of the 
column is a more rigorous measurement of the true length as it takes into account 
movement in all 3 axes. The cumulative distribution of the column lengths 
(Figure 4.7B) shows an even greater difference that the AP extent of the column. 
The minimum value of the β2-/- columns is 640µm, at which point over 60% of 
the wild type columns have been accounted for. Furthermore, the maximum wild 
type column length (1368µm) is close to the median value for the β2-/- projection 
columns. Therefore, combined with the metric “AP extent” we can conclude that 
the columns are indeed longer in the β2-/- than the wild type. This is reinforced 
by statistical analysis where a comparison of both the wild type and β2-/- mutant 
is performed for all metrics measured using multivariate analysis in a general 
linear model, with bonferroni corrections (p significance value is now 
0.05/number of metrics analysed, i.e. 0.0014). For both the “AP Extent” and the 
“Length of Column” there is a significant difference between the two groups 
(Table 4.2). 
 
4.3.4.1.2 – Spatial Spread along the ML axis 
While it seems that the spread along the AP axis is greater what about the other 
axes? As the ML and DV axes are preserved in our coronal sectioning we can 
investigate these axes more thoroughly. Therefore, metrics for the: widest and 
smallest spread within a section and the mean spread for all the sections 
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containing label were taken, for both axes. The widest ML spread of the 
projection columns shows that like the length of the column the β2-/- columns are 
substantially larger (Figure 4.7C). Once again the minimum value for the β2-/- is 
greater than 80% of the wild type values (minimum β2-/- value is 337µm – figure 
4.7C), 60% of the β2-/- values are greater than the maximum wild type value of 
396.8µm, and the maximum spread of the β2-/- projection columns is 536.8µm. 
This shows that at its widest point the β2-/- is wider than the wild type animal. 
Furthermore our multivariate analysis shows that there is a significant difference 
between the wild type and β2-/- mutant (Table 4.2). 
 
Although we have now established that the widest spread is larger in the β2-/- 
could it be that the narrowest portion is the same? Figure 4.7D is the cumulative 
distribution plot of the narrowest part of the projection columns. Visually it 
appears that the β2-/- projection columns are still larger. However, at lower values 
both lines appear close together. This is probably due to several sections only 
containing one cell meaning the minimum distance is 0. Due to this discrepancy, 
we can compare the median values to remove the outliers at both ends. Here the 
β2-/- mutant is still substantially larger than the wild type (33.5µm for wild type 
and 117µm for the β2-/- mutant, Table 4.2). Furthermore our multivariate analysis 
shows that there is a significant difference between the wild type and β2-/- mutant 
(Table 4.2). Furthermore our multivariate analysis shows that there is a 
significant difference between the wild type and β2-/- mutant (Table 4.2). 
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However, what is the effect of the β2-/- mutation of the projection column as a 
whole? To assess this, the mean ML spread of all sections containing label was 
taken and the cumulative distribution plots for both the wild type and β2-/- were 
plotted (figure 4.7E). What is immediately obvious is that the overall width of 
the column is substantially larger in the β2-/- with almost all of the β2-/- values 
being larger than any of the wild type values (maximum wild type value – 
228.4µm; and the minimum β2-/- value – 195.7µm). This conclusively indicates 
that the ML spread of the column is extensively larger in the β2-/-. Furthermore 
our multivariate analysis shows that there is a significant differences between the 
wild type and β2-/- mutant (Table 4.2). 
 
4.3.4.1.3 – The Spatial Spread along the DV axis 
It could be that the β2-/- does not affect the DV spread of the dLGN projection 
columns. Therefore the same metrics as the ML axis have been used to assess the 
two genotypes in cumulative distribution plots. We can see that the widest spread 
of the DV axis in each column appears to be larger in the β2-/- (Figure 4.7F), 
where the minimum value is 307µm, compared to the wild type minimum of 
Figure 4.7 – Comparison of Column Spreads in the Wild Type and β2-/- Projection Columns. 
The β2-/- mutant is substantially larger than the wild type columns in all three conventional axes. (A-
B)  The spread along the AP axis of the dLGN is measured by the metric AP extent (A), and the 
Column Length (B). Both these metrics show that the β2-/- is longer than the wild type. This is 
particularly true for the column length where the β2-/- values appear to be far larger than the wild 
type. (C-E) The spread along the ML axis of the dLGN is measured by the widest (C), narrowest 
(D), and mean (E) width of the column. For all these metrics the β2-/- appears to be larger than the 
wild type. However, the narrowest points appear closer than the measurements for the widest points 
and mean values. (F-H) The spread along the DV axis of the dLGN is measured by the widest (F), 
narrowest (G), and mean (H) width of the column. For all these metrics the β2-/- appears to be larger 
than the wild type. However, the narrowest points appear closer than the measurements for the 
widest points and mean values. (I) Cumulative plots for the mean area of column for each coronal 
section. This shows that the spread of the β2-/- projection columns is much larger than that of the 
wild type. (J) This is also corroborated by the measurements for the volume of the projection 
column which is also larger in the β2-/- mutant. To compare the β2-/- mutant and the wild type 
multivariate analysis was performed with a bonferroni post-hoc correction such that the p value that 
now is the threshold for statistical significance is 0.00144. *=p<0.0014 (metrics analysed =35, n=30 
for wild type and n=12 for the β2-/- mutant). 
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97.4µm. The mean values are also much larger in the β2-/- mutant than the wild 
type (422±27.5µm for the β2-/- and 240±14.1µm, mean ± SEM). This is also 
corroborated by the fact that the wild type (Blue) and β2-/- (Green) lines have 
absolutely no overlap (Figure 4.7F). Furthermore our multivariate analysis shows 
that there is a significant difference between the wild type and β2-/- mutant (Table 
4.1). 
 
Interestingly, the distribution of the narrowest DV spread is similar to the 
distribution of the narrowest ML spread (Figure 4.7D and G). This provides 
further evidence that the spread is uniform across both the ML and DV axes.  
 
This is confirmed by the spread of the mean DV width which appears drastically 
larger than the wild type. This difference is highlighted by the fact that the 
minimum β2-/- value is almost as large as the maximum wild type value 
(199.9µm for the maximum wild type, and 185.9µm for the minimum β2-/-). 
Therefore, we can suggest that the β2-/- mutation causes a significant change in 
the topology of the projection columns, making them wider and longer. A 
summary statistic for this can be seen in figures 4.7 I and J where the means area 
of spread per column and the overall volume of the column are plotted 
respectively. For both plots the distributions show that there is no overlap 
between the β2-/- and wild type values, meaning that all of the β2-/- values are 
greater than the WT values. In fact, the mean volume for the β2-/- is almost seven 
times larger than the wild type value (0.06mm3 for the β2-/- and 0.011mm3 for the 
wild type). These values are summarised in table 4.2 
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Table 4.2 – Spatial Distribution of wild type and β2-/- Projection Columns. The spatial distribution of β2-/-
projection columns is substantially larger than wild type measurements across all three axes in all of the 
possible measurements. To remove the effect of large outliers the median is also used, this does not remove the 
difference between the two genotypes, adding weight to the fact that this is a real observable difference. This 
means that the column is approximately twice as long in the AP axis, and twice as wide in the ML and DV axes. 
The rightmost column displays the p values obtained from the multivariate analysis. The bonferroni post-hoc 
correct means that the p value must be ≤ 0.0014 in order to be considered significant. n= 30 for wild type and 
n=12 for the β2-/-. P values given to four significant figures. 
Mean ± SEM Median 














Column (µm) 591.2±46.2 1605.2±288.4 587.5 1587 0.0000 
Widest 
Spread (µm) 218.7±13.3 433.0±33.0 196.8 420 0.0000 
Narrowest 








(µm) 121.1±6.7 285.3±19.0 119.4 276.9 0.0000 
Widest 
Spread (µm) 240.4±14.2 441.7±27.4 231.6 434.5 0.0000 
Narrowest 









(µm) 133.5±6.2 265.6±14.1 132.7 266.4 0.0000 
Mean Area per 
Section, per Column 
(mm2) 0.019±0.002 0.081±0.008 0.018 0.077 0.0000 
Volume of the 
Projection Column 
(mm3) 0.011±0.001 0.076±0.008 0.011 0.071 0.0000 
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4.3.4.2 – Cellular Distribution of the Projection Columns 
While it can be seen that the spatial distribution of the projection column is 
substantially different this could mean two things. Firstly, the projection columns 
in β2-/- animals are imprecise because the afferents make the right number of 
arbours but spread over a larger area (i.e. its axonal arbours are less dense in their 
distribution). Secondly, the axonal arbours could be spread over a larger area but 
at the same density as wild type axonal arbours (i.e. more cells in the projection 
column). We should be able to infer which possibility is correct by analysing the 
cellular distribution within the projection column (see discussion).  
 
For the total number of cells per column, it is clear that there are more cells in the 
β2-/-projection columns (177.5±19.4 wild type; 499.2±67.6 β2-/-; mean ± SEM, 
Table 4.3). This is confirmed by the cumulative distribution plot of the total cell 
numbers (Figure 4.8A) where the β2-/- line (green) is located to the right of the 
wild type line (blue).. The difference between the two groups is also statistically  
significant even when the other metrics have been accounted for (Multivariate 
General Linear Model, p<0.0014, with bonferroni post-hoc correction). 
 
Evaluating differences in the celluar density between the wild-type and β2-/- will 
allow us to determine whether the arbours are wider but spread out or, if there is 
an increase in the number of arbours as well as an wider extent? Measurements 
of cellular density were taken for both genotypes and then plotted as a 
cumulative distribution. By comparing the nature of the curves it appears that the 
β2-/- has a lower density for the majority of values however, there is one extreme 
outlier in the β2-/- that has a much higher cell density (Figure 4.8B).. In the multi-
variate analysis the p-value produced is 0.48, yet the threshold for significance 
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after the bonferroni correction is 0.0014 which suggests that there is no 
statistically significant difference in cellular density. 
 
However when the means are compared it appears that the β2-/- has a much lower 
density (Table 4.3, wild type mean ± SEM: 16.8±1.1 x103 cells/mm3, β2-/- mean 
± SEM: 11.5±3.2 x103 cells/mm3). A difference that is further emphasised when 
the medians are compared in order to remove the outlier, here the β2-/- median is 
almost half the size of the wild type (wild type median; 17.1 x103 cells/mm3, β2-
/- median 8.9 x103 cells/mm3). This suggests that there is one large outlier that 
has skewed the β2-/- means, as evidenced by the larger SEM in the β2-/- values, 
and the long cumulative high line present before the final β2-/- value (Figure 
4.8B).  
Figure 4.8 – Comparison of Cellular Distributions in the wild type and β2-/- Projection 
Columns. (A) Cumulative plot of the total number of cells in each projection columns for the wild 
type (blue) and β2-/- mutant (green). Projection lines from the β2-/- mutant have considerably more 
cells than wild type projection columns. (B) However, the cumulative plot of the cell density 
shows that the density is lower in the β2-/- mutant with the exception of the one outlier. (C) The 
peak to mean ratio of projection columns is roughly similar between the wild type and β2-/- 
mutant. (D-E) The same can be said for the distance between the start of the column and the peak, 
both as an absolute value (D) and relative to the overall length of the projection column (E). To 
compare the β2-/- mutant and the wild type multivariate analysis was performed with a bonferroni 
post-hoc correction such that the p value that now is the threshold for statistical significance is 
0.00144. *=p<0.0014 (metrics analysed =35, n=30 for wild type and n=12 for the β2-/- mutant). 
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While not yet statistically shown the data suggests that there is a trend towards 
the density being lower for the β2-/-, which implies that there are the same 
number of axonal arbours in the β2-/- but scattered over a wider area, leading to 
the suggestion that the β2-/- causes a refinement/pruning error in the geniculo-
cortical projection. However, we cannot confirm this finding without analysisng 
more β2-/- animals in order to lessen the effect of the high outlier. 
 
The peak to mean ratio of cells appears to be similar between both the β2-/- and 
the wild type animals with very little difference in the mean values (Table 4.3, 
wild type: 1.89±0.07, β2-/-: 1.85±0.09). This is also true in the cumulative 
distribution plot where the lines are similar and cross each other (Figure 4.8C). 
This also confirmed by the median values which are also close to each other 
(wild type median 1.83, β2-/- median 1.84, Table 4.3). Therefore it appears safe to 
conclude that the peak to mean ratio is not altered in the β2-/-. 
 
Visually both the distance from start to peak and the relative distance from start 
to peak appear to be similar (Figure 4.8D and E). This is despite the fact that the 
length of the column is drastically lengthened in the β2-/-. The increased length of 
the projection column may also account for the switch from the β2-/- distance 
from start to peak being larger, while the relative start to peak is lower. The 
distance from start to peak is much larger in the β2-/- for both the mean and 
median values (table 4.2, wild type mean ± SEM: 151.67±16.69, wild type 
median: 150, β2-/- mean ± SEM: 289.58±55, β2-/- median: 250). Could this be a 
shift in the properties of the projection column or is this simply a feature of the 
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columns being longer in the β2-/- mutant? The relative distance from the start to 
the peak is normalised to the length of the column and it should therefore remove 
any bias from having longer projection columns. Here the mean values are 
different but the spread of values is such that given our low number of β2-/- 
columns it is unwise to make any substantial claims as the distance is not large or 
constant enough. 
Mean ± SEM Median 




Numbers 177.5±19.4 646±87.1 163.5 606.5 0.0000 
Cell Density 
 (x103 cells/mm3) 16.8±1.1 84.8±75.1 17.1 10.0 0.0484 
Peak to Mean 
Ratio 1.89±0.07 1.71±0.11 1.83 1.67 0.7903 
Distance from 




2.55 150.0 250.0 0.0028 
Relative Distance 
from Start to Peak 
(%) 26.7±2.7 20.3±5.6 28.7 15.9 0.1679 
4.3.4.3 – Conclusions from Individual Column Analysis between the wild type 
and β2-/- animal 
In summary, our data suggests that there an increased spread in all three axes for 
projection columns in the β2-/- mutant animal. The columns appear to be longer 
in the AP axis, and the larger difference between the column length and the AP 
extent suggests that the projection lines are also more curved. The ML and DV 
spread of the projection columns are also larger in the β2-/- both in terms of the 
mean spread per coronal section and the widest and narrowest points of spread. 
Table 4.3 – The cellular distribution for wild type and β2-/- projection columns. The β2-/- mutant  
projection columns have a greater number of cells but at a lower density than the wild type projection 
columns. While the other three metrics regarding the size and location of the peak remain relatively 
unchanged after the increased spatial spread of the column is considered. multivariate analysis was 
performed with a bonferroni post-hoc correction such that the p value that now is the threshold for 
statistical significance is 0.00144. *=p<0.0014 (metrics analysed =35, n=30 for wild type and n=12 for 
the β2-/- mutant). P values are shown to 4 significant figures 
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As all three axes are perturbed this has significantly increased the volume of the 
projection column too. 
 
The distribution of cells is less altered in the β2-/-. There are more cells labelled 
within a projection column, and there is a trend towards the β2-/- having labelled 
cells at a lower density but this is not statistically significant. Interestingly for the 
other metrics of cellular distribution (peak to mean ratio, distance from start to 
peak, and relative distance from start to peak) there are no statistically significant 
differences which suggest that there are some aspects of a projection column 
which remain unaltered by stage II waves during development. 
4.3.5 – Metrics for the Investigation of Precision 
4.3.5.1 – Real Paired Injections 
The single column analysis has shown that there is a significant difference 
between the β2-/- and the wild type animal projection columns. However what is 
the size of the geniculate neurones’ axonal arbours in V1? Here the use of paired 
injections could help use elucidate the spread of axonal arbours in V1. As 
mentioned previously, anatomical precision is typically measured by comparing 
the amount of overlap between two tracers injected into the same animal (Krug et 
al. 1998, Cang et al. 2005). In theory this should be correlated to the distance 
between the injection sites, with injections that are further apart producing less 
overlap. 
 
By measuring the degree of separation of various pairs projection columns and 
correlating it to the amount of separation between to injection sites we should be 
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able to determine the threshold where the there is no more overlap between the 
projection columns. 
 
Both the wild type and β2-/- data sets were analysed in this manner and their 
values plotted relative to the distance between the injection sites (Figure 4.9A 
and B). Given enough data, one would expect to see a sigmoidal distribution of 
values where it would begin at 0.5 and the location of the slope of the curve 
would indicate the approximate location of the size of the axonal arbours (i.e. the 
precision of V1). However, by plotting the nearest neighbour values for the wild 
type data and the β2-/- we can immediately see that there does not appear to be 
any shape whatsoever, the points are truly scattered.  
 
As it appears unlikely that there is no graded precision in the wild type geniculo-
cortical projection, another metric should be conceived in order to probe the 
precision of the projection. In this case, a new method of analysis was used 
which compared the mean distance between the two columns to a distribution of 
distances obtained by randomly allocating each cell in a column a colour and 
recording the difference mean distance between these two hypothetical columns. 
This shuffling of the cells was performed 10,000 times in order to produce a 
distribution of values settled around a mean difference. The null hypothesis is 
that the real distance between the two columns is not significantly different to the 
mean value of the randomly shuffled projections (i.e. the population is mixed). A 
Z-test is performed on this data to assess whether we can reject the null 
hypothesis (see methods for a fuller explanation). This form of analysis appears 
to be promising, the Z scores obtained show a positive correlation to the distance  
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Figure 4.9 – Measurements of Precision in Real Pairs. (A-B) Nearest Neighbour values for the wild 
type (A) and the β2-/- mutant (B) relative to the distance between the two injection sites. The dashed 
line at 0.5 represents the value at which the projections are completely mixed, the higher the value the 
more segregated the projection columns are. As we can see there is no correlation between the 
segregation of the projection columns and the distance between the injection sites for the wild type 
data (A). In the β2-/- mutant despite the larger separations than the wild type the values appear lower, 
however due to the low number of samples, a definitive conclusion should not be made. (C-D) The 
permutation analysis shows the positive correlation between the distance between the injection sites 
and the z-score produced by the permutation analysis in the wild type. There is insufficient data to 
make any conclusions regarding the β2-/- mutant projection. (E-F) A simple plot of the distance 
between the injection sites relative to the distance between the projection columns in the dLGN. The 
correlation appears stronger than in the permutation column for the wild type (E) whereas not much 
can be stated regarding the β2-/- mutant (F). 
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between the injection sites (Figure 4.9C). The presence of negative numbers 
suggests that the difference between the columns is smaller than that produced by 
the random distributions. At injections approximately 130µm apart we can begin 
to see Z scores above 0 suggesting that at this point the segregation begins to 
occur. However, a lack of real pairs hinders any further analysis particularly for 
the β2-/- where the correlation between the z-scores and the distance between 
injection sites is less positive (shallower line of best fit) than the wild type 
(Figure 4.9C and D). 
  
Yet, does this bear any resemblance to the data? Perhaps a less complicated 
method can be used to add clarity to the situation. In figure 4.9E and F the 
distance between the mean points of each column is plotted in relation to the 
distances between the injection sites. This plot indicates differences associated 
with the topographic location of label rather than how spread the projection 
columns are. Therefore, while this does not give a direct indication of the 
precision of the projection it may confirm whether there is, some form of order in 
the geniculo-cortical projection  
 
For the wild type data there appears to be a positive correlation similar to that 
seen in the permutation analysis (Figure 4.9E). However until we have a greater 
number of paired projection columns any conclusions regarding the precision of 
the geniculo-cortical projection is unfounded. Furthermore, given the topology of 
the dLGN it may well be that for truly accurate precision analysis a non-
Cartesian set of dLGN coordinates may be needed. 
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4.3.3.2 – Analysis of Virtual Pairs 
One method of increasing the number of data points is to compare projection 
columns from different animals. However this may increase the noise as the 
transformations into standard space may not be sufficiently accurate to prevent 
distortion. In addition, because individual dLGNs are not identical their exact 
cellular distribution, it may lead to sensitive measurements becoming inaccurate. 
Furthermore, the topography is clearly different in different portions of the 
geniculo-cortical projection and so it may not be justifiable to compare large 
separations which could result in increased levels of noise. 
 
Therefore in order to counteract these difficulties individual quartiles along the 
AP axis were extracted (as in chapter 3) and permutation analysis was performed 
on each of the quartiles7. In addition a plot of the distance between the columns 
in the dLGN and the distance between the injection sites was also performed. 
Here we can see that quartiles 1 and 2 display a positive correlation similar to 
that seen in the analysis of real pairs for the permutation analysis (Figure 4.10A 
and C). However we can begin to see that as we move to more anterior quartiles 
(quartiles 3 and 4 – Figure 4.10E and G) the order begins to disappear. To such 
an extent that in quartile 4 the distributions appear to be completely scattered 
(figure 4.10G). In fact this trend can be seen visually where the trend in quartile 
2 appears to be more disorganised than the trend in quartile 1. However, this may 
just be a feature of having injections that are more separated in quartile 2.  
 
                                                 
7
 NB The β2-/- was not analysed in this manner as there are not sufficient numbers of injections 
for any analysis to be meaningful. 
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Perhaps as discovered in chapter three not all portions of V1 are the same, this 
would mean that thalamic axonal arbours that are located in the anterior pole of 
V1 are spread further than those in the central portion of V1? Alternatively it 
could be the topology of the dLGN that alters projection columns.  This can be 
elucidated by simply plotting the distance between the mean points relative to the 
distance between injections. This metric will not consider the spread of the 
column (provided the columns are spread equally in the ML, DV, and AP axes)  
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Therefore, any noise or inaccuracies should be down to the topology and 
topography of the dLGN and V1 rather than the precision of the geniculo-cortical 
projection. By comparing the plots for quartiles 1-4 (Figure 4.10B,D,F, and H) 
we can see that there is a trend towards disorder meaning that this is most likely 
due to the topology/topography of V1 and the dLGN rather than the precision of 
the projection.  
Figure 4.10 – Permutation Analysis of Quartiles with Virtual Pairs. (A-B) Measurements for 
quartile 1 (the most posterior column. Permutation analysis shows a positive correlation between the 
distance between injection sites and the Z score (A). This correlation is similar to that seen in the 
real pair analysis (figure 4.9C). This is also demonstrated by comparing the separation of the 
projection columns and the injection sites (B). (C-D) Measurements for quartile 2 still display a 
positive correlation for both the permutation analysis (C) and the distance measurements (D). 
However these plot demonstrate a weaker positive correlation. (E-F) Measurements for quartile 3 
display no obvious correlation to the separation between the injection sites for either the permutation 
analysis (E) or the distances (F). (G-H) Measurements for quartile 4 show similar trends to that in 
quartile 3 where there is no visible correlation to the distance between injection sites in either the 
permutation analysis (G) or the distances (H). 
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4.4 – Discussion 
4.4.1 – What does the different β2-/- projection column mean? 
Comparisons of the wild type and β2-/- projection columns show that they are 
substantially different in both spatial and cellular distribution. Spatially the β2-/- 
columns appear to be spread further in the AP, ML, and DV axes, while there 
appear to be more cells possibly at a lower density in the projection column. 
However, there are still certain features, such as the peak to mean ratio, which 
still remain constant. Therefore, the alteration of stage II waves during 
development has a pronounced effect on the geniculo-cortical projection that is 
not recoverable in adulthood. This is consistent with findings performed by 
(Cang et al. 2005) who demonstrated that the geniculo-cortical projection still 
has order but is imprecise in its precision (i.e. a greater spread of label from its 
focal point). However, can we speculate as to what is happening to the geniculo-
cortical projection? 
 
4.4.1.1 – The Spatial Spread of the Projection Columns 
The fact that the columns of the β2-/- animals appear longer and wider could 
indicate several things. Firstly, perhaps more fluorescent label is being taken up, 
by each axon terminal. This would make the cells more visible under fluorescent 
imaging and thereby perhaps we are now measuring the true length and width of 
the column. This is an unlikely scenario, given the fact that the projection 
columns begin at the pial surface and run to the ventral boundary of the dLGN 
would suggest that the even in the wild type all of the projection columns run 
through one part of the dLGN to another, meaning we have captured the full 
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extent of the column. Alternatively it could be that the projection columns are 
now more curved in the β2-/-. This hypothesis is given weight by the fact that the 
AP extent is less altered in the β2-/- than the length of the column. Thereby 
suggesting that the AP axis plays less of a role in the total length of the column 
in the β2-/-. 
 
A third option is that the axonal arbours are spread further spatially in the AP and 
ML axis of V1 (Figure 4.11B and/or C). To date no one has directly shown an 
increased axonal arbour size for thalamic afferents from the dLGN in the β2-/-, 
although it seems a plausible effect. However, leaves us with the additional 
question of whether the increased spread is uniform. Functional investigations 
have not commented on a disparity in either V1 or the SC (Cang et al. 2005, 
Chandrasekaran et al. 2007) yet this appears to be the case for the dLGN where 
the organisation of NT visual space is lost (Grubb et al. 2003). Therefore, what 
would one expect for the projection columns to be more spread in the ML axis of 
the dLGN (see Figure 3.1). However, this does not appear to be the case, for the 
geniculo-cortical projection where all of the axes contain an increased spread for 
the β2-/-. Perhaps this is due to a compounding of errors from the retina to the 
dLGN to V1. This suggestion is given weight by the fact that in the β2-/- the V1 
map is more scattered than the SC map(Cang et al. 2005).  
 
4.4.1.2 – Cellular Distribution of the Projection Columns 
While the spatial spread displays an indication of the imprecision of the 
geniculo-cortical projection, our understanding can be bolstered by 
understanding how many cells and how far apart they are. Firstly, we can rule out 
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the possibility of ectopic/scattered arbours as we do not see multiple columns in 
the β2-/- (Figure 4.11D-F). Additionally, we can probe the spread of the axonal 
arbours by analysing the distribution of cells; if there are more cells at a similar 
density it would suggest that there is no refinement following the stage II waves 
which are altered by the β2-/- (Figure 4.11B). Yet our data indicates that despite 
the increased number of cells in the β2-/- projection columns the density is 
slightly lower, although not significantly so (Figure 4.11C). This suggests that 
there is refinement occurring after the stage II waves, however, this refinement is 
not sensitive to the location of the cell and therefore cells which would have 
previously been part of the projection column no longer project to the correct 
portion of V1. This means that a combination of figure 4.11B and C occur where 
the overall number of terminals increases (seen by increased cell numbers, Figure 
4.11B), but that they are spread over a greater proportion of V1 (seen by the 
decrease in density, Figure 4.11C). Clearly, at this stage these statements are 
somewhat speculative and need to be corroborated by a careful developmental 
study. This was not possible given the timeframe of this thesis as well as the 
difficulties in producing a 3D dLGN for the developmental stages. 
 
While the β2-/- projection columns do exhibit an altered cellular distribution there 
are still properties which are similar to the wild type projection column. The peak 
to mean ratio as well as the two measurements for the distance between the start 
to peak appear to be consistent. This could mean that the even though the spread 
of cells is different properties which subtly hint at lamination may be unaltered. 
This indicates the spread of the label does not alter specific functional properties 
differently. Rather the β2-/- causes an overall loss of organisation.  
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Figure 4.11 – The possibilities for the spread of thalamic afferent in the β2-/- line. (A) A 
wild type projection that has a spread of label. (B) In this scenario the arbour is larger but density 
remains unchanged suggesting that there are no more terminals present in the β2-/-, which are not 
recoverable after stage II waves, (C) In this possibility the area covered by the arbour is much 
larger, however the density of axonal terminals has decreased, this suggests that some refinement 
may be occurring post-stage II waves but it is not sufficient to rectify the mapping errors of the 
β2-/-. (D) In this scenario there is an ectopic axonal arbour which has a lower density of axon 
terminals, but the same number synapses overall. With this case one would expect multiple 
projection columns that are of a lower cellular density but ultimately have the same number of 
labelled cells in the dLGN. (E) Here the β2-/- produces aberrant termination zones which are 
identical to the wild type. In this case one would expect to see multiple projection columns in the 
dLGN and more labelled cells in the dLGN. (F)  In this situation the arbours are spread at a lower 
density but overall there are more arbours. One would expect a situation in the dLGN which is 
similar to C but with multiple projection columns. 
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This needs to be confirmed by careful studies into the functional arrangement of 
the dLGN in both the wild type and β2-/-. 
 
4.4.1.3 – Topography of the map in β2-/- mutants 
While the functional disruption to the topographic map in V1 for the β2-/- mutant 
has been demonstrated by both electrophysiology and intrinsic imaging (Cang et 
al. 2005) the anatomical investigations into the geniculo-cortical projection have 
been less common. It appears an investigation into the anatomical map may be 
worth doing. It is not possible with the twelve projection columns here to make 
any definitive conclusions. Therefore, more injections into β2-/- animals will be 
carried out in order to fully investigate the changes in topography. This will 
provide a useful correlate to the functional data already available. 
 
4.4.1.4 – Conclusions from the β2-/- mutant 
To conclude the β2-/- geniculo-cortical projection is substantially different from 
the wild type. This is seen in the increased spread of the projection columns 
along all three axes. When combined with our analysis of cellular distribution we 
can see that there is an increase in labelled cells but they are possibly spread at a 
lower density than in the wild type. This suggests that there are more axonal 
arbours but they are more spread in the β2-/-. However, whether this relates to 
topography is yet to be seen as it requires additional injections. 
 
4.4.2 – Precision is harder to describe than broad topography. 
While the single column analysis provides tantalising revelations into the 
disruption of the β2-/-. It does not directly address the question of whether the 
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columns are more precise. The two methods of analysis that were used to assess 
precision were the nearest neighbour analysis and permutation analysis.  
 
The nearest neighbour values did not produce any clear graduation of precision. 
Instead the wild type projections appear to be highly segregated even at our close 
injection ranges, and so we cannot see any correlation between the distance 
between the injections and the nearest neighbour values (Figure 4.9A). This 
could be due to several reasons. Firstly, it could be that we do not have enough 
true pairs across a large enough spread of distances in order to truly assess the 
curve. Perhaps many of our injections are at a particularly noisy part of the 
curve? Secondly, it could be due to the fact that there is no precision in the 
projection columns. This is an unlikely situation given the topographic 
organisation of the thalmo-cortical projection which is visible in the AP and ML 
heat maps (Figures 3.21 and 3.22). A third possibility is that the topology of the 
dLGN and the projection lines themselves may alter the measurements. Currently 
our measurements are based in Euclidean space (i.e. the Cartesian coordinates of 
standard mouse space from the MRI). Given the unique topology of the dLGN, 
evaluations in euclidean space may not be the best method. Nevertheless, some 
degree of accuracy should be visible. Finally, it could be that the nearest 
neighbour method of analysis is flawed for our reconstructed dLGN because we 
have lost the tight degree of cellular resolution needed to investigate individual 
cells. Therefore, precision metrics here should be based upon the projection 
column as a whole rather than individual cells. 
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The permutation analysis did show a clear level of precision, that was graded and 
positively correlated such that the wider apart the injections the wider apart the 
projection columns would be. This suggests that it is the better metric, as it 
quantitatively describes what we can visually see. However, it is harder to 
describe and elucidate in three dimensions. There is also the added complexity 
that the dLGN topography is not organised in Cartesian coordinates and therefore 
our metrics which are based in Cartesian coordinates will be inaccurate. It is 
clear that this level of inaccuracy varies with the topology of the dLGN. For 
example in the central portions of the dLGN where the space is more regular 
higher levels of correlation are seen (e.g. quartile 1 – Figure 4.10A). Columns 
located in the posterior pole of the dLGN are most affected by the non-Cartesian 
aspect of the dLGN, consequently they produce inaccurate measurements (e.g. 
quartile 4 – Figure 4.10F). Hopefully, in our collaboration with Stephen Eglen’s 
group we can produce standard dLGN and V1 space and therefore accurately 
analyse the precision of the geniculo-cortical projection. 
 
4.4.3 – Virtual Pairs: A Potential Avenue of Investigation? 
The investigation into the precision of quartiles demonstrates the potential of 
comparing virtual pairs of injections. If we are able to perform this analysis on 
the whole of our data set (30 wild type projection columns) we could potentially 
analyse 435 pairs rather than the 10 animals that are possible if only real paired 
injections are used. However the non-Euclidean nature of the dLGN means that a 
non-Cartesian set of coordinates must be constructed, in order to try and 
compensate for the shape of both the dLGN and V1. Nevertheless, it appears that 
these problems are not insurmountable hopefully from this data set we can begin 
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to map out the intricacies of the dLGN both topographically and in terms of 
precision. 
 
However, there does need to be a substantial caveat placed on the analysis of 
virtual pairs. This is the accuracy of the reconstruction technique. While every 
possible effort has been made to correct for sectioning, mounting and imaging 
errors there may still be a limit to the accuracy our measurements can achieve. 
Particularly when investigating the precision of the geniculo-cortical projection 
which relies on accuracy in the tens of microns range. It is highly conceivable 
that such an error could slip through our controls. Rather than attempting to 
compensate for these differences, perhaps it may be better to attempt to image 
the columns directly in 3D.  
 
Two photon microscopy may provide the solution however locating the dLGN 
has proved difficult in our limited experience. There is also the movement of the 
column in the three directions which must be accounted for. Perhaps a sequence 
of imaging and then sectioning may aid the reconstruction as is investigated by 
(Ragan et al. 2012). However, such a technique must include some spatial 
normalisation to a template as deformations to the tissue occur on both sides of 
the plane of sectioning.  
 
  





5.1 – Implications of Standard Mouse Space 
To conclude we are now able to visualise the mouse dLGN and V1 in standard 
3D mouse space through a combination of manual realignment followed by an 
algorithm to correct for local deformations. This realignment appears visually 
accurate, producing a coherent stack of images that match the MRI template. 
This realignment is sufficiently accurate to visualise all thirty injection sites in 
standard V1 space and accurately assess the topography of the geniculo-cortical 
projection. As a result fewer animals need to be used in order to probe the whole 
of the dLGN.  
 
This approach also has implications for other anatomical studies within the visual 
system. For example tracer injections into the dLGN can now be described in 
3D, as well as the axonal arbours of the RGCs. The method could also be applied 
to other areas of neuroscience and biology where in situ imaging of the whole 3D 
structure is not possible (e.g. the spinal cord is too large to be imaged at high 
resolution all at once).  
 
Furthermore if these sets of co-ordinates were made publically available future 
anatomical studies of the dLGN can be framed within this reference data. One 
interesting approach would be to investigate the cryptic lamination patterns in the 
mouse dLGN by using a variety of RGC sub-type specific markers. For instance 
it would be interesting to place the differing sub-types in the same standardised 
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space to view all of the cryptic lamina at the same time. We could then 
investigate whether they are spatially distinct or perhaps more interestingly the 
true lamina could be a combinatorial code where several functional sub-types 
reside in one lamina In addition, we could combine these 3D lamination patterns 
with the projection columns in order to assess whether these lamination patterns 
run orthogonally to the projection columns. 
 
Standard mouse space also reduces the number of animals needed in an 
investigation, as each animal can be ‘normalised’ to our ‘ground truth’ (MRI 
template). In addition to the obvious ethical benefits, standard mouse space 
should also reduce the time taken to reach conclusions and we can begin to truly 
understand anatomical organisation on a system-wide level rather than a cellular 
one. A system-wide approach can have many benefits as it investigates properties 
as a whole, this therefore helps to understand the neuronal circuitry rather than 
the organisation of individual cells. 
 
In addition, the standard 3D mouse space has required the creation of new 
methods of analysis for populations of cells in three dimensions. This will be 
useful within the visual system as it may enable a better description of the local 
circuitry of V1 and the SC. These methods can also be applied in other areas of 
neuroscience and biology. For example, the organisation of olfactory glomeruli 
or higher areas in the olfactory cortex which may integrate signals from multiple 
glomeruli can be explored and described in more depth. Three dimensional 
analysis is quickly becoming necessary as imaging techniques are quickly trying 
to analyse populations of cells in 3D using fast scanning imaging techniques (e.g. 
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(Katona et al. 2012). This is incredibly important in investigations into cellular 
properties as often morphological features are not represented in 2D, but rather 
they have a complex three dimensional organisation. This reconstruction 
technique will be of general interest for other thalamic structures, in particular, 
the medial geniculate nucleus (MGN). For example, it may be interesting to view 
the tonotopicity of the MGN and compare it to that that of its source (the inferior 
colliculus) or its target (the auditory cortex). Especially as the MGN is like the 
dLGN a 3D structure, however its reported tonotopicity is only in one axis. Once 
that axis has been plotted, one could theoretically begin to explore any 
differences along points that are tuned to the same frequency. 
 
However, as discussed in each of the chapters there are several caveats to the 
techniques employed in this thesis. Firstly, as imaging technology allows the 
experimenter greater freedom to explore deeper into the brain the need for 
sectioning is decreasing. Despite the care and accuracy achieved in this study, 
imaging carried out in situ provides a greater degree of accuracy, especially with 
the advances in optical clearing agents such as SCALE (Hama et al. 2011). In 
addition our technique requires a ground truth from which to align our sections 
to. This would be a severe hindrance to developmental studies as MRI templates 
would need to be acquired for all developmental stages required. Furthermore, 
the gross development of animals (e.g. weight and brain size) can vary in its 
speed making accurate 3D reconstructions hard to achieve. Finally, this 
methodology is time consuming and requires a great deal of user input (~10-12 
hours per animal). If three dimensional analysis is not strictly necessary it does 
not seem profitable to carry out this procedure. A compromise may be reached 
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whereby data in standard 3D space can be used to calculate an optimum plane of 
sectioning that minimises the information lost. For example, in our collaboration 
with Stephen Eglen’s group we have determined that the orthogonal plane of 
sectioning that captures the most spread in the projection column is the 
horizontal section (supplemental figure 3.8). 
5.2 – Topographical Order in the Mouse dLGN 
This thesis has shown the topographic order of the geniculo-cortical projection in 
the mouse. While this has been assumed it has not been definitively shown. Cang 
et al. (2005) have demonstrated the topography of the dLGN using intrinsic 
imaging. However, the majority of the geniculo-cortical projection has been 
aspirated in order to visualise the dLGN. In addition, intrinsic imaging is 
restricted to analysing small changes in intensity on the surface of objects which 
is due to increased rates of blood flow. This means that owing to the complex 
shape of the dLGN in the mouse such a study would only show the topography 
of one plane in the dLGN rather than its true curvilinear topography.  
 
Our study into the topography of the geniculo-cortical projection has used data 
pooled across animals in standard space (e.g. figure 3.21), or paired injections 
separated in either the ML or AP axis of V1 (see figure 4.9). The quartile data 
suggested that the visuotopic map is not equally represented with a possible 
compression around the anterior pole, or that the AP and ML axis does not 
accurately represent the NT and DV axes of the visual space (i.e. the map is 
rotated- figure 3.29). The V1 visuotopic map has been traced using 
electrophysiology (Wagor et al. 1980, figure 5.1D) and intrinsic imaging (figure 
5.1A-C).  Both techniques suggest that the map is rotated off the standard AP and 
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ML axes at a fairly similar angle, however there are some complexities with both 
methods of analysis. Firstly, V1 is surrounded by extra-striate visual area, that 
also have a visuotopic map (figure 5.1A, C, and D). However in figure 5.1B 
these extra-striate areas are not visible suggesting that the filtering is different for 
the different imaging studies. In addition the intrinsic imaging by Marshell et al. 
(2011) suggests that the visuotopic map is curved (figure 4.1C, top panel) while 
the other images show a fairly uniform distribution. This suggests that there are 
some discrepancies regarding the exact topography of V1. Could it be that our 
anatomical investigations could shed light as to which of these possibilities is 
most accurate? Currently it appears that the mapping by Marshell et al. (2011) 
matches our data the best, but a quantitative exploration will provide a definitive 
answer. This will be done with the Eglen group. 
 
 
Figure 5.1 – Visuotopic Maps of the Visual Cortex. (A-C) Three separate intrinsic imaging 
studies conducted in the last 10 years highlight differences in the acquisition of the map. (A) and 
(C) clearly display the extra-striate areas while in Cang et al. 2005 (B) the extra-striate areas are 
mostly noise. In addition while in (A) and (B) the visual axes appear straight, in Marshell et al 
2011 (C) the axes are curved. (D) Electrophysiological mapping by Wagor et al. 1980 suggest a 
uniform representation of visual space. 
 
This will be useful as it creates a standard set of coordinates from which we can 
describe the anatomical order of the visual system in an accurate manner. This 
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will naturally have implications for studies that affect map formation. However, 
it will have implications for more fine-scale studies. As the site of investigation 
in the dLGN or V1 must be considered, in other words, a neurones location may 
change its morphological characteristics. 
 
In addition, producing a topographic map in the dLGN will be immensely helpful 
for electrophysiological studies, particularly those looking for hidden functional 
lamina. The map should indicate which angle is best for the electrode to record 
the same point in visual space along its length. These in vivo electrophysiological 
studies should also help to provide a framework to signal convergence and 
divergence in the dLGN. This could potentially be performed on an acute slices, 
which has been sectioned in order to maintain the integrity of the projection 
column (MacLean et al. 2006). This may allow for the discovery of specific cell 
types and/or lamination. 
 
Furthermore, our mapping of the geniculo-cortical projection has not considered 
differences between monocular and binocular zones. There are distinct 
differences in the cell numbers between the monocular and binocular portions of 
the dLGN (Coleman et al. 2009). This could potentially impinge on the nature of 
the projection line and should be considered. However, there are difficulties in 
demarcating the overall boundaries of V1, let alone the division between 
monocular and binocular cortex by using histological preparations of the mouse 
(e.g. figure 2.26 and 2.27). Therefore, the best solution would be to attempt to 
describe topography in terms of visual space and by doing so isolate the area 
related to the visual binocular zone. To do this one would need to match up the 
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co-ordinate system created for the retina (Sterratt et al. 2013) and define these 
co-ordinates in the dLGN. This would require either anterograde tracings made 
in the retina, or retrograde tracing from injections into the dLGN. In both 
instances the mechanisms for standard space exist, yet they need to be combined. 
 
5.3 – Precision in the Geniculo-cortical Projection 
A new precision metric (permutation analysis) has been used in this study which 
takes advantage of the increased amounts of processing power available for 
analysis. This analyses paired projection columns to indicate whether cells in the 
two columns come from different populations, independent of the shape of the 
column. The analysis can be done on ‘real’ or ‘virtual’ paired columns. Our 
preliminary analysis reveals a change in precision across the different AP 
quartiles of V1. The exact reason for this requires further investigation but it may 
be due to the changing of the structure of the retinotopic map as one approaches 
the boundaries of V1. 
 
Such a system will be useful to extrapolate to other neural projections. For 
instance an injection of RetroBeads through all 6 cortical layers could 
retrogradely label feedforward (e.g. geniculo-cortical), feedback (from higher 
cortical areas) as well as association (e.g. callosal) projections. How do these 
projections differ in their precision? The relationship between V1 and extra-
striate visual areas would be an area of interest as imprecise projections may 
suggest a level of signal integration occurring after V1. Alternatively extra-striate 
areas could shape the functional precision of the V1 neurones and therefore the   
number of cells in labelled in extra-striate areas from V1 injections could give an 
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indication into the amount of feedback V1 receives from those areas. Such work 
has been assessed for macaque V1 (Angelucci et al. 2002). In the mouse perhaps 
the nature of the 6 extra-striate areas (Marshell et al. 2011) can be investigated 
further, this should build on the exquisite work of Wang et al. (2011). 
 
5.4 – The β2-/- Geniculo-cortical Projection 
This study has begun to elucidate the mapping defects of the projection columns 
in the β2-/-. These columns are longer and wider yet still retain a semblance of 
order in that the relative size of the peak (peak to mean ratio), and its location 
(start to peak) does not appear to change. Could it be that the functional 
organisation of the β2-/- mutant (i.e. its lamination) is unchanged? This is a 
possible scenario as the β2-/- mutant has distorted stage II retinal waves which 
disrupt topology while it is unknown whether orientation or any other functional 
features are specifically altered. Work by Huberman et al (2008) suggest this is 
the case as β2-/- mice that are crossed with the GFP tagged to the RGC sub-type 
(CB2) display no columns in the SC while in the dLGN they still display the 
same lamination properties as those seen in figure 1.6B. Functionally, no 
topographic disruption has been observed in V1 barring the scatter of an 
imprecise not inaccurate topographic map (Cang et al. 2005). Furthermore 
investigations performed by Grubb and Thompson (2004) suggest that there are 
no real differences in the basic cell properties (spatial RFs and bursting 
behavious), although there are higher firing rates, faster visual response latencies, 
a preference for higher temporal frequencies, and a trend towards greater contrast 
sensitivity. However Grubb and Thompson (2004) did not any direction cells or 
non-standard RFs. 
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While it is unknown whether orientation or any other functional features are 
specifically altered, Wang et al. (2009) investigated the receptive field (RF) size 
of V1 and the SC and showed that while the RFs of neurones in the SC are 
enlarged, V1 RFs remain the same. This is borne out in behavioural tests. Where 
optokinetc tests show a deficit in the β2-/- mutant but the visual water task 
(requires V1 function) shows no significant distinction between the β2-/- mutant 
and the wild type. However there is a lower contrast sensitivity for vertical 
gratings suggesting that the NT axis of visual space is distorted (i.e. the ML axis 
of V1). However, this means that ‘emergent’ properties are still present but less 
sensitive, and this is most likely due to cortical processing errors(Grubb and 
Thompson 2004). 
 
This coupled with our findings on the increased dispersion of the projection 
columns in all three axes suggests that the β2-/- mouse suffers from a lack of map 
refinement. Namely as with the SC, molecular guidance cues are responsible for 
the majority of the topographic map formation while spontaneous activity refines 
the projection meaning that there is less overlap of the axonal arbours. A 
developmental profile of the β2-/- would also be useful, as it would help 
determine, when the β2-/- begins to differ from the wild type, and whether any 
recovery is possible through the stage III glutamatergic waves, or by visual 
experience. 
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5.5 – Future Directions 
Our first aim is to build up the β2-/- mutant data set so that we can justifiably 
compare to topography with the wild type data set. In particular, there is a lack of 
anterior injections in V1 of the β2-/- that could hinder our understanding of the 
differences in the topography of the β2-/- mouse. However, there is currently 
sufficient spread in the ML axis of V1 to begin a comparison (see figure 4.6i). 
This should also help our collaborators develop a model for the development of 
the retinotopic map in the dLGN in the wild type and β2-/- mutant both 
functionally (e.g. Gjorgjieva et al. 2009) and anatomically (e.g. SC map 
development, Godfrey et al. 2009). 
 
As mentioned earlier we can use the topographic map of the dLGN to guide the 
placement of electrodes into the dLGN. Following that we can evaluate the 
function of neurones responding to more complex stimuli than the ON-OFF 
stimuli which were used in the only in vivo electrophysiological study (Grubb et 
al. 2003, and 2004). 
 
It would also be interesting to begin to investigate the development of the 
geniculo-cortical projection. Such a study has begun to be developed (Leiwe et 
al. 2013) by the use of MRIs of fixed developed mouse brains 
(http://lbam.med.jhmi.edu/). Initially, this study has been restricted to P6 and 
P12. However, realignments are still rather tricky as there is a smaller white 
matter tract which is used to determine the boundaries of the dLGN. Briefly, it 
appears that topography emerges between P6 and P12; however the projection 
lines still remain larger than in the adult. When compared to the β2-/- adult, the 
spread of the projection columns is approximately the same as that of the P6. 
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indicating some form of inhibition of arbour refinement. However, at this stage 
further experiments and other developmental ages must be completed in order to 
obtain a full developmental profile. In particular, it would be informative to 
analyse the order and precision at P0 and at the time of eye opening. One of the 
challenges of analysing the dLGN at different time points is the changing shape 
and size of the dLGN over time. Therefore, to perform our 3D analysis we have 
attempted a volumetic normalisation. However, such a manipulation may not be 
possible at smaller ages such as P0 where the there is a much bigger difference in 
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