Magnetic Feshbach resonances are a key tool in the field of ultracold quantum gases, but their full exploitation requires the generation of large, stable magnetic fields up to 1000 G with fractional stabilities of better than 10 −4 . Design considerations for electromagnets producing these fields, such as optical access and fast dynamical response, mean that electric currents in excess of 100 A are often needed to obtain the requisite field strengths. We describe a simple digital proportional-integral-derivative current controller constructed using a field-programmable gate array and off-the-shelf evaluation boards which allows for timedependent control parameters, enabling optimal control of current sources with non-linear actuators. Our controller can stabilize an electric current of 340 A to the level of 2.4 × 10 −6 with a control bandwidth of 2 kHz.
Magnetic Feshbach resonances are a key tool in the field of ultracold quantum gases, but their full exploitation requires the generation of large, stable magnetic fields up to 1000 G with fractional stabilities of better than 10 −4 . Design considerations for electromagnets producing these fields, such as optical access and fast dynamical response, mean that electric currents in excess of 100 A are often needed to obtain the requisite field strengths. We describe a simple digital proportional-integral-derivative current controller constructed using a field-programmable gate array and off-the-shelf evaluation boards which allows for timedependent control parameters, enabling optimal control of current sources with non-linear actuators. Our controller can stabilize an electric current of 340 A to the level of 2.4 × 10
with a control bandwidth of 2 kHz.
I. INTRODUCTION
Feshbach resonances are ubiquitous in the field of ultracold atomic physics 1 as they allow the interaction strength between atoms to be changed 2 . This tunability can be used to explore effects such as the BEC-BCS phase transition in degenerate Fermi gases [3] [4] [5] , Anderson localization 6 , and Efimov trimers 7, 8 . Sweeping a magnetic field across a Feshbach resonance is used to produce and study ultracold molecules 9,10 which have complicated scattering properties [11] [12] [13] . Feshbach resonances have also been critical in the study of dipolar quantum gases [14] [15] [16] . Finally, Feshbach resonances can be used as a sensitive probe of variations in fundamental constants such as the ratio of electron to proton mass 17 . Magnetic Feshbach resonances in alkali metal systems are typically accessed by using a pair of Helmholtz coils to generate stable fields ranging up to 1000 G. The required field stability, measured as the root-mean-square (RMS) fluctuations δB, is determined by two factors. The first is that δB |∆| where ∆ is the width of the resonance which can range from 10 mG to 100 G 1 . This level of stability is easily achieved for broad Feshbach resonances, but is more difficult for narrow resonances and especially resonances in non-zero angular momentum channels 18, 19 . The second factor is related to how one measures the magnetic field in situ; typically, the field is measured by probing the transition frequency between two magnetic sub-levels of trapped atoms using either Rabi or Ramsey spectroscopy. For both of these techniques, fluctuations in the transition frequency δf at a magnetic field B 0 corresponding to the Feshbach resonance need to satisfy δf = df dB B=B0
δB Ω/(2π) where Ω is the Rabi frequency of the transition which is limited by the particular transition and available microwave or radiofrequency power. As a concrete example, consider the relatively broad Feshbach resonance between 87 Rb and 40 K atoms 11 located at B 0 = 546 G with width ∆ = −3 a) Electronic mail: ryan.j.thomas1@gmail.com b) Electronic mail: nk@otago.ac.nz G and suppose a Rabi frequency of Ω = 2π × 5 kHz. If we require δB ≈ ∆/20, then the fractional stability δB/B 0 needed is about 270 ppm. However, calibration of the field at 546 G using radio-frequency spectroscopy of the least magnetically-sensitive transition in 40 K with df /dB ≈ 0.1 MHz/G implies a needed magnetic field stability better than 100 ppm, so for this example the stability criterion for calibrating the field is stricter than the stability needed for using the resonance. As an alternate case, consider the relatively narrow Feshbach resonance between two 87 Rb atoms located at 1007 G with a width of 210 mG 20, 21 . Here, having δB ≈ ∆/20 implies a fractional stability of 10 ppm which is stricter than the 17 ppm stability needed for measurement using the leastsensitive transition.
In an experiment, one typically stabilizes the electric current generating the magnetic field and not the magnetic field itself. Design considerations for the Helmholtz coils, such as optical access, dynamic response, and heat removal mean that these coils are often large with few windings which means that currents in the hundreds of amperes are needed to produce magnetic fields in the 100 G -1000 G range [22] [23] [24] . Therefore, the task of stabilizing a large magnetic field to the level of 10 ppm is essentially equivalent to that of stabilizing a large (> 100 A) current to the same level, although further reductions in magnetic field noise can be achieved by measuring and stabilising the magnetic field directly 25 . A typical solution is to build an analog proportional-integral-derivative (PID) feedback loop that stabilizes the current produced from a voltage-controlled power-supply using external regulating transistors to control the current. While some of these solutions have been very successful, with reported stabilities of better than 10 ppm 23, [26] [27] [28] [29] [30] , designing and implementing a high-precision, low-noise, and robust analog PID controller from discrete, linear components is a non-trivial task because the transistors used to regulate the current are inherently non-linear.
In this article, we present a digital PID controller that uses off-the-shelf components to regulate the electric current from a noisy (100 ppm) power supply. We achieve real-time performance by using a field-programmable gate array (FPGA) to measure the current, generate both a dynamic control signal and dynamic loop parameters, and implement the PID algorithm. The dynamic loop parameters are a key feature of our FPGA controller which makes it ideally suited for managing a non-linear system. Our system can stabilize a current of 340 A to the level of 795 µA rms in a 13.7 kHz bandwidth, corresponding to a fractional magnetic field stability of 2.4 ppm.
II. IMPLEMENTATION
Single-input single-output control loops can be broken into four parts: a control value/set-point r(t) for the state of the system, a measurement y(t) of that state, an actuator signal u(t) that affects the state, and a control law K that relates u(t), r(t), and y(t) 31 . At the heart of our control loop is a Xilinx Spartan 6 FPGA mounted on a commercial development board (Numato Labs Saturn) with 512 Mb of LPDDR RAM. As shown schematically in Fig. 1 , the FPGA implements both the control law and the control signal in programmable logic, handles communication with the measurement and actuator electronics, stores measurement and control values in memory, and interfaces with a PC over a USB cable using the universal asynchronous receiver/transmitter (UART) protocol.
The physical system to be controlled is shown on the right-hand side of Fig. 1 . A 15 V/440 A power supply (Agilent 6690A) sources the so-called "primary" current I p that passes through a pair of Helmholtz coils and produces a magnetic field B at the atoms in our experiment. The supply is set to voltage-controlled mode, and the value of I p is controlled using three MOSFETs (IXYS IXFN200N07) connected in parallel with 25 mm x 5 mm copper bus bars. We connect transient voltage suppressing diodes (STMicroelectronics BZW50-47B) across the drain and source of each MOSFET to eliminate negative voltage spikes when the MOSFETs are turned off. The gate-source voltage of these transistors serves as the actuator signal u(t) and changes the effective drain-source conductance which changes the primary current (inset of Fig. 1 ). The gate voltage is sourced by a high-precision, 20-bit digital-to-analog converter (DAC) mounted on a manufacturer-supplied evaluation board (Analog Devices EVAL-AD5791SDZ), and communication with the DAC uses the serial peripheral interface (SPI). The board is populated with nearly all the necessary components to produce a voltage in the range of −10 V to 10 V, and we use an external voltage reference (Maxim Integrated MAX6350) to supply the DAC with its 5 V reference.
We measure the primary current using a flux gate current transducer (Danisense IDSA600) which generates a secondary current I s = I p /1500 that passes through a precision 10 Ω sense resistor (Vishay Y169010R0000T9L, 0.01% tolerance, 0.2 ppm/K) in the four-terminal Kelvin configuration to produce a sense voltage. We digitize this voltage to produce the measurement y(t) using a low-noise, 24-bit, differential analog-to-digital converter (ADC) mounted on an evaluation board (Texas Instruments ADS127L01EVM). The evaluation board is already populated with the necessary components for proper functioning of the ADC such as a differential amplifier, low-noise voltage reference, and low-jitter 16 MHz clock, and we can communicate with it using SPI. The ADC uses a sigma-delta architecture and provides a number of different filters offering a trade-off between sampling rates and noise performance. For our work, we have found that using the low-latency filter with a sampling rate of 31.25 kSPS provides optimal results with a 3 dB bandwidth of 13.7 kHz and a noise floor of 2.74 µV rms corresponding to δI p = 411 µA rms . The ADC has a voltage range of ±2.5 V, corresponding to ±375 A with our choice of transducer and sense resistor; however, the range can be changed easily with a different sense resistor. We store each measurement value in LPDDR memory which holds up to 4 × 10 6 values corresponding to over two minutes of continuous acquisition. This data can be retrieved from memory using the PC link for later analysis.
We realize our control law in programmable logic using a finite state machine that calculates a discrete approximation to the PID control law
where e(t) = r(t) − y(t) is the error signal and K p , K i , and K d are the proportional, integral, and derivative gain coefficients, respectively. The control signal r(t) is either a piece-wise sequence of linear ramps generated on-thefly using a linear-ramp generator or is an arbitrary, preprogrammed value read from memory. For each time step n separated in time by T s (the inverse of the ADC sampling rate) we calculate the actuator value u n as
where A is an overall conversion factor needed to account for the different discretization steps between a voltage measured by the ADC and one output by the DAC, and each of theK is the discrete equivalent of the PID gain coefficients in Eq. (1):
s . EachK is represented as a 16-bit integer in programmable logic, and we approximate fractional gain values by shifting the sum of products right N bits, implementing division by 2 N . We take care with the order of operations in Eq. (2) as implemented in the FPGA so that values are not truncated prematurely and the full precision of the ADC is used.
We use the discrete control law in Eq. (2), which effectively calculates the correction to the actuator signal rather than the actuator signal itself, instead of the more direct discretization of Eq. (1) for two main reasons. The first is that the discrete integral term in Eq. (1) is unbounded, and one needs to include additional logic to prevent integral wind-up when either input or output values saturate. The second and more compelling reason is that our physical system is non-linear through the relationship between the MOSFET gate-source voltage and the drainsource conductance (inset of Fig. 1) , and we need robust, low-noise control of currents from 20 A to 400 A. While The primary current Ip through a pair of Helmholtz coils is measured by using a fluxgate current transducer to produce a secondary current Is that generates a voltage drop across a four-terminal precision resistor that is then digitized by an ADC. This measurement y(t) is compared to either a linear control voltage r lin (t) or an arbitrary control voltage r arb (t), and an actuator value u(t) is produced that is sent to a DAC. The loop controller uses either fixed loop parameters or a time-varying sequence of parameters K(t) from memory. The voltage output of the DAC drives the gates of three of high-current MOSFETs that control the flow of Ip. A serial connection with a PC is used to set parameters and control voltages and to retrieve ADC measurements. Inset plot shows the drain-source conductance for a single MOSFET as a function of gate-source voltage.
we can approximate the dynamical relationship between u(t) and y(t) as linear over small intervals, this cannot be done over the entire range which crucially means that the optimum gain parameters for the controller change depending on the desired set-point r(t). Therefore, at each time step we update u n using not only the current and past values of the error signal but also according to pre-programmed values for eachK corresponding to different values of the set-point r n . Since Eq. (2) calculates the actuator signal as the sum of the previous value and a correction, it is easily adapted to include time-varying gain parameters. Equation (1), on the other hand, calculates the actuator anew at each time step, and changing the gain parameters between two different steps leads to significant jumps in the output signal due to the integral term.
III. TUNING AND MODELLING
In many implementations of PID controllers in experimental physics laboratories the gain coefficients are manually tuned in an iterative process to achieve the best possible performance. This technique is often used when either the performance simply needs to be "good enough", or when measuring the system's transfer function is not feasible. With our system, we can drive the MOSFET gate-source voltage with sinusoidal signals of varying frequencies ω, and, by changing the DC offset of these signals, we can measure the linearized AC system transfer function G(ω, I p ) about the steady-state DC primary current I p corresponding to a particular DC gate-source voltage. Given a desired closed-loop response function T (ω), we calculate the appropriate control law K(ω, I p ) as
where we approximate the dynamical system represented by G(ω, I p ) as second order with set-point dependent coefficients G 0 (I p ), ω 1 (I p ), and ω 2 (I p ). To isolate the system response alone, we include the measurement response function M (ω) obtained from the ADC datasheet. Given a desired first-order closed-loop response T −1 (ω) = 1 + iω/ω with cut-off frequency ω we determine the PID gain coefficients using where we have neglected the measurement response to simplify the calculation of the coefficients. This approximation is valid only when ω T −1 s . Figures 2a and b show parameters G 0 (I p ) and ω 1 (I p ) as functions of the steady-state primary current I p for two different voltages 7.2 V and 12.5 V of the main power supply. The second-order frequency ω 2 is not shown because the additional term does not improve the model of the system response. The lack of data beyond an ADC voltage of 1.5 V (I p = 225 A) for a power supply voltage of 7.2 V is simply due to the total resistance of our system which limits the maximum current to 225 A. For both power supply voltages we see a strong dependence of the system response on the desired primary current. In particular, we see how the AC gain G 0 (I p ) for a power supply voltage of 7.2 V drops precipitously between 150 and 225 A as the MOSFETs' conductances saturate (see inset of Fig. 1 ). This gain maximum, present also at the higher power supply voltage of 12.5 V, presents a problem when one needs to sweep the primary current across that peak. If the gain parameters are optimized for currents either before or after the gain peak then during the sweep the open-loop transfer function K(ω, I p )G(ω, I p ) will be larger than expected and the system may oscillate. Alternatively, if the gain parameters are optimized for the gain peak, then the controller will perform suboptimally at currents where the AC gain is lower than its peak value. By adjusting the gain parameters with the desired primary current, we can ensure that we have an optimum loop response during the entire sweep.
Using the measured values of G 0 (I p ) and ω 1 (I p ) in combination with Eq. (5) we program the controller to have a low-pass filter closed-loop response with various cut-off frequencies ω ; the results are shown in Figs. 3a and b. To measure the closed-loop response we increase the current in the Helmholtz coils from 0 A to 150 A (V ADC = 1 V) in 100 ms using a minimum-jerk trajectory 32 to minimize transients before modulating the control signal with a sinusoidal signal of varying frequency and fixed amplitude of 20 mV which corresponds to a primary current amplitude of 3 A. We model the response by multiplying our measured G(ω, I p ) with M (ω) and the Fourier transform of Eq. (2). It is important to include both the latency of the ADC, equal to T s = 32 µs, and the latency of the FPGA's PID process which comprises the time to read from the ADC (2.6 µs), the time to process the data (11 clock cycles, or 0.22 µs), the time to write to the DAC (2.6 µs), and the time for the DAC output to change (≈ 1 µs) for a total latency of ≈ 6 µs. Figure 3a shows that we get excellent agreement between our measured response and the response expected from our model, with some deviations at high target cut-off frequencies. The actual cut-off frequencies, shown in Fig. 3b , differ significantly from the expected values for high cut-off frequencies, and this is a consequence of modelling the physical system as only a second-order dynamical system and neglecting the measurement response when calculating the gain coefficients. A more complete description would result in better correspondence between the desired and measured cut-off frequencies but would also require a more complex control law.
IV. PERFORMANCE
For our particular experiment, Feshbach resonance spectroscopy, we are primarily concerned with how much variability and noise there is in the current regulated by our controller when the set-point is fixed, and hence the variability in the magnetic field experienced by the atomic sample inside the Helmholtz coils. We are interested in both variations between experimental cycles and within a single cycle. Figure 4 shows how the current regulated by the device varies between experimental cycles. We increase the current from 0 A to the desired set-point in 100 ms using a minimum-jerk ramp and then hold the set-point steady for 400 ms, and each measurement is repeated ten times over the course of approximately three minutes. The loop parameters are set to give a nominal closed-loop response close to a 2 kHz low-pass filter although the real response is as shown in Fig. 3a . We find a cycle-to-cycle variation that is less than 1.3 mA for all current ranges and which decreases as the current is increased. The reason for this decrease is likely a result of changes in the open-loop response of the system: as the MOSFETs' conductances saturate they become less sensitive to higher-frequency perturbations which results in a lower overall noise. At our highest current, corresponding to 337.5 A, we measure an RMS variation of 795 µA rms corresponding to a fractional stability of 2.4 ppm over the entire bandwidth (13.7 kHz) of the measurement.
In Fig. 5 we show the spectral characteristics of the steady state current signal for two different power-supply voltages under the same conditions as Fig. 4 for V ADC = 1 V. In both cases noise is strongly suppressed below the nominal 2 kHz bandwidth of the controlled system. From 2 kHz to 6 kHz there is a broad noise plateau, and this is partly due to the ADC filter's latency of T s = 32 µs. When ωT s 1 the phase shift due to the filter latency does not significantly contribute to the overall phase shift of the system; however, when ωT s ∼ 1 -which occurs at ω/(2π) ∼ 5 kHz -the latency of the filter limits the performance of the controller as a whole. For our system, our model predicts that at frequencies near 5 kHz our controller amplifies noise rather than suppressing it. This could potentially be improved with a higher sampling rate at a cost of more overall noise in the control loop. Noise peaks at ≈ 10 kHz and 12 kHz are due to external noise sources and are not inherent to the con- troller. By looking at the cumulative noise (Fig. 5b) , we see that the controller can achieve sub-ppm levels of noise in bandwidths less than approximately 1.8 kHz.
Overall, using a lower power-supply voltage allows for control over the current with lower noise at a cost of a limited range of operation as shown in Fig. 2 . However, the sharp drop in the AC gain at voltage set-points above 1 V requires that the controller's response be adjusted as the set-point changes. Figure 6 compares the effect of varying the loop response as a function of the set-point with a conventional fixed response. For the case of a fixed loop response, the loop gains were set to values appropriate for V ADC = 1.2 V (the final steady-state value) and a 2 kHz closed-loop bandwidth. The variable-loop gains were calculated using Eq. (5) for the same bandwidth. As can be seen in Figs. 6a and b , the excessive gain as the current increases in the fixed response mode causes the system to oscillate. Additionally, the lack of gain at the beginning of the current rise leads to a slow turnon as the gate-source voltage slowly accumulates due to the integral term. Allowing the loop response to vary with the set-point eliminates oscillations during the initial ramp from 0 to 1.2 V and improves the initial turn-on behaviour.
Finally, we demonstrate that our system is capable of generating the required magnetic fields for Feshbach resonance studies. To measure the magnetic field, we first prepare a sample of 87 Rb atoms in a crossed-beam optical dipole trap and in the |F = 2, m F = 0 state at a low field (9 G) using a separate, low-current powersupply. We then turn off the low-current supply and use our high-current system to increase the current from 0 A to a particular set-point in 75 ms using a minimum-jerk trajectory. We then wait for 50 ms for any transients to decay. At this point, we use Rabi spectroscopy of the |F = 2, m F = 0 → |F = 1, m F = −1 transition with a Rabi frequency of Ω/(2π) ≈ 3 kHz and a pulse time of 50 µs to determine the transition frequency from which we calculate the magnetic field. The results are shown in Fig. 7 . We see that we get a highly linear relationship between the set-point and the measured magnetic field over an order of magnitude in magnetic field with a maximum uncertainty of 5 mG, making our system suitable for studying Feshbach resonances in a range of atomic systems. 
V. CONCLUSION
In this article we have presented a digital PID controller for stabilizing the large currents needed to generate magnetic fields for studies involving Feshbach resonances. The performance of our controller is easily tailored through a digitally programmable loop response which can be varied with the desired current, allowing for robust and precise control of non-linear systems. We achieve a fractional stability of 2.4 ppm in a 13.7 kHz bandwidth at 340 A.
We have already used our PID controller to study the behaviour of a Feshbach resonance in the collision of 87 Rb and 40 K atoms at energies far above threshold 33 . Our system could be used for studying narrow Feshbach resonances at large magnetic fields, such as higher angular momentum Feshbach resonances or resonances in nonalkali metal systems 34 , and it can also find use in other cold atom experiments such as ion trapping 25 .
