Properties of local minima as a function of density are studied in a binary Lennard-Jones system for temperatures Tϭ1.0 ͑normal liquid͒, 0.5 ͑supercooled liquid͒, and 0.4 ͑glass͒, in reduced units. The number of different local minima sampled, energy, pressure, normal mode angular frequencies, and partial radial distribution functions are presented for simulation times of constant length. In agreement with previous studies by Sastry ͓Phys. Rev. Lett. 85, 590 ͑2000͔͒ a limiting density is found at l ϭ1.08 with negative pressure, below which the local structure of the glass and the supercooled phases are essentially the same, as evidenced by the partial radial distribution functions.
I. INTRODUCTION
In recent years a considerable research effort has been expended to understand the complex phenomenology of supercooled liquids and glasses. Mode-coupling theory has proved quite successful for supercooled liquids at higher temperatures, before activated dynamics must be accounted for explicitly. [1] [2] [3] [4] It was Goldstein who first related the behavior of glass formers to the underlying potential energy surface ͑PES͒. 5 In this approach, the dynamics are separated into vibrational motion around a minimum on the PES and transitions between local minima or ''inherent structures.'' 6, 7 The PES is partitioned into basins of attraction surrounding the local minima, where a basin of attraction is defined as the set of points that lead to the same minimum along steepestdescent pathways. Recently, it has been possible to establish connections between the structure, dynamics, and thermodynamics of finite systems and the PES in some detail. 8, 9 Computer simulation, based on standard molecular dynamics ͑MD͒ or Monte Carlo techniques, has played a significant role in the testing and development of models for supercooled liquids and glasses. 13 Interest in more direct connections to the PES has recently increased, with Sastry, Debenedetti, and Stillinger 14 characterizing ''landscapeinfluenced'' and ''landscape-dominated'' regimes for a binary Lennard-Jones system, in agreement with the instantaneous normal modes picture of Donati, Sciortino, and Tartaglia. 15 A kinetic Monte Carlo approach 16, 17 has also been used to provide an alternative view of the dynamics. 18 In the present contribution we focus on some properties of the energy landscape in a binary Lennard-Jones ͑BLJ͒ mixture, namely, the effect of the density on the local minima sampled as a function of temperature. The appearance and disappearance of local minima as a function of density has previously been considered by Lacks and co-workers, 19, 20 Sastry and co-workers, [21] [22] [23] Utz et al., 24 and Heuer. 25 Sastry and co-workers also analyzed the relationship between fragility and the PES and how the former depends on the bulk density. One feature of the BLJ system is that the vibrational contribution to the entropy, within the harmonic approximation, decreases with the potential energy under constant volume conditions. Sastry and co-workers, also found a limiting density, l ϭ1.08 in reduced units, which defines a limit of stability separating spatially heterogeneous structures ͑below l ) from more homogeneous structures ͑above l ). l was also interpreted as a density limit to glass formation. In this contribution we concentrate on this limit and consider the glass and supercooled liquid structures in more detail as a function of density.
II. METHODS
The model we used is a binary mixture of Nϭ256 atoms in a cubic box with periodic boundary conditions, containing 205 (ϳ80%) A atoms and 51 (ϳ20%) B atoms interacting according to a Lennard-Jones pair potential of the form
͑1͒
r ␣␤ being the distance between particles ␣ and ␤. The values of the Lennard-Jones parameters are ⑀ AA ϭ1.0, ⑀ BB ϭ0.5, ⑀ AB ϭ1.5, AA ϭ1.0, BB ϭ0.88, and AB ϭ0.8.
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The units of distance, energy, temperature, pressure, and time were taken as AA , ⑀ AA , ⑀ AA /k B (k B is the Boltzmann constant͒, ⑀ AA AA Ϫ3 , and AA (m/⑀ AA ) 1/2 , with m the mass of both A and B atoms. A fixed cutoff of 2.5 ␣␤ was used along with the minimum image convention. We truncated and shifted the potential with a quadratic function, so that the energy and its first derivative are continuous at the cutoff value. 14, 27 This BLJ model has been extensively studied in the glasses community, as it does not crystallize on the molecular dynamics time scale. 13-15,18,21,23,26,28 -42 However, we have recently found that there are crystalline minima for this system, based on face-centered-cubic A atoms with a trigonal or square prismatic B-A coordination. 43 Previous work has shown that this system exhibits a significant degree of nonArrhenius behavior at low temperatures, 26,34 -36 i.e., it is fragile in Angell's terminology. [10] [11] [12] Microcanonical molecular dynamics simulations were carried out in the range of densities 0.6рр1.3, where the classical equations of motion were integrated using a Verlet algorithm. We employed 10 5 equilibration steps, followed by 10 6 data collection steps with a time step of 0.003 in reduced units. 39 We used the final configuration of a neighboring density as the starting configuration for the next run. All the temperatures quoted correspond to equipartition values calculated from the mean kinetic energy.
In order to study the local minima the instantaneous system configuration was quenched every 1000th configuration to locate a minimum. Quenching was performed using a modified version of Nocedal's limited memory BroydenFletcher-Goldfarb-Shanno algorithm. 44 Each quench was finished using eigenvector-following steps 8, 45, 46 to converge the root-mean-square gradient below 10 Ϫ7 reduced units, employing a full diagonalization of the analytical Hessian matrix to ensure that the stationary points have the correct Hessian index ͑the number of negative eigenvalues͒. In this manner we generated a sample of minima at all densities studied.
We also considered a quicker method to generate samples of minima at different densities. For each minimum obtained at density ϭ1.2 the box length was increased ͑or decreased͒ by 0.02 reduced units, without rescaling the coordinates of the atoms in the box. The system was then relaxed to a local minimum at constant density using the methods described above. This process was then repeated for the new sample of local minima and we continued in this way until the required range of density had been covered. Above l ϭ1.08 the results of this procedure are very similar to those obtained using starting configurations from separate MD trajectories at each density. Below this density, where fractures and voids begin to form, there are some minor differences. However, this result suggests that it is meaningful to compare averages calculated over the samples of minima obtained from MD runs of the same length at different densities, even though the relaxation time is likely to be larger at the higher densities.
In this study our focus is on the density dependence of the properties observed for typical local minima sampled as a function of temperature for MD simulations run at different densities over a fixed time scale. We have analyzed the behavior of the local minima for densities in the range 0.6р р1.3, and for three different temperatures 1.0, 0.5, and 0.4. For this system it is known that the glass transition temperature T g lies between Tϭ0.4 and 0.5.
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III. RESULTS
In this section we present the results obtained for the behavior of the local minima at different temperatures and densities. At the initial density of ϭ1.2 the numbers of different local minima, N min , that we found from the 1000 instantaneous configurations were 1000, 932, and 268 at T ϭ1.0, 0.5, and 0.4, respectively. These values reflect the increasing residence times in the local minima as the temperature is decreased, with a dramatic fall in N min below T g . Since the simulation time for each MD run was fixed, the present calculations reveal how the potential energy surface is sampled on a given time scale, rather than the energy density of the local minima. At Tϭ1.0 a different minimum is obtained for each starting configuration at every density ͑except ϭ1.3, where two out of 1000 minima are the same͒. However, at Tϭ0. 5 and Tϭ0.4 , N min decreases significantly from ϭ1.2 to ϭ1.3 ͑Table I͒. This change reflects both the decreasing number of local minima on the PES as the density increases, 19, 20, 25, 47 and the increasing barrier heights and relaxation times in this limit. This analysis of how the system explores local minima over a fixed time scale therefore includes both the effects of changing connectivity and transition rates. At low density N min increases to the maximum value of the sample, i.e., 1000, for each temperature, as expected. 48 We have calculated the mean potential energy for each sample of local minima as a function of density at temperatures Tϭ1.0, 0.5 and 0.4. In Fig. 1 we can see how the lowest value of the energy occurs around ϭ1.2 for each temperature. However, at Tϭ0. 4 and Tϭ0.5 the minimum of the curve is slightly displaced to higher density, namely, to ϭ1. 25 .
A clear change of slope appears in Fig. 1 ͑the system is mechanically unstable͒ at l ϭ1.08 for each temperature. Between l ϭ1.08 and ϭ1.3 the mean potential energy varies almost quadratically with the density ͑harmonic regime͒ at each temperature, while below l the dependence is essentially linear ͑plastic regime͒, causing a discontinuity in the gradient of the mean potential energy curve. The origin of this change in behavior is the formation of voids and fractures.
Another interesting property is the variation of the pressure with density ͑Fig. 1͒. In this case, the pressure, P, was calculated using the virial equation 49 PVϭ͑NϪ1 ͒Tϩ 1
where VϭN/ is the volume of the supercell, N is the number of atoms, r i j ϭr i Ϫr j and F i j is the force on the ith particle due to jth particle. A factor NϪ1 appears because of 23 For Ͻ1, the mean pressure is practically independent of the temperature and tends to zero as decreases. Figure 1 also shows that the pressure is nearly zero at densities corresponding to the lowest values of the mean potential energy.
The geometric mean normal mode frequency at each local minimum is
where the i are obtained by diagonalising the Hessian matrix. A mean angular frequency, averaged over all the local minima, can be defined as ͗͘ϭ2͗ ͘,
͑4͒
and this quantity is plotted in Fig. 2 . The frequencies are important for dynamics because they appear in the usual transition state theory rate constant for barrier crossing. If we also use the information obtained in Fig. 1 we can see that for Ͼ1.2, which corresponds to positive pressures ͑com-pressed regime͒, ͗͘ increases with both the mean potential energy and the density, in agreement with Sastry. 21 In fact, ͗͘ increases monotonically with the density for Ͼ l , including the stretched regime of negative pressure between l and ϳ1.2. In this range ͗͘ is increasing as the mean potential energy falls, and the system would contract if it were not held at constant volume. Below l the mean frequency increases again until it reaches a limiting value between 13 and 14 reduced units below about ϳ1.0.
The above results were checked by studying the partial radial distribution functions ͑PRDF's͒ for all the local minima sampled,
where ␦(r) is the delta function. In Fig. 3 we show the PRDF's for A particles as a function of the density for different local minima generated from the run at Tϭ1.
The first peak is the highest in the PRDF's for all densities, indicating that the AA correlation takes place at the first coordination shell. However, as the density is reduced from ϭ1.3, this peak is slightly displaced to longer distance, i.e., it reflects the lower density, and then reaches a maximum value at density l ϭ1.08. Below this density, the system shows the opposite trend due to the formation of voids and fractures, 22, 23, 48, 50 allowing the AA distances to relax back closer to their ideal value.
A similar behavior is exhibited by g AB in Fig. 3 . The strong attractive interaction between A and B particles is reflected in the first peak. However, g BB in Fig. 4 exhibits some new features. The weaker attractive interaction between B particles is reflected in the intensities of the peaks. The BB correlation takes place mainly in the first, second, and third coordination shells, but for ϭ0.6 the first coordination shell is more important. Furthermore, a clear splitting appears in the second peak, indicating that the local structure for B particles is more ordered at low density. This is because at low density, with the formation of voids in the structure, a dense local packing appears. A similar signature is known at high pressure. 40, 51 Sastry et al. 22 suggested that the limiting density, l ϭ1.08, is a lower limit to glass formation. In order to elucidate this signature we compare the PRDF's averaged over the local minima sampled at Tϭ0.5 and 0.4. The results in Fig. 5 reveal a clear difference between the two samples for densities above l ϭ1.08. For the lower temperature, corresponding to the glassy phase, the structure is more ordered. However, below l ϭ1.08 the PRDF's are nearly the same, so it is not possible to differentiate between the glass and supercooled liquid structures in this way. A similar behavior is exhibited by g BB in Fig. 6 . However, g AB , illustrated in Fig.  5 , is essentially the same for both temperatures, even at the highest densities, indicating that the A-B disorder is similar in the glass and the supercooled liquid. g AA , g AB , and g BB show noise due to the relatively small number of different local minima sampled by the system on the time scale in question.
The formation of a void in one particular local minimum sampled at Tϭ1 is shown in Fig. 7 . The void starts to form at the limiting density l ϭ1.08 and then increases when the density is reduced further.
IV. DISCUSSION
The variation in the number of distinct local minima obtained in the initial samples at ϭ1.2 and Tϭ1.0, 0.5 and 0.4 agrees with previous observations. At the two higher temperatures above T g the quench interval is sufficiently large that the system is rarely associated with the same minimum for three reduced units of time or more. At Tϭ0.4, below T g , the rate at which different local minima are sampled is significantly lower. However, in agreement with Doye and Wales, 39 the system is not trapped in a single local minimum. Rearrangements with low barriers can still occur, although these generally do not correspond to cage-breaking, diffusive processes. 28, 52 The sets of local minima that can interconvert without encountering a cage-breaking rearrangement corresponding to a higher barrier may provide a useful definition of a ''megabasin'' or ''metabasin'' on the potential energy surface. Further support for this picture is provided by studies involving random perturbations and quenching 53 and by other investigations of transition states and pathways. 54 -57 The pressure has been calculated from samples of local minima for both monatomic and binary Lennard-Jones systems in previous work, 22, 23, 40, 58 and has been used to produce an ''equation of state'' for the energy landscape. 59 The minimum that appears in the pressure at l ͑Fig. 1͒ simply corresponds to the density below which the interatomic forces can no longer support a homogeneous system without voids. 58 A further decrease of the density produces progressive cavitation, and l has therefore been identified with the zero-temperature limit of the superheated liquid spinodal. 22, 58 The minimum potential energy corresponds to densities where the pressure is close to zero and the box lengths are close to their optimal values. The minor variation in potential energy with sampling temperature observed below l suggests an effect rather like the plateau regions observed for BLJ systems as a function of the cooling rate. 14 For models of monatomic glasses and silica, Lacks and Malandro found that increasing the pressure progressively destabilized local minima and reduced the total number of stationary points. 19, 20 The bifurcations in the potential energy surface that occur when stationary points disappear are analogous to the effect of increasing the range of the potential. 60 However, in the latter case, increasing the range leads to more asymmetric pathways connecting pairs of local minima, because uphill barriers and path lengths tend to increase, but downhill barriers and path lengths exhibit the opposite trend. 60 The effect of increasing the pressure is different because the system is forced to sample less favourable regions of the pair potential corresponding to shorter separations. Barriers are therefore expected to increase, in line with lower diffusion rates at higher pressure. 40, 61, 62 The detailed effects of pressure upon barrier distributions are described in more detail elsewhere. 52 The correlation of the mean normal mode frequency, ͗͘, with the behavior of the pressure, rather than the mean potential energy ͑Fig. 1͒ is also interesting. A simple model suggests that the density dependence of the frequency should scale as 7/3 , 52 but the correlation in Fig. 2 appears to be almost linear above l . Below this limit the simulation cell contains a number of subsystems, which interact more weakly as the density decreases. The small increase in ͗͘ from the minimum at l is probably due to the progressive relaxation and densification of the subsystems.
The position of the main peak in the radial distribution function for A particles, g AA (r), is basically correlated with the behavior of the pressure, shifting to larger r as decreases to l , and then increasing slightly for further reduction in the density as the weakly interacting subsystems relax. g BB exhibits the most complicated behavior, because the parameters of the potential favor AB interactions. The lowest energy crystal in the absence of phase separation is based on the structure of Ir(UC) 2 with space group I4/mmm, and includes B atoms lying in the center of square prisms formed by A atoms. 43 The split second peak in g BB (r), which develops at low density in the present system, is normally associated with polytetrahedral packing, 63 and is a common feature of supercooled liquids and glasses. 64, 65 However, the split peak is normally seen at larger values of r between 1.5 and 2, in units of the equilibrium pair separation. An analysis of the BLJ system is complicated by the binary interactions, but the position of the split second peak suggests that it arises from different geometrical features, even allowing for the smaller parameters for the AB and BB terms. A common neighbor analysis 29, 66, 67 will be used to analyze these results further in future work. The increasingly well-defined structure that appears below l is probably again due to relaxation within weakly interacting regions.
V. CONCLUSIONS
In this paper we have considered the effect of the density on local minima of a binary Lennard-Jones system sampled at temperatures of Tϭ1.0, 0.5, and 0.4 in reduced units for simulation times of constant length. A limiting density is found around l ϭ1.08, below which fractures and voids begin to form. The latter features cause a discontinuous behavior in various properties, in agreement with Sastry's results. 23 In the regime l ϭ1.08рр1.3 the main peaks in the PRDF's for AA, BB, and AB particles are progressively displaced to longer distance relative to ϭ1.3. Below l fractures and voids begin to form and the main peaks then move in the opposite direction. In the PRDF's for BB particles at low density, a clear splitting of the second peak appears as a consequence of a more ordered local structure. Furthermore, below l , the PRDF's for AA, BB, and AB particles for the samples generated at Tϭ0.5 and 0.4 are indistinguishable, so it is not possible to differentiate between the glass and supercooled liquid structures at low density in this way.
The lowest value of the mean pressure also occurs around l for each temperature. Below this density, the mean potential energy changes almost linearly with due to a transition from homogeneous local minima to inhomogeneous structures with voids. 22 This regime has some plastic characteristics ͑broken bonds͒ and differs from the approximately harmonic regime above l . The minimum of the mean energy potential as a function of the density corresponds to a pressure close to zero. For positive pressure ͑compressed region͒, we found that the mean normal mode frequencies increase with energy but, for negative pressure ͑stretched region͒, the opposite behavior appears. At lower density, the mean frequency is practically the same for samples obtained at each temperature, and reaches a limiting value as the density decreases due to formation of fractures or subsystems nearly independent.
