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And in Life's noisiest hour, 
There whisper still the ceaseless Love ofThee, 
The heart's Self-solace and soliloquy. 
You mould my Hopes, you fashion me within ; 
And to the leading Love-throb in the Hearl 
Thro'a/1 my Being, thro' my pulse's beat; 
You lie in all my many Thoughts, like Light, 
Like the fair light of Dawn, or summer Eve 
On rippling Stream, or cloud-reflecting Lake. 
And looking to the Heaven, that bends above you, 
How oft! I bless the Lot that made me love you. 

ABSTRAK 
Pengenalan wajah merupakan pekerjaan yang sulit dikarenakan pada proses 
pembentukan citra terdapat bermacam-macam variabel, seperti kuahtas dan 
pencahayaan citra, geometri, perubahan, dan penyamaran citra. Kebanyakan 
sistem pemroses citra wajah yang terdapat saat ini hanya dapat menangani basis 
data citra dengan batasan berupa ukuran citra, umur, jenis kelamin, dan/atau ras. 
Jaringan syaraf tiruan Fungsi Basis Radial (Radial Basis Function) memiliki 
beberapa kelebihan jika diterapkan sebagai pengklasifikasi dari sistem pengenalan 
wajah yaitu pada tahap pembelajaran yang diawasi proses konvergen dapat 
dicapai dengan cepat, mempunyai kemampuan untuk mengelompokkan citra-citra 
serupa sebelum mengklasifikasikannya dan kemarnpuan mengenali citra wajah 
lebih dari satu orang, tanpa memandang berbagai ekspresi wajah yang ada. 
Dalam tugas akhir ini dibuat sistern pengenalan wajah yang dirnulai dengan 
mendeteksi sebuah citra dengan mencari bagian mana yang merupakan wajah, 
lalu menandainya dengan sebuah kotak, kemudian dilanjutkan dengan 
menonnalisasi citra wajah berdasarkan geometri dan perubahan pencahayaan 
berdasarkan kotak yang menandai wajah/lokasi mata. Citra temorrnalisasi tersebut 
kemudian direpresentasikan rnenjadi sebuah vektor linear yang berisi urutan 
piksel dari citra tersebut. Dengan menggunakan algoritma k-means clustering, 
pada tahap pelatihan tidak terawasi, data pelatihan yang berisi beberapa vektor 
linear dikelompokkan berdasarkan kemiripannya. Hasil pelatihan yang didapat 
dari sistem merupakan hasil perhitungan fungsi basis radial gaussian pada layer 
hidden yang terdiri dari bobot, mean, varian dari tiap-tiap unit hidden dan jumlah 
unit hidden. Setelah parameter tersebut didapat maka proses pengenalan wajah 
dapat dil akukan. 
Dengan penggunaan data pelatihan yang telah dipilih berdasarkan variasi 
data yang mewakilinya, perangkat lunak pengenalan wajah yang telah berhasil 
dibuat dapat memberikan prosentase keberhasilan pengenalan sebesar 97,84% 
dengan waktu komputasi untuk proses pelatihan, untuk 18-5 citra milik 37 rnacam 
individu, hanya memetlukan waktu kurang dari 5 menit dan proses pengenalan 
hanya memerlukan waktu tidak lebih dari 5 detik dari berbagai macam citra 
dengan ekspresi wajah yang ada. 
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BABI 
PENDAHULUAN 
1.1 LA TAR BELAKANG 
Pengenalan wajah kebanyakan merupakan pekerjaan yang sulit dikarenakan 
pada proses pembentukan citra mempunyai bermacam-macam variabel seperti: 
kualitas dan pencahayaan citra, geometri , perubahan, dan penyamaran citra. [SRI-
97] Kebanyakan sistem pemroses citra wajah yang terdapat saat ini hanya dapat 
menangani citra wajah dengan batasan: ukuran citra, umur, jenis kelamin, atau ras 
dan selanjutnya sistem tersebut memberikan kontrol dan pengawasan terhadap 
faktor atau kondisi yang mempengaruhi sistem tersebut. Ada beberapa tambahan 
tingkatan variabel mulai dari sistem yang mengasumsi bahwa posisi wajah dan 
kondisi yang mempengaruhinya (jarak dan pencahayaan) sepenuhnya diawasi, ke 
sistem yang melibatkan sedikit atau tidak sama sekali kontrol terhadap Jatar 
belakang dan sudut pandang dan sampai ke sistem yang mengijinkan perubahan 
besar pada penampakan wajah dengan beberapa faktor seperti usia dan 
penyamaran (memakai topi atau kacamata). 
Tugas akhir ini mempelajari arsitektur klasifikasi Fungsi Basis Radial dan 
memperlihatkan kemampuan mengenali citra wajah lebih dari satu orang, tanpa 
mernandang berbagai ekspresi wajah yang ada. 
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Keuntungan yang diperoleh dari penggunaan jaringan syaraf tiruan Fungsi 
Basis Radial : 
1. Pada tahap pembelajaran yang diawasi proses konvergen dapat dicapai 
dengan cepat karena hanya terdapat satu layer saja yang terlibat di 
dalamnya. 
2. Penggunaan aproksimasi yang jauh lebih baik daripada interpolasi dalam 
menangani 'noisy' data khususnya data yang berupa citra wajah.[JON-96] 
3. Kemampuannya untuk mengelompokkan citra-citra serupa sebelum 
mengklasifikasikannya.[JON-96] 
1.2 PERMASALAHAN 
Wajah manusia mempunyai derajat kemiripan yang tinggi antara yang satu 
dengan yang lainnya. Hanya dari satu individu sudah bisa menghasilkan berbagai 
macam citra wajahnya rnenurut ekspresi muka, tatanan rambut, sudut pandang, 
pencahayaan, dan lain-lain. Permasalahan yang timbul adalah 
1. Bagaimana sistem yang akan dibuat dapat mengatasi hal tersebut mengingat 
pada sistem tersebut nantinya akan dipakai untuk mengenali lebih dari satu 
individu yang mempunyai citra wajah yang bermacam-macam .. 
2. Bagaimana menerapkan sistem tersebut menjadi suatu perangkat lunak 
pengenalan wajah manusia yang dapat melakukan proses pengenalan citra 
wajah manusia dengan besarnya nilai kesalahan pengenalan seminimal 
mungkin. 
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1.3 TUJUAN DAN MANFAA T 
Tuj uan dari penulisan tugas akhir ini adalah membuat suatu sistem 
pengenalan wajah manusia dengan menggunakan sistem jaringan syaraf tiruan 
Fungsi Basis Radial yang dapat memanfaatkan kelebihan-kelebihan yang menjadi 
pertirnbangan dipakainya metoda ini dan mengatasi permasalahan yang terdapat 
pada proses pengklasifikasi dalam sistem pengenalan wajah. 
1.4 BATASAN PERMASALAHAN 
Pada tugas akhir ini hanya membahas rancangan perangkat lunak yang 
dikembangkan untuk mewujudkan dan mengimplementasikan proses pengenalan 
wajah pada tingkat dimana pekerjaan pengklasifikasian diperlukan. 
1. Model jaringan syaraf tiruan yang digunakan adalah Fungsi Basis Radial 
(FBR). 
2. Citra/gambar yang digunakan adalah citra gray-scale bertipe bitmap yang 
yang didapat oleh laboratorium riset Olivetti dengan ukuran 112x92 piksel. 
3. Diasumsikan citra nomalisasi, berukuran 68x68 piksel, didapat dari proses 
sebelumnya yaitu pendeteksi wajah, sehingga pada tugas akhir ini untuk 
memperoleh citra normalisasi dilakukan secara manual. Dimana pada citra 
temomallsasi dapat ditemukan bentuk: sepasang mata, hidung dan mu1ut. 
Sedapatnya ketiga ciri wajah tersebut tersusun secara proporsional dalam 
citra temomalisasi. 
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4. Yang dimaksud dengan nilai positif dari proses pendeteksian adalah citra 
wajah yang merupakan wajah manusia baik menggunakan ataupun tidak 
menggunakan atribut tertentu seperti memakai kacamata dan citra wajah 
tersebut dapat diidentifikasikan. 
1.5 METODOLOGI PENGERJAAN TUGAS AKHIR 
• Studi kepustakaan 
Pencarian sumber-sumber yang berhubungan dengan pengembangan 
perangkat lunak ini , berupa buku, jumal dan literatur yang lain sehingga 
pengerjaan tugas akhir ini dapat berjalan dengan lancar. 
• Perancangan dan pembuatan perangkat lunak 
Solusi dari permasalahan dirancang dan dibuat menjadi suatu algoritma yang 
merupakan kerangka dari perangkat lunak yang akan dikembangkan dan 
dilanjutkan dengan pembuatan perangkat lunak. 
• Pengujian perangkat lunak 
• 
Perangkat lunak yang telah dikembangkan ini diuji dengan menggunakan 
variasi data yang mewakili semua permasalahan yang ada. 
Evaluasi dan modifikasi perangkat lunak 
Evaluasi dan modifikasi ini untuk mengoptimalkan keija dari perangkat lunak 
yang telah dibuat sehingga diperoleh hasil yang baik. 
• Penulisan tugas akhir 
Membuat laporan dalam bentuk buku Tugas Akhir yang dapat menjelaskan 
semua proses dari tahap perancangan sampai tahap implementasi berikut 
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dengan evaluasi yang didapat dari hasil uji coba sehingga dengan membaca 
buku Tugas Akhir ini dapat mengerti keseluruhan proses pengenalan wajah 
dengan menggunakan jaringan syaraf tiruan Fungsi BasisRadial. 
1.6 SISTEMA TIKA PEMBAHASAN 
Sistematika yang digunakan dalam Tugas Akhir dijelaskan berikut ini. 
+ Bab I Pendahuluan, menjelaskan mengenai latar belakang, perrnasalahan dan 
batasannya, tujuan dan manfaat, metodologi penelitian dan sistematika 
penulisan. 
+ Bab II Jaringan Syaraf Tiruan, berupa pembahasan dasar teori jaringan syaraf 
tiruan yang secara langsung maupun tidak menjadi referensi dalam 
mengerjakan tugas akhir ini . 
• Bab III Pengenalan Wajah dengan Menggunakan Fungsi Basis Radial , 
menjelaskan mengenai metoda yang digunakan pada tugas akhir ini untuk 
proses pengenalan citra wajah man usia .. 
+ Bab IV Perancangan dan Pembuatan Perangkat Lunak, membahas sistem 
perangkat lunak pengenalan wajah dengan menggunakan jaringan syaraf 
tiruan model Fungsi Basis Radial, perancangan dan implementasi struktur data 
yang digunakan oleh perangkat lunak . 
+ Bab V Uji Coba dan Evaluasi Perangkat Lunak, membahas hasil UJI coba 
perangkat lunak dan mengevaluasi kemampuannya. 
• Bab VI Penutup, menguraikan kesimpulan dari bab-bab yang lain serta 
kemungkinan pengembangan yang berkaitan dengan perangkat lunak ini . 
DASAR TEORI 
BABII 
DASARTEORI 
Pekerjaan dalam bidang jaringan syaraf tiruan dimula ketika diketahui 
bahwa otak bekerja dengan cara yang sangat berbeda dengan komputer digital 
konvensional saat itu. Otak merupakan komputer pararel, nonlinear yang sangat 
kompleks. Yang mempunyai kemampuan untuk mengatur neuron untuk 
melakukan suatu perhitungan komputasi (mis: pengenalan pola, persepsi dan 
pengontrol motor) yang lebih cepat dari pada komputer tercepat saat ini . 
2.1 JARINGAN SYARAF TIRUAN [BAR-92] 
Dengan mengetahui bahwa didalam otak manusia terdapat berjuta-juta 
neuron sebagai penyusun "komputer" tercanggih saat ini (Gambar 2.1), maka para 
ilmuwan mulai mencontoh model jaringan syaraf yang terdapat di dalamnya. 
Jaringan syaraf diartikan sebagai prosesor yang terdistribusi secara pararel dengan 
kemampuan untuk menyimpan pengetahuan yang telah didapat sebelumnya untuk 
digunakan kembali di masa mendatang. Proses penyimpanan tersebut dapat 
dinyatakan dalam dua cara: 
1. Pengetahuan didapat oleh jaringan dari proses belajar. 
2. Kekuatan hubungan antar neuron yang diketahui sebagai "bobot sinapsis" 
digunakan untuk menyimpan pengetahuan tersebut. 
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Gambar 2.1 System syaraf 
2.2 MODEL NEURON 
Sebuah neuron merupakan unit pemroses informasi yang berperan penting 
dalam kerja syaraf. Gambar 2.1 menunjukkan model dari sebuah neuron. Dari 
gambar tersebut dapat kita temui tiga penyusun dasar dari sebuah neuron yaitu: 
1.. Sekumpulan sinapsis, setiap sinapsis mempunyai bobotnya masing-masing. 
Secara lebih terperinci, sebuah sinyal x j pada input sinapsis j terhubung ke 
neuron k dikalikan dengan bobot sinapsis wki 
2. Sebuah penjumlah I adder untuk menjumlah sinyal input, yang telah 
dipengaruhi oleh bobot dari sinapsis neuron yang berhubungan. Operasi 
disini menghasilkan nilai ' linear combiner '. 
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3. Sebuah fungsi aktivasi untuk membatasi aplitudo output neuron pada batas 
nilai tertentu. Urnwnnya besarnya amplitudo output temomalisasi ini 
berkisar dari [0, 1] atau [ -1.1]. 
Model neuron yang ditunjukkan oleh gambar 2.1 menggunakan nilai threshold 
ekstemal ~ yang mempunyai fungsinya menurunkan nilai input bagi fungsi 
aktivasi. Dilain pihak, nilai input ini dapat dinaikkan dengan menggunakan nilai 
eksternal bias; bias merupakan nilai negatif dari threshpld. 
Secara matematika, neuron k dapat dinyatakan dengan pasangan persamaail 
berikut ini: 
dan 
p 
Jik = L w kj x J 
J=l 
(2.1 ) 
(2.2) 
dimana XJ, x 2, ... , xP merupakan sinyal input; w k1, w k2. ... , w kp merupakan bobot 
sinapsis dari neuron k; Jik rnerupakan output linear combiner; ~ sebagai 
threshold; cA..) merupakan fungsi aktivasi ; dan Yk merupakan sinyal output dari 
neuron. Penggunaan threshold dapat menggeser nilai output Jik pada model neuron 
Garnbar 2.2, seperti yang ditunjukkan dengan 
(2.3) 
Sinyal--< 
1nput 
- X2-.( Wk2 ~ ~ 
-- ~I 
So bot 
sinapsis 
Fungsi 
aktivasi 
Bk 
Threshold 
Gambar 2_1 Model nonlinear neuron 
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Relasi antara level aktivasi internal efektif atau potensi aktivasi vk dari neuron k 
dengan output penjumlah linear /-'k tergantung dari nilai threshold ~ apakah positif 
ataukah negatif seperti yang ditunjukkan pada Gam bar 2.3. 
v, 
(ij 
c: 
Q; 
c 
/ 
0 
/ 
I 
/ 
/ 
/ 
/ 
/ 
/ 
/ 
/ 
/ 
/ 
/ 
/ 
/ 
/ 
/ 
/ 
/ 
/ 
/ 
/ 
/ 
/ 
B, <0 0{=0 
/ 
/ 
/ 
/ 
/ 
/ 
/ 
/ 
/ 
/ 
/ 
/ B, >0 
Output penjumlah linear .u, 
Gambar 2.2 Pergeseran nilai output dengan adanya threshold 
Threshold ~ merupakan parameter eksternal dari neuron k. Dari persamaan (2.1) 
dan persamaan (2.2) maka didapatkan 
dan 
p 
vk = IwkixJ 
J=O 
(2.4) 
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(2.5) 
Pada persamaan (2.4) ditambahkan sinapsis baru, yang mempunyai input 
x0 = -1 (2.6) 
dan bobotnya 
(2.7) 
Dari persamaan diatas maka dapat dibangun kembali model neuron k seperti pada 
Gambar 2.4. Pada gambar ini pengaruh dari threshold digambarkan sebagai: (1) 
menambah sinyal input baru dengan nilai -1, dan (2) menambah bobot sinapsis 
baru yang nilainya sama dengan nilai threshold ~. 
Jx,~~\ -X2-.( Wk2~ '-- " Sinyal L 
input 1 . - . . . < 
- xp-.( Wkp ) 
'-... "-....--
Bobot 
sinapsis 
(termasuk 
threshold) 
Fungsi 
aktivasi 
e* 
Threshold 
Gambar 2.3 Model neuron dengan threshold 
2.3 FUNGSI AKTIFASI 
Fungsi aktivasi q.{), menyatakan output neuron dengan level aktivasi 
sebagai inputannya. Fungsi sigmoid merupakan salah satu tipe fungsi aktivasi. 
Fungsi ini seringkali dipakai dalam penyelesaian problem yang terdapat pada 
sistem jaringan syaraf tiruan. Salah satu contoh fungsi sigmoid adalah 
IP( u) = --1-----------1 + exp(- au) 
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(2.8) 
dimana a merupakan parameter slope dari fungsi sigmoid. Dengan mengubah 
nilai a, akan diperoleh fungsi sigmoid dengan slope yang berbeda-beda, seperti 
yang ditunjukkan pada Gambar 2.5 . Sebagai batasan saat nilai parameter slope 
mendekati tak terhingga, fungsi sigmoid akan berubah menjadi fungsi threshold. 
Seperti yang telah dijelaskan bahwa fungsi threshold mempunyai nilai 0 atau 1, 
maka fungsi sigmoid mempunyai nilai yang kontinyu dari 0 sampai 1. 
Outpu t 
Gambar 2.1 Fungsi Sigmoid 
Fungsi aktivasi pada persamaan (2.8) mempunyai rentang output dari 0 sampai 
+ 1. Nilai output ini tidak hanya berkisar dari 0 namun juga bisa dirubah untuk 
mempunyai nilai rentang dari - 1 sesuai kebutuhan dengan menerapkan persamaan 
berikut 
tp(u) = tanh(v) = 1- exp(- v) 
2 1+ exp(- u) (2.9) 
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2.4 ARSITEKTUR JARINGAN SYARAF TffiUAN 
Jaringan syaraf tiruan minimal tersusun atas layer input dan layer output. 
Selain kedua layer tersebut terdapat layer yang dinamakan layer hidden 
(tersembunyi). Biasanya layer hidden ini menghubungkan antara layer input 
dengan layer output. 
2.4.1 Jaringan Single Layer Feedforward 
Struktur neuron dari jaringan syaraf berkaitan erat dengan algoritma 
pembelajaran yang digunakan untuk melatih jaringan. Sehingga dapat dikatakan 
algoritma pembelajaran yang digunakan terbentuk secara struktural. Sebuah layer 
pada jaringan syaraf merupakan kumpulan neuron yang tersusun dalam bentuk 
lapisan. Bentuk sederhana dari layer ini adalah terdapat layer input yang mendapat 
masukkan dari sumber kemudian diteruskan ke output layer dari neuron, namun 
tidak dapat mengalami proses kebalikan yaitu dari output layer diteruskan ke 
input layer. Jaringan seperti ini dinamakan jaringan feedforward. Pada Gambar 
2.6 digambarkan struktur jaringan yang mempunyai empat buah noda pada tiap 
layer input dan layer output. 
Input layer 
(sumber) Output layer 
Gambar 2.1 Single layer neuron 
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Jaringan semacam ini dinamakanjaringan single layer. Padajaringan semacam ini 
tidak terdapat proses komputasi karena tiap nilai output layer mengacu pada layer 
input yang bersangkutan. Memori asosiasi linear merupakan salah satu contoh 
dari jaringan syaraf tiruan single layer. Pada sistem ini, jaringan mengasosiasikan 
pola output (vektor) dengan pola input (vektor), dan informasi disimpan di dalam 
jaringan dengan melakukan perubahan pada bobot sinapsis dari jaringan tersebut. 
2.4.2 Jaringan Multilayer Feedforward 
Perbedaan model multilayer (Gambar 2.7) dengan single layer adalah 
adanya layer yang tersembunyi (hidden layer), dimana komputasi yang berada 
pada layer ini dinamakan hidden neuron atau unit hidden. Fungsi dari hidden 
neuron ini adalah untuk mengolah input external dari input layer yang kemudian 
output dari hidden layer ini menjadi input bagi output layer. Dengan menambah 
beberapa hidden layer, jaringan tersebut dapat mengolah data orde tinggi, 
kemampuan ini diperlukan apabila ukuran layer input sangat besar. 
Input layer 
(sumber) 
Hidden 
layer 
Output 
layer 
Gambar 2.1 Jaringan Multilayer 
.. 
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2.5 METODA PELATmAN 
Metoda pelatihan jaringan syaraf tiruan didefinisikan sebagai proses 
modifikasi nilai bobot dan bias dari jaringan. Metoda pelatihan ini dilakukan 
untuk melatih jaringan dengan spesifikasi tujuan tertentu. 
2.5.1 Pelatihan Supervised 
Istilah dalam jaringan syaraf dinamakan supervised learning. Yang 
fungsinya belajar (learned) dari contoh-contoh sebelumnya. Kumpulan contoh 
training set) terdiri dari pasangan variabel idependen (input) dan variabel 
dependen (output). Metoda pelatihan digunakan untuk menyesuaikan nilai bobot 
dan bias supaya nilai output dari jaringan syaraf mendekati nilai output target. 
Sebagai contoh, variabel independen dalam fungsi relasi 
y = /(x) (2.10) 
adalah x (vektor) dan variable dependennya adalah y (skalar). Nilai dari variabel 
y tergantung dari fungsifuntuk setiap komponen dari variabel vektor 
X= 
X1 
X2 
Xn 
Himpunan training set T yang terdiri dari p pasangan x dan y ( diindeks 
dengan i dihitung dari 1 sampai p ), dinyatakan dengan 
(2.11) 
Alasan diberikan tanda diatas y adalah nilai output dari training set 
diperkirakan umumnya disertai gangguan (noise). Dengan kata lain, nilai 
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sesungguhnya untuk input x yaitu y tidak diketahui. Training set hanya 
memberikan nilai y yang nilainya sama dengan y ditambah noise. 
Misalkan terdapat p input x 1, x2, ... , Xp dimana tiap input ini mempunyai 
bobot w 1, w 2, ... , wp. Tiap sinyal input yang memiliki bobot ini kemudian 
dijumlah untuk menghasilkan sinyal output y. Hasil akhir yang ingin dicapai dari 
sistem ini adalah menentukan nilai optimal dari bobot w 1, w 2, ... , wp sehingga 
perbedaan antara output sistem y dengan respon yang diinginkan d dapat 
dim inimalkan. 
Tahap pelatihan ini menggunakan algoritma Least Mean Square[LMS-97] yaitu 
k = 1, 2, ... ,p (2. 12) 
Dimana 17 merupakan konstanta laju pelatihan dan y(n) merupakan output pada 
saat perhitungan n iterasi yaitu 
(2.13) 
Untuk diketahui penggantian Wk(n) dengan Wk(n) untuk menyatakan bahwa 
persamaan (2.12) menggunakan estimasi nilai bobot dari sistem. Gambar 2.8 
menunj ukkan lingkungan operasi dari algoritma LMS seperti yang dijabarkan 
pada persamaan (2.12) dan (2.13). 
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y(n) 
~ 
- --,--,------1 I ) 
e(n) \ '------"' 
Sinyal error 1 
Traget output 
Gambar 2.1 Adaptif spasial filter 
Algoritma LMS dinyatakan sebagai berikut: 
1. Inisialisasi 
Wk(l) = 0 ....... untuk k = 1, 2, ... , p 
2. Filtering 
Selama n = 1, 2, ... 
p 
a. y(n) = 'Lw1 (n)x1 (n) 
j;l 
b. e(n) = d(n) - y(n) 
samp~j didapat hasil yang konvergen dengan e(n) = 17 
2.5.2 Pelatiban Unsupervised 
Pada pelatihan unsupervised atau disebut juga se(f-supervised tidak terdapat 
umpan balik dalam proses pelatihannya. Dengan kata lain, tidak terdapat contoh 
17 
khusus dari fungsi yang hendak dipelajari. Untuk menerapkan metoda pelatihan 
1.m digunakan pembelajaran kompetitif yang pada umumnya terjadi 
pengelompokan data berdasarkan kemiripan antara data yang satu dengan data 
yang lain. Sebagai contoh, digunakan jaringan syaraf tiruan yang terdiri dari dua 
layer yang dinamakan layer input dan layer kompetisi. Layer input menerima data 
yang ada. Layer kompetisi berisi neuron yang saling berkompetisi dengan neuron 
yang lain dalam merespon masukan yang diberikan oleh layer input. Dengan 
menggunakan strategi 'winner takes all' maka neuron yang berhasil 
memenangkan kompetisi tersebut akan di set aktif dan neuron yang lain akan di 
set pasif. Sehingga pada akhimya akan diperoleh himpunan cluster yang 
beranggotakan nilai masukkan yang dimenangkannya. Salah satu algoritma 
pengelompokan data pelatihan adalah K-Mean clustering [SUB-99]. Algoritma K-
Mean clustering dinyatakan sebagai berikut: 
1. Memilih sembarang k pusat kluster M 1(1), M2(1), ... , Mk( l ). K vektor ini 
bisa dipilih secara random dari pola vektor yang ada, atau dipilih 
berdasarkan informasi yang terdapat pada tiap-tiap kluster. Index iterasi m 
di-set 1. 
2. Untuk semua vektor X, vektor x1 dikelompokkan ke kluster k jika 
Jx1Mk (m~ < Jx1 -M; (m~ (3.1) 
untuk semua i = 1, 2, .. . , k dan i,rk 
3. Mengubah vektor mean kluster ke-i dengan persamaan 
1 n-l 
MJm+l)= - ,L xk 
Nk k=O 
(3 .2) 
dengan n merupakanjumlah anggota untuk tiap kluster. 
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4. U1angi langkah-langah diatas sampai diperoleh hasil yang konvergen. 
2.6 REGRESI NONPARAMETRIK [LES-98] 
Terdapat dua pecahan divisi dari problem regresi di statistika: paramatrik 
dan nonparametrik. Pada regresi parametrik bentuk fungsi relasional antara 
variabel dependen dan independen diketahui namun mungkin terdapat parameter 
yang nilainya tidak diketahui dan dapat diperkirakan dari training set. Umumnya 
pada problem parametrik, parameter bebas, maupun variabel dependen dan 
independen, memiliki interpretasi yang penting. 
Yang membedakan regresi nonparametrik adalah tidak ada ( atau san gat 
kecil) informasi mengenai bentuk dari fungsi sesungguhnya yang sedang 
dikalkulasi . Fungsi tersebut dibentuk dengan menggunakan persamaan yang 
mengandung parameter bebas dengan cara sedemikian sehingga memenuhi kelas 
fungsi yang mana model fungsi tersebut dapat dinyatakan dalam arti yang luas. 
Umumnya melibatkan banyak parameter bebas yang tidak mempunyai arti khusus 
dalam hubungannya dengan problem tersebut. Pada regresi parametrik terdapat 
sej umlah kecil parameter khas dan sering parameter ini mempunyai interpretasi 
tersendiri. 
Jaringan syaraf timan, termasuk jaringan syaraf timan fungsi basis radial, 
tidak termasuk model parametrik dan untuk weight (dan parameter lainnya) tidak 
mempunyai arti khusus dihubungkan dengan problem yang menerapkannya. Nilai 
perkiraan dari bobot jaringan syaraf timan ( atau parameter dari ban yak model 
nonparametrik) tidak pemah menjadi tujuan utama dalam supervised learning. 
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Tujuan utama ada1ah memperkirakan fungsi yang sedang dikerjakan.( atau paling 
tidak mencari output dari input yang diinginkan). 
2.7 MODEL LINEAR [LES-98] -----Lll( PERPUST A ltiAAN 
I 
Model linear untuk fungsi y(x) berbentuk 
(2.12) 
Model f dinyatakan sebagai kombinasi linear dari himpunan m fungsi jadi 
(seringkali dinamakan fungsi basis dengan analogi bahwa vektor tersusun atas 
sebuah kombinasi linear dari vektor basis). 
Fleksibilitas dari f adalah dapat dipasang atau dipakai dengan fungsi yang 
bermacam-macam, dengan hanya memilih nilai bobot yang berbeda-beda. Jika 
fungsi basis dapat berubah selama proses learning maka model tersebut nonlinear. 
Himpunan fungsi yang ada dapat digunakan sebagai himpunan basis, jika 
himpunan tersebut dapat dibedakan satu dengan yang lainnya. Statistik umum 
dipenuhi dengan model linear yang fungsi basisnya polinomial (hix) = :i). 
kombinasi dari gelombang sinusoidal ( deret Fourier), 
( ) . (27if(x- B1 )J h 1 x = sm -------'-
m 
(2.13) 
seringkali digunakan pada aplikasi pemrosesan sinyal. Contoh yang lebih 
sederhana, hampir merupakan polynomial paling sederhana yaitu 
f= ax + b (2.14) 
merupakan model linear yang mempunyai dua fungsi basis yaitu 
h2(x) =x, 
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dan bobotnya adalah w1 = b dan w2 = a. Hal ini, tentu saja, merupakan model 
sangat sederhana dan kurang cukup tleksibel untuk digunakan dalam supervised 
learning. 
Model linear lebih mudah dipelajari secara matematis. Dalam kasus tertentu, 
jika supervised learning diselesaikan dengan kwadrat terkecil maka 
dimungkinkan untuk menurunkan dan menyelesaikan kumpulan persamaan untuk 
nilai bobot optimal yang dinyatakan secara tidak langsung dengan himpunan data 
pelatihan. 
2.8 FUNGSI RADIAL [LES-98] 
Fungsi radial adalah kelas fungsi yang spesial. Mempunyai karaktcristik 
yaitu menghasilkan nilai yang bertambah atau berkurang secara monoton seiring 
dengan jaraknya dari titik pusat. Pusat, skala jarak, dan bentuk yang pasti dari 
fungsi radial rnerupakan parameter dari model tersebut, semuanya telah 
ditentukan jika modelnya linear. 
Fungsi gaussian (Gambar 2.9) merupakan fungsi radial yang umum, dengan 
menggunakan input skalar, yaitu 
(2.15) 
Parametemya adalah pusat c dan radius r . Gambar 2.9.a menjelaskan fungsi radial 
gaussian dengan pusat c = 0 dan radius r = 1. 
Sebuah fungsi radial gaussian secara monoton berkurang nilai fungsinya 
menurut jaraknya dari. pusat. Lain halnya, fungsi radial multiquadric, dengan 
skalar input: 
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h(x)= ~r2 +(x-cY (2.16) 
r 
h(x) = secara monoton bertambah nilainya sesuai jaraknya dari pusat. Fungsi 
radial gaussian bersifat lokal (hanya memberikan respon tertentu disekitar pusat) 
dan lebih umum digunakan dibanding dengan fungsi radial multiquadric yang 
mempunyai respon global. Gaussian lebih masuk akal secara biologis karena 
mempunyai respon yang terbatas. 
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Gambar 2.1 Fungsi radial gaussian (kiri) dan multiquadric (kanan) 
2.9 JARINGAN SY ARAF TIRUAN FUNGSI BASIS RADIAL 
Fungsi radial merupakan kelas fungsi yang sederhana. Pada prinsipnya, 
dapat diterapkan pada berbagai macam model (linear/nonlinear) dan berbagai 
macam jaringan syaraf timan (single/multi layer). Namun jaringan syaraf tiruan 
Fungsi Basis Radial (selanjutnya disingkat dengan JST-FBR) secara tradisionil 
telah diasosiasikan dengan fungsi radial pada jaringan single layer seperti yang 
ditunjukkan pada Gambar 2.10 
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Gambar 2.1 Tradisional JST-FBR 
Setiap n komponen dari input vektor x menuju m fungsi basis dimana 
outputnya secara linear digabung dengan bobot { wj }j=t dan ditujukan ke output 
jaringan f{x). Sebuah JST-FBR dikatakan nonlinear jika fungsi basisnya dapat 
bergerak atau berubah ukurannya atau jika terdapat lebih dari satu hidden layer. 
BAB III 
PENERAPAN JST-FBR 
UNTUI( PENGENALAN Vl AJAH 
RABID 
PENERAPAN JST-FBR UNTUK PENGENALAN WAJAH 
Mengenali seseorang tampaknya dilakukan secara langsung - manusta 
melakukannya setiap saat di dalam dunia bisnis maupun dalam lingkungan 
sosialnya. Pendeteksian yang terotomatisasi, bagaimanapun juga, membutuhkan 
s1stem komputer untuk memeriksa kumpulan karakteristik tersimpan yang besar 
dan mengambil salah satu yang paling cocok dengan karakteristik wajah yang 
sedang dideteksi. Proses pengenalan wajah manusia [SRI-97] dapat dibagi 
menjadi dua bagian, yaitu: 
(1) Pencocokan (match): Citra dar1 wajah seseorang diambil (probe) dan 
pengidentifikasiannya dilakukan dengan mencari citra yang sama dan 
kumpulan citra yang telah tersimpan (galeri). Ukuran dari galeri dan jumlah 
probe umumnya berukuran 50-100, namun pada banyak aplikasi 
dimungkinkan untuk mencapai lebih dari 1000 besarnya. 
(2) Pengamatan (surveillance): dibandingkan dengan proses pengidentifikasian 
wajah seseorang, sistem ini telah melibatkan vertifikasi dan memeriksa 
apakah probe yang sedang diproses termasuk kedalam galeri yang lebih kecil, 
kadang kala diberi label atau dikelompokkan ke dalam kumpulan galeri baru 
(Intruder). Probe ini berkisar dari wajah individual sampai ke wajah terkenali 
yang mempunyai karakteristik tertentu. Sistem pengamatan ini umumnya 
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dipenuhi dengan kumpulan basis data citra wajah yang besar dan kebanyakan 
dari wajah-wajah tersebut jika dianalisa memberikan nilai yang negatif. 
System: ( Input 
Proses: 
Pendekatan: 
Pendeteksian 
Wajah 
•• Deteksi Eye Strip •• • • 10 + Landmark •• 
~/ 
Pengklasiflkasi 
RBFN 
Gambar 3.1 Sistem pengenalan wajah 
Sistem pengenalan wajah (Gam bar 3.1) biasanya dimulai dengan 
mendeteksi sebuah citra dengan mencari yang mana yang merupakan wajah lalu 
menandainya dengan sebuah kotak, kemudian dilanjutkan dengan menormalisasi 
citra wajah berdasarkan geometri dan perubahan pencahayaan berdasarkan kotak 
yang menandai wajah/lokasi mata, dan terakhir mengidentifikasi wajah tersebut 
dengan menggunakan representasi citra yang tepat dan algoritma klasifikasi. Pada 
tugas akhir ini hanya membahas rancangan perangkat lunak yang dikembangkan 
untuk mewujudkan dan mengimplementasikan proses pengenalan wajah pada 
tingkat dimana pekerjaan pengklasifikasian diperlukan. 
3.1 ALASAN PENGGUNAAN JARINGAN SYARAF TffiUAN FUNGSI 
BASIS RADIAL UNTUK PENGENALAN WAJAH 
Sistem pengenalan wajah ini menerapkan salah satu model jaringan syaraf 
buatan yaitu JST-FBR dengan pertimbangan beberapa kelebihan yang dimilikinya 
yaitu: 
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• Kemampuannya untuk mengelompokkan citra-citra serupa sebelum 
mengklasifikasikannya dan kemungkinan pengembangan selanjutnya 
dimana wajah manusia dikelompokkan secara iteratif ke dalam jenis 
kelamin, ras, dan wnur, sebelum dilakukan tahap akhir dari pengenalan 
wajah. [JON-96] 
• Komputasi yang sederhana. Pengklasifikasi FBR mempunya1 arsitektur 
yang sangat mirip dengan jaringan tiga-lapis propagasi balik, namun pada 
proses pelatihan supervised hanya melibatkan satu layer saja. Sehingga 
dibutuhkan waktu yang lebih singkat untuk mencapai nilai yang konvergen. 
[JON-96] 
• JST-FBR dapat memproses data-set tanpa dilakukan preproses terlebih 
dahulu, dengan hanya berdasarkan pada nilai pixel. 
3.2 FITUR WAJAH 
Masukkan bagi sistem pengenalan buatan ini berupa citra grayscale yang 
tiap-tiap piksel didalamnya mempunyai 1ntensitas antara 0-255 . Dari berbaga1 
macam ukuran citra baiknya dilakukan pemilihan atau pembatasan ukuran citra 
karena tidak semua bagian didalamnya akan diproses seluruhnya. Kriteria dalam 
pemilihan ini adalah bagian dari wajah yang membedakan atau yang menjadi ciri 
tiap-tiap individu. 
Termasuk didalam kriteria tersebut adalah daerah mata, hidung dan mulut 
karena ketiga ciri tersebut diasumsikan sudah dapat membedakan tiap-tiap 
individu Dari kenyataan yang ada manusia memiliki ekspresi wajah yang 
bermacam-macam, sehingga terdapat variasi pada daerah mata dan terutama 
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daerah mulut. Mata misalnya memiliki kombinasi antara kelopak mata terbuka 
dan tertutup. Pada daerah mulut lebih banyak lagi variasi yang tejadi . Namun dari 
berbagai variasi ekspresi yang ada diharapkan siste:m pengenalan buatan ini dapat 
mengatasi permasalahan di atas. 
Citra wajah yang layak diproses oleh sistem pengenalan buatan ini adalah 
citra wajah di:mana ketiga kriteria tersebut terdapat didalarnnya. Dengan 
pertimbangan dari data yang didapat maka citra wajah yang diproses (citra 
normalisasi) memiliki ukuran 62x68 pixel dengan fitur wajah yaitu mata, hidung 
dan mulut terdapat didalamnya. 
3.3 PROSES PENGENALAN WAJAH 
Proses pengenalan wajah dengan menggunakan arsitektur jaringan syaraf 
tiruan, menerima masukkan berupa citra wajah dua dimensi dengan posisi wajah 
menghadap ke depan. Berbeda dengan proses pengenalan sesungguhnya yang 
dilakukan oleh manusia, yang memperoleh inputan berupa bidang tiga dimensi, 
terdapat penurunan informasi (tekstur wajah misalnya) yang didapat oleh sistem 
pengenalan buatan karena adanya transformasi bentuk dari bidang tiga dimensi 
menjadi dua dimensi. 
Untuk mengatasi hilangnya sebagan besar informasi akibat transformasi 
dimensi maka diperlukan variasi data untuk diolah oleh sistem pengenalan buatan. 
Variasi ini meliputi intensitas dan arah pencahayaan, ekspresi wajah yang 
berbeda-beda dan posisi dari wajah itu sendiri seperti menoleh ke kiri, ke kanan, 
tengadah, tunduk dan lain-lain. Jika dari semua variasi yang ada hendak diolah 
oleh sistem pengenalan buatan, maka diperlukan sebuah sistem yang sangat 
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kompleks. Untuk itu perlu adanya semacam seleksi data dari sekian banyak 
variasi atau membatasi macam bentuk variasi untuk mendapatkan suatu sistem 
pen genal an buatan yang akurat. Salah satu contoh pembatasan variasi adalah jarak 
antara objek dengan kamera pengambil gambar untuk semua data haruslah sarna. 
3.3.1 Ekstraksi Fitur 
Dari blok citra ternorrnalisasi dengan ukuran 68x62 yang berisi daerah mata, 
hidung dan mulut, dilakukan proses ekstraksi fitur yang akan digunakan sebagai 
data pelatihan. Hasil ekstraksi ini kernudian disirnpan ke dalam basis data 
Microsoft Access. Untuk rnendapatkan citra ternorrnalisasi ini barus dilakukan 
secara manual dengan rnenernpatkan kotak pencari ciri (Garnbar 3.2) sedemikian 
cara sehingga area didalam kotak pencari ciri rnencakup lokasi mata, hidung dan 
rnulut yang posisi ketiga daerah ciri tersebut tersusun secara proporsional. 
Citra ternormalisasi 
68x62 piksel 
Gam bar 3. 1 Normalisasi citra 
Setelah didapatkan citra normalisasi selanjutkan dilakukan pre-proses [JON-96] 
(Gambar 3.3) yaitu downsampling citra nonnalisasi yang semu]a berukuran 68x62 
menjadi berukuran 20x20. Meskipun JST-FBR sendiri dapat mengolah data tanpa 
pre-proses terlebih dahulu, namun hal ini layak dilakukan untuk menghemat 
waktu komputasi. Dari citra normalisasi yang berukuran 68x68 jika tanpa pre-
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proses maka akan menghasilkan vektor satu dimensi sebesar 4624, jika dilakukan 
pre-proses maka besamya vektor hanya sebesar 400. 
Gambar 3.2 Proses Downsampling 
Karena pada proses normahsasi wajah dilakukan secara manual maka 
terdapat variasi baru yang bersifat ekstemal dengan pertimbangan apabila proses 
normalisasi wajah dilakukan untuk yang kedua kalinya dengan data yang sama 
rnaka akan didapatkan citra normalisasi yang berbeda. Untuk mengatasi masalah 
ini dilakukan pemvariasian citra temormalisasi yang diperoleh rnenjadi 9 buah 
citra temormalisasi. (Gambar 3.4). Dengan perlakuan seperti ini tiap citra 
mempunyai sernbilan rnacam variasi . Variasi tersebut diperoleh dengan 
menggeser kotak pencari dari posisi normalnya yaitu: kiri atas, kiri, kiri bawah, 
atas, normal , bawah, kanan atas, kanan dan kanan bawah. 
Gambar 3.3 Variasi ekstemal 
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3.3.2 Proses Pelatihan 
Sebelum sebuah sistem pengenalan wajah berbasis jaringan syaraf buatan 
dipakai dalam proses pengenalan, terlebih dahulu dikenai proses pelatihan dengan 
tujuan supaya sistem menyimpan parameter-parameter yang terbentuk saat proses 
pelatihan. Sehingga saat proses pengenalan dilakuk:an sitem pengenalan wajah 
akan membandingkan hasil pengenalan dengan parameter-parameter yang 
tersimpan sebelumnya. 
3.3.2.1 Pelatihan Unsupervised 
Dari basis data wajah yang telah diperoleh saat ekstrasi fitur sebelumnya, 
dipilih mana yang akan dijadikan data pelatihan bagi sistem pengcnal wajah. Hasil 
pilihan ini kemudian disimpan dalam bentuk file teks (*.tm), yang berisi vektor 
linear berikut id dari pemiliknya. File training ini yang kemudian dibaca saat 
proses pelatihan dilakukan. Selanjutnya pada tahap pertama proses pelatihan, 
digunakan metoda unsupervised dengan menerapkan algoritma k-mean clustering. 
Tujuan dari pelatihan ini adalah untuk mengelompokkan citra-citra serupa dari 
sekian banyak citra yang yang akan dikenai proses pelatihan pada sistem 
pengenalan wajah JST-FBR. 
Pertama-tama dilakukan inisialisasi terhadap data pelatihan, yang berupa 
vektor linear berdimensi 400, dengan melakukan proses norrnalisasi terlebih 
dahulu. Kemudian tiap cluster yang terdapat pada layer hidden, sejumlah 
banyaknya data pelatihan, nilai meannya diset sesuai dengan nilai salah satu data 
pelatihan yang terasosiasi dengannya. Misalnya terdapat 5 data pelatihan yang 
masing-masing memiliki 9 macam variasi ekstemal maka ak:an terdapat 5 cluster 
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pada layer hidden yang mempunyai relasi satu-satu, dengan nilai mean yang di set 
sama dengan nilai salah satu dari 9 macam variasi eksternalnya. Setelah 
inisiahsasi selesasi maka dilakukan k-means clustering bedasarkan jarak eucledian 
antar data pelatihan yang hanya mewakili satu individu saja. Setelah proses k-
mean clustering selesai tiap-tiap cluster pada layer hidden mempunyai nilai mean 
sebanyak dimensi dari vektor linear yang diproses. Pengelompokkan kluster pada 
algoritma k-mean hanya berpengaruh pada variasi data dari individu yang sama 
dengan kata lain tidak mungkin citra orang A dikelompokkan kedalam citra orang 
B. Pada proses pelatihan ini algoritma k-mean diiterasi sebanyak jumlah data 
pelatihan. 
3.3.2.2 Pelatiban Supervised 
JST-FBR mempunyai arsitektur yang sangat mirip dengan jaringan tiga-
lapis propagasi balik. Noda pada layer hidden, dinamakan BF nodalcluster, yang 
menghasilkan respon Iokal terhadap masukan dengan menggunakan kernel 
Gaussian. Setiap unit hidden dapat dianggap sebagai receptive field (RF) lokal. 
Fungsi basis yang digunakan adalah Gaussian, dimana tingkat aktivasi h; dari unit 
hidden i diberikan oleh: 
(3.3) 
Dimana g adalah konstanta pembanding selisih (variance) , xk merupakan 
komponen ke 'k' dari vektor input X=[x1, x2, . .. ,.x0 ], sedangkan Jl;k adalah 
komponen ke 'k' dari mean (k-mean). a/ merupakan varian pada unit hidden i 
yang didapat dari persamaan[LES-98]: 
31 
2 1 ~( )2 
O";k = --~ X;k -I-t; 
n -] k=I (3.4) 
n merupakan jumlah anggota yang dimiliki oleh unit hidden i (didapatkan saat 
pelatihan unsupervised), sedangkan v merupakan ukuran vektor linier yang 
besarnya 400. Dari kedua rurnus di atas dapat dilihat bahwa variabel /-lik 
menyatakan pusat dan variabel Oik menyatakan jari-jari . 
Pada proses pelatihan untuk memperoleh nilai bobot optimum w 1, w2, .. . , 
Wm , layer output hanya diiterasi sebanyak jumlah node pada layer hidden, karena 
nilai output dari tiap unit hidden pada tahap pelatihan hanya bernilai 0 atau 1 
dengan pemahaman: unit hidden bernilai satu berasosiasi dengan citra yang 
terdapat dalam data pelatihan, sedangkan unit hidden bernilai nol tidak 
mempunyai asosiasi dengan citra yang bersangkutan. Apabila salah satu unit 
hidden bernilai satu, maka unit hidden yang lain akan bernilai 0. Asumsi yang 
dipakai adalah tiap satu unit hidden menyimpan ciri dari satu citra wajah. Dengan 
asumsi seperti ini maka pemilihan data pelatihan memerankan bagian yang sangat 
penting karena akan mempengaruhi basil dari proses pengenalan. Variasi data 
pelatihan sangatlah berpengaruh padajumlah unit hidden. 
Dengan menggunakan fungsi aktifasi binary sigmoid untuk memperoleh 
nilai keluaran dimana 
dan 
y(v) = __ l-,---------
1 + exp(- v) (3 .5) 
(3.6) 
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maka pada layer output nilai yang dihasilkan mempunyai rentang antara 0 - 1. 
Dengan memperhatikan arsitektur JST-FBR pada Gambar 3.5 maka pencarian 
nilai bobot optimum w1, w2, ... , w111 , dengan menggunakan algotitrna LMS untuk 
mendapatkan minimum error dari target output, relatif sangat cepat. Target output 
yang dimaksudkan disini adalah nilai normalisasi dari id number tiap-tiap data 
pelatihan. Setelah proses selesai, nilai-nilai yang didapat disimpan kedalam 
sebuah file teks (*.net). File ini berisi jumlah cluster pada layer input, jumlah 
cluster pada layer hidden, nilai bobot, mean, variance dari masing-masing cluster 
pada layer hidden dan nilai bias. File ini yang nantinya akan digunakan saat 
proses pengenalan wajah. 
Gambar 3.1 Jaringan SyarafTiruan Fungsi Basis Radial 
3.3.3 Proses Pengenalan 
Pertama-tama parameter-parameter jaringan yang disimpan didalam file 
(*.net) dibaca oleh sistem. Kemudian memilih satu citra yang akan diproses dan 
diambil fitur wajahnya dengan menggunakan ekstraksi fitur wajah. Vektor linear 
yang didapat kemudian diproses oleh setiap unit hidden. Dengan menggunakan 
rumus (3.3) dan (3.4) setiap unit hidden akan menghasilkan nilai berkisar antara 0 
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- 1. Apabila dari rumus diatas salah satu unit hidden menghasilkan nilai lebih 
besar dari level aktivasi hidden maka nilainya di-set 1 sedangkan unit hidden yang 
lain di-set 0. Jika tak ada unit hidden yang mempunyai nilai lebih besar dari level 
aktivasi hidden maka semua hidden di-set 0 atau dengan kata lain citra wajah 
tersebut tidak dikenali oleh sistem. 
Level aktivasi hidden adalah level terkecil dimana nilai hasil perhitungan 
dari sebuah unit hidden dianggap sudah memenuhi syarat sebagai penanda bahwa 
input yang diproses terasosiasi dengannya. Besamya nilai level aktivasi hidden 
sangat mempengaruhi basil yang didapat. 
Level aktivasi hidden dapat dikatakan sebagai pembeda ciri antar pola yang 
satu dengan yang lain. Pengelompokan pola pada JST -FBR didasarkan pada pusat 
dan radius. Yang dimaksud pusat adalah pola-pola itu sendiri, sedangkan radius 
menyatakan banyaknya ciri yang dimiliki oleh pola tersebut. Maka dengan radius 
yang semakin besar terdapat kemungkinan ciri pada radius tersebut dimiliki oleh 
pola yang lain. Seperti yang terlihat pada Gambar 3.6, semakin besar radius maka 
pada salah satu ciri, yang terdapat pada dua lingkaran yang saling beririsan, dapat 
dikelompokkan ke dalam dua kelas pola yaitu kelas A dan kelas B. 
Gam bar 3.1 Distribusi Pol a 
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Untuk menghindari hal ini maka diusahakan radius antara tiap-tiap pola tidak 
saling beririsan, seperti pada pola C, namun dengan pertimbangan tidak semua 
ciri yang dimiliki oleh pola tersebut tercakup di dalamnya. 
Setelah masing-masing cluster memproses fungsi basisnya, fungsi linear 
dari rumus (3.6) dihitung yang kemudian dilanjutkan dengan perhitungan fungsi 
aktivasi yang terdapat pada rumus (3 .5). Nilai yang diperoleh dari sistem 
pengenalan wajah JST-FBR ini merupakan id dari citra yang diproses. Apabila 
didalam basis data tidak ditemukan id tersebut maka citra yang diproses tidak 
dapat dikenali oleh sistem. 
• 
BAB IV 
PERANCANGA1~ DAN 
PEMBUATAN PERANGI<A T L.UNAIZ 
BABIV 
PERANCANGANDANPEMBUATANPERANGKATLUNAK 
Pengembangan perangkat lunak pada Tugas Akhir ini merupakan 
implementasi teori-teori tentang pengenalan wajah dengan menggunakan JST-
FBR yang telah diuraikan pada bah sebelumnya. Pembahasan dibatasi pada 
rancangan perangkat lunak yang dikembangkan untuk mewujudkan dan 
mengimplementasikan proses pengenalan wajah pada tingkat dimana peketjaan 
pengklasifikasian diperlukan. Pada bah ini akan dibahas tentang perancangan 
sistem perangkat lunak, dan pembuatan sistem perangkat lunak dengan 
menjelaskan tahapan- tahapan proses dan struktur data. 
4.1 DESKRIPSI SISTEM 
Perancangan dan pembuatan perangkat lunak pengenalan wajah 
menggunakan spesifikasi perangkat lunak sebagai berikut : 
- Processor Intel Celeron 400 MMX 
- RAM 128MB 
- Hardisk 6.4 GB 
Spesifikasi lain yang juga digunakan dalam pembuatan perangkat lunak ini 
adalah : 
Sistem operasi Windows 98 
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- Bahasa pemrograman Borland C++ Builder 4.0 
4.2 PERANCANGAN PERANGKA T LUNAK 
Isi dari sub-bagian ini berisi perancangan perangkat lunak sistem 
pengenalan wajah yang meliputi struktur data yang digunakan dan aliran 
prosesnya. 
4.2.1 Perancangan Data 
Struktur data terpenting dalam sistem pengenalan wajah ini terdiri dari 
struktur data JST-FBR dan struktur data pola pelatihan. Struktur data JST-FBR 
digunakan untuk merepresentasikan arsitektur dari JST -FBR, sedangkan struktur 
data pola pelatihan digunakan untuk merepresentasikan pola-pola pelatihan yang 
digunakan selama proses pelatihan. Arsitektur JST-FBR dan pola-pola pelatihan 
disimpan kedalam bentuk file text dengan format tertentu yang akan diterangkan 
pada pembahasan masing-masing struktur data. Berikut ini adalah penjelasan 
kedua struktur data tersebut 
4.2.1.1 Struktur Data JST -FBR 
JST -FBR merupakan jaringan syaraf timan terstruktur yang terdiri atas 
sejumlah cluster seperti yang telah diterangkan pada bab-bab sebelumnya. 
lnformasi yang terdapat di dalamnya dapat dibagi menjadi tiga bagian yaitu 
informasi topologi FBR, unit FBR dan unit proses yang terdapat di dalam JST-
FBR. 
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4.2.1.1.1 Kelas Unit RBF 
Data yang terdapat di dalam kelas ini memberikan informasi beberapa 
parameter yang terdapat antara layer input dengan layer hidden yaitu mengenai 
jumlah noda pada layer input, nilai input yang merupakan isi dari vektor linear, 
nilai varian (radius), nilai output yang digunakan untuk menyimpan nilai keluaran 
sistem yang diharapkan dan, nilai weight vektor yang merupakan titik pusat. 
Dalam perangkat lunak ini , jumlah input didapat dari ukuran vektor linear yaitu 
sejumlah 400 input data-data tersebut adalah: 
1) Number of input, berisi jumlah cluster pada layer input ata besamya vektor 
linear. Bentuk data : integer. 
2) Input value, merupakan nilai dari vektor linear yang didapat dari ekstraksi 
fitur wajah yang hendak dilakukan proses pelatihan atapun proses pengenalan. 
Bentuk data: array float. ; 
3) Mean, nilai mean atau pusat pada layer input. Bentuk data : array float. 
4) Variance, nilai simpangan data. Bentuk data : array float. 
5) Output value, nilai yang dihasilkan oleh masing-masing cluster pada layer. 
hidden. Bentuk data : array float. 
4.2.1.1.2 Kelas Unit Proses 
Kelas ini menyimpan parameter yang terdapat di antara layer hidden 
dengan layer output. Data-data yang terdapat di dalamnya tersusun sebagai 
berikut: 
a) Jumlah input unit, jumlah cluster pada layer hidden yang menjadi input unit 
bagi layer output. Bentuk data : Integer 
38 
b) Unit proses input, nilai output yang dihasilkan oleh tiap-tiap cluster pada layer 
hidden. Bentuk data : array float. 
c) Bobot, nilai bobot pada layer hidden. Bentuk data : array float. 
d) Bias. Bentuk data : float 
e) Koreksi bobot, nilai koreksi bobot pada waktu pelatihan jaringan. Bentuk data 
array float. 
f) Koreksi bias, nilai koreksi bias pada saat pelatihan jaringan. Bentuk data : 
float. 
g) Jumlah perkalian bobot, menyimpan hasil penjumlahan dari perkalian bobot 
dengan fungsi basisnya yaitu fungsi radial. Bentuk data: float. 
h) Sinyal output, nilai yang dihasilkan oleh layer output. Bentuk data : float 
i) Error info, menyimpan hasil selisih kesalahan yang terjadi saat proses 
pelatihan untuk kemudian dijadikan perhitungan saat mengkoreksi nilai bobot 
dan bias. Bentuk data : float. 
4.2.1.1.3 Kelas Topology FBR 
Kelas ini menyusun keseluruhan struktur dari sistem JST -FBR, mulai dari 
layer input sampai dengan layer output dengan menggunakan dua kelas 
sebelumnya . 
a) Sinyal dimensi . Jumlah node pada layer input. Bentuk data : integer. 
b) Jumlah cluster layer hidden. Bentuk data integer. 
c) Rata-rata j umlah error kuadrat. Kuadrat selisih nilai output yang dibandingkan 
dengan nilai target. Bentuk data : float 
d) Cluster hidden. Bentuk data: array unit FBR. 
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e) Cluster output layer. Bentuk data array: Topology FBR. 
Setiap cluster yang terdapat pada layer hidden digunakan untuk 
mengelompokkan data berdasarkan kedekatan masing-masing data. Setiap cluster 
direpresentasikan oleh pusat cluster(mean) dan varian(radius). Mean dan varian 
merupakan parameter statistik yang merepresentasikan tingkat penyebaran data 
dalam cluster tersebut. Banyaknya cluster yang terdapat pada FBR dideklarasikan 
di klas topology FBR yaitu jumlah maksimum cluster. Dimensi sinyal yang 
terdapat didalamnya menyatakan jumlah vektor input ditambah vektor output. 
Nilai keluaran terdiri dari dua jenis yaitu keluaran yang dihasilkan oleh 
layer hidden dan keluaran yang dihasilkan oleh sistem jaringan syaraf tiruan 
pengenal wajah. Keluaran dari layer hidden dihasilkan dari perhitungan fungsi 
basis masing-masing cluster hidden dari masukkan data pelatihan. Keluaran dari 
masing-masing cluster ini akan dibandingkan nilainya dengan keluaran cluster 
yang lain dalam proses pengenalan wajah untuk mendapatkan cluster yang 
memberikan hasil keluaran positif yang terbesar. Keseluruhan cluster yang 
membentuk arsitektur jaringan FBR yang terbentuk setelah mengalami proses 
pelatihan disimpan kedalam file text yang disebut file jaringan yang mempunyai 
tipe *.net, dengan format seperti di bawah ini : 
Header 
ldentrtas I dimensi sinyal I Jumlah cluster 
lnformasi cluster 
Sobol layer I I Sobol layer I Varian layer I I Varian layer I Mean layer I I Mean layer J Nilai output l Nila_i output 
hidden ke.{) · · hidden ke-n hidden ke.{) ··· hidden ke-n hidden ke.{) I ·· · hidden ke-n makstmal mtntmal 
Gambar 4.1 Format file jaringan 
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Keterangan masing-masing field di atas adalah sebagai berikut. Bagian 
header file jaringan berisi tiga field yaitu: ( l) field identitas yang berisi bilangan 
penanda yaitu 1, (2) field dimensi sinyal yang menyatakan jumlah vektor linear 
ditambah dengan jumlah output yaitu 401 , (3) field jumlah cluster yang 
menyatakan jumlah cluster yang terdapat didalam jaringan ini . Bagian informasi 
cluster berisi informasi yang dimiliki cluster-cluster yang ada di dalam jaringan. 
Masing-masing cluster berisi : bobot cluster, varian cluster pusat cluster(mean), 
nilai terbesar yang dihasilkan olehjaringan, dan nilai terkecil yang dihasilkan oleh 
jaringan. Fungsi dari kedua nilai output ini adalah sebagai parameter normalisasi 
yang dilakukan saat proses pelatihan. 
4.2.1.2 Struktur Data Pola Pelatihan 
Pola pelatihan didapat dari pemilihan sejumlah citra wajah yang disimpan 
dalam bentuk basis data. Basis data ini berisi citra wajah berikut variasi eksternal 
nya dan deskripsi nama pemilik wajah tersebut disertai dengan ekstraksi fitur 
wajahnya yang berupa vektor linear. ER diagram dari basis data tersebut dapat 
dilihat pada Gambar 4.2. Pola-pola pelatihan merupakan vektor linear. Pola-pola 
ini dipilih dari basis data wajah berdasarkan nama pemilik wajah. 
Person 
Name 
Num 
I i Picture I 
Mem~unyai lid Pic ~ ~-~ Picture I 
! Album ! 
Memiliki j 
lj 
Variance 
f -
lid var . Pixel 
L ___ - --
Gambar 4.1 ER diagram basis data wajah 
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I PERSON I .. 
1 !Q Integer """' - ---1 
NAME Text(30) I NUM Integer 
PICTURE l VARIANCE ID PICTURE Integer ID VARIANCE Integer 
10=10 ID Integer I IO_PICTURE = IO_PICTURE 
ID_PICTURE Integer 
PICTURE OLE PIXEL Memo 
ALBUM Integer J 
Gambar 4.2 PDM dari ER diagram basis data wajah 
Data yang akan diolah pada proses pelatihan ini berisi vektor linear hasil 
extraksi fitur wajah dari beberapa wajah yang sudah dipilih yang akan dikenali. 
Hasil pemihhan tersebut kemudian disimpan kedalam betuk file text yang bertipe 
*.trn. yang merupakan file data pelatihan. Saat proses pelatihan jaringan syaraf 
tiruan pengenalan wajah data pelatihan ini dibaca dari file penyirnpan data 
pelatihan dan kemudian disimpan ke dalam memori. Deklarasi struktur data ini 
berupa array berdimensi satu dengan jumlah elemen sesuai dengan pola citra 
terse but. 
Struktur file penyimpanan pola tersebut digambarkan sebagai berikut: 
Header 
ldentitas I Jumlah I Jumlah pola cluster pelatihan 
lnformasi pola pelatihan ke-0 
Piksel 
lnformasi pola pelatihan ke-n 
Piksel 
Gambar 4.3 Format file pola pelatihan 
Keterangan tiap-tiap field di atas adalah sebagai berikut. Bagian header file pola 
terdiri dari field identitas yang berisi bilangan penanda file pelatihan yaitu 0. Field 
jumlah cluster yang menyatakan jumlah cluster pada layer hidden. Field jumlah 
pola pelatihan yang menunjukkanjumlah pola data pelatihan yang terdapat dalam 
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file. Setelah bagian header file kemudian mengikuti berikutnya adalah vektor-
vektor linear dari fitur pola-pola yang disimpan. 
4.2.2 Perancangan Proses 
Pengenalan wajah ini dapat dibagi menjadi dua bagian proses yaitu proses 
pelatihan jaringan dan proses pengenalan wajah. Dengan pertimbangan bahwa 
sebelum proses pengenalan wajah dilakukan, harus dilakukan proses pelatihan 
jaringan untuk mendapatkan bentuk jaringan yang diinginkan untuk pengenalan 
wajah. Narnun proses pelatihan ini tidak selalu harus dilakukan apabila sudah 
terbentuk jaringan dari proses pelatihan sebelumnya. Berikut (gb 4.6 - gb 4.7) 
rnerupakan data alir diagram dari JST -FBR : 
Citra 
Level aktifas1 
0 
Sistem 
Pengenalan 
Wajah JST-
Citra FBR 
Gambar 4.1 DAD level 0 
Face.mdb 
ror linear ld + vekt 
l 
1 
ses Pro 
pel a tihan 
~. 
r--Bobot +varian+ mean--. 
(* .net file) 
Citra 
Level aktifasi 
ld 
2 
Proses 
pengenalan Citra 
Gambar 4.2 DAD level 1 Sistem pengenalan wajah JST-FBR 
Proses pengenalan digunakan untuk mengenali citra wajah yang 
dimasukkan ke dalam proses ini dengan menggunakan jaringan syaraftiruan yang 
sudah dilatih, sedangkan proses pelatihan jaringan digunakan untuk membentuk 
jaringan syaraf tiruan pengenalan wajah dengan rnenggunakan jaringan fungsi 
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basis radial berdasarkan data-data pelatihan yang berupa fitur citra yang hendak 
dikenali . 
4.2.2.1 Proses Pelatihan Jaringan 
Proses pelatihan jaringan pengenalan wajah meliputi ekstraksi fitur dan 
jaringan pengenalan wajah. Data yang dimasukkan untuk ekstraksi fitur adalah 
data fitur wajah yang diperoleh secara manual dengan mengarnbil area 
bujursangkar yang berisi dua mata, hidung dan mulut dari setiap citra wajah yang 
ada. Sedangkan data untuk pelatihan jaringan pengenalan wajah adalah fitur 
wajah yang didapat dari proses ekstraksi fitur yang berupa vektor satu linear. 
Proses pelatihanjaringan tersebut diperlihatkan pada Gambar 4.7 berikut ini . 
Citra 
1.1 
Ekstraksi 
fitur 
citra wajah 
Face.mdb 
r---· 
ld + vektor linear 
Bobot + varian + mean 
(*.net file) 
ld + vektor li 
1.3 
Proses 
pelatihan JST 
l 
near 1.2 
Pemilihan data 
pelatihan 
ld +Vektor linear 
(*.trn file) 
1-4---- -J 
Gambar 4 .1 DAD level2 Proses pelatihan 
Proses ekstraksi fitur wajah dilakukan dengan menentukan area-area yang 
akan diekstraksi pada setiap citra wajah yang tersedia. Area yang ditandai 
meliputi area wajah yang berisi mata kanan dan kiri , hidung dan mulut untuk 
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proses nonnalisasi yang akan menghasilkan citra wajah temormalisasi. Dari citra 
wajah ternormalisasi tersebut dapat diekstraksi fitur wajah (Gambar 4.8) yang 
~.1 . 1 
Pencarian 
Citra frtur wajah 
Citra 
68x62 
1.1.2 
Downsampling r- Citra_____. 
20x20 
ld + vektor linear 
I 
1.1.3 
Ekstraksi 
Gambar 4.2 DAD Level 3 Ekstraksi fitur citra wajah 
temonnalisasi dengan melakukan proses down-sampling terlebih dahulu yaitu dari 
ukuran asal 68x68 piksel menjadi 20x20 piksel. Fitur ini disimpan dalam bentuk 
vektor linear yang berdimensi 400. 
Jaringan pengenal wajah FBR terdiri atas beberapa cluster hidden yang 
diasosiasikan dengan banyaknya data pelatihan. Sehingga banyak sedikitnya 
cluster hidden tergantung dari kualitas pemilihan data pelatihan. Sedapatnya data 
yang dipilih untuk dijadikan data pelatihan adalah data yang dapat mewakili data-
data yang lain yang dianggap serupa. Dengan kata lain tiap-tiap cluster hidden 
yang terdapat pada jaringan mewakili salah satu ciri fitur wajah. Berikut 
merupakan proses pemilihan data pelatihan : 
id +Vektor linear 
1.2.1 (*.trn) 
Face.mdb ld + vektor linear 
Pemilihan data 
Gambar 4.3 DAD level 3 Pemilihan data pelatihan 
Dalarn proses pelatihan jaringan pengenal wajah terdapat dua macam 
pelatihan yaitu: pelatihan bebas (unsupervised) dan pelatihan terawasi 
(supervised). 
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4.2.2.1.1 Pelatihan Unsupervised 
Proses pelatihan (gambar 4.10) unsupervised tru digunakan untuk 
mendapatkan parameter jaringan pengena] wajah, yaitu : 
• J.1 sebagai nilai pusat dan 
• a yang merupakan nilai radius dari J.1 itu sendiri . 
Proses ini terjadi pada hubungan antara input layer dengan hidden layer . Namun 
terlebih dahulu dilakukan proses k-mean clustering yang akan melakukan proses 
id + Vektor linear 
1.3.1 
K-mean 
clustering 
{* .trn) '-----1.--~· 
Kelompok 
vektor linear 
,-------;--:·-~ 1.3.2 
Update 
variance mean+ 
variance 
1.3.4 
Update bobot 
i 
bobot + varian + mean 
{*.net) 
Output + bobot 
I 
1.3.3 
Menghitung 
fungsi 
Gaussian 
Gam bar 4.1 DAD level 3 Proses pelatihan JST 
pengelompokkan berdasarkan kedekatan atau kemiripan antar masing-masing data 
pelatihan yang berisi fitur wajah ternormalisasi . Kemiripan yang dimaksud 
didapat dari jarak eucledian ( eucledian distance), semakin kecil jaraknya semakin 
mirip data tersebut. Pengelompokkan dibatasi pada tiap individu yang diwakili 
oleh citranya. Dengan kata lain tidak mungkin orang A dikelompokkan kedalam 
anggota orang B. Data yang memiliki nilai kemiripan tinggi dijadikan satu 
kelompok. Setelah proses k-mean selesai dapat dilanjutkan dengan mencari nilai 
J.1 dan a kemudian dilanjutkan ke proses pelatihan supervised. 
46 
4.2.2.1.2 Pelatihan Supervised 
Proses ini berjalan pada layer hidden dengan layer output. Fungsi dari 
pelatihan ini adalah untuk mendapatkan parameter jaringan pengenal wajah yaitu 
{J) yang merupakan nilai bobot pada layer hidden. Pada proses pelatihan ini 
jaringan hanya dilatih berdasarkan pada nilai keluaran dari layer hidden yang 
'hanya' bernilai 0 atau 1 dengan ketentuan hanya satu dari sekian cluster hidden 
yang nilainya berbeda, sehingga pada proses pelatihan unsupervised ini relatif 
berlangsung sangat singkat. 
4.2.2.2 Proses Pengenalan Wajab 
Proses pengenalan wajah dilakukan terhadap citra wajah yang dimasukkan 
oleh pemakai pada sistem ini. Keluaran sub-sistem ini berbentuk basil klasifikasi 
terhadap citra masukkan yang ditampilkan ke media tampilan. Diagram alir data 
secara garis besar ditunjukkan dengan Gambar 4.11 dan untuk detail pada tahap 
pengenalan ditunjukkan pada Gambar 4.12 dan Gambar 4.13. Proses pengenalan 
wajah dimulai dengan memasukkan parameter jaringan pengenal wajah terlebih 
dahulu yaitu: (l) pusat, (2) radius dan (3) nilai bobot. Kemudian dilakukan proses 
ekstraksi fitur wajah terhadap citra masukan yang akan menghasilkan citra wajah 
yang ternormalisasi yang akan diolah oleh proses pengenalan wajah. 
Citra 
bobot + varian + mean Face.mdb 
(• .net) 
L '"'',1 l aktivasi ) ld ~ 2.1 ) 2.2 
Ekstraksi Proses 
fitur pengenalan Citra 
-"' citra wajah Vektor linear JST 
Gambar 4.1 DAD level 2 Proses pengenalan 
2.1.1 
Pencarian 
Citra fitur wajah 
2 _1 _3 vektor linear 
Citra 
68x62 
2.1.2 
Downsampling t----
1-+'----Ek_s_tra_k_si_____, 
Citra 
20x20 
Gambar 4.2 DAD level 3 Ekstraksi fitur wajah 
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Fitur wajah yang dihasilkan berbentuk citra dengan ukuran 68x68 piksel. 
Kemudian fitur wajah ternormalisasi ini direduksi menjadi vektor linear yang 
berdimensi 400. Fitur vektor ini kemudian diproses oleh setiap cluster yang 
terdapat pada layer hidden. Hasil pemrosesan setiap cluster digunakan sebagai 
parameter hasil k1asifikasi. Jika terdapat cluster ke-i yang menghasilkan nilai 
terbesar maka citra dikenali sebagai orang yang mempunyai ciri yang dimiliki 
oleh cluster ke-i tersebut. Jika nilai yang dihasilkan tidak memenuhi target nilai 
aktivasi maka citra wajah yang dimasukkan tidak berhasil dikenali oleh jaringan. 
bobot + vari 
(* .n 
an+ mean 
et) 
~ .. 
vektor linear .~ 
2.2.1 
Menghitung 
fungsi 
Gaussian 
Face.mdb 
L Level. lid 
aktivas1~ 
2.2.2 
Mencari 
asosiasi output 
output cluster 
Gambar 4.3 DAD level 3 Proses pengenalan JST 
4.2.3 Perancangan Antar Muka 
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Citra 
Perancangan antar muka mempunyai tujuan untuk mempermudah 
penggunaan sistem yang dibangun dari implementasi rancangan perangkat lunak. 
Rancangan menu yang terdapat dalam perangkat lunak ini terdiri dari : 
• Menu Utama 
Menu ini mucul saat perangkat lunak dijalankan pertama kali yang digunakan 
untuk melakukan proses pengenalan wajah. 
Picture to be 
recogmze 
Level activation 
Gambar 4. l Rancangan layout menu utama 
Recognize 
Person 
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• Menu Pengumpulan Data 
Di dalam menu ini proses pengumpulan data pelatihan dilakukan. Proses yang 
dilakukan adalah memilih dari sejumlah citra wajah yang ada kemudian data 
citra terpilih tersebut dimasukkan kedalam basis data wajah. 
Face Image Image already 
in basis data 
Gambar 4.2 Rancangan layout menu pengumpulan data 
• Menu Pemilihan Data Pelatihan 
Data pelatihan yang berisi dari vektor-vektor linear dari beberapa citra wajah 
dilakukan pada menu ini dengan memilih sejwnlah citra wajah yang terdapat 
dalam basis data wajah. 
Selected 
picture 
List itnage 
already in basis 
data 
Gambar 4.3 Rancangan layout pemilihan data pelatihan 
4.3 PEMBUAT AN PERANGKA T LUNAK 
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Sub bab ini membahas lebih lanjut tentang struktur data yang digunakan dan 
fungsi dasar yang diaplikasikan dalam implementasi rancangan perangkat lunak 
ke dalam bahasa pernrograman. 
4.3.1 Implementasi Data 
Penggunaan kelas- kelas dalarn irnplernentasi data yang akan digunakan 
dalam tugas akhir ini mernpunyai tujuan agar pemrograman lebih terstruktur, 
rnernperrnudah perhitungan dan penyirnpanan data. 
4.3.1.1 Struktur Data Jaringan FBR 
Struktur data arsitektur JST -FBR direpresentasikan dengan kelas dalam 
bahasa borland C++ sebagai berikut: 
1. Kelas processing_ unit. 
Variabel yang terdapat di dalam kelas ini berhubungan dengan perhitungan nilai 
keluaran pada output layer. 
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Implementasi Keterangan 
class Processing_ units 
public: 
int number_of_input_units 
- Jumlah input node (cluster) pada output layer 
float *processing_ unit _input 
- nilai output yang dihasilkan node hidden layer 
float *weight_of_inputs 
- nilai bobot pada hidden layer 
float *weight_correction _term - Koreksi bobot 
float bias correction term - Koreksi bias 
- -
float sum_ of_ weighted _inputs - jumlah nilai perkalian output dan bobot pada hidden layer 
float bias 
- nilai bias 
float output_ signal 
- nilai yang dihasilkan output layer 
float error information term 
2. Kelas radial basis unit 
Kelas ini menyimpan nilai parameter-parameter yang terdapat pada hidden layer 
Implementasi Keterangan 
class Radial Basis units 
- -
public: 
float *input_ value - berisi data masukkan pada input layer 
float *Mean - nilai mean pada input layer 
float *variance - nilai simpangan data 
float output_ value - jumlah nilai dari fungsi basis radial pada hidden layer 
int number of inputs - jumlah node pada input layer 
3. Kelas Radial_Basis_Topology 
Kelas ini merupakan topologi dari fungsi basis radial dimulai dari implementasi 
data pada input layer sampai dengan output layer. 
lmplementasi Keteran~an 
Class Radial_Basis_Topology: 
public Processing_units 
public: 
int dimensions_of_signal - jumlah node pada input layer 
int maximum number of clusters - jumlah node pada hidden layer 
- - -
float error_ difference_ squared - kuadrat selisih nilai output dengan nilai 
Radial_ Basis_ units *node _in _cluster _layer target 
Processing_ units node _in_ output _layer 
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4.3.1.2 lmplementasi Dari Deklarasi Kelas 
Sub-bab ini merupakan penjelasan dari fungsi dan prosedur yang terdapat 
da1am tiap-tiap kelas terpenting yang menyusun sistem jaringan syaraf tiruan 
pengenalan wajah. 
1. Kelas Data_ type 
Kelas iru berurusan dengan data input yang akan dimasukkan kedalam 
sistem jaringan syaraf tiruan pengenalan wajah. 
lmplementasi Keteran2an 
class Data_ type 
{ 
public: 
char *fi lename; 
int signal_dimensions; - Besarnya vektor linear 
int sample_ number; - jumlah sample data dalam data pelatihan 
float max_ output_ value; - nilai max yang dihasilkan oleh jaringan 
float min_output_value; - nilai min yang dihasilkan oleh jaringan 
sample_data *number_of_samples; - data pelatihan jaringan 
virtual void load_data_into_array(void); - mengisi array dengan data pelatihan 
virtual void determine_ sample_ number( void); - mnghitung jumlah data dalam data pelatihan 
virtual void normalize_ data _in_ array( void); - normalisasi data dalam data pelatihan 
} ; 
2. Kelas Sample_ data 
Kelas ini menyimpan data vektor linear dan id kelompok ( digunakan saat 
proses k-mean) 
class sample_ data 
{ 
public: 
float *data_in_sample; 
int cluster; 
~sample_ data(); 
}; 
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3. Kelas Signal data 
Kelas ini digunakan untuk memberikan nilai inisialisasi bobot input dan 
bobot output dari tiap-tiap cluster dari layer hidden termasuk bias. 
class signal_ data signals 
{ 
public: 
}; 
float bedlam(long *idum); 
int gaset; 
signal_ data(); 
4. Kelas Trainning 
Kelas ini berhubungan atau digunakan pada saat proses pelatihan. 
Fungsinya sebagai variabel data input pelatihan bagi proses pelatihan 
jaringan syaraftiruan pengenal wajah. 
lmplementasi Keterangan 
class Training :public Data_type, signal_data 
{ 
public 
void request_training_data(char *file); 
- load data pelatihan 
float minimum_average_squared_error; - nilai kuadrat selisih error terkecil 
float rate_ of_learning; 
- konstanta laju pelatihan 
}; 
5. Kelas Testing 
Seperti kelas trainning kelas ini digunakan sebagai variabel data input saat 
proses pengenalan wajah dilakukan. 
class Testing : public Training 
{ 
public: 
char *resultsname; 
void request_ testing_ data( void); 
float average_ squared_ error; 
}; 
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6. Kelas Radial_basis_topology 
Topologi dari JST-FBR diirnplementasikan oleh kelas berikut 1m. Kelas 
Radial_basis_topologi mt mempunya1 turunan kelas yaitu kelas 
Processing_ units dan Radial_ Basis_ unit. 
lmplementasi Keteran~an 
class Radial_Basis_Topology: public Processing_ units 
{ 
public: 
int cluster_ champ; 
- unit hidden yang berasosiasi 
int dimensions_of_signal; - jumlah node input layer 
int maximum_number_of_clusters; - jumlah node pada hidden layer 
float error_ difference_ squared; - kuadrat selisih error 
float MaxOutput, MinOutput; - nilai max/min output jaringan 
Radial_ Basis_ units *node _in_ cluster _layer; - unit hidden 
Processing_ units node_ in_ output _layer; -unit proses pada output layer 
void transfer_ Gaussian _to_ Output_layer(float percent, int - menghitung fungsi gaussian 
test,int cluster); 
void upload_network(char *getname); - load file net ke dalam jaringan 
void savenet(char *file) ; - menyimpan parameter jaringan 
void calculate_ output_ error _information _term( float - perhitungan error yang teijadi 
target_ value) ; pada output 
- Radial_ Basis_ Topology(); 
}; 
7. Kelas Processing_ unit 
Kelas ini digunakan saat dilakukan proses trainning untuk memperbaharui 
nilai bobot dan bias. Kelas processing_ unit berisi variabel yang diperlukan 
untuk mernperbaharui nilai bobot dan bias. 
lmplementasi Keterangan 
class Processing_ units : public signal_data 
{ 
public: 
int number_ of_input_ units; - jumlah hidden node 
float *processing_unit_input; - nilai output unit hidden 
float *weight_ of_inputs; - nilai bobot pada node hidden 
float *weight_ correction _term; - nilai koreksi bobot 
float bias_ correction_ term; - nilai koreksi bias 
float sum_of_ weighted_inputs; - jumlah bobot*output hidden 
float bias; 
float output_signal ; - nilai output jaringan 
float error _information _term; - nilai error untuk perhitungan bobot 
float calculate_ output_ signal_ derivative(); - menghitung output jaringan derivatif 
void calculate_ weight_ and_ bias_ correction _terms 
(float learning_rate); 
void establish_ array_ of _processing_ unit_inputs 
(void); 
void establish_ weight_ vector _for _processing_ units 
(void) ; 
void calculate_ output_signal(int test); 
Processing_ units(); 
~Processing units(); 
8. Kelas Radial basis units 
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- menghitung koreksi bobot & bias 
- inisialisasi array pada output layer 
- inisialisasi nilai bobot 
- menghitung nilai output jaringan 
Kelas ini berisi parameter atau variabel yang dimiliki oleh tiap-tiap cluster 
yang terdapat pada layer hidden, juga terdapat prosedur untuk menghitung 
keluaran dari masing-masing cluster. 
lmplementasi Keteran2an 
class Radial_Basis_units : public signal_ data 
{ 
public: 
int number_of_member; - jumlah data pelatihan yang berasosiasi 
dengan unit hidden 
int number_ of_inputs; - jumlah node pada input layer 
float output; - nilai output unit hidden 
float output_ value; - nilai sementara fungsi gaussian 
float Gaussian_ transfer_ output; - nilai fungsi basis radial 
float *input_ value; - vektor linear 
float *Mean; 
float *variance; 
void activation( void); - perhitungan fungsi gaussian 
void calculate_ sum_ square_ Euclidean_ distance - menghitung jarak eucledian data pelatihan 
(void); 
Radial_ Basis_ units(); 
~Radial_ Basis_ units(); 
} 
9. Kelas Neural 
Kelas neural ini merupakan inti dari sistem pengenalan wajah. Didalamnya 
t~rdapat proses pelatihan dan proses pengenalan wajah. 
lmplementasi Keterangan 
Class Neural 
{ 
private: 
Training RTrain; - variabel trainin_g_ 
Testing RTests; 
int do_k_means(int dolock); 
void init_ k _means(); 
void count_variance(void); 
void train_RBF _neural_network(float percent); 
void test_ neural_ network 
(char *file, float percent); 
public: 
Radial_Basis_ Topology RBF _Design; 
void establish Radial Basis network(int cluster)· }; - - - ' 
4.3.2 Implementasi Proses 
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- variabel test 
- k-means clustering 
- inisialisasi proses k-mean 
- menghitung nilai varian 
- proses pelatihan jaringan 
- proses pen genal an jaringan 
- variabel RBF 
- inisialisasi jaringan 
Sub-bagian ini menjelaskan tentang urutan proses dalam sistem pengenalan 
wajah dengan menggunakan JST -FBR. Proses-proses utama dalam sistem 
pengenalan wajah ini dibagi menjadi dua bagian. Bagian pertama merupakan 
kumpulan proses pelatihan jaringan syaraf tiruan dan bagian kedua berisi 
kumpulan proses pengenalan wajah. Kumpulan proses pelatihan jaringan syaraf 
tiruan ini terdiri dari proses pengumpulan pola pelatihan dan pelatihan jaringan 
syaraf tiruan yang digunakan selama proses pengenalan, sedangkan kumpulan 
proses pengenalan wajah terdiri dari proses ekstraksi fitur wajah dan proses 
pengenalan wajah berdasarkan basis data wajah yang ada. Penjelasan masing-
masing proses diatas dalam bentuk pseudocode akan diterangkan berikut ini . 
4.3.2.1 Proses Pelatihan 
>- Pengumpulan pola pelatihan 
Pola pelatihan yang digunakan dalam perangkat lunak ini terdiri dari 
pola fitur wajah. Ekstraksi pola dari citra wajah yang disediakan adalah 
sebagai berikut: fitur wajah diambil dengan mengambil bagian dari citra 
wajah dengan ukuran 68x68 piksel yang berisi informasi mata, hidung dan 
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mulut. Dari fitur wajah yang didapat dicari varian ekstemalnya. Kemudian 
pola tersebut direduksi sehingga ukurannya menjadi 20x20 piksel. 
Selanjutnya pola terreduksi tersebut diekstraksi kembali sehingga berbentuk 
vektor linear. Berikut pseudocode dari pengumpulan 
pola pelatihan dalam bahasa C++ 
for(int x = 0; x < 3; x++) 
{ 
if\x!=O) 
{ 
Rn.Left += 3; 
Rn.Right += 3; 
} 
for(int y = 0; y < 3; y++) 
{ 
if\yi =O) 
{ 
Rn.Top += 3; 
Rn.Bottom +=3; 
} 
Image2->Canvas->CopyRect(B ingkai,DBimage 1->Picture->Bitmap-> 
Canvas,Rn); 
Shrink _Image(); 
DataSource6->DataSet->Last(); 
DataSource6-> DataSet-> Append(); 
DBMemo !->Text=""; 
for (i=O;i<20; i++) 
for U = 0; j<20; j++) 
{ 
pixel= GetRValue( Imagel->Canvas->Pixels[i][j]); 
pixel = pixel ; 
DB Memo !->Lines-> Add(pixel) ; 
} 
DB Memo 1->Lines-> Add(f ntToStr(lock)); 
DB Memo 1->Lines-> Add(" "); 
DBEdit 11->Text = DBEdit4->Text; 
if(DBEditl2->Text == "") 
id _variance = L; 
else 
id_variance = StrToint(DBEdit12->Text) + 1; 
DBEdit13 ->Text = id_variance; 
DataSource6->DataSet ->Post(); 
if\y == 2) 
{ 
} 
} 
} 
Rn.Top -=6; 
Rn.Bottom -=6; 
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Sedangkan proses downsampling dari citra berukuran 68x68 piksel menjadi 
20x20 piksel pseudocodenya sebagai berikut: 
XRatio = (float) ( (float)68 /(float)20 ); 
YRatio = XRatio; 
XPoints = (int *)malloc(20 * sizeof(int)); 
for( Xc=O, X= 0; Xc < 20; X+=XRatio, Xc++) 
XPoints[Xc] = X; 
YPoints = (int *)malloc(20 * sizeof(int)); 
for( Yc=O, Y = 0 ; Yc < 20 ; Y+=YRatio, Yc++) 
YPoints[Yc] = Y; 
for( Y c = 0 ; Y c < 20 ; Y c++ ) 
for( Xc = 0 ; Xc < 20 ; Xc++) 
Image 1->Canvas->Pixels[Xc ][Y c] = Image2->Canvas->Pixels[XPoints[Xc ]][YPoints[Y c ]]; 
,.- Pelatihan Jaringan Pengenal Wajah 
Jaringan syaraf tiruan pengenal wajah merupakan Janngan 
pengklasifikasi wajah. Hasil dari klasifikasi jaringan tersebut kemudian 
dibandingkan dengan data yang ada di dalam basis data. 
• K-mean clustering 
Proses pengelompokkan ini hanya berlaku pada pola citra yang 
menghasilkan output cluster yang sama atau lebih sederhananya 
pengelompokkan didasarkan pada citra wajah orang yang sama. Berikut 
adalah pseudocode k-mean clustering: 
int champ, count; 
float temp; 
for(int pattern = 0; pattern < RTrain.sample_number; pattern++) 
{ 
for(int knodes = 0; knodes < RBF _Design.maximum_number_of_clusters; knodes++) 
for(int dim = 0; dim < RBF _Design.dimensions_of_signal; dim++) 
RBF _Design. node _in_ cluster _layer[knodes]. input_ value[ dim] = 
RTrain.number _of_ samples[pattern ].data _in_ sample[ dim]; 
champ = 
RBF _Design. kluster _nodes_ compete _for_ activation(RTrain. number_ of_ samples[pattern]. data_ 
in_sample[RBF _Design.dimensions_of_signal]); 
RTrain number_ of_ samples[pattern ].cluster= champ; 
it{RTrain.number _ of_samples[pattern]. cluster != champ) 
dolock++; 
for(int knodes = 0; knodes < RBF _ Design.maximum _number_ of_ clusters; knodes++) 
{ 
for(int dim = 0; dim < RBF_Design dimensions_of_signal; dim++) 
{ 
} 
} 
temp = 0; 
count = 0; 
for(int pattern = 0; pattern < RTrain.sample_number; pattern++) 
it{RTrain.number_of_samples[pattern].cluster = knodes) 
{ 
} 
temp += RTrain.number_ of_samples[pattern].data_in_sample[ dim]; 
count++; 
RBF _Design. node _in_ cluster _layer[knodes] . number_ of_ member = count; 
it{ count = 0) 
RBF _Design. node _in_ cluster _layer[knodes ].input_ weight_ vector[ dim] = 0; 
else 
RBF _Design. node _in_ cluster _layer[knodes]. input_ weight_ vector[ dim] = temp/count; 
• Hitung varian 
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Varian ini didapat setelah dilakukan proses k-mean. Pada rumus 3.4 
nilai mean (J..t) didapatkan dari rata-rata jumlah vektor linear yang tennasuk 
dalam satu kelompok cluster. Sehingga setiap cluster yang merupakan pusat 
dari pola mempunyai nilai varian yang berbeda. Berikut adalah pseudocode 
pencarian nilai varian. 
float sum; 
int knodes; 
for(knodes = 0; knodes < RBF _Design. maximum_ number_ of_ clusters; knodes++) 
for(int dim = 0; dim < RBF _Design.dimensions_of_signal; dim++) 
{ 
sum= 0; 
for(int pattern= 0; pattern < RTrain.sample_number; pattern++) 
if(R Train. number_ of_ samples[pattern] . cluster = knodes) 
sum+= pow((RTrain.number_of_samples[pattern].data_in_sample[dim]-
RBF _Design. node _in_ cluster _layer[knodes] .input_ weight_ vector[ dim ]),2. 0); 
if((RBF _ Design.node _in_ cluster _layer[knodes].number _of_ member= 0) II 
(RBF _Design. node _in_ cluster _layer[knodes]. number_ of_ member = 1)) 
RBF _Design. node _in_ cluster _layer[knodes] . variance[ dim] = sum; 
else 
RBF _Design.node_in_cluster_layer[knodes].variance[dim] =sum I 
(RBF _ Design.node _in_ cluster _layer[knodes]. number_ of_ member - 1 ); 
• Update bobot 
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Pada proses pelatihan 1m Janngan hanya dilatih berdasarkan pada nilai 
keluaran dari layer hidden yang 'hanya' bemilai 0 atau 1 dengan ketentuan 
hanya satu dari sekian cluster hidden yang bernilai 1 sedangkan yang lain 
harus bernilai 0. berikut adalah pseudocode update bobot: 
float output_ error, sum_ of_ error, real_ error_ difference, 
target_ minimum_ average_ squared_ eiTor; 
int cnode; 
int test= 0; 
RTrain.rate_of_leaming = 0.3; 
target_minimum _average_squared_error = 0.02; 
RTrain.minimum_average_squared_error = MAXFLOAT; 
do 
{ 
sum_ of_ error= 0; 
for(cnode = 0; cnode < RBF_Design.maximum_number_of_clusters; cnode++) 
{ 
RBF _Design. transfer_ Gaussian_ to_ Output_layer(percent, test, en ode); 
RBF _ Design.calculate _output_ error _information _term( 
RBF _Design. node _in_ cluster _layer[cnode] .output); 
real_ error_ difference= (pow(RBF _ Design. error_ difference_ squared, 0.5)) * 
(R Train. max_ output_ value - R Train. min_ output_ value); 
output_error = 0.5 * pow(real_error_difference, 2.0); 
sum_ of_ error += output_ error I float 
(RBF Design.maximum number of clusters); 
RBF _Design. node _ in_ output _layer. calculate_ weight_ and_ bias_ correction _terms( 
RTrain. rate_ of_Iearning); 
} 
if( sum_ of_ error < RTrain. minimum_ average_ squared_ error) 
RTrain.minimum_average_squared_error = sum_of_error; 
if(R Train.minimum _average _squared_ error <= 
target_ minimum_ average_ squared_ error) 
break; 
} while(truel; 
4.3.2.2 Proses Pengenalan Wajah 
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Sub-bab ini merupakan penjelasan dari fungsi dan prosedur yang terdapat 
dalam tiap-tiap kelas terpenting yang menyusun sistem jaringan syaraf tiruan 
pengenalan wajah. 
1. Kelas Data _type 
a. Prosedur ini digunakan untuk menyimpan data pola yang ada di dalam file 
data pelatihan ke dalam memori yang untuk selanjutnya akan diolah baik 
oleh proses pengenalan maupun proses pelatihan jaringan 
void Data_type :: load_data_into_array(void) 
{ 
II open the file containing the data 
ifstream file _ptr; 
inti ; 
float hold; 
file_ptr.open(filename, ios: :in); 
II create dynamic array to hold the specified number of samples 
number_of_samples = new sample_data[sample_number] ; 
for(i = 0; i < sample_ number; i++) 
II create a dynamic array to hold the dimensions of each signal 
{ number_of_samples[i].data_in_ sample =new float[ signal_ dimensions + 1];} 
int dimensions= signal_ dimensions+ 1; 
//read in data from file 
file_ptr >> hold; 
file _ptr >> hold; 
file_ptr >> hold; 
for(i = 0; i < sample_number; i++) 
{ 
for(int j = 0; j < dimensions; j++) 
{file_ptr » number_of_samples[i].data_in_sample[j] ;} 
} 
file ptr.close(); } -
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b. Sebelum data pelatihan diproses oleh sistem sebelumnya data tersebut 
dinormahsasi terlebih dahulu sehingga nilai dari data tersebut mempunyai 
skala 0 sampai 1 
void Data _type: :normalize_ data_in _array( void) 
{ 
int imax, imin, trigger; 
float min= 0, max= 255, rmax, rmin; 
int total_ dimension= signal_ dimensions+ 1; 
inti, j ; 
for(j = 0; j < total_ dimension; j++) 
{ 
trigger = 1; 
if(j == signal_ dimensions) 
{ 
max = MINFLOAT; 
for(i = 0; i < sample_number; i++) 
if(i == 0) 
{ 
} 
max = number_of_samples[i].data_ in_sampleUJ; 
min_ output_ value= min; 
max_output_value = max; 
else 
if(number_of_samples[i].data_ in_sampleUJ > max) 
{ 
} 
max = number_of_samples[i] data_in_sample[j] ; 
max_output_value =max; 
rmax = max_output_value; 
rmin = min_output_value; 
imax = int(rmax); 
imin = int(rmin); 
if((imax = 1) && (imin = 0) && (rmax <= 1.0) && (rmin <= 0.0)) 
{trigger = 0;} 
if((imax == 1) && (imin == 1) && (rmax <= 1.0) && (rmin <= 1.0)) 
{trigger = 0;} 
ift(imax = 0) && (imin = 0) && (rmax <= 0.0) && (rmin <= 0.0)) 
{trigger = 0;} 
} 
II normalize 
if(trigger I= 0) 
for(i = 0; i < sample_number; i++) 
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} 
1 
number_ of_ samples[i].data _in_ sampleUJ = number_ of_samples[i].data _in _sampleUJ I max) ; 
2. Kelas Signal_ data 
Fungsi generator bilangan acak untuk inisialisasi bobot dan bias terd~at di dalam 
kelas ini. 
float signal_ data: :bedlam(long *idum) 
{ 
int xj ; 
long xk; 
static long iy=O; 
static long iv[NT AB]; 
float temp; 
if(*idum <= 0 1/ !iy) 
{ 
ift-(*idum) < 1) 
{ 
*idum = 1 + *idum; 
} 
else 
{ 
*idum = -(*idum); 
} 
for(xj = NTAB+7; xj >= 0; xj--) 
{ 
xk = (*idum) I IQ; 
*idum = lA * (*idum - xk * IQ)- IR * xk; 
ift*idum < 0) 
{ 
*idum += IM; 
} 
if(xj < NT AB) 
{ 
} 
} 
iv[xj] = *idum; 
iy = iv[O] ; 
xk = (*idum) I lQ; 
*idum = IA * (*idum - xk * IQ) - IR * xk; 
if{*idum < 0) 
*idum += IM; 
} 
xj = iy I NDlV; 
iy = iv[xj] ; 
iv[xj] = *idum; 
if((temp=AM*iy) > RNMX) 
{ 
return(RNMX); 
} 
else 
{ 
return( temp); 
/ 
3. Kelas Radial_radial_basis_topology 
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a. Fungsi di bawah ini digunakan untuk menentukan pengelompokkan data 
b. 
pelatihan berdasarkan k-mean clustering. 
int Radial_ Basis_ Topology:: assign _pattern_to _ cluster(float output) 
{ 
float minimum_distance; 
minimum_distance = MAXFLOAT; 
for(int m = 0; m < maximum_number_of_clusters; m++) 
{ 
node _in_ cluster _layer[ m ].calculate_ sum_ square_ Euclidean_ distance(); 
if((node _in_ cluster _layer[ m ].output_ value < minimum_ distance) && 
(node_in_cluster_layer[m].output = output)) 
{ 
cluster_ champ = m; 
minimum_ distance = node _in_ cluster _layer[ m ].output_ value; 
} 
} 
return( cluster_ champ); 
1 
Prosedur establish_ Radial_ Basis_ topology digunakan untuk 
menginisialisasi nilai parameter dan variabel yang terdapat di dalam 
jaringan sebelum ditakukan proses pelatihan jaringan dan pengenalan pola 
citra wajah. 
I void Radial Basis Topology:: establish Radial Basis topology(int cluster) 
} 
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dimensions_of_signal = 400; 
maximum_ number_ of_ clusters = cluster; 
node _in_ cluster _layer= new Radial_ Basis_ units[ maximum_ number_ of_ clusters]; 
for(int c = 0; c < maximum_number_of_clusters; c++) 
{ 
} 
node _in_ cluster _layer[ c]. number_ of_inputs = dimensions_ of_ signal; 
node _in_ cluster _layer[ c ].establish _ input_ output_ arrays(); 
node _in_ cluster _layer[ c]. establish_ Mean_ array(); 
node _in_ output _layer. number _of_input_units = maximum_ number_ of_clusters; 
node _in_ output_layer.establish _array_ of _processing_ unit_inputs(); 
node _in_ output_layer. establish_ weight_ vector _for _processing_ units(); 
node_in_output_layer.bias = 1.0- (2.0 * bedlam((long*)&gaset)); 
c. Di bawah ini merupakan prosedur untuk menghitung fungsi aktifasi tiap-tiap 
cluster hidden layer terhadap pola-pola data pelatihan atau pola yang akan 
dikenali yang dimasukkan kedalam jaringan syaraf tiruan pengenalan wajah 
manusia. Prosedur ini merupakan satu kesatuan dengan prosedur activation 
pada kelas Radial_Basis_units. 
void Radial_ Basis_ Topology: :transfer_ Gaussian _to_ Output_layer(float percent, int test, 
int cluster) 
{ 
int champ; 
float max = MINFLOAT; 
ifttest = 1) 
{ 
for(int i = 0; i < maximum_number_of_clusters; i++) 
{ 
node _in_ cluster _layer[i].activation() ; 
node_in _cluster _layer[i].Gaussian _transfer_ output = exp( ( -1.0) * 
(node _in_ cluster _layer[i].output_ value));; 
} 
for(int i = 0; i < maximum_number_of_clusters; i++) 
if( node _ in_ cluster _ layer[i]. Gaussian _transfer_ output > max) 
{ 
max = node _in_ cluster _layer[i] . Gaussian_ transfer_ output; 
champ = i; 
} 
if( max < percent) 
for(int i = 0; i < maximum_number_of_clusters; i++) 
f 
} 
} 
node _in_ cluster _Iayer[i]. Gaussian _transfer_ output = 0; 
node _in_ output_layer. processing_ unit_input[i] = 0; 
else 
} 
for(int i = 0; i < maximum_number_of_clusters; i++) 
if\i = champ) 
{ 
} 
node _in_ cluster _layer[i]. Gaussian _transfer_ output = l ; 
node_in_output_layer.processing_unit_input[i] = 1; 
else 
{ 
} 
node _in_ cluster _Iayer[i]. Gaussian _transfer_ output = 0; 
node _in_ output _layer. processing_ unit_input[i] = 0; 
if(test = 0) 
for(int i = 0; i < maximum_number_of_clusters; i++) 
{ 
node _in_ cluster _layer[i] . Gaussian_ transfer_ output = 0; 
node _in_ output_layer.processing_ unit_input[i] = 0; 
if(i = cluster) 
{ 
node _in_ cluster _layer[i]. Gaussian _transfer _output = l ; 
node _in_ output_layer. processing_ unit_input[i] = l ; 
} 
} 
II transfer signal from cluster to output units and calculate output 
node _in_ output_layer. calculate_ output_ signal(test ); 
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d. Pada saat proses pelatihan output yang dikeluarkan oleh jaringan 
dibandingkan dengan target output yang diharapkan sesuai dengan data 
pelatihan. Dari pembandingan tersebut dapat dihasilkan nilai kesalahan 
yang terjadi yang nantinya akan digunakan untuk: memperbaharui nila bobot 
dan bias dari jaringan. 
void Radial_ Basis_ Topology: : calculate_ output_ error _information_ term( float target_ value) 
{ 
float output_ signal_ derivative = calculate_ output_ signal_ derivative(); 
error_information_term = (target_ value- output_signal) * output_signal_derivative; 
error difference ~uared = pow((target value- ou!Q_ut sig_na!2, 2.0);} 
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e. Setelah proses pelatihan jaringan selesai parameter basil pelatihan harus 
disimpan supaya saat proses pengenalan dilakukan tidak harus selalu 
dilakukan proses pelatihan terlebih dahulu. 
void Radial_ Basis_ Topology: :savenet( char *file) 
{ 
ofstream save_ptr; 
int node, dim; 
save_ptr.open(file, ios: :out); 
save_ptr << 1 << 11\n11 ; //network identifier number 
save_ptr << dimensions_of_signal << 11\n 11 ; 
save_ptr << maximum_number_of_clusters << 11\n11 ; 
save_ptr << node_in_output_layer.bias << 11\nll ; 
for( dim = 0; dim < maximum_number_of_clusters; dim++) 
save_ptr << node_in_output_layer.weight_of_inputs[dim] << 11 II ; 
save_ptr << 11\n11 ; 
for(node = 0; node < maximum_number_of_clusters; node++) 
for( dim = 0; dim < dimensions_ of_ signal; dim++) 
save_ptr << node_in_cluster_layer[node].variance[dim] << 11 11 ; 
save_ptr << 11\n11 ; 
fo r(node = 0; node < maximum_number_of_clusters; node++) 
{ 
} 
for( dim = 0; dim < dimensions_of_signal; dim++) 
{ save_ptr << node_in_cluster_layer[node] .Mean[dim] << II 11 ; } 
save_ptr << 11\n11 ; 
save_ptr << MinOutput << 11\n11 ; 
save_ptr << MaxOutput; 
save _ptr. close(); 
f. Saat proses pengenalan pola citra wajah oleh jaringan FBR, parameter 
jaringan hasil pelatihan jaringan sebelumnya yang disimpan dalam bentuk 
file jaringan yang bertipe *.net dapat digunakan kembali dengan membuka 
file pelatihan tersebut. 
void Radial_ Basis_ Topology: :upload _network( char *getname) 
{ 
ifstream get_ptr; 
int netid, node, dim; 
int dolock = 0; 
TMsgDigButtons Buttons; 
do 
{ 
get_ptr.open(getname, ios: in); 
get_ptr >> netid; 
i£rnetid == J) { dolock = l;} 
else 
{ 
Buttons << mbOK; 
int type= MessageDig("Error** file contents do not match FBR 
specifications\ntry again", mtWarning, Buttons, 0); 
} 
get _ptr. close(); 
} 
} while(dolock <= 0); 
get_ptr >> dimensions_ of_ signal; 
get_ptr >> maximum_number_of_clusters; 
node_in_output_layer.number_of_input_units = maximum_number_of_clusters; 
node _in_ output_layer.establish _array_ of _processing_ unit_inputs(); 
node _in_ output_layer.establish _weight_ vector _for _processing_ units(); 
get_ptr > > node _in_ output _layer. bias; 
for( dim = 0; dim< maximum_number_of_clusters; dim++) 
get_ptr >> node _in_ output_layer.weight_ of_inputs[ dim]; 
node _in_ cluster _layer= new Radial_ Basis_uruts[maximum _number _of_ clusters]; 
for(node = 0; node < maximum_number_of_clusters; node++) 
{ 
node_in _cluster _layer[ node].number _ of_inputs =dimensions_ of_ signal; 
node _in_ cluster _layer[ node ].establish _input_ output_ arrays() ; 
node _in_ cluster _layer[ node] .establish_ Mean_ array(); 
} 
for(node = 0; node < maximum_number_of_clusters; node++) 
{ 
} 
for(dim = 0; dim < dimensions_of_signal; dim++) 
{get_ptr >> node_in_cluster _layer[node].variance[dim];} 
for(node = 0; node < maximum_number_of_clusters; node++) 
{ 
} 
for(dim = 0; dim < dimensions_of_signaJ; dim++) 
{get_ptr >> node_in _cluster _layer[node].Mean[dim];} 
get_ptr >> MinOutput; 
get_ptr >> MaxOutput; 
get _ptr. close(); 
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4. Kelas Processing_ units 
a. Prosedur berikut melakukan perhitungan yang menghasilkan output yang 
dihasilkan oleh jaringan baik selama proses pelatihan maupun pada saat 
proses pengenalan pola. 
Void Processing_ units: :calculate_ output_ signal(int test) 
{ 
sum_ of_ weighted _inputs= 0.0; 
for( int i = 0; i < number_of_input_units; i++) 
{ 
if(i = number_of_input_units- 1) 
{sum_ of_ weighted _ inputs += (processing_ unit_input[i] * weight_ of_inputs[i]) + 
bias;} 
else 
{sum_of_weighted_inputs += processing_unit_input[i] * weight_of_inputs[i] ;} 
} 
II binary sigmoid function 
} 
output_ signal= 1.0 I (1.0 + exp(-1.0 * sum_of_weighted_inputs)); 
if(((sum_of_weighted_inputs- bias)= 0) && (test = 1)) 
output_ signal= 0.0; 
b. Proses perbaharuan nilai bobot dan bias dikerjakan oleh prosedur di bawah 
tm: 
void Processing_ units:: calculate_ weight_ and_ bias_ correction_ terms( float learning_rate) 
{ 
for(int i = 0; i < number_of_input_units; i++) 
{weight_ correction _term[i] = learning_rate * error _information _term * processing_ unit_input[i] ;} 
bias_correction _term = learning_rate *error _information _term; 
error_i nformation_term = 0.0; 
update_ weights_ and_ biases(); 
} 
void Processing_ units : :update_ weights_ and_ biases( void) 
{ 
for(int i = 0; i < number_of_input_units; i++) 
{weight_ of_inputs[i] = weight_ of_inputs[i] + weight_ correction _term[i] ;} 
bias = bias + bias correction term; } - -
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5. Kelas Radial Basis units 
a. Sebagai pembanding apakah suatu pola memiliki kemiripan antara yang 
b. 
satu dengan yang lain maka dibutuhkan nilai pembanding yaitu jarak 
euclidean yang dihitung oleh prosedur berikut ini . 
Void Radial_ Basis_ units: :calculate_ sum_ square_ Euclidean_ distance( void) 
{ 
J 
double sumsquare; 
float ss1; 
int ci; 
output_ value= 0 0; 
for(int k = 0; k < number_ of_inputs; k++) 
{ 
} 
ci = k; 
if(input_value[ci] = 0.0) 
{ 
sumsquare = pow(Mean[ci], 2.0); 
} 
else 
{ 
sumsquare = pow(fabs(Mean[ ci] - input_ value[ ci]), 2. 0); 
} 
output_ value+= sumsquare; 
ssl = output_ value; 
output_ value= sqrt(fabs(ss1)); 
Prosedur activation bersama-sama dengan prosedur 
transfer_ Gaussian_to_ Output_layer pada kelas Radial_Basis_ topology 
melakukan perhitungan fungsi aktifasi pada tiap-tiap cluster yang terdapat di 
layer hidden. 
void Radial_ Basis_ units: :activation( void) 
{ 
double sumsquare; 
output_ value = 0.0; 
for(int k = 0; k < number_of_inputs; k++) 
{ 
if(variance[k] = 0.0) 
sumsquare = pow(Mean[k] , 2.0)/(2*0.02*15000); 
else 
/ 
sum square = pow(input_ value[k ]-Mean[k ], 2 I (2* 15000*variance[k ]); 
output_value += sumsquare; 
4.3.3 Implementasi Antar Muka 
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Seperti yang telah dijelaskan pada sub bab perancangan antar muka terdapat 
tiga menu utama yaitu: menu utama, menu pengumpulan data dan menu 
pengambilan data pelatihan. 
Tampilan antar muka untuk menu utama, dalam sistem ini, dapat dilihat 
pada Gambar 4.17 berikut ini : 
Gambar 4 .1 Fonn menu utama 
Pada form di atas, data - data yang perlu dimasukkan adalah citra wajah yang 
akan dikenali, file jaringan dan nilai aktifasi yang digunakan sebagai filter 
pengenalan system. Nilai yang terdapat pada variabel 'Output Network' 
merupakan nilai keluaran dari sistem pengenalan wajah dengan error pengenalan 
sebesar nilai yang terdapat pada variabel 'Error' . 
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Tampilan antar muka untuk menu pengumpulan data dapat dilihat pada 
Gambar 4.18. Di dalam menu ini proses pengurnpulan data pelatihan dilakuk:an. 
Proses yang dilakukan adalah memilih dari sejumlah citra wajah yang ada 
kemudian data citra terpilih tersebut dimasukkan kedalam basis data wajah . 
.B.efresh J 
Gambar 4.2 Form pengumpulan data 
Pada Gambar 4.19 merupakan implementasi dari menu pemilihan data 
pelatihan. Kolom di bagian kanan merupakan kumpulan citra wajah yang terdapat 
di dalam basis data sedangkan kolom di sebelah kiri menunjukkan kumpulan citra 
wajah terpilih dari basis data yang akan digunakan sebagai data pelatihan . 
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HASIL UJI COBA DAN EVALUASI 
• 
BABV 
BASIL UJI COBA DAN EVALUASJ 
Dalam bab ini dijelaskan tentang UJl coba yang dilakukan terbadap 
perangkat lunak pengenalan wajah dengan menggunakan JST -FBR, serta 
pembabasan dan evaluasi yang diberikan berdasarkan basil uji coba tersebut. Uji 
coba yang dilakukan terhadap perangkat lunak ini mempunyai tujuan untuk 
mengetabui kemampuan dan kelemaban sistem yang telab dibuat dan basil dari 
pengujian tersebut akan digunakan sebagai dasar pertimbangan evaluasi terbadap 
perangkat lunak pengenalan wajab ini. Hasil evaluasi yang diperoleb dapat 
digunakan untuk pengembangan sistem pengenalan wajah lebih lanjut. 
5.1 LINGKUNGAN UJI COBA 
Spesifikasi perangkat lunak yang digunakan dalam uji coba perangkat 
lunak ini adalah sebagai berikut : 
- Processor Intel Celeron 400 MMX 
- RAM 128MB 
- Hardisk 6.4 GB 
Spesifikasi lain yang juga digunakan dan turut menunjang uji coba ini dan 
pembuatan perangkat lunak ini adalah : 
- Sistem operasi Windows 98 
- Borland C++ Builder 4.0 
74 
5.2 DATA UJI COBA 
Citra wajah yang digunakan pada pelaksanaan uji coba perangkat lunak 
pengenalan wajah ini mempunyai ukuran 92x112 piksel. Citra wajah yang 
digunakan adalah citra gray-scale bertipe bitmap. Data citra wajah tersebut 
didapat dari basis data wajah laboratorium riset Olivetti. Basis data ini terdiri dari 
370 model citra wajah dari 37 orang dengan asumsi 10 variasi untuk tiap orang. 
Separuh dari data ini digunakan untuk pelatihan jaringan dan separuh sisanya 
digunakan sebagai data uji coba. Tiap-tiap data dari tiap individu mempunyai 
nomor index 1 sampai 10. 
5.3 PELAKSANAAN UJI COBA 
Pengujian yang dilakukan terhadap sistem pengenalan wajah ini 
menggunakan dua tipe data dengan 5 data pelatihan untuk tiap individu. Sebelum 
data citra tersebut diproses lebih lanjut, citra yang hendak diproses atau dikenali 
oleh sistem direduksi dimensinya terlebih dahulu. Dengan dilakukan pre-proses, 
citra masukkan akan berukuran 20x20 piksel. Diharapkan dari pre-proses ini akan 
mempercepat waktu pelatihan jaringan. 
Kedua tipe data pelatihan tersebut sebagai berikut : 
a) Data pelatihan acak: 
Lima data fitur wajah ternonnalisasi diambil secara urut dari indeks nomor 
1 sampai dengan nomor 5 dari variasi yang ada. Sedangkan sisanya 
digunakan sebagai uj i coba sistem. 
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b) Data pelatihan terpilih 
Lima data fitur wajah temormalisasi dipilih dari 10 variasi berdasarkan 
pertimbangan variasi data wajah yang ada untuk tiap individu. 
5.3.1 Uji Coba Dengan Data Pelatihan Acak 
Pada uji coba ini jaringan syaraf tiruan pengenal wajah dilatih dengan 
menggunakan lima data pelatihan untuk tiap individu yang didapat secara acak 
berdasarkan urutan index. Sehingga terdapat 185 data untuk pelatihan jaringan. 
J umlah cluster yang terdapat pada layer hidden berjumlah sesuai dengan data 
pelatihan. Pada pengujian ini digunakan 4 level aktivasi yang berbeda sebagai 
parameter pengenalan untuk cluster pada layer hidden dengan nilai 0.95, 0.96, 
0.97 dan 0.98. Parameter ini diambil berdasarkan kenyataan bahwa tiap-tiap unit 
hidden yang terasosiasi dengan sebuah citra, yang dilakukan proses pengenalan, 
idealnya memberikan nilai 1, dan unit hidden yang tidak berasosiasi bernilai 0. 
Sehingga level aktivasi diberikan nilai yang mendekati nilai optimal. Waktu yang 
digunakan untuk proses pelatihan jaringan pengenal wajah ini memakan waktu 
kurang dari 5 menit dengan data dari 37 individu. Unt~k pengenalan satu citra 
wajah membutuhkan waktu kurang dari 1 detik. 
Basil yang dicapai dari uji coba sebagai berikut: 
Untuk level aktivasi 0.95, jaringan pengenal wajah berhasil mendeteksi citra 
wajah dengan tepat sebanyak 159 dari 185 data atau sekitar 85,95% seperti 
yang terlihat pada Tabel 5.1. 
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Untuk level aktivasi 0.96, jaringan pengenal wajah berhasil mendeteksi citra 
wajah dengan tepat sebanyak 151 dari 185 data atau sekitar 81 ,2% seperti 
yang terlihat pada Tabel 5.2. 
untuk level aktivasi 0.97, jaringan pengenal wajah berhasil mendeteksi citra 
wajah dengan tepat sebanyak 142 citra wajah uji coba atau sekitar 76,76% 
seperti yang terlihat pada Tabel 5.3. 
untuk level aktivasi 0.98, jaringan pengenal wajah berhasil mendeteksi citra 
wajah dengan tepat sebanyak 106 citra wajah dari 185 citra wajah yang 
digunakan sebagai data pelatihan. Persentase dari keberhasilan pengenalan 
ini adalah 57,3%. Lihat Tabel5.4. 
5.3.2 Uji Coba Dengan Data Pelatihan Terpilib 
Dilihat dari basil uji coba sebelumnya, untuk uji coba dengan data pelatihan 
tanpa pre-proses tidak dilaksanakan disini . Hal ini didasarkan atas pertimbangan 
kecepatan pelatihan jaringan syaraf tiruan pengenal wajah. Untuk data pelatihan 
tanpa pre-proses, proses pelatihan memakan waktu sampai 3 jam sedangkan 
dengan data pelatihan yang telah mengalami pre-proses, waktu pelatihan dapat 
diselesaikan dalam hitungan kurang dari 5 menit. 
Pada uji coba ini jaringan syaraf tiruan pengenal wajah dilatih dengan 
menggunakan lima data pelatihan untuk tiap individu yang didapat berdasarkan 
pertimbangan variasi data yang ada tanpa memperhatikan urutan indeksnya. 
Sehingga terdapat 185 data untuk pelatihan jaringan. Variabel yang terdapat pada 
pelatihan jaringan syaraf tiruan pengenal wajah untuk uji coba ini bernilai sama 
dengan uj i coba sebelumnya yaitu dengan menggunakan 4 level aktivasi yang 
77 
berbeda sebagai parameter pengenalan untuk cluster pada layer hidden dengan 
nilai 0.95 , 0.96, 0.97 dan 0.98. Proses pengenalan yang dijalankan pada uji coba 
ini memakan waktu kurang dari 1 detik. 
Hasil yang dicapai dari uji coba sebagai berikut : 
Untuk level aktivasi 0.95, jaringan pengenal wajah berhasil mendeteksi citra 
wajah dengan tepat sebanyak 176 atau sekitar 95,13% seperti yang terlihat 
pada Tabel 5.5. 
Untuk level aktivasi 0.96, jaringan pengenal wajah berhasil mendeteksi citra 
wajah dengan tepat sebanyak 181 atau sekitar 97,84% seperti yang terlihat 
pada Tabel5.6. 
untuk level aktivasi 0.97, jaringan pengenal wajah berhasil rnendeteksi citra 
wajah dengan tepat sebanyak 181 citra wajah uji coba atau sekitar 97,84% 
seperti yang terlihat pada Tabel 5.7. 
untuk level aktivasi 0.98, jaringan pengenal wajah berhasil mendeteksi citra 
wajah dengan tepat sebanyak 159 citra wajah dari 185 citra wajah yang 
digunakan sebagai data pelatihan. Persentase dari keberhasilan pengenalan 
ini adalah 85,95%. Lihat Tabel5 .8. 
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Tabel 5.1 Hasil uj i coba dengan data pelatihan acak, nilai aktivasi 0.95 
Pola Jumlah Tak Terdeteksi Jumlah keberhasilan terdeteksi sa lab Data 
1 5 0 0 5 
2 5 0 0 5 
3 5 0 0 5 
4 5 0 0 5 
5 4 0 1 5 
6 5 0 0 5 
7 5 0 0 5 
8 3 0 2 5 
9 4 0 1 5 
10 4 0 1 5 
11 4 0 1 5 
12 4 0 1 5 
13 2 0 3 5 
14 5 0 0 5 
15 5 0 0 5 
16 4 0 1 5 
17 5 0 0 5 
18 5 0 0 5 
19 2 0 3 5 
20 5 0 0 5 
21 5 0 0 5 
22 5 0 0 5 
23 4 0 1 5 
24 5 0 0 5 
25 5 0 0 5 
26 4 0 1 5 
27 5 0 0 5 
28 1 0 4 5 
29 4 0 l 5 
30 5 0 0 5 
31 5 0 0 5 
32 5 0 0 5 
33 5 0 0 5 
34 5 0 0 5 
35 5 0 0 5 
36 5 0 0 5 
37 2 0 3 5 
Total 159 0 26 185 
Prosentase 85.95% Keberhasilan 
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Tabel 5.2 Hasil uj i coba dengan data pelatihan acak, nilai aktivasi 0.96 
Pola Jumlah Tak Terdeteksi Jumlah keberhasilan terdeteksi salah Data 
1 5 0 0 5 
2 5 0 0 5 
3 5 0 0 5 
4 5 0 0 5 
5 4 0 1 5 
6 5 0 0 5 
7 5 0 0 5 
8 2 0 3 5 
9 5 0 0 5 
10 4 0 1 5 
ll 5 0 0 5 
12 4 0 1 5 
13 3 0 2 5 
14 1 3 l 5 
15 5 0 0 5 
16 3 0 2 5 
17 5 0 0 5 
18 5 0 0 5 
19 2 2 1 5 
20 5 0 0 5 
21 5 0 0 5 
22 5 0 0 5 
23 2 2 1 5 
24 5 0 0 5 
25 5 0 0 5 
26 3 0 2 5 
27 5 0 0 5 
28 0 0 5 5 
29 3 0 2 5 
30 5 0 0 5 
31 4 0 l 5 
32 5 0 0 5 
...,..., 5 0 0 5 ~~ 
34 4 1 0 5 
35 5 0 0 5 
36 5 0 0 5 
37 2 0 3 5 
Total 151 8 26 185 
Prosentase 81.62% 
Keberhasilan 
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Tabel 5.3 Hasil uj i coba dengan data pelatihan acak, nilai aktivasi 0.97 
Pola Jumlah Tak Terdeteksi Jumlah keberhasilan terdeteksi Salah Data 
1 5 0 0 5 
2 5 0 0 5 
3 5 0 0 5 
4 5 0 0 5 
5 5 0 0 5 
6 4 1 0 5 
7 4 0 0 5 
8 2 2 1 5 
9 4 0 1 5 
]0 4 1 0 5 
ll 4 1 0 5 
12 4 0 1 5 
13 3 1 1 5 
14 0 5 0 5 
15 5 0 0 5 
16 3 0 2 5 
17 5 0 0 5 
18 4 1 0 5 
19 1 4 0 5 
20 5 0 0 5 
21 5 0 0 5 
22 5 0 0 5 
23 2 2 1 5 
24 5 0 0 5 
25 5 0 0 5 
26 3 2 0 5 
27 4 1 0 5 
28 0 2 3 5 
29 3 1 1 5 
30 5 0 0 5 
31 4 1 0 5 
32 5 0 0 5 
33 5 0 0 5 
34 4 1 0 5 
35 5 0 0 5 
36 4 1 0 5 
37 1 3 1 5 
Total 142 30 12 185 
Proseotase 76,76% keberhasilan 
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Tabel 5.4 Basil uj i coba dengan data pelatihan acak, nilai aktivasi 0.98 
Pola Jumlah Tak Terdeteksi Jumlah keberhasilan terdeteksi salah Data 
I 3 2 0 5 
2 5 0 0 5 
" 5 0 0 5 .) 
4 5 0 0 5 
5 2 3 0 5 
6 4 1 0 5 
7 3 2 0 5 
8 2 3 0 5 
9 2 3 0 5 
10 2 3 0 5 
ll 4 1 0 5 
12 3 2 0 5 
13 3 1 1 5 
14 0 5 0 5 
15 4 1 0 5 
16 3 2 0 5 
17 3 2 0 5 
18 3 2 0 5 
19 0 5 0 5 
20 4 1 0 5 
21 4 1 0 5 
22 5 0 0 5 
23 1 4 0 5 
24 4 1 0 5 
25 0 5 0 5 
26 3 2 0 5 
27 2 3 0 5 
28 0 5 0 5 
29 3 2 0 5 
30 5 0 0 5 
31 3 2 0 5 
32 3 2 0 5 
33 2 3 0 5 
34 2 3 0 5 
35 5 0 0 5 
36 3 2 0 5 
37 1 478 0 5 
Total 106 78 1 185 
Prosentase keberhasilan 57.3% 
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Tabel5 .5 Hasil uji coba dengan data pelatihan terpilih, nilai aktivasi 0.95 
Pola Jumlah Tak Terdeteksi Jumlah keberhasilan terdeteksi salah Data 
I 5 0 0 5 
2 5 0 0 5 
3 5 0 0 5 
4 5 0 0 5 
5 5 0 0 5 
6 5 0 0 5 
7 5 0 0 5 
8 5 0 0 5 
9 5 0 0 5 
10 5 0 0 5 
11 4 0 1 5 
12 5 0 0 5 
l3 5 0 0 5 
14 5 0 0 5 
15 5 0 0 5 
16 5 0 0 5 
17 5 0 0 5 
18 5 0 0 5 
19 2 0 3 5 
20 5 0 0 5 
21 5 0 0 5 
22 5 0 0 5 
23 5 0 0 5 
24 5 0 0 5 
25 5 0 0 5 
26 3 0 2 5 
27 5 0 0 5 
28 4 0 1 5 
29 5 0 5 5 
30 5 0 0 5 
31 5 0 0 5 
32 5 0 0 5 
33 5 0 0 5 
34 5 0 0 5 
35 5 0 0 5 
36 5 0 0 5 
37 4 0 1 5 
Total 176 0 9 185 
Prosentase 95.13% 
Keberhasilan 
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Tabel 5.6 Hasil uji coba dengan data pelatihan terpilih, nilai aktivasi 0.96 
Pola Jumlah Tak Terdeteksi Jumlah keberhasilan terdeteksi salah Data 
1 5 0 0 5 
2 5 0 0 5 
3 5 0 0 5 
4 5 0 0 5 
5 5 0 0 5 
6 5 0 0 5 
7 5 0 0 5 
8 5 0 0 5 
9 5 0 0 5 
10 5 0 0 5 
ll 4 0 1 5 
12 5 0 0 5 
13 5 0 0 5 
14 5 0 0 5 
15 5 0 0 5 
16 5 0 0 5 
17 5 0 0 5 
18 5 0 0 5 
19 2 0 3 5 
20 5 0 0 5 
21 5 0 0 5 
22 5 0 0 5 
23 5 0 0 5 
24 5 0 0 5 
25 5 0 0 5 
26 5 0 0 5 
27 5 0 0 5 
28 5 0 0 5 
29 5 0 0 5 
30 5 0 0 5 
31 5 0 0 5 
32 5 0 0 5 
33 5 0 0 5 
34 5 0 0 5 
35 5 0 0 5 
36 5 0 0 5 
37 5 0 0 5 
Total 181 0 4 185 
Prosentase 97,84% 
keberhasilan 
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Tabel 5.7 Basil uji coba dengan data pelatihan terpilih, nilai aktivasi 0.97 
Pol a Jumlah Tak Terdeteksi Jumlah keberhasilan terdeteksi sa lab Data 
I 5 0 0 5 
2 5 0 0 5 
3 5 0 0 5 
4 5 0 0 5 
5 5 0 0 5 
6 5 0 0 5 
7 5 0 0 5 
8 5 0 0 5 
9 5 0 0 5 
10 5 0 0 5 
11 4 0 1 5 
12 5 0 0 5 
13 5 0 0 5 
14 5 0 0 5 
15 5 0 0 5 
16 5 0 0 5 
17 5 0 0 5 
18 5 0 0 5 
19 2 2 1 5 
20 5 0 0 5 
21 5 0 0 5 
22 5 0 0 5 
23 5 0 0 5 
24 5 0 0 5 
25 5 0 0 5 
26 5 0 0 5 
27 5 0 0 5 
28 5 0 0 5 
29 5 0 0 5 
30 5 0 0 5 
31 5 0 0 5 
32 5 0 0 5 
33 5 0 0 5 
34 5 0 0 5 
35 5 0 0 5 
36 5 0 0 5 
37 5 0 0 5 
Total 181 2 2 185 
Prosentase 97,84% 
keberhasilan 
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Tabel 5.8 Basil uji coba dengan data pelatihan terpilih, nilai aktivasi 0.98 
Pola Jumlah Tak Terdeteksi Jumlah keberhasilan terdeteksi sa lab Data 
1 5 0 0 5 
2 5 0 0 5 
3 4 1 0 5 
4 5 0 0 5 
5 3 2 0 5 
6 5 0 0 5 
7 3 0 0 5 
8 5 0 0 5 
9 5 0 0 5 
10 5 0 0 5 
11 3 2 0 5 
12 4 1 0 5 
13 5 0 0 5 
14 5 0 0 5 
15 5 0 0 5 
16 4 1 0 5 
17 5 0 0 5 
18 4 1 0 5 
19 3 3 0 5 
20 5 0 0 5 
21 4 1 0 5 
22 5 0 0 5 
23 5 0 0 5 
24 5 0 0 5 
25 4 1 0 5 
26 2 3 0 5 
27 1 4 0 5 
28 4 1 0 5 
29 4 1 0 5 
30 5 0 0 5 
31 5 0 0 5 
32 5 0 0 5 
33 3 2 0 5 
34 4 1 0 5 
35 5 0 0 5 
36 5 0 0 5 
37 5 0 0 5 
Total 159 26 0 185 
Prosentase 85,95% keberhasilan 
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5.4 EV ALUASI HASIL UJI COBA 
Uji coba yang telah dilakukan terhadap jaringan syaraf tiruan pengenalan 
wajah ini menunjukkan hasil yang bervariasi tergantung dari pemilihan data dan 
level aktivasi yang digunakan. Prosentase keberhasilan pengenalan terbesar yang 
dicapai adalah 97,84% dengan menggunakan level aktivasi 0.96 dan 0.97 dari data 
pelatihan yang telah dipilih terlebih dahulu berdasarkan variasi data yang ada. 
Pemilihan data pelatihan yang mewakili semua variasi atau mendekati 
semua variasi dalam data uji coba memberikan hasil pengenalan yang meningkat 
jika dibandingkan dengan mengambil data pelatihan secara acak tanpa 
memperhatikan variasi data yang ada. Tabel berikut memberikan perbandingan 
tingkat keberhasilan dari pemilihan data dari uji coba yang telah dilakukan. 
Tabel 5.1 Perbandingan keberhasilan pengenalan 
Level 
Pemi/ihan data pelatihan Aktivasi 
0.95 0.96 0.97 0.98 
Pemi1ihan acak 85,95% 81,62% 76,76% 57,3% 
Pemilihan berdasarkan variasi 95,13% 97,84% 97,84% 85,95% 
Dari Tabel 5-1 sampai 5-6 dapat diamati frekwensi kesalahan yang terjadi dengan 
penggunaan level aktivasi yang berbeda, berikut ini merupakan tabel 
perbandingan berdasarkan jumlah kesalahan pengenalan yang terjadi terhadap 
level aktivasi . 
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Tabel 5.2 Frekwensi berdasarkan level aktivasi untuk data pelatihan acak 
Level 
Kategori kesalahan Aktivasi 
0.95 0.96 0.97 0.98 
Tidak terdeteksi 0 8 30 78 
Salah mendeteksi 26 26 12 1 
Total 26 34 42 79 
Tabel 5.3 Frekwensi berdasarkan level aktivasi untuk data pelatihan terpilih 
Level 
Kategori kesalahan Aktivasi 
0.95 0.96 0.97 0.98 
Tidak terdeteksi 0 0 2 26 
Salah mendeteksi 9 4 2 0 
Total 9 4 4 26 
Dengan memperhatikan tabel-tabel sebelumnya, dapat diketahui bahwa jika 
nilai level aktivasi dipertinggi rnaka frekwensi kesalahan pengenalan atau 
pengenalan negatif yang dilakukan oleh jaringan syaraf tiruan pengenalan wajah 
semakin rnengecil dan prosentase citra tidak dapat dikenali semakin besar. Bentuk 
dari kesalahan pengenalan ini adalah sistem rnendeteksi orang yang salah dari 
yang seharusnya. Narnun terdapat batas dirnana efek dari rnempertinggi nilai level 
aktifasi akan menurunkan prosentase keberhasilan pengenalan oleh jaringan 
syaraf pengenalan wajah secara keseluruhan. 
BAB VI 
PENUTUP 
BABVI 
PENUTUP 
6.1 KESIMPULAN 
Proses pengenalan wajah dengan menggunakan Jaringan Syaraf Timan 
Fungsi Basis Radial pada perangkat lunak ini dapat diambil beberapa kesimpulan, 
yaitu : 
1. Perangkat lunak pengenalan wajah berbasis Jaringan Syaraf Timan Fungsi 
Basis Radial dapat digunakan untuk mengenali citra wajah manusia yang 
bempa citra dua dimensi. Perangkat lunak ini dapat mengenali citra wajah 
seseorang tanpa memperduhkan perubahan struktur muka yang diakibatkan 
oleh aksesoris dan emosi wajah. 
2. Besarnya prosentase pengenalan perangkat lunak yang dibuat pada Tugas 
Akhir ini tergantung dari pemilihan data pelatihan. Semakin data pelatihan 
mewakili citra yang hendak dikenali maka sernakin tinggi prosentase 
pengenalannya. Prosentase pengenalan terbesar dicapai oleh sistem dengan 
menggunakan data pelatihan terpilih sebesar 97,84%. Prosentase kesalahan 
pengenalan yang tetjadi, untuk data pelatihan yang acak lebih besar jika 
dibandingkan dengan prosentase hasil yang diperoleh dengan rnenggunakan 
data pelatihan yang dipilih menurut variasi data yang diwakilinya. 
3. Nilai aktivasi yang digunakan saat proses pengenalan sangat berpengaruh 
terhadap hasil pengenalan yang didapat. Dengan menggunakan nilai aktifasi 
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0.97, untuk data pelatihan yang dipilih tanpa rnernperdulikan variasi data yang 
diwakili, didapat nilai prosentase pengenalan terbesar sebanyak 85,95% 
keberhasilan. Sedangkan untuk data pelatihan yang dipilih berdasarkan variasi 
data yang diwakilinya dengan menggunakan nilai aktivasi 0.96 dan 0.97, 
sistem pengenalan wajah ini menghasilkan nilai prosentase pengenalan 
terbesar sebanyak 97,84%. Untuk proses pengenalan dengan rnenggunakan 
data pelatihan yang telah dipilih berdasarkan variasi data yang diwakilinya, 
semakin besar nilai aktivasi maka prosentase pengenalan negatif (yaitu 
terdeteksi salah) semakin kecil. Sebaliknya apabila nilai aktivasi semakin kecil 
maka prosentase pengenalan negatif akan semakin besar. 
4. Waktu proses saat pelatihan dan pengenalan yang dilakukan pada perangkat 
Junak pengenalan wajah ini berlangsung relatif singkat. Besarnya waktu yang 
dibutuhkan saat proses pelatihan, sebanding dengan jumlah data pelatihan 
yang digunakan. Sedangkan besarnya waktu yang dibutuhkan untuk proses 
pengenalan dipengaruhi oleh jumlah node pada hidden layer yang menyusun 
Janngan. 
6.2 KEMUNGKINAN PENGEMBANGAN LEBm LANJUT 
Pengernbangan yang mungkin dapat dilakukan untuk perangkat lunak 
pengenalan wajah yang dibuat pada tugas akhir ini adalah penggunaan otomatisasi 
pada pengarnbilan citra normalisasi saat proses ekstraksi fitur yang pada Tugas 
Akhir ini masih dilakukan secara manual. Dengan menambahkan otomatisasi 
tersebut diharapkan kesalahan penggunaan perangkat lunak saat proses 
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pengambilan citra norrnalisasi dapat dikurangi atau bahkan dapat dihilangkan 
sehingga prosentase keakuratan pengenalan dapat ditingkatkan. 
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