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INTRODUCTION
We propose a heuristic algorithm generating element partition trees for 3D or 4D grids refined towards singularities. This work is an extension of the algorithm proposed for two dimensional problems [1] . When we solve 3D time dependent problem over a large grid, we need to utilize a sequence of grids, that can be refined only in spatial domain, and we cannot take advantage of possible time adaptivity. In this paper we consider an alternative approach that allows for time adaptivity, i.e. allows to use different time steps over different parts of the 3D mesh, at the same time allowing the time steps to change over time. As example, we investigate four dimensional grids refined towards point, edge, face and hyper-face singularities. We generate element partition trees obtained by bisections weighted by element size and estimate the resulting number of floating point operations of the multi-frontal solver algorithm. Our analysis shows that for both three-and four-dimensional point and edge singularity we obtain the linear computational cost O(N ), for three-and four-dimensional face singularity we obtain computation cost O(N 1.5 ) and for four-dimensional hyper-face singularity we obtain cost of O(N 2 ) where N is the number of nodes. Values for edge, face and hyper-face singularities correspond to one, two and three dimensional uniform grids respectively. Our method is dedicated to stable time-space formulations using classical finite element method [2] or the DPG method [3] . 
BISECTIONS WEIGHTED BY ELEMENT SIZE ALGORITHM
In this section we introduce top down algorithm for the construction of element partition trees, called bisections weighted by element size algorithm. The algorithm is based on the multilevel recursive bisection. We make the following asumptions:
• The input is the graph in which vertices represent mesh elements and edges represent spatial adjacency relation between them.
• We assign weights to vertices equal to the volume of element that each of them represents.
• The volume is proxy for refinement level and is defined as ( ) 4R in 4D, where R is the refinement level of a mesh element. This way, the total volume over all elements should equal 1.
The input graph is recursively partitioned into 2 equally-weighted parts by using graph partitioning algorithm. The goal of the graph partitioning problem is to compute a balanced partitioning, such that:
• the number of edges (or the sum of their weights) over the interface is minimal, and
• the number of vertices in each part of the graph is the same (or the sum of weights of vertices in each part of the graph).
To solve the problem, we use METIS WPartGraphRecursive function to find a balanced partition of a graph where weights on vertices are equal to the volumes of represented mesh elements and weights on the edges equal to 1.
We illustrate the obtained partitions for the recursive partition over 3D meshes with point, edge and face singularities in Figures 1-3 . We also show the boundary of corresponding 4D meshes with singularities in Figure 4 . The recursive partitions generate the ordering in the following way: we start traversing the partition tree from leaves up to the root in parallel. At leaves we eliminate interiors of elements and on the internal tree nodes we eliminate mesh nodes on faces shared between two partitioned blocks of the mesh. We continue this process recursively up to the root of the partition tree. 
NUMERICAL RESULTS
In this section we present numerical experiments concerning the execution time of our bisections weighted by element size algorithm for 3D and 4D grids with singularities. We show that our method outperforms MUMPS [4, 5] state of the art solver with (approximate) minimum degree or filling orderings [6, 7, 8] , METIS [9] or PORD [10] orderings. The comparison is presented in Figures 5 and 6 , for 3D and 4D respectively. The FLOPs for the 4D singularities, namely point singularity (kind=0), edge singularity (kind=1), face singularity (kind=2), hyperface singularity (kind=3) are also summarized in Table 1 . Figure 6 : Scalability of the weighted nested dissections algorithm in 4D.
CONCLUSIONS
We have presented preliminary results for a promising method for the generation of the orderings for the multi-frontal solver algorithm -the numerical results show that the approach presented can outperform the current state of the art solutions. At the same time we have verified a novel approach to solve space-time formulations considering the time dimension as another space dimension. We intend to investigate this approach and the possibilities it presents for various finite element methods. In particular, it promises benefits over traditional algorithms in the areas of adaptivity and parallelization. 
