Ahstract-With the rapid progress of the image editing software, the image forgery can leave no visual clues on the tampered regions and makes us unable to judge the image authenticity. In general, the digital image forgery often utilizes the scaling, rotation or skewing operations in which the resampling and interpolation processes are demanded. By observing the detectable periodic properties introduced from the resampling and interpolation processes, we propose a novel method based on the intrinsic properties of resampling scheme to detect the tampered regions with the pre-calculated resampling weighting table and the periodic properties of prediction error distribution. The experimental results show that the proposed method outperforms the conventional methods in terms of efficiency and accuracy.
INTRODUCTION
In general, the forgery detection and can be further categorized into methods of detecting copy-pasted regions, defocus blur edges, resampling, sensor noise pattern, different lighting conditions and block artifact inconsistency. In [I] , the author provided a method to identifY the digital forgery regions that are copied and pasted from the same image by applying the method of block matching. However, the matching process can fail if the tampered region is cropped from different images. Zhou et al. [2] proposed a method to identifY the digital forgeries by using the edge preserving smoothing filter in which the manual blur edge is discriminated from the defocus blur edge and the erosion operation is applied for detecting the manual blur edge.
Another typical method developed by Popescu [3] detected the digital forgeries by tracing the characteristic of the resampled signals. The major concept of this method is to apply the EM (expectation/maximization) algorithm to acquire the resampling coefficients and then calculate the re~ampling pr??ability map. Based on the spectral analysis of the probablhty map, the magnitude peak can be used to identify the forgery patterns. Moreover, Popescu [4] utilized the specific interpolation coefficients of color filter array for e~ch brand of digital camera to identify the digital forgery. Klrc~er [5] proposed a more efficient method by directly applymg the converged resampling coefficients to detect the tampered regions. As same as tracing the periodic characteristic of the resampled signals, Prasad [6] and Mahdian [7] [8] proposed their method to extract the periodical property of the resampled signals based on analyzing the periodic characteristic of the covariance of the second order derivatives.
Generally, each kind of digital forgery detection method can solve only one kind of forgery pattern. In this study, we only address on the detection of resampling forgery. Two related researches addressed on the detection of resampling forgery are the methods proposed by Popescu [3] and Mahdian [7] . However, there exist two major drawbacks in the above-mentioned algorithms. For the Popescu's method [3] , high. comp~tation cost in the iterative computing procedure is reqUlred. It takes almost 5 minutes to generate the probability map for the image with resolution 512 X 512 pixels. For the method proposed by Mahdian [7] , we found that the derivative kernel used in [7] will destroy the periodicity of the correlation function at the high texture regions. Hence, in this study, we try to investigate and analyze the intrinsic properties of resampling scheme and develop a new more efficient algorithm based on the intrinsic properties of resampling.
II. RELATED WORKS

A. The Popescu's Method
A well known forgery detection method proposed by Popescu [3] assume that the interpolated samples are the linear combination of their neighboring pixels and try to train a set of resampling coefficients to estimate the probability map. In this method, a digital sample can be categorized into two models: MI and M2• MI denotes the model that the sample is correlated to their neighbors; while M2 denotes that the sample isn't correlated to its neighbors. The resampling coefficients can be acquired by the EM algorithm. In the Estep, the probability for Ml model for every sample is calculated. In the M-step, the specific correlation coefficients are estimated and updated continuously. After applying the Popescu's method to the image, we can obtain a probability map. The peak ratio of frequency response of the probability map can be used to identifY the digital forgery.
B. The Mahdian 's Method Another method proposed by Mahdian and Saic [7] demonstrates that the interpolation operation can exhibit periodicity in their derivative distributions. To emphasize the periodical property, they employ the radon transformation to project the derivatives along a certain orientation. After projecting all the derivatives to one direction and forming 1-D projection vectors, the autocovariance function can be used to emphasize the periodicity and defined as:
Rp8 Ck) = ~/Ps (i + k) -Ps) CPs CO -Ps) (1) Then, the Fourier transformation of Rp8 are also computed to identify the periodic peaks which can identify the digital forgery.
III. FORGERY DETECTION USING THE RESAMPLING INTRINSIC PROPERTIES
There exist two major drawbacks in the above-mentioned algorithms. For the Popescu's method [3] , high computation cost in the iterative computing procedure is required. It takes almost 5 minutes to generate the probability map for a image with resolution 5l2X5l2 pixels. For the method proposed by Mahdian [7] , we found that the derivative kernel used in [7] can reduce the periodicity of the correlation function at the high texture region. Hence, in this study we try to investigate and analyze the intrinsic properties of resampling process and develop a new more efficient algorithm.
A. Intrinsic Properties of Resampled Signal
In this section, we firstly introduce the procedures of general resampling process. The up-sampling process is illustrated in Fig. l-(a) and the original values are denoted as red bars. Fig. l-(b) shows that interpolation operation fills the empty points with the linear combination of the adjacent signals' values which are denoted as yellow bars. Finally, the samples selected for decimation process which are denoted as blue bars are shown in Fig. 1-( c) . Through the observation of the res amp ling process, it gives us an important clue to design a new forgery detection algorithm, which is the original value will appear periodically in the resampling process.
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B. Periodicity of the Prediction Error
Every resampled value denoted as blue bar in Fig. 3 Fig. l-(b) . Ideally, the error between the predicted value and the resampled value would be very small at the position where the original value is resampled (the green bar in Fig. 2) . Moreover, the variation of the prediction error will distribute periodically. The weighting table WT[i], i = 1, 2, ... , N, should be calculated in advance for each resampling rate. The prediction process is described in Fig. 2 . In Fig. 2 , the interpolated values can be computed as:
Then, the predicted resampling values can be computed as:
Finally, the prediction error within the certain sliding window can be computed as:
(4) For the case of resampling rate 120%, the difference between pres and B7 will be very small. When the sliding window for calculating the sample prediction is moving (shown in Fig.  3 ), the prediction error will increase and then decrease to the minimum value until the sliding window moves to the next periodical position (B14, B21 ... ). Such a periodical property makes the sequence of prediction error distribute periodically shown in Fig. 4-(d) . In order to enhance this property, the projection operation is also performed for every row and colunm (two directions are considered separately) before we utilize the frequency analysis to detect the forgery patterns (peaks in frequency response). If the test samples are not resampled or the wrong weighting table is selected, the distribution of prediction error would be irregular. To develop an automatic forgery detection method, there are two main criteria should be considered. The first one is the position where the peak occurs and the second one is the peak ratio. According to the different weighting tables (different resampling rate) for the forgery detection and the specific periodical property for each resampling rate, the expected position where the peak occurs could be forecasted. Then, we can match the peak position to the forecasted position where the specific resampling rate generates for identifying the existence of digital forgery. If the ratio is larger than a specified threshold, we can identify that existence of digital forgery. To detect the tampered region, the image is scanned from left-top to right-bottom with different block sizes. In each block, the proposed method is applied to detect the tampered regions.
IV EXPERIMENTAL RESULTS
The experimental database is constructed with 160 gray level images with resolution 512X 512 and each image is partial tampered in BMF format The image tampering is based on the resampling process with the different bi-linear sampling rates: 105%, 110%, 120% and 125%. The forgery detections are performed by scanning the image with the block size of 128 X 128 pixels. Before analyzing the accuracy of forgery detection, we firstly describe the detection rules for the Popescu' s [3], Mahdian' s [7] , and our methods. Here, the forgery detection of Popescu's and Mahdian's methods is determined by evaluating whether the ratio of peak-to-average frequency response is larger than a 234 predefined threshold value or not The ratio of peak-toaverage frequency response is defined as:
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./ d magnl u e av erage For our method, the forgery detection is determined by evaluating whether the ratio of forecasted peak-to-average frequency response is larger than a predefined threshold value or not. The ratio of forecasted peak-to-average frequency response is defined as:
The resampled image with rate 120% shown in Fig. 5-(a) is used as the tampered image for analyzing the detection accuracy for the three methods. Fig. 5-(b) shows the probability map produced by the Popescu' s method and Fig.  5-(c) shows the frequency response of the probability map. Fig. 6-(a) shows the radon transformation of the derivative along horizontal direction. Fig. 6-(b) shows the autocovariance of Fig. 6 -(a) and Fig. 6-(c) shows the frequency response of the auto-covariance values. The prediction error generated by our method is shown in Fig. 7-(a) . Fig. 7 -(b) presents the frequency response of the prediction error. An obvious drawback of the Mahdian's method is that the weak periodical patterns occur at the high texture regions shown in Fig. 5-(b) . The accuracy of forgery detections for different resampling rates is analyzed in Table 1 . The ROC curves with different up-sampling rate for Popescu's, Mahdian' s and our methods are shown in Fig. 8 . In this Figure, the detection accuracy of Popescu' s method is highest, and the detection accuracy of our method is close to the Popescu' s curve. However, our method is the fastest one that will be mentioned later The detection accuracy of Mahdian's method is the lowest because the detection accuracy is affected by the high texture regions. In addition, we compare the efficiency among Popescu's [3], Mahdian's [7] and our methods with the PC of 1.8 GHz . The efficiency analysis is shown in Fig. 11 . Here, we perform the efficiency analysis from block size 64 X 64 to 512 X 512 and assume there are 21 weighting tables for 21 resampling rates used in [3] . It's worthy to conclude that detection accuracy and efficiency of our method can approach both of the benefits of Popescu' s and Mahdian' s methods. v. CONCLUSION In this paper, we propose a novel method based on the intrinsic properties of resampling scheme to detect the forgery regions vvith the pre-calculated resampling weighting tables. In Popescu's method, high accuracy can be obtained vvith high computation cost. On the contrary, in Mahdian's method, the detecting accuracy can be affected on the high texture regions. The detection accuracy and efficiency of our method can approach both of the benefits of Popescu's and Mahdian's methods. The detection accuracy of our method is about 95% and the time for detecting a 512 X 512 image needs only 50 seconds.
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