Abstract. We present a theoretical study of hot star wind variability in the presence of hypothetical large scale wind structures. Contrary to previous investigations that have focused on P-Cygni profiles, we investigate the impact on observable optical and near-infrared emission lines. Our working hypotheses assume that such extended wind structures are formed via a rotationally modulated stellar wind mass loss rate that gives rise to the so-called co-rotating interaction regions and that the modelled wind emissivity suffers from no opacity effect. Within this context, we find that the variability of emission lines traces an unambiguous S-shape in the frequency-time space, i.e. a spiralling pattern with positive and negative accelerations towards the line of sight over one stellar rotation period. Further, we demonstrate how lines forming at different heights can be used to provide dynamical and geometrical constraints on wind structures. Complementary to this spectroscopic approach, we also present theoretical expectations for VLT-AMBER interferometric observations of such a perturbed hot star outflow. For a fixed baseline orientation and length (space-based interferometer), the spectrally dispersed visibility and fringe phase output by the Differential Interferometry (DI) method show strong variable signatures, over a rotation period, of the same nature as those determined from spectroscopy. In the realistic case of both variable length and baseline orientation (ground-based interferometer), the DI method still yields a high detection sensitivity and geometrical characterisation of large scale wind structures.
Introduction
Hot and luminous stars are characterised by large mass loss rates (Ṁ ∼ 10 −5 M yr −1 ) and terminal velocities (v ∞ ∼ 1000 km s −1 ), resulting from the efficient scattering of continuum star light by optically thick lines of metals (Gayley 1995) .
Since the first work of Lucy & Solomon (1970) , Castor et al. (1975, CAK) and Abbott (1980 Abbott ( , 1982 , a successful theory of OB star winds has been developed (Pauldrach et al. 1986 ), providing reliable determinations for stellar mass loss rates within the single scattering limit. Denser outflows appropriate for the evolved Wolf-Rayet (WR) stars require additional momentum transfer between light and wind material, supposedly achieved by multiple scattering of photons in a denser line opacity distribution (Abbott & Lucy 1985; Springmann 1994; Gayley & Owocki 1995) . While model atmospheres can reproduce satisfactorily the steady-state properties of these objects -by fitting radiative signatures such as the continuum energy distribution, emission and P-Cygni line profiles -their steadystate, spherically symmetric and smooth approach offer no explanation for observed time dependent phenomena, indicative of important physical processes.
Indeed, there are numerous indications that hot star winds are in fact quite structured and variable on a range of spatial and temporal scales. Small-scale, stochastic structure is inferred from the black troughs of saturated P-Cygni line profiles, which are understood to arise from the net backscattering of multiple line resonances occurring in a highly non-monotonic velocity field (Lucy 1982 (Lucy , 1984 . Embedded wind shocks arising from such velocity variations are moreover thought to give rise to the soft X-ray emission often observed from such hot stars (Lucy & White 1980; Chlebowski 1989; Feldmeier et al. 1997 ). This small-scale structure is also identified via the small-amplitude line profile variability (LPV) often detected in high signal-tonoise (S /N ∼ 100−1000), optical spectra obtained by groundbased monitoring of recombination emission lines in both OB (Eversberg et al. 1998 on ζ Puppis) and WR stars (Robert 1992; Lépine & Moffat 1999) . Such small-scale wind structures are believed to originate within the wind itself from the unstable nature of line driving (Owocki & Rybicki 1984 Owocki et al. 1988; Dessart & Owocki 2002a) .
Large-scale wind structures have also been inferred from the large amplitude variability (∼10%) in relatively low signalto-noise (S /N ∼ 20) IUE spectra, which often show recurring, migrating "Discrete Absorption Components" (DACs) in unsaturated P-Cygni line profiles (Kaper et al. 1997; Prinja et al. 1995) . Explaining their longer evolution (∼days) than the wind characteristic time-scale (∼hours) was theoretically challenging. Following the original idea of Mullan (1984 Mullan ( , 1986 , Cranmer & Owocki (1996, CO) studied the impact of some perturbation located at the surface of a rotating star on a radiatively driven wind. Such base perturbations were found to induce the so-called co-rotating interaction regions (CIR) in the stellar outflow, characterised by a velocity plateau and a density compression. Their model was capable of reproducing both the variability level and time-scale observed in P-Cygni absorption troughs (Owocki et al. 1997) . Harries (2000) was the first to investigate the impact of CIRs on emission lines in hot star spectra. Based on a newly developed Monte Carlo code, he modelled the Hα LPV for ζ Puppis (O) and highlighted the presence of a spiralling variability pattern over a rotation period. While such code permits a 3D modelling of radiative transfer, it requires an analytic and often crude description of the hydrodynamical variables which may affect the accuracy of the computed emergent flux. In this study, we build upon the theoretical success of the CIR model and compute emission line variability based on radiation-hydrodynamics simulations of CIRs. While this permits a more consistent description of the stellar outflow, we restrict our profile simulations to optically thin emission processes, deferring to a future study the possible effects of line opacity. Telescopes can provide standard spectroscopic measurements in the optical and near-infrared, but recently the potential of interferometry as a complementary approach in those spectral bands has been demonstrated vividly. For example, Vakili et al. (1997) used DI to highlight the presence of a (transient) strong asymmetric mass loss in P-Cygni. Also, Vakili et al. (1998) and Berio et al. (1999a) have revealed large scale structures (one-arm oscillations) in Be disks via Hα recombination line monitoring. Hence, large scale wind structures in general, because they induce such obvious wind asymmetry, can be clearly identified by means of interferometry, with such instruments as the near-infrared recombinor AMBER (Petrov et al. 2000) on the Very Large Telescope Interferometer (VLTI). This instrument will indeed permit for the first time the multibaseline temporal monitoring of stellar activity, in the nearinfrared domain with a relatively high spectral resolution.
In this paper, we present the potentials of these two complementary techniques. For this study, we follow the same approach as CO by generating density-velocity maps of a stellar outflow possessing CIRs (Appendices A and B) and go on to compute two observables: the finely dispersed and spatially unresolved (spectroscopy, Sect. 3) as well as and the coarsely dispersed and spatially resolved (interferometry, Sect. 4) informations on the stellar wind emissivity. In Sect. 5, we present a strategy of observations for VLTI-AMBER and in Sect. 6, Fig. 1 . Equatorial wind density lay-out normalised to the unperturbed case for the basic CIR model used in this study. The details of the model are given in Table 1 . Note that these parameters together with the results from the radiation hydrodynamics simulations are identical to those of model 1 in CO. Also, as in CO, we limit the radial extent of the simulation to a maximum radius of 25 R . The velocity field, not shown here, is essentially divergent, i.e. ∇ × u ∼ 0 so that the spiral pattern does not represent actual streamlines (see Sect. 2). Selected cross sections of the density and velocity are shown in Fig. 2. we discuss the limitations of the simulations presented here. Section 7 provides a summary of the work and concluding remarks.
Before dealing with radiative signatures, we discuss in Sect. 2 the key aspects of CIRs in line driven winds.
Description of the wind/CIR structure and dynamics
Full details on the theoretical properties of CIRs in the context of radiatively driven winds are presented in CO, while here we limit ourselves to the most fundamental of these characteristics and discuss modelling assumptions/techniques in Appendix A. While the unstable nature of line driving can generate small-scale structures in radiatively driven outflows (mechanism not implemented here), large scale wind structures are believed to be caused by an external perturbation, most likely situated at the base of the wind, which alters the physical conditions in the critical point region where the mass loss rate is set (CAK). As in CO, we postulate here the presence of a surface equatorial perturbation, laterally confined, rotating with the stellar surface, whose effect is to locally enhance the stellar mass loss rate (the bright spot of model 1 in CO). This enhancement being transient, the wind becomes overloaded with over-dense and slower material for the subsequent less efficient radiative force. Indeed, once such a "spot" has rotated away, a faster and relatively less dense outflow emerges from the stellar surface and rams into the above material creating a reverse shock with an associated velocity kink/density compression.
Such a CIR produces a variable mean optical depth evolving on a much longer characteristic time scale than that of the unperturbed wind. And indeed, this wind dynamical structure is believed to be at the origin of the apparent slow acceleration of observed DACs (CO).
Intuitively, one could think that the CIR material follows spiral trajectories in the equatorial plane (Fig. 1) . However, the dynamics of this perturbed hot star wind is mostly influenced by the overwhelming radiative force in the radial direction. A spiral pattern arises because different wind portions are affected by the local force enhancement at distinct times, which suffer a time delay as a function of the rotation period and the angle between the two points considered.
We have allowed the outer grid radius to extend outward to 100 R in some of our simulations, in order to investigate the outer evolution of the CIR (Fig. 2) . We find that the CIR density compression vanishes beyond ∼30 R , with the concomitant decrease of the absolute density. So, to only include those regions dense enough to contribute to emission profiles, we limit ourselves to r max = 25 R . The surface perturbation is chosen so that the density contrast of the CIR with the surrounding wind is significant ( (ρ perturbed /ρ unperturbed ) max ∼ 3).
Finally, the radiation hydrodynamics simulations used in this work are purely 2D. The computation of emission profiles requires the knowledge of the wind properties in 3D, which are chosen as a hybrid of the calculated perturbed equatorial wind (2D) and an unperturbed polar wind (1D; see CO). This also applies to the spots in that one needs to provide aspect ratios between the latitudinal and azimuthal extents. First, one could just assume that the patch is circular (aspect ratio of unity). However, profile perturbations were more difficult to analyse in that case because the CIR is less confined to the equatorial plane and perturbs a broader range of profile frequencies at any given time. Since we have no knowledge a priori of this aspect ratio, we have chosen a value of ∆φ/∆θ = 4. Also, we calculated the wind equatorial structure over φ = [0, π] with one surface spot and periodic boundary conditions (two spots overall). One surface spot over 2π is more costly while having four makes the profile simulations more complex to analyse due to the significant overlap of profile perturbations and nonnegligible dynamical interactions between different CIRs. This paper being merely a theoretical assessment of what we might expect from the presence of CIRs in hot star outflows, a simple set-up is preferred.
We now have the necessary background information to understand the emission profile simulations presented in the following section.
Spectroscopic analysis
In this section, we present an alternative spectral diagnostics to the widely used P-Cygni profiles in order to improve on our understanding of large scale structures in hot star environments. The P-Cygni profile variability results from the variable wind optical depth between the earth and the stellar disk, mostly affected in practice by the velocity plateau associated with the CIR (CO). Emission lines form instead over spherical shells centred on the star, covering all azimuths. Therefore, they and unperturbed cases (dotted lines) for a given azimuth and in a simulation with identical parameters to that shown in Fig. 1 but with an extended outer radius. We can clearly identify the velocity plateaus at the origin of P-Cygni profile variability discussed in the study of CO. (bottom) As above but for the wind density. The CIR feature at the origin of the variability of synthetic emission lines is the density compression associated with the CIR. represent in principle a three dimensional probe of the stellar wind. Their emissivity being proportional to the square of the density, they are an excellent tracer of a density enhancement. Observationally, we will target near-IR lines formed via recombination processes, but our calculations presented here would apply equally well to all density square emission processes.
We assume that this emission process is optically thin, a requirement to be relaxed in our next study. However, much insight can be gained within this context, offering essential information on emissivity diagnostics from CIRs with no photon "loss" after emission. Moreover, this approximation may not be so inadequate for example for WR stars for which numerous optical and near-infrared emission lines show no opacity effect (Dessart & Owocki 2002b) . So, while this assumption breaks down when applied to Hα LPV, it remains applicable to well selected emission lines.
To present the key information contained in emission line variability, we show in Fig. 3 the expected fluctuation of an emission profile in different situations, presented in Table 1 . The selected parameter space is chosen to cover the case of a WR (OB) emission line formed in the outer wind over extended (restricted) stellar heights. We also investigate the impact of a varying inclination of the system (i = 20, 70 deg). In Fig. 1 , the system is viewed pole-on (i = 0 deg) -the equatorial plane and the plane of the sky coincide. The axes of reference are north toward the top of the page, east to the left. Non-zero inclinations correspond to a tilt of the rotation axis westward. In both WR and OB cases, the line forms sufficiently far from the photosphere that the wind has essentially reached its terminal velocity: the profiles are therefore very broad (∼2 × v ∞ ). They are also flat-topped due to the assumption of optical thinness. The central striking feature is that the emissivity enhancement follows a spiralling trajectory in the profile, moving from one side of the profile to the other in a periodic fashion (Harries 2000) . Having two axially symmetric CIRs implies the existence of two concomitant spiralling patterns in the profile time sequence. The acceleration of a given sub-peak does not always have the same sign as its line of sight velocity, in contrast to migrating sub-peaks observed in recombination profiles of hot star spectra and associated with small scale structures (Lépine & Moffat 1999) . Indeed, over one rotation period, the density enhancement in the line emission region keeps a constant intrinsic velocity so that the apparent line of sight velocity changes due to the changing line of sight angle θ, which runs over 2π. The cos θ weight appearing in the line of sight velocity runs over [−1, 1] and the sub-peaks cover the range ±v ∞ cos (i). The maximum velocity reached by the CIR profile enhancement therefore gives indirect measure of the inclination (assuming that the CIRs are confined to the equatorial region).
Another aspect is the differing emissivity of a given CIR when moving towards or away from us. This results from the asymmetry of the CIR itself, whose frontal structure is very collimated and rear one more extended and diffuse. This behaviour is stronger in lines forming at smaller heights, the azimuthal configuration of the CIR becoming more forward/backward symmetric away from the photosphere. Note that in the optically thin case treated here, irrespective of the time considered, the total profile emissivity remains constant and it is only the frequency distribution of this emissivity that changes. In all cases, the maximum intensity is reached when the line of sight velocity of a CIR (within the LER) is an extremum, i.e. ∼±v ∞ cos (i), or zero. In the former two situations, the profile contribution appears at the same line of sight velocity so Fig. 3 . Intensity plots of the emission deviation from the local time average for models described in Table 1 and in Sect. 3. From top to bottom, we present models A, B, C and D. Not shown here is the average profile, which has simply a square-box shape with a FWHM corresponding to twice the terminal velocity.
that the emissivity due to the density compression falls over a shorter range of profile frequencies (degeneracy), while in the latter the enhancement is caused by the overlapping contributions of the two CIRs at line centre.
The level of fluctuation of the profile emissivity computed here reaches rather high values (∼30%). Theoretically, the magnitude of this deviation is a measure of the spatial extent as well as the density contrast of the compression. So, quantitatively, this depends entirely on the adopted characteristics of the surface perturbation, for which we have no direct information. In fact, such LPV constitutes an ideal tool for probing the photosphere of hot stars, hidden from us because of the optically thick outflow.
Hot star winds are known for their ionization stratification (see Herald et al. 2000 for WR stars) . This property can be used to constrain the geometrical extent of putative large scale structures. Indeed, if a large scale structure is present throughout the wind, lines forming at distinct heights will show a variable pattern. Because of the azimuthal extent of that structure, some time delay between the extrema discussed above should become apparent. In our simulations, we clearly identify a phase gap (Fig. 3) for the inner/outer line formation regions treated here. The spiral pattern is observed out of phase (by .7 days for this 4 day period star). The wind structure causing this pattern is therefore extended over 80 deg (azimuthal angle) between these two heights.
Our parameterisation of the ionization stratification is done through height segregation of the emissivity. However, the physics that controls this stratification can heuristically be explained as resulting from the balance between recombination (∝ 1 v(r)r 2 ) and photo-ionization efficiencies (∝ 1 r 2 ). In a spherically symmetric wind, this ratio is only height dependent (in the accelerating wind). In the presence of CIRs, photo-ionization processes are locally superseded by recombination ones. It then appears more adequate to use a density segregation for a given line emissivity (D. Cohen, priv. comm.) . Implementing this alternative, we find no significant difference with the former parameterisation.
Have such patterns ever been observed? There has never been any clear indication of a spiralling variability pattern in monitored wind emission lines, even in those stars for which CIRs were strongly suggested from P-Cygni profile variability (see Morel et al. 1998 for EZ CMa). One explanation is that the optical line diagnostics used so far suffer from opacity effects. These alter the escape probability of photons at different line of sight angles for the emitting CIR (Lépine 2001) . Similarly, Harries (2000) computed the synthetic LPV of Hα for ζ Puppis and identifies a spiralling pattern whose intensity (over a rotation period) is higher when it migrates away from line centre. This line forms deep in the wind and therefore suffers significant occultation effects. Also, it is not clear whether the standard wind velocity adopted to describe the CIR affected the synthetic LPV. Using clear flat-topped lines (C 5696 Å in WC stars) would offer an ideal alternative to this problem. Another element is that the density compression could be less pronounced in nature than presently calculated, i.e. the surface perturbation is weaker or better quality data is required to reveal a dimmer variability signal. Last, it is to be expected that such surface spots do not necessarily appear at the equator of a rotating star and that the resulting CIR properties deviate significantly from the current ones (see Sect. 6). Numerous surface bright spots located at different latitudes could maybe explain the observed LPV, without resorting to opacity effects.
We have shown that the presence of large scale structures confined to the equatorial plane of a rotating hot star gives unambiguous signatures to emission line variability. We now turn to the investigation of interferometric measurements of such perturbed hot star outflows, as could be obtained with VLTI-AMBER.
Interferometric analysis
The principle of interferometry is to collect light from several telescopes and recombine the different light beams to create an interference pattern (fringes) whose characteristics are function solely of the spatial distribution of the object emission, the spatial separation of the collecting areas (baseline) and the wavelength (Quirrenbach 2001) . Here, we use the instrument characteristics of VLTI-AMBER reviewed by Petrov et al. (2000) who highlight a visibility accuracy of about 10 −2 for a spectral resolution R = 1000 in J, H, K band, and a differential phase rms of the order of 1 degree, i.e. 0.3%, for the 1.8 m auxiliary telescopes without fringe tracker for a star magnitude of 4-6. Ideally, with considerable amount of observing time and numerous collecting areas, one could map the emissivity on the plane of the sky of a given object in many spectral channels.
However, this cannot be achieved yet by the state-ofthe-art interferometric instrumentation, so that current scientific results are obtained by techniques that require only few baselines and just hours of observations. Combining high angular and spectral resolutions, the method of DI yields (seeingindependent) information on the spatial distribution of the object emissivity and its photocentre on the plane of the sky and as a function of wavelength. This differential measurement is more robust and offers a higher spatial resolution than classical interferometric techniques. For partially resolved objects, DI is ideal to bridge the gap between spectroscopy and reconstructed images provided by full closure interferometry.
In the coming section, we discuss the mathematical content of the interferometric technique. Later in this section, a quantitative assessment of interferometric measurements is provided by radiative transfer calculations based on radiation hydrodynamics simulations of the models of the previous section (see also Appendices A, B).
Mathematical description
For an in-depth description of the method of DI, the reader is referred to Chelli & Petrov (1995a , 1995b and Berio et al. (1999b Berio et al. ( , 2001 . Here, we present briefly the fundamental observational quantities, i.e. the visibility or fringe contrast, and the fringe phase related to the position of the object on the plane of the sky. Essentially, the interferometer samples the spatial power spectrum | O(B/λ)|e iψ(B/λ) of the object brightness O(α, δ) at the spatial frequency B/λ (α and δ are the right ascension and the declination of the object). B stands for the interferometric baseline vector projected on the sky and λ for the mean wavelength at which the interferometer operates. Thus:
We call visibility the quantity
, and ψ(B/λ) the fringe phase.
The fringe phase information ψ(B/λ) is lost in principle due to the signal perturbation in the crossing of the atmosphere. It can however be retrieved strictly by the phase closure and the dual feeding techniques (Quirrenbach 2001) , or relatively by DI. In this latter case, one records the interferometric signal simultaneously at two neighbouring wavelengths, in the continuum acting as a reference (λ ref ) and within the studied emission line (λ sci ). The requirements are that the object are un-resolved by the telescopes taken separately and that the two spectral channels are sufficiently close to avoid wavelength related biases (Berio et al. 2001) . Also, B/λ is assumed to be the same for both channels, so that the interferometric signal originates solely from differences between the spatial distribution of the target emissivity in the two spectral channels considered.
This technique is free of time-variable noise, for example due to changing atmospheric conditions. Moreover, with this cross-correlation technique, the S /N is proportional to the geometric mean of the flux in each channel. Choosing an extended continuum band provides a high signal, even if the flux/fringe contrast within the science channel is weak. Both relative visibility ∆V(B/λ) and relative fringe phase ∆ψ(B/λ) are obtained physically by reducing dispersed fringes data using a crosscorrelation method between the wavelengths λ ref and λ sci . In principle, this differential information is sufficient for our purpose, but an absolute calibration of the reference channel is beneficial.
To a first order, this relative phase reflects a shift of the photocentre of the emission at those two wavelengths and is given by:
where is the projection of the vector distance (∆α, ∆δ) = (α, δ) λ ref − (α, δ) λ sci on the interferometer's baseline. It is theoretically known (Petrov 1988 ) and practically demonstrated (Vakili et al. 1997 (Vakili et al. , 1998 Berio et al. 1999a ) that can be much smaller than the angular resolution of the interferometer λ/B. To ensure the best sensitivity of this technique, we select a large spectral band for the continuum reference. Now we can discuss the visibility and fringe phase obtained in the context of our CIR simulations.
Physical description and simulations
In practice, interferometry permits the comparison of the emissivity of the system between a selected wavelength band and a continuum reference. Quantitatively, we can simulate the hot star wind emissivity in specific frequency bands covering a given emission line and at chosen positions on the plane of the sky. For a spherically-symmetric radially-expanding smooth wind, we recover the photocentre of isovelocity surfaces, which at all times coincides with the star position. In the presence of large scale structures, asymmetric emissivity contributions are added which shift this photocentre. The frequency band concerned and the magnitude of this shift depend on the characteristics of the perturbed wind at that time, i.e. the line of sight velocity of the CIR density compression, the inclination of the system and line formation region characteristics.
In this study, we wish to address whether the physical properties of CIRs, their number, extent... can be retrieved from the information provided by the interferometric signal. Here, we explore the parameter space of models A to D for which we compute the emissivity maps in eight frequency slices covering the full width of the profile in equal bins (−v ∞ to v ∞ , Fig. 4) . The star centre coincides with the centre of the annulus/disk represented. The maximum radius is 12 R , and the relative dimensions are maintained between different models and slices. The continuum emissivity contribution from the star is not shown but would in reality be strongly confined spatially and constant in intensity.
In model A, the observer sees the system nearly pole-on, i.e. the equatorial plane and the plane of the sky coincide. For all slices apart from that corresponding to the near mid-plane material (those wind regions which emit at zero line of sight velocity), the emissivity comes entirely from the unperturbed wind. In the slice showing the emitting material with near zero line of sight velocity, we clearly identify a pattern of enhanced emission corresponding to the density compression associated with the CIR. The central slices reveal in fact a very similar pattern to that of Fig. 1 , because the observer sees the individual contributions from each region, whose emissivity is a direct function of the density revealed in that figure. We show three more examples (models B, C and D) that vary the height of the emission and the inclination.
As we move towards the edge-on situation, the contrast of emissivities increases so that we finally only see the CIR contribution and hardly any longer the wind. As mentioned in Sect. 3, the total emissivity of the system in the optically thin approach is the same for all inclinations, it is merely the distribution on the plane of the sky and within the slices that changes.
Based on these emissivity maps, we simulate the visibility and the fringe phase as would be observed by VLTI-AMBER (Petrov et al. 2000) , the subject of the next section.
Signal description
In our calculation, we consider a baseline of 80 m, and a spectral resolution in I, J and K bands of the order of 1000, sufficient to resolve large amplitude variations of hot star wind emissivity.
As discussed in Sect. 3, the two sets of models considered so far (A-B and C-D) were chosen to represent line emission in the WR and O star cases. Because interferometry is sensitive to the spatial distribution of the radiative flux, we need to define the spatial extensions of WR/O star outflows in absolute terms, i.e. the actual dimensions of the continuum and emitting radii. For our model O star, we choose ζ Puppis, a nearby bright object (∼450 pc, m K = 2.80), whose apparent angular diameter of ∼0.4 mas (related to R (τ = 2/3)) is barely resolved and can be used as a very good interferometric reference. WR stars overall have much smaller hydrostatic radii (about a factor 4) but also possess larger near-IR continuum emission radii (about a factor 4). However, they are typically situated much further away (∼1-2 kpc) so that their apparent radii is a factor of a few smaller, i.e. ∼0.2 mas.
In Fig. 5 , we present the visibility and the fringe phase calculation for the WR model A (baseline with an east-west orientation). The dotted (solid) line represents expectations for Fig. 4 . These four panels describe the spatial distribution on the plane of the sky of the outflow emissivity for models A, B, C and D at time t = 0 (for comparison with the simulations of Fig. 3 ). Each panel displays such emissivity in a sequence of eight frequency slices of width v ∞ /4, covering the emission profile from −v ∞ to v ∞ . In each of the four panels, the profile is described from blue edge to centre by the slices in the top row, from left to right, and from centre to red edge in the bottom row, again from left to right. Each of these emissivity slices covers in the plane of the sky a square whose side length is 24 R . We specify again the orientation adopted: the zero degree inclination corresponds to the equatorial plane of the system coinciding with the plane of the sky. The axes of reference are north toward the top of the page, east to the left. Non-zero inclinations correspond to a tilt of the rotation axis westward. This further specification is necessary because the system does not have a cylindrical symmetry -these emissivity slices and consequently interferometric measurements (see next section) would be different if the tilt was performed in another direction. the unperturbed (perturbed) case. Variations in the signal reflect essentially the modulated orientation of the large scale structures with respect to the baseline. The visibility (phase) is maximum (minimum) when the structure lies perpendicular to the baseline. Rotating the baseline by 90 deg reverses those properties (and the grayscales). The continuum visibility (beyond the edges of the line) is nearly unity (unity would be obtained if the star was not just barely but absolutely unresolved). Within the line profile, the visibility of the unperturbed envelope drops to a minimum value of 0.4. However, its phase is zero due to the exclusive wind emissivity symmetry in those frequency bands -in this situation, a non-zero phase would be a detection of a rotating envelope/photosphere. In the perturbed case, the contribution from the CIR is confined to the central regions of the line (∼25% deviation from the unperturbed value).
The phase is non-zero within the profile. Each of the two extrema is related to a given CIR. The "bottom" ("top") CIR shifts the photocentre of the object towards the south (north) at negative (positive) velocities and leads to a negative (positive) phase. The current situation corresponds to a minimum of phase. Later, after rotation, the CIRs are aligned with the baseline and the phase is significantly increased (see temporal evolution of the phase in Fig. 8 ). Also, in Fig. 4 , the spectral resolution is low (8 bands over the whole profile) so that the two CIRs appear in one band. In our simulations, to reproduce the spectral resolution of AMBER, we calculated the emissivity maps in 16 frequency channels, which lifted some degeneracy of the CIR presence (spectral resolution of 1000 at 2 µm). We show a similar calculation for model C, i.e. that of an O star, in order to highlight the signal differences for line diagnostics forming deeper in the wind (Fig. 6) . These calculations were carried out at a single time and using a unique baseline orientation. In that respect, these simulations do not constitute realistic interferometric measurements because the baseline of a ground-based interferometer evolves with the rotation of the earth. For example, for a two-telescope interferometer, a given observing situation is met only once per night when the hot star emissivity is projected on the same baseline, so that a prohibitive amount of observing time and many different baselines would be required to build the "redundancy" necessary for these simulations. A space interferometer whose orientation can be held fixed can perform easily such measurements. It can be pedagogically instructive to perform a time series for such a fixed interferometer baseline to investigate how the interferometric signal (visibility and fringe phase) evolves due to the changing appearance of CIRs.
In Figs. 7-10, we show these idealised simulations (baseline of 80 m oriented east-west) and illustrate the close relationship between DI and spectroscopy. The theoretical patterns for spectroscopic and interferometric monitoring follow the same evolution. The phase (visibility) is anti-symmetric (symmetric) about line centre due to our assumption of having two CIRs. Specific times when the CIR contribution falls over several spectral bands reduce the deviation from the un-perturbed case, increasing the difficulty of resolving the emitting CIR. For the WR star case, the signal is almost always detectable: the CIR visibility signal departs from the unperturbed case by up to 5% over a rotation period, while the phase magnitude reaches values up to 20 deg (5 deg at t = 0, Fig. 5 ). For the O star case, the inner location of the wind emissivity makes the visibility and phase signals weaker. However, we find (we show the results for models A-B and quote those for model C-D) the visibility signal (max. amplitude of about 3%) and the phase signal (max. amplitude of about 5 deg) are however still detectable in favourable temporal periods (days 0 and 2 for the visibility, 1 and 3 for the phase).
We conclude from this section that the signal from the CIR is at most times strong enough to be resolved, using for our simulations realistic parameters of the AMBER instrument (see beginning of Sect. 4). We have proven that interferometric measurements carried out with a fixed baseline reveal a visibility and fringe phase signal that strongly highlight the presence of CIRs, in a very similar way to what spectroscopy can achieve. In the next section, we move away from the ideal fixed baseline configuration and investigate the results output by a more realistic observational setup.
Feasibility of observations/strategy
In the previous section, we assumed that the baseline of the interferometer was fixed in time, so that the variability of the signal was a direct reflection of the temporal evolution of the wind emissivity. While informative, this represents a suitable assumption for space-based interferometers. On the ground, interferometers possess baselines whose orientation varies due to the rotation of the earth. Because of that, it is difficult to build measurements under identical telescope/instrument conditions.
One specific constraint in this study is that we target objects whose variability time-scale can be as short as 3 days (e.g. ζ Puppis and HD 50896), while the rotation of the baseline follows that of the earth (in one day). It is therefore crucial to be able to perform measurements with high enough signal in a small fraction of the earth rotation time. Flux is not really an issue to achieve a high signal level for our hot luminous program stars. The difficulty is really to reach a sufficient spatial resolution for the fringe sensitivity. This requirement is however met if we use baseline lengths of at least 60 m. To construct the necessary redundancy, a configuration of three equally-spaced telescopes is recommended. This optimises the covering of all directions, and the homogeneity of the projected lengths. It allows also a good determination of the mean visibility signal of the wind. With this setup, we want to reveal the temporal variation of the contrast (visibility) and position (phase) of the fringes in a line compared first to the continuum, and next to subsequent observations. A visibility point with a S /N ≥ 30 for a spectral resolution R = 1000 can easily be obtained with an exposure time of one minute and 1.8 m telescopes for ζ Puppis. For HD 50896 (WR6), a visibility point is obtained in about 5 min. The calibration of these measurements constitutes the biggest overhead, which we estimate at 30 min. So, one can obtain one visibility point in less than 1% of these star rotation period. In 6 h, we thus obtain at least a set of 10 independent visibility points per spectral channel corresponding to different baselines and CIR configurations, and a total of about 50 points per CIR period.
At the start, we will search for a non-zero differential fringe phase (line compared to continuum), a non-equivocal evidence of the presence of a significant emissivity asymmetry. Subsequently, if such a deviation is identified as variable in the fringe phase, we will search for it in the visibility signal, Fig. 9 . Temporal evolution of the visibility for model B, compared to the mean over a rotation period. bearing in mind that many observations are needed to build the mean/reference visibility.
One might for example search for a periodic evolution of the fringe phase, which would clearly suggest a periodic emitting configuration. Time series such as shown in Figs. 7-10 cannot be constructed because of the changing baseline. However, we can search for a periodic shift of the emissivity photocentre, as obtained from the fringe phase signal (Eq. (2)). By re-normalising the phase signal by the factor |B|/λ, we are able to build the periodic shift of the emissivity photocentre. We show in Fig. 11 such a simulation for model A carried out with a three telescope interferometer, covering sixteen consecutive times or half the rotation period of our system (our two-CIR setup makes the signal periodic every half rotation period). A given line-style corresponds to a given time, while positions along a line trace the photocentre position in different spectral bands across the profile. It is clear that in this configuration we can identify a significant shift, periodic in nature. Note that in such near pole-on cases, little or no spectroscopic variability is identified because the temporal fluctuations occur in the mid-plane of the wind as seen by the observer. Interferometry complements well spectroscopy in these situations.
Information about the geometrical structure of the CIRs in the line emission region can be retrieved from Fig. 11 . Indeed, we show that at a given time, the photocentre shift follows a line (1D curve) which implies a one-dimensional extent of the Fig. 11 . Shifts of the emissivity photocentre on the plane of the sky over a signal period -half the rotation period -for model A. Different line styles correspond to distinct time (equidistant), while each line traces the photocentre in a given spectral band. Each line follows a unique direction in the sky-plane. Were we to perform the same simulations on a spherically symmetric wind, the emissivity photocentre would coincide with the origin (0, 0) at all times and all frequencies.
CIR through the line profile. In the edge-on case (Model B, Fig. 12 ), a similar calculation reveals the latitudinal extent of the CIR through the 2D migration of the photocentre within the line profile. Note that the line emission region adopted here is too confined to reveal an intrinsic "bending" of the CIRs. Using lines of different ionization at a given time, one could show a photocentre shift in distinct directions, suggesting a different orientation of the CIR, thus providing a similar information to the temporal delay obtained in the spectroscopic variability patterns.
We have demonstrated that we can clearly reveal the presence of large scale structures such as CIRs by means of interferometry. Quantitative information on the spatial structure of the CIR can be obtained especially from the phase information extracted by DI while such information is difficult to extract from spectroscopic measurements.
Limitations
Our work has made a number of assumptions which can be questionable. First, we have assumed that the emission process is optically thin, mostly for modelling convenience. Indeed, treating line opacity effects is complex and therefore requires a detailed study of its own. We know that such effects might play a role, as demonstrated for example in the phenomenological model of Lépine (2001) for the WR star EZ CMa. Dessart & Owocki (2002b) discuss line opacity effects in optical emission lines in WR spectra and emphasise that those are generally absent. So, one must wonder whether the observed LPV does not arise from an optically thin line formation process but occurring in a much more complex emitting system, perturbed throughout the wind rather than in the preferred equatorial plane, with numerous spots, bright and dark, having a spectrum of properties etc. It is clear that optically thick line diagnostics such as Hα (Harries 2000) do not constitute the main focus of the present study. We must wait until a forthcoming study to address the implications for spectroscopic and interferometric measurements of line opacity effects. Together with such investigation, we plan to extend the current radiation hydrodynamics simulations to 3D as it is not clear whether the complexity of observed LPV arises from opacity effects or from the dynamical and geometrical complexity of the emitting system.
We have studied hot stars with outflows dense enough to produce emission lines. One could also in principle expect continuum wind emission (free-free and bound-free processes), not accounted for here. Since the DI signal is proportional to the difference of intensity distributions between the continuum and the line, an extended continuum will lower the strength of the interferometric signal. Extended emission regions also produce a dilution of the signal (Runacres & Blomme 1996; Blomme & Runacres 1997) .
We have assumed that the continuum reference is absolutely non-variable. This was motivated by the work of Harries et al. (1998) who highlighted the overwhelming optical variability arising from WR lines compared to the underlying continuum via polarisation studies. But Blomme & Runacres (1997) suggested the possibility that CIRs could produce continuum eclipse effect when passing through the line of sight. So, it is not too clear whether the continuum might suffer temporal changes due to the presence of large scale structures. Practically, such continuum variability complicates the reduction/analysis but this problem can be solved by using a calibration on a reference star. In that case, using the dual feeding technique, one can retrieve the absolute interferometric signal. Finally, observations of hot stars can be problematic when the spectral regions studied are crammed with emission features. Line overlaps merge signals which come from different regions of the wind (hydrogen and helium pickering lines are a typical example in hydrogen-rich hot stars). Hence, selecting adequate lines constitute a crucial step in our work, and in fact in all line variability studies. The associated difficulty is that continuum windows free of emission features are not trivial to find. This problem is however less severe in the near-IR than in the optical for example and can be resolved with sufficient care. The last resort would be to select for the reference band a broad spectral region containing lines and continuum, whose cumulative variability would be minute due to averaging effects.
Conclusions and discussion
In this paper, we have investigated the impact of large scale wind structures on the temporal evolution of optically thin emission lines. Our working hypothesis was that such large scale structures took the form of CIRs, whose properties were determined from a new implementation within ZEUS-2D of the formalism developed by Cranmer & Owocki (1996) . In this context, the large scale structures are spread in the equatorial plane of the rotating star.
We find that differential interferometric measurements (visibility and fringe phase) can provide a complementary information to that from spectroscopy (emissivity). Indeed, we have found that emission lines forming at intermediate heights (≤20 R ) show a periodic pattern that spirals the profile line centre, with positive and negative accelerations towards the line of sight over one stellar rotation period. In the ideal case of a fixed baseline (no influence from the earth rotation as for a space-based interferometer), interferometric measurements provide similar results to spectroscopy, i.e. the spiralling pattern is retrieved and its maximum extension in velocity gives the angular tilt of the CIR to the observer. Also, using lines forming at selective heights provides information about the vertical extent of CIRs, while the time shift between patterns gives the lateral extension of such large scale structures. For a more realistic observational setup -the interferometer baseline is no longer fixed -one can however build enough observational redundancy to reveal the presence of large scale structures from photocentre shifts provided by the fringe phase. Interferometry is considerably more spatially sensitive than spectroscopy and is therefore particularly suited to revealing the presence and 3D characteristics of large scale wind structures. Our conclusions assumed a conservative set of instrument characteristics, while larger baselines, 8-m class telescope, adaptive optics will in the future enhance the sensitivity of interferometers even further. Such spatial sensitivity offers a great potential for the study of photospheric structures created by non-radial pulsations or magnetic fields and their distinction from wind structures. Also, the future coupling of AMBER with PRIMA will permit absolute calibration of interferometric signals, solving difficulties with continuum variability.
Theoretically, we wish to improve on the hydrodynamical models used to generate CIRs, by extending to 3D the geometry of our investigation and accounting as well for the angle dependence of the radiation force. A more arbitrary distribution of surface spots perturbing the stellar wind will also be necessary to make our work more general. Also much needed is an assessment of line opacity effects on the computed emissivity.
Observationally, there is a strong need to extend to the nearinfrared region the time monitoring of hot stars, to include lines probing the outer wind. A program with VLT-ISAAC would be an ideal preparation stage for subsequent VLT interferometric measurements, selecting suitable targets for this challenging opening. The uniform azimuthal coverage is 180 deg with 160 points, with periodic boundary conditions in that direction. This explains why we have the simulation of two CIRs, rather than one. We decide to work in an inertial frame, so that the stellar surface rotates like a rigid body while the rest of the flow moves azimuthally according to the prescription of angular momentum conservation. No fiducial force is therefore accounted for in the momentum equation (the Coriolis or centrifugal terms). We implement the radiation force and the boundary conditions as in CO, where full details on this type of simulations are given. In particular, we make no allowance for the radiative instability mechanism. We warn the reader that only the radial component of the radiation force is included. The presence of 1(n) bright spot(s) leads to a local enhancement of the line driving, whose angular and radial dependence are implemented as in CO (their function γ(r) together with the gaussian shape of the azimuthal amplitude modulation). The line force modulation due to the presence of a spot is confined to nearby azimuth via a gaussian multiplicative factor. Following their nomenclature, we give in Table A .1 the characteristics of the bright spots used. Also in this table are the stellar characteristics used in the hydrodynamical simulations, representative of ζ Puppis (Kudritzki et al. 1983) , while it is a trivial matter to extend our work to other luminous stars whose winds are generated by radiation pressure in a large ensemble of optically thick and thin lines (CAK).
We find both a qualitative and a quantitative agreement with the simulations carried out by CO, and provide one snapshot for the case of two bright spots in Fig. 1. 
Appendix B: Recombination profile simulations
The method presented here overlaps considerably with that of DO. It also makes use of the approximations discussed in CO. The inputs to the profile simulator are generated by ZEUS-2D (see Sect. 2 and Appendix A). This provides the equatorial wind structure, while the 3D outflow has to be characterised in order to calculate an emission line profile. As in CO, at any wind point (r, θ, φ), the density/velocity is defined as a hybrid between the calculated equatorial value at (r, φ) and and its assumed un-perturbed value at r obtained from a standard 1D CAK wind with identical parameters (those for ζ Puppis without any base perturbation).
The present wind properties show an angle correlation due to the rotation of the system, the periodic perturbation of the wind by the spot. Hence, it is quite different from the entirely radial treatment of the patch approach described in DO. Still, the data is organised as star centre cones, so that for each (θ, φ), we have a number of "slabs" running over all radii whose angular extent is set by the resolution used in the radiation hydrodynamics code. Further, we can treat the profile contributions as in the patch method, i.e. as arising from independent slabs bounded in radius, azimuth and latitude. The profile frequency where the contribution is made depends on the projected velocity along the line of sight of each slab, spanning a frequency range set by the maximum and minimum line of sight angles of that cell, as seen by the viewer. While the patch approach described in DO assumed no symmetry of any kind, here the strong equatorial patterns differ greatly from the properties at other latitudes so that we expect to observe a very different recombination profile depending on the inclination of the system and the equatorial structure as a function of azimuth.
The line of sight angle of a given cell will now determine the projected velocity of the velocity vector of that cell. Suppose the spherical coordinate of the viewer are (θ v , φ v ); the cell (θ, φ). The angle between the viewer and the cell as seen at the star centre is: α = cos −1 (sin θ cos φ sin θ v cos φ v + sin θ sin φ sin θ v sin φ v + cos θ cos θ v )
since the unit vectors of the viewer and the cell are respectively (in star centred coordinates):
n v = sin θ v cos φ v x + sin θ v sin φ v y + cos θ v z n c = sin θ cos φx + sin θ sin φy + cos θz.
The projected velocity of the cell along the direction to the viewer is simply v LOS,α = u · n v . We assume that the frequency span results from the geometrical extent of the cell (∆φ) and given by v LOS,α±∆φ/2 = v LOS,α cos(α ± ∆φ/2) cos α ·
The computation of the recombination line emissivity is done as in DO (Sect. 3.2). To construct the synthetic recombination profile, we run cover all θ angles between [0,π], with the m(θ) individual "patches", and run over all radii. This is identical to the patch method, except that here, the profile contribution may appear at differing frequency positions depending on the inclination. To calculate the emergent profile from a 3D wind geometrically treated with those patches, we sum up the contributions from all patches. For each of the m(θ i ) in annulus θ i and at each radius r, the differential contribution to the emission is given by
2 ρ 2 (r)dr for x min,i < x < x max,i 0. otherwise where the minimum and maximum profile frequency of the contributions are given by x min,i = v LOS,α+∆φ2/ /v ∞ and x max,i = v LOS,α−∆φ/2 /v ∞ . As in DO, this method is tested against the prediction of the so-called shell approach assuming spherical symmetry. We find that for all inclinations, the departure between the patch and shell methods in this ideal case lead to no more than a 1% difference, all profile frequencies considered.
