Mathematische Programmbibliotheken im Wandel der Zeit by Bischoff-Gauss, I. et al.
Mathematische (Unter-)Pro-
gramm-Bibliotheken sind Be-
standteil eines vielfältigen Ange-
bots an Programmen und Pro-
grammpaketen, welches unter
dem Sammelbegriff „Mathemati-
sche Software“ für die technisch-
wissenschaftlichen Anwender der
Datenverarbeitung verfügbar ist.
Der Begriff „Mathematical Soft-
ware“ wurde 1969 von John R. Ri-
ce geprägt und als „Computer pro-
grams which implement widely
applicable mathematical proce-
dures“ definiert [2]. Das heutige
Spektrum umfaßt einerseits Pro-
gramm-Bibliotheken zur Bearbei-




teme, Anfangs- und Randwert-
probleme bei gewöhnlichen und
partiellen Differentialgleichungen,
schnelle Fourier-Transformatio-




aber auch die sog. Computer-Al-
gebra-Systeme, welche Ergeb-
nisse sowohl in symbolischer als
auch in numerischer Form liefern
können. Zusätzlich bieten beide
Arten ausführliche Online-Hilfen
sowie Möglichkeiten der grafi-
schen Darstellung und Visualisie-
rung.
Offensichtliche Gründe für die Be-
reitstellung mathematischer Soft-
ware sind: Minimierung des Pro-
grammieraufwandes, Nutzung
von in Programme gegossenem
Spezialwissen nach dem neues-
ten Stand der Wissenschaft, Pro-
duktion von gesicherten Ergeb-





Geht man in der Geschichte des
Rechenzentrums zurück bis etwa
1969/70, so findet man drei Quel-
len mathematischer Unterpro-
gramme vor: Die SYS1.FORTLIB
als Bestandteil des FORTRAN-
Laufzeitsystems, welche neben
Funktionen wie Sinus, Tangens
etc. auch Ein-/Ausgabe- und
sonstige Dienstprogramme be-
reitstellte. Die GFK.FORTLIB aIs





trums der gesamten Benutzer-
schaft zur Verfügung gestellt wur-
den. Und das Scientific Subrouti-
ne Package (SSP), wohl die erste
Sammlung dieser Art von über 250
mathematischen und statisti-
schen Unterprogrammen – die
meisten davon in Ausführungen
für einfache und doppelte Genau-
igkeit – entwickelt von IBM und im
FORTRAN-Quellcode verfügbar
(was der Verbreitung förderlich
war, weil jeder Benutzer sich die
Programme auf Lochkarten aus-
stanzen und sie bei Bedarf auch
modifizieren konnte).
Ab 1972 bot das Rechenzentrum
die kostenpflichtigen Lizenzpro-
gramme SLMATH (für FORTRAN)
und PLMATH (für PL/1) als Nach-
folger für SSP an, wobei PLMATH
– in Ermangelung anderer Quellen
für die Programmiersprache PL/1
– erst 1992 abgemietet wurde.
Einige Entwickler von SSP grün-
deten 1971 in den USA die Firma
IMSL (International Mathematical
and Statistical Libraries), welche
ein Jahr später die erste rein kom-
merzielle mathematische Pro-
gramm-Bibliothek für FORTRAN
an IBM-Kunden auslieferte (kom-
plett in je einer Version für einfa-
che und doppelte Genauigkeit) [2].
Ab 1973 wurde die gleiche Biblio-
thek auch für Kunden anderer
Rechnerhersteller verfügbar, was
ein Novum darstellte, konnten
doch jetzt Quellprogramme mit
IMSL-Aufrufen zwischen ver-
schiedenen Plattformen ausge-
tauscht werden, sofern nur die
IMSL-Bibliothek vorhanden war.
Allerdings war der Quellcode der
Unterprogramme nicht verfügbar.
Das Rechenzentrum lizenzierte
ab 1978 diese Bibliothek und bie-
tet sie bis heute seinen Benutzern
an. Sie zeichnete sich in der Ver-
gangenheit schon aus durch die
Qualität der Algorithmen, ein um-
fangreiches Anwendungsspek-
trum, eine weite Verbreitung und
gute Dokumentation in Form von
Handbüchern, die in späteren Ver-
sionen auch Online verfügbar wa-
ren und durch komfortable Online-
Hilfen ergänzt wurden. Ab 1991
wurde von IMSL auch eine Biblio-
theksversion für die Program-
miersprache C angeboten.
Mit der HARWELL Subroutine Li-
brary (HSL), einem nicht kom-
merziell vertriebenen Produkt von
HARWELL Laboratory in England,
verschaffte das Rechenzentrum
1980 seinen Benutzern wieder Zu-
griff auf Programme im Quellco-
de, welcher mit der Auflage des Zi-
tierens in wissenschaftlichen Ver-
öffentlichungen für Forschungs-
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thematischen Teil deckte die HSL
nahezu den Bereich der IMSL ab,
im Statistikbereich nur einen klei-
nen Ausschnitt. Einige Dienstpro-
gramme waren im IBM-Assembler-
Code geschrieben (dies schränk-
te die Portabilität ein). Mit dem
Übergang vom Betriebssystem
MVS auf Unix 1999 endete die
HARWELL-Ära im Forschungs-
zentrum.
Eine neue Qualität bezüglich 
der Zuverlässigkeit von Ergebnis-
sen numerischer Berechnungen
brachte das IBM-Produkt
ACRITH, die „High Accuracy Arith-
metic Library“, mit dem Konzept
der „verifizierenden Algorithmen“
bzw. der vom Programm „verifi-
zierten Ergebnisse“: Statt eines
einzigen Ergebnisses werden
jetzt zwei Zahlen zurückgegeben,
die das einschließende Intervall
für das – unbekannte – exakte Er-
gebnis definieren. Die theoreti-
sche Basis für die gesicherte Feh-
lerschranken liefernden Algorith-
men – die Anwendung der Inter-
vall-Arithmetik sowie von Fix-
punktsätzen der Analysis, der ge-
richteten Rundung von Zwi-
schenergebnissen, die Verwen-
dung eines langen Akkumulators
für die exakte Berechnung von
Skalarprodukten etc. – wurde
schon Anfang der siebziger Jahre
wesentlich von der Universität
Karlsruhe gelegt. Die Firma IBM
hat diese Arbeiten in das Produkt
ACRITH überführt und vermarktet
und sogar einen Rechner – die
IBM 4361 – gebaut, bei dem die
wesentlichen Arithmetik-Funktio-
nen in Hardware implementiert
worden waren. Das Rechenzen-
trum hat diese Bibliothek 1986 für
die Benutzer verfügbar gemacht
und damit – hoffentlich – ins Be-
wusstsein gerückt, nicht jedem Er-
gebnis bisheriger Rechnungen
blindlings zu vertrauen. Die Me-
thoden haben sich langfristig nicht
durchgesetzt, vielleicht weil die
Rechenzeiten gegenüber her-
kömmlichen Algorithmen deutlich
länger waren und ACRITH nicht
das gesamte Spektrum anderer
Bibliotheken abdeckte.
1987 wurde im Rechenzentrum
der erste Vektorrechner installiert,
der Siemens-Fujitsu VP50. Um
die Möglichkeiten dieser neuen
Rechnergeneration – das Verar-
beiten von Vektoren als Ganzes
oder in Teilen gegenüber der bis-
herigen elementweisen Abarbei-
tung – nutzen zu können, mussten
Programme „vektorisiert“ werden.
Diese Aufgabe übernahmen die
Compiler der Hersteller, jedoch
waren auch die Programmierer
gefordert, ebenso die Anbieter von
Bibliotheken. Die Herstellerbiblio-
thek „ Scientific Subroutine Libra-
ry 2“ (SSL2) – sie war schon auf
dem Skalarrechner im Einsatz –
wurde in einer für die spezielle
Hardware der VP50 optimierten
und um Vektoralgorithmen erwei-
terten Version mitgeliefert. Der Ef-
fizienzgewinn der diese Bibliothek
nutzenden Programme ging aller-
dings zu Lasten ihrer Portabilität.
Eine Alternative zur Effizienzstei-
gerung ohne Portabilitätsein-
bußen boten die BLAS-Program-
me in Verbindung mit einer platt-
formunabhängigen Bibliothek.
BLAS („Basic Linear Algebra Sub-
routines“) ist das Ergebnis eines
von ACM-SIGNUM geförderten
Standardisierungsprojektes für
Mathematische Software, in einer
ersten Version 1979 bereitgestellt
und in ACM Transactions On Ma-
thematical Software (TOMS) do-
kumentiert als ein Satz von Fort-
ran-Unterprogrammen für die ele-
mentaren Operationen mit Vekto-
ren und Matrizen. Man hatte sich
auf Namen, Parameterlisten und
funktionale Beschreibungen geei-
nigt, ein bedeutender Schritt für
die Entwicklung von Programmen
der linearen Algebra.
Der Software-Hersteller IMSL
paßte 1987 seine Bibliotheken an
diese Entwicklung an: entspre-
chender Programm-Code wurde
durch zum Standard konforme
BLAS-Aufrufe ersetzt. Hardware-
Hersteller optimierten die BLAS-
Bibliothek für ihre speziellen Ar-
chitekturen, so IBM mit der 3090-
Vector-Facility und Siemens-Fu-
jitsu mit dem VP400, die 1990 bzw.
1991 im Rechenzentrum installiert
wurden. Dadurch konnten die Be-
nutzer durch Einbinden dieser op-
timierten BLAS-Bibliotheken an
Stelle der IMSL-BLAS oft in signi-
fikantem Maße Rechenzeit ein-
sparen.
Ein neuer Rechnertyp wurde 1995
im Rechzentrum etabliert: der Par-
allel-Rechner CRAY-J916 unter
dem Betriebssystem UNICOS.
Die Möglichkeit, ein Programm auf
mehreren Prozessoren gleichzei-
tig – also „parallel“ – auszuführen
(schon auf der IBM3090/600VF
möglich, aber nicht effizient reali-
sierbar), war eine neue Heraus-
forderung an Mathematiker und
Entwickler mathematischer Soft-
ware. Hierzu bot der Hersteller
CRAY neben einer optimierten
BLAS-Bibliothek und einer auf
BLAS basierenden Bibliothek LA-
PACK, die die Funktionalität der
bekannten Bibliotheken LINPACK
und EISPACK abdeckte, auch ei-
ne eigene mathematische Biblio-
thek SCILIB an, deren wesentli-
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che Programme die Vorteile der
Parallel-Vektorarchitektur nutz-
ten. Die Firma IMSL stellte für die
CRAY-Rechner ebenfalls die Ar-
chitektur nutzende Versionen ih-
rer Bibliothek bereit.
Die rasant gesteigerte Rechenlei-
stung der Computer-Hardware
zwingt die Software-Entwickler zu
neuen Verfahren der Anpassung
und Optimierung, die bisher sehr
zeitaufwendig waren und nur von
hochqualifizierten Spezialisten
geleistet werden konnten. Ziel des
seit 1998 laufenden Forschungs-
projekts ATLAS (Automatically Tu-
ned Linear Algebra Software) ist,
empirische Methoden in Form des
Software-Pakets ATLAS bereit zu
stellen, um Programme der linea-
ren Algebra – in erster Linie die
BLAS-Bibliothek, aber auch aus
LAPACK – für unterschiedliche
Hardware-Plattformen zu opti-
mieren [4].
Die Anzahl weltweit angebotener
freier und kommerzieller mathe-
matischer Bibliotheken unter-
scheidet sich dramatisch von der
Anzahl der im Forschungszen-
trum zentral installierten Biblio-

















Die BLAS-Bibliothek ist eine aus
Public-Domain Routinen beste-
hende Sammlung von Basispro-
grammen zur effizienten Lösung
von Problemen der Linearen Al-
gebra. Es werden Routinen für
Vektor-Vektor, Vektor-Matrix und
Matrix-Matrix Operationen ange-
boten. Nach und nach hat sich die-
se Sammlung als Standard eta-
blieren können, da die im Quell-
text verfügbaren Routinen von al-
len größeren Herstellern als hard-
wareoptimierte BLAS-Version (->
ATLAS ) zur Verfügung gestellt
werden. Auch die Anbieter von
Softwarepaketen bedienen sich
der BLAS Routinen. Vom Re-
chenzentrum wurden diese Rou-
tinen erstmals auf einem Vektor-
rechner VP50 und einer IBM




Eine neue Art von numerischer
Unterprogrammbibliothek löste ab
1992 die Bibliotheken EISPACK
(seit 1976) und LINPACK (seit
1979) ab. LAPACK bietet eine
Vielzahl von sogenannten ‘driver
routines’, die sich wieder in ‘sim-
ple’ und ‘expert’ unterteilen. Es
wird aber auf die optimierten






wurde der Bedarf nach parallelen
Bibliotheken geweckt. 1995 wur-
de die erste Version für die soge-
nannte MIMD-Architektur (multi-
ple instruction streams, multiple
data streams, Flynn Einteilung)
zur Verfügung gestellt. Für große
Probleme eröffnet diese Biblio-
thek die Möglichkeit, verteilten
Speicher und schnelle Prozesso-
ren über leistungsstarke Netze ef-
fizient zu nutzen. Leider steigt
durch einen hohen Speicherbe-
darf die Anzahl der zu nutzenden
Prozessoren so stark an, dass bei
einer Eigenwertberechnung die
Anwendung nur verteilt auf einem
VPP300 mit viel lokalem Speicher
gerechnet werden kann.
IMSL
Die seit 1972 angebotene IMSL
Bibliothek wird laut Benutzerbe-
fragung auch wegen des hohen
Preises vor der NAG Bibliothek
(Numerical Algorithms Group) be-
vorzugt. Deshalb wird bis heute
die IMSL auf den zentralen Rech-
nern angeboten, obwohl die NAG
moderner ist. Die IMSL bietet mit
ihren mathematischen und stati-
stischen Teilen Fortran- als auch
C-Programmierern eine einfache
Schnittstelle an. Über ein MPI-In-
terface können verteilte Systeme
gemeinsam an der Lösung einer
Aufgabe arbeiten.
Bedingt durch die Annäherung der
Leistungsdaten von Hochlei-








her Stückzahl produzierten Com-
modity-Komponenten und den
Verdrängungswettbewerb der Ge-
neralisten gegen die Spezialis-
ten im Hochleistungsrechnerbau
(IBM, SUN, HP, Intel, Cray, Think-
ing Machines usw.) sowie durch
Leistungssteigerung mittels par-
alleler Strukturen ist auch ein Um-
denken bei numerischen Biblio-
theken notwendig.
Gerade diese parallelen Systeme
können aber eine wesentlich stär-
kere Beschleunigung von Anwen-
dungen bewirken, als der Intel-
Mitbegründer Gordon Moore noch
1968 vorhergesagt hatte.
Adaptive Algorithmen in der Nu-
merik haben den Vorteil, dass et-
wa ein Berechnungsgebiet nicht
mehr wie bei herkömmlichen Ver-
fahren a priori statisch festgelegt
wird, sondern dynamisch wäh-
rend des Berechnungsvorganges
zugeordnet wird. Dabei werden
Größen wie Rechenleistung,
Netzbandbreite, Latenz, usw.
berücksichtigt. So ergibt sich eine
dynamische Lastverteilung und
optimale Nutzung der Ressour-
cen. Der Güte des Ergebnisses
als auch dem Ressourcen-
management gilt dabei das
Hauptaugenmerk. Jedoch gibt es
momentan nur Lösungen für ganz
bestimmte Fragestellungen. An-
sätze sind erkennbar bei adaptiver
FEM-Software, Bildanalysesoft-
ware und in der Bioinformatik.
Am Institut für Meteorologie und
Klimaforschung wurde mit Hilfe
umfangreicher numerischer Si-
mulationen am VPP5000 eine




de in einem horizontalen Raster




Abb. 1: Clusteranalyse für die Parameter Windrichtung, Windgeschwindigkeit und Temperaturschichtung (ge-


































Zur Berechnung ist eine Zusam-
menfassung der Großwetterlagen
erforderlich. Diese erfolgt mit Hil-
fe einer Clusteranalye, die mit der
IMSL-Bibliothek durchgeführt
wird, wobei die Prozeduren
CDIST, CLINK und CNUMB zur
Anwendung kommen. Im verwen-
deten numerischen Simulations-
modell KAMM [1] wird die groß-
räumige Wetterlage charakteri-
siert durch die horizontalen Wind-
komponenten u und v in 700 hPa
und einem vertikalen Temperatur-
gradienten d Q l d z. Als Eingangs-
daten dienen Tagesmittelwerte
der NCEP/NCAR Reanalyseda-
ten über einen Zeitraum von 25
Jahren. Es werden hierarchische
Cluster nach folgendem Schema
erzeugt: im ersten Schritt wird je-
de Beobachtung (u, v in 700 hPa,
d Q l d z) als ein Cluster betrachtet.
Es wird dann der Abstand zwi-
schen den Clustern berechnet und
die am nächsten zusammenlie-
genden Cluster zu einem neuen
Cluster zusammengefasst. Diese
Prozedur wird wiederholt, bis die
gewünschte Anzahl von Clustern
erreicht ist. Im vorliegenden Falle
werden die ca. 9000 Beobachtun-
gen zu 60 Clustern zusammenge-
fasst. Die Verteilung der Cluster in
der dreidimensionalen Häufig-
keitsverteilung für die Parameter
Windrichtung, Windgeschwindig-
keit und Temperaturschichtung ist
in der Abb. 1 wiedergegeben. Für
jeden Clusterpunkt wird eine nu-
merische Simulation durchge-
führt, woraus anschließend mit
der entsprechenden Gewichtung
die mittleren Windverhältnisse be-
stimmt werden.
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