Abstract-Application-layer multicast (ALM) has grown tremendously in recent years, making the distribution of bulk data such as streaming video economically feasible for small companies and even individuals. The efficiency of an ALM network depends on its data distribution overlay, which is constructed based on metrics such as round-trip time (RTT) measurement between peers. However Internet measurement experiments revealed that RTT is far from an accurate estimator of bandwidth availability and as such, may lead to sub-optimal performance in the constructed ALM overlays. This paper tackles this problem by developing a new in-band bandwidth probing tool which can estimate the amount of achievable bandwidth available in the target network path so that excess data traffic can be diverted from the congested path without causing new congestion in the target path. Moreover, the probing tool does not incur any bandwidth overhead as it piggybacks on the existing data flow. Simulation results show that multioverlay ALM networks constructed based on achievable bandwidth consistently out-performs RTT-based and residual bandwidthbased approaches in terms of data delivery ratio and video playback continuity. Moreover, the proposed bandwidth probing tool can be implemented entirely within the application and thus can be readily incorporated into existing ALM protocols.
Common among many of the existing works is the use of round-trip time (RTT) between peers as the metric in selecting paths for overlay construction [8] [9] [10] . As peers farther apart geographically tend to have longer RTT between them, by favoring short RTT, the system can exploit the geographic locality of peers to reduce the number of links that the data have to traverse. Moreover, nearby peers are more likely to share high-speed network links which improves performance further. Finally, RTT can also be used to indirectly detect network congestion as queuing delay during congestion will cause the RTT to increase.
Given the wide-spread adoption of the RTT metric in overlay construction, it is therefore important to investigate its actual performance in path selection. In this paper, we first report experimental results obtained from measurements conducted in the Internet to quantify the performance of using the RTT metric in path selection. Contrary to common believes, RTT may not always provide accurate estimation of bandwidth availability when used in certain configurations. For example, in one of our experiments, if RTT is used to select between two paths then it will correctly identify the higherbandwidth path only 67.3% of the time, i.e., slightly better than random (see Section III).
In addition to the RTT metric, researchers have also employed residual bandwidth in path selection [11] , [12] . Residual bandwidth is defined as the minimum unused capacity of the links along a path and it can be estimated from sending probing packets [13] , [14] to the next peer in the overlay topology. Nevertheless, due to protocol interactions, residual bandwidth is not the same as bandwidth usable by an application and our results show that while the residual bandwidth metric performs better than RTT, it is still far from optimal.
More recently, an increasing number of ALM protocols began to employ not one, but multiple overlays for data distribution. Multioverlay ALM protocols can exploit path diversities in the network to de-correlate packet loss [15] , to explore more available network bandwidth [16] , and to increase resilience to local network failures as well as peer churn [17] .
In a multioverlay ALM protocol, the source first splits the original data stream into multiple, say N, sub-streams and then distributes them over the N overlays. Each peer establishes up to N connections to other parent peers according to the overlay topologies to receive and then also forward the substreams to its downstream peers along the overlay networks.
1051-8215/$26.00 c 2010 IEEE Thus, each peer is continuously exchanging data with at least N peers. Apart from the data transported, these N connections also provide indirect information of the paths' bandwidth availabilities. This motivated us to consider an alternative metric for path selection-the actual throughput achieved in a path, referred to as achievable bandwidth.
We develop a new in-band bandwidth probing tool which can estimate achievable bandwidth, i.e., the data throughput that can be realized between two peers over the transport protocol employed [e.g., transmission control protocol (TCP)]. Unlike the RTT and residual bandwidth metrics this new tool can determine the amount of extra bandwidth available in the target network path so that excess data traffic can be diverted from congested path without causing new congestion in the target path. Moreover, the probing tool does not incur any bandwidth overhead as it obtains its measurements as a byproduct of transporting actual data (as opposed to probing packets).
To analyze and compare the performance of the RTT and achievable bandwidth metrics in path selection, we developed a multioverlay ALM protocol to evaluate the two metrics under the same simulation settings. Our results show that: 1) packet loss across the overlay networks is not entirely due to network congestions, but also due to topology changes as well; 2) the RTT metric results in significantly more topology changes due to inherent variations in the measured RTT and the fact that topology change itself can also affect the RTT of a path; and 3) only the achievable bandwidth metric can result in converged overlay topologies. These results strongly suggest that the use of achievable bandwidth metric can offer substantially better performance than the RTT and residual bandwidth metrics in multioverlay ALM.
The rest of the paper is organized as follows. Section II reviews the previous related work. Section III reports experimental results to evaluate the accuracy of using RTT to finding network paths with higher bandwidth. Section IV presents the proposed in-band bandwidth probing mechanism and analyzes its delay tradeoffs. Section V presents the reference ALM protocol we developed to quantitatively compare the two path selection metrics in a controlled environment. Section VI reports simulation results to compare the two path selection metrics' performance in the reference ALM protocol. Section VII concludes the paper and outlines some future work.
II. Related Work
We review below two categories of related work in overlay networks, namely latency-based and bandwidth-based approaches. The focus is in the metrics being used in the construction and adaptation of the overlay topology, and the way such metrics are estimated.
A. Latency-Based Approaches
Latency, typically measured in the form of RTT, has been widely used as the metric for overlay construction. Narada [8] is an early study to investigate the feasibility of implementing multicast capability in end hosts. Since Narada was designed for delay-sensitive video conferencing applications, the latency of overlay links was used as the primary routing metric to minimize end-to-end delay.
The NICE protocol [9] was designed to support real-time data applications with large receiver sets. To keep the control overhead for an average peer constant regardless of system population, the protocol clusters peers into a hierarchy. Peers are clustered according to the distance metric derived from round-trip latency estimations. The data delivery tree is then constructed from the hierarchy formed.
Topology-aware hierarchical arrangement graph (THAG) [5] is a scheme targeting live streaming applications. In THAG, the adjacent hosts are organized into a group called an arrangement graph (AG), and hosts serve each other within the same group. The AGs are then organized into a hierarchical architecture. To reduce propagation delay for live streams, hosts closer (latency-wise) to the source will be assigned to higher level AGs. Multiple overlay trees are embedded in each AG for data delivery with the trees constructed in a way similar to SplitStream [15] .
There are numerous other overlay protocols [18] , [19] which employ latency as the metric to construct and maintain their overlay topologies. Due to space limitation the reader is referred to the survey by Hosseini et al. [20] for more comparisons.
B. Bandwidth-Based Approaches
For clarity we define three types of bandwidth: 1) link bandwidth-this refers to the maximum bandwidth capacity of the bottleneck link along a network path; 2) residual bandwidth-this refers to the unused bandwidth along a network path; and 3) achievable bandwidth-this refers to the data throughput achievable by a given congestion-aware transport protocol (e.g., TCP [21] , TCP friendly rate control (TFRC) [22] , etc.) along a network path.
Most existing work employed residual bandwidth as the metric for overlay construction. For example, Overcast [11] is an early single-tree ALM protocol designed to maximize bandwidth between receiving hosts and the source at the root of the tree. It employs explicit bandwidth probing to determine the initial location to insert new hosts into the existing tree overlay and also reevaluates the bandwidth availability periodically using probing to adapt to changes in the network.
LION [23] is a more sophisticated ALM protocol which employs multiple overlays for the delivery of multilayerencoded data. The mesh overlays are constructed based on bandwidth information measured using active probing tools.
BARON [24] is a bandwidth-aware routing scheme for overlay networks that target at bandwidth-sensitive applications. When a route between two end hosts is experiencing congestion, BARON finds candidate alternate paths based on link bandwidth and from that selects the best one according to residual bandwidth.
In another work, Jain and Dovrolis [25] proposed to use residual bandwidth as the metric in a link-state overlay routing protocol for video streaming. They found that residual bandwidth can result in better video quality compare to other metrics such as loss ratio and jitter. Their residual bandwidth measurement was also in-band using data traffic, but they have only considered overlay networks built by content providers with up to two hops.
C. Other Approaches
Besides latency and bandwidth metrics, researchers have also developed ALM protocols based on other metrics. For example, Chunkyspread [17] constructs multitree overlay based on data delivery delays. TAG [26] exploits knowledge of the physical network topology in constructing its logical overlay tree. The principle is to align the physical and logical topologies so that data will traverse the same path as defined by the routing protocol in the underlying network.
D. Comparisons and Contributions
This paper tackles the path selection problem using a new metric-achievable bandwidth, which has three desirable properties. First, compare to latency-based approaches achievable bandwidth can offer better accuracy in selecting paths with higher bandwidth as confirmed by experiments in two different network environments (see Section III).
Second, using link capacity to construct an overlay ignores the effect of competing traffics. It is easy to see that a congested high-capacity link may in fact be a poorer choice than an idle low-capacity link. At the other extreme, residual bandwidth is very conservative and thus will likely limit the overlay's performance as it can only utilize the bandwidth leftover by other competing traffics. By contrast, achievable bandwidth can more accurately reflect the actual throughout that can be realized, with the impact of competing traffic and protocol interactions all accounted for.
Third, the achievable bandwidth metric allows the use of congestion-aware transport protocols such as TCP and TFRC for data delivery. This promotes fair sharing of bandwidth between the ALM protocol and other competing traffics, and ensures that the ALM protocol will react to alleviate network congestion in the same way as other Internet applications.
The use of achievable bandwidth in constructing ALM networks does present a new challenge. Specifically, existing bandwidth measurement tools either estimate the link capacity or the link's residual bandwidth. As these probing tools are not designed to measure achievable bandwidth they will not take into account the behavior of the transport protocol such as TCP. To illustrate this point consider a hypothetical link of capacity 2 Mb/s which has one existing TCP flow consuming 1.5 Mb/s of the bandwidth. An ideal probing tool will measure the link capacity and residual bandwidth to be 2 Mb/s and 0.5 Mb/s, respectively. Now, if an ALM network routes one of its data flow transported over TCP to this link then the new TCP flow will share bandwidth with the existing one, splitting the link capacity equally due to TCPs fair bandwidth sharing property.
Thus, the actual bandwidth that can be achieved by routing traffic to this link will be approximately 1 Mb/s (ignoring protocol overheads), which is clearly different from the bandwidth estimated using the existing probing tools that measure link capacity and residual bandwidth. Our results shown that the more accurate measurements obtained using the in-band bandwidth probing algorithm enable the ALM protocol to more efficiently utilize bandwidth in the network.
III. RTT-Based Path Selection Revisited
In this section, we report experimental results to evaluate the effectiveness of using RTT in ALM overlay construction and maintenance. We conducted two sets of experiments, one using hosts in the PlanetLab [27] and a second one using SpeedTest [28] -a network of servers for network performance measurements. In the PlanetLab experiment, we developed and deployed our own measurement software in more than 500 PlanetLab hosts. In each experiment run, one node pings its peer node several times to measure the average RTT. After the ping results are collected, it sends a 5 MB file to its peer node using TCP and measures the average throughput achieved. Fig. 1 plots the measured RTT and the achievable bandwidth for 120 peers in the SpeedTest experiment. Upon inspection, there appears to be correlations between RTT and achievable bandwidth. To evaluate it quantitatively, we consider the following general path-selection problem: given the RTT measurements for X peers, select the Y peers with the shortest RTT as the new paths for data delivery.
Let r i and b i , i = 0, 1, . . . , (X−1), be the measured RTT and the achievable bandwidth for peer i, respectively. Without loss of generality, we sort them according to ascending order of RTT, i.e., r i ≤ r j for all i < j. Then, the combined bandwidth of the first Y peers as selected based on RTT is given by
Next, we re-sort b i 's into c i 's according to descending order of bandwidth, i.e., c i ≥ c j for all i < j. Then, we can obtain the maximum combined bandwidth of Y peers from which is also the upper bound for B RTT . Hence, how close B RTT approaches B max will give a quantitative measure of the goodness of using RTT for path selection.
Specifically, we define two performance indices for comparisons. The first one, denoted by α, is defined as the probability that RTT-based selection will result in the maximum combined bandwidth, that is
The second one, denoted by β, is defined as the fraction of combined bandwidth as selected based on RTT to the maximum combined bandwidth, that is
Tables I and II summarize these two performance indices for the two sets of experiments conducted in PlanetLab and SpeedTest. We first consider path selection accuracy a in Table I . For the simplest case of selecting one path (Y = 1) from two choices (X = 2), RTT correctly identified the higherbandwidth path only 67.3% of the time, i.e., slightly better than random. The accuracy generally decreases as the number of choices increases (i.e., larger X) as the random probability of selecting the highest bandwidth path decreases. Depending on the experimental dataset and the particular {X, Y } combination the accuracy can range from 0.137 to 0.794. This shows that RTT cannot consistently select the paths with the most combined bandwidth accurately.
Next, we consider bandwidth efficiency b in Table II . The results suggest that RTT-based path selection works better for smaller X (i.e., fewer choices) and larger Y (i.e., select more paths). However existing ALM protocols typically employ large X and small Y, thereby the constructed overlay could be far from optimal. For example, NICE employed {X = 3 to 8; Y = 1} and Narada employed {X = 3 to 6; Y = 1}. Assuming X = 5 then a and b will become 0.463 and 0.692, respectively, which has substantial room for improvement.
IV. Path Bandwidth Measurement
A peer in an overlay network is constantly exchanging data with multiple peers, so the actual throughput achieved already provides information on the path bandwidth available.
However, unlike file transfer applications such as FTP, video streaming applications typically transfer data at a prescribed data rate rather than as fast as possible. Thus, the actual throughput achieved between two peers can only indicate the minimum bandwidth available rather than the maximum bandwidth achievable (unless the throughput is lower than the prescribed video data rate).
For example, suppose the maximum bandwidth achievable between two peers is 1 Mb/s, while video data are transferred between the two peers at a prescribed data rate of 1.5 Mb/s. In this case, there is clearly not sufficient bandwidth to carry the video stream at the video data rate and so, depending on the implementation of the overlay/transport protocols, either substantial amount of data will be discarded or data delivery will be significantly delayed. Nonetheless, the receiving peer can still measure the throughput of the incoming data, e.g., at about 1 Mb/s, to estimate that the path bandwidth is in fact lower than the required video data rate.
On the other hand, if the path bandwidth is higher than the video data rate, e.g., at 3 Mb/s vs. 1.5 Mb/s, the receiving peer will still only measure a throughput of 1.5 Mb/s as the sending peer transmit data at the prescribed video data rate. This presents a problem as it means that unused achievable bandwidth in excess of the video data rate is not known to the peers.
To tackle this problem, we propose in this section an inband bandwidth probing tool designed for video streaming applications. This probing tool has three desirable characteristics: 1) it does not require the transmission of additional probing packets (as in active bandwidth measurement tools); 2) it can be implemented at the application layer without modification to the transport protocol; and 3) it can probe for unused bandwidth in excess of the prescribed video data rate.
A. In-Band Bandwidth Probing
The principle of in-band bandwidth probing is to modulate the transmission timings of data packets. In particular, by appropriately delaying the transmission of data packets, the sending peer can compress the transmission duration of a set of consecutive packets and hence raise the transmission data rate above the video data rate, temporary for a period of time, to probe for additional bandwidth. Note that this does not affect the long-term average data rate, which will still be equal to the prescribed video data rate. Fig. 2 illustrates the in-band bandwidth probing mechanism. Probing is performed independently and periodically by each peer once every probing cycle. A probing cycle begins with a probing window of K consecutive video packets, follows by normal video data transmission for a duration of (n − 1) times the duration of the probing window. In a probing window, the peer will transmit video packets at a data rate higher than the prescribed video data rate to the receiving peer downstream. These packets can be marked (e.g., by a bit in the header field) so that the receiving peer will measure the incoming data rate during this probing window. If the measured data rate exceeds the prescribed video data rate then it implies that the path between the sending peer and the receiving peer possesses unused achievable bandwidth that can be used for traffic diversion (see Section V-C). Depending on the design of the ALM protocol, this bandwidth information can either be used directly by the receiving peer or it can be distributed to other peers or a rendezvous peer to initiate traffic diversion. See Section V-C for an example.
Let R v be the prescribed video data rate and assume video data are divided into fixed-size packets of L bytes. Then, the expected incoming video packet inter-arrival time, denoted by A , is given by
To raise the outgoing data rate by a probing factor of f (f > 1), we need to shorten the video packet inter-departure time, denoted by D , to
To achieve this, the sending peer will delay the forwarding of incoming video packets so that the K packets in the probing window can be transmitted in a shorter time window and hence higher outgoing data rate. Specifically, let a i and a i be the actual and expected time for data packet i to arrive at the sending peer and let d i be the scheduled departure time for transmitting packet i to the downstream receiving peer. Assume the probing window consists of data packets i to i + K − 1. Then, we first schedule the departure time of packet (i + K − 1) to the packet's expected arrival time
Next, we work backward to compute the transmission times of the remaining packets (i.e., i to i + K − 2) in the probing window using the shortened inter-departure time
In other words, the expected scheduling delay experienced by packets in the probing window, denoted by {δ j |j = i, i + 1, . . . , i + K − 1} is given by
Substituting (5) and (6) into (9) we have
Assuming packets arrive at their expected arrival time. Then, we can compute the maximum scheduling delay from
(11) Thus, the first packet (i.e., packet i) in a probing window experiences the longest scheduling delay.
In practice, the actual packet arrival time a j may deviate from the expected arrival time a j . A peer simply substitute a j with a j in (9) to compute the schedule delay accordingly. In case the packet arrives so late such that δ j < 0, then it will be transmitted immediately. In this case, the probing data rate may be affected (see Section IV-C).
Scheduling delay is extra delay introduced by the bandwidth probing mechanism to the end-to-end data delivery delay. From (11) we can see that it is proportional to the probing window size K and the inverse of the probing factor f. Configuration of these two parameters enables the designer to tradeoff between probing accuracy, probing bandwidth, and scheduling delay.
Specifically, increasing K will lead to longer probing window and thus provides more accurate measurement of the achievable bandwidth, at the expense of longer scheduling delay and vice versa. The probing factor f on the other hand, determines the maximum achievable bandwidth that can be measured. Thus, larger value of f will allow more bandwidth to be discovered, again at the expense of longer scheduling delay.
The in-band bandwidth probing tool is independent of the ALM protocol and thus these two parameters enables the probing tool to be optimized for the specific ALM protocol. As a rule of thumb, we will first select K to ensure robust bandwidth measurement accuracy and then determine the probing factor f either statically (e.g., subject to delay and buffer constraints-to be discussed in the next section) or adaptively (e.g., based on bandwidth availability and demand).
B. Scheduling Constraints
In practice, the scheduler is subject to delay and buffer constraints set by the application. Specifically, let B p be the size of the pre-fetch buffer allocated to absorb the scheduling delay. The pre-fetch buffer will be filled with video data before playback begins and thus can absorb the extra scheduling delay introduced by the bandwidth probing mechanism.
To prevent playback starvation, there must be sufficient video data in the pre-fetch buffer to sustain playback during bandwidth probing. Let H be the maximum depth of the overlay network, i.e., a packet will be forwarded by at most (H −1) peers (including the source) before reaching the receiver, then we have the following constraint on the scheduling delay:
Substituting (11) into (12) and rearranging terms we have
Thus, given the delay constraint and the probing window size K we can determine the maximum probing factor f that can be used without causing video playback interruptions.
C. Cascaded Bandwidth Probing
The depth of the overlay network H is proportional to the size of the ALM population. Thus, for very large ALM networks, the accumulated scheduling delay as derived in (12) could lead to the need for large pre-fetch buffer and consequently long startup delay. For example, assume video packet size L = 10 kB, video data rate R v = 800 kb/s, probing factor f = 2, and probing cycle K = 30 packets, then from (11) the computed maximum scheduling delay d max will be equal to 1.45 s. For a large ALM network with a depth of H = 6, the worst-case delay will reach 7.25 s. Coupled with the buffer needed to absorb normal packet delay variations, the total pre-fetch buffer needed will exceed 7.25 s.
Nevertheless, the above scheduling delay is based on the worst-case scenario only. Consider an ALM network of depth H. Assume bandwidth probing is performed periodically with a cycle n times the duration of the probing window. Then, the probability for a data packet to arrive within the probing window is equal to 1/n. Thus, the probability of a data packet to join the probing window in H-1 consecutive hops, denoted by P H−1 , is given by
For example, with n = 30 and H = 6, the probability is merely 0.00000004 and so is not significant in practice.
A second, more subtle problem with cascaded probing is that it may negatively affect probing accuracy, leading to underestimated bandwidth. To see why, recall that the delay to be added to a probing packet δ i is computed based on the expected packet arrival time [see (9) ]. If a packet arrives so late such that the computed δ i < 0, then the resultant probing data rate may become lower than that specified by the probing factor f. This can occur whenever a probing packet was previously delayed by another probing window upstream.
To estimate the significance of this problem, we compute below the probability of a packet participating in more than one probing windows along the delivery path from the source to the destination. Assuming the overlay tree is a binary and balanced tree with depth H. Then, the number of peers at level l is 2 l . Recall that the probability for a data packet to arrive within the probing window is equal to 1/n. Then, when a packet arrives at a peer at tree level l, the probability of it having participated in more than one probing window is given by
In a balanced binary overlay tree with H levels, the proportion of peers at level l, denoted by r l , is given by
Here, 2 H − 2 is the total number of peers, excluding the source peer, in the balanced overlay tree. Thus, the average probability of cascaded probing across all peers in the overlay tree can then be computed from
For example, with n = 30 and H = 6, this expected probability is equal to 0.0074.
Another side effect of probing is increased delivery delay. Specifically, incoming packets participating in a probing window are delayed according to (10) in order to raise the outgoing data rate. Assuming it is equally probable for a packet to arrive at any time during a probing window. Then, the scheduling delay, denoted by the random variable d, for a randomly arriving packet will be uniformly distributed between 0 and LR −1
. If a packet participates in m probing cycles end-to-end, then its accumulated scheduling delay, denoted by δ (m) , can be computed from the m-times auto-convolution of δ
For a packet destined to a peer at tree level l, the probability for it to participate in m probing windows is
Assuming a balanced binary tree, then the scheduling delay distribution can be computed from taking expectation over peers at all levels of the overlay tree, that is
D. Model Verification
The mathematical model in Section IV-C employed two assumptions, namely the overlay tree is balanced and the individual scheduling delay is uniformly distributed. We investigate below the impact of these two assumptions by relaxing them in a discrete-event simulator. Fig. 3 compares the probability distribution of cascaded probing vs. n-the ratio between duration of probing cycle and duration of a probing window. As expected, cascaded probing can be reduced by increasing n as the probing window will be spaced temporally farther apart. The tradeoff is slower reaction to path bandwidth variations. For example, with n = 40 and K = 30, a probe will be initiated every 120 s and in this case the probability of cascaded probing is 0.0042.
Compare to the numerical results computed from the mathematical model, the simulated cascaded probing probability follows the same trend but at slightly higher values. This is because in simulation the constructed overlays are not necessarily balanced tree-this increases the probability of cascaded probing as the average overlay tree depth will be larger, resulting in more peers with larger depths.
Next, we simulated the actual scheduling delay with n = 30, H = 6, K = 30. The results in Fig. 4 confirm that the mathematical model closely approximate the simulation results. Due to the very small probability of cascaded probing, the scheduling delay is nearly uniformly distributed from 0 to 2.5 s, beyond which the probability is insignificant.
V. Adaptive Multioverlay ALM
The in-band bandwidth probing tool described in Section IV can generally be incorporated into any ALM protocols that employ multiple overlays for data distribution. To facilitate evaluation and comparison of path selection using achievable bandwidth vs. RTT, we developed a reference multioverlay ALM protocol partly based on existing designs and introduced a new adaptive mechanism to make use of achievablebandwidth/RTT information to refine the overlay topology at runtime.
A. Overlay Construction
In a multioverlay ALM network, the source splits the original data stream into N sub-streams with each sub-stream to be delivered over one of the N overlays. Specifically, the original video data stream is divided into fixed-size packets and each packet is assigned a sequence number to represent its playback order in the stream. Packet i in the original data stream will be delivered to overlay i mod N. Assuming the video data stream is constant bit-rate encoded at a video bitrate of NR v b/s then each sub-stream will carry a data stream with rate R v b/s.
Overlays are constructed independently of each other. There are many existing overlay construction protocols in the literature and for the purpose of this paper we adopted a RTT-based overlay construction method similar to [11] , [17] , and [19] . Specifically, a designated rendezvous node keeps track of the most recently joined peers, say {p i |i = 0, 1, 2 . . . M} where M is a system-wide parameter. When the rendezvous node receives a join request from a joining peer, it responds with a random subset of {p i |i = 0, 1, 2 . . . M}. The joining peer then selects from the subset the N peers with the smallest RTT subject to satisfying the peers' outbound degree limit. This method reduces the load of the rendezvous peer and also promotes load balance across existing peers in the ALM network. It is worth noting that the proposed bandwidth probing mechanism is not coupled with the way the overlays are initially constructed and thus can be applied to any overlay construction methods to refine the overlay topologies.
In each overlay video data are delivered from peer to peer using a congestion-aware transport protocol such as TCP or TFRC. In our simulation implementation, we employed the widely-used TCP as transport as it is congestion-aware and is compatible with firewalls-an important feature in an ALM network. As the transport is congestion-aware it could block the sender from sending data in case network bandwidth is insufficient. In that case, data will accumulate inside a peer's forwarding buffer (one for each children) until the buffer is full, in which case the oldest data packet in the buffer will be discarded to make room for the arriving data packet. Thus, although the transport protocol guarantees no data loss, some data may still be discarded due to buffer overflow in the forwarding peers. These losses reflect the lack of bandwidth in distributing the data to the peers at the prescribed data rate.
B. Bandwidth Probing
After the overlay construction phase all peers in the overlay network will begin the measurement of achievable bandwidth periodically using the in-band bandwidth probing tool as described in Section IV. The system uses a fixed-size probing window and adapts the probing factor f using an addictiveincrease-abrupt-decrease algorithm resembling the additive increase multiplicative decrease (AIMD) algorithm in TCPs congestion control mechanism. Specifically, each peer maintains its own probing factor which begins with f = 1. It will increase f by σ in each probing cycle until it reaches the maximum value as dictated by the delay constraint [see (13) ]. At any time if the measured achievable bandwidth, denoted by B, becomes lower than (f − σ)R v , then the probing factor will be reset to
This step differs from TCPs AIMD algorithm as unlike TCP we do know the now lower bandwidth B which we can use to reset the point of adaptation directly.
This adaptation algorithm is designed to incrementally probe for additional unused achievable bandwidth. The parameter σ controls the aggressiveness of the bandwidth probing mechanism. Too small a value will increase the time to discover unused bandwidth while too large a value may cause the probing packets to experience longer delay due to queueing time inside the sending peer's transmission buffer. In our experiments (see Section VI), we found that a step size of σ = 0.1 works well across a wide range of system parameters.
It is worth noting that the above is only one way to make use of the in-band bandwidth probe. In particular, the presented algorithm performs adaptation locally without incorporating other information such as the bandwidth availability of other peers, the current bandwidth demand, load balance across different peers, path delays, path bandwidth stability, and so on. In addition, the above algorithm only probes for unused bandwidth in existing paths (N paths per peer in a N-overlay ALM network). More sophisticated ALM protocols could also explore new paths by reconfiguring the topology within an individual overlay. More research is thus warranted to further explore the design of the adaptation algorithm for bandwidth probing in ALM networks.
C. Overlay Adaptation
Each overlay in the ALM session adapts to network congestions independently of each other. The principle of the adaptation mechanism is to divert part of the data flow from the congested path to another path with unused achievable bandwidth. This process consists of three steps, namely adaptation triggering, data diversion, and path selection.
The adaptation process is triggered by monitoring of incoming data throughput from a peer's parent. Each peer measures the data rate r i at which data of overlay i are received from its parent, averaged over a sliding window of duration W. Let r i be the data rate expected to be received from the parent. If there is sufficient bandwidth then r i = r i , otherwise r i < r i .
To reduce unnecessary adaptation triggered by random bandwidth fluctuations a peer will select a new path only if the measured bandwidth drops beyond a given threshold defined by T as follows: For example, if T = 0.1 then the peer will trigger adaptation when the incoming data rate drops below the expected data rate by 10% or more.
Once triggered the adaptation process will find a new parent peer to divert data traffic from the congested path. Fig. 5 lists the pseudo-code for the path selection algorithm. A subtle complexity is that in addition to its normal data traffic, a path may have been previously assigned to carry diverted traffic from another overlay in a previous round of overlay adaptation. If such a path becomes congested then instead of diverting data traffic to yet another alternative path, the system will instead re-divert the diverted traffic it is currently carrying to remedy congestion. This mechanism helps reduce the topological complexities of the ALM network.
Specifically, each peer maintains a 2-D array {d i,j |j = 1, 2, . . . , N} where d i,j is the proportion of data of overlay j which were received through overlay i due to traffic diversion. If max {d i,j j = 1, 2 . . . N} = 0, then there is no diverted traffic in the congested path so the algorithm will simply divert the excess of the normal data traffic, denoted by the data rate R d , to another path
Otherwise if max{d i,j |j = 1, 2 . . . N} 0, then the system will attempt to re-divert the largest existing diverted traffic from overlay k instead
and the corresponding data rate of the to-be-re-diverted traffic is given by
Next, the algorithm selects a new path to carry the diverted data traffic. First, peers who will create loop in the overlay and peers with insufficient unused achievable bandwidth are eliminated from the set of candidate peers P. Let B(p) be the unused achievable bandwidth of peer p as measured using the bandwidth probing mechanism in Section IV. Then, the system will select the peer, denoted by q, with the largest unused achievable bandwidth (lines 12-17) q = arg max p∈P (B(p)) (26) and the data rate of the diverted data traffic is equal to (line 18)
D. RTT-Based Path Selection
To enable comparison we describe below a RTT-based path selection procedure which employs the same adaptation triggering procedure as described in Section V-C. First, each peer periodically measures the RTT to its N parent peers using echo-reply (i.e., ping) messages. The measured RTT of parent j is smoothed according to is the current measured RTT value, and α is a smoothing factor with a value of 0.9 as used in the similar smoothing equation in TCP [21] .
Second, when adaptation is triggered the peer will select the parent peer with the smallest RTT estimate, i.e., arg , to divert data from the congested path at a data rate as determined by (23) . Note that this differs from the achievable bandwidth-based case where the diverted data rate is determined by (27) . This is because RTT measurements cannot reveal the amount of unused bandwidth in the alternate path and thus the system simply diverts all excess data traffic to the alternate path.
E. Topology-Adaptation-Induced Data Loss
In our experiments, we observed substantial data loss during some of the overlay adaptations. These losses are not due to insufficient bandwidth, but are the direct consequence of data delivery sequence differences between the old and the new parent peer. Specifically, peers in the ALM network receive a copy of the same data packet at different times depending on their relative location in the overlay tree, network delays, etc. Let s i (t) be the data sequence number being forwarded by peer i at time t. Consider peer i who switch from its old parent peer j to a new parent peer k at time t, then the incoming data stream from peer j will stop at s j (t). On the other hand the new parent peer k will be able to begin forwarding data to peer i starting from data sequence number s k (t). Now, if s k (t) > s j (t) then the data between the two sequence numbers are no longer available from the new parent peer k and will appear as data loss to peer i. To tackle this problem which may otherwise skew the performance comparisons in Section VI we introduce a makebefore-break mechanism where data forwarding from the old parent will not be stopped until its sequence number catches up with the new parent, e.g., peer j will keep forwarding data to peer i until time t' where s j (t ) = s k (t).
VI. Simulation Evaluation
In this section, we compare performance of path selection using achievable-bandwidth, RTT, and residual bandwidth in the multioverlay ALM system described in Section V.
A. Simulation Setting
The simulator implements the ALM protocol described in Section V using the packet-level simulator NS2 [29] . The simulated network comprises 5000 nodes arranged in the transit-stub graph model where the transit-transit, transitstub, and stub-stub link bandwidth were set to 100 Mb/s, 8 Mb/s, and 4 Mb/s, respectively. Peers in the ALM system are randomly attached to stub routers.
We introduced cross TCP traffics into the network by placing 50 FTP server/client pairs in random positions of the network. Their starting times are uniformly distributed in the first half of the simulation time and their transmission durations are 600 s.
For each simulation run, one sender is chosen at random to distribute application data packets of size 10 kB each at 800 kb/s. The rest of the peers then execute the ALM protocol to construct five overlays to distribute data throughout the ALM network to all peers.
Each peer conducts bandwidth probing with a probing window of 5 s, using up to 50 probing packets. Overlay adaptation will trigger if the measured bandwidth drops below 0.9 of the expected throughput. Table III summarizes the default system parameters used in the simulation.
B. Topology-Adaptation-Induced Data Loss
As explained in Section V-E, data loss may occur in overlay adaptation due to data delivery sequence differences between the old and the new parent peer. This topology-adaptationinduced data loss was often lumped together with congestioninduced data loss in previous works. However we found that topology-adaptation-induced loss is far from insignificant as depicted in Fig. 6(a) which tallies the three types of data losses: 1) overlay adaptation induced data loss; 2) forwarding buffer overflow induced data loss; and 3) missing playback deadline induced data loss.
In case of RTT-based ALM, topology-adaptation-induced data loss accounted for over 20% of the total data loss, and as such could skew conclusions drawn solely based on the total loss ratio. This problem can be eliminated using the makebefore-break mechanism introduced in Section V-E, which can effectively reduce the topology-adaptation-induced loss to negligible levels as depicted in Fig. 6(b) and thus it was employed by default for the rest of the simulation results.
C. Data Delivery Performance
Data loss (or its complement data delivery ratio) is the primary performance metric of ALM protocols. Data loss is defined as the difference between the amounts of data expected to be received and the amount actually received, averaged over all peers in the ALM network. Note that we used TCP as the transport for data delivery and thus data are not lost in the network. Instead, every peer has a forwarding buffer of finite size (e.g., 80 kB) for each overlay so in case the outgoing path to the downstream peer does not have sufficient bandwidth to carry the forwarded traffic, data will accumulate inside the forwarding buffer of the sending peer until it is full-at that point the peer will discard the oldest queueing packets when new packet arrives. These discarded packets constitute the data loss measured in this section. Fig. 7 plots the mean data loss experienced by a receiver using the achievable bandwidth, residual bandwidth, and RTT metrics, as a function of streaming bit-rate. Residual bandwidth estimation is done by integrating the network simulator simulation code from pathChirp [14] into our reference ALM protocol. As expected the loss ratio increases with higher streaming bit-rates. In all cases, achievable bandwidth outperforms both residual bandwidth and RTT as the metric used in the ALM network and the differences widen significantly at higher streaming bit-rates. For example, at a streaming bitrate of 880 Kb/s, achievable bandwidth achieved a loss ratio of only 5% which is less than 1/3 that of RTT (at over 15%).
A second important performance metric for ALM protocols is data delivery latency, defined as the time it takes for data to travel from the source to the destination peer across the ALM network. Fig. 8 plots the data delivery latency averaged over all peers as a function of streaming bit-rate. The error bars represent the 95% confidence interval.
At lower streaming bit-rates, RTT and residual bandwidth achieve lower latency than achievable bandwidth. In this region, congestion-induced delay is relatively small and the scheduling delay due to bandwidth probing dominates the endto-end delay. By contrast, the latency differences narrow considerably at higher streaming bit-rates as congestion-induced delays in residual bandwidth and RTT-based ALM become significant. At a streaming bit-rate of 880 kb/s the latencies for RTT and achievable bandwidth are 2.45 s and 2.68 s, respectively, well within practical limits for video streaming applications.
D. Video Streaming Performance
To evaluate video streaming performance, we also need to model the video player operation at the peer. Most video player adopts a buffer-and-play model where a video buffer will be used to pre-fetch video data up to a certain threshold before playback begins. The buffered data thus allow the video player to absorb small variations in video packet arrival times. In case of insufficient bandwidth, the buffered data will eventually be depleted and the video player will suspend playback until the pre-fetch buffer is refilled with video data.
Using this buffer-and-play model, we evaluate two video streaming performance metrics. The first one is the number of playback interruptions during the video streaming session and the second one is the rebuffering time, defined as the total time at which playback is suspended when the pre-fetch buffer is being refilled. Figs. 9 and 10 plot these two performance metrics, averaged over all peers in the ALM network, against video streaming data rate from 480 kb/s to 960 kb/s.
Consistent with the data delivery performance results the video streaming performance of achievable bandwidth outperforms residual bandwidth, which in turn outperforms RTT across all the simulated video data rates, despite the fact that additional scheduling delay is incurred by the in-band bandwidth probe. Moreover, the performance gap widens significantly at higher video data rates, suggesting that the achievable bandwidth metric is significantly more efficient in discovering and utilizing bandwidth in the network.
E. Performance Variation Across Peers
Next, we study the performance variations across peers in the ALM network, using the methodology proposed by Chu et al. [8] . For each simulation run receivers are sorted in ascending order according to their loss/latency performance where the worst performing receiver has rank 1. After a set of simulation runs, the mean performance for the rank r receiver is computed. Fig. 11 plots the mean data loss and Fig. 12 plots the mean data delivery latency as a function of receiver rank, with the error bar marking the 95% confidence interval. It can be seen that generally achievable bandwidth metric results in fairer performance among all the peers as the performance deviation between high rank peer and low rank peer is smaller.
A second observation is that achievable bandwidth results in more consistent data loss performance as indicated by the small standard deviation.
To further quantify the fairness among peers in the ALM network, we compute the fairness index introduced by Jain et al. [30] 
Here, x i is the rank number and n is the number of peers. For data loss, the fairness indexes of achievable bandwidth, residual bandwidth, and RTT are 0.998, 0.992, and 0.987, respectively. This indicates slight advantage for the former metric. For data delivery latency, the difference widens substantially, with fairness indices of 0.852, 0.834, and 0.797 for achievable bandwidth, residual bandwidth, and RTT, respectively. This indicates that achievable bandwidth can result in significantly more even latency performance across all peers in the ALM network.
F. Overlay Topology Convergence
An adaptation protocol is designed to adapt to changes in the network. However a subtle complication is that the ALM network does not run independently of the physical network-it is in fact an active part of the physical network. Thus, when the overlay topology adapts, data traffic will be rerouted through different paths and this by definition changes the network condition compared to the case before the adaptation takes place. This change may trigger another round of adaptation if the metric and threshold for adaptation are met, leading to undesirable oscillations.
To investigate this effect, we recorded the accumulative number of overlay adaptations as a function of the simulation time in Fig. 13 . All three metrics require substantial number of topology adaptations (over 20) during the initial 2 min. This is because the initial topology may be far from optimal and thus an intense period of topology adaptations is required to arrive at a better-performing topology.
Beyond the initial 2 min, achievable bandwidth triggered a small number of additional topology adaptations (e.g., a total of 35 until t = 20 min). These additional adaptations are triggered by changes in the randomly generated background competing traffic. By contrast, RTT triggered significantly more adaptations. Analyzing the simulation traces reveal that RTT suffered from route flapping over the entire simulation period-precisely the topology oscillation problem described previously. This is caused by the use of an indirect metric (RTT) to estimate the required resource availability (bandwidth).
Worst still, the RTT metric is affected by re-routed data traffic. A new path selected by overlay adaptation will carry additional data traffic re-routed from the old path. Consequently the new path's utilization will increase, leading to increased queuing delay and thus the RTT itself. The old path, now being relieved of the data traffic, may now become underutilized, leading to reduced RTT. Thus, in the next round of measurement the adaptation algorithm will find that the old path is now better performing RTT-wise than the new path, and so may trigger the re-routing of the data traffic from the new path back to the old path, and so on. This oscillation is undesirable as frequent topology adaptation will induce more data loss and reduce the stability of the ALM network.
G. Topology Convergence With Multiple ALM Networks
In addition to interaction with competing traffics, multiple ALM network sessions will also interact with each other and thus may affect their overlay topology convergence. To investigate the impact we conducted a simulation with 1, 3, and 5 concurrent ALM network sessions with disjoint peer groups, i.e., a peer joins no more than one ALM session. The physical network is the same as in previous simulations while the number of peers were increased by a factor of n, where n is the number of concurrent ALM sessions.
Fig. 14 compares the number of topology changes over time for the three simulation settings. We observe that more concurrent ALM sessions indeed will result in slightly more topology changes, but the increase is relatively small. More importantly, increasing the number of sessions from 3 to 5 did not result in proportional increases in topology changes. This suggests that the ALM protocol's topology convergence is not sensitive to concurrently running ALM sessions.
H. Impact of Overlay Adaptation Triggering Threshold
The sensitivity of overlay adaptation is controlled by the triggering threshold T (see Section V-C). We evaluate the impact of this parameter in Fig. 15 . Considering data loss performance as depicted in Fig. 15(a) , we observe that the triggering threshold can consistently keep the loss ratio within (1 − T ). This shows that with achievable bandwidth the triggering threshold can be used to tradeoff between quality of service and overlay adaptation overheads. By contrast, when residual bandwidth and RTT are used the system failed to keep the loss ratio below (1 − T ) for T ≥ 0.9 and T ≥ 0.95, respectively. Worst still, the loss ratio increases when T was increased from 0.9 to 0.95. This is because when the loss ratio exceeds (1 − T ), the system will keep adapting its overlay topology as the triggering threshold is frequently exceeded. The frequent topology adaptations in turn led to higher level of system instability and likely result in even more data loss. Next, we evaluate the sensitivity of data delivery latency to the triggering threshold in Fig. 15(b) . The results clearly show that latency is relatively insensitive to the triggering threshold as the latency is dominated by propagation delay in the case of RTT and bandwidth probing scheduling delay in the case of achievable bandwidth. 
I. Impact to Cross Traffic
In all the previous simulations, a total of 50 random FTP flows were introduced to create competing cross traffics. Intuitively we would expect the throughput of competing traffics to suffer when the overlay network achieves higher throughput, e.g., by switching from the RTT metric to the achievable bandwidth metric. Surprisingly this is not necessary the case as shown in Fig. 16 which plots the average throughput of the competing cross traffics vs. the streaming bit-rate of the ALM protocol. Except for the highest streaming bit-rate of 960 kb/s, in all other cases the cross traffics' throughput is higher when achievable bandwidth is used in place of residual bandwidth and RTT, despite the fact that more data are transported with achievable bandwidth (see Fig. 7 ).
This counter-intuitive result is explained by the observation that achievable bandwidth can more accurately measure the fair share of bandwidth in a target path in case there are other competing traffic flows. Thus, it will not divert more data than the new path can forward and as a result prevent inducing congestion in the new path. The excess data are then further diverted to other available paths. At the highest bitrate the throughput of competing flows do decrease slightly compared to residual bandwidth and RTT-based metrics as their streaming throughput, at loss rates of 15%-20%, is significantly lower than the prescribed data rate (see Fig. 7 ).
VII. Conclusion
Despite its widespread adoption, our measurement experiments clearly show that RTT may not correlate well with bandwidth availability between peers in the Internet, thus (mis)leading ALM protocols into constructing overlays which are sub-optimal. By contrast, the proposed achievable bandwidth metric is inherently more robust as it takes into account all the factors, including link capacity, competing traffic, and protocol behavior, which affect the data throughput that can be realized along the network path. Extensive simulations from a reference multioverlay ALM implementation demonstrated that achievable bandwidth metric consistently out-performs both RTT and residual bandwidth metrics in data delivery ratio and has comparable performance in data delivery latency at high data rates. Moreover, achievable bandwidth metric can prevent overlay topology oscillations and improve fairness among peers.
One interesting discovery in this paper is the in-band bandwidth probing tool that performs bandwidth probing by rescheduling the transmission timings of outgoing packets in a peer. As it does not send extra probing packets, no bandwidth overhead will be incurred. The only tradeoff is increased data delivery delay. This tool clearly is not limited to ALM protocols and could be applied to any other applications where bandwidth estimation is needed. For example, it could be applied to adaptive video streaming where the video encoding rate could be adapted to fit the bandwidth available in the network path to the receiver (e.g., HTTP progressive download).
