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the $n$ -th Hirzebruch, surface $(n\geq 0)$ ([4], p.141). $\Sigma_{n}$ is a ruled surface over $\mathrm{P}^{1}$ . The
converse assertion is also true. Every ruled surface over $\mathrm{P}^{1}$ i$\mathrm{s}$ birationally equivalent
to $\mathrm{P}^{1}\mathrm{x}\mathrm{P}^{1}$ , and hence, rational. For example, we have $\Sigma_{0}=\mathrm{P}^{1}\cross \mathrm{P}^{1}$ and $\Sigma_{1}$ is $\mathrm{P}^{2}$ blown
up in one point. (The preimage of this point is $C_{1}$ defined below.) For $n\geq 1$ we set
$C_{n}:=\mathrm{P}(O_{\mathrm{F}^{1}}(n))\subset\Sigma_{n}$ , and call it the exceptional section. We have $C_{n}\cdot$ $C_{n}=-n$ .
For the details of Hirzebruch surfaces, see [4] or [9].
By a real structure on a complex manifold $\mathrm{Y}$ , we mean an anti-holomorphic involu-
tion on $\mathrm{Y}$ The number of isomorphism classes of real structures on a rational surface
$\mathrm{Y}$ is as follows ([6], p.63).
$\mathrm{Y}$ number real part of $\mathrm{Y}$
$\mathrm{P}^{2}$ 1 $\mathbb{R}2$
$1\cross$ 1 $(=\Sigma_{0})$ 4 torus if hyperboloid,
G) if (usual, spin) or ( $s$ .n, spin), and
$5^{2}$ if ellipsoid.
$\Sigma_{n}$ with $n\geq 2$ even 2torus or $\emptyset$
I with $n$ odd 1Klein bottle
Here usual means the real structure of $\mathrm{P}^{1}$ given by the usual complex conjugation,
and spin is given by $(z_{0} : z_{1})\vdasharrow(\overline{z_{1}}:-\overline{z_{0}})$ in $\mathrm{P}^{1}$ . The real structure (usual, usual) is
called hyperboloid.
Some Hirzebruch surface appears as the quotient space $\mathrm{Y}:=X\int\tau$ of some K3
surface with a non-symplectic involution $(X, \tau)$ with their fixed point set $A:=X^{\tau}$
non-empty (see \S 2). Then $A$ is a nonsingular curve on the surface Y. This is our
motive for studying curves on Hirzebruch surfaces.
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2 Real K3 surfaces with non-symplectic involu-
tions
In [22], $\mathrm{V}.\mathrm{V}$ . Nikulin and the author enumerated up the connected components
of moduli of real K3 surfaces with non-symplectic involution of all type $(S, \theta)$ with
$\mathrm{r}\mathrm{k}S\leq 2,$ where $S$ is a fixed lattice and 0 is an involution on $S$ , and applied it to
topological classifications of real curves on some real rational surfaces and topological
interpretations of invariants of integral involutions.
Let us introduce some definitions. Here we say a nonsingular compact connected
complex surface $X$ is a $K\mathit{3}$ surface if $X$ has a nowhere vanishing holomorphic 2-f0rm
$\omega_{X}$ , equivalently, $K_{X}=0,$ and $X$ is simply-connected (see [4], [5], [29]). We say
a smooth involution $\tau$ on a K3 surface $X$ is non-symplectic (or anti-symplectic) if
$\tau^{*}(\omega_{X})=-()$X. For an algebraic K3 surface $X$ with a non-symplectic holomorphic
involution $\tau$ , the fixed point set, denoted by $A:=X^{\tau}$ , is empty or a non-singular
complex curve on $X$ , and the quotient space $\mathrm{Y};=$ X/r is a nonsingular surface.
Moreover, if $A=\emptyset$ , then $\mathrm{Y}$ is a Enriques surface, and if $A\neq\emptyset$ , then $\mathrm{Y}$ is a rational
surface and $A\in|-2K_{Y}|$ and $q_{Y}=0$ (see Nikulin [19], [21]). Let $S$ be the isomorphism
class of the fixed part $L^{\tau}:=\{x\in L|\tau_{*}(x)=x\}$ of $\tau_{*}$ in $L:=H_{2}(X,\mathbb{Z})$ . Then $S$ is
a primitive (i.e. $L/S$ is free), 2-elementary and hyperbolic sublattice of $L$ , where we
say a lattice $M$ is 2-elementary if $M^{*}/M\cong(\mathbb{Z}/2\mathbb{Z})^{a(M)}$ for some integer $a(M)\geq 0,$
and hyperbolic if its signature is $(1, t(-)(M))$ for some integer $t(-)(M)\geq 0.$ We call
such a pair $(X, \tau)$ a $K\mathit{3}$ surface with non-symplectic involution of type $S$ (see also
Yoshikawa [30], [31] for the details).
We can additionally fix a half-cone (the light-cone) $V^{+}(S)$ of the cone $V(S)=$
$\{x\in S\otimes \mathbb{R}|x^{2}>0\}$ . We can also fix a fundamental chamber $\mathcal{M}\subset V^{+}(S)$ for
the group $W^{(-2)}(S)$ generated by reflections in all elements with square (-2) in $S$ .
This is equivalent to fixing a fundamental subdivision $\mathrm{X}(S)$ $=$ $\mathrm{x}(S)+\cup-\Delta(S)+\mathrm{o}\mathrm{f}$ all
elements with square -2 in $S$ . The $\mathcal{M}$ and $\Delta(\mathrm{S})+$ define each other by the condition
$(\mathcal{M}, \Delta_{+})$ $\geq 0.$ These additional structures $\Lambda 4$ $\subset V^{+}(S)$ of the hyperbolic lattice $S$
are defined uniquely up to the action of the group $\{\pm 1\}W^{(-2)}(S)$ .
We can restrict considering K3 surfaces with non-symplectic involutions $(X,\tau)$
such that $V^{+}(S)$ contains a hyperplane section of $X$ and the set $\Delta(S)_{+}$ contains only
classes of effective curves with square -2 in $X$ . Namely, $V^{+}(S)$ and the fundamental
subdivision $\Delta(S)_{+}$ are prescribed by the geometry of the K3 surface $X$ .
If a pair $(X,\tau)$ is general, then $S$ is the Picard lattice $N(X)$ of $X$ and $\mathcal{M}$ gives
the ne$f$ cone (or Kihlerian cone) of $X$ . The weakest condition of degeneration (i.e.,
giving the most reach discriminant) is the following condition:
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(V): We say that $(X, \tau)$ of type $S$ is degenerate if there exists $h\in \mathcal{M}$ such that $h$
is not ne$f$ for $X$ . This is equivalent (see [21]) to the existence of an exceptional curve
with square -2 on the quotient $\mathrm{Y}=X/\{1, \tau\}$ . This is also equivalent to having an
element $\delta\in N(X)$ with $\delta^{2}=-2$ such that $\delta$ $=(\delta_{1}+\delta_{2})/2$ where $\delta_{1}\in S$ , $\delta_{2}\in S_{N(X)}^{[perp]}$
and $\delta_{1}^{2}=\delta_{2}^{2}=-4$. Remark that $(\delta_{1}, S)\equiv 0$ mod 2 and $(\delta_{2}, S^{[perp]})\equiv 0$ mod 2. I.e., $\delta_{1}$
and 62 are roots with square -4 for lattices $S$ and $S^{[perp]}$ respectively.
Now we restrict ourselves to the case $\mathrm{r}\mathrm{k}S\leq 2,$ Then we have :
(2) If $\mathrm{r}\mathrm{k}S=1,$ then $S\cong\langle 2\rangle$ , $X/\tau$ $\cong \mathrm{P}^{2}$ , all $X$ are non-degenerate, and $A$ are curves
of degree 6 on $\mathrm{P}^{2}$ .
(2) If $\mathrm{r}\mathrm{k}S=2,$ then the lattice $S$ is isomorphic to $U(2)$ , $\langle 2\rangle\oplus\langle-2\rangle$ or $U$ .
(i) If $S\cong U(2)$ , then non-degenerate K3 surfaces $(X, \tau)$ give $X/\tau$ $\cong \mathrm{P}^{1}\cross \mathrm{P}^{1}(=$
$\Sigma_{0})$ and $A$ are curves of bidegree $(4, 4)$ on $\mathrm{P}^{1}\cross \mathrm{P}^{1}$ ; and degenerate K3 surfaces
$(X, \tau)$ give $X/\tau 4$ $\Sigma_{2}$ .
(ii) If $S\cong\langle 2\rangle\oplus\langle-2\rangle$ , then $X/\tau$ A $\Sigma_{1}$ and all $X$ are non-degenerate. The image
of $A$ in $\mathrm{P}^{2}$ is a curve of degree 6 with one non-degenerate double point.
(iii) If $S\cong U,$ then $X/\tau$ A $\Sigma_{4}$ and all $X$ are non-degenerate.
Now we endow a K3 surface with non-symplectic involution $(X,\tau)$ with a real
structure. Let 0 be an involution on $S$ satisfying the following properties: $\theta(V^{+}(S))=$
$-V^{+}(S)$ and $\theta(\Delta(S)_{+})=-\Delta(S)+\cdot$ It follows that the lattice $S_{+}:=S^{\theta}$ is negative
definite and it has no elements with square -2. Moreover, the linear subspace $S$-(&R
where $S_{-}:=S_{\theta}$ must intersect the interior of the $nef$ cone $\mathrm{A}/(.$ For the fixed type
$(S, \theta)$ , we consider a K3 surface $X$ with a non-symplectic involution $\tau$ of type $S$ and
an anti-holomorphic involution ? such that $\varphi(S)=S$ (This implies that $\tau 0\varphi=\varphi 0\tau$ )
and $\varphi|S=\theta$ . Such triplets $(X, \tau, \varphi)$ are called real $K\mathit{3}$ surfaces with non-symplectic
involutions of type $(S, \theta)$ .
We consider the following real analogy for real K3 surfaces with non-symplectic
involutions of type $(S, \theta)$ of the degeneration (V) above. An element $h\in S$ is called
real if $\theta(h)=-h$ , i.e. $h\in S_{-}$ . For a general real $X$ we have $S=N(X)$ , and all real
$nef$ elements are elements of $S_{-}\cap$ $\mathrm{A}/[$ .
(VR): A real K3 surface $(X, \tau, \varphi)$ with a non-symplectic involution of type $(S, \theta)$
is called degenerate if there exists a real element $h\in S_{-}\cap \mathcal{M}$ which is not nef for
$X$ . This is equivalent to having an element $\delta\in N(X)$ with $\delta^{2}=-2$ such that
$\delta=(\delta_{1}+\delta_{2})/2$ where $\delta_{1}\in S$ , $\delta_{2}\in S_{N(X)}^{[perp]}$ and $\delta_{1}^{2}=\delta_{2}^{2}=-4$ (i.e., $(X, \theta)$ is degenerate
in the sense of (V) $)$ as a complex surface). Additionally, $\delta_{1}$ must be orthogonal to an
element $h\in S_{-}\cap$ int(M) with $h^{2}>0.$ Here int $(\mathcal{M})$ denote the interior part of $\mathrm{M}$ ,
i.e., the polyhedron $\mathcal{M}$ without its faces.
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The condition $(D\mathbb{R})$ for $(X, \tau, \varphi)$ implies the condition $\mathrm{C}$ for $(X,\tau)$ . Thus, condition
$(D\mathbb{R})$ is stronger for $(X, \tau)$ than (D). It is easy to see that (V) implies $(D\mathbb{R})$ for all
lattices $S$ of $\mathrm{r}\mathrm{k}S\leq 2$ above and all possible 0 for these lattices. But to formulate
a result about connected components of moduli of non-degenerate real K3 surfaces
with non-symplectic involutions (Theorem 3) in general (for arbitrary $\mathrm{S}$ ), we have to
consider the condition $(D\mathbb{R})$ of degeneration.
We use the same symbol $\theta$ for the anti-holomorphic involution $\varphi \mathrm{m}\mathrm{o}\mathrm{d}$ $\tau$ on $\mathrm{Y}:=X/\tau$ .
$\theta$ gives a real structure on $\mathrm{Y}$ , and we have $\theta(A)=A.$ We have :
(1) If $S\cong\langle$2), then $\theta=-1$ on $S$ , and $A$ is a real nonsingular curve of degree 6 on
$\mathrm{P}^{2}$ . The rigid isotopic classification of such curves is known ([18]).
(2) If $S\cong U(2)$ and $(X,\tau)$ is non-degenerate, then $\mathrm{Y}:=X/\tau \mathit{4}$ $\mathrm{P}^{1}\cross \mathrm{P}^{1}$ , and (i)
$\theta=-1$ on $S$ or (ii) $S_{+}\cong\langle-4$ ) and $S_{-}\cong\langle$4$\rangle$ . If (i) (called $‘ \mathrm{H}$ case”), then $\mathrm{Y}(\mathbb{R})$ is
hyperboloid or spin. If (ii), then $\mathrm{Y}(\mathbb{R})$ is ellipsoid.
(3) If $S\cong\langle 2\rangle\oplus\langle-2\rangle$ , then $\theta=-1$ on $S$ .
(4) If $S\underline{\simeq}U$ , then $\theta=-1$ on $S$ .
In this article we mention only $(2)-(\mathrm{i})$ case, i.e., BI case (hyperboloid or spin) and
(3) case (, then $\mathrm{X}/\mathrm{r}\mathrm{G}$ $\Sigma_{1}$ ). See \S 7 for $\mathbb{H}$ case, and \S 8 for $\Sigma_{1}$ case,
3 Integral involutions with conditions
Let $L$ be the K3 lattice, i.e., even unimodular lattice of signature $(3, 19)$ . Fix a
primitive embedding of 2-elementary hyperbolic lattice $S$ in $L$ . It is unique up to
automorphisms of $L$ (For the details, see [31], \S 1). Let $\Delta(S, L)^{(-4)}$ be the set of all
elements $5_{1}$ in $S$ such that $\delta_{1}^{2}=-4$ and there exists $\delta_{2}\in S_{L}^{[perp]}$ such that $(\delta_{2})^{2}=-4$
and $\delta$ $=(\delta_{1}+\delta_{2})/2\in L.$ Then $\delta^{2}=-2$ . All elements $\delta_{1}\in\Delta(S, L)^{(-4)}$ a $\mathrm{e}$ roots of
$S$ since $-4=(\delta_{1})^{2}$ divides $2(\delta_{1}, S)$ because $(\delta_{1}, S)\subset 2\mathbb{Z}$. Let $W\mathrm{C}-4$ ) $(S, L)$ $\subset O(S)$ be
the group generated by reflections in all roots from $\Delta(5, L)^{(-4)}$ , and $W^{(-4)}(S, L)_{\lambda 4}$
the stabilizer subgroup of $\mathcal{M}$ in $W^{(-4)}(S, L)$ . The set Thus, $L)^{(-4)}$ is invariant with
respect to $W^{(-2)}(S)$ . It follows that the $W^{(-4)}(S, L)_{\mathcal{M}}$ is generated by reflections $s_{\delta_{1}}$
in $\delta_{1}\in\Delta(S, L)^{(-4)}$ such that the the hyperplane $(\delta_{1})_{S}^{[perp]}\otimes \mathbb{R}$ in $S$ (&R intersects the
interior of M.
The “real” analogy of the group $W^{(-4)}(S, L)_{\mathcal{M}}$ is the subgroup $G$ defined below.
Let 0 be an involuion of $S$ . We set $G(\subset W^{(-4)}(S, L)_{\mathcal{M}})$ to be the subgroup generated
by all reflections $s_{\delta_{1}}$ in elements $\delta_{1}\in\Delta(S, L)^{(-4)}$ which are contained either in $S_{+}$ or
in $S_{-}$ (i.e., $s_{\delta_{1}}$ should commute with $\theta$) and such that $s_{\delta_{1}}(\mathcal{M})=\mathcal{M}$ .
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We consider an integral involution $(L, \varphi, S)$ with condition $(S, \theta)([20])$ which sat-
isfies:
(RSK3) $L$ is even unimodular of signature $(3, 19)$ and the lattice $L^{\varphi}$ is hyperbolic
(of signature (1, $t(-)$ )).
Remark that a real K3 surface $(X, \varphi)$ with a non-symplectic involution $\tau$ of type
$(S, \theta)$ corresponds to an integral involution $(L, \varphi, S)$ with condition $(S, \theta)$ , where we
set $L:=H_{2}(X;\mathbb{Z})$ and / is the action of $\varphi$ on $L$ . Then the integral involution $(L, \varphi, S)$
satisfies (RSK3) (e.g. see [15] or Sect. 3.10 in [20]).
Definition 1 Two integral involutions $(L, \varphi, S)$ and $(L’, \varphi’, S)$ with condition $(S, \theta)$
to be isomorphic with respect to the group $G$ if there exists an isomorphism $\xi:Larrow L’$
of lattices such that $\xi\varphi=$ $\varphi’ \mathrm{g}$ and $\mathrm{e}|S$ belongs to the group $G$ above.
Let In(S, 0, $G$) denote the set of isomorphism classes (with respect to the group $G$)
of integral involutions $(L, \varphi, S)$ with condition $(S, \theta)$ satisfying (RSK3).
4 Moduli of $(D\mathbb{R})$-non-degenerate real K3 surfaces
with non-symplectic involutions
Definition 2 Two real K3 surfaces $(X, \tau, \varphi)$ and $(X’, \tau’, \varphi’)$ with non-symplectic
involutions of type $(S, \theta)$ are isomorphic with respect to the group $G$ (see fi3), if there
exists an isomorphism $f:Xarrow X’$ such that $f\tau=\tau’f$ , $f\varphi=p’ f$ and $f_{*}|S\in G.$
By monodromy consideration, two real K3 surfaces $(X, \varphi, \tau)$ and $(X’, \varphi’, \tau’)$ with
non-symplectic involutions of type $(S, \theta)$ which belong to one connected component
of moduli give isomorphic integral involutions with condition $(S, \theta)$ . Thus, we have
the natural map from the set of connected components of moduli of triplets $(X, \varphi, \tau)$
to the set In(S, $\theta$ , $G$).
Using Global Torelli Theorem for K3 surfaces [23] and epimorphicity of Torelli map
for K3 surfaces [16], we can prove the following main theorem.
Theorem 3 ([22]) The natural map above gives the one to one correspondence be-
trneen the connected components of moduli of $(D\mathbb{R})$-non-degenerate real $K\mathit{3}$ surfaces
$(X,\tau, \varphi)$ with non-symplectic involutions of type $(S, \theta)$ and the set In(S, 0, $G$).
This result is similar to Theorem 3.10.1 in [18] about moduli of real polarized K3
surfaces. Such statements reduce the problem of description of connected components
of moduli of real algebraic varieties to a purely arithmetic problem.
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Definition 4 (DPN pairs and $\mathrm{D}\mathrm{P}N$ surfaces [19], [21], [1], [2], [6]) If $\mathrm{Y}$ is a
non-singular surface, $A\in|-2K_{Y}|$ a non-singular curve, and $q_{Y}=0,$ then the double
covering of $\mathrm{Y}$ ramified along $A$ gives aK3 surface $X$ with a non-symplectic involution
(the covering transformation). A pair $(\mathrm{Y}, A)$ with these properties is called a right
$DPN$ pair, and the surface $\mathrm{Y}$ is called a right DPN-surface.
We mention that a ‘general’, not necessarily ‘right’, DPN-pair is a pair $(\mathrm{Y}, A)$ where $\mathrm{Y}$
is a non-singular surface with $q_{Y}=0$ , $A\in|-2K_{Y}|$ and $A$ has only ADE-singularities;
then the surface $\mathrm{Y}$ is called a DPN-surface.
Like K3 surfaces with non-symplectic involutions, we call a right DPN-pair $(\mathrm{Y}, A)$
$(D)$-degenerate if the corresponding K3 surface with non-symplectic involution $(X,\tau)$
is (V)-degenerate
By a real right $DPN$-pair $(\mathrm{Y}, A, \theta)$ we mean $(\mathrm{Y}, \theta)$ is a non-singular projective alge-
braic surface with an anti-holomorphic involution 0, and $A\in|-2K_{Y}|$ is a non-singular
curve such that $\theta(A)=(A)$ . We call a real right DPN-pair $(\mathrm{Y}, A, \theta)(D\mathbb{R})$ -degenerate
if the corresponding real K3 surface with non-symplectic involution $(X, \tau, \varphi)$ is $(D\mathbb{R})-$
degenerate.
There exist two real double coverings of $\mathrm{Y}$ ramified along $A$ , which are two real K3
surfaces with non-symplectic involutions $(X, \tau, \varphi)$ and $(X, \tau,\tilde{\varphi})$ where $\overline{\varphi}:=\tau\varphi=\varphi\tau$.
They both define the same real right DPN-pair $(\mathrm{Y}:=X/\tau, A:=X^{\tau}, \theta:= \varphi \mathrm{m}\mathrm{o}\mathrm{d} \tau)$ .
Definition 5 (related real K3 surfaces, positive real right DPN-pair) We say
these two real K3 surfaces with non-symplectic involutions $(X,\tau, \varphi)$ and ($X,\tau$ , $\varphi\gamma$ are
related. A real right DPN-pair $(\mathrm{Y}, A, \theta)$ together with a choice of one (between two)
real K3 surface with non-symplectic involution $(X, \tau, \varphi)$ such that its quotient by $\tau$
gives $(\mathrm{Y}, A, \theta)$ is called a positive real right DPN-pair.
We denote a positive real right DPN-pair by $(\mathrm{Y}, A, \theta)^{+_{t}}$ Then the related positive
real right $DPN$-pair will be denoted by $(\mathrm{Y}, \theta, A)^{-}$ If $(\mathrm{Y}, A, \theta)^{+}$ is given by $(X,\tau, \varphi)$ ,
then the related positive DPN-pair is given by $(X, \tau,\tilde{\varphi})$ . We can define positive real
right $DPN$-pairs of type $(S, \theta)$ and an isomorphism of positive real right DPN-pairs
with respect to the group $G$ defined by $(S, \theta)$ . Obviously, an isomorphism of real K3
surfaces with non-symplectic involutions $(X, \tau, \varphi)$ and $(X’, \tau’, \varphi’)$ defines the corre-
sponding isomorphism of the related real K3 surfaces with non-symplectic involutions
$(X,\tau,\tilde{\varphi})$ and $(X’,\tau’,\tilde{\varphi}’)$ . Moreover, the type $(S, \theta)$ and the group $G$ don’t change for
related real K3 surfaces with non-symplectic involutions. Moreover, we can see related
positive real right DPN-pairs are $(D\mathbb{R})$-degenerate simultaneously.
We formulate an equivalent theorem from Theorem 3:
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Theorem 6 ([22]) The natural rnap gives the one to one correspondence between
connected components of moduli of $(D\mathbb{R})$-non-degenerate positive real right DPN-pairs
$(\mathrm{Y}, \theta, A)^{+}$ of type $(S, \theta)$ and the set In(S, 0, $G$).
The integral involutions $(L, \varphi, S)$ and $(L,\overline{\varphi}, S)$ corresponding to related positive
real right DPN-pairs $(\mathrm{Y}, A, \theta)^{+}$ and $(\mathrm{Y}, A, \theta)^{-}$ are related as $\tilde{\varphi}=$ $\tau \mathrm{i}$ . Recall that
$\tau$ acts as +1 on $S$ and as -1 on $S_{L}^{[perp]}$ . Thus, we say naturally integral involutions
$(L, \varphi, S)$ and ($L,\tilde{\varphi}$, S) are related. Prom Theorem 6 we get
Theorem 7 (moduli of $(D\mathbb{R})$-non-degenerate real right DPN-pairs, [22]) The
natural map gives the one to one correspondence between connected components of
moduli of $(D\mathbb{R})$-non-degenerate real right $DPN$ pairs $(\mathrm{Y}, A, \theta)$ of type $(S, \theta)$ and the
set In(S, $\theta$ , $G$) $/\{1, \tau\}$ of pairs $\{(L, \varphi, S), (L,\overline{\varphi}, S)\}$ of isomorphism classes (with re-
spect to $G$) of related integral involutions.
5 Invariants of integral involutions with conditions
Let $S$ be a 2-elementary and hyperbolic (of signature (1, $t_{(-)}(S)$ )), even lattice
having a primitive embedding $S\subset L$ to the K3 lattice $L$ and such that there exists
an involution $\tau$ of $L$ with $L^{\tau}=S.$ (The last property is equivalent for $S$ to be
2-elementary.) By [18],Th.3.6.2, the isomorphism class of $S$ is determined by the
triplet of invariants $(r(S), a(S)$ , $\delta(S))$ , where $r(S)=1+t_{(-)}(S)$ is the rank of $S$ , $a(S)$
is defined by $S^{*}/S\cong(\mathbb{Z}/2\mathbb{Z})^{a(S)}$ , and $\delta(S)(=0,1)$ is the parity of the discriminant
form of $S$ , namely, $\delta(S)=0$ if and only if $(x^{*})^{2}\in \mathbb{Z}$ for any $x^{*}\in S^{*}$ . All possible
triplets $(r, a, \delta)=(r(S), a(S),$ $\delta(S))$ are presented in Figure 2 in [21].
Let $(X, \tau)$ be a K3 surface with a non-symplectic involution of type $S$ , and $X^{\tau}$
be the fixed point set of $\tau$ . Then, we have the following interesting results ([19] and
[21] $)$ .
$X^{\tau}=\{$
$\emptyset$ (and $\mathrm{Y}$ is Enriques) if $(r(S), a(S),$ $\delta(S))=(10,10,0)$ ;
$C_{1}+C\mathrm{l}’$ if $(r(S), a(S)$ , $\delta(S))=(10,8,0)$ ;
$C_{g(}5)+E_{1}+\cdots+E_{k(S)}$ otherwise;
(5.1)
where $g(S)=(22-r(S)-a(S))/2$ , $k(S)=(r(S)-a(S))/2$ and $C_{g}$ denote a curve
of genus $g$ and $E_{i}\cong$ F. We have
$X^{\prime r}\sim 0$ $(\mathrm{m}\mathrm{o}\mathrm{d} 2)$ in $H_{2}(X, \mathbb{Z})$ if and only if $\delta(S)=0,$ (5.2)
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The dimension of moduli of pairs $(X, \tau)$ and the corresponding DPN-pairs $(\mathrm{Y}, A)$ is
equal to $20-r(S)$ .
We now consider the type $(S, \theta)$ of a real $\mathrm{K}3$ surface with a non-symplectic involu-
tion $(X, \tau, \varphi)$ . Any $\theta$ for which $S^{\theta}$ is negative definite and does not contain elements
$x\in S^{\theta}$ with $x^{2}=-2$ can be taken as a type. See [6] about some results in this di-
rection. In this article we shall consider lattices $S$ with $r(S)\leq 2.$ Then the problem
of finding possible types $(S, \theta)$ is very simple.
Assume that the type $(S, \theta)$ is fixed. We denote $S_{+}=S^{\theta}$ and $S_{-}=$ S9. We shall
use invariants
$s=$ rk $S$, $p=$ rk $S_{+}$ (5.3)
Then $S$ has the signature $(s(+)$ , $(-) $)$ $=(1, s-1)$ and $S_{+}$ has the signature $(p(+),p(-))=$
$(0,p)$ .
We say two integral involutions $(L, \varphi, \mathrm{S})$ and $(L’, \varphi S’,)$ of type $(S, \theta)$ have the same
genus with respect to the group $G$ if there exists an automorphism $\xi$ : $Sarrow S$ from
$G$ which can be continued to an isomorphism $(L, \mathrm{p}, 5)$ $\otimes$ $\mathbb{R}arrow(L’, \varphi S/,)\otimes \mathbb{R}$ over
$\mathbb{R}$ , and an isomorphism $(L, \varphi, S)\otimes \mathbb{Z}_{p}arrow(L’, \varphi’, S)\otimes \mathbb{Z}_{p}$ over the ring $\mathbb{Z}_{p}$ of padic
integers for any prime $p$ . All the genus invariants (for an arbitrary even lattice $S$ with
an involution $\theta$) were found in [20] together with necessary and sufficient conditions
of existence. In many cases a genus has only one isomorphism class. Then the genus
invariants give isomorphism invariants.
We assume that the integral involution $(L, \varphi, S)$ satisfies the condition (RSK3)
above. Then the only real invariant of $(L, \mathrm{p}, S)$ is
$r=$ rk $L^{\varphi}=1+t\mathrm{t}-$). (5.4)
Below we describe the genus invariants of the integral involution $(L, \varphi, S)$ of type
$(S, \theta)$ . To simplify notations, we temporarily denote $L_{+}=L^{\varphi}$ and $L_{-}=L_{\varphi}$ .
Since $L$ is unimodular, we have
$A_{\iota_{\pm}}=L_{\pm}^{*}/L_{\pm}\underline{\simeq}L/(L_{+}\oplus L_{-})\underline{\simeq}(\mathbb{Z}/2\mathbb{Z})^{a}$ (5.5)
where $a\geq 0$ is an integer. It is one of the most important genus invariants.
We also have another genus invariants
$\delta_{\varphi}=\{$






0if $(x, \varphi(x))\equiv(x, s,)$ mod 2 $ix$ $\in L$
for some element $s_{\varphi}$ in $S$
1otherwise
(5.7)
If $\delta,s=0,$ then the element $s_{\varphi}$ occurring in the definition of $\delta_{\varphi S}$ is uniquely defined
modulo 25. It is called the characteristic element of the involution $\varphi$ .
For convenience, we often divide $(L, \varphi, S)$ into the following 3 types.
$Type$ $\mathit{0}$: $\delta_{\varphi S}=0$ and $\delta_{\varphi}=0;$
$wpeIa$: $\delta_{\varphi S}=0$ and $\delta_{\varphi}=1;$
$\Phi peR$ : $\delta_{\varphi S}=1.$
For $x_{\pm}\in S_{\pm}$ we put
$\delta_{x\pm}=\{$




$0 \mathrm{i}\mathrm{f}\mathrm{f}\frac{1}{2}x_{\pm}\in 2.L_{\pm}^{*}\mathrm{f}\mathrm{u}\mathrm{n}\mathrm{c}\mathrm{t}\mathrm{i}\mathrm{o}\mathrm{n}\delta_{\pm}\cdot S_{\pm}^{\cdot}arrow \mathbb{Z}/2\mathbb{Z}$
where $x_{\pm}\vdasharrow\delta_{x\pm}$ . We set
$H_{\pm}:=\delta_{\pm}^{-1}(0)/2S_{\pm}\subset S_{\pm}/2S_{\pm}$ .
These subgroups are equivalent to the invariants $\delta_{x\pm}$ . We have a more exact range
for the subgroups $H_{\pm}$ :
$\Gamma_{\pm}=(2S)_{\pm}/2S_{\pm}\subset H_{\pm}\subset 2(S_{\pm}^{*}\cap(\frac{1}{2}S_{\pm}))/2S_{\pm}\cong(S_{\pm}^{*}\cap(\frac{1}{2}S_{\pm}))/S_{\pm}=A_{s_{\pm}}^{(2)}\subset As_{\pm}$.
Here $(2S)_{\pm}$ are the orthogonal projections of $2S\subset S_{+}\oplus S_{-}$ to $S_{\pm}$ respectively. This
projections also give the graph $\Gamma$ of the isomorphism $\mathrm{y}$ of the groups $\Gamma_{+}$ and $\Gamma_{-}$ . The
$A_{s_{\pm}}^{(2)}$ denote the subgroup of $A_{s_{\pm}}$ generated by all elements of order two. Let
$H:=H_{+}\oplus_{\gamma}H_{-}:=(H_{+}\oplus H_{-})/\Gamma$ .
For simplicity we identify $H_{\pm}=H_{\pm}$ mod $\Gamma\subset H.$
Since $L$ is unimodular,
$\delta_{x\pm}=0\Leftrightarrow$ :lx’$\pm\in L_{\mp}$ : $\frac{1}{2}(x_{\mathrm{g}}+x_{\pm}^{J})\in L.$ (5.9)
The elements $\mathrm{s}\mathrm{c}_{\pm}’$ are defined by the elements $x_{\pm}$ uniquely modulo $2\mathrm{L}\mathrm{T}$ ; this enables
us, for elements $x_{+}\in S_{+}$ and $x_{-}\in S_{-}$ for which $\delta_{x}+=\delta_{x-}=0,$ to define the invariant
$\frac{1}{2}(x_{+}, x_{-}’)$ $\mathrm{m}\mathrm{o}\mathrm{d} 2=-\frac{1}{2}(x_{+}’,x_{-})$ $\mathrm{m}\mathrm{o}\mathrm{d} 2(\in \mathbb{Z}/2\mathbb{Z})$ .
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We can define a finite quadratic form $q_{\rho}$ : $H arrow\frac{1}{2}\mathbb{Z}/27!\mathrm{t}$ by
$q_{\rho}[(x_{+},x_{-})]:=qs_{+}( \frac{1}{2}x_{+})+\frac{1}{2}(x_{+},x_{-}’)-qs_{-(\frac{1}{2}X_{-)}}$ for $x_{\pm}\in H_{\pm}$ .
Moreover (see [20]), when $\delta_{\varphi S}=0,$ we define the characteristic element $v$ by
$v:=s,$ $\in H=H_{+}\oplus_{\gamma}H_{-}\subset(S_{+}\oplus S_{-})/2S$.
The element $v$ should be characteristic for the quadratic $fom$ $q_{\rho}$ , namely, $q_{\rho}(x, v)\equiv$
$q_{\rho}(x, x)$ (mod 1) for any $x\in H.$ The element $v$ is zero if $\delta_{\varphi}=0,$ and $v$ is not zero if
$\delta_{\varphi}=1$ and $\delta_{\varphi S}=0.$
Finally, we have the following very useful theorems:
Theorem 8 ([20]) Two integral involutions with condition $(S, \theta)$ have the same genus
with respect to $G$ if and only if the corresponding trno lists of genus invariants
$(r, a;H_{+}, H_{-},, q_{\rho};\delta_{\varphi}, \delta_{\varphi S}, v)$ . (5.10)
are conjugate by the group $G$ of the condition $(S, \theta)$ .
Theorem 9 ([20]) The invariants (5.10) give complete genus invariants of integral
involutions $(L, \varphi, S)$ of type $(S, \theta)$ in the set In(S, $\theta$ , $G$). Conditions 1.8.1 and
1.8.2 in [20] are necessary and sufficient for the existence of an integral involution
in In(S, 0, $G$) with the genus invariants.
Now we discuss related involutions. We denote by
$(r(\varphi), a(\varphi);H(\varphi)_{+}$ , $H(\varphi)_{-}$ , $q_{\rho(\varphi)}$ ; $\delta_{\varphi}$ , $\delta_{\varphi S}$ , $v(\varphi))$ (5.11)
the genus invariants (5.10) for $\varphi$ .
Theorem 10 ([22]) We have the following relations between genus invariants of the
related involutions $(L, \varphi, S)$ and $(L,\tilde{\varphi}=\tau\varphi, S)$ (for undefined $s$ ymbols below, see
[22] $)$ .
$r(\varphi)+r(\tau\varphi)=22-s+2p,$
$a(\tau\varphi)-a(\varphi)=a(S)-2a_{H(\varphi)}+2$ rk $\rho(\varphi)$ ,
$s_{\varphi}+s_{\tau\varphi}\equiv s_{\theta}\in S$ mod $2L$ ,
where $\mathrm{r}\mathrm{k}\rho$ means the rank of the matrix which gives $\rho$ in some bases of $H_{+}$ and $H_{-}$
over the field $\mathbb{Z}/2\mathbb{Z}$, and $s_{\theta}\in S$ is the characteristic element of $(S,\theta)$ defined by the
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properry $2(x, \theta(x))\equiv(x, s_{\theta})$ mod 2 for any $x\in S^{*}$ (the $s_{\theta}$ is defined mod $2S$). In
particular,
$\delta_{\varphi S}=\delta_{(\tau\varphi)S}$ .
The $H(\varphi)_{\pm}$ and $H(\tau\varphi)\pm$ are orthogonal with respect to the discriminant bilinear
form $bs_{\pm}$ on $A_{s_{\pm}}$ respectively.
Moreover, we have
$l(A_{s_{+}})+a(\varphi)-2a_{H(\varphi)_{+}}=l(A_{S_{-}})+a(\tau\varphi)-2a_{H(\tau^{-}\varphi)_{-}}$ .
Theorem 10 permits to choose one from two related involutions by some conditions
on their invariants. It helps the classification of the pairs of related involutions, which
is important for the classification of the corresponding DPN-pairs.
Possible types of $(S, \theta)$ with $\mathrm{r}\mathrm{k}S\leq 2.$ By classification in [18] and also in [19],
[21], there are the following and only the following possibilities for $S$ with $r(S)=$
$\mathrm{r}\mathrm{k}S\leq 2.$ We have
{ $\mathrm{r}(\mathrm{S}),$ $\mathrm{a}(\mathrm{i}\mathrm{p})$ $\mathrm{r}(\mathrm{S})=(1,1,1)$ , (2, 2, 0), (2, 2, 1), (2, 0, 0).
We consider all possible 0 for these cases.
The case: $(r(S), a(S)$ , $\delta(S))=(1,1,1)$ . Then $S\cong\langle 2\rangle$ . Since $S$-should be hyper-
bolic, $S_{-}=S$ and $\theta=-1$ on $S$ . Then $S_{+}=\{0\}$ . For this case $\mathrm{Y}=X/\{1,\tau\}=\mathrm{P}^{2}$ .
The case $(r(S), a(S)$ , $\delta(S))=(2,2,0)$ . Then $S\cong U(2)$ . We have $\mathrm{Y}=\mathrm{P}^{1}\cross \mathrm{P}^{1}$ in
the non-degenerate case. Let us consider possible 0. Dividing form of $S$ by 2, we get
the unimodular lattice $U$ . It follows that if rk $S_{-}=1,$ then $S_{-}\cong\langle 4\rangle$ and $S_{+}\cong\langle-4\rangle$ .
If $\mathrm{r}\mathrm{k}\mathrm{S}_{-}=2$ , then $\theta=-1$ on $S$ . Thus, we get two cases
The case $S\cong U(2)$ , the involution 0 is -1 on $S$ . We consider this case in \S 7. Then
$\mathrm{Y}=X/\{1, \tau\}=\mathrm{P}^{1}\mathrm{x}\mathrm{P}^{1}$ in the non-degenerate case. Moreover, $\mathrm{Y}=X/\{1, \tau\}=$
$\mathrm{P}^{1}\mathrm{x}\mathrm{P}^{1}$ over $\mathbb{R}$ is a hyperboloid, if $\mathrm{Y}(\mathbb{R})\neq 0$ .
The case $S\cong 1U(2)$ , $S_{-}$ $\mathrm{A}$ $\langle 4\rangle$ , $S_{+}\cong\langle-4\rangle$ . For this case, $\mathrm{Y}=X’\{1,\tau\}=\mathrm{P}^{1}\mathrm{x}\mathrm{P}^{1}$
and $\mathrm{Y}$ over $\mathbb{R}$ is an ellipsoid. Really, if $\mathrm{Y}=\Sigma_{2}$ , then any anti-holomorphic involution
of $\mathrm{Y}$ acts as -1 in $H^{2}(\mathrm{Y}, \mathbb{R})=\mathbb{R}^{2}$ , and then $\theta=-1$ in $S\otimes$ R.
The case $(r(S), a(S)$ , C5(S) $)$ $=(2,2,1)$ . Then $S\cong\langle 2\rangle\oplus\langle-2\rangle$ . Assume that $\mathrm{r}\mathrm{k}S_{-}=$
$1$ . Since the lattice $S(2^{-1})\cong\langle 1\rangle\oplus\langle-1\rangle$ is unimodular and odd, it follows that
$S_{-}=\langle 2\rangle$ and $S_{+}\cong\langle 2$) . Again the lattice $S_{+}$ has elements with square -2 which is
impossible for 0. Thus, $\theta=-1$ on $S$ and $S_{+}=\{0\}$ . We consider this case in 58. For
this case $\mathrm{Y}=X/\{1, \tau\}=\Sigma 1.$
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The case $(r(S), a(S)$ , $\delta(S))=(2,0,0)$ . Then $S\cong U$ where $U=(\begin{array}{ll}0 \mathrm{l}1 0\end{array})$ . Since
$S$-is hyperbolic, $\mathrm{r}\mathrm{k}S_{-}=1$ or 2. Let $\mathrm{r}\mathrm{k}S_{-}=1.$ Since $S$ is unimodular and even,
$S_{-}\cong\langle$ $\mathit{2})$ and $S_{+}\cong\langle 2$). Then $S_{+}$ has elements with square -2 which is impossible
for $\theta$ . Thus, rk $S_{-}=2$ and $\theta=-1$ on $S$ . Then $S_{-}=S$ and $S_{+}=\{0\}$ . For this case,
$\mathrm{Y}=X/\tau$ $=\Sigma_{4}$ .
6 Geometric interpretation of invariants of inte-
gral involutions
Here we discuss the geometric interpretation of invariants. We first mention the
invariants $(r(\varphi), a(\varphi)$ , $\delta(\varphi))=(r, a, \delta)$ . We denote by $S_{g}$ an oriented surface of the
genus $g$ .
We have (see Theorem 3.10.6 in [18]) for the real part of $X_{\varphi}(\mathbb{R})=X^{\varphi}$ of $X$ with
the real structure defined by $\varphi$ the same result as for the holomorphic non-symplectic
involution $\tau$ :
$X_{\varphi}(\mathbb{R})=\{$
$\emptyset$ if $(r, a, \delta)=(10,10,0)$ ;
$T_{1}$ II $T_{1}$ if $(r, a, \delta)=(10,8,0)$ ;
$T_{g}\coprod(T_{0})^{k}$ otherwise;
(6.1)
where $g=$ $(22-r-a)/2$, $k=(r-a)/2$ and
$X_{\varphi}(\mathbb{R})\sim s_{\varphi}$ (mod 2) in $H_{2}(X, \mathbb{Z})$ . (6.2)
Now we have the following interpretation of the invariant $\delta_{x-}$ .
Theorem 11 ([28],[22]) Let $X$ be a compact Kdhler surface with an anti-holomorphic
involution $\varphi$ , and $X(\mathbb{R})$ be the fixed point set of $\varphi$ . We assume that $H_{1}(X;\mathbb{Z})=0$
and $X(\mathbb{R})\neq\emptyset$ . We set $L=H_{2}(X;\mathbb{Z})$ and $L_{\varphi}=\{x\in L|\varphi_{*}(x)=-x\}$ . Let $C$ be $a$
$1$ l’dimensional complex submanifold of $X$ with $\varphi(C)=C,$ and $C$ (R) be the fied point
set $of/\mathrm{j}$ on C. Let $[C](\in L_{\varphi})$ denote the homology classes represented by C. Then
we have:
$[C]\cdot x\equiv 0$ (mod 2)$\forall x\in L_{\varphi}$ if and only if $[C(\mathbb{R})]=0$ in $H_{1}(X(\mathrm{R});\mathbb{Z}/2\mathbb{Z})$ .
Remark 12 Following (5.8), we have $\delta[\mathrm{q}=0$ iff $[C]\cdot x\equiv 0$ (mod 2)$\forall x\in L_{\varphi}$ .
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Proof of Theorem 11. Suppose that $[C(\mathbb{R})]7$ $0$ in $H_{1}(X(\mathbb{R});\mathbb{Z}/2\mathbb{Z})$ . Then there
exists an embedded circle $D$ on $X(\mathbb{R})$ such that $[C(\mathbb{R})]$ $[)]\neq 0,$ where $[C(\mathbb{R})]1$ $[D]$
means the $\mathbb{Z}/2\mathbb{Z}$-intersection number in $X(\mathbb{R})$ . We set $E_{-}=\{x\in H^{2}(X;\mathbb{Z})|\varphi^{*}(x)=$
$-x\}$ . $E_{-}$ is the Poincar\’e dual to $L_{\varphi}$ . By Th\’eor\‘eme 2.4 in [17], there exists a surjective
canonical morphism
$\mathrm{P}x$ : $E_{-}arrow H^{1}$ ( $X(\mathbb{R});\mathbb{Z}$f $2\mathbb{Z}$)
such that
$(\varphi_{X}(\gamma), \varphi_{X}(\gamma’))\equiv Q(\gamma, \gamma’)$ $(\mathrm{m}\mathrm{o}\mathrm{d} 2)\forall\gamma$ , $)’\mathrm{E}$ $E_{-}$ ,
where $(, )$ and $Q$ are the forms induced by the cup products on $H^{1}(X(\mathbb{R});\mathbb{Z}/2\mathbb{Z})$






where $\alpha$ is defined as in [17],p.562 (see also below), $c_{1}$ is the first Chern class map,
and $i$ is the inclusion map. In the sequel, $A^{P}$ denotes the Poincare’ dual element
to a $(\mathrm{c}\mathrm{o})\mathrm{h}\mathrm{o}\mathrm{m}\mathrm{o}\mathrm{l}\mathrm{o}\mathrm{g}\mathrm{y}$ class $A$ . Since $\varphi_{X}$ is surjective, there exists $\mathrm{y}$ $(\in E_{-})$ such that
$t$
$x(\gamma)=[D]^{P}(\in H^{1}(X(\mathbb{R});\mathbb{Z}/2\mathbb{Z}))$ . We consider the divisor class $[C]$ in $\mathrm{P}\mathrm{i}\mathrm{c}(X)^{G}$ .
Then, as is well known, its first Chern class $c_{1}([C])$ is the Poincar\’e dual to $x_{-}$ . By
the definition (see [17]) of $\alpha$ , we see
$\alpha([C])=\eta(C)=[C(\mathbb{R})]^{P}(\in H_{\mathrm{a}}^{1}(X(\mathbb{R});\mathbb{Z}/2\mathbb{Z}))$ .
On the other hand, by the above commutative diagram, we see
$\alpha([C])=\varphi_{X}(c_{1}([C]))=\varphi_{X}(x_{-}^{P})$ .
Hence, we have $[C(\mathbb{R})]\cdot[D]=$ $([C(\mathbb{R})]^{P}, [ |)]^{P})$ $=(\varphi x(x_{-}^{P}), \varphi x(\gamma))\equiv Q(x_{-}^{P},\gamma)(\mathrm{m}\mathrm{o}\mathrm{d} 2)$
$=(x_{-}, )^{P})$ . Thus we have $\delta_{x-}=1.$ This completes the proof of the implication $\Rightarrow$ .
The converse assertion can be proved by the same argument as the proof of Lemma
2 in [26]. Suppose that $[C(\mathbb{R})]=0$ in $H_{1}(X(\mathbb{R});\mathbb{Z}/2\mathbb{Z})$ . Then $X(\mathbb{R})$ and $C$ (R) satisfy
the conditions a) and b) of Remark 2.2 in [14]. By that remark, Lemma 2.3 is appli-
cable to the involution $\varphi$ : $Xarrow X$ and $C$ . Hence, we see $(x_{-})_{\mathrm{m}\mathrm{o}\mathrm{d} 2}(\in H_{2}(X;\mathbb{Z}/2\mathbb{Z}))$
is orthogonal to Ima2. Since $H_{1}(X;\mathbb{Z})=0,$ as in the proof of Lemma 3.7 in [15], we
have ${\rm Im}\alpha_{2}=\{x\in H_{2}(X;\mathbb{Z}/2\mathbb{Z})|\varphi_{*}(x)=x\}$ . Thus we have $\delta_{x-}=0.$ $\square$
By similar arguments as above, we also have:
Proposition 13 ([22]) Let $(X, \tau, \varphi)$ be a real $K\mathit{3}$ surface with a non-symplectic in-
volution of type $(S, \theta)$ with non empty $A=X^{\tau}$ . Then, if $A$ is dividing, then $\delta_{\varphi S}=0.$
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Proof. Suppose that $[A(\mathbb{R})]=0$ in $H_{1}(A;\mathbb{Z}/2\mathbb{Z})$ . Then $A(\mathbb{R})$ and $A$ satisfy the
condition a) in Sect. 2.2 of [14]. Since $\mathrm{A}(\mathbb{R})$ is a disjoint union of circles, $w_{1}(A(\mathbb{R}))=$
$0$ , and the condition b) is also satisfied. Using the notation of [14], we obtain that
$l(P_{A(\mathrm{R})})$ realizes the nulls of the group $H_{2}(P_{A;}\mathbb{Z}/2\mathbb{Z})$ . Since $\tau\varphi=\varphi\tau$ , we have
$\mathrm{t}(\mathrm{X}\{\mathrm{R}))=X(\mathbb{R})$ , and $A(\mathbb{R})=A\cap X(\mathbb{R})$ .
The tangent bundle $T(A)$ , which is real 2-dimensional, is isomorphic to the normal
bundle $N(A)$ of $A$ in $X$ (because $X$ is aK3 surface), and the tangent bundle $T(A(\mathbb{R}))$
is isomorphic to the normal bundle $N(A(\mathbb{R}))$ of $A(\mathbb{R})$ in $X(\mathbb{R})$ . Since $l(P_{A(\mathrm{R})})$ realizes
the nulls of the group $H_{2}(P_{A}, \mathbb{Z}/2\mathbb{Z})$ , by Lemma 1 in Sec. 2.3 of [14], the class
$[X(\mathbb{R})]$ in $H_{2}(X, \mathbb{Z}/2\mathbb{Z})$ is orthogonal to ${\rm Im}\alpha_{2}$ in $H_{2}(X, \mathbb{Z}/2\mathbb{Z})$ with respect to the
intersection pairing where $\alpha_{2}$ is the homomorphism in the Smith exact sequence for
$(X,\tau)$ (see [14]). Since $H_{1}(X, \mathbb{Z})=0,$ as in the proof of Lemma 3.7 in [15], we have
${\rm Im}\alpha_{2}=$ {$x\in$ H2(X, $\mathbb{Z}/2\mathbb{Z}$ ) $|\tau_{*}(x)=x$}. It follows, $\delta_{\varphi S}=0.$ $\square$
Applying Donaldson’s trick [7], like in [6], we can consider ? as a holomorphic
involution and $\mathrm{r}$ as an anti-holomorphic. Then the converse statement to Proposition
13 follows from Theorem 11. See also \S 9.
7 Connected components of moduli of real non-
singular curves of $\mathrm{b}\mathrm{i}\mathrm{d}\mathrm{e}\mathrm{g}\mathrm{r}\mathrm{e}\ominus$ (4, 4) on $\mathbb{H}$
Here we consider the case $S\cong U(2)$ and $\theta=-1$ on $S$ . Then $\mathrm{Y}=X/\{1,\tau\}=\mathrm{P}^{1}\mathrm{x}\mathrm{P}^{1}$
in the non-degenerate case. $A=X^{\tau}$ is a non-singular curve of bidegree $(4, 4)$ in $\mathrm{Y}$
Let $S=\mathbb{Z}e_{1}+\mathbb{Z}e_{2}$ where $e_{1}^{2}=e_{2}^{2}=0$ and $(e_{1}, e_{2})=2.$ The generators $e_{1}$ and e2 of
$S$ are classes of preimages of pt $\mathrm{x}\mathrm{P}^{1}$ and $\mathrm{P}^{1}\mathrm{x}$ pt respectively.
If $\mathrm{Y}$ is a hyperboloid, namely, has (usual, usual) structure, then $A$ is the zero set of
a real $\mathrm{b}\mathrm{i}$-homogeneous polynomial $P(x_{0} : x_{1};y_{0} : y_{1})$ of bidegree $(4, 4)$ . We call a pair
$(A, \varphi)$ a positive curve. For $(A, \varphi)$ , equivalently for $A^{+}=\pi(X_{\varphi}(\mathbb{R}))$ , we can choose
$P$ by the condition that $A=\{P=0\}$ in $\mathrm{P}^{1}\mathrm{x}\mathrm{P}^{1}$ and $A^{+}=\{P\geq 0\}$ on $\mathbb{R}\mathrm{P}^{1}\mathrm{x}\mathbb{R}\mathrm{P}^{1}$ .
The polynomial $P$ is defined up to $\mathbb{R}_{++}\mathrm{x}$ $((PGL(2,\mathbb{R})\cross PGL(2,\mathbb{R}))$ * $\mathbb{Z}/2\mathbb{Z}$). Here
$\mathbb{R}_{++}$ denote all positive real numbers. Thus, classification of connected components
of moduli of positive curves $A^{+}$ on a hyperboloid is equivalent to the description of
connected components of
(($\mathrm{R}^{25}-$ Discr$)/\mathbb{R}_{++}$) $/$ $((PGL(2,\mathbb{R})$ $\mathrm{x}PGL(2,\mathbb{R}))\aleph$ $\mathbb{Z}/2\mathbb{Z})$
where the discriminant Discr is the set of all polynomials giving singular (over C)
curves. The group $(PGL(2,\mathbb{R})\cross PGL(2,\mathbb{R}))\mathrm{r}$ $\mathbb{Z}/2\mathbb{Z}$ has 8 connected components
and has dimension 6 over R.
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If $\mathrm{Y}$ has one of spin structures, then Discr has codimension two. Hence the moduli
of positive curves and the moduli of curves are connected.
For $(S, \theta)=(U(2), -1)$ , we have $G=$ {identity, $g$} $\cong \mathbb{Z}/2\mathbb{Z}$ , where $g(e_{1})=$ e2 and
$g(e_{2})=e_{1}$ .
We have $s=2$, $p=0.$ $A_{S_{-}}:=S_{-}^{*}/S_{-}=S^{*}/S$ is generated by $e_{1}^{*}= \frac{1}{2}e_{2}$ and
$e_{2}^{*}= \frac{1}{2}e_{1}$ , and hence it is isomorphic to $(\mathbb{Z}/2\mathbb{Z})^{2}$ and $l(A_{S_{-}})=2.$ We have $A_{s_{+}}=$
$0$ , $H_{+}=0$ and $H=H_{-}$ ( $\subset$ S/2S) is one of the following 5 subgroups;
0: $[e_{1}]$ , [e2], $[h]=$ [$e_{1}+$ e2], $S/2S$ $=$ [$e_{1}$ , e2],
where we set $h=e_{1}+e_{\mathit{2}}$ and consider $\mathrm{e}\mathrm{i}$ , $e_{2}$ and $h$ mod 25. Since $H_{+}=0,$ we have
$q_{\rho}=(-qs_{-})|H_{-}$ .
From such considerations, we see that genus of an integral involutions $(L, \varphi, S)$
of the type $(U(2), -1)$ satisfying (RSK3) is determined by the data $(r, a, H, \delta_{\varphi S}, v)$ .
Moreover, in this case, each genus determines the unique isomorphism class (see [22]).
Using Theorem 9, we obtain all possible data
$(r, a, H, \delta_{\varphi S}, v)$ (7.1)
are given in Figures (IK) 1 and 2.
Since $G=$ {identity, !7}, the triplets $(r, a, [e_{1}])$ and ($r$, $a$ , [e2]) represent the same
isomorphism class for each Type (0, Ia and Ib). The other different triplets represent
different isomorphism classes.
The relations between related involutions are as follows. Since $\delta(S)=0$ and $\theta=-1$
on $S$ , then $s_{\theta}=0$ mod $2L$ . Hence, by Theorem 10, we have:
$r(\varphi)+r(\tau\varphi)=20;$ $a_{H(\varphi)}+$ $a\mathrm{H}((\mathrm{p})$ $=2;$ $a(\varphi)-a_{H(\varphi)}=a(\tau\varphi)-a_{H(\tau\varphi);}$ (7.2)
$H(\tau\varphi)=H(\varphi)^{[perp]}$ w. $\mathrm{r}$ . $\mathrm{t}$ . $b_{S_{-}}$ on $A_{S_{-;}}$ $\delta_{\varphi S}=\delta_{\tau\varphi S}$ ; $s_{\varphi}\equiv s_{\tau\varphi}$ $\mathrm{m}\mathrm{o}\mathrm{d} 2L$ . (7.3)
Hence, involutions of Type 0 (resp. Type Ib) with $H=0$ (11 (resp. 39) classes)
are related to involutions of Type 0 (resp. Type Ib) with $H=$ S$\oint$2S. Involutions of
Type 0 (resp. Type la, Type Ib) with $H=[h]$ (11 (resp. 12, 36) classes) are related
to involutions of Type 0 (resp. Type Ia, Type Ib) with $H=[h]$ . (More precisely, the
class $(r, a)$ is related to the class with $(20-r, a)$ , too.) Involutions of Type 0 (resp.
Type Ia, Type Ib) with $H=[e_{i}]$ (9 (resp. 11, 30) classes) are related to involutions
of Type 0 (resp. Type Ia, Type Ib) with $H=[e:]$ . (More precisely, the class $(r, a)$ is
















$\mathrm{H}$ $2:\mathbb{H}$ : All possible $(r, a, \delta,s, v)$ with $H=[h]$ and $H=[e_{i}]$ (i—l or 2)
Thus, there are 50(=11+39) classes (i.e., connected components of moduli of
positives curves of bidegree $(4, 4)$ with $(S, \theta)=(U(2), -1))$ with $H=0$ (or $H=S/\mathit{2}S$
respectively), 59(=11+12+36) classes with $H=[h]$ , and 50(=9+11+30) classes
with $H=[e_{i}]$ .
Moreover, if we identify related involutions, there are 50(=11+39) classes (i.e.,
connected components of moduli of real non-singular curves of bidegree $(4, 4)$ with
$(\mathrm{S},0)=(17(2), -1))$ with $H=0$ (or $H=S/2S$), 34(=8+6+20) classes with
$H=[h]$ , and 32(=7+8+17) classes with $H=[e:]$ .
If two positive curves are in one connected component of moduli or are related,
the real structure on $\mathrm{Y}$ stays the same. By (6.1) and (6.2), the $A^{+}$ is empty, if
and only if $(r,a,\delta_{\varphi})=(10,10,0)$ . It follows that the component $(r, a, H, \delta_{\varphi S}, \delta_{\varphi})=$
$(10,10, [h], 0,0)$ corresponds to the real structure (spin, spin), the component (10, 10,
$[e_{i}]$ , 0, 0) corresponds to the real structure (usual, spin) (or (spin, usual)). And all the
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$\langle 1\langle m\rangle \mathrm{u}n\rangle$ ,
where $(m, n)=(9,0)$ , $(5, 4)$ , $(1, 8)$ , $(8, 0)$ , $(5, 3)$ , $(4, 4)$ , $(1, 7)$ ;
or $m\geq 1$ , $n\geq 0$ and $m1-$ $n\leq 7.$
$\langle$m$\rangle$ ,
where $0\leq m\leq 9.$
$\langle 1\langle 1\rangle \mathrm{u}1\langle 1\rangle\rangle$
$\langle l_{1}+l_{2}, m, l_{1}+l_{2}, n\rangle$ ,
where $0\leq m\leq n$ and $m+n\leq 8.$
$\langle 4(l_{1}+l_{2})\rangle$
$\langle l_{1}$ , $m$ , $l_{1},7?)$ ,
where $(m, n)=(0,8)$ , $(4, 4)$ , $(0, 7)$ , $(3, 4)$ ;
or $0\leq m\leq n$ and $m+n\leq 6.$
$\langle$4(l $1$ ) $\rangle$
$\langle 2(l_{1}+2l_{\mathit{2}})\rangle$
$\ovalbox{\tt\small REJECT} 1$ : All isotopy types of real non-singular curves of bidegree $(4, 4)$ on a hyperboloid.
remaining components correspond to the real structure (usual, usual) (namely, hy-
perboloid). The component $(10, 10, S/2S, 0,0)$ consists of empty $A^{+}$ on hyperboloid.
The isotopy classification of real non-singular curves of bidegree $(4, 4)$ on a types
boloid was obtained by Gudkov [8]. Zvonilov [34] clarified all the complex schemes of
curves of bidegree $(4, 4)$ on hyperboloid and ellipsoid, where complex schemes mean
real schemes (i.e. real isotopy types) with dividingness and their complex orientations
(if dividing). The notions: torsion $(s, t)(\in \mathbb{Z}\mathrm{x}\mathbb{Z})$ of a connected component of $A(\mathbb{R})$ ,
oval or non-Oval and odd (even) branch are well-known. See [8], [25], [26]. We quote
the isotopy classification of non-singular curves of bidegree $(4, 4)$ on hyperboloid from
[34] in TABLE(F) 1 where we use notations due to Viro [32] and Zvonilov [34], and
$l_{1}$ and $l_{2}$ denote non-0vals with torsions $(1, 0)$ and $(0, 1)$ respectively.
Let $A(\mathbb{R})$ be a curve on hyperboloid, and $4^{+}$ and $A^{-}$ be the halfs of $\mathrm{R}\mathrm{P}^{1}\mathrm{x}\mathbb{R}\mathrm{P}^{1}\backslash$
$A(\mathbb{R})$ . (If $A^{+}=\pi(X_{\varphi}(\mathbb{R}))$ ) then $A^{-}=\pi(X_{\tau\varphi}(\mathbb{R}))$ . ) When a curve $A(\mathbb{R})$ on
hyperboloid has only ovals or $A(\mathbb{R})=\emptyset$ , $A^{+}$ or $A^{-}$ contains the outermost component.
Thus we divide isotopy types of positive curves $A^{+}$ into the following 4 cases: (i)
$A(\mathbb{R})$ has only ovals or $A(\mathbb{R})=\emptyset$ , and $A^{+}$ contains the outermost component. (In
this case we say $A^{+}$ is outer.) (ii) $A(\mathbb{R})$ has only ovals or $A(\mathbb{R})=\emptyset$ , and $A^{+}$ does
not contain the outermost component. (In this case we say $A^{+}$ is inner.) (iii) $A$ (R)
has even branches. (iv) $A(\mathbb{R})$ has odd branches.
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The subgroup $H=H$-is determined by the invariants $\delta_{e_{1}}$ , $\delta_{e_{2}}$ and $\delta_{h}$ . For the
geometric interpretation of the invariant $5_{x-}$ , we have Theorem 11. Thus, we have
$H=0$ if and only if $A^{+}$ is outer, $H=S/\mathit{2}S$ if and only if $A^{+}$ is inner, $H=[h]$ if and
only if $A(\mathbb{R})$ has even branches, $H=[e_{1}]$ if and only if $A(\mathbb{R})$ has odd branches with
odd $s$ , and $H=$ [e2] if and only if $A(\mathbb{R})$ has odd branches with odd $t$ .
When $A$ is a dividing curve on hyperboloid with non-0vals, we define the number
$\hat{l}(\in \mathbb{Z}/2\mathbb{Z})$ as follows (see [24]): Fix a complex orientation of $A(\mathbb{R})$ . When the
number of non-0vals of $A(\mathbb{R})$ is 2, we define $l$ $=0$ if the complex orientations of the
2 non-0vals are different in $\mathbb{R}\mathrm{P}^{1}\mathrm{x}\mathbb{R}\mathrm{P}^{1},\hat{l}=1$ if otherwise. When the number of non-
ovals of $A(\mathbb{R})$ is 4, we fix a non-0val $E$ and define $\hat{l}=0$ if the number of non-0vals
whose complex orientations are the same as $E$ in $\mathbb{R}\mathrm{P}^{1}\mathrm{x}\mathbb{R}\mathrm{P}^{1}$ is even, $\hat{l}=1$ if odd.
The following proposition is a corollary of Proposition 13. But we can prove it
independently by some results in [24].
Proposition 14 ([27], [11], [22]) Let $A$ be a non-singular real curve of bidegree
$(4, 4)$ on hyperboloid. If $A$ is dividing, then the positive curves $(A, \varphi)$ satisfies $\delta_{\varphi S}=0.$
Moreover we have the following interpretation of $v$ when $A$ is a dividing curve with
non-0vals on hyperboloid:
$v=0$ if and only if $\hat{l}=0,$
$v=h$ (mod $2S$) if and only if $A(\mathbb{R})$ has even branches and $\hat{l}=1,$
$v=e_{1}$ (mod $2S$) if and only if $A(\mathbb{R})$ has odd branches with odd $s$ and $\hat{l}=1,$
$v=$ e2 (mod $2S$) if and only if $A(\mathbb{R})$ has odd branches with odd $t$ and $\hat{l}=1.$
By the geometric interpretations above and Zvonilov’s classification [34], we see
that the complex scheme of $A$ is unique for each value of the invariant (7.1), equiva-
lently, each connected component of moduli of positive curves $A^{+}$ on a hyperboloid.
Recall that $A$ (R) is an empty curve on hyperboloid if $H=S/\mathit{2}S$ and $(r, a, \delta_{\varphi S}, v)=$
$(10,10,0,0)$ , $\mathrm{Y}$ has the $(\mathrm{s}\mathrm{p}\mathrm{i}\mathrm{n},\mathrm{s}\mathrm{p}\mathrm{i}\mathrm{n})$ structure if $H=[h]$ and $(r, a, \delta_{\varphi S}, v)=(10,10,0,0)$ ,
and $\mathrm{Y}$ has the $(\mathrm{u}\mathrm{s}\mathrm{u}\mathrm{a}\mathrm{l},\mathrm{s}\mathrm{p}\mathrm{i}\mathrm{n})$ (or $(\mathrm{s}\mathrm{p}\mathrm{i}\mathrm{n},\mathrm{u}\mathrm{s}\mathrm{u}\mathrm{a}\mathrm{l})$) structure if $H=[e:]$ and $(r, a, \delta,s, v)=$
$(10,10,0,0)$ .
Moreover, there exists (due to Zvonilov [34]) a dividing curve on hyperboloid for ev-
ery connected component with $\delta_{\varphi S}=0.$ Hence, the opposite statement of Proposition
14 is true:
Theorem 15 ([22]) Let $A$ be a non-singular real curve of bidegree $(4, 4)$ on hyper-
boloid. Then, $A$ is dividing or $A(\mathbb{R})=\emptyset$ , if and only if the positive curves $(A, \varphi)$ (of
$A^{+})$ has $\delta_{\varphi S}=0.$ $\square$
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It turns out that if $\delta$,s $=0$ and $H=[h]$ , then $(r, a)$ determines $v$ . But when
$\delta,s=0$ and $H=[e_{i}]$ , $(r, a)$ does not always determine $v$ . As stated above, when
$\delta,s=0$ , $H=[e_{i}]$ and $(r, a, v)\neq(10,10,0)$ , $v=0$ if and only if $\mathit{1}=0.$
Thus, we finally get
Theorem 16 ([22]) A connected component of moduli of a positive real non-singular
curve $A^{+}$ of bidegree $(4, 4)$ on hyperboloid is defined by the isotopy type of $A^{+}\subset$
$\mathbb{R}\mathrm{P}^{1}\cross \mathbb{R}\mathrm{P}^{1}$ (up to the action of ($PGL$ (2, $\mathbb{R}$) $\mathrm{x}PGL(2,$ $\mathbb{R})$ ) $\aleph$ $\mathbb{Z}/2\mathbb{Z}$), dividingness of
$A(\mathbb{R})$ in $A(\mathbb{C})$ , and by the invariant $|$ mod 2 defined by the complex orientation (if
$A(\mathbb{R})$ has odd branches and is dividing).
8 Connected components of moduli of real non-
singular curves in $|-2K_{\Sigma}1$ | on $\Sigma_{1}$
Here we consider the case $S\mathrm{z}$ $\langle$ $2)\oplus\langle-2\rangle$ and $\theta=-1$ on $S$ . Then we have
$\mathrm{Y}=X/\{1, \tau\}=$ $\Sigma_{1}$ . For the exceptional section of $\Sigma_{1}$ with square -1, we denote by
$e$ its preimage on $X$ . Then $e^{2}=-2$ . We consider the contraction $\Sigma_{1}arrow \mathrm{P}^{2}$ of the
exceptional section and denote by $h$ the preimage in $X$ of a line $l\subset \mathrm{P}^{2}$ . Then $h^{2}=2,$
$h\cdot$ $e=0.$ We have $S=\mathbb{Z}h+\mathbb{Z}e$. Since $\theta=-1$ , we have $S_{+}=\{0\}$ , $s=2$ , $p=0$ and
we see $G$ is trivial. The group $A_{S_{-}}$ is generated by $h^{*}= \frac{1}{2}h$ and $e^{*}=- \frac{1}{2}e$ , and hence
$A_{\mathrm{S}_{-}}\cong(\mathbb{Z}/2\mathbb{Z})^{2}$ and $l(A_{S_{-}})=2.$ The characteristic element of $qs_{-}$ is $h+e$ (mod $2S$).
We have $A_{s_{+}}=0$ , $H_{+}=0.$ Since $\Gamma_{-}=0$ , $H=H_{-}$ $(\subset 5/25)$ is one of the following
5 subgroups:
0, $[h]$ , $[e]$ , $[h+e]$ , $S/2S$ $=[h, e]$ ,
where we consider $h$ , $e$ mod 25. Since $H_{+}=0,$ we have $q_{\rho}=$ $(-qs_{-})|H_{-}$ .
We see that the genus (hence, isomorphism class for $\Sigma_{1}$ case like $\mathbb{H}$ case) of an
integral involutions $(L, \varphi, S)$ of type $(\langle 2\rangle\oplus\langle-2\rangle, -1)$ satisfying (RSK3) is determined
by the data
$(r, a, H, \delta_{\varphi \mathrm{S}}, v)$ , (8.1)
Using Theorem 9, we give all these possible data in Figures (H) 3– 5.
By Theorem 10 about related involutions, we have
$r(\varphi)+r(\tau\varphi)=20$ , $a(\varphi)-a_{H(\varphi)}=a(\tau\varphi)-a_{H(\tau\varphi)}$ ,
$a_{H(\varphi)}+a_{H(\tau\varphi)}=2$ , $H(\tau\varphi)=H(\varphi)^{[perp]}$ w.r.t. $b_{s_{-}}$ , (8.2)
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$\overline{\mathbb{H}}4:\Sigma_{1}$ : All possible $(r, a, \delta_{\varphi S}, v)$ with $H=[h]$ and $H=[e]$
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IN 6: $H=S/\mathit{2}S$ with $(r,a,\delta_{\varphi S},,v)$ $\neq$ $(12 10, 0, h+e)$ and $=$ $(12 10, 0, h+e)$ .
Thus, integral involutions of Type 0 with $H=0$ (12 classes) are related to involutions
of Type Ia with $H=$ 5/25. Involutions of Type 0 with $H=[h+e]$ (10 classes) are
related to involutions of Type Ia with $H=[h+e]$ . Involutions of Type Ia with
$H=[h]$ (13 classes) are related to involutions of Type Ia with $H=[e]$ . Involutions
of Type Ib with $H=0$ (39 classes) are related to involutions of Type Ib with $H=$
$S\prime 2S$ . Involutions of Type Ib with $H=[h]$ (39 classes) are related to involutions
of Type Ib with $H=[e]$ . Finally, the class ($r$, $a$ , $H=[[h$ $+e]$ , Type Ib) is related to
($20-r$, $a$ , $H=[h+e]$ , Type Ib). (There are 30 classes of Type Ib with $H=[h+e]$ .)
Moreover, if we identify related involutions, there are 35(=12+10+13) classes
with $\delta_{\varphi \mathrm{S}}=0$ and 95(=39+39+17) classes with $\delta,s=1.$
Let us consider the geometric interpretation of the above calculations. We denote
by $s$ the exceptional section of $\Sigma_{1}$ with $s^{2}=-1$ and by $c$ the fiber of the natural
fibration $\pi$ : $\mathrm{E}_{1}arrow \mathrm{P}^{1}$ . The contraction of $s$ (as an exceptional curve of the first kind)
gives the natural morphism $p$ : $\Sigma_{1}arrow \mathrm{P}^{2}$ , and we denote $P=p(s)$ . A non-singular
curve $A\in|-2K_{\Sigma_{1}}|$ gives then a curve $A_{1}=p(A)$ of degree 6 in $\mathrm{P}^{2}$ with only one
singular point $P$ which is a quadratic singular point resolving by one blow-up. A
small deformation of $A$ or $A_{1}$ (in the same connected component of moduli) makes $P$
non-degenerate. Using Bezoute theorem, one can easily draw all in principle possible
pictures of $A_{1}$ . For example, one can find these pictures in Figure 1 of [13]. Lifting
these pictures to $\Sigma_{1}$ and using (6.1), (6.2) and Theorem 11 applied to both positive
curves $A^{+}$ and $A^{-}$ , we get from Figures $(\overline{\mathbb{H}})3-$ $5$ all pictures of $A^{+}$ on $\Sigma_{1}$ up to
isotopy. For example, see Figure $(\overline{\mathbb{H}})6$ . The interval $AA$ denotes $\mathrm{s}(\mathbb{R})$ , the real
part of the exceptional section $s$ , and the interval $BB$ denotes the $p^{-1}(l(\mathrm{R}))$ of a real
projective line $\mathit{1}\subset \mathrm{P}^{2}$ which does not contain $P$ .
We have the following geometric interpretation of the invariants $\delta_{h}$ and $\delta_{\mathrm{e}}$ (see
(5.8) $)$ of $A^{+}$ if $A^{+}\neq$ G9. We have $\delta_{h}=0$ (equivalently, $h$ mod $2\in H$), if and only
174
if homotopically $l(\mathbb{R})\subset A^{-}$ (i.e. some deformation of $l(\mathbb{R})$ is contained in $A^{-}$ ).
Similarly, $\delta_{e}=0,$ if and only if homotopically $s(\mathbb{R})$ $\subset A^{-}-$ The invariants $\delta_{h}$ and $\delta_{e}$
for both positive curves $A^{+}$ and $A^{-}$ are sufficient to find the group $H$ .
Thus, we get the isotopy classification of real non-singular curves $A\in|-2K\Sigma 1$ $|$ . In
this classification we don’t care about position of $A$ (R) with respect to the real part
$s(\mathbb{R})$ of the exceptional section (one can see that more delicate classification in [13]).
We have the following interpretation of the invariant $\delta_{\varphi}s$ : one has $\delta,s=0$ if and
only if the curve $A$ is dividing, $i.e.$ , $A(\mathbb{R})=0$ in $H_{1}(A(\mathbb{C}), \mathbb{Z}/2)$ , equivalently, $A(\mathbb{R})$
divides $A(\mathbb{C})$ in two connected parts or $A(\mathbb{R})=\emptyset$ .
One direction follows from Proposition 13 like Proposition 14 for the hyperboloid.
For the opposite direction, it would be enough to construct a dividing curve $A$ on $\Sigma_{1}$
in each case when $\delta,s=0$ because we know that invariants (8.1) define the connected
components of moduli. It should follow from known results about real curves of degree
6 (e.g., see [12] and [13]).
Thus, we finally get
Theorem 17 ([22]) A connected component of moduli of a positive real non-singular
curve $A\in|-2K_{\Sigma_{1}}|$ is defined by the isotopy type of $A^{+}\subset\Sigma_{1}(\mathbb{R})$ and by the divid-
ingness of $A(\mathbb{R})$ in $A(\mathbb{C})$ (equivalently, by the invariant $\delta$,$s$). All these possibilities
are presented in Figures $(\overline{\cup\aleph^{\backslash }})3-5$ and in (8.2).
9 A vista –Hyperkahler structures of K3 surfaces–
Let $X$ be a K3 surface and $\omega$ be a nowhere vanishing holomorphic 2-form on $X$ .
Let $\tau$ be a holomorphic involution on $X$ with $\tau^{*}\omega=-\omega$ (i.e., $\mathrm{r}$ is non-symplectic).
Let $A$ be the fixed point set of $\mathrm{r}$ on $X$ . We assume that $A\neq\emptyset$ . (A is a complex
1-dimensional submanifold of $X.$ ) We set $L=H_{2}(X;\mathbb{Z})$ , $L_{\tau}=\{x\in L|\tau_{*}(x)=-x\}$
and $L^{\tau}=\{x\in L|\tau_{*}(x)=x\}$ . Let ? be an anti-holomorphic involution on $X$ with
$\varphi^{*}\omega=\overline{\omega}$. We assume $\varphi_{*}(L^{\tau})=L^{\tau}$ . Then we have rtp $=\varphi\tau$ and $\varphi(A)=A.$ Let $A$ (R)
be the fixed point set of / on $A$ . We assume $A(\mathbb{R})\neq\emptyset$ . Let $\mathrm{X}$ $(\mathbb{R})$ be the fixed point
set of $\varphi$ on $X$ . Then $X(\mathbb{R})$ is an orientable closed surface and $\tau(X(\mathbb{R}))=X(\mathrm{R})$ . We
see $\tau$ is orientation-reversing on $X(\mathbb{R})$ . Hence, the homology class $[X(\mathbb{R})]$ represented
by $X(\mathbb{R})$ in $L$ belongs to $L_{\tau}$ .
Under the assumptions above, we want to prove the following assertion by means
of Theorem 11 as we mentioned in the bottom of \S 6.
Assertion 18 Under the assumptions above,
$[X(\mathbb{R})]\cdot x\equiv 0$ (mod 2) $\forall x\in L_{\tau}$ if and only if $[A(\mathbb{R})]=0$ in $H_{1}(A;\mathbb{Z}/2\mathbb{Z})$ .
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Remark 19 Let $S$ be the isomorphism class of $L^{\tau}$ . We set 0 $:=\varphi_{*}|S$ . Then recall
that $(S, \theta)$ is the type of $(X, \tau, \varphi)$ . The conditon that $[X(\mathbb{R})]\cdot x\equiv 0$ (mod 2) $\forall x$ in $L_{\tau}$
is equivalent to the condition that $\delta_{\varphi S}=0.$ The condition $[A(\mathbb{R})]=0$ in $H_{1}(A;\mathbb{Z}/2\mathbb{Z})$
means $A(\mathbb{R})$ is dividing. Thus Assertion 18 says that the invariant $\delta$,s describes the
dividingness of $A(\mathbb{R})$ .
Outline of an argument to “prove” Assertion 18 We use some facts on
hyperk\"ahler manifolds. (See, for example, the lecture notes [10], p.3 and also [6].)
There exists a hyperkahler metric $g$ on $X$ . Thus there exist three complex structures
$I$ , $J$ and $K$ on $X$ , such that $g$ is Kahler with respect to all three of them and such
that $K=I\circ J=-J$ $\circ I$ . Thus I is orthogonal with respect to $g$ and the Kihler form
$g(I(), )$ is closed (similarly for $J$ and $K$ ). We set $P=g(I(), )$ , $Q=g(J(), )$ , and
$R=g(K(), )$ . The holomorphic 2-form on $(X, I)$ can be given as $Q+iR$ (For this,
[10] refers to a book written in 2003).
We want to check the following:
$(*1)$ We may consider the K3 surface $X$ in Assertion 18 has the complex structure $I$
above.
$(*2)$ We may consider that
$\tau^{*}(P)=P$, $\tau^{*}(Q)=-Q$ , $\tau^{*}(R)=-R$ ,
$\varphi’(P)=-P$, $\varphi’(Q|)=Q$ and $\varphi^{*}(R)=-R$ .
Now we consider the K3 surface $(X, J)$ . Since $\tau^{*}(Q)=-Q$ , we see that $\mathrm{r}$ is
anti-holomorphic on $(X, J)$ . $(*2)$ also implies that $\varphi$ is holomorphic on $(X, J)$ and
non-symplectic. Hence the fixed point set $X(\mathbb{R})$ of $\varphi$ is a complex l-dimensional
submanifold of $(X, J)$ ([19], p.1424). The fixed point set of $\tau$ on $X(\mathbb{R})$ is $A(\mathbb{R})$ . Thus
we can apply Theorem 11 to the K3 surface $(X, J)$ , the anti-holomorphic involution
$\tau$ and the complex curve $X(\mathbb{R})=:C$ . Thus we might be able to prove Assertion 18.
This idea is suggested by Professor K.-I. Yoshikawa. The author would like to thank
him.
$\ovalbox{\tt\small REJECT}\doteqdot \mathrm{x}\mathrm{e}$
[1] $\mathrm{V}.\mathrm{A}$ . Alexeev, $\mathrm{V}.\mathrm{V}$ . Nikulin, Classification of $del$ Pezzo surfaces with $log$-terrreinal sin-
gularities of index $\leq 2,$ involutions of $K3$ surfaces, and reflection groups in $Lob_{1}achevsk\cdot$.
spaces, Lectures in mathematics and its applications, Vol. 2 (1988), 51-150 (Russian)
Ross. Akad. Nauk, $\mathrm{V}.\mathrm{A}$ . Steklov Inst. Mat. Moscow.
178
[2] $\mathrm{V}.\mathrm{A}$ . Alexeev, $\mathrm{V}.\mathrm{V}$ . Nikulin, Classification of $del$ Pezzo surfaces with $log$-terrninal sin-
gularities of index $\leq 2$ and involutions of $K3$ surfaces, Dokl. Akad. Nauk SSSR, 306
(1989), 525-528. English transl., Soviet Math. Dokl. 39 (1989), 507-511.
[3] $\mathrm{V}.\mathrm{I}$. Arnol’d, Distribution of ovals of the real plane algebraic curves, involutions of
four-dimensional smooth manifolds, and the arithmetic integer-valued quadratic forms,
Funkts. Anal. Prilozhen., 5-3 (1971), 1-9. English transl, , Funct. Anal. Appl., 5 (1971),
169-176.
[4] W. Barth, C. Peters, A. Van de Ven, Compact Complex Surfaces, Springer-Verlag,
(1984).
[5] A. Beauvile, J.-P. Bourguignon, M. Demazure, Giomitrie des surfaces $K3$: modules
et piriodes, Ast\’erisque 126 (1985).
[6] A. Degtyarev, I. Itenberg, V. Kharlamov, Real Enriques Surfaces, Lect. Notes in Math.
1746, Springer, (2000).
[7] $\mathrm{S}.\mathrm{K}$ . Donaldson, Yang-Mills invariants of smooth four-manifolds, Geometry of low-
dimensional manifolds ( $\mathrm{S}.\mathrm{K}$ . Donaldson, $\mathrm{C}.\mathrm{B}$ . Thomas, $\mathrm{e}\mathrm{d}\mathrm{s}.$ ), Vol. 1. Cambridge Uni-
versity Press, Cambridge (1990), 5-40.
[8] $\mathrm{D}.\mathrm{A}$ . Gudkov, On the topology of algebraic curves on a hyperboloid, Usp. Mat. Nauk,
34-6 (1979), 26-32. English transl., Russian Math. Surveys, 34-6 (1979), 27-35.
[9] R. Hartshorne, Algebraic Geometry, Springer, (1977).






[11] G. Ishikawa, Sachiko Saito, T. Fukui ( ),
II 16 (in Japanese),
, (2001).
[12] I. V. Itenberg, Curves of degree 6 with one non-degenerate double point and groups of
rnonodrorny of non-singular curves, Real Algebraic Geometry, Proceedings, Rennes
1991, Lecture Notes in Math., 1524, Springer, (1992), 267-288.
[13] I. V. Itenberg, Rigid isotopy classification of curves of degree 6 with one nondegenerate
double point, Topology of Manifolds and Varieties, Advances in Soviet Math., 18
(1994), 193-208.
[14] $\mathrm{V}.\mathrm{M}$. Kharlamov, Additional congruences for the Euler characteristic of real algebraic
manifolds of even dimensions, Funkt. Anal. Prilozhen., 9-2 (1975), 51-60. English
transl., Funct. Anal. Appl., 9(1975), 134-141.
[15] $\mathrm{V}.\mathrm{M}$. Kharlamov, The topological types of nonsingular surfaces in $\mathrm{R}\mathrm{P}^{3}$ of degree four,
Funkt. Anal. Prilozhen., 10-4 (1976), 55-68. English transl., Funct. Anal. Appl., 10
(1976), 295-305.
177
[16] $\mathrm{V}.\mathrm{S}$ . Kulikov, Epimorphicity of the period map for $K\mathit{3}$ surfaces, Uspehi Mat. Nauk 32
(1977), no. 4 (196), 257-258. (Russian)
[17] F. Mangolte, Cycles algibriques sur les surfaces $K3$ rielles”, Math.Z., 225 (1997),
559-576.
[18] $\mathrm{V}.\mathrm{V}$ . Nikulin, Integral symmetric bilinear forms and some of their applications, Izv.
Akad. Nauk SSSR Ser Mat., 43-1 (1979), 111-177. English transl., Math. USSR Izv.,
14-1 (1980), 103-167.
[19] $\mathrm{V}.\mathrm{V}$ . Nikulin On the quotient groups of the automorphism groups of hyperbolic forms
by the subgroups generated by 2-reflections, Algebraic-geometric applications, Current
Problems in Math. Vsesoyuz. Inst. Nauchn. $\mathrm{i}$ Tekhn. Informatsii, Moscow 18 (1981),
3-114. English translation: J. Soviet Math. 22 (1983), 1401-1476.
[20] $\mathrm{V}.\mathrm{V}$ . Nikulin, Involutions of integral quadratic forms and their applications to real
algebraic geometry, Izv. Akad. Nauk SSSR Ser. Mat., 47-1 (1983), 109-188. English
translation: Math. USSR Izv., 22 (1984), 99-172.
[21] $\mathrm{V}.\mathrm{V}$ . Nikulin Discrete reflection groups in Lobachevsky spaces and algebraic surfaces,
Proc. of ICM, Berkeley, Vol. 1 (1986), 654-669.
[22] $\mathrm{V}.\mathrm{V}$ . Nikulin and Sachiko Saito, Real $K\mathit{3}$ surfaces with non-symplectic involutions and
applications, math. $\mathrm{A}\mathrm{G}$ 10312396.
[23] $\mathrm{I}.\mathrm{I}$ . Piateckii-Shapiro, $\mathrm{I}.\mathrm{R}$ . Shafarevich, A Torelli theorem for algebraic surfaces of type
$K$3, Math. USSR Izvestija, 5-3 (1971) 547-588.
[24] Sachiko Saito (formerly, Matsuoka), Nonsingular algebraic curves in $\mathbb{R}\mathrm{P}^{1}\mathrm{x}\mathbb{R}\mathrm{P}^{1}$ , Trans.
Amer. Math. Soc, 324-1 (1991), 87-107.
[25] Sachiko Saito (formerly, Matsuoka), The configuration of the $M$-curves of degree $(4, 4)$
in $\mathrm{R}\mathrm{P}^{1}\mathrm{x}\mathbb{R}\mathrm{P}^{1}$ and periods of real $K\mathit{3}$ surfaces, Hokkaido Math. J., 19 (1990), 361-378.
[26] Sachiko Saito (formerly, Matsuoka), Congruences for M- and $(M-1)$ -curves with odd
branches on a hyperboloid, Bull. London Math. Soc, 24-1 (1992), 61-67.
[27] Sachiko Saito $(,\ovalbox{\tt\small REJECT}\Phi\not\equiv\neq)$ , Classification of involutions of lattices with conditions and
real algebraic curves on a hyperboloid, RIMS, Kyoto, Kokyuroku ( $\overline{ff\backslash }\mathrm{f}\mathrm{f}1\lambda’\neq \text{ }\mapsto\backslash$fflffl\Re ffl
$\Re_{\mathrm{P}}\mathrm{T}$f-flffl@) 1006 (1997), 1-21.
[28] Sachiko Saito $(\mathrm{f}\mathrm{f}\mathrm{l}\ovalbox{\tt\small REJECT}\not\equiv\mp),$ $\not\equiv l\star \text{ }\mathrm{f}\mathrm{f}\mathrm{i}\mathrm{f}\mathrm{f}\mathrm{i}\downarrow \text{ }\not\equiv \mathrm{f}\mathrm{f}\text{ }\mathrm{f}\mathrm{f}\mathrm{i}\mathrm{f}\mathrm{f}1^{\text{ }}\mathrm{Z}_{2}’+\backslash \mathrm{r}\mathfrak{o}\backslash \nearrow^{*}-\backslash \mathrm{f}\mathrm{f}\mathrm{i}\text{ }\grave{\{}\mathrm{g}ffl\}_{\llcorner}^{\vee}\vee\supset\iota\backslash \vee \mathrm{c}$
(in Japanese), $\mathrm{R}$ $*\text{ }\backslash \mapsto\neq^{\bigwedge_{=}}\#’\not\equiv \mathrm{f}’\mathrm{f}\mathrm{i}_{\square }^{\mathrm{A}J}\mathrm{A}\mathrm{f}^{\backslash }1_{\mathrm{I}}^{\Delta}\grave{\mathrm{b}}’\tau^{\mathit{9}}\backslash \mathrm{D}\sqrt[\backslash ]{}-\mathrm{f}1\mathrm{f}1_{\mathrm{r}}^{\Delta}\mathrm{f}\mathrm{f}\mathrm{f}\mathrm{f}\mathrm{i}77\wedge \mathrm{b}\overline{7}1\mathrm{b}$ $(2000)$ ,
33-34.
[29] $\mathrm{I}.\mathrm{R}$. Shafarevich et $\mathrm{a}1$ , Algebraic surfaces, Trudy Matem. Inst. Steklov, 75 (1965).
English translation: Proc. Stekov Inst. Math. 75 (1965).
[30] Ken-Ichi Yoshikawa, $\ovalbox{\tt\small REJECT} \mathrm{f}\mathrm{f}\mathfrak{X}$ $\vdash-\backslash -\backslash J$ a $\vee^{\backslash }\not\simeq\yen$ $\sqrt[\backslash ]{}^{\mathrm{r}}\mathrm{n}\check{7}’f\mathrm{E}\mathrm{E}\downarrow \text{ }\mathrm{f}\mathrm{i}\ovalbox{\tt\small REJECT} \mathrm{f}\nearrow,\mathfrak{T}$ (in Japanese)
(Analytic torsions and automorphic forms on moduli spaces), $\text{ }\mu\neq \mathrm{z}$. (Englsh translation:
Sugaku Exposition), 52-2 (2000), 142-158.
178
[31] Ken-Ichi Yoshikawa, $K\mathit{3}$ surfaces with involution, equivariant analytic torsion, and
automorphic forms on the moduli space, Invent. Math. 156-1 (2004), 53-117.
[32] O.Ya. Viro, Curves of degree 7, curves of degree 8 and the Ragsdale conjecture, Dokl.
Akad. Nauk SSSR 254-6 (1980), 1306-1310. English transl., Soviet. Math. Dokl., 22-2
(1980), 566-570.
[33] G. Wilson, Hilbert’s sixteenth problem, Topology, 17 (1978), 53-73.
[34] $\mathrm{V}.\mathrm{I}$. Zvonilov, Complex topological invariants of real algebraic curves on a hyperboloid
and on an ellipsoid, St. Petersburg Math. J., 3-5 (1992), 1023-1042.
