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Introduction
A real-valued bounded nondecreasing function µ(t) on the interval [−π, π] with infinitely many points of increase defines an inner product according to f, g = 1 2π
where i denotes the imaginary unit and the bar denotes complex conjugation.
There is then a unique family {ψ k (λ)} ∞ k=0 of monic polynomials such that each ψ k (λ) has degree k and such that
The polynomials {ψ k } are said to be orthogonal on the unit circle, and we call them Szegő polynomials.
The monic Szegő polynomials satisfy the recurrence relation ψ k+1 (λ) = λψ k (λ) + γ k+1ψk (λ), k = 0, 1, 2, . . . ,
where ψ 0 (λ) = 1, andψ k (λ) = λ kψ k (1/λ) is the polynomial obtained by reversing and conjugating the power basis coefficients of ψ k . The recurrence coefficients γ k+1 ∈ C are given by
and the squared norm of ψ k+1 is recursively given by
where δ 2 0 = 1, 1 . See, for example, [22, Chapter 11] or [16] . The Szegő recursion coefficients γ j are known as Schur parameters. Since the distribution function µ(t) has infinitely many points of increase, |γ j | < 1 for all j, and the zeros of each ψ j (λ) lie in the open unit disk |λ| < 1. On the other hand, if µ(t) has only n points of increase, then |γ j | < 1 for j = 1, 2, . . . , n − 1 and |γ n | = 1. In this case the orthogonal polynomials {ψ j (λ)} n−1 j=1 are defined only up to degree n − 1, and (2) formally defines the monic polynomial ψ n whose norm δ n = 0. In this case, the zeros of ψ n (λ) are pairwise distinct, of unit modulus, and equal to {e itj }, where {t j } are the points of increase of µ(t). See [22, Chapter 11] or [16] .
Szegő polynomials arise in applications such as signal processing and time series analysis because of their connection with stationary time series. In these applications the Szegő polynomials are sometimes referred to as backward predictor polynomials or Levinson polynomials, and the Schur parameters are better known as reflection coefficients or partial correlation coefficients.
The moments associated with µ(t),
form a positive definite Toeplitz matrix
. If we use these moments to compute the inner products of polynomials in (3) to obtain the Schur parameters, and use these to construct the power basis coefficients of ψ k (λ), k = 0, 1, . . . n, with the Szegő recursion (2), the resulting algorithm is known as the Levinson-Durbin algorithm for solving the Yule-Walker equations, which is fundamental among fast algorithms for solving Toeplitz systems of equations. In fact, a variety of efficient Toeplitz solvers generate the Szegő polynomials and/or the Schur parameters. See, for example, [3, 12] .
The Szegő polynomials {ψ j } n j=0 are determined by the Schur parameters {γ j } n j=1 , and problems involving the Szegő polynomials can often be re-cast in terms of the Schur parameters. In particular, the Szegő polynomials can be identified as the characteristic polynomials of the leading principal submatrices of an upper Hessenberg matrix H determined by the Schur parameters as follows.
Given n complex parameters {γ j } n j=1 with |γ j | ≤ 1, define the complementary parameters σ j = (1 − |γ j | 2 ) 1/2 . For j = 1, . . . , n − 1, define the unitary transformation of order n in the (j, j + 1) coordinate plane
where I k denotes the k × k identity matrix. Also define a truncated matrix
Then we call the upper Hessenberg matrix
the Szegő-Hessenberg matrix determined by the Schur parameters {γ j } n j=1 , and we write H n = H(γ 1 , γ 2 , . . . γ n ). Although H n is mathematically determined by the Schur parameters, we retain the complementary parameters in computational procedures to avoid numerical instability, as σ j cannot be accurately computed from γ j when the latter has magnitude close to one. The Szegő-Hessenberg matrix H n is then represented by Schur parameter pairs {(γ j , σ j )} n j=1 . The last complementary parameter σ n , which is not needed in H n , is included for notational convenience.
The leading principal submatrix of order k of H n is
It is shown in [12] that these polynomials satisfy the recurrence relation (2) with ψ 0 (λ) = 1. Consequently, these characteristic polynomials are the monic Szegő polynomials determined by the Schur parameters {γ j } n j=1 . See [2] for a short induction proof.
In the special case that |γ n | = 1, the Szegő-Hessenberg matrix H(γ 1 , . . . γ n ) is a unitary Hessenberg matrix, and there are a variety of efficient algorithms for computing its eigenvalues. These include the unitary Hessenberg QR algorithm [11] , divide-and-conquer methods [5, 6, 14, 15, 17] , a matrix pencil approach [7] , and a Sturm-sequence type method [8] . The existence of these algorithms stems from the fact that unitary Hessenberg matrices are invariant under unitary similarity transformations, so that the computations can be performed on the Schur parameters that determine the intermediate matrices, rather than on the matrix elements explicitly.
However, the set of Szegő-Hessenberg matrices with |γ n | < 1 is not invariant under unitary similarity transformations. In particular, a general Szegő-Hessenberg matrix H n = H(γ 1 , . . . , γ n ) satisfies
where the superscript H denotes the conjugate transpose of a matrix and e n denotes the nth column of I n . Since σ n > 0, this property is preserved by the unitary similarity transformation Q H H n Q only if Q H e n is proportional to e n . The development of efficient algorithms for general Szegő-Hessenberg matrices is therefore more complicated than that of unitary Hessenberg matrices.
One approach to efficiently compute the eigenvalues of a Szegő-Hessenberg matrix is a continuation method given in [2] . In order to find the eigenvalues of H n = H(γ 1 , . . . , γ n ) with |γ n | < 1, we first find the eigenvalues of a unitary Hessenberg matrix H n = H(γ 1 , . . . , γ n−1 , γ n ), where |γ n | = 1, using any of the established O(n 2 ) methods. A continuation method is then applied to track the path of each eigenvalue, beginning with those of H n on the unit circle, and ending with those of H n , as the last Schur parameter is varied from γ n to γ n . This results in an O(n 2 ) algorithm that also lends itself well to parallel computation.
Another approach is presented in [9] , in which H n is viewed as being in a larger class of matrices, called fellow matrices, defined as additive rank-one perturbations of unitary Hessenberg matrices. While fellow matrices are not invariant under the QR iteration, each QR iteration adds O(n) additional parameters to the representation of the matrix. One can contain the number of parameters required by using a periodically restarted QR iteration, which leads to an efficient, O(n 2 ), algorithm for computing the eigenvalues of fellow matrices. See [9] for details.
In this paper we present an efficient implementation of the QR algorithm on another class of matrices that include the Szegő-Hessenberg matrices. In view of (8), we consider matrices A that have the property that
We will refer to such a matrix as a subunitary matrix. This class of matrices includes the Szegő-Hessenberg matrices, and moreover, is invariant under unitary similarity transformations. Our goal is to present an efficient implementation of the QR algorithm on the set of subunitary Hessenberg matrices. In [1] it is shown that Szegő-Hessenberg matrices provide an alternative to companion matrices for finding the zeros of a general polynomial from its power basis coefficients. In particular, any polynomial, after a suitable change of variable, can be identified as a Szegő polynomial. Experiments presented in [1] indicate computing the zeros of a polynomial by applying the QR algorithm to an associated Szegő-Hessenberg matrix often yields more accurate results than the traditional use of the QR algorithm on companion matrices. The development of efficient algorithms for Szegő-Hessenberg eigenproblems will therefore have a direct impact on the problem of computing the zeros of a general polynomial.
In Section 2 we summarize the mechanics of the bulge chasing procedure for performing one step of the implicit Hessenberg QR algorithm. Some basic properties of subunitary matrices are presented in Section 3, where we see that A is a subunitary matrix if and only if it is the leading principal submatrix of a unitary matrix of size one larger. In Section 4 we show that a subunitary Hessenberg matrix is represented by approximately 4n real parameters, and describe how the QR iteration can be efficiently performed on a subunitary Hessenberg matrix implicitly in terms of the underlying parameters.
Overview of the Hessenberg QR algorithm
In finding the eigenvalues of a matrix using the QR algorithm, the matrix is first transformed by a unitary similarity transformation to upper Hessenberg form. The QR algorithm then iteratively generates a sequence of upper Hessenberg matrices by unitary similarity transformations. Implicit implementations of the Hessenberg QR algorithm can be viewed in terms of a bulge chasing procedure, which is a general computational procedure for performing a similarity transformation on a Hessenberg matrix to obtain another Hessenberg matrix. This is possible by virtue of the fact that a unitary matrix U such that U * AU is an upper Hessenberg matrix is essentially determined by its first column. In order to establish notation, we now summarize the mechanics of the bulge chasing procedure that underlies the implicitly shifted QR algorithm. See, for example, [10, 18, 19, 25] for background on bulge-chasing procedures and their application in the implicitly shifted QR algorithm.
Let A be an upper Hessenberg matrix. One step of the Hessenberg QR algorithm with a single shift µ ∈ C applied to A results in a new Hessenberg matrix A , given by A := RQ + µI n = Q H AQ where A − µI n =: QR is the QR factorization of the shifted matrix. The transformation Q is essentially determined by its first column, and since A is in upper Hessenberg form, so is Q. Let Q 1 be a unitary transformation in the (1, 2) coordinate plane with the same first column as that of Q, and set A 0 := A. The bulge-chasing procedure now proceeds as follows. The matrix A 1 := Q H 1 A 0 is also an upper Hessenberg matrix, and completing the similarity transformation yields the matrix K 1 := Q H 1 A 0 Q 1 . The matrix K 1 would be a Hessenberg matrix if its (3, 1) element were nonzero. This element is the bulge. A unitary transformation Q 2 in the (2, 3) plane is then chosen to to annihilate the bulge in K 1 by left multiplication, so that Q H 2 K 1 = A 2 is in Hessenberg form. After multiplying on the right by Q 2 to complete the similarity transformation, the matrix K 2 = A 2 Q 2 has a bulge in the (4,2) position. The bulge in K 2 is annihilated by left multiplication by a unitary transformation Q 3 in the (3, 4)-plane, and the process continues until the bulge is 'chased' diagonally down the matrix until we obtain the Hessenberg matrix K n−1 = Q H n−1 K n−2 Q n−1 , which is unitarily similar to the initial Hessenberg matrix A. Finally, a diagonal unitary similarity transformation, equal to the identity matrix except possibly for its (n, n) entry, is performed to make the (n, n − 1) entry nonnegative, resulting in A =Q
, is the result of a single bulge-chasing sweep on the original matrix A.
The pattern of nonzero elements in the intermediate matrices is displayed in Figure 1 for n = 5. The matrix A is uniquely determined by A and Q 1 provided that every nonnegative subdiagonal element σ j (j = 1, 2, . . . , n − 1) of A (represented by the • symbols in Figure 1 ) is positive. If the subdiagonal element σ j of A vanishes, then the procedure terminates early, and the eigenproblem for A deflates into two smaller eigenproblems.
For general Hessenberg matrices A, a bulge-chasing step requires O(n 2 ) floating-point operations (flops).
Subunitary matrices
We will say that A ∈ C n×n is a subunitary matrix if A H A = I − uu H for some vector u such that u 2 ≤ 1. We refer to u as the departure vector of the subunitary matrix A, and to u 2 as its departure norm.
Many elementary properties of subunitary matrices are easily derived. For example, the proof of the following proposition is immediate. Proposition 1. Let A be a subunitary matrix with u = ν. Then every eigenvalue λ of A is contained in the annulus √ 1 − ν 2 ≤ λ ≤ 1. Moreover, A has n − 1 singular values equal to one, and one singular value equal to
The next proposition gives some support to the choice of the appellation subunitary.
Proposition 2. The n × n matrix A is a subunitary matrix if and only if it is a submatrix of a unitary matrix of order n + 1.
Proof. There is no loss of generality to prove this result for A the leading principal submatrix of a unitary matrix B, since this can be enforced after performing row and column permutations on B. Let B be an (n + 1) × (n + 1) matrix, and write B in partitioned form,
where A is an n × n matrix, u, v ∈ C n are column vectors, and β ∈ C. Then It follows immediately that set of subunitary matrices of departure norm ν is invariant under unitary equivalence transformations and unitary similarity transformations. In particular, the set is invariant under the QR iteration. It also follows that for any factorization of the form A = QX, where Q is unitary, the matrix X is also subunitary with the same departure vector as that of A. In particular, in the QR factorization of a subunitary matrix A, the upper triangular factor R is a subunitary matrix with the same departure vector u.
Thus, if B is unitary, then
Proposition 4. Let R be a subunitary upper triangular matrix with positive diagonal elements. Then R is uniquely determined by its departure vector u. Moreover, the entries of R = [ρ jk ] n j,k=1 are explicitly given by
and
Proof. Since R has full rank, its departure vector u has norm strictly less than one. From R H R = I −uu H , we see that R is the unique Cholesky factor of the positive definite matrix I − uu H . The formulas (10) follow from the Cholesky factorization algorithm.
If u = 1 and υ n = 0 (i.e., κ n = 0 and κ n−1 > 0), the above formulas for the entries of R remain valid. In this case R is unique up to a unimodular scaling of its last column.
Efficient QR iteration on subunitary Hessenberg matrices
Let H 0 denote the set of unitary upper Hessenberg matrices with nonnegative subdiagonal elements, and let H 1 denote the set of subunitary upper Hessenberg matrices with nonnegative subdiagonal elements. Then in the QR factorization of A ∈ H 1 , A = HR , we have that H ∈ H 0 , and therefore H has a unique Schur parametrization H = H(γ 1 , . . . , γ n ). This combined with Proposition 4 yields the following result.
Theorem 1. Any subunitary upper Hessenberg matrix A ∈ C n×n with nonnegative subdiagonal elements and departure vector u with u < 1 is uniquely represented by 4n − 1 real parameters. In particular, A = HR, where H = H(γ 1 , . . . , γ n ) ∈ H 0 (with |γ n | = 1), and where R is the subunitary upper triangular matrix given in Proposition 4 whose departure vector u ∈ C n is the same as that of A. G 1 (γ 1 , σ 1 ) so that the (2,1) entry of G H 1 Q H 2 W 1 is annihilated, and note that since W 1 is unitary, this last matrix is a unitary matrix T 2 which differs from the identity matrix only in the (2, 3) principal submatrix. In this way, we obtain unitary plane transformations Q 2 , G 1 , and T 2 such that
The similarity transformation defined by Q 2 on K 1 then yields the matrix K 2 with bulge in the (4,2) position,
where Z 2 is chosen so that Z 
is made as above, using the matrix W 2 that differs from the identity matrix only in the 3 × 3 principal submatrix from rows and columns (2, 3, 4) . Now K 3 = Q H 3 K 2 Q 3 has a bulge in the (5,3) position, and the process continues until we obtain the upper Hessenberg matrix
Thus, the transition from A = HR to A = H R can be achieved by keeping the Hessenberg factors and upper triangular factors separate. Moreover, individual operations can be performed on 2 × 2 and 3 × 3 matrices. This leads to the following algorithm for performing one QR step on a subunitary Hessenberg matrix using O(n) flops.
n of a subunitary upper triangular matrix R, with u = ν < 1, and initial unitary transformation Q 1 in the (1, 2) coordinate plane.
Output: Schur parameter pairs {γ j , σ j } n j=1 of H = H(γ 1 , . . . , γ n ) ∈ H 0 , departure vector u ∈ C n of the subunitary upper triangular matrix R , with u = ν, such that A = H R is the QR factorization of the subunitary upper Hessenberg matrix A = Q H AQ = Q H HZZ H RQ that results from one bulge chasing sweep applied to the initial subunitary Hessenberg matrix A = HR with initial transformation Q 1 .
according to the formulas (10).
Overwrite XQ j =: X =:
End (for j).
Form the 2 × 2 matrix W = T n−1Gn Z n−1 .
OverwriteQ H n W =: W , and set γ j = −ω 11 .
Form G n−1 = G n−1 (γ n−1 , σ n−1 ), and overwrite (G n−1 ) H W =: W .
SetT n = 1 0 0 ω 22 .
Update υ n = −ᾱ n υ n .
SetT nQn =:G n =:
Set u := u.
end algorithm.
Concluding Remarks
We considered some basic aspects of subunitary matrices, and showed that the QR algorithm can be implemented on subunitary Hessenberg matrices using O(n) flops per iteration. The resulting subunitary Hessenberg QR (SUHQR) algorithm can be regarded as a generalization of the general idea behind the unitary Hessenberg QR (UHQR) algorithm. In particular, UHQR operates on the Schur parameters of intermediate unitary Hessenberg matrices to implicitly perform unitary similarity transformations on the initial matrix, while SUHQR implicitly performs unitary equivalence transformations on both a unitary Hessenberg matrix and a subunitary upper triangular matrix, using the Schur parameters of the former and the departure vector of the latter. The algorithm outlined above represents only a beginning for the study of QR iterations on H 1 . A next step is to further streamline the algorithm by implementing it directly on the parameters that determine the intermediate matrices, rather than explicitly on the entries of these matrices. This will result in an implementation more closely related to the original implementation of the UHQR algorithm given in [11] . In fact, several different implementations of the UHQR algorithm have been developed [23, 24] , and because the SUHQR algorithm is essentially a generalization of UHQR, there will be corresponding variants on the SUHQR algorithm as well.
A numerical stability analysis of our algorithm remains open. We make no claim on this matter here. In [13] it is shown that the original version of the UHQR algorithm is not numerically stable. A source of instability is identified there, and a modified UHQR algorithm is proposed to avoid the instability. Numerical experiments in [13] confirm the improved stability of this modified UHQR algorithm. A detailed error analysis of UHQR algorithms has been performed by Stewart [20, 21] , where additional potential instabilities are identified and resolved with provably numerical stable implementations of the UHQR algorithm. Certainly this recent work on stabilizing the UHQR algorithm will be relevant for SUHQR as well.
it is shown that the basic QR algorithm can be interpreted in terms of a linear action on the full flag manifold. This is in analogy with the study of control-theoretic matrix Riccati equations in terms of linear actions on Grassmannians, which was initiated by Hermann and Martin. GA takes this opportunity to thank Clyde Martin for introducing him to the QR algorithm, which continues to provide for interesting and fruitful study.
