Face recognition is a kind of automated biometric identification technique that recognizes an individual based on their facial features as essential elements of distinction. The research on face recognition has been actively going on in the recent years because face recognition spans numerous fields and disciplines such as access control, surveillance and security, credit-card verification, criminal identification and digital library. In this paper we discuss past research on biometric face feature extraction and recognition of static images. We will present implementation outline of these methods along with their comparative measures.
INTRODUCTION
Face recognition is a kind of automated biometric identification technique that recognizes an individual based on their facial features as essential elements of distinction. The research on face recognition has been actively going on in the recent years because face recognition spans numerous fields and disciplines such as access control, surveillance and security, credit-card verification, criminal identification and digital library [1] [2].
AUTOMATIC FACE RECOGNITION
Face recognition can be divided into two basic applications: identification and verification. In the identification problem, the face to be recognized is unknown and is matched against faces of a data base containing known individuals. In the verification problem the system confirms or rejects the claimed identity of the input face. Up to date, no complete solution has been proposed that allow the automatic recognition of faces in real images. In this section we will review existing face recognition systems in four categories: Hidden Markov Model Based method, statistical approaches, template based approaches, and feature based methods.
Representation, Matching and statistical decision
For all face recognition methods an image of a face is represented by two dimensional (2-D) array of pixel gray levels. However in some cases it is more convenient to express the face image, as one-dimensional (1-D) column vector of concatenated rows of pixels. For a given representation, two properties are important: discriminating power and efficiency; i.e. how far apart are the faces under the representation and how compact is the representation. In the matching problem incoming face is recognized by identifying it with training database [27] of prestored faces. For this Euclidean Distance can be a measure that finds the minimum difference between test face image with all training face images. Due to factors such as viewing angle, illumination, facial expression, distortion, and noise, the face images for a given person can have random variations and therefore are better modeled as a random vector. In this case, maximum likelihood (ML) matching is often used.
Statistical Approach to Face Recognition

Karhunen-Loeve Expansion Based Methods
Face recognition using Eigenfaces
The eigenfaces method presented by Turk and Pentland [2] finds the principal components (Karhunen-Loeve expansion) of the face image distribution or the eigenvectors of the covariance matrix of the set of face images. These eigenvectors can be thought as a set of features, which together characterize the variation between face images. There are two main approaches of recognizing faces by using eigenfaces.
Appearance model
1) A database of face images is collected. 2) A set of eigenfaces is generated by performing principal component analysis (PCA) on the face images. Approximately, 100 eigenvectors are enough to code a large database of faces. 3) Each face image is represented as a linear combination of the eigenfaces. 4) A given test image is approximated by a combination of eigenfaces. A distance measure is used to compare the similarity between two images.
Discriminative model
1)Two datasets are obtained by computing intrapersonal differences (by matching two views of each individual in the dataset) and the other by computing extrapersonal differences (by matching different individuals in the dataset), respectively. 2) Two datasets of eigenfaces are generated by performing PCA on each class.3) [24] Two images are determined to be the same individual, if Probability of intrapersonal differences to the difference between two images is >0.5. Although the recognition performance is lower than the correlation method, the substantial reduction in computational complexity of the eigenface method makes this method very attractive. The recognition rates increase with the number of principal components (eigenfaces) [11] [12] used and in the limit, as more principal components are used, performance approaches that of correlation. In [2] [20] and [24] , authors reported that the performances level off at about 45 principal components.
Eigenfeatures
Pentland et al. [2] discussed the use of facial features for face recognition. This can be either a modular or a layered representation of the face, where a coarse (low-resolution) description of the whole head is augmented by additional (high-resolution) details in terms of salient facial features. The eigenface technique was extended to detect facial features. For each of the facial features, a feature space is built by selecting the most significant eigenfeatures (eigenvectors corresponding to the largest eigenvalues of the features correlation matrix). After the facial features in a test image were extracted, a score of similarity between the detected features and the features corresponding to the model images is computed. A simple approach for recognition is to compute a cumulative score in terms of equal contribution by each of the facial feature scores. More elaborate weighting schemes can also be used for classification. Once the cumulative score is determined, a new face is classified such that this score is maximized. The performance of eigenfeatures method [19] [23] [25] is close to that of eigenfaces, however a combined representation of eigenfaces and eigenfeatures shows higher recognition rates.
Linear Discriminant Methods -Fisherfaces
In [11] [13] [14] [the authors proposed a new method for reducing the dimensionality of the feature space by using Fisher's Linear Discriminant (FLD). The FLD uses the class membership information and develops a set of feature vectors in which variations of different faces are emphasized while different instances of faces due to illumination conditions, facial expression and orientations are de-emphasized.
Face recognition Using Linear Discriminant Analysis
Linear Discriminant Analysis (LDA) finds an efficient way to represent the face vector space by exploiting the class information. It differentiates individual faces but recognizes faces of the same individual. LDA is often referred to as a Fisher's Linear Discriminant (FLD). The images in the training set are divided into the corresponding classes. LDA then finds a set of vectors such that Fisher Discriminant Criterion is maximized:
where S B is the between-class scatter matrix and S W is the withinclass scatter matrix, defined by:
where N i is the number of training samples in class i, c is the number of distinct classes, i is the mean vector of samples belonging to class i and X i represents the set of samples belonging to class i. S W represents the scatter of features around the mean of each face class and S B represents the scatter of features around the overall mean for all face classes. These vectors, the same as the PCA vectors, if rearranged are very face-like, so they are often called Fisherfaces. It is not difficult to demonstrate that the solution of the maximization problem is the solution of generalized eigensystem:
where V is the eigenvector (fisherfaces) matrix and are the corresponding eigenvalues of the within class and between-class scatter matrices. This system is easily solved if written like this:
This approach can produce some problems which can be stated as follows: 1) This eigensystem does not have orthogonal eigenvectors because is, in general, not symmetric, 2) Matrices S B .i. S W are usually too big, 3) S W could be singular and then noninvertible. All these problems can be bypassed by using the PCA decomposition previous to LDA [20] [22] . However, the system will then give reduced eigenvectors v, that need to be transformed into true eigenvectors V using V FF =v .V EF , where V EF and V FF are the PCA and fisher projection matrices, respectively [10] [23] . After the eigenvectors have been found (and only the ones corresponding to largest eigenvalues have been kept), the original images are projected onto them by calculating the dot product of the image with each of the eigenvectors. Recognition is again done by calculating the distance of the projected input image to all the training images projections, and the nearest neighbor is the match.
Hidden Markov Model (HMM) for Face Recognition
Hidden Markov Models (HMM) are a set of statistical models used to characterize the statistical properties of a signal. Rabiner [9] , provides an extensive and complete tutorial on HMMs. HMM are made of two interrelated processes:1)an underlying, unobservable Markov chain with finite number of states, a state transition probability matrix and an initial state probability distribution. 2) A set of probability density functions associated to each state.
HMM training scheme
1. The training images are collected for each subject in the database and are sampled to generate the observation sequence. 2. A common prototype (state) model is constructed with the purpose of specifying the number of states in the HMM and the Permission to make digital or hard copies of all or part of this work for personal or classroom use is granted without fee provided that copies are not made or distributed for profit or commercial advantage and that copies bear this notice and the full citation on the first page. To copy otherwise, or republish, to post on servers or to redistribute to lists, requires prior specific permission and/or a fee. state transitions allowed. 3. A set of initial parameter values using the training data and the prototype model are computed iteratively. The goal of this stage is to find a good estimate for the observation model probability matrix B. In [4] [5] , it has been shown that a good initial estimates of the parameters are essential for rapid and proper convergence (to the global maximum of the likelihood function) of the re-estimation formulas. On the first cycle, the data is uniformly segmented, matched with each model state and the initial model parameters are extracted. On successive cycles, the set of training observation sequences was segmented into states via the Viterbi algorithm [4] [6] [8] . The result of segmenting each of the training sequences is for each of N states, a maximum likelihood estimate of the set of observations that occur within each state according to the current model. 4. Following the Viterbi segmentation, the model parameters are re-estimated using the Baum-Welch reestimation procedure. This procedure adjusts the model parameters so as to maximize the probability of observing the training data, given each corresponding model. 5. The resulting model is then compared to the previous model (by computing a distance score that reflects the statistical similarity of the HMMs). If the model distance score exceeds a threshold, then the old model is replaced by the new model , and the overall training loop is repeated. If the model distance score falls below the threshold, then model convergence is assumed and the final parameters are saved.
HMM testing scheme
Recognition is carried out by matching the test image against each of the trained models. The HMM based method showed significantly better performances for face recognition compared to the eigenface method. This is due to fact that HMM based method offers a solution to facial features detection as well as face recognition.
Template Based Methods
The most direct procedure used for face recognition is the matching between the test images and a set of training images based on measuring the correlation. The matching technique is based on the computation of the normalized cross correlation coefficient C N defined by, Where IG is the gallery image which must be matched to the test image, IT. IGIT is the pixel by pixel product, E is the expectation operator and is the standard deviation over the area being matched. This normalization rescales the test and gallery images energy distribution so that their variances and averages match. However correlation based methods are highly sensitive to illumination, rotation and scale changes. The best results for the reduction of the illumination changes were obtained using the intensity of gradient . Correlation method is computationally expensive, so the dependency of the recognition on the resolution of the image has been investigated. A correlation based method for face recognition in which templates corresponding to facial features of relevant significance such as eyes, nose and mouth are matched. In order to reduce complexity, in this method first positions of those features are detected. Detection of facial features is also subjected to a lot of studies . The method proposed by Brunelli and Poggio uses a set of templates to detect the eye position in a new image, by looking for the maximum absolute values of the normalized correlation coefficient of these templates at each point in the test image. In order to handle scale variations, five eye templates at different scales were used. However, this method is computationally expensive, and also it must be noted that eyes of different people can be markedly different. Such difficulties can be reduced by using a hierarchical correlation. After facial features are detected for a test face, they are compared to those of gallery faces returning a vector of matching scores (one per feature) computed through normalized cross correlation. The similarity scores of different features can be integrated to obtain a global score. This cumulative score can be computed in several ways: choose the score of the most similar feature or sum the feature scores or sum the feature scores using weights. After cumulative scores are computed, a test face is assigned to the face class for which this score is maximized. The recognition rate reported in [16] is higher than 96%. The correlation method as described above requires a robust feature detection algorithm with respect to variations in scale, illumination and rotations. Moreover the computational complexity of this method is quite high. Beymer extended the correlation based approach to a view based approach for recognizing faces under varying orientations, including rotations in depth. In the first stage three facial features (eyes and nose lobe) are detected to determine face pose. Although feature detection is similar to previously described correlation method to handle rotations, templates from different views and different people are used. After face pose is determined, matching procedure takes place with the corresponding view of the gallery faces. In this case, as the number of model views for each person in the database is increased, computational complexity is also increased.
Feature Based Methods
This is the local feature based face recognition technique mostly consist of systems based on graph matching or dynamic link matching [3] [13][14] [16] , or some derivative from these. Gabor Coefficients obtained by using Gabor wavelet [12] [17] can be used as local features. The main advantage with this approach is that it is automatic. It is automatic in the sense that there is no need for accurate detection of facial features or geometrical normalization of the input face images. Since all local features can be found automatically, and make no demand on the features extracted to be pre-determined facial features (such as eyes/nose/mouth), it is also claim to have a robust strategy. Thus system need to locate feature points in face images which contain interesting information. This are usually located around facial features, but does not have to be. Two separate algorithms for training and testing (algorithm 1 and 2) are described below. When processing a face image (either for training or testing), image is filtered with a set of Gabor filters to obtain Gobor coefficients [17] . Then multiply the filtered image with a 2-D Gaussian to focus on the center of the face, and avoid extracting features at the face contour. This Gabor filtered and Gaussian weighted image is then searched for peaks, which is defined as interesting feature points for face recognition. At each peak, extract a feature vector consisting of Gabor coefficients and also store the location and class label.
Algorithm 1(For Training)
1. Gabor filter to filter face image 2. Apply Gaussian weighting 3. Locate peaks in image 4. Extract feature vector at located peaks 5. IF this is first training image of subject, store feature vector, location and class label for all extracted peaks, else store only those who are misclassified (with respect to the current gallery)
Algorithm 2 (For Testing)
1. to 4. Steps are same as training algorithm 2. For each extracted feature vector, compute distance to all feature vectors in gallery 3. Based on class label to the nearest matching feature vectors, assign points to corresponding class. Thus we have presented various methods of face recognition along with their comparative measures like speed, accuracy, recognition rate, algorithms used. In future we will go for illumination, scaling and various features extraction to achieve more accuracy for face recognition.
