Abstract-Unmanned underwater vehicles (UUVs) are ideal tools to implement underwater monitoring missions. Remotely Operated Vehicles (ROVs) are often used to accomplish periodical inspections of jacket structures of offshore platforms. A stereo vision based method is used to navigate the vehicle to locate itself with the aid of environmental reference information. In this paper, a robust scheme is proposed for the missions. After acquisition of stereo image pairs, 3D information is extracted from them. Specific steps include feature extraction and tracking. The SURF (Speeded Up Robust Features) algorithm is used to achieve real-time tracking performance. Due to the noise impact, there are a certain number of outliers in 3D point clouds. A Coarse-ToFine (CTF) method is proposed to eliminate them. Resorting to SVD (singular value decomposition) method, which can give a close-form solution of rotation matrix and translation vector of the vehicle, the motion is estimated using the maximal subset of inliers. Preliminary experiments show the feasibility of the scheme.
INTRODUCTION
UUVs are ideal tools to implement underwater inspection or monitoring missions. Jacket structures of offshore platforms often need periodical inspections. Now we often use ROVs to accomplish the task, for its small size, excellent maneuverability, high efficiency and low cost. As a jacket structure is often a complex spatial "maze" made up of a large number of thick-wall tube trusses, it is hard and tedious work for the pilot to operate an ROV to conduct inspections along the desired trajectory. For example, it is easy for the pilot to lose his way because the geometrical features of the structure are quite similar. Under such circumstances, it is also likely for the ROV to wind its tether around the trusses. In this paper, a stereo vision based method is proposed to estimate the spatial locomotion of the vehicle. Using this method, the ROV is able to locate itself using environmental reference information. This kind of paradigm is also called ego-motion estimation [1] [2] [3] [4] . With the aid of the location information, the pilot can avoid the above problems and accomplish the task in a more efficient and safer way. This paper presents a scheme to implement visual motion estimation for underwater vehicles. In order to make the ROV move through the jacket structure and also the pilot know the vehicle's 3D position, we use features based ego-motion estimation. Implementation details include feature extraction and tracking, stereo correspondence and robust motion estimation. Some experiments are conducted to testify the theory, and the results have validated the scheme.
II. IMPLEMENTATION SCHEME
The following work flow shows how to implement the scheme. Figure 1 shows the specific steps. Here, the raw images are captured from a stereo camera Bumblebee2 TM , and meanwhile some low-level image processing is done, such as rectification and smoothing [5] . Then certain features are extracted from the rectified image pairs and tracked between two sequential frames. Suppose the features have been successfully tracked between two frames, the next step is to find the corresponding features in stereo pairs. In the scheme, the tracked features are from the right image, since Bumblebee2 makes the right "eye" as a reference. ZNCC is used for searching the best matched features in the left image, see Figure 2 . Compared to NCC, ZNCC seems to be more stable testified through experiments. 
A. Feature Extraction and Tracking
Robust feature tracking, which is a key step for visual ego-motion estimation technique, can be realized with an efficient and reliable algorithm-SURF [6] . Compared to KLT (Kanade-Lucas-Tomasi) algorithm [7] , SURF is more robust because for images with large translation and rotation it still can track the features. Compared to SIFT (Scale Invariant Feature Transform) algorithm [8] , SURF has better real-time performance. Underwater images are usually very noisy and the contrast ratio is low. But we find that SURF can still track enough features under most of the conditions. Figure 3 shows the tracking performance of SURF, with the help of OpenCV (Open Computer Vision Library) [9] . 
B. Stereo Correspondence
There are several popular correlation-based measures, such as sum of absolute difference (SAD), sum of squares differences (SSD), normalized cross correlation (NCC) and zero-mean normalized cross correlation (ZNCC). Suppose T is the intensity image template, T is the mean value of template T , and I is the image to be examined, with pixel mean value I . If T has a size of w h × , then ZNCC and NCC at the coordinate ( , ) c l in I can be computed by formulas (1) and (2). Figure 4 shows the using of ZNCC and NCC to find the two pigeons that seem to be quite alike. First select the pigeon in the right part of (a) and make it a template. Then find the best match in the left part of (a). The object found is shown in the black rectangle of (b). The picture in Figure 4 is from [10] . 
C. 3D Information Extraction
Suppose b is the baseline of the camera, and ( , ) Then the three components of P are: Then the next step is to use the 3D points achieved above to realize motion estimation. Due to the impact of kinds of uncertainties, the 3D points have errors. Further analysis about this is detailed in [13] .
III. MOTION ESTIMATION

A. SVD Based Solution of Motion Parameters
The paradigm using inter frame motion to navigate a robot is also called visual odometry [1] . The main problem is to find rotation R and translation t to achieve maximum similarity between 3D-point matrices at "before" and "after" moments' frames, as is (3). The "goodness-of-fit" criterion often used is the sum of squared errors. In fact (3) is a particular form of Extended Orthogonal Procrustes Analysis (EOP) [14] with the scale factor being equal to 1. A closed-form solution has been given in the following algorithm in [15] for EOP. Let the scale factor be equal to 1, the SVD solution to (3) is got. SVD based linear solution is optimal. This can be validated by the 1stOpt TM [16] optimization software. It has quite good performance of global optimization with no need to manually give the initial values, which are usually vital for the success of finding the optimal parameter estimations of some algorithms, such as Levenberg-Marquardt (LM) algorithm. The result from SVD is compared with LM algorithm, which is popular to deal with motion estimation problem in several literatures [3, 16, 17] 
B. Robust Motion Estimation
The stereo camera should be finally fixed in a water proof housing with transparent glasses "eyes", which will cause us to recalibrate the camera, so additional error is introduced. Besides, there are errors from stereo correspondence and feature tracking steps, so there are a certain number of outliers in the 3D point samples. The outliers are mismatches of points in stereo pairs and they will introduce big errors in motion estimation. In order to solve the problem, the best way is to find out the maximal sample of inliers. Many methods are investigated to combat against outliers, such as RANSAC (RANdom SAmple Consensus), LMedS (Least Median Squares) and TLS (Trimmed Least Squares). Here an even more simple way called Coarse-To-Fine (CTF) method is proposed. This method is based upon a hypothesis that the inliers have an enough high possibility in the samples. The maximal sample set can be achieved by elimination of one point with maximal error in each iteration cycle. From prior sample analysis, we know that the worst outlier possibility Step 1: Confirm repetition number η . Use * n η ε = to get η , or make it a little bigger.
Step 2: Using all the n samples of a P and b P to compute 1 1 { , } R t , which is believed to be close enough in a sense to the true values of rotation and translation. Compute the error of each sample, and delete the one generating the maximal error.
Step 
IV. EXPREIMENTS
Several on-land experiments are conducted to testify the motion estimation algorithms. Figure 7 shows the Bumblebee2 camera from PointGrey TM [18] , and the coordinate system attached to it. Figure   8 shows the result of using CTF to find out the maximal set of inliers. Figures 9 and 10 show that within 11 iteration cycles, the maximal error and stand deviation fall below their thresholds. So the maximal set of inliers is confirmed and iteration stops. Figure 11 shows the preplanned and real trajectories. In z-axial direction, the error is about 9% when the preplanned distance is about 4.5 meters. This is only a preliminary result and further analysis about the accuracy improvement will be discussed in future work.
