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DISSERTATION ABSTRACT
NAME: SAEED MOHAMMED SALMAN ALI
TITLE OF STUDY: A Study of Certain Fin Equations
Using Lie Symmetry Analysis
MAJOR FIELD: MATHEMATICS
DATE OF DEGREE: December, 2013
A type of evolution equation arising in industrial applications has been studied
from Lie symmetry point of view. We consider the nonlinear (2+1)-dimensional
fin equation in cylindrical and spherical coordinates. A complete classification
of thermal conductivity and heat transfer coefficient is obtained. Reductions via
two dimensional Lie subalgebra to ordinary differential equations are performed.
Exact solutions for some interesting cases are found. Multiplier approach to estab-
lish conserved vectors for nonlinear (2+1)-dimensional fin equation in cylindrical
coordinates is used. Also, double reduction for nonlinear (2+1)-dimensional fin
equation in cylindrical coordinates is performed. Exact solutio, for a particular
case of thermal conductivity and heat transfer, is found.
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 ﻣﻠﺨﺺ ﺑﺤﺚ
 درﺟﺔ اﻟﺪآﺘﻮراة ﻓﻲ اﻟﻔﻠﺴﻔﺔ
 
 
   ﺳﻌﻴﺪ ﻣﺤﻤﺪ ﺳﻠﻤﺎن ﻋﻠﻲ:اﻻﺳــــــــــــــــﻢ
 
  . ﻟﻲ ل ﺑﺎﺳﺘﺨﺪام اﻟﺘﺤﻠﻴﻞ اﻟﺘﻨﺎﻇﺮيﺔ  دراﺳﺔ ﺑﻌﺾ ﻣﻌﺎدﻻت اﻟﺰﻋﻨﻔ:ﻋﻨﻮان اﻟﺮﺳﺎﻟﺔ
 
  .اﻟﺮﻳﺎﺿﻴــــﺎت:  اﻟﺘــﺨـﺼـــﺺ 
  
  3102دﻳﺴﻤﺒﺮ :  ﺗﺎرﻳﺦ اﻟﺘﺨﺮج 
  
  
ﻟﻘﺪ . ﻣﻌﺎدﻻت اﻟﺘﻄﻮر اﻟﺘﻲ ﺗﻈﻬﺮ ﻓﻲ اﻟﺘﻄﺒﻴﻘﺎت اﻟﺼﻨﺎﻋﻴﺔ ﺑﻮاﺳﻄﺔ اﻟﺘﺤﻠﻴﻞ اﻟﺘﻤﺎﺛﻠﻲﻓﻲ هﺬﻩ اﻟﺮﺳﺎﻟﺔ ﻗﻤﻨﺎ ﺑﺪراﺳﺔ ﻓﺌﻪ ﻣﻦ 
ﺣﻴﺚ ﻗﻤﻨﺎ ﺑﺘﺼﻨﻴﻔﺎ ﺗﻤﺎﺛﻠﻴﺎ . ﺑﻌﺪ ﻓﻲ اﻻﺣﺪاﺛﻴﺎت اﻻﺳﻄﻮاﻧﻴﺔ واﻟﻜﺮوﻳﺔ( 1+2)ﻨﺎ ﻣﻌﺎدﻟﺔ اﻟﺰﻋﻨﻔﻪ اﻟﻐﻴﺮ ﺧﻄﻴﺔ ذات اﻓﺘﺮﺿ
ذﻟﻚ اﺳﺘﺨﺪﻣﻨﺎ ﻣﺤﺎور اﻟﺘﻤﺎﺛﻞ ﻟﺘﺨﻔﻴﺾ هﺬﻩ اﻟﻤﻌﺎدﻟﺔ اﻟﻰ ﺑﻌﺪ .  آﺎﻣﻼ ﻟﻠﻤﻮﺻﻠﻴﺔ اﻟﺤﺮارﻳﺔ وﻣﻌﺎﻣﻞ اﻧﺘﻘﺎل اﻟﺤﺮارة
ﺟﺒﺮﻳﺎت ﺟﺰﺋﻴﺔ ذات ﺑﻌﺪﻳﻦ وﻣﻦ ﺛﻢ اﻳﺠﺎد ﺑﻌﺾ اﻟﺤﻠﻮل اﻟﺘﺎﻣﺔ اﻟﺘﺤﻠﻴﻠﺔ ﻟﺒﻌﺾ ﺑﺎﺳﺘﺨﺪام ﻣﻌﺎدﻻت ﺗﻔﺎﺿﻠﻴﺔ اﻋﺘﻴﺎدﻳﺔ 
ﺑﻌﺪ ﻓﻲ ( 1+2)ذات اﻳﻀﺎ اﺳﺘﺨﺪﻣﻨﺎ ﻃﺮﻳﻘﺔ اﻟﻤﻀﺎﻋﻒ ﻻﻧﺸﺎء ﻣﺘﺠﻬﺎت اﻟﺤﻔﻆ ﻟﻤﻌﺎدﻟﺔ اﻟﺰﻋﻨﻔﺔ اﻟﻐﻴﺮ ﺧﻄﻴﺔ . اﻟﺤﺎﻻت
ﺑﻌﺪ ذﻟﻚ اﺟﺮﻳﻨﺎ اﻟﺘﺨﻔﻴﺾ اﻟﻤﺰدوج ﻟﻬﺬﻩ اﻟﻤﻌﺎدﻟﺔ وﺣﺼﻠﻨﺎ ﻋﻠﻰ ﺿﺆ اﻟﻌﻼﻗﺔ ﺑﻴﻦ ﻣﺤﺎور اﻟﺘﻤﺎﺛﻞ . ﺣﺪاﺛﻴﺎت اﻻﺳﻄﻮاﻧﻴﺔاﻻ
  .وﻗﻮاﻧﻴﻦ اﻟﺤﻔﻆ ﻟﻠﻤﻌﺎدﻟﺔ اﻟﺘﻔﺎﺿﻠﻴﺔ اﻟﺠﺰﺋﻴﺔ ﻋﻠﻰ ﺣﻞ ﺗﺎم ﻓﻲ ﺣﺎﻟﺔ ﺧﺎﺻﺔ
Introduction
Most Physical phenomena are modeled in terms of partial differential equations
(PDEs). There have been extensive studies in the theory of differential equations
(DEs) and more extensively linear differential equations. However, due to com-
plexities of the models, non-linearities arise. The non-linear differential equations
are more challenging in that very few methods are available that apply to a wide
class of such problems. Perturbation and variational methods besides a variety of
numerical techniques are often employed, e.g., [22, 14]. Some recent approaches
have been based upon numerical approximations, perturbation technique and de-
composition expansion methods, e.g., [72, 48]. In last few decades, attention of
researchers have been made to use Lie symmetry analysis [5, 6, 8, 12]. The idea of
this method was given by Sophus Lie in the latter part of the nineteenth century
[40, 39]. He introduced the notion of Lie point symmetry that can be used to
reduce the number of independent variables or the order of DE.
Roughly, a symmetry is a change or transformation that leaves an object ap-
parently unchanged. For instance any rotation of a circle about its centre is a
symmetry. Different objects can have different degrees of symmetries: intuitively
a circle has more symmetries than a rectangle. Therefore symmetry can be em-
ployed as a classification criterion. In the case of DEs a symmetry is an invertible
transformation of the dependent and independent variables that does not affect
the form of the underlying equation or system of equations. Looking at a DE one
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can deduce symmetries like translations, scalings and rotations. Certain discrete
transformations can also be deduced by inspection. In general finding all the sym-
metries is a difficult task and requires an algorithmic approach. If we consider
symmetries that depend continuously upon a one-parameter and that constitute
a group, we can use Lie’s algorithm to compute them. In this algorithm the sym-
metry conditions (also known as the determining equations) upon expansion yield
an over-determined system of linear homogeneous PDEs which are solved for sym-
metries. Most problems even of no interest generating the determining equations
turns out to be tedious. Fortunately Lie’s method for calculating symmetries is
algorithmic and can be implemented using packages for symbolic computation
e.g., (Mathematica, Maple, Reduce, MuPad). In local terms the Lie group is a
group of transformations which are defined in the neighborhood of an identity
transformation. In this context the Lie groups are understood by the vector fields
(and their algebras) that are generally known as infinitesimal symmetry genera-
tors. The original Lie group theory was extended to a global theory in the 1930s
by Elie Cartan and Herman Weyl [62]. Emmy Noether later used the Lie symme-
tries to prove a relationship between symmetries of a variational problem and the
conservation laws of the Euler-Lagrange equations [55]. Thereafter this area of
study has been attracting many of researchers [44] even from other disciplines in
which DEs play an important role. Nowadays modern group analysis brings to-
gether many researchers in various fields of natural sciences and engineering. Lie
symmetry theory plays a vital role in fluid or solid mechanics, modern physics,
2
biological and physical systems, stochastic forecasting in finance and meteorology
and across all areas in engineering technology.
Lie’s approach has been used by a number of researchers in the past thirty years,
e.g., [30, 44, 45, 73]. Moreover, a good reference book that contains symmetries
was authored by Ibragimov [28]. In spite of efforts to popularize Lie’s work through
publications, the application of Lie group theory to DEs remained dormant until
Ovsiannikov [59] revived it in the late 1950s. Thereafter, the Lie group theory
has been applied in many problems (described by linear or nonlinear equations)
modeling some physical or abstract phenomena. The basic theory and develop-
ments in the Lie group analysis of DEs can be obtained from [7, 8, 26, 27, 56, 58]
and the literature that followed, some of which are unpublished lecture notes and
theses [15, 41, 59, 71]. The mathematical formulation of symmetries was already
present in the theory of algebraic equations as developed by Galois [69]. In fact he
introduced and established the concept of group (see Stubhaug [67], p.114). Lie
discovered that the concept of symmetry could be used to obtain solutions of DEs.
He considered only the local symmetries (point and contact symmetries). Point
symmetries depend only upon independent and dependent variables, whereas con-
tact symmetries can also depend upon the first-order derivatives of the dependent
variables. From around 1970s until today there has been an interest in exploring
nonlocal symmetries (see [3, 1, 7, 13, 54, 46, 42] just a few to mention). These are
the symmetries that depend on integrals of the dependent variables. Ever since
the discovery of the application of Lie group theory to DEs, the researchers devel-
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oped the work of Lie in many directions. These include the following: Generation
of new solutions from known ones [68], linearization of ordinary differential equa-
tions (ODEs) and PDEs [25], construction of equivalence group, solving group
classification problems [63], reductions of PDEs (by invariant or similarity solu-
tions) [20], construction of generalized local symmetries and nonlocal symmetries
[74], solving initial and boundary value problems [38], approximate symmetries
[35], symmetries of stochastic DEs [17], symmetries of integro differential equa-
tions, symmetries of difference equations [47], symmetries of functional differential
equations, symmetries of geodesic equations [16], construction of conservation laws
[2], construction of invariants of algebraic equations and DEs [57], etc.
In this work, we use this approach to analyze one type of evolution equation that
arises in industrial applications. We consider the so-called fins which are widely
used in industry as heat exchange surfaces. The fins are surfaces that increase
the rate of heat transfer to or from surrounding environment by increasing con-
vection. Such a heat exchange through fins occurs in industrial applications such
as compressors, air conditioners and air craft engines. These fins are of different
shapes and are described by variety of mathematical models [36]. It was perhaps
Harper and Brown [21] who formulated mathematical model of the fin. Subse-
quently, Garden [18] assuming that the thermal conductivity of the fin is constant
and there are no source or sinks present, derived the fin equation in the following
form:
d
dx
(w
du
dx
)− hu = 0 (1)
4
where w is the base thickness of fin, h heat transfer coefficient and u is the tem-
perature. More recently, Pakdemirli and Sahin [60, 61] have studied the problem
in which the thermal conductivity is assumed to be temperature dependent as
follows:
∂
∂x
(
k(u)
∂u
∂x
)
−N2f(x)u = ut, (2)
where k(u) is the thermal conductivity, N the fin constant and f(x) heat transfer
coefficient. They used the Lie symmetries of the governing PDE Eq.(2). Bokhari,
Kara, & Zaman [11] further studied the above nonlinear fin equation Eq. (2)).
They considered group theoretic analysis that led to some new exact solutions.
Vaneeva et.al. [70] performed a Lie group classification of the nonlinear (1+1)
dimensional fin equation and presented exact solutions. Moitshekia, Hayat &
Malik [52] obtained some exact solutions of the Eq.(2) by considering a power
law form of the thermal conductivity. Moitsheki [49] also considered a radial
one-dimensional fin to steady heat transfer by assuming the fin equation in the
following form
Ap
r
d
dr
(
rf(r)k(u)
du
dr
)
= h(u) (u− ua) , rb < r < ra, (3)
where k and h are the non-uniform thermal conductivity and heat transfer co-
efficients, respectively, depending on the temperature. Some exact solutions are
obtained for thermal diffusion for fin with a rectangular profile and hyperbolic
profile. Continuing their investigation, Moitsheki [49] also studied a steady heat
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transfer problem of a longitudinal fin with triangular and parabolic profiles by
considering the following problem:
Ap
d
dx
(
F (x)k(u)
du
dx
)
= h(u) (u− ua) , 0 < x < L. (4)
where Ap represents the profile area, F (x) fin profile, and k and h respectively
represent non-uniform thermal conductivity and heat transfer coefficient depend-
ing on the temperature.
Considering a state heat transfer problem for a rectangular fin, Moitsheki and
Rowjee [50] discussed the (1+1) dimensional problem
∂
∂y1
(
k(u)
∂u
∂y1
)
+
∂
∂x1
(
k(u)
∂u
∂x1
)
= s(u). (5)
in which, u is the dimensionless temperature, x1 and y1 are longitudinal and
transverse coordinates, s internal heat generation function, and k thermal con-
ductivity. Employing the Lie symmetry analysis to classify the internal heat
generating function, they obtained some reductions of the fin equation as well as
exact solutions. In the same series of papers Moitsheki and Harley [51] considered
a two-dimensional pin shape fin equation with length L and radius R and having
the form.
1
R
∂
∂R
(
Rk(u)
∂u
∂R
)
+
∂
∂x
(
k(u)
∂u
∂x
)
= s(u). (6)
Using Lie symmetry approach, they obtained certain solutions of this equation for
different cases of s(u).
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The studies mentioned above are mostly restricted to (1+1) dimensions.
In this dissertation, we extend the (1+1) nonlinear fin equation to (2+1) by con-
sidering the governing equation
div(k(u)gradu)−N2f(x)u = ut. (7)
Then we study the above equation in terms of cylindrical and spherical coordi-
nates. That is, in case of cylindrical coordinates, the above equation has the
form
1
r
∂
∂r
(rk(u)
∂u
∂r
) +
1
r
∂
∂θ
(
1
r
k(u)
∂u
∂θ
) +
∂
∂z
(k(u)
∂u
∂z
)−N2f(r)u = ut. (8)
Ignoring the term ∂
∂z
(k(u)∂u
∂z
), and replacing the radial coordinates r by x and
angle θ by y, then the cylindrical coordinates of (2+1) fin equation becomes
1
x
∂
∂x
(xk(u)ux) +
1
x
∂
∂y
(
1
x
k(u)uy
)
−N2f(x)u = ut. (9)
Similarly, the Eq.(7) transforms in spherical coordinates to the following form
1
r2
∂
∂r
(
r2k(u)
∂u
∂r
)
+
1
rsinθ
[
∂
∂θ
(
1
r
sinθk(u)
∂u
∂θ
)
+
∂
∂φ
(
1
rsinθ
k(u)
∂u
∂φ
)]
−N2f(x)u = ut.
(10)
Ignoring the term
∂
∂φ
(
1
rsinθ
k(u)
∂u
∂φ
), under the assumption of azimuthal symme-
try, and replacing the radial coordinates r by x and angle θ by y, the spherical
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coordinates of (2+1) fin equation becomes
1
x2
∂
∂x
(
x2k(u)
∂u
∂x
)
+
1
x sin(y)
∂
∂y
(
1
x
sin(y)k(u)
∂u
∂y
)
−N2f(x)u = ut. (11)
A complete classification of k(u) and f(x) in both cases is obtained by using Lie
symmetry analysis. Also, using two dimensional subalgebra, we carry out reduc-
tions to ODEs and whenever possible, obtain exact solutions.
Obtaining the conservation laws associate with symmetries is an important sub-
ject, and many authors have considered it (see e.g. [2, 4, 37, 53, 64]). We use
the multiplier method to establish conservation laws that do not depend upon
the Euler-Lagrange formulation of the DEs (see,[2]). This method is based on the
well known result that the Euler-Lagrange operator annihilate a total divergence
(see[23]). We use this method to construct conservation laws of particular case of
cylindrical (2+1) fin equation and then use one of the Lie-symmetries of (9) that
is associated with the resulting conservation law to obtain the double reduction
(see, [9, 33, 53]). The double reduction of PDE occurs in two steps, first step is to
reduce the independent variables and second step is to reduce the order of ODE
(see [64, 65]).
Organization of this dissertation is as follows:
In the first chapter, we provide the basic concepts to tackle our investigations. We
introduce the definitions, theory of continuous groups to find the Lie symmetries,
multiplier method to find conservation laws and the multiplier method to achieve
double reduction.
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In the second chapter, we present a complete classification of nonlinear fin equa-
tion in cylindrical coordinates by using Lie symmetry analysis. Also, we carry out
reductions and obtain possible exact solutions in some cases.
In the third chapter, we use the technique of invariance and multipliers to con-
struct the conservation laws of cylindrical fin equation. We use the resulting
conservation laws with associated symmetries of fin equation in cylindrical form
to carry out the double reduction.
The fourth chapter provides a complete classification of fin equation in spherical
coordinates using Lie symmetry analysis. Some reductions and exact solutions
are obtained.
Some results and recommendations for future work are drawn in the fifth chapter.
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CHAPTER 1
Basic Concepts
1.1 Introduction
In this chapter, we introduce the basic concepts that are needed to study the non-
linear fin equation appearing in industrial applications. We provide the concepts
of Lie Symmetry method, multiplier approach to construct conservation laws, and
double reduction.
1.2 Lie Groups
The main goal of the theory of Lie groups is to describe the symmetry of analytical
structures, especially in mathematical analysis, physics and geometry. So that, a
Lie group lie at the intersection of algebra and geometry.
1.2.1 Groups
Definition 1.1 [5] A group G is a set of elements with a law of composition φ
between elements satisfying the following axioms:
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(i) Closure property. For any elements a and b of G, φ(a, b) is an element of G,
(ii) Associative property, For any elements a, b, c of G:
φ(a, φ(b, c)) = φ(φ(a, b), c),
(iii) Identity element. There exists a unique identity elemente of G such that for
any element a of G:
φ(a, e) = φ(e, a) = a
(iv) inverse element. For any element a of G there exists a unique inverse element
a−1 in G such that
φ(a, a−1) = φ(a−1, a) = e
Definition 1.2 A group G is Abelian if φ(a, b) = φ(b, a) holds for all elements
a and b in G.
Definition 1.3 A subset H of G is said to be a subgroup of G if it satisfies the
same axioms of group G with the same law of composition φ.
Example 1.1 The following are examples of groups:
(1) Rn with the a law of composition φ(a, b) = a+ b, a, b ∈ Rn,
(2) R \ {0} with the a law of composition φ(a, b) = a× b, a, b ∈ R \ {0},
(3) R+ with the a law of composition φ(a, b) = a× b, a, b ∈ R+.
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1.3 Group of Transformation
Definition 1.4 Let Λ be a set of transformations defined by
Λ(x; ε) = x∗
where x ∈ D ⊂ Rn and the parameter ε ∈ S ⊂ R, with a law of composition
φ(ε, δ) for all ε, δ ∈ S , then we say Λ one- parameter group of transformation if
it satisfies the following conditions:
(i) Λ are one-to-one onto D for each ε ∈ S.
(ii) (S, φ) is a group.
(iii) For each x ∈ D, x∗ = x when ε = ε0 corresponds to the identity e of the
group (S, φ), i.e., Λ(x; ε0) = x,
(iv) If x∗ = Λ(x; ε), x∗∗ = Λ(x∗; δ), then x∗∗ = Λ(x;φ(ε, δ)).
1.4 Lie Group of Transformation
Definition 1.5 We say that the one-parameter group of transformation Λ(x; ε) =
x∗ with composition law φ, is a Lie group of transformation of one-parameter if:
(i) The parameter ε is continuous. i.e., the set S is an interval in R,
(ii) Λ is infinitely differentiable with respect to x in D and an analytic function
of ε in S.
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(iii) The composition function φ(ε; δ) is an analytic function.
Example 1.2 A group of translation in the plane given by
x˜ = x+ ε, and y˜ = y + ε.
with composition law φ(ε, δ) = ε+ δ and identity ε0 = 0, forms Lie group.
Example 1.3 The group of scaling in the plane given by
x˜ = eεx, and y˜ = eεy.
with law of composition φ(ε, δ) = ε + δ and identity element ε0 = 0, represents
Lie group of transformation.
Example 1.4 The group of rotation transformation given by
x˜ = x cos ε− y sin ε, y˜ = x sin ε+ y cos ε,
with law of composition φ(ε, δ) = ε + δ and ε0 = 0, forms Lie group of transfor-
mation.
Example 1.5 The transformation given by
x˜ = −x, and y˜ = −y.
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since,
˜˜x = x, ˜˜y = y.
Therefore, this transformation does not form a Lie group.
1.5 Infinitesimal Transformation
Let Λ∗ be a one parameter Lie group of transformation given by
Λ∗ = Λ(x; ε) (1.1)
with the identity ε = 0 and composition law φ. Expand (1.1) about ε = 0, to get
x∗ = x+ ε
(
∂Λ(x; ε)
∂ε
∣∣∣∣
ε=0
)
+O(ε2). (1.2)
Defining ξ(x) = ∂Λ(x;ε)
∂ε
∣∣∣
ε=0
, then the transformation x + εξ(x) is called the
infinitesimal transformation of the Lie group of transformation (1.1) and ξ(x) are
called the infinitesimals of (1.1).
Example 1.6 Let Λˆ be a Lie group of transformation defined by
Λˆ(x, y) = (xˆ, yˆ), (x, y) ∈ R2 (1.3)
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such that
xˆ = x+ ε
∂xˆ
∂ε
∣∣∣∣
ε=0
+ . . . ,
yˆ = y + ε
∂yˆ
∂ε
∣∣∣∣
ε=0
+ . . . .
(1.4)
Using ∂xˆ
∂ε
∣∣
ε=0
= ξ(x, y) and ∂yˆ
∂ε
∣∣
ε=0
= η(x, y) into (1.4), we get
xˆ = x+ εξ(x, y) + . . . ,
yˆ = y + εη(x, y) + . . . .
(1.5)
The (1.5) are called the infinitesimal transformation of (1.3).
Theorem 1.1 (First Fundamental Theorem of Lie [5]) There exists a pa-
rameterizations τ(ε) such that the Lie group of transformation (1.1) is equivalent
to the solution of an initial value problem for a system of first-order ODEs given
by
dx∗
dτ
= ξ(x∗), (1.6)
with x∗ = x when τ = 0.
1.5.1 Infinitesimal Generator
Definition 1.6 The infinitesimal generator of one-parameter Lie group transfor-
mation (1.1) is defined by
X = X(x) = ξ(x) · ∇ =
n∑
k=1
ξk(x)
∂
∂xk
, (1.7)
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where ξk =
∂x∗k
∂ε
∣∣∣
ε=0
and ∇ =
(
∂
∂x1
, ∂
∂x2
, . . . , ∂
∂xn
)
.
Theorem 1.2 [5] The one parameter Lie group of transformations Λ∗ = Λ(x; ε)
is equivalent to
x∗ = eεXx =
∞∑
k=0
εk
k!
Xkx, (1.8)
where the operator X is defined by (1.7).
Example 1.7 Consider the rotation group given by
x˜ = x cos ε+ y sin ε,
y˜ = −x sin ε+ y cos ε.
(1.9)
The infinitesimal for (1.9) is given by
ξ(x, y) =
∂x˜
∂ε
∣∣∣∣
ε=0
= y, and η(x, y) =
∂y˜
∂ε
∣∣∣∣
ε=0
= −x.
which define the infinitesimal symmetry generator as
X = y
∂
∂x
− x ∂
∂y
.
In accordance with theorem 1.2 the Lie series to above infinitesimal generator can
be obtained as follows:
(x˜, y˜) = (eεXx, eεXy),
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Thus,
x¯ = eεXx =
∞∑
k=0
εk
k!
Xkx
= X0x+
ε1
1!
X1x+
ε2
2!
X2x+
ε3
3!
X3x+ . . .
= x− ε
1
1!
y − ε
2
2!
x+
ε3
3!
y + . . .
=
(
1− ε
2
2!
+
ε4
4!
+ . . .
)
x+
(
ε− ε
3
3!
+
ε5
5!
+ . . .
)
y
= x cos ε+ y sin ε
Similarly,
y¯ = eεXy =
∞∑
k=0
εk
k!
Xky
= X0y +
ε1
1!
X1y +
ε2
2!
X2y +
ε3
3!
X3y + . . .
=
(
1− ε
2
2!
+
ε4
4!
+ . . .
)
y −
(
ε− ε
3
3!
+
ε5
5!
+ . . .
)
x
= y cos ε− x sin ε.
1.6 Invariance
1.6.1 Invariant Functions
Definition 1.7 If F is an infinitely differentiable function and x∗ = Λ(x; ε) is Lie
group of transformations of one parameter ε, then F is invariant function if and
only if,
F (x∗) ≡ F (x).
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Theorem 1.3 [5] A function F (x) is invariant under Lie group of transformation
x∗ = Λ(x; ε) if and only if
XF (x) = 0,
where X is the infinitesimal generator accompanying of the symmetry transfor-
mation.
Theorem 1.4 [5] Let x∗ = Λ(x; ε) be the Lie group of transformation, then the
identity
F (x∗) = F (x) + ε.
holds if and only if XF (x) ≡ 1.
1.6.2 Invariant PDE
Let Sβ(x;u) be a system of q PDEs of order k with n independent variables
x = (x1, . . . , xn) and m dependent variables u(x) = (u1(x), . . . , um(x)), given by
Sβ(x, u; ∂u, . . . , ∂ku) = 0, β = 1, . . . , q. (1.10)
where (∂u, ∂2u, . . . , ∂ku) denote the collections of all first, second,. . . , kth-order
partial derivatives, i.e., uβi = Di(u
β), uβij = DjDi(u
β), . . . respectively, with the
total differentiation operator with respect to xj given by
Di =
∂
∂xi
+ uγi
∂
∂uγ
+ uγii1
∂
∂uγi1
+ uγii1i2
∂
∂uγi1i2
+ . . . .
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in which the summation convention is used whenever appropriate.
Definition 1.8 [5] The one parameter Lie group of point transformation (1.1)
leaves invariant the PDE (1.10), i.e., is a point symmetry admitted by PDE (1.10),
if and only if its kth extension leaves invariant the surface (1.10).
Theorem 1.5 (Infinitesimal criterion of invariance under a one-parameter Lie
group of point transformations [6]). Let X be the infinitesimal generator of a
one-parameter Lie group of point transformations Λ∗ = Λ(x; ε) and X(k) be its
kth extension. Then the transformation Λ∗ = Λ(x; ε) is a point symmetry of the
PDE system (1.10) if and only if for each β = 1, . . . , q,
X(k)[Sβ(x, u; ∂u, . . . , ∂ku)] = 0, (1.11)
when
Sβ(x, u; ∂u, . . . , ∂ku) = 0, β = 1, . . . , q. (1.12)
1.6.3 Canonical Coordinates
As a result of the theory of PDEs (see[66]), for a system of equations given by
Xx =
n∑
i=1
ξi(β)
∂x
∂βi
= 1,
Xβ′k =
n∑
i=1
ξi(β)
∂β′k
∂βi
= 0.
where i = 1, 2, . . . , n and k = 2, 3, . . . , n, there always exist a nontrivial solution
{x(βi), β′k(βi)}.
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In the light of this result, we conclude that there exist coordinates, in which the
infinitesimal generator can be maximally simplified, called canonical coordinates.
Theorem 1.6 [5] If y = (y1(x), y2(x), . . . , yn−1(x)), is any set of canonical coor-
dinates, then the infinitesimal generator of the one-parameter Lie group of trans-
formation x∗ = Λ(x; ε) in these coordinates becomes
Y =
∂
∂yn
.
Example 1.8 Given a symmetry generator by
X = x2
∂
∂x
+ xy
∂
∂y
. (1.13)
Then we can find its canonical coordinates as follows:
we solve the following system of PDEs viz.,
X(r) = 0,
X(s) = 1.
(1.14)
Thus, the canonical coordinates are r = y
x
, s = − 1
x
and hence the generator in
terms of these coordinates becomes
X =
∂
∂s
.
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1.7 r-Parameter Lie Group of Transformations
Consider an r-parameter Lie group of transformations given by
x∗ = Λ(x; ε)
where x = (x1, x2, . . . , xn) and parameters ε = (ε1, ε2, . . . , εr). and the composi-
tion law denoted by
ϕ(ε, δ) = (φ1(ε, δ),φ2(ε, δ), . . . ,φr(ε, δ)),
with δ = (δ1, δ2, . . . , δr), where ϕ(ε, δ) satisfies the axioms of group with ε = 0,
and ϕ(ε, δ) is assumed to be analytic in its domain of definition.
Definition 1.9 (Infinitesimal Generator Xi) The infinitesimal generator Xi, cor-
responding to the parameter εi of r-parameter Lie group of transformation
x∗ = Λ(x; ε), is given by
Xi =
n∑
k=1
ξki (x)
∂
∂xk
, i = 1, 2, . . . , r. (1.15)
1.8 Lie Algebras
Definition 1.10 Let L be an algebra and its product be defined by (x, y) 7→ [x, y],
then L is called a Lie algebra if it satisfies the following properties:
(•) [x, x] = 0, for all x ∈ L,
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(•) [x, y] = −[y, x], for all (x, y) ∈ L2, (Skew-symmetry)
(•) [[x, y], z] + [[y, z], x] + [[z, x], y] = 0, (x, y, z) ∈ L3, (Jacobi Identity).
Definition 1.11 Consider an r-parameter Lie group of transformation x∗ =
Λ(x; ε) with infinitesimal generators Xi corresponding to each parameter εi de-
fined in (1.15). Then, the commutator (Lie bracket) of Xi and Xj is defined as
[56],
[Xi,Xj] = XiXj −XjXi. (1.16)
Theorem 1.7 (Second Fundamental Theorem of Lie [5]) The commutator
of any two infinitesimal generators of an r-parameter Lie group of transformation
is also an infinitesimal generator. In particular
[X i,Xj] =
r∑
k=1
CkijXk, (1.17)
where the coefficients Ckij are constants called structure constants, i, j, k =
1, 2, . . . , r.
1.9 Symmetries, Conservation Laws and Double
Reductions
In this section, we introduce some preliminaries dealing with symmetries,
multiplier approach and double reductions of PDEs.
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Definition 1.12 The Lie-Ba¨cklund (generalized operator) is given by
X = ξi
∂
∂xi
+ ηγ
∂
∂uγ
, ξi, ηγ ∈ A, (1.18)
where A is the vector space of differential functions. The operator (1.18) is an
abbreviated from infinite formal sum
X = ξi(x, u)
∂
∂xi
+ ηγ
∂
∂uγ
+
∑
s≥1
ξγi1i2...is
∂
∂uγi1i2...is
, (1.19)
where the additional coefficients are determined uniquely by prolongation formula
[5]
ξγi = Di(W
γ) + ξjuγij,
ξγi1i2...is = Di1...is(W
γ) + ξjuγji1...is , s > 1
(1.20)
In (1.20), W γrepresents the Lie characteristic function
W γ = ηγ − ξjuγj . (1.21)
1.9.1 Multiplier Approach
In this subsection, we introduce the recently established approach, called a mul-
tiplier approach, that leads to a large class of conserved quantities which would
not be provided by variational techniques or the standard methods especially the
higher-order multipliers. This approach is set up based upon the fact that the
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Euler-Lagrange operator annihilates a total divergence [23]. In the following, we
give a brief description of this approach.
Definition 1.13 Consider Qβ(x, u, ∂u, . . . ) is a nontrivial differential function
and the system of PDE given by Eq.(1.10), we say that Qβ is a multiplier if it
satisfies the following:
Eu[QβSβ] = 0. (1.22)
where Eu is the respective Euler-Lagrange operator defined as
Eu = δ
δuα
=
∂
∂uα
+
∑
s≥1
(−1)sDi1 . . . Dis
∂
∂uαi1i2...is
, α = 1, . . . ,m. (1.23)
Definition 1.14 A current vector T = (T 1, T 2, . . . , T n), T i ∈ A, i = 1, . . . , n is
conserved if it satisfies
DiT
i
∣∣
(1.10)
= 0 (1.24)
Definition 1.15 Let Qβ be a multiplier satisfying (1.22), then QβS
β is a total
divergence, i.e.,
QβS
β = DiT
i, (1.25)
for some (conserved) vector T i. Thus, each multiplier obtained by solving (1.22)
leads to the conserved vector determined by the technique given in [31, 19] .
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Example 1.9 Illustrative Example (Conserved Vector using Multiplier
approach)
Consider the following problem:
utt − uxx − u = 0 (1.26)
We want to determine the conserved vector (T t, T x) of (1.26). To this end, we find
the multiplier Q by applying the Euler-Lagrange Operator on the above equation
as follows:
δ
δu
(Q(utt − uxx − u)) = 0 (1.27)
Since the differential equation is of second order, we take Q is of order upto second
derivatives, i.e., Q = Q(x, t, u, ux, ut, uxx, uxt). The Euler-Lagrange Operator in
this case has the following form:
δ
δu
=
∂
∂u
−Dt ∂
∂ut
−Dx ∂
∂ux
+DxDx
∂
∂uxx
+DxDt
∂
∂uxt
+DtDt
∂
∂utt
.
where Di, i = x, t, represent the total derivative given by
Dt =
∂
∂t
+ ut
∂
∂u
+ utx
∂
∂ux
+ utt
∂
∂ut
+ utxx
∂
∂uxx
+ utxt
∂
∂uxt
+ uttt
∂
∂utt
.
Dx =
∂
∂x
+ ux
∂
∂u
+ uxx
∂
∂ux
+ utx
∂
∂ut
+ uxxx
∂
∂uxx
+ uxtx
∂
∂uxt
+ uxtt
∂
∂utt
.
Applying the above to Eq.(1.27), leads to tedious calculations (see Appendix A).
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Solving the system, we obtain nontrivial multiplier Q given by
Q = (c1t+ c2)ux + (c1x+ c3)ut + c4e
(−c(t+x) − c5e( t−x4c ) (1.28)
Choosing c2 6= 0, then Q1 = ux. The next step is to construct the corresponding
conserved vector of Q1 that obtained by solving the following:
ux(utt − uxx − u) = DtT t +DxT x
where T t = T t(x, t, u, ux, ut), T
x = T x(x, t, u, ux, ut). This again requires tedious
calculations of which the result is presented here viz.,
T t = uxut + α(t)ux + β(x, t),
T x = −1
2
u2t − α(t)ut −
1
2
u2x −
1
2
u2 − α(t)u+ a(x, t).
(1.29)
such that ax + βt = 0.
1.9.2 Double Reductions
Definition 1.16 [33, 75] A Lie-Ba¨cklund symmetry generator X of the form
(1.19) is associated with a conserved vector T of the system (1.10) if X and
T satisfy the relations
X(T i) + T iDk(ξ
k)− T kDk(ξi) = 0, i = 1, . . . , n. (1.30)
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Theorem 1.8 [34, 64, 65] Suppose that X is a Lie-Ba¨cklund symmetry of (1.10)
and T i, i = 1, . . . , n, are the components of the conserved vector of (1.10). Then
T ∗i = [T i, X] = X(T i) + T iDj(ξj)− T jDj(ξi) = 0, i = 1, . . . , n. (1.31)
constitute the components of a conserved vector of (1.10).
Theorem 1.9 [10] Suppose that DiT
i = 0 is a conservation law of the PDE
system (1.10). Then under a contact transformation, there exist functions T˜ i
such that JDiT
i = D˜iT˜
i, where T˜ is given as

T˜ 1
T˜ 2
...
T˜ n

= J(A−1)T

T 1
T 2
...
T n

,
J

T 1
T 2
...
T n

= AT

T˜ 1
T˜ 2
...
T˜ n

(1.32)
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in which
A =

D˜1x1 D˜1x2 . . . D˜1xn
D˜2x1 D˜2x2 . . . D˜2xn
...
...
...
...
D˜nx1 D˜nx2 . . . D˜nxn

, A−1 =

D1x˜1 D1x˜2 . . . D1x˜n
D2x˜1 D2x˜2 . . . D2x˜n
...
...
...
...
Dnx˜1 Dnx˜2 . . . Dnx˜n

(1.33)
and J = det(A).
Theorem 1.10 [10] (Fundamental Theorem on Double Reduction) Sup-
pose that DiT
i = 0 is conservation law of the PDE system (1.10). Then under
a similarity transformation of a symmetry X of the form (1.19) for the PDE,
there exist functions T˜ i such that X is still a symmetry for the PDE, satisfying
D˜iT˜
i = 0 and

XT˜ 1
XT˜ 2
...
XT˜ n

= J(A−1)T

[T 1, X]
[T 2, X]
...
[T n, X]

(1.34)
where
A =

D˜1x1 D˜1x2 . . . D˜1xn
D˜2x1 D˜2x2 . . . D˜2xn
...
...
...
...
D˜nx1 D˜nx2 . . . D˜nxn

, A−1 =

D1x˜1 D1x˜2 . . . D1x˜n
D2x˜1 D2x˜2 . . . D2x˜n
...
...
...
...
Dnx˜1 Dnx˜2 . . . Dnx˜n

(1.35)
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and J = det(A).
Example 1.10 Illustrative Example[9]
Consider
utt = u(uxx + uyy) + u
2
x + u
2
y (1.36)
One conserved vector of (1.36) is T = (−ut, uux, uuy). The Eq.(1.36) admits the
following symmetries:
X1 =
∂
∂t
, X2 =
∂
∂x
, X3 =
∂
∂y
,
X4 = t
∂
∂t
+ x
∂
∂x
+ y
∂
∂y
.
(1.37)
The double reduction of (1.36) can be calculated using T as follows:
Using formula (1.30), one can see that X1, X2, and X3 are associated with T , then
combine the above symmetries i.e., X = ∂
∂t
+ c1
∂
∂x
+ c2
∂
∂y
. The canonical form of
X is ∂
∂q
when
r = y − c2t, s = x− c1t, q = t, w(r, s) = u. (1.38)
Using the formula (1.32), we obtain the reduced conserved form
DrT
r +DsT
s = 0, (1.39)
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where
T r = c22wr + c2c1ws − wwr,
T s = c1c2wr + c
2
1ws − wws,
T q = −c2wr − c1ws.
(1.40)
The reduced conserved form admits the inherited symmetry:
X˜4 = r
∂
∂r
+ s
∂
∂s
, (1.41)
Similarly by using (1.30), one can show that X˜4 is associated symmetry. The
canonical form of this symmetry is Y = ∂
∂m
and hence the canonical coordinates
are
n =
s
r
, m = ln(r), v(n) = w. (1.42)
Thus, the reduced conserved form using (1.32), is
DnT
n = 0. (1.43)
where
T n = vn(−c22n2 + 2c2c1n+ n2v − c21 + v),
Tm = −vn(−c22n+ c2c1 + nv).
(1.44)
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Consequently, the second step of double reduction is
vn(−c22n2 + 2c2c1n+ n2v − c21 + v) = C, (1.45)
where C is a constant, n = x−c1t
y−c2t and v = u.
31
CHAPTER 2
A Symmetry Classification, Reductions and
Exact Solutions of Non-linear (2+1) Cylindrical
Fin Equation
2.1 Introduction
This chapter is devoted to provide a complete symmetry classification of the non-
linear (2+1) fin equation in cylindrical coordinates given by the following govern-
ing equation:
1
x
∂
∂x
(xk(u)ux) +
1
x
∂
∂y
(
1
x
k(u)uy)−N2f(x)u = ut. (2.1)
where k(u) and f(x) respectively represent thermal conductivity and heat transfer
coefficients. In order to deal with above equation, we put it in an appropriate form:
x2k(u)uxx+x
2k(u)uu
2
x+xk(u)ux+k(u)uu
2
y +k(u)uyy−x2N2f(x)u = x2ut. (2.2)
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Assuming a radial variable heat transfer coefficient and temperature dependent
thermal conductivity, a complete classification of these two functions is obtained
via Lie symmetry analysis. Using two dimensional Lie subalgebras of the sym-
metry generators of the equation, we carry out reduction of the fin equation and
whenever possible exact solutions are obtained.
2.2 Symmetry Analysis of the Fin Equation
In order to classify solutions of the Fin equation (2.1), we use the well known Lie
symmetry method [8]. This method is based upon finding Lie point symmetries
of the PDEs that leave them invariant. Lie group of point transformations of one
parameter  under which Eq.(2.1) remains invariant are given as:
x˜ = x+ ξ(x, y, t, u) +O(2),
y˜ = y + η(x, y, t, u) +O(2),
t˜ = t+ τ(x, y, t, u) +O(2),
u˜ = u+ φ(x, y, t, u) +O(2),
The corresponding symmetry generator of above transformation is given by [56]:
X = ξ(x, y, t, u)
∂
∂x
+ η(x, y, t, u)
∂
∂y
+ τ(x, y, t, u)
∂
∂t
+ φ(x, y, t, u)
∂
∂u
,
Since we are dealing with a second order PDE, the above generator needs to be
prolonged to include second order derivatives. Then the prolonged generator of
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X can be found using the following formula [56]:
X(2) = X +
2∑
I=0
φI
∂
∂uJ
+
2∑
I,J=0
φIJ
∂
∂uIJ
, I, J = 0, . . . 2, (2.3)
with 0 representing t and 1 & 2 representing x & y respectively and where the
coefficients, φJ and φJK , of the derivatives with respect to dependent variables in
Eq.(2.3) are to be evaluated using the expressions:
φJ = Di(φ− ξjuji) + ξjuj,i, (2.4)
and
φJK = DiDj(φ− ξjuji) + ξkuk,ij. (2.5)
At this stage we use the Lie symmetry criterion by requiring that Eq.(2.1) is invari-
ant under the prolonged symmetry generator given in Eq.(2.3) modulu Eq.(2.1).
Mathematically, this requirements is given by,
X(2)[x2k(u)uxx+x
2k(u)uu
2
x+xk(u)ux+k(u)uu
2
y+k(u)uyy−x2N2f(x)u−x2ut]|Eq.(2.1) = 0.
(2.6)
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and leads to,
ξ(x, y, t, u)[2xk(u)uxx + 2xk(u)uu
2
x + k(u)ux − 2xN2f(x)u
−x2N2f(x)xu− 2xut] + φ(x, y, t, u)[x2k(u)uuu2x + xk(u)uux+
k(u)uuu
2
y + k(u)uuyy − x2N2f(x) + x2k(u)uuxx]+
φx[2x2k(u)uux + xk(u)] + 2k(u)uuyφ
y − x2φt + φxxx2k(u) + φyyk(u) = 0
(2.7)
Substituting
ut = k(u)uxx + k(u)uu
2
x +
1
x
k(u)ux+
1
x2
k(u)uu
2
y +
1
x2
k(u)uyy −N2f(x)u
(2.8)
and the expressions for φt, φx, φy, φxx and φyy using Eqs.(2.4) & (2.5) into Eq.
(2.7) and comparing terms involving derivatives of the dependent function u. This
gives the following over determined system of linear PDEs :
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ξu = 0 = ηu = τu = φuu = τy = τx, (2.9)
x2ηt − k(u)xηx − k(u)x2ηxx − k(u)ηyy + 2k(u)φuy = 0, (2.10)
−k(u)ξ + xφ(k(u))u − k(u)xξx + k(u)xτt + x2ξt
+2k(u)x2φxu − k(u)x2ξxx − k(u)ξyy = 0,
(2.11)
f(x)N2x2φ+N2ux2ξ(f(x))x + x
2φt − f(x)N2ux2φu − k(u)xφx+
f(x)N2ux2τt − k(u)x2φxx − k(u)φyy = 0,
(2.12)
x2ηx + ξy = 0, (2.13)
φk(u)u − 2k(u)ξx + k(u)τt = 0, (2.14)
−2k(u)ξ + xφk(u)u − 2xk(u)ηy + k(u)xτt = 0. (2.15)
To determine the unknowns ξ, η, τ and φ , we solve the above coupled system of
differential equations by first considering Eq.(2.14). Differentiating, this equation
twice with respect to u leads to the following expression:
φuu = (
k
ku
)uu(2ξx − τt). (2.16)
Using Eq.(2.9) into Eq.(2.16), we get,
( k
ku
)uu(2ξx − τt) = 0. (2.17)
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We proceed from above equation to obtain complete classification of both k, and
f as shown in the next section.
2.3 Classification
In order to find a complete classification of solutions of Eq.(2.1), we note that the
following three cases arise from Eq.(2.17):
(I) ( k
ku
)uu = 0,
(II) 2ξx − τt = 0,
(III) 2ξx − τt = 0 = ( kku )uu.
For obtaining a complete classification, we consider all the three cases one by one.
Since procedure of classification in all the three cases is similar, we give detailed
procedure in the first case, and only give results in the remaining cases. To begin
the classification, we proceed as follows:
3.1 Case I
Solving equation ( k
ku
)uu = 0, instantly yields,
k(u) = γ(αu+ β)
1
α , (2.18)
where γ, α and β are integration constants. Using Eq.(2.18) into Eq.(2.14), im-
mediately gives,
φ = (αu+ β)(2ξx − τt). (2.19)
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Using Eqs.(2.18) & (2.19) in Eq.(2.15), we obtain a differential relation in ξ and
η given by,
ηy = ξx − 1xξ. (2.20)
Differentiating Eq.(2.19) twice, and Eq.(2.20) once w.r.t y and using Eq.(2.13) in
the resulting expressions gives,
φuy = −2αx2ηxx − 4αxηx, (2.21)
and
ηyy = −x2ηxx − xηx. (2.22)
At this stage we use Eqs.(2.22) and (2.21) into Eq.(2.10), to get,
x2ηt − 4αkx2ηxx − 8αkxηx = 0. (2.23)
Differentiating Eq.(2.23) w.r.t u, while keeping Eq.(2.18) in mind, we obtain,
−4αγ(αu+ β)( 1α−1)x[xηxx + 2ηx] = 0. (2.24)
Keeping in mind that α and γ in the above equation are non-zero, we conclude
that the above equation is satisfied only when
xηxx + 2ηx = 0. (2.25)
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(the case α = 1 is not be considered as it becomes a special case of (I.c) that is
dealt with later). Note that Eq.(2.25) is a separable DE and can be easily solved
to find η given by,
η(x, y, t) = −c(y, t)x−1 + d(y, t). (2.26)
To require consistency of η, we use Eq.(2.26) into Eq.(2.23). It suggests that
Eq.(2.23) is satisfied when the following differential constraint is met,
−ct(y, t) + xdt(y, t) = 0. (2.27)
The above equation implies that dt(y, t) = γ(y) and c(y, t) = λ(y). Using these
results into Eq.(2.27) gives,
η(x, y, t) = −λ(y)x−1 + γ(y). (2.28)
To determine γ we use Eq.(2.28) into Eq.(2.22). This leads to the following second
order differential constraint,
xγyy(y)− λyy(y)− λ(y) = 0. (2.29)
To solve the above equation, we differentiate it with respect to x to first get,
γ(y) = c1y + c2. (2.30)
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We put the value of η given by Eq.(2.30) into Eq.(2.29), to get a second order
linear differential equation,
λyy(y) + λ(y) = 0, (2.31)
The above equation can be easily solved to get,
λ(y) = c3 cos y + c4 sin y. (2.32)
At this stage we use Eqs.(2.30) and (2.32) into Eq.(2.28), to infer that,
η(x, y) = −1
x
[c3 cos y + c4 sin y] + c1y + c2. (2.33)
Having determined η completely, we now find ξ. For this purpose, we use Eq.(2.33)
there. This yields an expression for ξ as given below:
ξ(x, y, t) = −c3 sin y + c4 cos y + γ1(x, t). (2.34)
To determine γ1, we use Eqs.(2.34) and (2.33) into Eq.(2.20). This gives,
γ1(x, t) = c1x lnx+ xλ1(t). (2.35)
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Using above value of γ1 into Eqs.(2.34) and (2.19), respectively become:
ξ(x, y, t) = −c3 sin y + c4 cos y + c1x lnx+ xλ1(t), (2.36)
and
φ = (αu+ β)(2c1 + 2c1 lnx+ 2λ1(t)− τt). (2.37)
We now use all the above results into Eq.(2.11), which is satisfied if the following
condition is met:
x3λ1(t) + 4γαc1(αu+ β)
1
α = 0. (2.38)
From the above equation, we immediately infer that λ1(t) = c5 and c1 = 0 .
Therefore, Eqs.(2.33), (2.36) and (2.37) take the form,
ξ(x, y, t) = −c3 sin y + c4 cos y + c5x,
η(x, y) = −1
x
[c3 cos y + c4 sin y] + c2,
φ = (αu+ β)(2c5 − τt).
(2.39)
To check consistency, we now use the remaining equation, i.e, Eq.(2.12). This
requirement gives:
βf(x)N2(2c5 − τt) +N2ufx(−c3 sin y + c4 cos y + c5x)
−(αu+ β)τtt + fN2uτt = 0.
(2.40)
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In order that Eq.(2.40) is satisfied, we proceed as follows: Comparing coefficients
of f(x), this equation gives,
−βf(x)N2τtt − (αu+ β)τttt + f(x)N2uτtt = 0. (2.41)
Differentiating above equation with respect to u gives,
−ατttt + f(x)N2τtt = 0, (2.42)
which is a separable DE in x and t, and can be written as
τttt
τtt
=
f(x)N2
α
. (2.43)
Solving Eq.(2.43) implies that f(x) = c (c a constant) whereas the τ becomes,
τ(t) =
c6α
2
c2N4
exp(
cN2
α
t) + c7t+ c8. (2.44)
To require consistency, we use Eq.(2.44) with f(x) = c 6= 0 in Eq.(2.41), to obtain
βc6(α + 1) = 0. (2.45)
From Eq.(2.45) four subcases arise, namely,
(I.a.) α = −1, β 6= 0 , c6 6= 0,
(I.b.) α > 0, β = 0 , c6 6= 0,
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(I.c.) α > 0, β 6= 0 , c6 = 0,
(I.d.) α = −1, β = 0 , c6 = 0.
We first consider I.a.
3.1.1. Subcase (I.a.) k(u) =
γ
β − u and f(x) = c
Using theses conditions arising in this case into Eqs.((2.44),(2.40) and (2.39)) the
infinitesimal symmetry generators ξ, η, τ, φ and k are determined:
ξ = −c3 sin y + c4 cos y,
η = −c3 cos yx − c4 sin yx + c2,
τ = c6
c2N4
exp(−cN2t) + c8,
φ = c6
cN2
(−u+ β) exp(−cN2t).
(2.46)
The five symmetry generators associated with above infinitesimals are given by,
X1 = − sin y ∂
∂x
− cos y
x
∂
∂y
, X2 = cos y
∂
∂x
− sin y
x
∂
∂y
X3 =
1
c2N4
exp(−cN2t) ∂
∂t
+
β − u
cN2
exp(−cN2t) ∂
∂u
, X4 =
∂
∂t
, X5 =
∂
∂y
.
(2.47)
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The commutation relation for each of the above symmetry generators are listed
in table (2.1).
[Xi, Xj] X1 X2 X3 X4 X5
X1 0 0 0 0 X2
X2 0 0 0 0 X1
X3 0 0 0 cN
2X3 0
X4 0 0 −cN2X3 0 0
X5 −X2 X1 0 0 0
Table 2.1: Case I.a: Commutation relations satisfied by sym-
metry generators
3.1.2. Subcase (I.b.) k(u) = γ(αu)
1
α and f(x) = c
Using the values of k and f arising in this case into Eqs.((2.44),(2.40) and (2.39)),
the expressions for ξ, η, τ, and φ takes the form:
ξ = −c3 sin y + c4 cos y + c5x, η = −c3 cos y
x
− c4 sin y
x
+ c2,
τ =
c6α
2
c2N4
exp(−cN2t) + c8, φ = αu(2c5 − c6α
cN2
exp(−cN2t)).
(2.48)
Accordingly, the six symmetry generators associated with above infinitesimals
are given by,
X1 = − sin y ∂
∂x
− cos y
x
∂
∂y
, X2 = cos y
∂
∂x
− sin y
x
∂
∂y
,
X3 = x
∂
∂x
+ 2αu
∂
∂u
, X4 =
α2
c2N4
exp(
cN2
α
t)
∂
∂t
− α
2u
cN2
exp(
cN2
α
t)
∂
∂u
,
X5 =
∂
∂t
, X6 =
∂
∂y
.
(2.49)
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The commutation relation for generators given by Eq.(2.49).
[Xi, Xj] X1 X2 X3 X4 X5 X6
X1 0 0 X1 0 0 X2
X2 0 0 X2 0 0 −X1
X3 −X1 −X2 0 0 0 0
X4 0 0 0 0
cN2
α
X4 0
X5 0 0 0
−cN2
α
X4 0 0
X6 −X2 X1 0 0 0 0
Table 2.2: Commutation relations in case I.b
3.1.3. Subcase (I.c.) k(u) = γ(αu+ β)
1
α and f(x) = c
Using the conditions with the values ofk and f of this case into Eqs.((2.44),(2.40)
and (2.39)), the expressions for ξ, η, τ, and φ takes the form:
ξ = −c3 sin y + c4 cos y, η = −c3 cos y
x
− c4 sin y
x
+ c2,
τ = c8, φ = 0.
(2.50)
The corresponding generators are,
X1 = − sin y ∂
∂x
− cos y
x
∂
∂y
, X2 = cos y
∂
∂x
− sin y
x
∂
∂y
,
X3 =
∂
∂t
, X4 =
∂
∂y
.
(2.51)
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As before the commutation relations form a closed algebra and are given in
the following:
[Xi, Xj] X1 X2 X3 X4
X1 0 0 0 X2
X2 0 0 0 −X1
X3 0 0 0 0
X4 −X2 X1 0 0
Table 2.3: Commutation relations in case I.c
3.1.4. Subcase (I.d.) k(u) = −γ
u
and f(x) = c
In this case Eqs.(2.44),(2.40) and (2.39), result in the following expressions for
ξ, η, τ, and φ :
ξ = −c3 sin y + c4 cos y + c5x, η = −c3 cos y
x
− c4 sin y
x
+ c2,
τ = c8, φ = −2c5u.
(2.52)
With above infinitesimals there are five generators associated:
X1 = − sin y ∂
∂x
− cos y
x
∂
∂y
, X2 = cos y
∂
∂x
− sin y
x
∂
∂y
, X3 = x
∂
∂x
− 2u ∂
∂u
X4 =
∂
∂t
, X5 =
∂
∂y
.
(2.53)
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The commutation relation satisfied by the above five generators is given in
table (2.4).
[Xi, Xj] X1 X2 X3 X4 X5
X1 0 0 X1 0 X2
X2 0 0 X2 0 −X1
X3 −X1 −X2 0 0 0
X4 0 0 0 0 0
X5 −X2 X1 0 0 0
Table 2.4: Commutation relations in case I.d
3.2 Case II ( 2ξx − τt = 0.)
In this case the system of determining equations given by Eqs. ((2.9)-(2.15))
becomes,
ξu = 0 = ηu = τu = φ = τy = τx,
x2ηt − k(u)xηx − k(u)x2ηxx − k(u)ηyy = 0,
− k(u)ξ + k(u)xξx + x2ξt − k(u)x2ξxx − k(u)ξyy = 0,
N2ux2ξ(f(x))x + 2f(x)N
2ux2ξx = 0,
x2ηx + ξy = 0,
− 2k(u)ξ − 2xk(u)ηy + 2k(u)xξx = 0.
(2.54)
Following the procedure adopted in case I, we easily find that,
ξ = c1x, η = c3, τ = 2c1 + c2, φ = 0. (2.55)
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The above infinitesimals satisfy all the equations in the system (2.54) except
Eq.(iv). Using Eq.(2.55) in ((2.54)-(iv))1, we obtain,
c1N
2x3ufx + 2c1N
2x2uf = 0. (2.56)
From Eq.(2.56) two cases arise:
(II.a) c1 = 0,
(II.b) c1 6= 0.
3.2.1 Subcase II.a
In this case k(u) and f(x) in system (2.54) are arbitrary functions, and the general
expression of ξ, η, τ and φ takes the form,
ξ = 0, η = c4, τ = c5, φ = 0. (2.57)
The symmetry generators in this case are,
X1 =
∂
∂y
, X2 =
∂
∂t
. (2.58)
3.2.2 Case II.b
Here k(u) is an arbitrary functions and f(x) =
c
x2
. The general expression of ξ, η, τ
and φ are,
τ = 2c1t+ c2, ξ = c1x, η = c3, φ = 0. (2.59)
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The three symmetry generators associated with Eq.(2.59) are,
X1 = x
∂
∂x
+ 2t
∂
∂t
, X2 =
∂
∂t
, X3 =
∂
∂y
. (2.60)
The commutation relations satisfied by three generators are presented in the table
given below.
[Xi, Xj] X1 X2 X3
X1 0 −2X2 0
X2 2X2 0 0
X3 0 0 0
Table 2.5: Commutation relations in case II.b
3.3 Case III ( 2ξx − τt = 0 = ( kku )uu. )
This case gives,
k(u) = γ(αu+ β)
1
α , φ = 0, τt = 2ξx. (2.61)
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Consequently, the system of determining equations given by Eqs.((2.9)-(2.15))
becomes,
ξu = 0 = ηu = τu = φ = τy = τx,
x2ηt − γ(αu+ β) 1αxηx − γ(αu+ β) 1αx2ηxx − γ(αu+ β) 1αηyy = 0,
− γ(αu+ β) 1α ξ + γ(αu+ β) 1αxξx + x2ξt − γ(αu+ β) 1αx2ξxx − γ(αu+ β) 1α ξyy = 0,
N2ux2ξ(f(x))x + 2f(x)N
2ux2ξx = 0,
x2ηx + ξy = 0,
− 2γ(αu+ β) 1α ξ − 2xγ(αu+ β) 1αηy + 2γ(αu+ β) 1αxξx = 0.
(2.62)
Remark 2.1 Following the procedure adopted in earlier cases for the system
(2.62), we obtain same symmetry generators in cases (3.2 case II) and (3.3 case
III). The difference though is that in (3.2 case II) k(u) is arbitrary while in (3.3
case III) k(u) = γ(αu+ β)
1
α .
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2.4 Reduction under two dimensional subalge-
bra and exact invariant solutions
2.4.1 Case 1
In this section, we present solutions of Eq.(2.1) via reductions. These reductions
are obtained by the similarity variables obtained through symmetry generators.
To perform reductions of Eq.(2.1), we first consider two symmetry generators, from
table (2.1) X1, and X2 which span an abelian subalgebra. To start reduction, we
first consider X1. The characteristic equation corresponding to this generator,
dx
− sin y =
−xdy
cos y
=
dt
0
=
du
0
. (2.63)
Solving the above equation it is straight forward [5] to find that it yields the
similarity variables, r = x cos y and s = t with w(r, s) = u . Replacing u in
terms of new variables Eq.(2.1) becomes,
γ
β − wwrr +
γ
(β − w)2w
2
r −N2cw − ws = 0. (2.64)
To proceed further, we first transform X2 in terms of the new variables r , s and
w. Thus, X̂2 =
∂
∂r
. The similarity variables corresponding to this generator are
z = s and v(z) = w. This reduces Eq.(2.64) to a first-order differential equation
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given by,
vz +N
2cv = 0, (2.65)
and solving this equation, we immediately find that v(z) = C1 exp(−N2cz), which
is in original coordinates becomes,
u(x, y, t) = C1 exp(−N2ct). (2.66)
2.4.2 Case 2
Here, we first consider the generators X1, and X3 given in table (2.3), satisfying
[X1, X3] = 0 . Following procedure followed in the previous case, the generator
X1 reduces Eq.(2.1) to Eq.(2.64). In the light of X1, the X3 transforms to
X̂3 =
1
c2N4
exp(−cN2s) ∂
∂s
+ β−w
cN2
exp(−cN2s) ∂
∂w
, which gives z = r with w =
β − exp(−cN2s)v(z). In the light of these similarity variables, Eq.(2.64) reduces
to the following ODE:
vzz − 1
v
v2z +
N2cβ
γ
v = 0. (2.67)
Choosing γ = N2cβ , the solution of the above equation takes the form,
v(z) = c2 exp(c1z − 1
2
z2). (2.68)
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Writing above in original coordinates, it becomes,
u(x, y, t) = β − c2 exp(−N2ct) exp(c1x cos y − 1
2
x2 cos2 y). (2.69)
The graphical profile of the above solution is given in figure (2.1). For constant t
the same solution is plotted as shown in figure (2.2).
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Figure 2.1: Plot of solution (2.69) with c1 = c2 = 1, β =
0, N2c = −1, and x = constant.
Figure 2.2: Plot of solution in Eq. (2.69) with c1 = c2 = β =
1, N2c = −1, and t=constant.
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2.4.3 Case 3
In this case, we consider the two generators X3, and X6 that satisfy [X3, X6] = 0
as shown in table (2.2). Since the two generators commute, we can start reduction
by either of X3 and X6. First considering X3, the characteristic equation becomes,
dx
x
=
dy
0
=
dt
0
=
du
2αu
. (2.70)
The similarity variables corresponding to above equation become r = y, s = t and
u = x2αw.These variables reduce Eq.(2.1) to a PDE of the form,
4γα
1
α
+1(α + 1)w
1
α
+1 + γα
1
α
−1w
1
α
−1w2r
+ γα
1
αw
1
αwrr −N2cw − ws = 0.
(2.71)
Using similarity variables obtained from X3, transforms X6 to X̂6 =
∂
∂r
. This
leads to the new coordinates s = z, v(z) = w, In the light of these, Eq.(2.71)
transforms to,
4γα
1
α
+1(α + 1)v
1
α
+1 −N2cv − vz = 0. (2.72)
Choosing N2c = 1, γ = 1 and α = −1 , the above equation takes the form,
vz + 2v = 0. (2.73)
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giving exact solution u(x, y, t) = C1 exp (2t).
2.4.4 Case 4
Here, we consider the generators X3, X4 from table (2.4) that satisfy [X3, X4] =
0 . First considering X3 and its characteristic equation,
dx
x
=
dy
0
=
dt
0
=
du
−2u.
(2.74)
gives the similarity variables r = y, s = t and u = x−2w. These variables reduce
Eq.(2.1) to a PDE given below:
γw−2w2r − γw−1wrr −N2cw − ws = 0. (2.75)
To reduce the above equation further, we use X3, to transform X4 to X̂4 =
∂
∂s
.
This leads to the similarity variables r = z, v(z) = w. Using these , Eq.(2.75)
becomes an ODE,
vzz − v−1v2z +
N2c
γ
v2 = 0. (2.76)
Choosing γ = N2c, Eq.(2.76) can be solved to obtain,
v(z) =
1− tanh
(
z+c2
2c1
)2
c21
. (2.77)
56
Re-casting above in its original coordinates, the exact solution of Eq.(2.1) be-
comes,
u(x, y, t) =
1− tanh
(
y+c2
2c1
)2
c21x
2
. (2.78)
The graph of this solution is plotted as shown in figure (2.3):
Figure 2.3: Plot of solution given by Eq. (2.78) with c1 = 1,
and c2 = 0.
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2.4.5 Case 5
Here we consider the symmetry generators X1, X3 which satisfy a commutative
relationship [X1, X3] = 0 as shown in table (2.5). First considering X1, we obtain
the similarity variables r = y, s = xt−
1
2 and w = u. In these variables, Eq. (2.1)
takes the form,
s2k(w)wss + s
2kw(ws)
2 + skws + kw(wr)
2
+ kwrr − cN2w + 1
2
s3ws = 0.
(2.79)
First transforming X3 to X̂3 =
∂
∂r
, and then solving the resulting characteristic
equation we find that s = z, v(z) = w. These variables can be used to re-cast
Eq.(2.79) to an ODE,
z2k(v)vzz + z
2kv(vz)
2 + zk(v)vz − cN2v + 1
2
z3vz = 0. (2.80)
Choosing k(v) = 1 , one can solve the above equation to get,
v(z) = C1 exp(−1
8
z2)z(BesselI(0,
1
8
z2) +BesselI(1,
1
8
z2))
+ C2 exp(−1
8
z2)z(−BesselK(0, 1
8
z2) +BesselK(1,
1
8
z2)).
Finally, solution of Eq.(2.1) becomes,
u(x, y, t) = C1 exp(−1
8
x2
t
)
x√
t
(BesselI(0,
1
8
x2
t
) +BesselI(1,
1
8
x2
t
))
+ C2 exp(−1
8
x2
t
)
x√
t
(−BesselK(0, 1
8
x2
t
) +BesselK(1,
1
8
x2
t
)).
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Remark: Other reductions of (2.1) to ODEs under two-dimensional subalgebras
of Lie symmetry generators are given in the Appendix B. .
2.5 Conclusion
A complete classification of the Lie point symmetries of the non-linear fin equa-
tion in cylindrical coordinates according to thermal diffusivity and heat transfer
coefficient is obtained. Using an exhaustive procedure, the determining equations
obtained in the process are completely solved for all possible forms of thermal dif-
fusivity and heat transfer. In all cases reduction of the fin equation is performed.
In some cases, the non-linear fin equation is solved for its exact solutions and
solutions plotted. As for the symmetry groups are concerned, it is found that the
fin equation admits the maximal Lie symmetry group G < 6 > while the minimal
Lie symmetry group is G < 3 >. The other intermediate groups are G < 5 >
and G < 4 >. It is hoped that the non-linear fin equation may yield interesting
results if the study is extended beyond cylindrical symmetry.
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CHAPTER 3
Invariance, Conservation Laws and Exact
Solutions of Nonlinear (2+1) Cylindrical Fin
Equation
3.1 Introduction
This chapter is concerned with the conservation laws of nonlinear (2+1) fin equa-
tion in cylindrical form, viz.,
1
x
∂
∂x
(xk(u)ux) +
1
x
∂
∂y
(
1
x
k(u)uy)−N2f(x)u = ut. (3.1)
The above equation can be rewritten as
x2k(u)uxx+x
2k(u)uu
2
x+xk(u)ux+k(u)uu
2
y+k(u)uyy−N2x2f(x)u−x2ut = 0. (3.2)
The determination of conservation laws is an important topic in studying differen-
tial equations, and many authors have worked in this direction [9, 8, 29, 23, 2, 4,
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33, 65, 64, 53, 37]. Due to the importance of this topic, many methods have been
devised to obtain conserved quantities associated with the differential equations
and the so-called conservation laws. We then use the conservation laws to find
the exact solutions of Eq.(3.2) using double reduction. In this chapter, we use the
method explained in [Ch.1- sec 1.9], called the Multiplier approach, to derive the
conservation laws associated with Eq.(3.1).
3.2 Conservation Laws and Double Reduction
In this section, we derive the conservation laws of nonlinear (2+1)-dimensional
cylindrical fin equation (3.1) by using the method of multipliers. Then we perform
double reduction of PDE and hence obtain exact solution. The conserved vector
(T t, T x, T y) of Eq.(3.2) satisfies the divergence relation
DtT
t +DxT
x +DyT
y = Q
(
x2k(u)uxx + x
2k(u)uu
2
x
+xk(u)ux + k(u)uu
2
y + k(u)uyy −N2x2f(x)u− x2ut
)
.
(3.3)
Thus,
Eu
[
Q
(
x2k(u)uxx + x
2k(u)uu
2
x + xk(u)ux + k(u)uu
2
y + k(u)uyy −N2x2f(x)u− x2ut
)]
= 0,
(3.4)
where Eu is the respective Euler-Lagrange operator and Q is called a multi-
plier. If we suppose Q to be upto second order in derivatives, i.e., Q =
Q(t, x, y, u, ut, ux, uy, utt, uxx, uyy, utx, uty, uxy), then application to Eq.(3.4) leads
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to cumbersome calculations for which the results cannot be presented here. Nev-
ertheless, solving the system, we obtain some nontrivial multipliers Q, each one
leads to conserved vector determined by the technique used in [23, 32]. We con-
sider the special case f(x) = c where c is arbitrary constant. In accordance with
this choice, we obtain the following forms of Q,
Q1 = −e
N2ct
x
, Q2 = −e
N2ct
x
ln(x). (3.5)
The corresponding conserved vector of Q1 is given by
T 1 = (T t, T x, T y) = (eN
2txu,−eN2txk(u)ux, −e
N2tk(u)uy
x
). (3.6)
and Q2 is given by
T 2 =
(
eN
2tx ln(x)u,
∫ 1
0
eN
2t(−xλ ln(x)uk′(u)ux + k(λu)(u− x ln(x)ux)) dλ,
−eN2txk(u) ln(x)uy
x
)
.
(3.7)
Now we perform the double reduction for particular case k(u) = γ(αu)
1
α , N2 = 1
and f(x) = 1. (see[Ch.2- Sec.2.3])
The Eq.(3.2) with the above choice of k, f and N2 admits the symmetry
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generators
X1 = − sin(y) ∂
∂x
− cos(y)
x
∂
∂y
, X2 = cos(y)
∂
∂x
− sin(y)
x
∂
∂y
,
X3 = x
∂
∂x
+ 2αu
∂
∂u
, X4 = e
t
α (α2
∂
∂t
− α2u ∂
∂u
),
X5 =
∂
∂t
, X6 =
∂
∂y
.
(3.8)
Firstly, we show that X4 is associated with T
1 by using the result
X
[1]
4

T t
T x
T y
−

Dtτ Dxτ Dyτ
Dtξ Dxξ Dyξ
Dtη Dxη Dyη


T t
T x
T y
+(Dtτ +Dxξ+Dyη)

T t
T x
T y
 = 0. (3.9)
We have
X
[1]
4 = X4 − α2e
t
αux
∂
∂ux
− α2e tαuy ∂
∂uy
− (αue tα + (α2e tα−αe
t
α ut)
∂
∂ut
.
(3.10)
Calculating the above quantities yield
X
[1]
4 T
t = 0, X
[1]
4 T
x = αet−
t
αx(αu)
1
αux, X
[1]
4 T
y =
αet−
t
αx(αu)
1
αuy
x
. (3.11)
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and we have ξ = η = 0, τ = α2e
t
α and φ = −α2ue tα . Therefore,

Dtτ Dxτ Dyτ
Dtξ Dxξ Dyξ
Dtη Dxη Dyη
 (3.12)
=

αe
t
α 0 0
0 0 0
0 0 0
 (3.13)
and
(Dtτ +Dxξ +Dyη)

T t
T x
T y
 = αe
t
α

T t
T x
T y
 . (3.14)
Substituting Eqs.(3.11, 3.13), and (3.14) into Eq.(3.9), we conclude that X4 is
associated with T 1 = (T t, T x, T y) with (Q1 = − etx ). Thus, we can get a reduced
conserved vector by X4 where X4 has a canonical form Y4 =
∂
∂q
when
e
−t
α dt
α2
=
dx
0
=
dy
0
=
e
−t
α du
−α2u =
dr
0
=
ds
0
=
dq
1
=
dw
0
. (3.15)
The invariants of X4 from Eq.(3.15) are given by
b1 = x, b2 = y, b3 = e
tu, b4 = r, b5 = s, b6 + q = − 1
α
e
−t
α , b7 = w, (3.16)
where b4, b5, b6 and b7 are arbitrary functions all dependent on b1, b2, and b3.
64
By choosing b7 = b3, b5 = b2, b6 = 0 and b4 = b1, we obtain the canonical
coordinates
r = x, s = y, q = − 1
α
e
−t
α , w = etu. (3.17)
where w = w(r, s), since Y4 =
∂
∂q
.
From (3.17), the inverse canonical coordinates are given by
x = r, y = s, t = −α ln(−αq), u = e−tw. (3.18)
In the light of the above similarity variables, the partial derivatives of u are given
by
ux = e
−twr, uxx = e−twrr, uy = e−tws, uyy = e−twss, ut = −e−tw. (3.19)
Consequently, the Eq.(3.2) reduces to
r(αw)
1
αwr + r
2(αw)
1
α
−1w2r + r
2(αw)
1
αwrr + (αw)
1
α
−1w2s + (αw)
1
αwss = 0. (3.20)
The inverse A−1 is given by
A−1 =

Dtr Dts Dtq
Dxr Dxs Dxq
Dyr Dys Dyq
 =

0 0 1
α2
e
−t
α
1 0 0
0 1 0
 . (3.21)
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In order to get the reduced conserved form, we use the following formula

T r
T s
T q
 = J(A
−1)T

T t
T x
T y
 . (3.22)
We have J = det(A) = α2e
t
α , therefore,

T r
T s
T q
 = α
2e
t
α

0 1 0
0 0 1
1
α2
e
−t
α 0 0


T t
T x
T y
 (3.23)
Thus, the reduced conserved form is
DrT
r +DsT
s = 0 (3.24)
where
T r = −α2r(αw) 1αwr,
T s =
−α2(αw) 1α
r
ws,
T q = rw.
(3.25)
The reduced conserved form admits the inherited symmetry
X̂2 = cos(s)
∂
∂r
− sin(s)
r
∂
∂s
. (3.26)
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This symmetry is associated with the reduced conserved form. To show this
symmetry is associated, from
X̂
[1]
2 = cos(s)
∂
∂r
− sin(s)
r
∂
∂s
− sin(s)
r2
ws
∂
∂wr
+
(
cos(s)
r
ws + sin(s)wr
)
∂
∂ws
,
(3.27)
we get
X̂
[1]
2
T r
T s
−
Drξr Dsξr
Drξ
s Dsξ
s

T r
T s
+ (Drξr +Dsξs)
T r
T s
 = 0 (3.28)
We transform X̂2 to its canonical form Y =
∂
∂m
. Thus, the canonical coordi-
nates are
n = r sin(s), m = r(cos(s) + sin(s)), v(n) = w. (3.29)
Consequently, we have
A−1 =
Drn Drm
Dsn Dsm
 =
 sin(s) cos(s) + sin(s)
r cos(s) r(− sin(s) + cos(s))
 (3.30)
In accordance with the similarities in Eq.(3.31), the partial derivatives of w are
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given by
wr = sin(s)vn, wrr = sin
2(s)vnn, ws = r cos(s)vn, wss = −r sin(s)vn + r2 cos2(s)vnn.
(3.31)
Thus, the (3.20) reduces to
(αv)vnn + v
2
n = 0. (3.32)
To obtain the reduced conserved form, we apply the following formula
T n
Tm
 = J(A−1)T
T r
T s
 . (3.33)
Thus,
T n
Tm
 = −1r
 sin(s) r cos(s)
cos(s) + sin(s) r(cos(s)− sin(s))

T r
T s
 (3.34)
where J = det(A) = −1
r
. Using Eq.(3.31), we obtain
T n = α2(αv)
1
αvn. (3.35)
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where the reduced conserved form is given by
DnT
n = 0. (3.36)
According to Eqs.(3.35) and (3.36), the second step of the reduction is given by
α2(αv)
1
αvn = C. (3.37)
where C is a constant, n = x sin y and v = etu.
Choosing α = 1
2
, with f(x) = 1 and N2 = 1, the Eq. (3.2) becomes
1
4
x2u2uxx +
1
2
x2uu2x +
1
4
xu2ux +
1
2
uu2y
+
1
4
u2uyy − x2u− x2ut = 0.
(3.38)
In accordance with Eq. (3.37), Eq. (3.38) reduce to
1
16
v2vn = C1. (3.39)
Solving the Eq. (3.39) and using the backward substitution, then solution of Eq.
(3.38) is
u(x, y, t) = 3
√
48C1x exp (−3t) sin y + C2 exp (−3t). (3.40)
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3.3 Conclusion
In this chapter, we have used the multiplier approach to obtain conservation laws
for the (2 + 1)−dimensional cylindrical fin equation. Using the Lie symmetries
associated with the resulting conserved vector to achieve double reduction. For a
particular case of f and k, an exact solution has been found.
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CHAPTER 4
A Symmetry Classification, Reductions and
Exact Solutions of Non-linear (2+1) Spherical
Fin Equation
4.1 Introduction
As we noted in the [Ch.1], the fin with spherical shapes also arise in applications.
In this chapter, we present a complete classification of the nonlinear fin equation
in spherical coordinates. The governing equation in this case is given by
1
r2
∂
∂r
(
r2k(u)
∂u
∂r
)
+
1
rsinθ
[
∂
∂θ
(
1
r
sinθk(u)
∂u
∂θ
)]
−N2f(r)u = ut (4.1)
The above equation can be rewritten as
r2k(u)urr + r
2kuu
2
r + 2rk(u)ur + k(u)uθθ + kuu
2
θ +
cos θ
sin θ
k(u)uθ − r2N2f(r)u− r2ut = 0
(4.2)
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Using the substitution r = x, and cos θ = y, the above equation is transformed
to
x2k(u)uxx + x
2kuu
2
x + 2xk(u)ux + k(u)(1− y2)uyy + ku(1− y2)u2y
− 2yk(u)uy − x2N2f(x)u− x2ut = 0
(4.3)
In what follows, we use the well known Lie symmetry method [6, 24, 27, 43] to
provide a complete classification of the above equation. In addition, reductions
using two dimensional Lie subalgebras of the equation, to first or second order
ordinary differential equations are given. The exact solution of a few interesting
cases are obtained.
4.2 The Analysis of Fin Equation using Lie
Point Symmetry Method
In this section, we perform the symmetry analysis of the Eq.(4.3). To this end, we
use the Lie symmetry method described earlier in [Ch.2]. The symmetry generator
associated with Eq.(4.3) is given by
X = ξ(x, y, t, u)
∂
∂x
+ η(x, y, t, u)
∂
∂y
+ τ(x, y, t, u)
∂
∂t
+ φ(x, y, t, u)
∂
∂u
,
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Requiring invariance of Eq.(4.3) with respect to the prolonged symmetry generator
yields,
X(2) = X + φx
∂
∂ux
+ φy
∂
∂uy
+ φt
∂
∂ut
+ φxy
∂
∂uxy
+
φxt
∂
∂uxt
+ φyt
∂
∂uyt
+ φxx
∂
∂uxx
+ φyy
∂
∂uyy
+ φtt
∂
∂utt
.
(4.4)
In the above expression, the coefficients of the prolonged generator are functions
of (x, y, t, u) and can be determined by the formulae
φi = Di(φ− ξux − ηuy − τut) + ξux,i +ηuy,i +τut,i ,
φij = DiDj(φ− ξux − ηuy − τut) + ξux,ij + ηuy,ij + τut,ij,
where Di represents total derivative and subscripts of u partial derivative with
respect to the respective coordinates. At this stage we use the Lie symmetry
criterion that the PDE (4.3) is invariant under the prolonged symmetry generator
(4.4) modulu the PDE, namely,
X(2)[x2k(u)uxx + x
2k(u)uu
2
x + xk(u)ux + k(u)uu
2
y + k(u)uyy − x2N2f(x)u− x2ut]
∣∣
PDE(4.3)
= 0.
(4.5)
i.e. whenever ut =
1
x2
[x2k(u)uxx+x
2kuu
2
x+2xk(u)ux+k(u)(1−y2)uyy+ku(1−y2)u2y
− 2yk(u)uy − x2N2f(x)u].
Using results from Eq.(4.5) and comparing terms involving derivatives of the de-
pendent function u, leads to the following over determined system of linear PDEs
in ξ, η, τ and φ:
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ξu = 0 = ηu = τu = τx = τy = φuu, (4.6)
kuφ− 2kξx + kτt = 0, (4.7)
x2ηx + (1− y2)ξy = 0, (4.8)
−2kξ + 2xkuφ+ x2ξt − 2kxξx + 2kyξy + 2xkτt
−kx2ξxx − kξyy + ky2ξyy + 2kx2φxu = 0,
(4.9)
−2xykη − 2kξ + 2ky2ξ + xφku − xy2φku
−2xkηy + 2xky2ηy + xkτt − xky2τt = 0,
(4.10)
−2xkη + 4kyξ − 2xykuφ+ x3ηt − 2kx2ηx + 2xykηy − 2xykτt
−x3kηxx − xkηyy + xy2kηyy + 2xkφyu − 2xy2kφyu = 0,
(4.11)
−N2x2fxuξ −N2x2fφ+ 2xkφx − x2φt + x2kφxx + kφyy
−y2kφyy +N2x2fuφu −N2x2fuφu − n2x2fuτt − 2ykφy = 0.
(4.12)
To determine the unknown functions ξ, τ, η and φ , we solve the above system
starting by first considering Eq.(4.7), we have
φ =
k
ku
(2ξx − τt) (4.13)
Differentiating Eq.(4.7) w.r.t u twice yields
φuu = (
k
ku
)uu(2ξx − τt) (4.14)
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Using Eq.(4.6) in Eq.(4.14) leads to
(
k
ku
)uu(2ξx − τt) = 0. (4.15)
In what follows, we consider the above equation to perform a complete classifica-
tion of both k and f .
4.3 Classification
In this section, we provide a complete classification of solutions of Eq.(4.3). Firstly,
we notice that the following three cases arise from Eq.(4.15):
(I) ( k
ku
)uu = 0,
(II) 2ξx − τt = 0,
(III) 2ξx − τt = 0 = ( kku )uu.
For complete classification, we consider all the three cases one by one.
4.1 Case I
Solving the differential Eq. ( k
ku
)uu = 0, we determine k(u) as,
k(u) = γ(αu+ β)
1
α , (4.16)
where γ, α and β are some integration constants. Using (4.16) into Eq.(4.13),
instantly gives
φ = (αu+ β)(2ξx − τt). (4.17)
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Using Eq.(4.16) and Eq.(4.17) into Eq.(4.9), yields
−2γ(αu+ β) 1α ξ + 2xγ(αu+ β) 1α ξx + x2ξt + 2yγ(αu+ β) 1α ξy
+(4α− 1)x2γ(αu+ β) 1α ξxx − (1− y2)γ(αu+ β) 1α ξyy = 0.
(4.18)
Differentiating Eq.(4.18) w.r.t u gives
−2γ(αu+ β) 1α−1 [ξ − xξx − yξy − (4α− 1)x2ξxx + (1− y2)ξyy] = 0. (4.19)
All constants involved in the above Eqs. are non-zero. Thus this is satisfied
only when ξ − xξx − yξy − (4α − 1)x2ξxx + (1 − y2)ξyy = 0 (the case α = 1 not
be considered as it becomes a special case of (I.b) that is dealt with later. The
Ansatz solution of the above equation is
ξ = λ1(t)x+ λ2(t)y. (4.20)
Using Eq.(4.20) into Eq.(4.18) yields
ξ = c1x+ c2y. (4.21)
Using Eq.(4.21) into Eq.(4.8) yields
η = 1−y
2
x
c2 + γ(y, t). (4.22)
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To determine γ(y, t) we use Eq.(4.22) into Eq.(4.10) to find that,
γ(y, t) =
√
1− y2β(t). (4.23)
Therefore, Eq.(4.22) becomes
η = 1−y
2
x
c2 +
√
1− y2δ(t). (4.24)
Again, to determine δ(t) , we use Eq.(4.24) into Eq.(4.11), to infer that,
[
−2kx√1− y2 − 2kxy2√
1−y2
+ kx(1− y2)−32 − kxy2(1− y2)−32
]
δ(t) + x3
√
1− y2δt(t) = 0.
(4.25)
The solution of the above equation is the trivial solution which is δ(t) = 0 .
Consequently, the Eq.(4.24) becomes
η = 1−y
2
x
c2. (4.26)
Using Eq.(4.21) and Eq.(4.26) into (4.12) yields
−N3x3fxuc1 −N2x2yfxuc2 − βN2x2f(2c1 − τt) + x2(αu+ β)τtt −N2x2fuτt = 0.
(4.27)
Differentiating Eq.(4.27) with respect to t gives
βN2x2fτtt + x
2(αu+ β)τttt −N2x2fuτtt = 0. (4.28)
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Again, differentiating Eq.(4.28) w.r.t t , we obtain
τttt
τtt
=
N2f
α
. (4.29)
This implies that f(x) = c and hence
τ(t) =
c3α
2
N4c2
e
N2c
α + c4t+ c5. (4.30)
Using Eq.(4.30) with f(x) = c into (4.28), yields
βcc3(1 +
1
α
) = 0. (4.31)
From Eq.(4.31) four cases arise:
(I.a) β = 0, c3 6= 0 and α > 0,
(I.b) β 6= 0, c3 = 0, and α > 0,
(I.c) β 6= 0, c3 6= 0, and α = −1,
(I.d) β = 0, c3 6= 0, and α = −1.
We first consider I.a.
4.1.1. Subcase (I.a.) k(u) = γ(αu)
1
α and f(x) = c.
Using Eq.(4.30) into Eq.(4.27), leads to c4 = 0 . Therefore, the expression for the
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infinitesimal symmetry generators ξ, η, τ, and φ take the form,
ξ = c1x+ c2y, η =
(1− y2)
x
c2, τ =
c3α
cN2
exp(
N2c
α
t) + c5,
φ = αu(2c1 − c3cN2 exp(N
2c
α
t)).
(4.32)
The four symmetry generators associated with above infinitesimals are given by,
X1 = x
∂
∂x
+ 2αu
∂
∂u
, X2 = y
∂
∂x
+
(1− y2)
x
∂
∂y
,
X3 =
α
cN2
e
N2c
α
t ∂
∂t
− αueN
2c
α
t ∂
∂u
, X4 =
∂
∂t
.
(4.33)
4.1.2. Subcase (I.b.) k(u) = γ(αu+ β)
1
α and f(x) = c.
Using Eq.(4.30) into Eq.(4.27) with the above values of k and f , lead to c4 =
0 = c1. Therefore, the expression for the infinitesimal symmetry generators ξ, η, τ
and φ take the form,
ξ = c2y, η =
(1−y2)
x
c2, τ = c5, φ = 0. (4.34)
The two symmetry generators associated with above infinitesimals are given by,
X1 = y
∂
∂x
+
(1− y2)
x
∂
∂y
, X2 =
∂
∂t
. (4.35)
4.1.3. Subcase (I.c.) k(u) = γ
β−u and f(x) = c.
Using Eq.(4.30) into Eq.(4.27) with the above values of k and f, lead to c4 =
0 = c1 = c3 . Therefore, the expression for the infinitesimal symmetry generators
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ξ, η, τ, and φ take the form,
ξ = c2y, η =
(1−y2)
x
c2, τ = c5, φ = 0. (4.36)
The two symmetry generators associated with above infinitesimals are given by,
X1 = y
∂
∂x
+
(1− y2)
x
∂
∂y
, X2 =
∂
∂t
. (4.37)
4.1.4. Subcase (I.d.) k(u) = −γ
u
and f(x) = c.
Using Eq.(4.30) into Eq.(4.27) with the above values of k and f , lead to c4 = 0 .
Therefore, the expression for the infinitesimal symmetry generators ξ, η, τ, and
φ take the form,
ξ = c1x+ c2y, η =
(1−y2)
x
c2,
τ = −c6
cN2
e−cN
2t + c5, φ = −u(2c1 − c3e−cN2t).
(4.38)
The four symmetry generators associated with above infinitesimals are given by,
X1 = x
∂
∂x
− 2u ∂
∂u
, X2 = y
∂
∂x
+
(1− y2)
x
∂
∂y
,
X3 = − 1
cN2
e−N
2ct ∂
∂t
+ ue−N
2ct ∂
∂u
, X4 =
∂
∂t
.
(4.39)
4.2 Case II
In accordance with 2ξx − τt = 0 , the system ((4.6)-(4.12)) becomes
ξu = 0 = ηu = τu = φ = τy = τx, (4.40)
80
x2ηx + (1− y2)ξy = 0, (4.41)
−2kξ + x2ξt + 2kxξx + 2kyξy − kx2ξxx − kξyy + ky2ξyy = 0, (4.42)
−2xykη − 2kξ + 2ky2ξ − 2xkηy + 2xky2ηy + 2xkξx − 2xky2ξx = 0, (4.43)
−2xkη + 4kyξ − 2xykuφ+ x3ηt − 2kx2ηx + 2xykηy − 4xykξx
−x3kηxx − xkηyy + xy2kηyy = 0,
(4.44)
−N2x2fxuξ − 2N2x2fuξx = 0. (4.45)
From Eq.(4.41), we have
ηx = − (1−y2)x2 ξy. (4.46)
Differentiation Eq.(4.42) with respect to u yields
−2kuξ + 2kuxξx + 2kuyξy − kux2ξxx − kuξyy + kuy2ξyy = 0, (4.47)
then,
ku (−2ξ + 2ξx + 2yξy − x2ξxx − ξyy + y2ξyy) = 0. (4.48)
This leads to
(−2ξ + 2ξx + 2yξy − x2ξxx − ξyy + y2ξyy) = 0, (4.49)
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From previous case, the solution of (4.49) is given by
ξ = c1x+ c2y. (4.50)
We follow the same procedure followed in the previous case, we end up with the
following expressions of ξ,,η τ and φ,namely,
ξ = c1x+ c2y, η =
(1−y2)
x
c2,
τ = 2c1, φ = 0.
(4.51)
The above values of ξ,,η τ and φ satisfy the system ((4.40)-(4.44)). At this stage,
we use (4.51) in (4.45) to get,
−fx(c1x+ c2y)− 2c1f = 0 (4.52)
Differentiating Eq.(4.52) w.r.t y, we obtain
−c2fx = 0. (4.53)
From Eq.(4.53), two cases arise:
(II.a) c2 = 0, and fx 6= 0,
(II.b) c2 6= 0, and fx = 0.
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First, we consider (II.a).
4.2.1 Case II.a
Using theses conditions arising in this case into Eq.((4.52), gives
−c1[xfx + 2f ] = 0 (4.54)
From Eq.(4.54), two cases arise:
(II.a.1) c1 = 0, and xfx + 2f 6= 0,
(II.a.2) c1 6= 0, and xfx + 2f = 0.
Considering first (II.a.1).
4.2.1.1 Case II.a.1
In the light of the conditions of this case, the k(u), and f(x) are arbitrary functions
and the general expressions of ξ, η, tau, and φ, have the following form:
ξ = η = φ = 0, τ = c3. (4.55)
the only one generator corresponding to this case is X = ∂
∂t
.
4.2.1.1 Case II.a.2
In accordance with these conditions of this case, the k(u), is arbitrary function,
f(x) = c
x2
and the general expressions of ξ, η, tau, and φ, have the following form:
ξ = c1x, η = 0, τ = 2c1t+ c3, φ = 0. (4.56)
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and the generators in this case are
X1 = x
∂
∂x
− 2t ∂
∂t
, X2 =
∂
∂t
. (4.57)
4.2.2 Case II.b (c2 6= 0 and f(x) = c.)
Using theses conditions arising in this case into Eq.((4.52),gives c1 = 0. Thus,
we infer that f(x) = c and k(u) is arbitrary, and hence the general expression of
ξ, η, τ, and φ are
ξ = c2y, η =
(1−y2)
x
c2, τ = c3, φ = 0. (4.58)
The symmetry generators in this case are,
X1 = y
∂
∂x
+
(1− y2)
x
∂
∂y
, X2 =
∂
∂t
. (4.59)
4.4 Symmetry Generators
In this section, we list the Lie symmetry generators obtained above for different
values of k(u) and f(x).
1-f(x) = c
a- k(u) = γ(αu)
1
α . In this case the symmetry generators are
X1 = x
∂
∂x
+ 2αu
∂
∂u
, X2 = y
∂
∂x
+
(1− y2)
x
∂
∂y
, X3 =
∂
∂t
,
X4 =
α
N2c
exp(
N2c
α
t)
∂
∂t
− αu exp(N
2c
α
t)
∂
∂u
.
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The commutation relation for these generators are given in the following table
Table 4.1: Commutator table of the fin equation
[Xi, Xj] X1 X2 X3 X4
X1 0 −X2 0 X2
X2 X2 0 0 X1
X3 0 0 0
cN2
α
X4
X4 0 0 − cN2α X4 0
b- k(u) = γ(αu+ β)
1
α . In this case the symmetry generators are
X1 = y
∂
∂x
+
(1− y2)
x
∂
∂y
, X2 =
∂
∂t
.
The commutation relation for these generators are given in the following table
Table 4.2: Commutator table of the fin equation
[Xi, Xj] X1 X2
X1 0 0
X2 0 0
c- k(u) = γ
(β−u) . In this case the symmetry generators are
X1 = y
∂
∂x
+
(1− y2)
x
∂
∂y
, X2 =
∂
∂t
.
The commutation relation for these generators are given in the following table
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Table 4.3: Commutator table of the fin equation
[Xi, Xj] X1 X2
X1 0 0
X2 0 0
d - k(u) = −γ
u
. In this case the symmetry generators are
X1 = x
∂
∂x
− 2u ∂
∂u
, X2 = y
∂
∂x
+
(1− y2)
x
∂
∂y
, X3 =
∂
∂t
,
X4 = − 1
N2c
exp(−N2ct) ∂
∂t
+ u exp(−N2ct) ∂
∂u
.
The commutation relation for these generators are given in the following table
Table 4.4: Commutator table of the fin equation
[Xi, Xj] X1 X2 X3 X4
X1 0 −X2 0 X2
X2 X2 0 0 X1
X3 0 0 0 −cN2X4
X4 0 0 cN
2X4 0
2- f(x) and k(u) are arbitrary functions.
In this case, we have only one generator which is X = ∂
∂t
.
3- f(x) =
c
x2
and k(u)is arbitrary.
In this case, we have only two generators which are
X1 = x
∂
∂x
+ 2t
∂
∂t
, X2 =
∂
∂t
.
The commutation relation for these generators are given in the following table
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Table 4.5: Commutator table of the fin equation
[Xi, Xj] X1 X2
X1 0 −2X2
X2 2X2 0
4.5 Reduction under two dimensional subalge-
bra
In what follows, we will show the reduction of the given problem to an ODE using
two dimensional subalgebra.
4.5.1 Case 1
In this subsection, we present solutions of Eq.(4.3) via reductions. These reduc-
tions are obtained by the similarity variables obtained through symmetry gener-
ators. To perform reductions of Eq.(4.3), we first consider two symmetry gener-
ators, from Table (4.1) (In this case k(u) = γ(αu)
1
α and f(x) = c). Here X1,
and X3 span an abelian subalgebra. To start reduction, we first consider X3. The
characteristic equation corresponding to this generator,
dx
0
=
dy
0
=
dt
1
=
du
0
. (4.60)
Solving the above equation it is straight forward [5] to find that it yields the
similarity variables, r = x and s = y with w(r, s) = u . Replacing u in Eq.(4.3)
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in terms of new variables becomes,
r2k(w)wrr + r
2kww
2
r + 2rk(w)wr + k(w)(1− s2)wss
+ (1− s2)kww2s − 2sk(w)ws −N2cr2w = 0.
(4.61)
To proceed further, we first transform X1 in terms of new variables r, s and w.
Thus, X̂1 = r
∂
∂r
+ 2αw ∂
∂w
. The similarities corresponding to this generator are
z = s and v(z) = r2αw. This reduces Eq.(4.61) to a second-order differential
equation given by,
2γα
1
α
+1(2α− 1)v 1α+1 + 8γα 1α+1v 1α+1 + γα 1α (1− z2)v 1αvzz
+ γα
1
α
−1(1− z2)v 1α−1v2z − 2γα
1
α zv
1
αvz −N2cv = 0.
(4.62)
4.5.2 Case 2
From Table (4.1), [X1, X4] = 0 are commutative. Thus, the reduction can be
started either by X1 or X4. To this end, we first consider X1. The characteristic
equation corresponding to this generator is
dx
x
=
dy
0
=
dt
0
=
du
2αu
(4.63)
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The similarity variables corresponding to above equation become r = y, s = t and
u = x2αw. These variables reduce Eq.(4.3) to a PDE of the form,
2γα
1
α
+1(2α− 1)w 1α+1 + 8γα 1α+1w 1α+1 + γα 1α (1− r2)w 1αwrr
+ γα
1
α
−1(1− r2)w 1α−1w2r − 2γα
1
α rw
1
αwr −N2cw − ws = 0.
(4.64)
Using similarity variables transformation obtained from X4, transforms X̂4 =
α
N2c
exp(N
2c
α
s) ∂
∂s
− αw exp(N2c
α
s) ∂
∂w
. This leads to the new coordinates r = z,
v(z) = exp(−N2cs)w. In the light of these similarities, Eq.(4.64) transforms to,
(4α2 − 6α)v + (1− z2)vzz + 1
α
(1− z2)1
v
v2z − 2zvz = 0. (4.65)
Choosing α = 3
2
, the above equation takes the form,
(1− z2)vzz + 2
3
(1− z2)1
v
v2z − 2zvz = 0. (4.66)
giving exact solution
u(x, y, t) = c2x
3 exp(−N2ct) (6c1 + 5 ln(y − 1)− 5 ln(y + 1))
3
5 . (4.67)
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Figure 4.1: Plot of solution given by Eq. (4.67) with c1 =
2, N2c = 1, c2 = 1 and x = constant.
Figure 4.2: Plot of solution given by Eq. (4.67) with c1 =
0, N2c = 1 c2 = 1, and y = constant.
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4.5.3 Case 3
In this case we execute reduction using table (4.5). Here f(x) =
c
x2
and k(u) is
arbitrary. We consider the symmetry generators X1, X2 which satisfy a commuta-
tive relationship [X1, X2] = −2X2 as shown in table(4.5). First considering X2,
and follow the procedure in the previous cases, the generator X2 reduces Eq.(4.3)
to
r2k(w)wrr + r
2kww
2
r + 2rk(w)wr + k(w)(1− s2)wss
+ (1− s2)kww2s − 2sk(w)ws −N2cw = 0.
(4.68)
In the light of X2, the X1 transforms to X̂1 = r
∂
∂r
which gives z = s with w =
v(z). In the light of these similarity variables, Eq.(4.68) reduces to the following
ODE:
k(v)(1− z2)vzz + (1− z2)kvv2z − 2zk(v)vz −N2cv = 0. (4.69)
Remark: The reductions performed above are given in the tabular form in the
following:
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Case# Algebra Reduction z v
Case 1 [X1, X3] = 0
2γα
1
α
+1(2α− 1)v 1α+1 + 8γα 1α+1v 1α+1 + γα 1α (1− z2)v 1α vzz
+γα
1
α
−1(1− z2)v 1α−1v2z − 2γα
1
α zv
1
α vz −N2cv = 0 y x2αu
Case 2 [X1, X4] = 0 (4α
2 − 6α)v + (1− z2)vzz + 1α(1− z2) 1vv2z − 2zvz = 0 y e−N
2ctx2αu
Case 3 [X1, X2] = −2X2 k(v)(1− z2)vzz + (1− z2)kvv2z − 2zk(v)vz −N2cv = 0 y u
Table 4.6: Reduction
4.6 Conclusion
As a consequence of the results obtaining in this chapter, we notice that the
reduction of the given equation to ODE may lead to find its exact solution. Some
of these ODEs can not be solved readily. However, the reduced form is generally
simpler than the original non-linear PDE and we may use symmetry or other
methods to solve them.
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CHAPTER 5
Conclusion and Future Work
In this dissertation we performed the Lie symmetry analysis to classify, reduce
and find invariant solutions of a type of evolution equation arising in industrial
application. This equation, known as the fin equation, has been studied in cylin-
drical and spherical coordinates to model the fins of these shapes respectively.
In chapter 3, we classified the nonlinear (2+1)-dimensional fin equation by con-
sidering cylindrical fins with a temperature dependent thermal conductivity and
variable heat transfer coefficient. We obtained reductions and invariant exact so-
lutions in accordance with this classification.
In chapter 4, we used the multiplier approach to find the conserved vectors that
lead to the reduction of the given cylindrical fin equation accordingly to the prin-
ciple of double reduction. Finally, we considered the nonlinear (2+1)-dimensional
fin equation in spherical coordinates and obtained the classification of the thermal
conductivity and the heat transfer coefficient. Then, we obtained the reduction
and exact solutions in some interesting cases. We conclude that the study of the
nonlinear (2+1)-dimensional fin equation in cylindrical and spherical coordinates
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via Lie symmetry analysis leads to invariant solutions for fins of different shapes.
We also obtained the conservation law through multiplier approach to yield first
integral and reduction of the nonlinear PDE for cylindrical fins.
The present study opens many possible future directions.
 The Lie symmetry generators obtained in the two cases of cylindrical and
spherical coordinates can be further exploited to give more exact solutions.
 The non-isotropic fins, having thermal conductivity not constant may be
considered. The governing equation will result in the thermal conductivity
to be a function of not only the temperature but of position also.
 The (3+1)-dimensional fin equation can be considered from Lie-symmetry
point of view. We anticipate that the analysis will be much more compli-
cated.
 The non-homogeneous fin equation in which a source/sink will also be an
interesting future study.
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APPENDICES
Appendix A
Consider the following equation:
utt − uxx − u = 0 (A1)
In order to construct the conserved vector of Eq. (A1), we find, the multiplier Q,
by applying the Euler-Lagrange operator
δ
δu
, on Eq. (A1):
δ
δu
(Q(utt − uxx − u)) = 0 (A2)
Taking Q = f(x, t, u, ux, ut, uxx, uxt), the Euler-Lagrange operator takes the form:
δ
δu
=
∂
∂u
−Dt ∂
∂ut
−Dx ∂
∂ux
+DxDx
∂
∂uxx
DxDt
∂
∂uxt
+DtDt
∂
∂utt
.
where Di, (i = x, t) represent the total derivative:
Dt =
∂
∂t
+ ut
∂
∂u
+ utx
∂
∂ux
+ utt
∂
∂ut
+ utxx
∂
∂uxx
+ utxt
∂
∂uxt
+ uttt
∂
∂utt
.
Dx =
∂
∂x
+ ux
∂
∂u
+ uxx
∂
∂ux
+ utx
∂
∂ut
+ uxxx
∂
∂uxx
+ uxtx
∂
∂uxt
+ uxtt
∂
∂utt
.
In the light of above, Eq. (A2) becomes:
fu(utt − uxx − u)− f − ftut(utt − uxx − u)− ut[fuut(utt − uxx − u)− fut ]
− utt[futut(utt − uxx − u)]− uxt[futux(utt − uxx − u)]
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− utxx[futuxx(utt − uxx − u)− fut ]− utttfut − uttxfututx
(utt − uxx − u)− fxux(utt − uxx − u)− ux[fuux(utt − uxx − u)− fux ]
− uxx[fuxux(utt − uxx − u)]− uxt[futux(utt − uxx − u)]− uxxx
[fuxxux(utt − uxx − u)− fux ]− uxttfux − uxxtfutxuux
(utt − uxx − u) + ftxutx(utt − uxx − u) + ux[ftuutx(utt − uxx − u)− ftutx ]
+ uxx[ftxuxutx(utt − uxx − u)− ftutx ] + uxt[ftxututx(utt − uxx − u)]
+ uxxx[ftuxxutx(utt − uxx − u)− ftutx ] + uxttftutx + utxxftutxutx
(utt − uxx − u) + ut{fuxutx(utt − uxx − u)− fxutx + ux[fuuutx(utt − uxx − u)
− 2fuutx ] + uxx[fuxuxutx(utt − uxx − u)− fxuxutx ] + uxt[fuxututx
(utt − uxx − u)− fxututx ] + uxxx[fuuxxutx(utt − uxx − u)− fuxxutx − fuutx ]
+ uxttfuutx − futxutx + utxxfuutxutx(utt − uxx − u)}+ utt{fxututx
(utt − uxx − u) + ux[fuututx(utt − uxx − u)− fututx ] + uxx[fxuxututx
(utt − uxx − u) + uxt[fxutuxutx(utt − uxx − u) + uxt[fxututuxt(utt − uxx − u)]
+ uxxx[futuxxutx(utt − uxx − u)− fututx ] + uxttfututx + utxxfututxutx
(utt − uxx − u)}+ uxt{fxuxuxt(utt − uxx − u) + ux[fuuxutx(utt − uxx − u)− fuxutx ]
+ [fuutx(utt − uxx − u)− futx ] + uxx[fxuxuxutx(utt − uxx − u)] + uxt[fxutuxutx
(utt − uxx − u)] + uxxx[fuxuxxuxt(utt − uxx − u)− fuxutx ] + uxttfuxutx
+ utxxfuxutxutx(utt − uxx − u)}+ utxx{fxuxxutx(utt − uxx − u)− fxutx
+ ux[fuuxxutx(utt − uxx − u)− fuutx − fuxxutx ] + [fxuxutx(utt − uxx − u)]
+ uxx[fxuxuxxutx(utt − uxx − u)− fxuxutx ] + uxt[fxutuxxutx
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(utt − uxx − u)− fxututx ] + uxxx[fuxxuxxutx(utt − uxx − u)− 2fuxxutx ]
+ uxttfuxxutx + utxxfuxxutxutx(utt − uxx − u)− utxxfutxutx}
+ uttt{fxutx + uxfuutx + uxxfxuxutx + uxtfxututx
+ uxxxfuxxutx + utxxfutxutx}+ uttx{fxutxutx(utt − uxx − u)
+ ux[fuutxutx(utt − uxx − u)− futxutx ] + uxx[fxuxutxutx(utt − uxx − u)]
+ [fxututx(utt − uxx − u)] + uxt[fxututxutx(utt − uxx − u)]
+ uxxx[fuxxutxutx(utt − uxx − u)− futxutx ] + uxttfutxutx
+ utxxfutxutxutx(utt − uxx − u)} − fxx + fxxuxx(utt − uxx − u)
+ ux[−fxu + fxuuxxx(utt − uxx − u)− fxuxx ] + uxx[−fxux + fxuxuxx(utt − uxx − u)]
+ uxt[−fxut + fxutuxx(utt − uxx − u)] + uxxx[−fxuxx + fxuxxuxx(utt − uxx − u)
− fxuxx ] + uxxtfxuxx + utxx[−fxutx + fxutxuxx(utt − uxx − u)]
+ux{−fxu+fxuuxx(utt−uxx−u)−fxuuxx +ux[−fuu+fuuuxx(utt−uxx−u)−2fuuxx ]
+ uxx[−fuux + fuuxuxx(utt − uxx − u)− fuxxuxx − fuuxx ] + uxttfuuxx
+ utxx[−fuutx + fuutxuutx(utt − uxx − u)− futxuxx ] + uxx{−fxux + fxuxuxx
(utt − uxx − u) + ux[−fuux + fuuxuxx(utt − uxx − u)− fuxuxx] + [−fu
+ fuuxx(utt − uxx − u)− fuxx ] + uxx[−fuxux + fuxuxuxx(utt − uxx − u)]
+ uxt[−fuxut + fuxutuxx(utt − uxx − u)] + uxxx[−fuxuxx
+ fuxuxxuxx(utt − uxx − u)− fuxuxx ] + uxttfuxuxx
+ utxx[−fuxutx + fuxutxuxx(utt − uxx − u)]}+ uxt{−fxut
+ fxutuxx(utt − uxx − u) + ux[−fuut + fuutuxx(utt − uxx − u)− futuxx ]
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+ uxx[−futuxx + futuxxuxx(utt − uxx − u)− futuxx ] + uxttfutuxx
+ utxx[−fututx + futxuxx(utt − uxx − u)]}+ uxxx{−2fxuxx + fxuxxuxx(utt − uxx − u)
+ ux[−2fuuxx − fuxxuxx + fuuxxuxx(utt − uxx − u)] + [−fux + fuxuxx(utt − uxx − u)]
+ uxx[−2fuxuxx + fuxuxxuxx(utt − uxx − u)] + uxt[−2futuxx + futuxxuxx
+ futuxxuxx(utt − uxx − u)] + uxxx[−3fuxxuxx + fuxxuxxuxx(utt − uxx − u)]
+ uxttfuxxuxx + utxx[−2fuxxutx + fuxxuxxutx(utt − uxx − u)]}
+ uxtt{fxuxx + uxfuuxx + uxxfuxuxx + utxfutuxx + uxxxfuxxuxx + utxxfutxutx}
+utxx{−fxutx +fxuxxutx(utt−uxx−u)+ux[−fuutx +fuuxxutx(utt−uxx−u)−futxuxx ]
+ uxx[−fuxutx + fuxuxxutx(utt − uxx − u)] + [−fut + futuxx(utt − uxx − u)]
+ utx[−fututx + futuxxutx(utt − uxx − u)] + uttxfuxxutx + uxxx[−2fuxxutx
+ futxuxxuxx(utt − uxx − u)] + utxx[−futxutx + futxutxuxx(utt − uxx − u)]}
+ ftt + utftu + uttftut + utxftux + utxxftuxx + uttxftutx + ut{fut
+ utfuu + uttfuut + utxfuux + utxxfuuxx + uttxfuutx}
+ utt{ftut + utfuu + fu + uttfutut + utxfutux
+ utxxfutuxx + uttxfututx}+ utx{ftux + utfuux + uttfutux
+ utxfuxux + utxxfuxuxx + uttxfuxutx}+ utxx{ftuxx + utfuuxx
+ uttfutuxx + utxfuxuxx + utxxfuxxuxx + uttxfutxuxx}
+ utttfut + uttx{ftutx + utfuutx + uttfututx + utxfuxutx
+ fux + utxxfuxxutx + uttxfutxutx} = 0 (A3)
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Comparing monomials (starting from second and higher derivatives) and then
solving the resulting system of equations we obtain:
f = (c1t+ c2)ux + (c1x+ c3)ut + c4 exp(−c(t+ x)− c5 exp(t− x
4c
).
To find the conserved vector, we take for example, c2 6= 0., thus f is
f(x, t, u, ux, ut, uxx, uxt) = ux. Then we solve the following equation:
ux(utt − uxx − u) = DtT +DxS, (A4)
where T = T (x, t, u, ux, ut), S = S(x, t, u, ux, ut).
Using the expression for total derivative into Eq. (A4) and comparing coefficients,
we get:
ux =
∂T
∂ut
(A5)
−ux = ∂S
∂ux
, (A6)
∂T
∂ux
+
∂S
∂ut
= 0, (A7)
∂T
∂t
+ ut
∂T
∂u
+
∂s
∂x
+ ux
∂s
∂u
= −uux (A8)
From Eq. (A5), we get
T = uxut + A(x, t, u, ux) (A9)
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Using Eq. (A9) into Eq. (A7) yields
ut +
∂A
∂ux
+
∂S
∂ut
= 0 (A10)
From Eq. (A10), we infer that
S =
−u2t
2
− ut ∂A
∂ux
+B(x, t, u, ux) (A11)
Using Eq. (A11) into Eq. (A6),gives:
−ux = −ut∂
2A
∂u2x
+
∂B
∂ux
(A12)
Comparing the coefficients with previous equation gives:
ut : 0 = −∂
2A
∂u2x
, (A13)
1 : −ux = ∂B(x, t, u, ux)
∂ux
. (A14)
From Eqs. (A13) and (A14), we respectively obtain
A(x, t, u, ux) = α(x, t, u)ux + β(x, t, u) (A15)
and
B(x, t, u, ux) =
−1
2
u2x + γ(x, t, u) (A16)
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Therefore,
T = uxut + α(x, t, u)ux + β(x, t, u) (A17)
and
S = −1
2
u2t − α(x, t, u)ut −
1
2
u2x + γ(x, t, u) (A18)
Now using Eq. (A18) into Eq. (A8), we get:
−uux = αtux + βt + ut(αuux + βu) + (−αxut + γx + ux(−αuut + γu) (A19)
Comparing coefficients of ut, ux in Eq. (A19), yields:
ux : −u = αt + γu, (A20)
ut : 0 = βu − αx, (A21)
1 : 0 = βt + γx. (A22)
If βu, αu = 0, then α = α(x, t) and β = β(x, t). Thus from Eq. (A20), we infer
that:
γ =
−1
2
u2 − αtu+ a(x, t) (A23)
Since βu = 0, we conclude from Eq. (A22) that α = α(t).
Thus, γx = ax and Eq. (A20), give rise to the following condition:
ax + βt = 0 (A24)
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Consequently, the forms of T and S are
T = uxut + α(t)ux + β(x, t)
S = −1
2
u2t − α(t)ut −
1
2
u2x −
1
2
u2 − α(t)u+ a(x, t)
(A25)
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Appendix B
Reduction- case I.a
Algebra Reduction z v
[X1, X2] = 0 vz +N
2cv = 0 t u
[X1, X3] = 0 vzz − 1vv2z + N
2cβ
γ v = 0 x cos y (β − u) exp(−N2ct)
[X1, X4] = 0
γ
β−vvzz +
γ
(β−v)2 v
2
z −N2cv = 0 x cos y u
[X2, X3] = 0 vzz − 1vv2z + N
2cβ
γ v = 0 x sin y (β − u) exp(−N2ct)
[X2, X4] = 0
γ
β−vvzz +
γ
(β−v)2 v
2
z −N2cv = 0 x sin y u
[X3, X5] = 0 z
2vzz − z2v v2z + zvz + N
2cβ
γ z
2v = 0 x (β − u) exp(N2ct)
[X4, X5] = 0
γ
β−vz
2vzz +
γ
(β−v)2 z
2v2z +
γ
β−vzvz −N2cvz2 = 0 x u
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Reduction- case I.b
Algebra Reduction z v
[X1, X2] = 0 vz +N
2cv = 0 t u
[X1, X3] = X1 vz − 2γα 1+αα (2α+ 1)v 1α+1 +N2cv = 0 t (x cos y)2αu
[X1, X4] = 0 vzz +
1
α
1
vv
2
z = 0 x cos y exp(N
2ct)u
[X1, X5] = 0 γ(αv)
1
α vzz + γ(αv)
1
α
−1v2z −N2cv = 0 x cos y u
[X2, X3] = X2 2γα
1
α
+1(2α+ 1)v
1
α
+1 −N2cv − vz = 0 t (x sin y)−2αu
[X2, X4] = 0 γα
1
α v
1
α vzz + γα
1
α v
1
α
−1v2z = 0 x sin y exp(N2ct)u
[X3, X4] = 0 vzz +
1
αv
2
z + 4α(α+ 1)v
1
α
+1 = 0 y eN
2ctx−2αu
[X3, X5] = 0 γα
1
α v
1
α vzz + γα
1
α
−1v
1
α
−1v2z + 4γα
1
α
+1(α+ 1)v
1
α
+1 = 0 y x−2αu
[X3, X6] = 0 vz − 4γα 1α+1v 1α+1 +N2cv = 0 t x−2αu
[X5, X6] = 0 γz
2(αv)
1
α vzz + γz
2(αv)
1
α
−1v2z −N2cz2v = 0 x u
Reduction- case II.b
Algebra Reduction z v
[X1, X2] = −2X2 k(v)vzz + kvv2z −N2cv = 0 y u
[X1, X3] = 0 z
2k(v)vzz + z
2kvv
2
z + zk(v)vz +
1
2z
3vz −N2cv = 0 xt− 12 u
[X2, X3] = 0 z
2k(v)vzz + z
2kvv
2
z + zk(v)vz −N2cv = 0 x u
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