Abstract. In real applications, time series are generally of complex structure, exhibiting different global behaviors within classes. To discriminate such challenging time series, we propose a multiple temporal matching approach that reveals the commonly shared features within classes, and the most differential ones across classes. For this, we rely on a new framework based on the variance/covariance criterion to strengthen or weaken matched observations according to the induced variability within and between classes. The experiments performed on real and synthetic datasets demonstrate the ability of the multiple temporal matching approach to capture fine-grained distinctions between time series.
Introduction
The problem of exploring, classifying or clustering multivariate time series arises in a natural way in a lot of domains, inducing a notable increase activity in this area of research these last years. The Dynamic Time Warping (dtw) [1] is frequently and successfully used in many domains to classify time series that share similar global behaviors within classes subject to some delays. However it fails on complex time series, namely, that present different global shapes within classes, or similar ones between classes. In fact, the applied dtw alignment yields a local view, as it is performed in light of a single pair of time series, ignoring all other time series dynamics within and between clusters; furthermore, the alignment process used is achieved regardless of the analysis process (as clustering or classification), weakening its efficiency on complex data. Several variants of dtw have been proposed to improve performance in classification or clustering. They mostly aim to more finely estimate the dtw parameters, namely, warping constraints, the time weighting, or the underlying divergence function between mapped values. Without being exhaustive, the first part of these works mainly rely on the Sakoe-Chiba, Itakura or Rabiner more complex structure. In particular, time series may exhibit different global behaviors within classes, or similar ones between classes. Consequently, for classification purpose, it appears important that the temporal alignment relies on the commonly shared features within the classes and the most differential ones between classes. Such challenging problem is addressed in some recent works. In particular, Ye [6] proposed shapelets extraction for time series classification. A pool of candidate shapelets is first generated by using a sliding window to extract all of the possible subsequences of all possible lengths from the time series dataset. Then, similar to the split criterion defined in [7] , an euclidean distance and a maximization information gain criterion are used to both learn distance thresholds and to select the discriminative shapelets. For the same aim, a topdown and one-pass extraction of the discriminative sub-sequences is proposed in [5] , while the involved metric is adaptive within a classification tree induction. In [8], [9] a learning pattern graphs from sequential data is proposed. For time series, such linkages are hardly reachable by conventional alignments strategies that are mainly limited to monotone warping functions preserving temporal order constraints [1] .
We propose in this paper a new approach for multiple temporal alignment that highlights class-specific characteristics and differences. The main idea rely on a discriminant criterion based on variance/covariance to strengthen or weaken links according to their contributions to the variances within and between classes. The variance/covariance measure is used in many approaches, including exploratory analysis, discriminant analysis, clustering and classification [10] . However, to the best of our knowledge, it has never been investigated to define temporal alignment for time series classification. To this end, we propose a new formalization of the classical variance/covariance for a set of time series, as well as for a partition of time series (Section 2). In Section 3, we present a method for training the intra and inter class time series matching, driven by within-class variance minimization and between-class variance maximization. Subsequently, the learned discriminative matching is used to define a locally weighted time series metric that restricts the time series comparison to discriminative features (Section 4). In Section 5, the experiments carried out on both simulated and real datasets reveal the proposed approach able to capture fine-grained distinctions between time series, all the more so that time series of a same class exhibit dissimilar behaviors.
Variance/Covariance for Time Series
We first recall the definition of the conventional variance/covariance matrix, prior to introducing its formalization for time series data. Let X be the (n × p) data matrix containing n observations of p numerical variables. The conventional (p × p) variance/covariance matrix expression is:
where, I is the diagonal identity matrix, U the matrix of ones, and P a diagonal weight matrix of general term p i =
