ABSTRACT. Let R = ∞ −∞ R k be a strongly -graded ring, and let C + be a chain complex of modules over the subring
Introduction.
Finite domination. Let R 0 be a unital ring, possibly non-commutative.
A chain complex C of R 0 -modules is called R 0 -finitely dominated if it is a retract up to homotopy of a bounded complex of finitely generated free R 0 -modules. When C is bounded and consists of projective R 0 -modules, C is R 0 -finitely dominated if and only if C is homotopy equivalent to a bounded complex of finitely generated projective R 0 -modules [Ran85, Proposition 3.2 (ii)]; this is sometimes expressed by saying that C is "of type FP".
Non-commutative localisation.
A K-ring is a unit-preserving homomorphism K ✲ S of unital rings with domain K. Let Σ be a set of homomorphisms of finitely generated projective (right) K-modules. The K-ring f : K ✲ S is called Σ-inverting if all the induced maps
are isomorphisms of S-modules. The non-commutative localisation of K with respect to Σ is the K-ring λ Σ : K ✲ Σ −1 K which is initial in the category of Σ-inverting K-rings; it exists for all Σ [Sch85, Theorem 4.1].
Detecting contractibility and finite domination using non-commutative localisation. Let C + be a bounded chain complex consisting of finitely generated free modules over the polynomial ring Content of the paper. In this note, RANICKI's results are extended to a larger class of rings containing polynomial rings as special examples. Let R = k∈ R k be a -graded ring. The polynomial ring R[t] has a subring, denoted R * [t], consisting of those polynomials k r k t k with r k ∈ R k ; up to the ring isomorphism symbolised by t → 1, this is the -graded ring
k≥0 R k . We will show that the results above remain valid mutatis mutandis if the polynomial ring R 0 [t] is replaced by the -graded ring R * [t]
throughout, where in (B) we additionally demand the -graded ring R to be strongly graded. This last conditions means that the multiplication map R k ⊗ R 0 R −k ✲ R 0 is surjective for all k ∈ . It is surprising that the results rest exclusively on the (strongly) graded structure of the underlying rings, and not on the specific form of polynomial rings in one indeterminate.
Organisation of the paper. The paper is divided into three parts, discussing -graded rings and non-commutative localisation, contractible complexes, and finite domination respectively. Independently, the material is divided into numbered sections.
Conventions. All rings are unital, ring homomorphisms preserve unity, and modules are unital and right, unless stated otherwise. Part 1. Graded rings, proto-contractions, and non-commutative localisation
CONSTRUCTING NEW RINGS FROM A -GRADED RING
For a (unital) ring R we can construct various polynomial and power series rings using a central indeterminate t; the rings R [t] Suppose now that R = k∈ R k is equipped with the structure of a -graded ring. We can then define subrings of the rings above by requiring that for all k ∈ the coefficient r k of t k lies in R k . The resulting rings will be denoted by the symbols R For example, the map
R[[t]], R[[t −1 ]], R((t)) = R[[t]][1/t] and R((t
is the "constant-coefficient" ring homomorphism which is given symbolically by t → 0.
STRONGLY GRADED RINGS
Strongly graded rings and partitions of unity.
and β (−n) j n ∈ R −n is called a partition of unity of type (n, −n). The ring
partition of unity of type (n, −n) for every n ∈ ; equivalently, if the multiplication map
is surjective for every n ∈ .
Lemma 2.2. If π n is onto, then π n is an isomorphism of R 0 -R 0 -bimodules.
Proof. The map π n is clearly left and right R 0 -linear. If π n is onto we can choose a partition of unity 1
and define the right R 0 -linear map
Then we calculate
] be a -graded ring, and let
be two partitions of unity of types (m, −m) and (n, −n), respectively. Then
is a partition of unity of type (m + n, −m − n). 
Note that the inverse is independent from the choice of partition of unity (since the multiplication map is). -For later use, we record an important categorical property of strongly -graded rings: Lemma 2.6. Let R = R * [t, t −1 ] be a strongly -graded ring. The inclusion
is an epimorphism in the category of (unital) rings.
✲ S be ring homomorphisms satisfying the equality f β = gβ. We need to show f = g. For this, let x ∈ R k be homogeneous of degree k ∈ . If k ≥ 0 we have
, and we calculate
Finiteness properties of strongly graded rings. The homogeneous components of strongly graded rings are finitely generated projective modules over the degree-0 subring.
Lemma 2.7. Suppose that R
] is a -graded ring that admits a partition of unity of type (1, −1). Then for all n ≥ 1,
• R n is finitely generated projective as a right R 0 -module;
• R −n is finitely generated projective as a left R 0 -module.
] admits a partition of unity of type (1, −1), then for all n ≥ 1,
• R n is finitely generated projective as a left R 0 -module;
• R −n is finitely generated projective as a right R 0 -module.
Proof. Let n ≥ 1, and let 1
be a partition of unity of type (n, −n) (existence is guaranteed by Lemma 2.3). Define
The maps f j are right R 0 -linear, and for all x ∈ R n we calculate
j , f j is a dual basis for R n . It follows that R n is a finitely generated projective right R 0 -module by the dual basis lemma. -All the remaining claims are proved in a similar manner. Proof. Statements (1) and (2) follow from Lemma 2.2, Corollary 2.4 and Lemma 2.7. To prove (3) it is enough, in view of (1), to establish the iso-
be a partition of unity of type (−m, m).
Then the multiplication map π: 
PROTO-NULL HOMOTOPIES AND PROTO-CONTRACTIONS
Let C and C ′ be chain complexes of right modules over the unital
′ be a chain map; a proto-null homotopy consists of module Given a ring homomorphism f : K ✲ S, the family of maps s k is called an f -proto-contraction if the maps s k ⊗ id form a proto-contraction of the induced complex f * (C) = C ⊗ K S. Similarly, the family of maps t k is called an f -proto-null homotopy of g if g ⊗ S is a chain isomorphism, and if the maps s k ⊗ id form a proto-null homotopy of g ⊗ S.
We are interested in proto-contractions for the following reason. Suppose we are given C and f as before, and another ring homomorphism g :
T is contractible as well, since taking tensor product preserves homotopies. If, however, (g f ) * (C) is contractible it is not guaranteed that f * (C) is contractible. In favourable circumstances, a contraction of (g f ) * (C) gives rise to a sequence of maps s k : C k ✲ C k+1 which can be shown, thanks to special properties of the maps f and g, to be an f -proto-contraction.
REMARKS ON NON-COMMUTATIVE LOCALISATION
Let K denote an arbitrary unital, possibly non-commutative ring. For the reader's convenience we collect some standard facts about non-commutative localisation 
(2) Suppose we have two ring homomorphisms α, β :
This common composition is certainly Σ-inverting, so factorises uniquely through λ Σ . This means precisely that α = β, as required.
We will have occasion to use the following construction of pushout squares:
Proposition 4.2. Let Σ be a set of homomorphisms of finitely generated projective K-modules, and let f : K ✲ S be a ring homomorphism. The square in Fig. 1 is a pushout in the category of unital rings, where f * (Σ) de- 
Universal property of pushout square
Proof. As for notation, given any ring homomorphism h: A ✲ B we let h * stand for the functor -⊗ A B. -To prove the Proposition we verify that the square has the universal property of a pushout, see
Hence the map β is f * (Σ)-inverting, and consequently factorises uniquely as β = υλ f * (Σ) , for some
we conclude that α = υf since λ Σ is an epimorphism by Proposition 4.1 (2).
The following purely category-theoretic lemma will be applied, in the proof of Proposition 10.8, in the context of strongly graded rings and non-commutative localisation. R k which is, in effect, an arbitrary -graded ring.
Lemma 4.3. Suppose that we are given a commutative pushout square
A α ✲ B · _ C β ❄ γ ✲ D δ ❄ (in= id D . A α ✲ B · _ C β ❄ γ ✲ D δ ❄ D δ ✲ ✲ δ ι = γ ✲
COMPLEXES CONTRACTIBLE OVER R 0
We characterise complexes C of R * [t]-modules such that C ⊗ R * [t] R 0 is contractible, where the tensor product is taken via the "constant coefficient" ring homomorphism tr 0 : t → 0 of (1.3).
The map ζ. Let M be an R * [t]-module. Using the notation from (1.1), we write ζ M = ζ for the obvious map of R * [t]-modules
. The map ζ is to be thought of as a substitute for the action of the indeterminate t. More precisely, if
where τ(m ⊗ r) = m ⊗ t r, is given by m → mt; that is, up to the isomorphism τ the map ζ coincides with the action of the indeterminate. The localisationΩ
k of the finitely generated free
can be used to characterise the R 0 -contractible complexes C + as follows, 
This follows from the factorisation (1) ⇒ (3): We equip the finitely generated free modules C 
The map σ • S
a unit matrix of size r n . This implies, by Lemma 5.3, that the matrix
(1) ⇔ (4): From the short exact sequence
we infer that the canonical map cone(ζ) 
As A + becomes invertible overΩ 
(6.1) The map µ is R 0 -balanced (hence well-defined) and independent of the choice of partition of unity since it can be written as the composition
where the second isomorphism is induced by π
cf. Lemma 2.2, and the last arrow is induced by the multiplication maps
As a matter of notation, we also introduce the inclusion map
Moreover, it is convenient at this point to choose, once and for all, additional partitions of unity
of type (n, −n), for all n ≥ 0 (n = 1). These exist in view of our standing assumption for this part, that the ring R = R * [t, t −1 ] is strongly graded. 
where µ is as in
Proof. This is similar to the proof of Proposition 3.2 in [HS17] . Since 
on elements of the form m ⊗ x d , with x d ∈ R d , by the formula
We note the particular cases
The summands We have ρ • (ι − µ) = id since, for an element
the equality labelled (⋄) makes use of Lemma 2.3, and of the fact that summands of the form s k+1 do not depend on choice of the partition of unity involved. -It remains to verify the equality σ •π+(ι −µ)•ρ = id. For this, let x ∈ R d and m ∈ M , and calculate:
This finishes the proof. 
is called the algebraic half-torus of C + . Proof. This is a direct consequence of standard homological algebra and Lemma 6.2 above.
Corollary 6.5. Let C + be a complex of R * [t]-modules. The canonical map
The following result, though technical, is central to the theory of finite domination. By the previous Corollary we can replace any complex C + of R * [t]-modules by an algebraic half-torus, up to quasi-isomorphism; the MATHER trick is the observation that we can further replace the complex C + within the mapping cone of the half-torus construction by an R 0 -module complex homotopy equivalent to C + .
Proposition 6.6 (The algebraic MATHER trick for algebraic half-tori).
Let R = R * [t 
Then the square diagram (6.7) in Fig. 4 
commutes up to a preferred homotopy J induced by H, given by the formula
J = (α ⊗ id) • (ι − µ) • (H ⊗ id): (α ⊗ id) • (ι − µ) ≃ ψ • (α ⊗ id) .
The homotopy J induces a preferred chain map
which is a quasi-isomorphism. 
FIGURE 4. The MATHER trick square
Proof. By construction, J is a homotopy from
Hence we obtain a chain map of the mapping cones of the horizontal maps in the diagram,
this map is a quasi-isomorphism since α is a homotopy equivalence (so the induced map on homology will be represented by a lower triangular matrix with isomorphisms on the main diagonal). Proof. As C + is R 0 -finitely dominated we can choose an R 0 -linear chain homotopy equivalence α: C + ✲ D from C + to a bounded complex D of finitely generated projective R 0 -modules. By Corollary 6.5 and Proposition 6.6 there are quasi-isomorphisms
with ψ: 
we declare that A and C have degree −1, while B and D are given degree 1. This is a -graded ring since all relations are homogeneous of degree 0. It is strongly graded by Corollary 2.4 as the relations AB +C D = 1 and BA = 1 provide partitions of unity of types (−1, 1) and (1, −1), respectively. It is known that R 0 can be identified with an increasing union n≥0 Mat 2 n (K) of matrix algebras, using the block-diagonal embeddings x → x 0 0 x . It follows that R 0 has IBN, and since the projection map
is finitely generated projective by Corollary 2.8 (3), and the map
is an isomorphism of R * [t]-modules with inverse (x, y) → Ax + C y. In addition, Q is not stably free:
n , then by (7.3) also
as R * [t] has IBN, the inequality 2n = 2m + 1 renders this impossible. 
Proof.
(1) ⇒ (2): As C + is R 0 -finitely dominated, we find a bounded complex D of finitely generated projective R 0 -modules, and mutually inverse R 0 -linear chain homotopy equivalences α: C + ✲ D and β : D ✲ C + . Let ψ be as in Proposition 6.6; together with Corollary 6.5, the MATHER trick asserts that the R * [t]-module complexes C + and cone(ψ) are quasiisomorphic and thus are chain homotopy equivalent (as both are bounded below and consist of projective R * [t]-modules).
is homotopy equivalent to cone(ψ) ⊗ R * [t] R * ((t −1 )). The latter complex in turn is isomorphic to the mapping cone of the chain map
where we write elements of R * ((t −1 )) as formal LAURENT series in t −1 ;
note that in the target of the map, β As D consists of finitely presented R 0 -modules, we can identify both the tensor products
with the twisted right-truncated power of D [HS17, Proposition 3.13], that is,
Thus we rewrite cone(ψ)
The symbol "d", without any decorations, refers to the differential of the chain complex D. The columns are acyclic since Z p, * is a shift suspension of cone(αβ) ⊗ R 0 R p and the chain map αβ is homotopic to an identity map. It follows that
is acyclic [Hüt11, Proposition 1.2], and hence contractible.
(2) ⇒ (1): As C + consists of finitely generated projective R * [t]-modules, there exists another bounded complex B + with zero differentials, consisting of finitely generated projective R * [t]-modules, such that A + = B + ⊕ C + is a bounded complex of finitely generated free R * [t]-modules.
We equip A + k with a basis with r k elements, and identify A
is thus represented by a matrix D k with entries in R * [t] .
Suppose, for ease of notation, that C + is concentrated in chain levels between 0 and m. We can choose integers For any d ≤ −1 there is a short exact sequence of R 0 -modules
with last term a finitely generated projective R 0 -module by Corollary 2.8, as R * [t, t −1 ] is strongly graded. It follows that there is a short exact sequence of R 0 -module complexes
with P a bounded complex of finitely generated projective R 0 -modules. In chain degree k this sequence is actually just the r k -fold direct sum of (8.2) with itself,
From the sequence (8.3) we infer that the map from the mapping cone of β to P is a quasi-isomorphism. Now recall A + = B + ⊕ C + and observe the consequent splitting
via the projection map, to B + ⊗ R * [t] R * ((t −1 )). As taking mapping cones is homotopy invariant, we can replace N by the latter complex and conclude that P is quasi-isomorphic to the mapping cone of the map
As γ is the zero map on the C + -summand, the mapping cone of γ contains C + as a direct summand. Hence in the derived category of the ring R 0 , the complex C + is a retract of P. Since both complexes are bounded and consist of projective R 0 -modules, we conclude that C + is a retract up to homotopy of P whence C + is R 0 -finitely dominated as claimed. 
"suitable" means, in fact, that −m is not larger than the minimal degree of non-zero homogeneous components of entries of A + . Suppose now that in addition to such m we fix an integer n > m so that the map µ(A + , n) is defined as well.
Lemma 9.1. There is an isomorphism of R 0 -modules
Proof. The direct sum of the exact sequence of R 0 -modules
with the exact sequence
yields a new exact sequence, which is precisely the sequence (1) The chain complex A + is R 0 -finitely dominated.
(2) The induced chain complex A
is an isomorphism. The equivalence of conditions (1) and (2) is Theorem 8.1 above. Statements (3) and (4) are trivially equivalent.
By Lemma 2.5, the multiplication map
is an isomorphism of R * [t, t −1 ]-modules. It follows that there is a chain of isomorphisms
with composition the multiplication map. In view of this, statements (2) and (3) are equivalent. If (5) holds then the chain complex A + is R 0 -homotopy equivalent to the module coker µ(A + , m), considered as a chain complex concentrated in degree 0, which shows that (1) is satisfied in this case.
Suppose finally that (3) holds; we will show that (5) is valid as well. We infer from the commutative square 
where q ≥ 0 is sufficiently large; it is sufficient that q exceeds the maximal degree of any non-zero homogeneous component of the entries of A + .
Now in any
Z gives rise to an exact sequence, natural in , of the form
We apply this to the rows of diagram (9.5) above, noting the the coker term is trivial in both cases (since q, m ≥ 0). The kernel, on the other hand, is trivial in case of the top row, and is the finitely generated projective R 0 -module P = q −m R j for the bottom row. We arrive at the following commutative diagram with exact rows:
As the right-hand vertical map is an isomorphism by hypothesis (3), the SNAKE lemma yields an isomorphism of P with the cokernel of the middle vertical map, which contains coker
k as a direct summand. This shows that coker µ(A + , m) is a finitely generated projective R 0 -module as desired.
THE FREDHOLM LOCALISATIONS
We now turn our attention to the non-commutative localisations
where Ω + denotes the set of R * [t]-FREDHOLM matrices as in Definition 9.4. To be precise, we define
as the the noncommutative localisation inverting all the maps
of finitely generated projective R * [t]-modules, where k ≥ 1 is arbitrary, A + ∈ Ω + has size k, and m ∈ is suitable in the sense of §9. As A + satisfies property (4) of Proposition 9.3, the universal property of noncommutative localisation yields a factorisation
of the inclusion map; in particular, α is injective. -Similarly, we de-
as the the non-commutative localisation inverting all the maps
of finitely generated free R * [t, t −1 ]-modules, where k ≥ 1 is arbitrary and A + ∈ Ω + has size k. As A + satisfies property (4) of Proposition 9.3, the universal property of non-commutative localisation yields a factorisation
of the inclusion map; in particular, γ is injective. inverts all the maps (10.1) and factorises through a ring homomorphism
. That is, the maps α and γ fit into the commutative square diagram of Fig. 5 which, by Proposition 4.2, is a pushout square in the category of unital rings. (1) The chain complex C + is R 0 -finitely dominated.
Proof. (2) ⇒ (3): Immediate from the factorisation 
The induced complex is contractible by Theorem 8.1, so there are matrices σ
is a unit matrix of size r n . We can truncate the entries of the matrices σ + n below at some suitable integer m ≪ 0 (not depending on n) to obtain matrices S
is the sum of a unit matrix, and a matrix the non-zero entries of which have homogeneous components of strictly negative degree. Thus E n is invertible over R * ((t −1 )) so that E n ∈ Ω + .
We now define a new R 
Since ι is clearly additive, the map ι : R 
