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REDUCTION OF CERTAIN CRYSTALLINE REPRESENTATIONS AND
LOCAL CONSTANCY IN THE WEIGHT SPACE
SHALINI BHATTACHARYA
1. Introduction
Let p be an odd prime number. Let E be a finite extension of Qp and let v : Q¯
∗
p → Q
be the normalized valuation so that v(p) = 1. Let mE be the maximal ideal in the ring of
integers OE of E. For any integer k ≥ 2 and any ap ∈ mE, let Dk,ap = Ee1 ⊕ Ee2 be the
filtered ϕ-module, where the Frobenius operator ϕ is given by the matrix
(
0 −1
pk−1 ap
)
with
respect to the basis 〈e1, e2〉, and the filtration is given by
Fili(Dk,ap) =


Ee1 ⊕ Ee2, if i ≤ 0
Ee1, if 1 ≤ i ≤ k − 1
0, if k ≤ i.
Now let V = Vk,ap be the unique two-dimensional irreducible crystalline representation of
GQp := Gal(Q¯p|Qp) such that Dcris(V
∗) = Dk,ap , where V
∗ denotes the dual representation
of V . The existence of such representations follows from the theory of Colmez and Fontaine
[CF00]. We recall that Vk,ap has Hodge-Tate weights (0, k − 1) and slope v(ap) > 0.
The semisimplification of the mod p reduction V¯k,ap with respect to a GQp-stable in-
tegral lattice in Vk,ap is independent of the choice of the lattice. Despite the variety of
non-isomorphic irreducible two-dimensional crystalline representations V in characteristic
0 which are indexed by the tuples (k, ap) up to twists, one has very limited choice for their
semisimplified reductions V¯ at the mod p level. The behaviour of the mod p reductions of
these objects Vk,ap has been studied by several mathematicians. The explicit shape of V¯k,ap
has been computed only for small weights k ≤ 2p + 1 [E92, B03b], small slopes v(ap) < 2
[BG09, BG13, GG15, BG15, BGR16], or when the slope is very large compared to the
weight k [BLZ04]. For small values of k and p, now one can also compute these reductions
using the algorithm given in [R17].
In this article we attempt to study how the reduction behaves with varying weight k,
where ap ∈ mE is kept constant. Let us begin by recalling the following result about the
local constancy of the map k 7→ V¯k,ap , for any fixed non-zero ap ∈ mZ¯p .
1
2 SHALINI BHATTACHARYA
Theorem 1.1 (Thm B,[B12]). Let α(r) :=
∑
n≥1
⌊r/pn−1(p− 1)⌋, for any r ∈ Z.
If ap 6= 0 and k > 3v(ap) + α(k − 1) + 1, then there exists m = m(k, ap) such that V¯k′,ap
∼=
V¯k,ap, if k
′ ≥ k and k′ − k ∈ pm−1(p− 1)Z.
In the context of the theorem above, one may ask the following questions:
(1) Can one improve the lower bound 3v(ap) + α(k − 1) + 1 on k?
(2) What are the possible values of the constant m(k, ap)?
For fixed ap, is it possible to choose an m(k, ap) that works for all k? This phenom-
enon, when occurs, can be referred to as ”uniform local constancy” of the reduction.
One may expect uniform local constancy to hold generically, as it is true for small slopes,
where the reductions have been explicitly computed. Let us recall the cases where we know
explicit (smallest) values of m(k, ap):
• v(ap) ∈ (0, 1): We have m(k, ap) = 1, cf. [BG09],
unless k ≡ 3 mod (p−1) and v(ap) = 1/2. For v(ap) = 1/2 and k ≡ 3 mod (p−1),
the behaviour of the reduction is complicated, and it is clear from the main theorem
of [BG13] that m(k, ap) depends on k in a more serious way.
• v(ap) = 1: We have m(k, ap) =

3, if k ≡ 3 mod (p− 1)2, if k 6≡ 3, 4 mod (p− 1).
For k ≡ 4 mod (p− 1), the reductions are more complex [BGR16].
• v(ap) ∈ (1, 2): We have m(k, ap) =

3, if k ≡ 3 mod (p − 1)2, if k 6≡ 3 mod (p − 1),
unless v(ap) = 3/2 and k ≡ 5 mod (p−1). For the remaining exceptional case, i.e.,
when v(ap) = 3/2 and k ≡ 5 mod (p− 1), we refer to the ongoing work [GR18].
We notice that the value of m(k, ap) does not depend on k in most cases, but it does increase
with the slope v(ap) in general.
In this article we compute m(k, ap) for some small values of k. We also improve the lower
bound on k a bit. However we could not avoid a lower bound that is linear in v(ap), as in
Theorem 1.1 by Berger. More precisely, we prove that
Theorem 1.2. If 2v(ap) + 2 < k ≤ p+ 1, then m(k, ap) ≤ 2v(ap) + 1.
Under the extra assumption
ap
p(k−2)/2
6≡ ±1 mod ℘, the same is true for odd weights
k = 2v(ap) + 2 ≤ p+ 1.
Remark 1.3. (a) Note that the hypothesis of Theorem 1.2 forces that ap 6= 0. In fact, it
follows from Prop. 4.1.4 in [BLZ04] that there is no local constancy with respect to weight
at ap = 0.
3(b) For k ≤ p − 1 (or k = p, p + 1), the constant m(k, ap) has been proved to exist only
under the condition k > 3v(ap) + 1 (or k > 3v(ap) + 2). Direct computation gives us a
slightly better lower bound 2v(ap) + 2 on k. However it is not clear if this is a strict bound
or why such a bound should be necessary at all.
Let GQp2 denote the subgroup Gal(Q¯p|Qp2) of index 2 in GQp , where Qp2 is the unique
quadratic unramified extension of Qp. Let ω : Gp → F¯
∗
p and ω2 : GQp2 → F¯
∗
p denote the
fundamental characters of level one and two respectively.
Theorem 1.2 is an easy corollary of the following, which is the main result of this article.
Theorem 1.4. Let k′ ≡ k mod (p−1), for some 2v(ap)+2 < k ≤ p+1. If t = v(k
′−k) ≥
2v(ap), then V¯k′,ap is irreducible of the form ind
GQp
GQ
p2
(ωk−12 ).
This shows that if k′ is close enough to k in the weight space with an explicit upper
bound on their distance that is linear in v(ap), then V¯k′,ap is isomorphic to V¯k,ap . Based on
the known results for slopes < 2, one hopes that this upper bound for m(k, ap) should work
for almost all k and not just for k ≤ p + 1. However, here our computations are limited to
the weights k′ close to the small weights k ≤ p+ 1, as stated above.
The proof (of Thm. 3.5) uses the compatibility of p-adic and mod p Local Langlands
correspondences, following the method of [B03b, BG09]. We generalise some of the tech-
niques introduced in [BG15] and [BGR16]. More details about the proof are given in the
next section.
2. Basics
In this section we quickly recall some notations and then explain the basic principle of
our proof.
2.1. The Hecke operator. Let G = GL2(Qp), K = GL2(Zp) be the standard maximal
compact subgroup of G and Z ∼= Q×p be the center of the group G. Let us begin by recalling
the Hecke operator T which acts G-linearly on the compact induction indGKZV for certain
representations V of KZ.
Let R be a Zp-algebra and let V = Sym
rR2⊗Ds be the usual symmetric power represen-
tation of KZ twisted by a power of the determinant character D, modeled on homogeneous
polynomials of degree r in the variables X, Y over R. For g ∈ G, v ∈ V , let [g, v] ∈ indGKZV
be the function with support in the coset KZg−1 given by
g′ 7→

g
′g · v, if g′ ∈ KZg−1
0, otherwise.
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Any element of indGKZV is a V -valued function on G that is compactly supported mod KZ
and thus is a finite linear combination of functions of the form [g, v], for g ∈ G and v ∈ V .
The Hecke operator T is defined by its action on these elementary functions via the formula
T ([g, v(X,Y )]) =
∑
λ∈Fp
[
g
(
p [λ]
0 1
)
, v (X,−[λ]X + pY )
]
+
[
g
(
1 0
0 p
)
, v(pX, Y )
]
, (2.1)
where [λ] denotes the Teichmu¨ller representative of λ ∈ Fp.
2.2. The Local Langlands Correspondences. Let Γ denote the finite group GL2(Fp)
which naturally acts on the two-dimensional vector space over F¯p. For any r ≥ 0, we have
the symmetric power representations
Vr := Sym
rF¯2p ∈ Rep F¯p(Γ)
of dimension r + 1. For 0 ≤ r ≤ p − 1, λ ∈ F¯p and η : Q
×
p → F¯
×
p a smooth character, we
know that
pi(r, λ, η) :=
indGKZVr
T − λ
⊗ (η ◦ det)
are smooth admissible representations of G, also irreducible in most cases. Recall that
here p ∈ KZ acts on Vr := Sym
rF¯2p trivially and the rest of KZ acts by the inflation
of K = GL2(Zp) ։ Γ. These objects pi(r, λ, η) together capture all possible irreducible
representations of G in characteristic p, as proved in [BL94, BL95, B03a].
With this notation, Breuil’s semisimple mod p Local Langlands Correspondence [B03b,
Def. 1.1] is given by:
• λ = 0: ind
GQp
GQ
p2
(ωr+12 )⊗ η
LL
7−→ pi(r, 0, η),
• λ 6= 0:
(
µλω
r+1 ⊕ µλ−1
)
⊗ η
LL
7−→ pi(r, λ, η)ss ⊕ pi([p− 3− r], λ−1, ηωr+1)ss,
where {0, 1, . . . , p − 2} ∋ [p− 3− r] ≡ p− 3− r mod (p − 1).
On the other hand, by the p-adic Local Langlands correspondence we have the association
Vk,ap  Πk,ap , where Πk,ap is the locally algebraic representation of G given by
Πk,ap =
indGKZSym
rQ¯2p
(T − ap)
,
where r = k− 2 ≥ 0 and T is the Hecke operator as usual. Consider the standard lattice in
Πk,ap given by
Θk,ap := image
(
indGKZSym
rZ¯2p → Πk,ap
)
≃
indGKZSym
rZ¯2p
(T − ap)(ind
G
KZSym
rQ¯2p) ∩ ind
G
KZSym
rZ¯2p
.
(2.2)
5By the commutativity of the p-adic and mod p Local Langlands Correspondence, conjec-
tured in [B03b] and proved in [B10], we know that
Θ¯ssk,ap := Θk,ap ⊗ F¯p ≃ LL(V¯
ss
k,ap).
Since the correspondence LL at the mod p level is injective, computing LL(V¯ ssk,ap) is enough
to determine V¯ ssk,ap . Therefore, we are going to study Θ¯
ss
k,ap
as an object in Rep F¯p(G). The
superscript ‘ss’ will often be omitted, as we are always concerned about the semisimplified
reduction.
3. Computations
3.1. Some results in characteristic p. Here we prove some general lemmas in charac-
teristic p that will be useful in computing the reduction Θ¯k,ap .
By the definition of Θ¯k,ap , we have a natural surjection
P : indGKZVr ։ Θ¯k,ap ,
for r = k − 2.
Consider the special polynomial
θ(X,Y ) := XpY − Y pX = −X ·
∏
λ∈Fp
(Y − λX) ∈ Symp+1F¯2p = Vp+1,
on which Γ := GL2(Fp) acts by the determinant character. Define for each m ∈ N,
V (m)r := {f ∈ Vr : θ
m divides f in F¯p[X,Y ]},
so that Vr ⊇ V
(1)
r ⊇ V
(2)
r ⊇ · · · is a chain of Γ-stable submodules of length ⌊
r
p+1⌋ +
1. Moreover, we know that V
(m)
r
∼= Vr−m(p+1) ⊗ D
m, where D denotes the determinant
character.
Lemma 3.1. Let F (X,Y ) =
r∑
i=0
aiX
r−iY i ∈ Vr be a polynomial such that
F¯p ∋ ai 6= 0 =⇒ i ≡ a mod (p − 1),
for some fixed congruence class a mod (p − 1). Then for any m ≥ 0, we have F (X,Y ) ∈
V
(m)
r if and only if the following conditions are satisfied:
• ai 6= 0 =⇒ m ≤ i ≤ r −m,
•
∑
i
(j)!
(i
j
)
ai = 0 ∈ F¯p, for 0 ≤ j ≤ m− 1.
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Proof. We consider f(z) =
r∑
i=0
aiz
i ∈ F¯p[z], so that F (X,Y ) = X
r · f( YX ). Note
θm | F (X,Y ) ⇐⇒ F (X,Y ) = (−X)m
∏
λ∈Fp
(Y − λX)mF1(X,Y ), F1 ∈ Vr−(p+1)m,
⇐⇒ Xm | F (X,Y ) and f(Y/X) =
∏
λ∈Fp
(Y/X − λ)mF1(1, Y/X),
⇐⇒ Xm | F (X,Y ) and f(z) =
∏
λ∈Fp
(z − λ)mf1(z),
⇐⇒ Xm, Y m | F (X,Y ) and (z − λ)m | f(z), ∀λ ∈ F∗p.
The conditions Xm, Y m | F (X,Y ) are equivalent to ai 6= 0 =⇒ m ≤ i ≤ r − m, and
(z − λ)m divides f(z) if and only if f(λ) = f ′(λ) = · · · = f (m−1)(λ) = 0 ∈ F¯p. Looking at
the coefficients of f(z), for λ ∈ F∗p, we have
f (j)(λ) =
∑
i
ai · i(i − 1) · · · (i− j + 1)λ
i−j = λa−j ·
∑
i
ai
(
i
j
)
j!,
using the hypothesis on the coefficients of F (X,Y ). This completes our proof.
Note that as we are in the situation j < m ≤ i ≤ r −m here, the binomial coefficients(i
j
)
above are all a priori non-zero, though some of them might vanish mod p. 
For all integers m ≥ 0 let us define the polynomials Fm in Vr as
Fm(X,Y ) := X
mY r−m −Xr−b+mY b−m, (3.1)
where r ≡ b mod (p − 1), so that Lemma 3.1 can be applied on Fm. With this notation,
we prove the following key lemma:
Lemma 3.2. Let t = v(r − b) ≥ 1 and let m ≥ 1.
(a) For b ≥ 2m, the polynomial Fm(X,Y ) is divisible by θ
m but not by θm+1.
(b) For b > 2m, the image of Fm generates the subquotient
V
(m)
r
V
(m+1)
r
over G.
Proof. (a) Any polynomial divisible by θm+1 is a multiple of Xm+1, so θm+1 ∤ Fm.
To show θm | Fm, by Lemma 3.1 we need to show both m, b−m ≥ m, and further for all
0 ≤ j ≤ m− 1,
j!
((
r −m
j
)
−
(
b−m
j
))
= 0 mod p,
which is ensured by the fact t = v(r − b) ≥ 1. Note that the last condition is satisfied for
j = m as well.
7(b) We first claim that the polynomial
Hm(X,Y ) := Fm(X,Y )− (−1)
mθ(X,Y )m(Y r−m(p+1) − Y b−2mXr−b−pm+m) ∈ Vr
lies in the submodule V
(m+1)
r .
Assuming the claim, it is enough to show the image of θm(Y r−m(p+1)−Y b−2mXr−b−pm+m)
generates
V
(m)
r
V
(m+1)
r
∼= Dm ⊗
Vr−m(p+1)
V
(1)
r−m(p+1)
∼= Dm ⊗
Vb−2m+p−1
V
(1)
b−2m+p−1
. From Lemma 5.3, [B03b], we
obtain the short exact sequence
0→ Dm ⊗ Vb−2m → D
m ⊗
Vb−2m+p−1
V
(1)
b−2m+p−1
→ Db−m ⊗ Vp−1−(b−2m) → 0,
which does not split as 0 < b− 2m ≤ b− 2 < p− 1 (Prop. 2.1, [BG15]). Hence it is enough
to show that the image of θm(Y r−m(p+1) − Y b−2mXr−b−pm+m) maps to a non-zero element
in the quotient above. We check that in fact its image
Y b−2m+p−1 − Y b−2mXp−1 ∈ Dm ⊗
Vb−2m+p−1
V
(1)
b−2m+p−1
maps to −Xp−1−(b−2m) ∈ Db−m ⊗ Vp−1−(b−2m).
Proof of claim: The lowest degree of X in Hm(X,Y ) is ≥ m + p − 1 ≥ m + 1, and the
lowest degree of Y in Hm(X,Y ) is ≥ b −m ≥ m+ 1, as b > 2m by hypothesis. Following
the proof of Lemma 3.1, we consider
hm(z) := Hm(1, z) = z
r−m − zb−m − (−1)m(z − zp)m(zr−m(p+1) − zb−2m)
= zr−m − zb−m − (zp−1 − 1)m(zr−mp − zb−m).
We already know Xm+1, Y m+1 divide Hm(X,Y ), hence
θm+1 | Hm(X,Y ) ⇐⇒ (z − λ)
m+1 | hm(z), ∀λ ∈ F
∗
p.
Equivalently, we need d
ihm
dzi
(λ) = 0 for all 0 ≤ i ≤ m, and all λ ∈ F∗p. For the first part
Fm(1, z) = z
r−m − zb−m of hm(z), this vanishing of derivatives is already proved in part
(a) above. For the other part −(zp−1 − 1)m(zr−mp − zb−m) of hm(z), the derivatives up to
order m vanish since 1− λp−1 = 0 = λr−mp − λb−m, for all λ ∈ F∗p. 
Now we recall a very useful fact from Remark 4.4, [BG09], that if v(ap) < m and r =
k − 2 ≥ m(p + 1), then Θ¯k,ap is a quotient of ind
G
KZ(Vr/V
(m)
r ). We fix an ap with positive
valuation, and let n ∈ N be the smallest such that v(ap) < n+ 1, so we have
P : indGKZ(Vr/V
(n+1)
r )։ Θ¯k,ap . (3.2)
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We consider the chain of submodules of length n+ 1
0 ⊆
V
(n)
r
V
(n+1)
r
⊆
V
(n−1)
r
V
(n+1)
r
⊆ · · · ⊆
Vr
V
(n+1)
r
,
inducing
0 ⊆Mn = ind
G
KZ
(
V
(n)
r
V
(n+1)
r
)
⊆Mn−1 = ind
G
KZ
(
V
(n−1)
r
V
(n+1)
r
)
⊆ · · · ⊆M0 = ind
G
KZ
(
Vr
V
(n+1)
r
)
,
with respective images
P (Mn) ⊆ P (Mn−1) ⊆ · · · ⊆ P (M0) := Θ¯k,ap (3.3)
inside Θ¯k,ap . We have this chain of submodules inside Θ¯k,ap , and we will try to compute it
piece by piece. For example, we would like to check if some of the quotient factors in the
chain above are in fact zero in Θ¯k,ap.
3.2. Computations in characterstic 0: We extend the formula for the Hecke operator
T when acting on indGKZSym
rQ¯2p in particular, to see how T acts on its explicit elements
viewed as SymrQ¯2p-valued functions on the Bruhat-Tits tree for GL2.
For m = 0, set I0 = {0}, and for m > 0, let Im = {[λ0] + [λ1]p+ · · ·+ [λm−1]p
m−1 : λi ∈
Fp} ⊂ Zp, where the square brackets denote Teichmu¨ller representatives. For m ≥ 1, there
is a truncation map [ ]m−1 : Im → Im−1 given by taking the first m−1 terms in the p-adic
expansion above; for m = 1, [ ]m−1 is the 0-map. Let α =
(
1 0
0 p
)
. For m ≥ 0 and λ ∈ Im,
let
g0m,λ =
(
pm λ
0 1
)
and g1m,λ =
(
1 0
pλ pm+1
)
,
noting that g00,0 = Id is the identity matrix and g
1
0,0 = α in G. We have
G =
∐
m≥0, λ∈Im,
i∈{0,1}
KZ(gim,λ)
−1.
Thus a general element in indGKZV is a finite sum of functions of the form [g, v], with
g = g0m,λ or g
1
m,λ, for some λ ∈ Im and v ∈ V . For a Zp-algebra R, let v =
∑r
i=0 ciX
r−iY i ∈
V = SymrR2 ⊗Ds. Expanding the formula (2.1) for the Hecke operator T one may write
9T = T+ + T−, with
T+([g0n,µ, v]) =
∑
λ∈I1

g0n+1,µ+pnλ, r∑
j=0

pj r∑
i=j
ci
(
i
j
)
(−λ)i−j

Xr−jY j

 , (3.4)
T−([g0n,µ, v]) =

g0n−1,[µ]n−1 ,
r∑
j=0

 r∑
i=j
pr−ici
(
i
j
)(
µ− [µ]n−1
pn−1
)i−jXr−jY j

 (n > 0),(3.5)
T−([g0n,µ, v]) = [α,
r∑
j=0
pr−jcjX
r−jY j](n = 0). (3.6)
These explicit formulas for T+ and T− will be used to compute (T − ap)f for the functions
f ∈ indGKZSym
rQ¯2p.
Next let us define, for 0 ≤ i ≤ b, and 0 ≤ m < p− 1, the sums
Sr,i,m :=
∑
j≡b−m mod (p−1)
0≤j<r−m
(
j
i
)(
r
j
)
(3.7)
=
∑
j≡b−m mod (p−1)
i≤j<r−m
(
r
i
)(
r − i
j − i
)
(3.8)
=
(
r
i
)
·

 ∑
j≡b−m mod (p−1)
i≤j≤r
(
r − i
j − i
)
−
(
r − i
r −m− i
) (3.9)
= S˜r,i,m −
(
r
i
)(
r − i
m
)
, (3.10)
where S˜r,i,m :=
∑
j≡b−m mod (p−1)
0≤j≤r
(j
i
)(r
j
)
.
With this notation, we state the following technical lemma.
Lemma 3.3. Let r = b + spt(p − 1) with p ∤ s, so that t = v(r − b). For 0 ≤ i < b and
0 ≤ m < p− 1, one has
Sr,i,m ≡
(
r
i
)((
b− i
m
)
−
(
r − i
m
))
mod pt+1 ≡ 0 mod pt.
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Proof. Define
gr,i,m(x) :=
xi−(b−m)
i!
·
d
dxi
(1 + x)r
= xi−(b−m)
(
r
i
)
· (1 + x)r−i (3.11)
=
∑
0≤j≤r−i
(
r
i
)(
r − i
j
)
xj+i−(b−m)
=
∑
i≤l≤r
(
r
l
)(
l
i
)
xl−(b−m), with l = i+ j (3.12)
Evaluating (3.12) at x = ζ and taking sum over all ζ ∈ µp−1,
∑
ζ∈µp−1
gr,i(ζ) =
∑
i≤l≤r
(
r
l
)(
l
i
) ∑
ζ∈µp−1
ζ l−(b−m)
=
∑
i≤l≤r
l≡b−m mod (p−1)
(
r
l
)(
l
i
)
(p − 1) = (p− 1)S˜r,i,m
Hence by (3.11), we have
(
r
i
) ∑
ζ∈µp−1
ζ i−(b−m)(1 + ζ)r−i = (p− 1)S˜r,i,m (3.13)
=⇒
(
r
i
) ∑
ζ∈µp−1
ζ i−(b−m)(1 + ζ)b−i(1 + ζ)r−b = (p− 1)S˜r,i,m. (3.14)
If ζ 6= −1, then (1 + ζ)r−b = (1 + ζ)(p−1)sp
t
= (1 + pzζ)
spt ≡ 1 mod pt+1 and so
(p− 1)S˜r,i,m ≡
(
r
i
)
·
∑
ζ∈µp−1\{−1}
ζ i−b+m(1 + ζ)b−i =
(
r
i
)
·B mod pt+1, (3.15)
where B :=
∑
ζ∈µp−1\{−1}
ζ i−b+m(1 + ζ)b−i only depends on b,m and i (not on s or t).
Putting r = b in (3.14), we get
(
b
i
)
· B = (p − 1)S˜b,i,m = (p − 1)
(
b
b−m
)(
b−m
i
)
=⇒ B = (p− 1)
(
b− i
m
)
.
11
Hence from (3.15), we obtain
(p− 1)S˜r,i,m ≡ (p− 1)
(
r
i
)(
b− i
m
)
mod pt+1
(3.10)
=⇒ Sr,i,m = S˜r,i,m −
(
r
i
)(
r − i
m
)
≡
(
r
i
)((
b− i
m
)
−
(
r − i
m
))
mod pt+1.
We also conclude that
Sr,i,m ≡ 0 mod p
t,
as
(
b−i
m
)
−
(
r−i
m
)
∈ (r−b)m! Z ⊂ (r − b)Zp, for m ≤ p− 1. 
Proposition 3.4. Let ap ∈ mZ¯p be fixed. Assume that r = k − 2 ≡ b mod p
t(p − 1),
such that 2v(ap) ≤ b ≤ p − 1. In the case 2v(ap) = b, further assume b is odd and that
p−b/2ap 6≡ ±1 mod mZ¯p. If t > 2v(ap)− 1, then there is a surjection
indGKZ(Vr/V
(1)
r )։ Θ¯k,ap.
Proof. With the notation as in (3.3), we will show that P (M1) = 0, by showing P (Mn) = 0,
P (Mn−1/Mn) = 0, · · · , and finally P (M1/M2) = 0, so the map P factors through
P :
M0
M1
= indGKZ
(
Vr
V
(1)
r
)
։ Θ¯k,ap .
For each m with 1 ≤ m ≤ n = ⌊v(ap)⌋, we define the element f = f0+ f1 ∈ ind
G
KZSym
rQ¯2p,
as follows:
f0 =

1, (p− 1)pma2p ·

 ∑
0≤j<r−m
j≡b−m mod (p−1)
(
r
j
)
Xr−jY j



 , (3.16)
f1 =
[
g01,0, (1− p)
(
r
m
)
·
Fm(X,Y )
ap
]
+
∑
λ∈F∗p
[
g01,[λ],
(
p
[λ]
)m
·
F0(X,Y )
ap
]
, (3.17)
where Fj(X,Y ) are the polynomials as defined in (3.1). Let us compute how the operators
T+ and T− act on parts of the function f .
12 SHALINI BHATTACHARYA
We note that (pm/a2p).p
m+p−1 is integral and vanishes in characteristic p, as we have
assumed that 2v(ap) ≤ b ≤ p− 1, and m ≥ 1. By formula (3.6), T
−f0 vanishes.
T+f0
(3.4)
=
∑
λ∈Fp

g01,[λ],
r∑
j=0
pj+m(p− 1)
a2p
∑
j≤i<r−m
i≡b−m mod (p−1)
(
r
i
)(
i
j
)
(−[λ])i−jXr−jY j


≡
∑
λ∈Fp

g01,[λ],
b−1∑
j=0
pj+m(p− 1)
a2p
∑
j≤i<r−m
i≡b−m mod (p−1)
(
r
i
)(
i
j
)
(−[λ])i−jXr−jY j

 mod ℘
as b+m > 2v(ap),
≡
∑
λ∈F∗p

g01,[λ],
b−1∑
j=0
pj+m(p− 1)
a2p
(−[λ])b−m−jSr,j,mX
r−jY j


+[g01,0,
pb(p− 1)
a2p
(
r
b−m
)
Xr−(b−m)Y b−m]
≡ [g01,0,
pb(p − 1)
a2p
(
r
b−m
)
Xr−(b−m)Y b−m] mod ℘,
by Lemma 3.3, as we know that t+ j+m− 2v(ap) ≥ t+m− 2v(ap) ≥ t− (2v(ap)− 1) > 0.
Hence T+f0 is integral for b ≥ 2v(ap) and vanishes in characteristic p if b > 2v(ap).
Using the formula (3.5) on f1, we compute that
T−f1 ≡
[
Id,
pm
ap
(1− p)
(
r
m
)
XmY r−m
]
+

Id, r∑
j=0
pm
ap
(
r
j
)∑
λ∈F∗p
([λ])r−j−m

Xr−jY j

 mod (pr−b+m−v(ap))
≡

Id, pmap (1− p)
(
r
m
)
XmY r−m +
∑
0≤j≤r
j≡b−m mod (p−1)
pm
ap
(p− 1)
(
r
j
)
Xr−jY j

 mod ℘
=

Id, ∑
0≤j<r−m
j≡b−m mod (p−1)
pm
ap
(p− 1)
(
r
j
)
Xr−jY j


= apf0,
so that T−f1 − apf0 is integral and vanishes in characteristic p.
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We note that for 0 ≤ i < b−m,
v
((
r −m
i
)
−
(
b−m
i
))
= v
((
b−m+ pt(p− 1)s
i
)
−
(
b−m
i
))
≥ t,
and using the formula (3.4), we conclude that T+f1 is integral and vanishes mod ℘, since
t > 2v(ap) − 1 > v(ap) (one may assume v(ap) > 1, as for v(ap) ≤ 1 the result already
follows from [BG09, BGR16]).
Finally we note that for m ≥ 1, we have
−apf1 ≡
[
g01,0, −
(
r
m
)
Fm(X,Y )
]
mod p.
Now considering all the components of (T − ap)f , we know that it is integral and reduces
to
[
g01,0, −
( r
m
)
Fm(X,Y )
]
modulo ℘, if b > 2v(ap). We note that
( r
m
)
is a p-adic unit, as
r ≡ b mod p by the hypothesis, and m ≤ ⌊v(ap)⌋ < b.
However, if b = 2v(ap) is odd, then we get
(T − ap)f ≡
[
g01,0, −
(
r
m
)
Fm(X,Y )−
pb
a2p
·
(
r
b−m
)
Xr−(b−m)Y b−m
]
mod ℘,
which is also integral. By Rem. 4.4 of [BG09], we know that there is some function f ′ such
that (T−ap)f
′ is integral and reduces to p
b
a2p
(
r
b−m
)
· [g01,0,X
mY r−m], for m ≤ ⌊v(ap)⌋ < v(ap).
Therefore
(T − ap)(f + f
′) ≡
[
g01,0, −
((
r
m
)
−
pb
a2p
·
(
r
b−m
))
Fm(X,Y )
]
mod ℘.
Now, under the assumption v(r − b) = t > 2v(ap) − 1 > 0, and for m ≤ ⌊v(ap)⌋ ≤ b, the
constant above reduces to
( b
b−m
) pb
a2p
−
( b
m
)
=
( b
m
) ( pb
a2p
− 1
)
mod ℘, which is a unit if and
only if
ap
pb/2
6≡ ±1 mod ℘.
In any case, multiplying by a unit, we conclude that under the hypothesis of the propo-
sition [g01,0, Fm(X,Y )]
P
7−→ 0 ∈ Θ¯k,ap . Also for all m ≤ ⌊v(ap)⌋, we have 2m < b. Therefore
it follows from Lemma 3.2(b) that [g01,0, Fm(X,Y )] generates Mm/Mm+1 = ind
G
KZ
(
V
(m)
r
V
(m+1)
r
)
over G. As the map P is G-linear, we have P (Mm/Mm+1) = 0 for all m = 1, · · · , ⌊v(ap)⌋,
and thus Θ¯k,ap must be a quotient of ind
G
KZ
(
Vr/V
(1)
r
)
. 
Theorem 3.5. Under the hypotheses of Proposition 3.4, we have
V¯k,ap
∼= ind
GQp
GQ
p2
(ωb+12 )
∼= V¯b+2,ap .
Proof. By Proposition 3.4, we have a surjection indGKZ(Vr/V
(1)
r ) ։ Θ¯k,ap. By Prop. 2.1 of
[BG15], and since the compact induction is an exact functor, we have a short exact sequence
0→ indGKZVb → ind
G
KZ(Vr/V
(1)
r )→ ind
G
KZ(Vp−1−b ⊗D
b)→ 0.
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Let the image inside Θ¯k,ap of the submodule ind
G
KZVb be denoted by F1. Then the quo-
tient F2 := Θ¯k,ap/F1 must factor through ind
G
KZ(Vp−1−b ⊗D
b), and we have the following
commutative diagram.
0 // indGKZVb


// indGKZ(Vr/V
(1)
r )


// indGKZ(Vp−1−b ⊗D
b)


// 0
0 // F1 // Θ¯k,ap
// F2 // 0.
By (4.5) in [G78], the submodule Vb of Vr/V
(1)
r is generated by the image of the monomial
Y r over Γ. Since v(ap) > 0, we also know that ind
G
KZ〈Y
r〉 maps to 0 ∈ Θ¯k,ap , using Remark
4.4 in [BG09]. Thus we conclude F1 = 0 and Θ¯k,ap is a quotient of ind
G
KZ(Vp−1−b ⊗ D
b).
Since Θ¯k,ap lies in the image of mod p LLC, it must be isomorphic to the supercuspidal
representation pi(p − 1 − b, 0, ωb), which is in correspondence with the irreducible Galois
representation ind
GQp
GQ
p2
(ωb+12 ). By Theorem 2.6 of [E92] this is isomorphic to V¯b+2,ap and
that completes our proof. 
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