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An Improved DOA Estimation Method for a
Mixture of Circular and Non-Circular Signals Based
on Sparse Arrays
Jingjing Cai, Wei Liu, Ru Zong, and Yangyang Dong
Abstract—Sparse arrays have attracted a lot of interests
recently for their capability of providing more degrees of freedom
than traditional uniform linear arrays. For a mixture of circular
and noncircular signals, most of the existing direction of arrival
(DOA) estimation methods are based on various uniform arrays.
Recently, a class of DOA estimation algorithms based on sparse
arrays was developed for a mixture of circular and noncircular
signals. To further improve its performance, in this work, a
modified algorithm is presented, which can resolve the same
number of signals, and simulation results are provided to verified
its performance.
Index Terms—Improved MUSIC, Sparse arrays, Noncircular
signals, Extended covariance matrix.
I. INTRODUCTION
In array signal processing, direction of arrival (DOA) esti-
mation is a very important research area and many existing
algorithms usually assume either explicitly or implicitly that
the incoming signals are circular, but in practice there are
many noncircular signals, such as pulse amplitude modulation
(PAM) and binary phase shift keying (BPSK) modulated
signals [1]. In the past, a lot of efforts have been made to
explicitly exploit the noncircularity features of the impinging
array signals to improve the performance in parameters estima-
tion [1]–[11], where the main approach is to extend the array
aperture effectively by augmenting the received array signals
with their conjugate version, with the dimension of the new
covariance matrix doubled.
On the other hand, sparse arrays have attracted more and
more attention and become a very important research area
due to their ability to provide much more degrees of freedom
(DOFs) than traditional uniform linear arrays (ULAs), and two
of the representative sparse array structures are the co-prime
arrays (CPAs) [12]–[14] and nested arrays (NAs) [15]–[19].
Many methods have been proposed for DOA estimation based
on such arrays, such as [13], [20]–[29]. However, almost all
these algorithms are focused on the circular signal situations,
except for the work in [27], [29] which considered the situation
with a mixture of circular and noncircular signals.
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In [29], two types of estimation algorithms are proposed.
One is based on the subspace method while the other is
based on the sparse representation principle. For the subspace
based method, two algorithms are derived, called unequal
length (UL) and unequal length plus (ULP), respectively,
which use polynomial rooting in the estimator to find the
solution. It adopts a general signal model by considering the
mixture signals as a whole and does not differentiate the
circular and noncircular signals in the formulation. Although
the performance of the UL and ULP algorithms is not good for
low SNR circumstances, compared to the sparse representation
based algorithm, it has a much lower computational com-
plexity. In order to improve the performance of the subspace
based algorithms, a new algorithm called improved MUSIC
(I-MUSIC) algorithm is proposed in this work based on a
new formulation. The number of signals that can be resolved
by the proposed I-MUSIC algorithm is analysed, which turns
out to be the same as the UL algorithm. As demonstrated by
computer simulations, overall a much better performance has
been achieved by the proposed method.
This paper is organized as follows. The signal model for
the mixed signals based on the sparse array is presented in
Sec. II, and the I-MUSIC algorithm is proposed in Sec. III.
Simulation results are provided in Sec. IV, and conclusions
are drawn in Sec. V.
II. SPARSE ARRAY SIGNAL MODEL
Consider an M -sensor linear sparse array with its sensors
located at {p1 · d, p2 · d, . . . , pM · d}, where d is the unit inter-
element spacing and p1, p2, . . . , pM are integers. There are K
far-filed stationary and uncorrelated narrowband sources im-
pinging on the array from directions {θ1, θ2, . . . , θK}. Assume
the signals are a mixture of circular and non-circular signals,
and the first Knc signals are non-circular, while the last Kc
signals are circular, such that Knc +Kc = K . The received
signal vector x(t) of the array can be given by
x(t) =
Knc∑
k=1
a(θk)sk(t) +
K∑
k=Knc+1
a(θk)sk(t) + n(t)
= As(t) + n(t) t = 1, 2, ..., N
(1)
where sk(t) represents the kth source signal, and its first Knc
sources are noncircular while the last Kc are circular, N is the
total number of snapshots, n(t) is the uncorrelated noise with
zero-mean and covariance matrix σ2I, a(θk) is the steering
vector corresponding to the kth signal, and A is the steering
matrix, given by
a(θk) = [e
−j(2pip1dsinθk/λ), . . . , e−j(2pipMdsinθk/λ)]T
A = [a(θ1), a(θ2), . . . , a(θK)]
(2)
with (·)T denoting the transpose operation.
The covariance matrix Rxx and pseudo covariance matrix
Rxx∗ of the received array signal are respectively expressed
as
Rxx = E{x(t)x
H(t)} =
K∑
k=1
ηka(θk)a
H(θk) + δ
2I
= ARsA
H + δ2I
Rxx∗ = E{x(t)x
T (t)} =
K∑
k=1
ρke
jψkηka(θk)a
T (θk)
= (A∗V∗)Rs(A
∗V∗)H
(3)
where (·)H denotes the Hermitian transpose operation, (·)∗
represents the conjugate operation, ηk is the power of the kth
source, ρk and ψk are the noncircularity rate and phase of the
kth noncircular signal. For circular signals, ρk = 0, and it is
0 < ρk ≤ 1 for noncircular signals. For strictly noncircular
signals, such as BPSK modulated signals, we have ρk = 1.
The source covariance matrix Rs and the K × K matrix V
are defined as
Rs = diag{η1, η2, · · · , ηK}
V = diag{ρ1e
jψ1 , · · · , ρKnce
jψKnc , 0, · · · , 0}
(4)
with diag{·} represents the corresponding diagonal matrix. It
can be seen that Rs is of full rank as the received signals are
uncorrelated; if all the sources are circular, Rxx∗ will vanish,
and if the signals are a mixture of circular and noncircular
signals, both Rxx and Rxx∗ are non-zero valued.
In practice, with the finite number of snapshots, the co-
variance and pseudo covariance matrices can be estimated as
follows
Rˆxx = (1/N)
N∑
t=1
x(t)xH(t)
Rˆxx∗ = (1/N)
N∑
t=1
x(t)xT (t)
(5)
III. THE PROPOSED ALGORITHM
For the subspace based DOA estimation algorithms, the first
step is to construct an extended covariance matrix with a much
larger dimension based on the covariance matrix and pseudo
covariance matrix. In order to do that, we firstly vectorize the
matricesRxx and Rxx∗ as rxx and rxx∗ , which can be written
as
rxx =
K∑
k=1
ηka
∗(θk)⊗ a(θk) + [δ
2, . . . , δ2]T
= Axxvxx + [δ
2, . . . , δ2]T
rxx∗ =
Knc∑
k=1
ρke
jψkηka(θk)⊗ a(θk)
= Axx∗vxx∗
(6)
with
Axx = [a
∗(θ1)⊗ a(θ1), . . . , a
∗(θK)⊗ a(θK)]
Axx∗ = [a(θ1)⊗ a(θ1), . . . , a(θK)⊗ a(θK)]
vxx = [η1, . . . , ηK ]
T
vxx∗ = [ρ1e
jψ1η1, . . . , ρKnce
jψKncηKnc , 0, . . . , 0]
T
(7)
where ⊗ denotes the Kronecker product. Clearly, the elements
of rxx and rxx∗ are related to (pi − pj) and (pu + pv),
separately, where pi,pj ,pu and pv are arbitrary values chosen
from p1, . . . , pM .
Then, we order the elements of rxx and rxx∗ with an
increasing steering vector index, separately. If some elements
have the same steering vector index, the mean value of these
elements is used. Moreover, non-consecutive elements are
removed from the ordered vectors. Using this strategy, we can
finally obtain two new vectors rd and rs. Assuming that the
length of these two new vectors are L1 and L2, the two vectors
can be written as
rd =
K∑
k=1
ηkad(θk) + [δ
2, . . . , δ2]T
rs =
K∑
k=1
ρke
jψkηkas(θk)
(8)
with
ad(θk) = [e
−j(2pi
L1−1
2
dsinθk/λ), . . . , ej(2pi
L1−1
2
dsinθk/λ)]T
as(θk) = [e
−j(2pi∆pdsinθk/λ), . . . , e−j(2pi(∆p+L2−1)dsinθk/λ)]T
(9)
where ∆p is the first number produced in the L2-length con-
secutive sequence. It is clear that ad(θk) is corresponding to
a(θk)a
H(θk), while as(θk) is corresponding to a(θk)a
T (θk).
In another word, the elements of ad(θk) related to (pi − pj),
while as(θk) related to (pu + pv).
Based on rd and rs, we construct an extended covariance
matrix Ru, which is written like this
Ru =
[
R1 R2
RH2 R3
]
(10)
where
R1 =


rd(
L1+1
2 ) . . . rd(L1)
...
. . .
...
rd(1) . . . rd(
L1+1
2 )

 ,
R2 =


rs(1) . . . rs(L2 −
L1−1
2 ),
...
. . .
...
rs(
L1+1
2 ) . . . rs(L2)


R3 =


rd(
L1+1
2 ) . . . rd(L2 −
L1−1
2 )
...
. . .
...
rd(
3L1+1
2 − L2) . . . rd(
L1+1
2 )

 ,
(11)
As desired, L1 is odd, meeting the requirement of these
equations [29].
Based on Ru, the UL algorithm decompose the extended
covariance matrix into the following form
Ru = A¯RsA¯
H + σ2I (12)
where A¯ is further defined as
A¯ =
[
A¯1
A¯∗2V
∗
]
(13)
with
A¯1 = [a1(θ1), . . . , a1(θK)]
A¯2 = [a2(θ1), . . . , a2(θK)]
a1(θk) = [1, e
−j(2pidsinθk/λ), . . . , e−j(2pid
L1−1
2
sinθk)/λ]T
a2(θk) = [1, e
j(2pidsinθk/λ), . . . , ej(2pid(L2−
L1+1
2
)sinθk/λ)]T
(14)
The dimensions of A¯1 and A¯2 are
L1+1
2 × K and (L2 −
L1−1
2 )×K .
Then, eigendecomposition is applied to the positive definite
Hermitian matrix Ru, and the (L2 + 1)×K signal subspace
eigenvectorUs and the (L2+1)×(L2+1−K) noise subspace
eigenvector Un are obtained. For an arbitrary direction θ, the
steering vector ˆ¯A(θ) corresponding to A¯ is defined as
ˆ¯A =
[
a1(θ)
a∗2(θ)ρe
−jψ
]
(15)
where ρ and ψ are the possible noncircularity ratio and phase
of signals corresponding to θ. As ˆ¯A span the signal subspace
and Un span the noise subspace, they should satisfy
UHn
ˆ¯A = 0 (16)
Divide Un into Un1 and Un2 with dimensions
L1+1
2 ×
(L2+1−K) and (L2−
L1−1
2 )×(L2+1−K), separately. The
DOA estimation problem is then converted into the following
equation
det{qHMq} = 0 (17)
where
q =
[
1
ρejψ
]
M =
[
aH1 (θ)Un1U
H
n1a1(θ) a
H
1 (θ)Un1U
H
n2a
∗
2(θ)
aT2 (θ)Un2U
H
n1a1(θ) a
T
2 (θ)Un2U
H
n2a
∗
2(θ)
] (18)
where det{·} is the determinant calculator.
As q is a constant vector, it can be canceled. So the cost
function can be written as[
aH1 (θ)Un1U
H
n1a1(θ) a
H
1 (θ)Un1U
H
n2a
∗
2(θ)
aT2 (θ)Un2U
H
n1a1(θ) a
T
2 (θ)Un2U
H
n2a
∗
2(θ)
]
= 0 (19)
The UL algorithm uses polynomial rooting to solve this min-
imization problem. The maximum number of mixed signals
and circular signals can be resolved is
1 ≤ K¯ ≤ L2 − 1, K¯c ≤
L1 − 1
2
(20)
To derive the improved MUSIC (I-MUSIC) algorithm, we
form a new composition of M as follows
M = ˆ˜A
H
(θ)
[
Un1U
H
n1 Un1U
H
n2
Un2U
H
n1 Un2U
H
n2
]
ˆ˜
A(θ)
= ˆ˜A
H
(θ)UnU
H
n
ˆ˜
A(θ)
(21)
with
ˆ˜
A(θ) =
[
a1(θ) 0
0 a∗2(θ)
]
(22)
As the matrix M is a zero-valued 2 × 2 matrix, the
determinant of it should be equal to 0 when the cost function
in Eq. (19) equals 0. Then the DOA estimation result can be
further obtained by finding peaks of the following function
P(θ) =
1
det{ ˆ˜A
H
(θ)UnUHn
ˆ˜
A(θ)}
(23)
where det{·} is the determinant calculator.
As the number of columns (L2 + 1−K) of Un should be
equal to or greater than 2 to make it rank deficient, the number
of signals that can be resolved can at most be (L2 + 1)− 2.
The number of circular signals is restricted by the number of
columns of Rxx, which is one less than its rank as
L1+1
2 − 1.
As a result, the condition of the proposed I-MUSIC is
1 ≤ K˜ ≤ L2 − 1, K˜c ≤
L1 − 1
2
(24)
It can be seen that the I-MUSIC can resolve exactly the same
maximum number of signals as the UL algorithm.
IV. SIMULATION RESULTS
In this section, simulation results are provided using the pro-
posed I-MUSIC algorithm, in comparison with the subspace
based algorithms UL, ULP and also the compressive sensing
based algorithm ECM [29]. Consider a six-sensor nested array,
and both the first and second sub-arrays have three sensors.
Then, we have L1 = 23 and L2 = 15, and the number of
signals that can be resolved is 2 ≤ K˜ ≤ 14 and K˜c ≤ 12. The
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Fig. 1. Estimation result of 14 sources.
full angle range is from −90◦ to 90◦, and the search step size
is 0.1◦ for I-MUSIC and ECM.
There are 11 noncircular signals (10 BPSK signals and
one PAM signal) and three circular signals, in the range
[−44◦, 40◦] with angle spacing 7◦, which is the maximum
number of noncircular signals that can be resolved by the array
in theory. The number of snapshots is 12000 and signal-to-
noise ratio (SNR) is 20dB. The simulation results are shown
in Fig. 1, where we can see that as expected the I-MUSIC has
resolved the maximum number of signals successfully.
Next we study its estimation performance in terms
of the root mean square error (RMSE). There are
six signals impinging upon the array from directions
[−25◦,−15◦,−5◦, 5◦, 15◦, 25◦]. Among them, two are circu-
lar, three are BPSK and one is PAM. The RMSE results are
obtained by 500 Monte-Carlo simulations.
First, the number of snapshots is set to be 2000, and the
SNR varies from −10dB to 22dB with a step size of 4dB.
The results are shown in Fig. 3.
It can be seen that when the SNR is equal to or greater
than −6dB , the performance of I-MUSIC is always better
than the other three algorithms. The performance of I-MUSIC
is significantly better than the subspace based algorithm UL
and ULP when the SNR is less than 10dB.
Then, we fix the SNR at 10 dB and change the snapshot
number from 200 to 2300 with a step size 300. The results
are shown in Fig. 3.
As shown, when the number of snapshots is equal to or
greater than 500 , the performance of I-MUSIC is always better
than the other three algorithms, especially better than UL and
ULP.
V. CONCLUSION
An improved MUSIC algorithm based on the sparse array
for a mixture of circular and noncircular signals has been
proposed in this paper. It uses all the consecutive elements
of the covariance matrix and pseudo covariance matrix to
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Fig. 2. DOA estimation results with a varying SNR.
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Fig. 3. DOA estimation results with a varying snapshot number.
construct an extended covariance matrix, and then a MUSIC-
type estimator is derived based on a new formulation of the
signals. The number of resolvable signals by the proposed
algorithm is 1 ≤ K˜ < L2−1 and K˜c <
L1+1
2 , which is exactly
the same as the previously proposed subspace based algorithm.
As demonstrated by simulation results, a better performance
has been achieved by the proposed I-MUSIC algorithm.
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