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This paper studies the relationship between some properties that hold in 
rings which are embeddable in (skew-)fields. Work of this type has been 
done, for example, in [8, lo]. Here too, we shall be concerned with the 
nilpotence condition Nk, by which we mean that any k x k nilpotent matrix 
A satisfies Ak = 0. Some results concerning this property may also be found 
in [3, 71. We set: N= &.+i Nk. 
To state the main result of the first section we recall that an n x n matrix 
A over a ring R is said to be fulZ, if it is not a product of an n X r matrix by 
an r x n matrix where r < n. We prove that, at least for entire rings 
(= nonzero rings without zero-divisors), the nilpotence condition N is 
equivalent to the fact that all the triangular matrices over R, with nonzero 
diagonal entries, are full. In particular, when N holds, all the diagonal 
matrices with nonzero diagonal entries, are full. This implies that the rings 
constructed by Bowtell [4] do not satisfy the nilpotence condition. Another 
application of our result and a result of Cohn [5, p. 28 1 ] is: An entire ring R 
is embeddable in a field if it satisfies N and the determinantal sum [5, 
p. 2601 of any non-full matrices over R, whenever defined, is non-full. 
Section 2 deals with the relationship between N,, and a property that has 
been used by Cohn in connection with the word problem for free fields [6]. 
lt is shown that N, implies the property considered by Cohn, and this 
property implies weakly k-jiniteness [ 5, p. 61. We also consider a property 
which has a similar form to that of Cohn and which turns out to be 
equivalent to Nk, at least for entire rings. 
In the last section we pass from properties defined in terms of the powers 
of one matrix to properties defined by making use of arbitrary multiplicative 
semigroups of matrices. The main result here is that if R has no nonzero 
annihilators and satisfies N,, then any nil multiplicative semigroup 
S E M,(R) is nilpotent of index <k. 
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1. Nk AND FULL MATRICES 
We start with a property which will be shown to be equivalent to N,, at 
least for reduced rings (= rings satisfying N,). This property has a form 
which makes it more convenient to apply than Nk. To define it, let Rk denote 
the set of row vectors over a ring R, i.e., 1 x k matrices, and let kR denote 
the set of column vectors, i.e., k x 1 matrices. We now give the property 
together with its notation. 
N;: If U, ,..., uk E Rk, v, ,***, V,E kR and 
upj=o for all i, j satisfying k > i > j > 1, 
then v, u, v*u* .” VkUk = 0. 
We set: N’= nk>, N;. The relationship between N;, N’ and Nk, N, respec- 
tively, is given in 
PROPOSITION 1. (i) In any ring R, N, implies Ni. 
(ii) For reduced rings, Nk and N; are equivalent. 
(iii) A ring R satisfies N if and only if it is reduced and satisfies N’. 
ProoJ: (i) Let R be a ring satisfying Nk. Let u,,..., uk E Rk, 
V I ,..., vk E kR suh that uivj = 0 if i > j. Consider the powers of the k X k 
matrix A = C:=i viui. If i> j then viuivjuj = 0. This implies that 
Ak= i v,ui 
( 1 
k 
= v,u,v2u, ... VkUk. 
i=l 
It follows that Akf ’ = 0, so Ak = 0 since R satisfies Nk. This shows that R 
satisfies Nk . 
(ii) Let R be a reduced ring satisfying NL. To prove that R satisfies N, 
we take a nilpotent matrix A E M,(R) and we show that Ak = 0. Let 
A”+‘=0 A”#O, and we prove that n( k. Assume n>k and let c be a 
nonzero entry of A”, the (r, s) entry say. Denote the rth row of A’ by Ui, 
i = l,..., k, and denote the sth column of AR-j+’ by vi, j= l,..., k. We have 
that uivj = 0 if i > j since A n+1+i-i=0,~~~,~1v2~..~k-,vk~k=OsinceR 
satisfiesN~.Nowfori=1,...,k-1,uivi+,isthe(~,s)entryofA’A”~’=A”, 
so uivi+l = c. Hence v,ckP1 uk = 0, and in particular ckuk = 0 since the rth 
component of v, is c. If n = k, then the sth component of uk is c. If n > k, 
then uk multiplied by the sth column of Anpk is c. Thus, in any case we 
obtain ckt ’ = 0, and since R is reduced we conclude c = 0, a contradiction. 
This shows that n ( k, hence Ak = 0. 
The proof of (iii) follows immediately from (i) and (ii). 
Now we proceed to study the relationship between N;, and a property 
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which states that matrices of sdme sort are full. Observe that A E Mk+ ,(R), 
k > 1, is full if and only if it-is not a product of two matrices B, C of orders 
(k + 1) x k, k x (k + l), respectively. The property which in fact has been 
used by Bowtell [4] is: A diagonal matrix with nonzero diagonal entries is 
full. We take a weaker property, which for entire rings is equivalent to the 
previous one. 
If a, ,..., ak+ , E R and a, .‘. ak+, ZO, 
then diag(a, ,..., ak+ ,) is full. 
This property is clearly implied by the following one. 
TF,: If A = hiI E Mk+ ,(R) is upper triangular 
and a,, ..’ ak+l,k+I#O~ then A is full. 
We set: TF= ok>, TF,. In the following proposition we shall be concerned 
with rings R without annihilators, e.g., rings with 1. This means that if 
0 # a E R, then aR # 0 and Ra # 0. This holds if and only if RaR =0 
implies a = 0. 
PROPOSITION 2. (i) In any ring R, Ni implies TF,. 
(ii) For rings without annihilators, NL and TF, are equivalent, so N’ 
and TF are equivalent. 
Proof: (i) Assume R satisfies N;I and let A = (aii) E Mk+,(R) with 
aij = 0 for i > j. We prove that if A is non-full then a,, ‘. ak+ ,,k+, = 0. Let 
A=BC, where B is of order (k+l)Xk and C is of order kX(k+l). 
Denote the rows of B by u,,, u ,,..., uk and denote the columns of C by 
v, ,*.-, vk,vk+,. It follows that uivj=O for ‘i>j and ~~v~+,=a~+,,~+,, 
i = 0, l,..., k. We apply N;I to the vectors u ,,..., uk E Rk, v ,,..., vk E kR and 
obtain 
v,u,v2”‘uk-, k k- vu -0. 
So we also have 
a1 Ia22 “’ akkak+,,k+, =u,v,u,v2 “” uk-,vkukvk+, =o. 
(ii) Assume R is a ring without annihilators satisfying TF,. To prove 
R satisfies NL, we take u, ,..., uk E Rk, v ,,..., vk E kR such that uiyi = 0 for 
i> j and we have to show that V,U, ... vkuk = 0. We take an arbitrary 
vector u0 E Rk and let B be the matrix whose rows are uO, u, ,..., uk. We also 
take an arbitrary vector vk+, E kR and let C be the matrix whose columns 
are v, ,..., vk+, . Then BC E Mk+ ,(R) is non-full and upper triangular, so 
uov, “’ ukvk+, - 0 since R satisfies TF,. Thus, for A = v, u, vkuk we 
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have u,,Av,+ 1 = 0. This implies RaR = 0 for any entry a of A since u0 and 
vk+, were arbitrary vectors. So a = 0 since R is a ring without annihilators. 
This proves the desired result: vi U, ‘. vknk = 0. The assertion for N’ and 7YF 
is now clear. 
To obtain the main result of this section we first note that a reduced ring 
has no nonzero annihilators. This remark together with Propositions 1 and 2 
imply that Proposition 1 remains valid if Ni, N’ are replaced by TF,, TF, 
respectively. Another observation is that if R is a reduced ring then, when 
saying that a product of some elements is not zero, the order of the elements 
is irrelevant [ 1, Theorem I]. Note also that an upper triangular matrix can 
be transformed to a lower triangular one with the same diagonal entries, by 
row and column permutations. Finally, observe that the property of being 
full is preserved under row and column permutations. All the previous 
remarks yield 
THEOREM 3. A ring R satisfies the ni@otence condition N if and only if R 
is reduced and every triangular matrix over R for which the product of its 
diagonal entries is not zero, is full. 
A special case of the theorem is 
COROLLARY 1. If R is a ring satisfying N, then diag(a, ,... ak+ J is full for 
any k + 1 elements a, ,..., ak+ 1 E R whose product is not zero. In particular, 
for any nonzero element a E R, the scalar matrix aI of any order is full. 
To state the last result of this section we recall that the determinantal sum 
of A, B E M,(R) is defined if A, B differ at most in one row (column). If A, 
B differ at most in the first row, the determinantal sum of A and B is the 
matrix whose first row is the sum of the first rows of A and B and whose 
other rows agree with those of A (and B). Similarly one defines the deter- 
minantal sum with respect to another row or column. The result of [5, 
p. 281, Corollary 11 together with the particular case of the previous 
corollary yield 
COROLLARY 2. If R is an entire ring with 1 satisfying N, and the deter- 
minantal sum (where defined) of any non-full matrices is non-full, then R is 
embeddable in a field. 
2. N,AND A RING PROPERTYOF COHN 
We first state the property that has been introduced by Cohn in [6J which 
we denote by C,. A ring R is said to satisfy C, $for any three matrices A, 
U, V over R such that A E M,(R), the product UAV is defined and 
lJA’V= 0 for r = 0, l,..., k - 1, it follows that UAkV = 0 for all r > k. We 
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set: C = ok,, C,. To obtain a more convenient form for C, observe that the 
same property is obtained if the assumption “the product UAV is defined” is 
replaced by “U E Rk, V E kR.” Moreover we obtain the same property if the 
conclusion “UA’V = 0 for all r > I?’ is replaced by “UAkV = 0.” Indeed, if 
UAkV = 0 then we have that U, A’V = 0 for U, = UA and r = 0, l,..., k - 1, 
so U,AkV=O. Thus UAk+’ V = 0 and in the same way it may be proved by 
induction that UA’V = 0 for all r > k. 
We summarize the previous remarks in 
LEMMAS. For any ring R, the property C, is equivalent to the property: 
rf A E M,(R), u E Rk, v E kR and uA’v=O for 
r = 0, 1 ,..., k - 1, then uAkv = 0. 
For example, C, means that if u, v E R and uv = 0 then uRv = 0, a fact 
which clearly holds in a reduced ring. A ring satisfying C, is actually a ring 
in which the left (right) annihilator of any subset is a two-sided ideal. The 
relationship between Nk and C, is given in 
PROPOSITION 5. If R is reduced and satis$es Nk, then it satisfies C,. 
Thus, in any ring, N implies C. 
ProojI Let R be a reduced ring satisfying Nk. Let A E M,(R), u E R k, 
u E kR such that UA’V =0 for r= 0, l,..., k - 1. We have to prove that 
uAkv = 0. Let u.= uAkei i= l,..., k, vj= Aj-‘v, j= l,..., k. Then 
uivj = uAk-(i-l?- 1 v: so uivj 2 0 if i > j. This allows us to apply NL, which 
holds in R. and we conclude 
u,u,u, “‘Uk-, k k - v  u 0. 
But UiVi+l = uAkv for i = 0, 1 ,..., k - 1, so v(UA~V)~-’ u = 0. It follows that 
(uA~v)~+ ’ = uAk (v(~A~v)~-’ u) Akv = 0. Hence uAkv = 0 since R is reduced. 
The other assertion of the proposition is now clear. 
We do not know whether C, implies Nk even in an entire ring. However, 
we can show that if 1 E R, then C, implies that R is weakZy k-finite, namely 
if A, B E M,(R) and AB = Z then BA =I. This property is known to be 
weaker than Nk [7, p. 87 and 81. 
PROPOSITION 6. Any ring R with 1 satisfying C, is weakly k-j?nite, so if 
R satisfies C it is weakly finite. 
Proof. The proof is similar to that showing that N, implies weakly k- 
finiteness. In any ring with 1 and elements a, b such that ab = 1 and ba # 1, 
the elements eij = b’(1 - ba) d’, i, j = 0, 1, 2,..., are #0 and behave like 
matrix units. It follows that if k> 1 and c = e,, + “. + eke ,,k, then 
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eoocrekk = eOrekk = 0 for r = 0, l,..., k - 1 and e,, ckekk = eOk # 0. Now if R is 
a ring with 1 which is not weakly k-finite, let P, Q E M,(R) such that PQ = Z 
and QP # I. Let e,j = Qi(Z - QP) p’, A = e,, + + ek- 1 ,k and denote e,, by 
U and ekk by V. The previous computations show that UA’V =0 for 
r = 0, l,..., k - 1 and UAkV # 0. Thus C, (in its original form) does not hold. 
Remark. The existence of an infinite set of matrix units in a ring R with 
1 having elements a, b such that ab = 1 and ba # 1, implies that such a ring 
is not a PI ring. A more complicated proof of this fact is given in [ 11, p. 441. 
We also note that this fact together with the fact that if A is a PI ring then 
M,(R) is a PI ring [ 11, p. 701 implies that a PI ring with 1 is weakly finite. 
Ilamed has pointed out to the author that if in the definition of C,, the 
assumption uA’v = 0 for r < k - 1 is replaced by uA’v = 0 for r > m, where 
m is an integer > 0, then one obtains a property which implies N, (at least 
for rings with 1). 
We introduce a property which clearly implies the previous one and which 
has the advantage that it includes C, as a special case. 
D,: If A E M,(R), UERk. v E ‘R and UA’V = 0 
holds for k successive values of r, then uAkv = 0. 
As usual we set: D = ok,, D,. The relationship between N and D is given 
in 
PROPOSITION 7. The properties Nk and D, are equivalent for rings 
without annihilators. Thus, a ring R satisfies N if and only if it is without 
annihilators and satisfies D. 
ProoJ: Assume R is a ring without annihilators satisfying Nk. It follows 
by 19, Theorem 41 that R is reduced. To prove that R satisfies D,, we take 
A E M,(R), u E Rk, v E ‘R such that uA’v = 0 holds for k successive values 
of r. If these values are 0, l,..., k - 1 then we have uAkv = 0 by 
Proposition 5. So we may assume that the k successive values of r, for which 
UA ‘v = 0, are >k, and we prove that we must have UAku = 0. Assume that 
UAk~#0and1etn>,kbesuchthatuA”v#0anduA”+”v=0fors=1,...,k. 
Let u - dnekti i= 1 ,... k, vj = Ah-j+ ‘v, j = l,..., k. Then uiv, = 0 for all 
i, j saiifying k i i > j > 1. Applying Ni we get 
0= v,u,vz ... u~-,v~u~=A~~(~A”~)~-‘~A~. 
It follows that (uA”v) ‘+’ = 0, so uA”v = 0 since R is reduced, a 
contradiction. This shows that R satisfies D,. 
Let R be a ring without annihilators satisfying D,. Assume A E M,(R) 
satisfies A” = 0. Then, for arbitrary vectors u E Rk, v E ‘R, we have 
uA’v = 0 for all r > m. It follows by D, that uAkv = 0. This implies, as in the 
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proof of Propositiqn 2, that Ak = 0, so R satisfies N,. The last assertion of 
the proposition is clear. 
In the original form of C,, the conclusion was: uA’u = 0 for all r > k. 
Lemma 1 assures that we get the same property if the conclusion is replaced 
by UA~C = 0. We now show that the same fact holds for D,, at least for rings 
without annihilators. 
LEMMA 8. Let R be a ring without annihilators satisfying D,. If 
A E M,(R), u E Rk, v E kR and UA’V = 0 holds for k successive values of r, 
then uA’v = 0 for all r >, k. 
Proof, Assume uAmiiv = 0, i= 0, l,..., k - 1 and let u’ = uAm. Then 
u’A’v = 0 for r = 0, l,..., k - 1, so u’A’v =O for all r> k by C,. Thus we 
have uA’v = 0 for all r > m and if m < k we are done. If k < m, then if we 
consider the proof of the previous proposition, we observe that uA”v = 0 
holds for any n satisfying k < n < m. It follows that uA’v = 0 for all r > k. 
Note that the previous considerations yield that a ring satisfying D, is 
without annihilators if and only if it is reduced. So Proposition 7 and 
Lemma 8 do not become weaker if we replace “without annihilators” by 
“reduced.” 
Another remark is, that if in the definition of D, we require uAkv = 0, 
when uA’v = 0 holds for k successive values of r which are >k, then we 
obtain a property for which Proposition 7 holds. So this property is 
equivalent to D, at least for rings without annihilators. 
3. N, AND MULTIPLICATIVE SUBSEIVRGROUPS OF M,(R) 
In the previous section we have defined the properties C, and D, using the 
powers of a single matrix A E M,(R). The nilpotence property N, is also 
defined in such a way. So in fact we have considered multiplicative 
subsemigroups of M,(R) generated by one element. This suggests to consider 
general multiplicative subsemigroups of M,(R). In what follows, S will 
denote a multiplicative subsemigroup of M,(R). The properties we obtain are 
Iv,: rf Sckf,(R) is nilpotent, then Sk = 0. 
0,: If s ?Z M,(R), UERk, v E kR satisfy US’V = 0 
for k successive values of r, then USkU = 0. 
At a first glance, the propertes Nk, Dk look much stronger than N,, D,, 
respectively. However, we have 
PROPOSITION 9. For rings without annihilators the properties Nk, D,, 
iVk, iYk are equivalent. 
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Proof. We know that Nk and D, are equivalent and it is clear that Dk 
implies Nk and fik implies N,. So it remains to show that N, implies Dk. The 
proof looks like those of Propositions 5 and 7. If uS”v = 0 for 
r = 0, l,..., k - 1 then one follows the proof of Proposition 5. Let 
A , ,..., A, E S and apply N;, to ui = uA, “. Akei, i= l,..., k, v, = v, 
0.i = A k + 2 -.i A, v, j = 2,..., k. The conclusion is (uA, ... Akv)kt’ =O, so 
uA, .’ A,v = 0, hence uSkv = 0. If US’V = 0 for k successive values of r 
which are >k then one follows the proof of Proposition 7. We omit the 
details. 
One result of the previous proposition will be used later. It is the 
COROLLARY. Let R be a ring without annihilators satisfying Nk. If 
S E M,(R) is nilpotent, then Sk = 0. 
If R is embeddable in a field, then it is well known that the previous result 
remains valid if S is merely assumed to be nil. This suggests to consider a 
property like Sk but in which S is assumed to be nil. This property looks 
much stronger than N,. However we have 
THEOREM 10. Let R be a ring without annihilators satisfying the 
nilpotence condition N,. If S G M,(R) is a nil multiplicative semigroup, then 
Sk = 0. 
Proof: Let L be the lower radical of S [2], then L is locally nilpotent. So 
given A , ,..., A, E L, they generate a nilpotent semigroup. It follows by the 
previous corollary that A, ‘. A, = 0, so Lk = 0. Thus the desired result will 
follow if we prove S = L. 
Assume that S #L, then since S is nil we may apply [2, Lemma 31 to 
obtain an infinite sequence A,, A,,... of elements of S with the property 
A, ..,A,,&L for every n>l, but A,A, E L if i > j. Let T be the 
subsemigroup generated by L and A,A,,.... Since L is an ideal in S, the 
elements of T are either in L, or of the form Ai, .t. A,with i, < ... < i,. 
Define Ll for j = 0, 1, 2 ,... as follows: 
L,=L, Lj = Lj- 1 u {Aj) u {Aj T}, . j = 1, 2,.... 
We prove by induction that Lj is a nilpotent ideal in T. This is true for j = 0. 
Assume L,t_, is a nilpotent ideal in T. It is clear that L,TE Lj. We have 
TA, c Lj-, so TL, G Lj-, . This shows that Lj is an ideal in T. We also have 
that Lj’ E TL, G Lj-l and this implies that Lj is nilpotent since Lj-l is 
nilpotent. In particular L: = 0 by the previous corollary. But A, ,..., A, E I,,, 
so A i A, = 0, a contradiction. Hence S = L and the theorem is proved. 
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One may try to consider a stronger property than D, in a similar way to 
what we have done for Nk. The property obtained in this way will be: 
If S c: M,(R), u E Rk, v E kR and for any A E S, 
UA’V = 0 holds for k successive values of r, 
then USkV = 0. 
A simple example shows that this property does not hold if R is a field. We 
take S = (0, e ,2,e,,) and u=e,, v=e:. We obtain that if r > 2 then 
uA’c = 0 for any A E S, but uSkv = USV # 0. 
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