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Abstract
It is shown that the complete linkage clustering of n points in Rd, where d¿ 1 is a constant,
can be computed in optimal O(nlogn) time and linear space, under the L1 and L∞-metrics.
Furthermore, for every other 0xed Lt-metric, it is shown that it can be approximated within an
arbitrarily small constant factor in O(nlogn) time and linear space. c© 2002 Elsevier Science
B.V. All rights reserved.
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1. Introduction
Given a set S of n objects, the complete linkage (c-link) method produces a hierarchy
of clusters as follows. Initially, each object in S constitutes a cluster. Then, as long
as there is more than one cluster, a closest pair of clusters is merged into a single
cluster. The c-link distance of two clusters C and C′, denoted (C; C′), is de0ned as
max{|xy| : x∈C and y∈C′}, where |xy| stands for the distance (dissimilarity) between
objects x and y.
Hierarchical clustering algorithms are of great importance for structuring and inter-
preting data in domains such as biology, medicine, and image processing. Among the
di<erent methods for producing a hierarchy of clusters, the c-link clustering is one of
the most well known, and has thus been used for applications [1].
The obvious algorithm for computing the c-link clustering takes cubic time. Using
priority queues, Day and Edelsbrunner [4] showed that it can be obtained in O(n2 log n)
time. A quadratic-time algorithm was described by Murtagh [12]. Later, KArivBanek [9]
developed a quadratic-time algorithm based on the (a; b)-tree data structure. (These
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three algorithms also work for some other clustering methods.) A quadratic-time algo-
rithm that uses linear space was proposed by Defays [5]; however, it only approximates
the hierarchy since its output depends on a certain insertion order [2]. Parallel algo-
rithms for the c-link clustering have also been developed [8, 11], but asymptotically
the total work was still at least quadratic.
If the input does not need to explicitly contain the distance of each of the quadratic
number of pairs of objects (for example, when the objects correspond to points in
some metric space) then faster algorithms can be found. Recently, we showed that for n
points in the Euclidean plane, the c-link clustering can be computed in O(n log2 n) time
and linear space [7]. In addition, we developed an O(n log n + n log2(1=)) algorithm
for constructing a c-link -approximation. By a c-link -approximation we mean a
hierarchy that can be produced according to the c-link method, except that the following
holds before each merging: if P is the pair of clusters next merged and P′ is a closest
pair of clusters then (P)6(1+) (P′). However, considering only the 2-dimensional
case is too restrictive for real applications. Therefore, the results of this paper are
especially important since, in addition to reducing the time complexity from O(n log2 n)
to O(n log n) for the L1 and L∞-metrics, they hold also for the multi-dimensional case.
(In [7] we used some data structures that are not known to work eJciently in higher
dimensions. In this paper, we dispense with those data structures by making a non-
trivial use of an eJcient data structure for dynamic closest point queries [3]. This
gives, at the same time, a simpli0cation of the methods in [7].)
We assume that the input set S corresponds to n distinct points in d-dimensional real
space, where d¿1 is an integer constant, and that we are given a real constant ¿0 and
a 0xed Lt-metric. We use |xy| to denote the distance between points x=(x1; x2; : : : ; xd)
and y=(y1; y2; : : : ; yd), that is,
|xy| =
(
d∑
i=1
|xi − yi|t
)1=t
:
(Note that the L∞-distance is given by max{|xi−yi|: 16i6d}.) Under these assump-
tions, we show that a c-link -approximation of S can be obtained in O(n log n) time
and O(n) space. Moreover, for t=1 and t=∞, we show that the complete linkage
clustering of S can be computed in optimal O(n log n) time and O(n) space.
The rest of the paper is organized as follows. In the next section, we describe how
c-link distances can be approximated in order to compute a c-link -approximation. In
Section 3, we give a lemma that we use in order to keep track of relevant pairs of
clusters during the merging process. Then, in Section 4 we present the algorithm, and
in Section 5 we make a run time analysis. In Section 6, we note that the algorithm
0ts in the algebraic computation tree model, and we show that it can compute c-link
distances exactly under the L1 and L∞-metrics, thus concluding that it is optimal up
to a constant factor in these two cases. Finally, in Section 7, we make some remarks
concerning other hierarchical clustering methods.
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2. Approximating complete linkage distances
For each cluster we keep track of k points of the cluster where k is a constant
¿2d. These so-called k-extremes are used in order to approximate c-link distances
of pairs of clusters. The k-extremes of a cluster C are determined by a set V of k
d-dimensional vectors, each vector having its tail at the origin (V will be de0ned in
a moment). If v1; v2; : : : ; vk are the vectors in V, then the k-extremes of C consist of
points p1; p2; : : : ; pk such that each pi is an extreme point of C in the direction given
by vector vi; that is, there is no point p in C such that 〈p; vi〉¿〈pi; vi〉, where 〈·; ·〉
denotes the inner product of two vectors. (Note that the k-extremes are not necessarily
distinct and that they are not uniquely de0ned.) To de0ne the set V, let w¿1 be an
integer and let
W = {i=w: i is an integer and − w ¡ i ¡ w}:
Next, de0ne V+i as the set of all possible vectors (x1; x2; : : : ; xd) such that xi =1 and
xj ∈W for every j 
= i. The set V−i is de0ned in the same way except that it consists
of vectors having −1 in position i. Then,
V =
d⋃
i=1
(V+i ∪ V−i ):
So there are k =2d(2w−1)d−1 vectors in V and they are almost evenly spread around
the origin.
To give a more intuitive picture of the k-extremes, let us examine the 3-dimensional
case. Consider the axis-aligned cube centered at the origin such that each of its edges
has length 2. Partition each side of this cube into (2w)2 subsquares. Then the vectors
in V correspond to those vertices of these subsquares that do not lie on an edge of
the cube. Now, consider k planes that come from in0nity and move toward a cluster,
where each plane is orthogonal to a distinct vector in V and comes from the direction
pointed by that vector. For each of these planes, select a point of the cluster such that
the plane hits this point 0rst (if more than one points are hit simultaneously, select one
arbitrarily). Then, the set of all selected points, considering all k planes, constitutes
the k-extremes of the cluster.
We de0ne the k-distance of two clusters C and C′, denoted k(C; C′), as the distance
of two k-extremes, one from C and the other from C′, that are farthest apart (according
to the Lt-metric). It is not hard to realize that for any ¿0 there exists a constant k,
depending on  and d, such that k(P)6(1 + )(P) for any pair P of clusters. In the
remainder of this paper, let k be such a constant. (For the L1 and L∞-metrics, it is
shown in Section 6 that we can de0ne the k-extremes so that k(P)= (P) for any
pair P of clusters.)
When a new cluster C is created by merging a pair P of clusters, we compute the
k-extremes of C by selecting points among the k-extremes of the clusters of P. More
precisely, for each of the k directions, we compare the k-extreme for that direction of
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one of the clusters of P with the k-extreme for that direction of the other cluster of
P, and select one which is most extreme in that direction.
3. Representing clusters
For each cluster we have a what we call leader, which is simply a k-extreme of
the cluster (we could actually choose any point of the cluster). All leaders are stored
in a data structure for dynamic closest pair queries. Henceforth, that data structure
will be referred to as the DCP-structure. The DCP-structure supports the following
three operations: (i) 0nd a closest pair of points, (ii) delete a point, and (iii) insert a
new point. We assume that the DCP-structure uses linear space and makes it possible
to carry out each of these three operations in logarithmic worst-case time (although
logarithmic amortized time per operation would suJce), and that it 0ts in the algebraic
decision tree model of computation. These requirements can be met by using the data
structure of Bespamyatnikh [3].
Initially, each point of the input is inserted into the DCP-structure. Then, each time
a new cluster C is created by merging a pair P of clusters, the leader for one of the
clusters of P is deleted from the DCP-structure, and the leader for the other cluster of
P becomes the leader for C.
As it is described in the next section, our algorithm works in phases where each
phase uses the DCP-structure to 0nd relevant pairs of clusters. The following lemma
states an upper bound for how fast these pairs can be found.
Lemma 3.1. Let S be a set of n points in Rd; let l be a positive real; and let  be an
integer such that for each point of S there are at most −1 other points in S within
distance less than l from it (distances are according to some arbitrary but 3xed
Lt-metric; and d¿1 is an integer constant). Then, if the points of S are stored in the
DCP-structure; the set {(x; y): |xy|¡l and x; y∈ S} can be found in O (d log n)
time; where  denotes the cardinality of the set {(x; y): |xy|¡3l and x; y∈ S}.
Proof. For each point x we have a set Sx where Sx = {x} initially. First we repeat the
following four steps until the condition at Step 2 holds:
1. Find a closest pair (x; y) of points in the DCP-structure.
2. If |xy|¿l=(#Sx + #Sy) then halt.
3. Let Sx equal Sx ∪ Sy.
4. Delete y from the DCP-structure.
After this procedure, let l′ be the distance of a closest pair of points in the DCP-
structure, and consider an arbitrary point x in the DCP-structure. If p1 and pm are
any two points in Sx, then there must exist points p1; p2; : : : ; pm in Sx such that
|pipi+1|6l=#Sx for each i=1; 2; : : : ; m − 1. Hence, |p1pm|¡l. This means that there
are at most  points in Sx, and that l′¿l=(2). Clearly, the above procedure takes
O( log n) time.
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Next, as long as the distance of a closest pair of points in the DCP-structure is ¡3l,
we repeat the following 0ve steps:
(i) Find a closest pair (x; y) of points in the DCP-structure.
(ii) Find every point z in the DCP-structure such that |xz|¡3l.
(iii) For each z found at Step (ii), output every (px; pz) such that px ∈ Sx; pz ∈ Sz, and
|pxpz|¡l.
(iv) Output each pair of points in Sx.
(v) Delete x from the DCP-structure.
This procedure outputs the set {(x; y): |xy|¡l and x; y∈ S}. Therefore, it remains
only to show that it takes O(d log n) time. To do this, we need the following
observation.
Observation 3.2. One iteration of Step (ii) takes O(d log n) time.
Proof. Let h be the d-dimensional axis-aligned cube centered at x such that each of
its edges has length 6l. Clearly, every point z that we are looking for lies in h. To
0nd the points in h, partition h into (12ld=l′)d subcubes with edges of length l′=(2d).
Note that the Lt-diameter of a subcube is at most equal to its L1-diameter, which is
equal to l′=2.
Now, let hi be one of the subcubes, let ci be the point at which hi is centered, and
suppose that there is a point z of the DCP-structure that lies in hi. Then, if we insert ci
into the DCP-structure, (ci; z) becomes the closest pair of points in the DCP-structure.
This is because |ciz|¡l′=2 whereas |zz′|¿l′ for every z′ 
= ci in the DCP-structure.
Hence, we can 0nd all points in h by using one insertion, query, and deletion per
subcube, which takes total O((24d)d log n) time (recall that l′¿l=(2) so the number
of subcubes is ¡(24d)d).
In Step (iii), we can compute the distance from each point in Sx to each point in Sz
for every z found at Step (ii). But, if we in this way compute the distance from a point
in Sx to a point in Sz, then that point in Sz must be within distance ¡4l from x. By
partitioning the cube with edges of length 8l and centered at x into (8d)d subcubes,
each subcube having L1-diameter l, we realize that for each point in Sx we compute
at most (8d)d distances. Consequently, one iteration of Step (iii) takes O(2) time.
We can now conclude that one iteration of Steps (i) through (v) takes O(d log n)
time, and since, we do at most  iterations, the total time used by the algorithm is
O(d log n).
4. The algorithm
Let S be a set of n points in Rd. We compute a c-link -approximation of S in
a sequence p1; p2; : : : of phases. The objective of phase pi is to merge every pair P
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of clusters such that li6k(P)¡2li, where the parameter li is de0ned as follows. At
phase p1; l1 equals the distance of a closest pair of points in S. For i¿1, let l be
the distance of a closest pair of leaders in the DCP-structure immediately after phase
pi−1. So k(P)¿l for every pair P of clusters. Therefore, if l¿2li−1 then we set li
to l, otherwise, we set li to 2li−1.
Using a priority queue and Lemma 3.1, phase pi is rather straightforward to compute.
First, we do the following two operations:
(a) Find each pair of clusters such that the distance of its corresponding pair of leaders
is ¡2li.
(b) Insert each such pair of clusters into a priority queue, initially empty, according
to the k-distance of the pair.
Then, as long as the k-distance of a closest (according to the k-distance) pair of clusters
in the priority queue is ¡2li, repeat the following three steps:
1. Remove a closest pair P of clusters from the priority queue.
2. Merge P into a single cluster CP .
3. For each pair (C; C′) in the priority queue such that C′ is a cluster of P do the
following:
• Remove (C; C′) from the priority queue.
• If k(C; CP)¡2li, then insert (C; CP) into the priority queue.
5. Run time analysis
As our algorithm works, at phases p1; p2; : : : ; pi−1 we do not merge a pair P of
clusters for which k(P)¿2li−1. Hence, at the beginning of pi, there must be at least
one pair of clusters of k-distance 63li. This means that if no merging occurs during
pi, then at least one merging must occur at pi+1. Thus, the total number of phases is
no more than 2n− 2 (the total number of mergings is n− 1).
To proceed with the analysis we need a couple of notations. Let Pi be the set
consisting of every pair of clusters such that the pair exists at some time during phase
pi and the distance of its corresponding pair of leaders is ¡6li. Further, let i denote
the cardinality of Pi. Finally, let  be the smallest integer such that the following holds
at any time during any phase pi: for any leader there are at most  − 1 other leaders
within distance ¡6li from it. (In Lemma 5.1 below we show that  is never greater
than some constant.)
By Lemma 3.1, the operation (a) in Section 4 takes O(di log n) time. Clearly,
(b) takes O(i log i) time. Observe that only a pair in Pi may be considered
at Step 3, and that each pair in Pi is considered at most once at Step 3. So, the
total time for Step 3 is O(i log i). Next, each time we iterate Steps 1 through
3, a pair of clusters is merged into a single cluster. Consequently, the total time
for Steps 1 and 2 is O(m log i), where m denotes the total number of mergings
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performed during pi. We can thus conclude that the total time used by phase pi is
O(di log n+ i log i + m log i).
Now, consider a pair P in Pi. It holds that k(P)¡10li. Therefore, one of the
clusters of P must participate in a merging at one of the phases pi, pi+1, or pi+2. Let
us associate each pair in Pi with the 0rst merging in which one of the clusters of the
pair participate. If we do this for each set Pi, we associate at most 3( − 1) pairs to
each merging. Hence, the total sum of the i’s is O(n), which implies that the total
time used by the algorithm is O(d+1n log(n)).
From the following lemma we can conclude that our algorithm actually runs in
O(n log n) time. (A special case of this lemma handling only the Euclidean plane was
stated but not proved in [7].)
Lemma 5.1. There exists a constant (depending on d and k) greater than .
Proof. Throughout the proof, by a cube we mean a d-dimensional axis-aligned cube.
The proof is by induction on i. The induction hypothesis is as follows: at the beginning
of phase pi (before any clusters are merged) any cube having edges of length li
contains at most "(d + 1)d leaders, where "¿1 is a constant that we specify later.
Recall, at the beginning of p1, each leader corresponds to a single point in the input
point set S, and l1 equals the distance of a closest pair of points in S. It is not hard
to show that any cube having edges of length l1 contains at most (d + 1)d points of
S. Thus the statement is true for i=1. Let h be an arbitrary cube with edges of length
li+1. To complete the proof it suJces to show that h contains at most "(d+1)d leaders
at the beginning of phase pi+1.
From the de0nition of the parameter li it follows that if li+1 
=2li then, at the
beginning of pi+1, the distance of a closest pair of leaders equals li+1. So, similarly as
for i=1, h contains at most (d+1)d leaders in this case. Therefore, in the continuation
we can (and will) assume that li+1 =2li.
From the set of clusters that exist at the beginning of phase pi we extract two
subsets H and H ′ as follows. The set H consists of every cluster that has a k-extreme
in h. The set H ′ consists of every cluster that, at the end of phase pi, is included
in a cluster containing a cluster of H . Note that H ⊆ H ′ and that the clusters in H ′
are merged only with each other during phase pi. We aim to show that suJciently
many mergings of clusters in H ′ occur during phase pi. But 0rst we need some more
de0nitions.
Let h′ be the cube concentric with h and having edges of length 6li. So each cluster
in H ′ has all of its k-extremes in h′. De0ne the triggers as the rd cubes that partition
h′ into subcubes with edges of length 6li=r, where r=6d(1 + (d + 1) log2 6). Now,
consider a cluster with all its k-extremes in h′. For each k-extreme of the cluster we
select the trigger in which it is contained, thus selecting k triggers t1; t2; : : : ; tk . We
say that the cluster is of type %, where % is the unordered k-tuple (t1; t2; : : : ; tk). We
are now in position to set the constant ", namely, " equals the maximum number of
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distinct types of clusters. By standard combinatorics,
" =
(
rd + k − 1
k
)
:
Next, de0ne the k-diameter of a cluster as the distance of its two k-extremes that are
farthest apart. So, if C and C′ are any two clusters produced by our algorithm, the
k-diameter of C ∪ C′ equals k(C; C′).
Observation 5.2. Let C and C′ be two clusters with all their k-extremes in h′ such
that each of them is of type % and has k-diameter less than l. Then the k-diameter
of C ∪ C′ is less than l+ 6lid=r.
Proof. Since C and C′ are of the same type, there are k triggers (not necessarily
distinct) such that each of them contains two k-extremes, one from C and the other
from C′. Let p and p′ be any two k-extremes of C∪C′ such that the distance between
them is maximized. So the k-diameter of C ∪ C′ equals |pp′|. We can assume that
p is a k-extreme of C and p′ is a k-extreme of C′, because |pp′| would otherwise
be ¡l. Let tp be the trigger containing p. As mentioned above, tp also contains a
k-extreme q′ of C′, and we know that |p′q′|¡l. But |pq′| is at most the L1-diameter
of tp, which is equal to 6lid=r. Hence, by triangle inequality, |pp′|¡l+ 6lid=r.
Suppose that there is a subset T of H ′ consisting only of (at least two) clusters that
are of the same type. Let C and C′ be two clusters in T . First we observe that both C
and C′ have k-diameter ¡li, because they were created at some phase before pi. By
Observation 5:2, the k-diameter of C ∪C′ is ¡li +6lid=r. Consequently, during pi, at
least one of C and C′, let us say C, will be merged with a cluster C′′ such that C∪C′′
has k-diameter ¡li +6lid=r (C′′ and C′ might be the same cluster). Thus, we realize
that each cluster in T except at most one will participate in a merging during phase
pi, in such a way that the new clusters resulting from these mergings have k-diameters
¡li + 6lid=r.
In the remainder we only consider the clusters in H ′ and those clusters that are
created during pi by merging two or more clusters of H ′. Let n′ be the number of
clusters in H ′. As indicated in the previous paragraph, at least n′ − " clusters will
participate in a merging during pi, and the new clusters resulting from these mergings
have k-diameters ¡li+6lid=r. The number of clusters that remain after these mergings
is at most (n′ − ")=2 + ". We can repeat the scenario for these clusters. After having
done that we are left with at most (n′ − ")=22 + " clusters, each cluster having k-
diameter ¡li + 2 × 6lid=r. Indeed, we can repeat the scenario as long as we do not
merge two clusters whose union has k-diameter ¿2li (we may assume that there are
after each repetition suJciently many clusters left for the next repetition to work).
Now, if we repeat the scenario j times, we are left with at most
n′ − "
2j
+ " ¡
n′
2j
+ "
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clusters, each cluster having k-diameter less than
li + j · 6lid=r;
which is ¡2li for j= 1+(d+1) log2 6¿(d+1) log2 6. But since h′ can be partitioned
into 6d subcubes with edges of length li, we have by our induction hypothesis that
n′66d"(d + 1)d. Hence, at the end of phase pi, the number of clusters that have a
k-extreme in h is at most
6d"(d+ 1)d
2(d+1) log2 6
+ " =
"(d+ 1)d
6
+ "¡"(d+ 1)d;
which completes the proof.
We can summarize this section by the following theorem.
Theorem 5.3. Let ¿0 be a real constant, and let S be a set of n points in Rd; where
d¿1 is an integer constant. Then, under any 3xed Lt-metric; a c-link -approximation
of S can be computed in O(n log n) time and O(n) space.
6. Under the L1 and L∞-metrics
Under the L∞-metric it is possible to de0ne the k-extremes so that k(P)= (P) for
any pair P of clusters. To see this, consider a cluster and a point x. All points within
L∞-distance 6l from x, for some l¿0, comprise an axis-aligned d-dimensional cube
centered at x such that each of its edges has length 2l. Hence, a point of the cluster
that is farthest away from x must be an extreme point of the cluster in one of the 2d
coordinate directions. Therefore, under the L∞-metric, for every cluster we only need
to keep track of an extreme point of the cluster in each of the 2d coordinate directions.
(This corresponds to the de0nition of k-extremes given in Section 2 if the set V of
vectors is de0ned for w=1.)
A similar observation can be made for the L1-metric. In this case, all points within
L1-distance 6l from x comprise a d-dimensional cross-polytope in which each edge
has length
√
2 l, that is, a regular polytope with d diagonals (a straight-line segment
connecting two vertices of the polytope such that its interior does not intersect the
boundary of the polytope) each diagonal being parallel to one of the coordinate axes.
(In R3 it is a octahedron with diagonals parallel to the coordinate axes.) But this
polytope is bounded by 2d planes. Therefore, under the L1-metric, for every cluster we
only need to keep track of an extreme point of the cluster in each of these 2d directions.
The set V of vectors given in Section 2 has to be de0ned in a slightly di<erent way
in order to correspond to these 2d directions. Namely, in this case we de0ne V so
that it consists of all possible vectors (x1; x2; : : : ; xd) such that each xi ∈{1;−1}. So
the vectors in V correspond to the binary representation of 0; 1; : : : ; d where each 0 is
replaced by −1.
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It is not hard to see that our algorithm can be implemented using only operations
allowed by the algebraic decision tree model. Moreover, by reduction to the static
closest pair problem it is easy to conclude that P(n log n) is a lower bound for the
c-link clustering, even if we restrict ourselves to 1-dimensional space, in the algebraic
decision tree model (see, for example, [13]). Thus, our algorithm is optimal in that
model of computation.
This section is summarized in the following theorem.
Theorem 6.1. Let S be a set of n points in Rd; where d¿1 is an integer constant.
Then; under the L1 and L∞-metrics; the complete linkage clustering of S can be
computed in O(n log n) time and O(n) space; which is optimal in the algebraic decision
tree model.
7. Final remarks
The c-link clustering belongs to a family of clustering methods known as SAHN
methods (sequential, agglomerative, hierarchical, and nonoverlapping). Two other meth-
ods in this family are the centroid [4, 6, 14] and the median [4, 6, 10] method. Given
n points in Rd, these two methods work by repeatedly replacing a closest pair of
points with a single (centroid respectively median) point. Hence, using the DCP-
structure of Bespamyatnikh [3], these two clustering methods can be trivially computed
in O(n log n) time, under any 0xed Lt-metric.
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