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Abstract
We develop superspace techniques to construct general off-shell N ≤ 4 super-
conformal sigma-models in three space-time dimensions. The most general N = 3
and N = 4 superconformal sigma-models are constructed in terms of N = 2 chiral
superfields. Several superspace proofs of the folklore statement that N = 3 super-
symmetry implies N = 4 are presented both in the on-shell and off-shell settings.
We also elaborate on (super)twistor realisations for (super)manifolds on which the
three-dimensional N -extended superconformal groups act transitively and which
include Minkowski space as a subspace.
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1 Introduction
Over the last few years the study of superconformal field theories in three space-time
dimensions has received a renewed interest. The enthusiasm for this topic has been trig-
gered by the works of Bagger-Lambert [1] and Gustavsson [2] who formulated for the
first time a maximally supersymmetric N = 8 Chern-Simons theory. The analysis un-
dertaken in [1, 2] was aimed at developing a description of the world-volume theory of
multiple M2-branes. The same quest has later led to the N = 6, U(N)×U(N) supercon-
formal Chern-Simons theory introduced by Aharony, Bergman, Jafferis and Maldacena
(ABJM) [3], which is conjectured to describe the low-energy dynamics of a system of N
M2-branes. In the context of the AdS/CFT duality, the ABJM theory in the large-N
limit should be dual to the dynamics of M-theory on AdS4×S7/Zk. At present, exten-
sions of the conjectured duality are a popular subject of investigation in the literature.
On the CFT3 side it would be highly desirable to have a formalism in which a maximally
possible amount of supersymmetry is realised off-shell and the superconformal transfor-
mations of the multiplets originate in a simple geometric framework. Such properties are
useful for investigating various dynamical aspects, including quantum computations, and
may be helpful for constructing new nontrivial superconformal field theories. Keeping
this in mind, in the present paper we develop superspace formulations for general N ≤ 4
superconformal nonlinear sigma-models in three dimensions. Our main results concern
the extended cases N = 3 and N = 4.
Rigid superconformal sigma-models in three dimensions have recently been constructed
in component formalism [4] building on earlier works [5, 6, 7, 8, 9, 10]. It was shown, in
particular, that for N ≤ 4 the sigma-model target spaceM is a cone with an appropriate
Sasakian base manifold. Specifically, M is a Riemannian cone for N = 1 [7], a Ka¨hlerian
cone for N = 2 [8], a hyperka¨hler cone for N = 3 [9, 10]. If N = 4, thenM factorises into
a product of two hyperka¨hler cones, one parametrised by hypermultiplets and the other
by twisted hypermultiplets [4, 6]. In the cases N > 4, the superconformal sigma-models
were shown in [4] to have necessarily flat target spaces (symmetric target spaces in the
locally supersymmetric case [6]). Although the approach of [4] is geometric and insightful,
it is intrinsically on-shell. First of all, the superconformal transformations form a closed
algebra only on the mass shell. Secondly, and most importantly, this formalism does not
allow one to generate superconformal sigma-models with N = 3 (which in fact implies
N = 4). Given a hyperka¨hler cone [8, 9], one can immediately write down the associated
nonlinear sigma-model using the results of [4], but not vice versa. The approach of [4]
does not offer sigma-model techniques to generate hyperka¨hler cones. Such techniques
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will be developed in the present paper using the power of superspace model building.
Our approach to construct off-shell superconformal sigma-models in three dimensions
is an extension of the 5D N = 1 and 4D N = 2 superconformal projective multiplets
and their self-couplings [11, 12, 13, 14]. Such multiplets are defined most naturally in
projective superspace [15, 16, 17]. The 4D N=2 projective superspace approach is closely
related to the harmonic one [18, 19], for both of them make use of the isotwistor superspace
R4|8 × CP 1 = R4|8 × S2 introduced for the first time by Rosly [20]. The two approaches
appear to be complementary in many respects although the latter is more general [21].
As regards sigma-model applications, however, the projective superspace formalism turns
out to be more efficient. The point is that sigma-models in harmonic superspace (see [19]
for a review) do not possess a natural decomposition in terms of standard 4D N = 1
superfields, a property that is absolutely essential for various applications. The existence
of such a decomposition is one of the powerful inborn features of the 4D N = 2 multiplets
in projective superspace, both in the non-superconformal [16, 17, 22] and superconformal
[11, 12, 13, 14, 23] cases. Similar conclusions apply in three dimensions.
It should be pointed out that hyperka¨hler cones, which are target spaces for 4D N =
2 [24, 25, 9] and 3D N = 3 superconformal sigma-models, are intimately related to
quaternion Ka¨hler manifolds which are target spaces for 4D N = 2 [26] and 3D N = 3 [6]
locally supersymmetric σ-models. Specifically, there exists a one-to-one correspondence
[27] (see also [28]) between 4n-dimensional quaternion Ka¨hler manifolds and 4(n + 1)-
dimensional hyperka¨hler cones. The superspace techniques presented in this paper provide
a formalism for constructing N = 3 rigid superconformal sigma-models generated by a
Lagrangian of reasonably general functional form. Then, for any choice of the Lagrangian,
the target space metric must be a hyperka¨hler cone. As a result, the superspace techniques
allow us in principle to generate new quaternion Ka¨hler metrics which in general are
difficult to construct.
The 3D N = 3, 4 superconformal sigma-models, which will be constructed in this
paper, can naturally be coupled to conformal supergravity [29], as a generalisation of the
approaches developed for 5D N = 1 [30] and 4D N = 2 [31] supergravity-matter systems.
The literature on 3D supersymmetric field theories is vast and, unfortunately, we are
unable to comment upon many interesting developments. However, we wish to mention
a few classic works on off-shell superspace formulations. A thorough study of N = 1
supersymmetric theories is contained in Superspace [32]. Important results on N = 2
supersymmetric theories appeared in [33]. The N = 3 harmonic superspace approach
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was developed in [34] (it was further reformulated and extended to N = 4 in [35]).1 The
N = 4 projective superspace formalism was developed in [33, 16, 17]. We should also
mention early papers on 3D N ≤ 4 Chern-Simons gauge theories in superspace [37, 34].
This paper is organised as follows. We start by describing (super)twistor realisations
for (super)manifolds on which the three-dimensional N -extended superconformal groups
act transitively and which include Minkowski space as a subspace.2 In section 2 we
consider the non-supersymmetric case N = 0 and discuss in detail the structure of com-
pactified Minkowski space. In section 3 we introduce compactified N -extended Minkowski
superspace. Its harmonic/projective generalisations are presented in section 4. Section
5 is devoted to a thorough analysis of N -extended superconformal Killing vectors, and
the special cases N ≤ 4 are discussed in much detail. In section 6 we construct general
off-shell N = 1 and N = 2 superconformal sigma-models. In sections 7 and 8 we derive
off-shell N = 3 and N = 4 superconformal sigma-models formulated in terms of weight-
one polar supermultiplets in projective superspace. Section 9 provides several proofs of
the statement that N = 3 supersymmetry implies N = 4. In section 10 we construct the
most general N = 3 and N = 4 superconformal sigma-models realised in terms of N = 2
chiral superfields. Concluding comments and discussion are given in section 11. We have
also included three technical appendices. Our 3D notation and conventions are collated in
Appendix A. Appendix B provides a supermatrix realisation for the N -extended super-
Poincare´ group and Minkowski superspace. Finally, Appendix C describes the N = 2
reduction for N = 3 and N = 4 superconformal Killing vectors.
2 Compactified Minkowski space
As is known, the conformal group in d dimensions does not act globally on Minkowski
space Md ≡ Rd−1,1. However, its action is well-defined on a compactified version of
Minkowski space Md := (Sd−1 × S1)/Z2. In this section we present a twistor realisation
for M3 which can be naturally generalised to superspace. The realisation given below can
be compared with the twistor construction of M4 [39, 40, 41, 42, 43] (see [11] for a recent
review).
1An interesting application of the 3D N = 3 harmonic superspace is the recent formulation of the
ABJM theory given in [36].
2Such (super)manifolds have been discussed by Howe and Leeming [38] in a purely algebraic setting.
Our approach elaborates on quite interesting geometric aspects that did not appear in [38].
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2.1 Twistor construction
Consider a symplectic four-dimensional real vector space. It can be identified with R4
equipped with a skew-symmetric inner product:
〈Ψ|Φ〉J := ΨTJ Φ ≡ ΨαˆJ αˆβˆΦβˆ = −〈Φ|Ψ〉J , J =
(
J αˆβˆ
)
=
(
0 12
−12 0
)
, (2.1)
for any vectors Ψ,Φ ∈ R4. By construction, this inner product is invariant under the
group Sp(2,R). The vectors Ψ,Φ ∈ R4 will be called twistors.3
The elements of the group4 Sp(2,R) will be represented by 4× 4 block matrices
g =
(
gαˆ
βˆ
)
=
(
A B
C D
)
∈ SL(4,R) , gT J g = J , (2.2)
where A,B, C and D are 2×2 matrices. The symplectic group Sp(2,R) is the 2–1 covering
of the conformal group in three dimensions, SO0(3, 2). The group Sp(2,R) is generated
by its elements of the following three types:
Type 1 : h(A) :=
(
A 0
0 (A−1)T
)
, A ∈ GL(2,R) ; (2.3a)
Type 2 : s(C) :=
(
12 0
C 12
)
, CT = C ∈ Mat(2,R) ; (2.3b)
Type 3 : J . (2.3c)
The proof of this result is left to the reader as an instructive exercise.
A Lagrangian subspace is defined to be a maximal isotropic vector subspace of R4. Such
a subspace is necessarily two-dimensional. We denote by M3 the space of all Lagrangian
subspaces of R4. The group Sp(2,R) proves to act transitively on the compact space M3
which can be realised as
M
3 = U(2)/O(2) , (2.4)
see, e.g., [44] for technical details. This homogeneous space with the transformation group
Sp(2,R) is called the compactified Minkowski space.
3In four space-time dimensions, twistors are necessarily complex, see e.g. [40, 43].
4The group Sp(2,R) should not be confused with its compact sister Sp(2) := Sp(2,C)
⋂
U(4). Some-
times, the group Sp(2,R) is denoted Sp(4,R), and similarly for its complexified version.
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Let L ∈ M3 be a Lagrangian subspace. It is generated by two linearly independent
twistors T µ, with µ = 1, 2, such that
〈T 1|T 2〉J = 0 . (2.5)
Obviously, the basis chosen, {T µ}, is defined only modulo the equivalence relation
{T µ} ∼ {T˜ µ} , T˜ µ = T ν Rνµ , R ∈ GL(2,R) . (2.6)
Equivalently, we can think of the space M3 as consisting of rank-two 4× 2 real matrices
(T 1 T 2) =
(
F
G
)
, FTG = GT F , (2.7)
where the 2× 2 matrices F and G are defined modulo the equivalence relation(
F
G
)
∼
(
F R
GR
)
, R ∈ GL(2,R) . (2.8)
An open dense subset M3 of M3 consists of those Lagrangian subspaces which are
described by 4× 2 matrices of the form:(
F
G
)
, detF 6= 0 . (2.9)
In accordance with the equivalence relation (2.8), we then have(
F
G
)
∼
(
12
−x
)
, xT = x ∈ Mat(2,R) . (2.10)
The subset M3 can naturally be identified with Minkowski space R2,1, as demonstrated
in Appendix B. In what follows, we will not distinguish between M3 and R2,1.
2.2 The conformal infinity of Minkowski space
Let us analyse the structure of the boundary of Minkowski space in M3, that is
∂M3 = M3 \M3 . (2.11)
For any point from ∂M3, the 2 × 2 block F is singular, detF = 0. Because of the
equivalence relation (2.8), we can always choose
F =
(
f1 0
f2 0
)
, (2.12)
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for some two-vector ~f ∈ R2. There are two different cases to consider: (i) ~f = 0; and
(ii) ~f 6= 0. In the case that ~f = 0, we have detG 6= 0, and thus for the corresponding
Lagrangian subspace (
0
G
)
∼
(
0
12
)
. (2.13)
As a result, the case (i) leads to a single point in ∂M3. The case (ii) is more interesting.
Making use of the equivalence relation (2.8), we can normalise ~f by
~f · ~f = 1 . (2.14)
We still can change the sign of the vector, ~f → −~f , which amounts to residual Z2-freedom
in the choice of ~f . For the matrix
G =
(
u1 g1
u2 g2
)
, ~g 6= 0 , (2.15)
the isotropy condition (2.7) gives
~f · ~g = 0 . (2.16)
Making use of the equivalence relation (2.8), we can impose the normalisation condition
~g · ~g = 1 . (2.17)
Moreover, the same equivalence relation still allows us to choose the direction of ~g such
that the set {~f,~g} is an orthonormal basis of standard orientation in R2. In other words,
the vector ~g is uniquely determined by the choice of ~f . With the vectors {~f,~g} having
been fixed, the freedom (2.8) still allows to perform transformations
~u→ ~u+ c~g , c ∈ R . (2.18)
Thus, we can make ~u to be a multiple of ~f . We conclude that any Lagrangian subspace
from the boundary (2.11) looks like
(
F
G
)
∼


f1 0
f2 0
λf1 g1
λf2 g2

 , λ ∈ R , (2.19)
where the two-vectors ~f and ~g form a standard orthonormal frame in R2. The space
of two-frames {~f,~g} is topologically S1. On the other hand, in the limit λ → ±∞ the
Lagrangian subspace (2.19) can be seen to turn into that defined in the case (i) above. as
a result, we see that the boundary (2.11) is topologically
M
3 \M3 = (S1 × S1)/Z2 . (2.20)
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2.3 The conformal algebra
This subsection describes a useful matrix realisation of the conformal algebra sp(2,R) ∼=
so(3, 2). In what follows we will use the following notation:
γa := (γa)α
β , γˆa := (γa)
αβ = γˆTa , γˇa := (γa)αβ = γˇ
T
a . (2.21)
Defining also ε = (εαβ), the gamma-matrices are characterised by the property
γTa = −ε γa ε−1 . (2.22)
Introduce 4× 4 matrices ΓA, with A = a, 3, 4, of the form:
Γa =
(
γa 0
0 (γa)
T
)
, Γ3 =
(
0 ε−1
ε 0
)
, Γ4 =
(
0 − ε−1
ε 0
)
. (2.23)
They obey the anti-commutation relations
{ΓA,ΓB} = 2ηAB14 , ηAB = diag (−+++−) . (2.24)
Clearly, the matrices ΓA constitute a Majorana representation of the gamma-matrices for
pseudo-Euclidean space R3,2. One easily checks that
ΓTA = J ΓA J
−1 , (2.25)
with J = Γ0Γ4 the symplectic matrix (2.1).
As follows from (2.24), the matrices
ΣAB :=
1
4
[
ΓA,ΓB
]
(2.26)
form the spinor representation of so(3, 2). It also follows from (2.25) that ΣAB obey the
relations
ΣTAB J + J ΣAB = 0 , (2.27)
and therefore they form a basis of sp(2,R). That is, for any ω ∈ sp(2,R), such that
ωT J + J ω = 0, we have
ω =
1
2
ωABΣAB , ω
AB = −ωBA ∈ R . (2.28)
The above consideration immediately leads to the famous result sp(2,R) ∼= so(3, 2).
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Given an arbitrary element ω ∈ sp(2,R), it can be represented as
ω =
(
λα
β − 1
2
fδα
β bαβ
−aαβ −λαβ + 12fδαβ
)
≡
(
λ− 1
2
f12 bˇ
−aˆ −λT + 1
2
f12
)
∈ sp(2,R) ,
λα
α = 0 , aαβ = aβα , bαβ = bβα . (2.29)
Associated with J is the following automorphism of the conformal algebra:
J
(
λ− 1
2
f12 bˇ
−aˆ −λT + 1
2
f12
)
J−1 =
(−λT + 1
2
f12 aˆ
−bˇ λ− 1
2
f12
)
. (2.30)
2.4 Compactified Minkowski space a` la Dirac
Let L be a Lagrangian subspace of R4 generated by two linearly independent twistors
T 1 and T 2. It follows from (2.25) that
〈T µ|ΓA|T ν〉J = −〈T ν |ΓA|T µ〉J . (2.31)
Applying the equivalence transformation (2.6) to 〈T µ|ΓA|T ν〉J gives
〈T˜ µ|ΓA|T˜ ν〉J = detR 〈T µ|ΓA|T ν〉J . (2.32)
As follows from the identity
(J ΓA)αˆβˆ(J ΓA)
γˆδˆ = −J αˆβˆJ γˆδˆ + 2(J αˆγˆJ βˆδˆ − J αˆδˆJ βˆγˆ) , (2.33)
the five-vector
XA := 〈T 1|ΓA|T 2〉J (2.34)
belongs to the cone C in R3,2 defined by
ηABX
AXB = 0 . (2.35)
It is an instructive exercise to demonstrate that any null vector XA ∈ C can be represented
in the form (2.34), for some null twistors T 1 and T 2 which generate a Lagrangian subspace
of R4.
It follows from the above consideration that the five-vector (2.34) is defined modulo
the equivalence relation
XA ∼ λXA , λ ∈ R− {0} (2.36)
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which identifies all points on a straight line in R3,2. The space of all straight lines through
the origin of the cone C in R3,2, eq. (2.35), is known as Dirac’s conformal space5 [45]
(although it had been introduced a decade earlier by Weyl [46]) which is topologically
(S2 × S1)/Z2. We conclude that M3 can be identified with Dirac’s conformal space,
M
3 = (S2 × S1)/Z2 . (2.37)
3 Compactified Minkowski superspace
In this section we generalise the construction of 3D compactified Minkowski space
to N -extended superspace. Our presentation will be similar in spirit to that given in
[11] for the case of four space-time dimensions. In its turn, the work of [11] built on
Manin’s approach to the 4D N -extended superconformal symmetry [47] in conjunction
with Ferber’s concept of supertwistors [48].
3.1 The superconformal group
Associated with the symplectic super-metric
J =
(
J 0
0 i1N
)
(3.1)
is the symmetric purely imaginary quadratic form
ΣsT JΣ = ζTJζ + i yTy , (3.2)
which is defined on the superspace RN|4 parametrised by 4 anticommuting real variables
ζ and N commuting real variables y,
Σ =
(
ζ
y
)
, ΣsT =
(
ζT , yT
)
= ΣT , ǫ(ζ) = 1 , ǫ(y) = 0 . (3.3)
Here and in what follows ǫ(s) denotes the Grassmann parity of a supernumber s. Any
element Σ ∈ RN|4 of the form (3.3) will be called an odd real supertwistor. Given a linear
transformation
z → z′ = g z , g =
(
A B
C D
)
, (3.4)
5In [45] Dirac credited Oswald Veblen with the general theory of conformal space.
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it leaves the quadratic form (3.2) invariant if the supermatrix g obeys the equation
gsTJ g = J , gsT =
(
AT −CT
BT DT
)
. (3.5)
Such supermatrices form the supergroup OSp(N|2,R) which is the N -extended supercon-
formal group in three space-time dimensions. The even matrices A,D and the odd matrix
B in (3.4) have real matrix elements, while the odd matrix C has purely imaginary matrix
elements. Supermatrices g of this type will be called real.
The quadratic form (3.2) can naturally be extended to the symmetric inner product
on RN|4 defined by
〈Σ|Ξ〉J := ΣsTJΞ = 〈Ξ|Σ〉J , (3.6)
with Σ and Ξ being arbitrary odd supertwistors. This inner product is obviously invariant
under the action of OSp(N|2,R).
The superconformal algebra osp(N|2,R) consists of real supermatrices obeying the
master equation
ωsTJ+ Jω = 0 . (3.7)
The general solution of this equation is
ω =


λ− 1
2
f12 bˇ
√
2ηT
−aˆ −λT + 1
2
f12 −
√
2ǫT
i
√
2 ǫ i
√
2 η r


≡


λα
β − 1
2
fδα
β bαβ
√
2ηαJ
−aαβ −λαβ + 12fδαβ −
√
2ǫαJ
i
√
2 ǫI
β i
√
2 ηIβ rIJ

 , I, J = 1, . . . ,N (3.8)
λα
α = 0 , aαβ = aβα , bαβ = bβα , rIJ = −rJI .
The bosonic parameters λα
β, f , aαβ , b
αβ and rIJ , as well as the fermionic parameters
ǫαI ≡ ǫIα and ηαI ≡ ηIα in (3.8) are real.
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3.2 Compactified Minkowski superspace
The superconformal group OSp(N|2,R) naturally acts on R4|N parametrised by ele-
ments of the form:
S =


fα
gα
iϕI

 , ǫ(fα) = ǫ(gα) = 0 , ǫ(ϕI) = 1 , (3.9)
with the components fα and g
α being real commuting, and ϕI real anticommuting. This
action preserves the inner product on R4|N defined by
〈S|T 〉J := SsTJT = −〈T |S〉J , SsT =
(
fα , g
α ,− iϕI
)
, (3.10)
with the super-metric J defined in (3.1). Any element S ∈ R4|N is called an even real
supertwistor.
By analogy with the non-supersymmetric case, we define a Lagrangian subspace of R4|N
to be its maximal isotropic subspace. We denote by M3|2N the space of all Lagrangian
subspaces of R4|N . Given such a subspace, it is generated by two supertwistors T µ such
that (i) the bodies of T 1 and T 2 are linearly independent; (ii) they obey the null condition
〈T 1|T 2〉J = 0 ; (3.11)
(iii) they are defined only modulo the equivalence relation
{T µ} ∼ {T˜ µ} , T˜ µ = T ν Rνµ , R ∈ GL(2,R) . (3.12)
Equivalently, the space M3|2N consists of rank-two supermatrices of the form
(
T 1 T 2
)
=


F
G
i Υ

 , GTF = FTG+ iΥTΥ , (3.13)
which are defined modulo the equivalence relation

F
G
i Υ

 ∼


F R
GR
i ΥR

 , R ∈ GL(2,R) . (3.14)
Here F and G are 2× 2 real bosonic matrices, and Υ is a N × 2 real fermionic matrix.
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A dense open subset M3|2N of M3|2N consists of those Lagrangian subspaces which are
described by supermatrices (3.13) under the condition
detF 6= 0 . (3.15)
Using the equivalence relation (3.14), such a supermatrix can be brought to the following
canonical form:
(
T 1 T 2
)
=

 FG
i Υ

 ∼

 δα
β
−xαβ + i
2
εαβθ2
i
√
2 θI
β

 , xαβ = xβα , θ2 := θαI θαI . (3.16)
Here the bosonic xαβ and fermionic θαI ≡ θIα parameters are real. Therefore, the subset
M3|2N ⊂M3|2N defined by eq. (3.15) can be identified with R3|2N .
Given a group element g ∈ OSp(N|2,R), its (local) action on the points of M3|2N can
be derived by the rule
g


12
−x(−)
i
√
2 θ

 =


12
−x′(−)
i
√
2 θ′

R(g; x, θ) , R(g; x, θ) ∈ GL(2,R) (3.17)
where we have denoted
x(−) := xˆ− i
2
ε θ2 =
(
xαβ − i
2
εαβθ2
)
, θ :=
(
θI
β
)
. (3.18)
In the case of an infinitesimal superconformal transformation (3.8), from (3.17) we derive
δx(−) = aˆ− λTx(−) − x(−)λ+ f x(−) + x(−)bˇ x(−) + 2i ǫTθ − 2i x(−)ηTθ , (3.19a)
δθ = ǫ− θ λ+ 1
2
f θ + r θ + θ bˇ x(−) − 2i θ ηTθ . (3.19b)
These relations can be rewritten as
δxm = ξm + i ξαI (γ
m)αβθ
β
I , δθ
α
I = ξ
α
I , (3.20)
where ξm(x, θ) and ξαI (x, θ) are the components of a superconformal Killing vector field.
These objects will be studied in section 5.
4 Compactified harmonic/projective superspaces
We wish to construct new homogeneous spaces, M3|2N × XNm , of the superconformal
group OSp(N|2,R) that include M3|2N as a submanifold, for any integer m ≤ [N /2]6.
6As usual, we denote by [N/2] the integer part of N/2.
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Our approach will be analogous to the four-dimensional construction of [11] which built
on earlier works [49, 50, 51].
4.1 Projective realisation
Along with the two linearly independent even real supertwistors T 1 and T 2 under the
null condition (3.11), we also consider m odd complex supertwistors Σi, with i = 1, . . . , m,
such that (i) the bodies of Σi are linearly independent; (ii) any linear combination of the
supertwistors T µ and Σi is null, that is
〈T µ|T ν〉J = 〈T µ|Σj〉J = 〈Σi|Σj〉J = 0 . (4.1)
The supertwistors T µ and Σi are assumed to be defined modulo the equivalence relation
(T µ,Σi) ∼ (T ν ,Σj)
(
Rν
µ Bν
i
0 Dj
i
)
,
(
R B
0 D
)
∈ GL(2|m,C) , R ∈ GL(2,R) . (4.2)
We emphasise that both the fermionic Bν
i and bosonic Dj
i matrix elements are complex.
The space M3|2N × XNm is defined to consist of the equivalence classes associated with all
possible (T µ,Σi) under the above conditions.
There are several important comments to be made. Firstly, the invariant inner product
〈 , 〉J possesses the following symmetry property
〈T 1|T 2〉J = −(−1)ǫ1ǫ2〈T 2|T 1〉J , (4.3)
where ǫi denotes the Grassmann parity of T i. Secondly, associated with the odd super-
twistors Σi are their complex conjugates Σ¯
i
which possess analogous properties
〈T µ|Σ¯j〉J = 〈Σ¯i|Σ¯j〉J = 0 . (4.4)
One can also see that the 2m supertwistors Σi and Σ¯
j
are linearly independent,
det 〈Σi|Σ¯j〉J 6= 0 . (4.5)
We are mostly interested in the dense open subset M3|2N × XNm of M3|2N × XNm . For
its points, the even supertwistors T µ can be chosen as in (3.16). Making use of the null
conditions (4.1) and the equivalence relation (4.2), it is not difficult to show that the
points of M3|2N × XNm can be parametrised by supermatrices of the form:
(
T 1 T 2
) ∼


δα
β
−xαβ + i
2
εαβθ2
i
√
2 θI
β

 , (Σ1 · · ·Σm) ∼


0
−√2θαKZKj
ZI
j

 . (4.6)
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Here them complex vectors Zj = (ZI
j) ∈ CN−{0} are required to be linearly independent
and subject to the null conditions
Zj · Zk := ZIjZIk = 0 , ∀j, k = 1, . . . , m (4.7)
and are defined modulo the equivalence relation
ZI
j ∼ ZIkDkj , D = (Dkj) ∈ GL(m,C) . (4.8)
The complex N -vectors Zj can be represented as a superposition of their real and imag-
inary parts, Zj = 1√
2
(Xj + i Y j). Then, the null conditions (4.7) take the form:
Xj ·Xk = Y j · Y k , Xj · Y k = −Xk · Y j , ∀j, k = 1, . . . , m . (4.9)
4.2 Harmonic realisation
We would like to describe an alternative realisation of the space M3|2N × XNm . It
differs from the projective realisation considered above, but is equivalent to it. Along
with the two linearly independent even real supertwistors T 1 and T 2 and the m odd
complex supertwistors Σi under the null conditions (4.1), we also consider N −m ≥ m
odd complex supertwistors ΥI , with I = 1, . . . ,N − m, such that (i) the bodies of Σi
and ΥI form a basis for CN ; (ii) the odd supertwistors ΥI are orthogonal to the even
supertwisors,
〈T µ|ΥJ〉J = 0 . (4.10)
The set of 2 + N supertwistors T µ, Σi and ΥI is assumed to be defined modulo the
equivalence relation:
(T µ,Σi,ΥI) ∼ (T ν ,Σj ,ΥJ)


Rν
µ Bν
i Cν
I
0 Dj
i Ej
I
0 0 FJ
I

 . (4.11a)
Here the (2 +N )× (2 +N ) supermatrix on the right is chosen such that


R B C
0 D E
0 0 F

 ∈ GL(2|N ,C) , R ∈ GL(2,R) (4.11b)
16
but otherwise it is arbitrary. It is not difficult to show that the space M3|2N × XNm can
be identified with the space of equivalence classes associated with all possible triplets
(T µ,Σi,ΥI) under the above conditions.
We consider the Minkowski patch and choose the isotwistors T µ and Σi as in (4.6).
The equivalence relation (4.11a) allows us to choose the N −m odd supertwistors ΥI in
the form:
(
Υ1 · · ·ΥN−m) ∼

 0−√2θαKWKJ
WI
J

 , (4.12)
for some complex N -vectors W J = (WIJ). By construction, the set of m vectors Zj in
(4.6) and the set of N −m vectors W J must form a basis for CN . The former is defined
modulo the equivalence relation (4.8). Similarly, the latter is defined modulo the following
equivalence relation
WI
J ∼ ZIk EkJ +WIK FKJ , EkJ ∈ C , (FKJ) ∈ GL(N −m,C) . (4.13)
On an open subset of the space (4.7), the equivalence relation (4.8) can be used to choose
(ZI
j) =
(
1m
ζ
)
, (4.14)
where ζ is a complex (N −m)×m matrix obeying the equation
ζTζ = −1N−m . (4.15)
After that, the E-gauge freedom (4.13) allows us to choose
(WI
J) =
(
0
ω
)
, ω ∈ GL(N −m,C) . (4.16)
Finally, the F -gauge freedom (4.13) allows us to choose
(WI
J) =
(
0
1N−m
)
. (4.17)
We see that the N −m odd supertwistors ΥI do not add any new degrees of freedom.
Up to an equivalence transformation, we can always choose W I to consist of two
subsets W I = {Z¯ i, Rα}, where Z¯ i is the complex conjugate of Z i, while 2m vectors Rα
are real and orthogonal to Z i and Z¯ i,
Z i · Rα = Z¯ i ·Rα = 0 , i = 1, . . . , m , α = 1, . . .N − 2m . (4.18)
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Using the freedom to perform equivalence transformations (4.8), we can bring the Hermi-
tian nonsingular matrix Z¯ i · Zj to the form
Z¯ i · Zj = δij . (4.19)
If the null N -vectors Z i are represented as a sum of their real and imaginary parts,
Z i = 1√
2
(X i + i Y i), then eq. (4.19) is equivalent to
X i ·Xj = Y i · Y j = δij , X i · Y j = 0 ∀i, j = 1, . . . , m . (4.20)
Using the freedom to perform equivalence transformations (4.8), we can also choose the
real vector Rα to form an orthonormal set,
Rα · Rβ = δαβ . (4.21)
Now, the N vectors {X i, Y j, Rα} generate a group element g := (XI i, YIj , RIα) ∈ SO(N ).
4.3 Some special cases
For N > 2 and m = 1 the internal manifold XN1 proves to be a symmetric space,
X
N
1 = SO(N )/SO(N − 2)× SO(2) , N > 2 . (4.22)
In the N = 2 case, the space X21 reduces to just two points, Z(+)I = (1/
√
2)(1,+i)
and Z
(−)
I = (1/
√
2)(1,−i), which can be seen to correspond to the chiral and antichiral
subspaces of M3|4.
In the case N = 3 and m = 1, to solve the null condition ZIZI = 0, it is useful to
replace the SO(3) index of ZI by a pair of isospinor ones,
ZI → Zij := i√
2
(~Z · ~σ)ij ≡ ZI(τI)ij , Zii = 0 , (4.23)
with ~σ the Pauli matrices. Then, the null condition ZIZI = 0 is solved by
Z ij = vi vj , vi ∈ C2 \ {0} . (4.24)
The equivalence relation (4.8) turns into
vi → λ vi , λ ∈ C− {0} (4.25)
and thus the internal space X31 is CP
1.
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In the case N = 4 and m = 1, to solve the null condition ZIZI = 0, it is useful to
replace the SO(4) ∼= (SUL(2) × SUR(2))/Z2 index of ZI by a pair of different isospinor
ones corresponding to the groups SUL(2) and SUR(2),
ZI → Zik¯ := i√
2
(~Z · ~σ)ik¯ + 1√
2
Z4δi
k¯ ≡ ZI(τI)ik¯ . (4.26)
Then, the null condition ZIZI = 0 is solved by
Z ik¯ = viL v
k¯
R (4.27)
for two non-zero isospinors viL and v
k¯
R transforming under the groups SUL(2) and SUR(2)
respectively. The equivalence relation (4.8) turns into
viL → λµ viL , vk¯R →
λ
µ
vk¯R , λ, µ ∈ C \ {0} . (4.28)
We conclude that X41 = CP
1 × CP 1.
In conclusion, consider the case N = 4 and m = 2. We have to deal with two linearly
independent four-vector Z± ∈ C4 obeying the null conditions
Z+ · Z+ = Z− · Z− = Z+ · Z− = 0 . (4.29)
A general solution to these conditions proves to be a sum of two partial solutions:
Z ik¯± = w
i
± v
k¯
R ,
(
wi+ w
i
−
) ∈ GL(2,C) , vk¯R ∈ C2 \ {0} ; (4.30a)
Z ik¯± = v
i
L w
k¯
± ,
(
wk¯+ w
k¯
−
) ∈ GL(2,C) , viL ∈ C2 \ {0} . (4.30b)
For the family of first solutions, eq. (4.30a), the gauge freedom (4.8) can be used to choose
(
wi+ w
i
−
)
= 12 . (4.31)
After that we are still left with a residual gauge freedom of the form:
vk¯R ∼ λ vk¯R , λ ∈ C \ {0} . (4.32)
Therefore, the internal space in this case is CP 1. The same consideration applies to the
family of solutions (4.30b). We conclude that X42 = CP
1
⋃
CP 1.
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5 Superconformal Killing vector fields
For various studies of four-dimensional N = 1 superconformal field theories in su-
perspace, the concept of superconformal Killing vectors [52, 53, 54, 55] has been shown
to be indispensable, see e.g. [56, 57]. This concept has been generalised to N -extended
superconformal symmetry in three [58], four [51, 59] and six [60] dimensions. The five-
dimensional case has been worked out in [11]. Here we elaborate on the salient properties
of the 3D N -extended superconformal Killing vectors in a form that is more close in spirit
to the presentation given in [11].
5.1 N-extended superconformal Killing vector fields
Consider the 3DN -extended Minkowski superspaceM3|2N parametrised by real bosonic
and fermionic coordinates zA = (xa, θαI ), where I = 1, . . . ,N . We recall that the spinor
covariant derivatives DIα obey the anticommutation relations{
DIα, D
J
β
}
= 2i δIJ(γm)αβ ∂m . (5.1)
Superconformal transformations, zA → zA + δzA = zA + ξA(z), are generated by super-
conformal Killing vectors. By definition, a superconformal Killing vector
ξ = ξa(z) ∂a + ξ
α
I (z)D
I
α (5.2)
is a real vector field obeying the condition
[ξ,DIα] ∝ DJβ (5.3)
which is equivalent to
DIαξ
b = 2i δIJ(γb)αβξ
β
J . (5.4)
Using this condition, it is a short calculation to show that ξa(x, θ) is an ordinary conformal
Killing vector (parametrically depending on θ)
∂aξb + ∂bξa =
2
3
ηab∂cξ
c . (5.5)
An important implication of (5.4) is
∂(αβ ξ
I
γ) = 0 . (5.6)
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Direct calculations give
[ξ,DIα] = −(DIαξβJ )DJβ = ωαβ(z)DIβ + ΛIJ(z)DJα −
1
2
σ(z)DIα , (5.7)
where we have defined
ωαβ := − 1N D
J
(αξ
J
β) = −
1
4
∂γ (αξβ)γ , (5.8a)
ΛIJ := −2D[Iα ξJ ]α , (5.8b)
σ :=
1
N D
I
αξ
α
I =
1
3
∂aξ
a . (5.8c)
Here the parameters ωαβ = ωβα, Λ
IJ = −ΛJI and σ correspond to z-dependent Lorentz,
SO(N ) and scale transformations. These transformation parameters are related to each
other as follows:
DIαωβγ = εα(βD
I
γ)σ , (5.9a)
DIαΛ
JK = −2δI[JDK]α σ . (5.9b)
Making use of (5.8a) gives
∂αβωαβ = 0 . (5.10)
In conjunction with (5.9a), this identity implies that
DαIDIασ = 0 . (no sum in I) (5.11)
5.2 N = 1 superconformal Killing vector fields
In this subsection, we specialise the above results to the case N = 1.
The N = 1 superconformal Killing vectors
ξ = ξa∂a + ξ
αDα (5.12)
are characterised by the property
[ξ,Dα] = ωα
βDβ − 1
2
σDα , (5.13)
where the z-dependent parameters of Lorentz (ωαβ) and scale (σ) transformations are
ωαβ := −D(αξβ) = −1
4
∂γ (αξβ)γ , (5.14a)
σ := Dαξ
α =
1
3
∂aξ
a . (5.14b)
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These parameters are related to each other by the relation
Dαωβγ = εα(βDγ)σ , (5.15)
which implies
D2σ = 0 . (5.16)
5.3 N = 2 superconformal Killing vector fields
In the N = 2 case, it is useful to introduce a new basis for the spinor covariant
derivatives. Instead of the covariant derivatives DIα, with I = 1, 2, we introduce new
operators Dα and D¯α defined as
Dα =
1√
2
(D1α − iD2α) , D¯α = −
1√
2
(D1α + iD
2
α) . (5.17)
They have definite U(1) charges with respect to the group SO(2) ∈ OSp(2|2,R) and satisfy
the anticommutation relations
{Dα, D¯β} = −2i ∂αβ , {Dα,Dβ} = {D¯α, D¯β} = 0 . (5.18)
The superconformal Killing vector, ξ = ξa∂a + ξ
α
ID
I
α, takes the form
ξ = ξa∂a + ξ
α
Dα + ξ¯αD¯
α , (5.19)
where the spinor ξα and its complex conjugate ξ¯α are defined by
ξα =
1√
2
(ξα
1
+ iξα
2
) , ξ¯α =
1√
2
(ξα
1
− iξα
2
) . (5.20)
It is easy to see that ξα is chiral,
D¯βξ
α = 0 . (5.21)
Our next task is to express the parameters (5.8a), (5.8b) and (5.8c) in terms of ξα and
its conjugate. Direct calculations give7
ωαβ = −D(αξβ) = D¯(αξ¯β) = −1
4
∂γ (αξβ)γ , (5.22a)
ΛIJ = εIJΛ , Λ =
i
4
(
Dγξ
γ + D¯γ ξ¯
γ
)
, (5.22b)
σ =
1
2
(
Dγξ
γ − D¯γ ξ¯γ
)
=
1
3
∂aξ
a . (5.22c)
7Here the antisymmetric tensor εIJ is defined by ε12 = 1.
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If we define
σ := σ + iΛ , σ =
1
2
(σ + σ¯) , (5.23)
then eq. (5.9b) is equivalent to the fact that σ is chiral,
D¯ασ = 0 . (5.24)
It follows from eq. (5.11) that
D
2σ = 0 . (5.25)
Finally, the master relation (5.7) turns into
[ξ,Dα] = ωα
β
Dβ +
1
4
(
σ − 3σ¯
)
Dα . (5.26)
5.4 N = 3 superconformal Killing vector fields
As follows from eq. (5.8c), the case N = 3 is special in the sense that the supercon-
formal transformations preserve the volume, d3x d6θ, of Minkowski superspace M3|6
(−1)ADAξA = 0 , DA := (∂a, DIα) . (5.27)
This is similar to the four-dimensional N = 2 case, see e.g. [12].
It is useful to convert each SO(3) vector index into a pair of two isospinor ones by
the rule (4.23). The isospinor indices will be raised and lowered using the antisymmetric
SU(2) invariant tensor εij and ε
ij (normalised as ε12 = ε21 = 1). The rules for raising and
lowering the isospinor indices are
ψi = εijψj , ψi = εijψ
j . (5.28)
In particular, associated with the matrices (τ)i
j , eq. (4.23), are the symmetric matrices
(τI)ij = (τI)ji and (τI)
ij = (τI)
ji which are related to each other by complex conjugation:
(τI)ij = (τI)
ij . (5.29)
If AI and BI are SO(3) vectors and Aij and Bij the associated symmetric isotensors, then
the dot-product reads as
A · B := AIBI = AijBij . (5.30)
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Given an antisymmetric second-rank SO(3) tensor, ΛIJ = −ΛJI , its counterpart with
isospinor indices Λijkl = −Λklij = ΛIJ(τI)ij(τJ)kl can be decomposed as
Λijkl = εjlΛik + εikΛjl , Λij = Λji . (5.31)
Note that the spinor covariant derivatives Dijα = (τI)
ijDIα satisfy the algebra
{Dijα , Dklβ } = −2iεi(kεl)j∂αβ . (5.32)
In terms of the superspace coordinates zA = (xa, θαij), with θ
α
ij := (τI)ijθ
α
I , the explicit
realisation of the covariant derivatives is
Dijα =
∂
∂θαij
+ i θβij∂αβ . (5.33)
The master relation (5.7) in the SU(2) notation takes the form
[ξ,Dijα ] = ωα
βDijβ − ΛikDkjα − ΛjkDikα −
1
2
σDijα , (5.34)
where we now have (ξαij = (τ
I)ijξ
α
I )
ωαβ = −1
3
Dkl(αξβ)kl = −
1
4
∂(α
γξβ)γ , (5.35a)
Λij =
1
4
Dkα(iξ
α
j)k , (5.35b)
σ =
1
3
Dijα ξ
α
ij =
1
3
∂aξa . (5.35c)
The above parameters are related to each other by the following relations:
Dijαωβγ = εα(βD
ij
γ)σ , (5.36a)
DijαΛ
kl =
1
2
εi(kDl)jα σ +
1
2
εj(kDl)iα σ . (5.36b)
According to the analysis of section 4, in the N = 3 case it natural to introduce a
SU(2) complex isotwistor vi which defines a null SO(3) vector ZI = v
ivj(τI)ij. It is useful
to introduce two complex isospinor vi and ui which can be used to change basis for the
isospinor indices e. g. by using the completeness relation
δij =
1
(v, u)
(
viuj − vjui
)
, (v, u) := viui . (5.37)
The choice of ui is restricted only by the condition (v, u) 6= 0.
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In the {v, u}-basis, the spinor covariant derivatives Dijα turn into D(2)α , D(0)α and D(−2)α
defined as follows
D(2)α := vivjD
ij
α , D
(0)
α :=
1
(v, u)
viujD
ij
α , D
(−2)
α :=
1
(v, u)2
uiujD
ij
α , (5.38)
where the superscript on D
(2)
α , D
(0)
α and D
(−2)
α indicates the degree of homogeneity in vs.
The spinor covariant derivatives satisfy the algebra
{D(2)α , D(2)β } = {D(−2)α , D(−2)β } = 0 , (5.39a)
{D(2)α , D(−2)β } = 2i∂αβ , {D(0)α , D(0)β } = −i∂αβ , (5.39b)
{D(2)α , D(0)β } = {D(−2)α , D(0)β } = 0 . (5.39c)
The derivatives D
(2)
α can be used to define analyticity constraints on superfields.
In the basis for the covariant derivatives introduced, the superconformal Killing vector
takes the form
ξ = ξa∂a + ξ
(2)αD(−2)α − 2ξ(0)αD(0)α + ξ(−2)αD(2)α , (5.40)
where we have introduced the spinor components
ξ(2)α := vivjξαij , ξ
(0)α :=
1
(v, u)
viujξαij , ξ
(−2)α :=
1
(v, u)2
uiujξαij . (5.41)
Note that the ξ(2)α satisfies the analyticity condition
D
(2)
β ξ
(2)α = 0 . (5.42)
The covariant derivatives D
(2)
α satisfy the master relation[
ξ − Λ(2)∂(−2), D(2)α
]
= ωα
βD
(2)
β −
(
2Σ− 1
2
σ)D(2)α . (5.43)
Here we have introduced the scalar superfields
Λ(2) := vivjΛ
ij , Λ(0) :=
1
(v, u)
viujΛ
ij , Σ :=
1
2
σ + Λ(0) , (5.44)
and used the isotwistor derivatives
∂(−2) =
1
(v, u)
ui
∂
∂vi
, ∂(2) = (v, u)vi
∂
∂ui
. (5.45)
One can check that
D(0)γ ξ
(2)γ = −D(2)γ ξ(0)γ = −2Λ(2) . (5.46)
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The following important relations can be easily derived
D(2)α Λ
(2) = D(2)α Σ = 0 , ∂
(2)Σ = Λ(2) . (5.47)
For later use, it is important to note that the volume-preservation identity eq. (5.27)
can be rewritten in the form
∂aξ
a −D(−2)α ξα(2) + 2D(0)α ξα(0) − ∂(−2)Λ(2) = 2Σ . (5.48)
5.5 N = 4 superconformal Killing vector fields
In complete analogy with N = 3 supersymmetry, in the N = 4 case it is also useful to
convert the SO(4) vector indices into pairs of isospinor ones. This is achieved by making
use of the matrices (τI)i
k¯ through the conversion rule (4.26). The isospinor indices i and
k¯ respectively transform under SUL(2) and SUR(2) of SO(4) ∼=
(
SUL(2)×SUR(2)
)
/Z2. By
using the antisymmetric invariant tensors εij, ε
ij and εk¯l¯, εk¯l¯, we will raise and lower the
SU(2)s indices according to the rule
ψi = εijψj , ψi = εijψ
j ; (5.49a)
χk¯ = εk¯l¯χ
l¯ , χk¯ = εk¯l¯χl¯ . (5.49b)
Then, associated with the matrices (τI)i
k¯ there are the matrices (τI)ik¯ = εk¯l¯(τI)i
l¯ and
(τI)
ik¯ = εij(τI)j
k¯ which are related to each other by complex conjugation:
(τI)ik¯ = (τI)
ik¯ . (5.50)
Given two SO(4) vectors AI and BI and Aik¯ and Bik¯ their associated isotensors, the
dot-product reads as
A · B := AIBI = Aik¯Bik¯ . (5.51)
It follows that in the isospinor notation the covariant derivatives Dik¯α = (τI)
ik¯DIα satisfies
the algebra
{Dik¯α , Djl¯β } = 2iεijεk¯l¯∂αβ . (5.52)
In terms of the superspace coordinates zA = (xa, θα
kl¯
), with θα
kl¯
:= (τI)kl¯ θ
α
I , the explicit
realisation of the covariant derivatives is
Dkl¯α =
∂
∂θα
kl¯
+ i θβ
kl¯
∂αβ . (5.53)
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An antisymmetric second-rank SO(4) tensor, like the superfield ΛIJ = −ΛJI , is trans-
formed to the isotensor Λik¯jl¯ = −Λjl¯ik¯ = ΛIJ(τI)ik¯(τJ)jl¯. This can be expressed in terms
of its SO(4) self-dual and antiself-dual parts according to the following decomposition
Λik¯jl¯ = εk¯l¯ΛijL + ε
ijΛk¯l¯R , Λ
ij
L = Λ
ji
L , Λ
k¯l¯
R = Λ
l¯k¯
R . (5.54)
The symmetric ΛijL and Λ
k¯l¯
R parameters together with ωαβ and σ of (5.8a), (5.8c) are
expressed in terms of the spinor ξα
ik¯
= (τI)ik¯ξ
α
I as
ΛijL =
1
4
D
α(i
k¯
ξj)k¯α , Λ
k¯l¯
R =
1
4
Di(k¯α ξ
αl¯)
i , (5.55a)
ωαβ = −1
4
Dik¯(αξβ)ik¯ = −
1
4
∂(α
γξβ)γ , (5.55b)
σ =
1
4
Dik¯α ξ
α
ik¯ =
1
3
∂aξa . (5.55c)
The above superfields turn out to be related to each other by the following equations
Dik¯α ωβγ = εα(βD
ik¯
γ)σ , (5.56a)
Dil¯αΛ
jk
L = ε
i(jD
k)l¯
α σ , Dik¯α Λ
l¯p¯
R = ε
k¯(l¯D
ip¯)
α σ . (5.56b)
Note also that the equation (5.7) in isospinor notation takes the form
[ξ,Dik¯α ] = ωα
βDik¯β + (ΛL)
ijDk¯αj + (ΛR)
k¯l¯Diαl¯ −
1
2
σDik¯α . (5.57)
By using two complex isotwistors, similarly to the analysis of subsection 5.4, we can
change basis for the isospinor indices. For example, we introduce two left-isospinors
vL := (v
i) and uL := (u
i), which satisfy the very same relations as (5.37), and define new
spinor covariant derivatives
D(1)k¯α := viD
ik¯
α , D
(−1)k¯
α :=
1
(vL, uL)
uiD
ik¯
α . (5.58)
Here the superscript on D
(1)k¯
α and D
(−1)k¯
α indicates the degree of homogeneity in vs. The
spinor covariant derivatives satisfy the algebra
{D(1)k¯α , D(1)l¯β } = {D(−1)k¯α , D(−1)l¯β } = 0 , (5.59a)
{D(1)k¯α , D(−1)l¯β } = −2iεk¯l¯∂αβ . (5.59b)
In particular the D
(1)k¯
α derivatives represent a maximal anti-commuting subset of the Dik¯α
derivatives and can be used to define consistent analyticity constraints.
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In the covariant derivative basis just introduced, the superconformal Killing vector
takes the form
ξ = ξa∂a − ξ(1)αk¯D(−1)k¯α + ξ(−1)αk¯D(1)k¯α , (5.60)
where we have introduced the spinor components
ξ(1)α
k¯
:= −viξα
ik¯
, ξ(−1)α
k¯
:= − 1
(vL, uL)
uiξα
ik¯
. (5.61)
Note that the ξ(1)α
k¯
superfield is constrained by the condition
D
(1)
β(k¯
ξ(1)αl¯) = 0 . (5.62)
The covariant derivatives D
(1)k¯
α satisfy the master relation[
ξ − Λ(2)L ∂(−2)L , D(1)k¯α
]
= ωα
βD
(1)k¯
β −
(
εk¯l¯ΣL − Λk¯l¯R
)
D
(1)
αl¯
. (5.63)
Here we have introduced the scalar superfields
Λ
(2)
L := vivjΛ
ij
L , Λ
(0)
L :=
1
(vL, uL)
viujΛ
ij
L , ΣL :=
1
2
σ + Λ
(0)
L . (5.64)
One can derive the following relations between the previous parameters
D
(1)k¯
α ξ(1)αk¯ = 4Λ
(2)
L , (5.65a)
D
(1)k¯
α Λ
(2)
L = D
(1)k¯
α ΣL = 0 , ∂
(2)
L ΣL = Λ
(2)
L . (5.65b)
We conclude by giving the following equation
∂aξ
a +D(−1)k¯α ξ
(1)α
k¯
− ∂(−2)L Λ(2)L = 2ΣL (5.66)
which will be crucial in the formulation of a manifestly superconformal N = 4 action
principle.
In complete analogy with the previous discussion, we also introduce right isotwistors
vR := (v
k¯) and uR := (uk¯) such that (vR, uR) := v
k¯uk¯ 6= 0, and use them to change basis
for the right-isospinor indices. We then define new covariant derivatives
D(1)iα := vk¯D
ik¯
α , D
(−1)i
α :=
1
(vR, uR)
uk¯D
ik¯
α . (5.67)
They satisfy anti-commutation relations analogous to eq. (5.59a) and (5.59b). Note that
the spinor derivatives D
(1)i
α represent a second maximal anti-commuting subset of the
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operators Dik¯α and can be used to define a new type of constrained superfields. One
can then rewrite the superconformal Killing vector in the D
(1)i
α basis, and all the results
in (5.60)–(5.66) carry over with the only modification that the left sector is changed
everywhere with the right one.
The existence of the two independent sets of anti-commuting covariant derivatives
D
(1)k¯
α and D
(1)i
α is crucial to build the two type of hypermultiplets which describe matter
in the N = 4 case. We will come back to this points in section 8.
6 N = 1 and N = 2 superconformal sigma-models
As a warm-up exercise in using the formalism of superconformal Killing vectors, in
this section we construct the most general N = 1, 2 superconformal sigma-models.
6.1 N = 1 superconformal sigma-models
To generate N = 1 superconformal actions, we need real scalar densities with the
following transformation law
δL = −ξL − 2σ L , (6.1)
with respect to the superconformal group. Given such a Lagrangian L, the action∫
d3xd2θL (6.2)
is N = 1 superconformal.
Consider a general massless N = 1 sigma-model action
S = −1
2
∫
d3xd2θ gµν(ϕ)(D
αϕµ)Dαϕ
ν , (6.3)
where gµν(ϕ) is the metric on the target space. We wish to determine those restrictions
on the target space geometry which guarantee the sigma-model to be superconformal.
Without loss of generality, a superconformal transformation of ϕµ can be chosen to be
δϕµ = −ξϕµ − 1
2
σ χµ(ϕ) , (6.4)
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where χm(ϕ) is a vector field on the target space. Using the properties of the N = 1
superconformal Killing vector fields, the variation of the action can be brought to the
following form:
δS =
1
2
∫
d3xd2θ gµν(ϕ)(D
αϕµ)(Dαϕ
λ)
(
∇λχν(ϕ)− δνλ
)
σ
+
1
2
∫
d3xd2θ gµν(ϕ)(D
αϕµ)χνDασ . (6.5)
In the case that Dασ = 0 and σ is non-zero, the expression in the second line of (6.5)
vanishes. Then, the remaining variation is equal to zero only if
∇µχν = δνµ ←→ ∇µχν = gµν . (6.6)
We observe that χ = χµ(ϕ)∂µ should be a homothetic conformal Killing vector field such
that χµ(ϕ) is the gradient of a function over the target space,
χµ(ϕ) = ∂µf(ϕ) , f(ϕ) =
1
2
gµν(ϕ)χ
µ(ϕ)χν(ϕ) . (6.7)
The sigma-model target space is a Riemannian cone [8].
If the equations (6.6) and (6.7) hold, the variation (6.5) turns into
δS =
1
2
∫
d3xd2θ (Dαf)Dασ = −1
2
∫
d3xd2θ fD2σ = 0 , (6.8)
since D2σ = 0.
The action (6.3) can be generalised by adding a potential term
S = −1
2
∫
d3xd2θ gµν(ϕ)(D
αϕµ)Dαϕ
ν + i
∫
d3xd2θ V (ϕµ) , (6.9)
for some scalar field V (ϕ) on the target space. If the target space is a cone, and V (ϕ)
obeys the homogeneity condition
χµ(ϕ)Vµ(ϕ) = 4V (ϕ) , (6.10)
then the action (6.9) is N = 1 superconformal.
6.2 N = 2 superconformal sigma-models
There are two simple constructions to generate N = 2 superconformal actions. First,
given a real superfield L transforming by the rule
δL = −ξL− 1
2
(
σ + σ¯
)L = −∂a(ξaL) + Dα(ξαL) + D¯α(ξ¯αL) , (6.11)
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the functional ∫
d3xd2θd2θ¯L (6.12)
is N = 2 superconformal. Secondly, given a chiral superfield Lc, D¯αLc = 0, with the
superconformal transformation
δLc = −ξLc − 2σLc = −∂a(ξaLc) + Dα(ξαLc) , (6.13)
the functional ∫
d3xd2θLc (6.14)
is N = 2 superconformal.
Consider the general N = 2 supersymmetric sigma-model [68]
S =
∫
d3xd2θd2θ¯ K(ΦI , Φ¯J¯) , D¯αΦ
I = 0 , (6.15)
whereK is the Ka¨hler potential of a Ka¨hler manifoldM. As usual, we denote by gIJ¯(Φ, Φ¯)
the Ka¨hler metric on M. Our goal is to determine those restrictions on the target space
geometry which guarantee the sigma-model to be superconformal. Since (6.15) is a special
N = 1 supersymmetric nonlinear sigma-model, it is N = 1 superconformal if the target
space possesses a homothetic conformal Killing vector field χµ = (χI , χ¯J¯) such that χµ(Φ)
is the gradient of a function over the target space. The relations (6.6) and (6.7) turn into
∇IχJ = δJI , ∇¯I¯χJ = ∂¯I¯χJ = 0 (6.16a)
χI := gIJ¯ χ¯
J¯ = ∂IK , gIJ¯ = ∂I ∂¯J¯K , (6.16b)
where K can be chosen to be
K = gIJ¯χ
I χ¯J¯ . (6.17)
In accordance with (6.16a), the homothetic conformal Killing vector field is holomorphic,
χI = χI(Φ). The target space M is called a Ka¨hlerian cone [8].
The action (6.15) is invariant under the N = 2 superconformal transformations (com-
pare with the 4D N = 1 case [14])
δΦI = −ξΦI − 1
2
σχI(Φ) , (6.18)
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with ξ an arbitrary N = 2 superconformal Killing vector. This follows from the identity
χI(Φ)KI(Φ, Φ¯) = K(Φ, Φ¯) . (6.19)
The sigma-model (6.15) can be generalised by including a superpotential.
S =
∫
d3xd2θd2θ¯ K(ΦI , Φ¯J¯) +
{∫
d3xd2θW (ΦI) + c.c.
}
, (6.20)
with W (Φ) a holomorphic field on the target space. If M is a Ka¨hlerian cone and W (Φ)
obeys the homogeneity condition
χI(Φ)WI(Φ) = 4W (Φ) , (6.21)
the sigma-model under consideration is N = 2 superconformal.
Local complex coordinates, ΦI , on M can be chosen in such a way that χI = ΦI .
Then K(ΦI , Φ¯J¯) obeys the following homogeneity condition:
ΦI
∂
∂ΦI
K(Φ, Φ¯) = K(Φ, Φ¯) . (6.22)
Supersymmetric nonlinear sigma-models can also be generated from self-couplings
of vector multiplets. Consider a dynamical system of several Abelian vector multiplets
realised in terms of gauge-invariant real field strengths Gi, with i = 1, . . . , n, constrained
as follows [33]:
D
2Gi = D¯2Gi = 0 , i = 1, . . . , n . (6.23)
Dynamics of the vector multiplets can be described by an action∫
d3xd2θd2θ¯ L(Gi) . (6.24)
The constraints (6.23) uniquely fix the superconformal transformation of Gi:
δGi = −ξGi − 1
2
(
σ + σ¯
)
Gi . (6.25)
Therefore, the action (6.24) is superconformal if the Lagrangian L(Gi) is a homogeneous
function of the n variables Gi of degree one,
GiLi(G) = L(G) . (6.26)
In the case of a single vector multiplet, n = 1, there is a unique superconformal model
generated by a Lagrangian L(G) ∝ −G lnG. It describes an improved vector multiplet
[33]. Such a model is generated as a low-energy effective action in quantum 3D N = 2
supersymmetric Yang-Mills theories [61].
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7 Off-shell N = 3 superconformal sigma-models
In this section we develop an efficient formalism to generate off-shell N = 3 super-
conformal sigma-models. It should be remarked that 3D N = 3 supersymmetry is quite
interesting in its own right, since it can not be obtained by naive dimensional reduction
from higher dimensions.
7.1 N = 3 superconformal projective multiplets
We start with defining a family of off-shell N = 3 superconformal multiplets living in
N = 3 projective superspace
M
3|6 × CP 1 . (7.1)
The definition of such supermultiplets as well as the superconformal action principle (to
be introduced in the next subsection) make use of the spinor covariant derivatives D
(2)
α ,
D
(0)
α and D
(−2)
α introduced earlier, eq. (5.38).
A superconformal projective multiplet of integer weight n, Q(n)(z, v), is a superfield
that lives on M3|6, is holomorphic with respect to the isotwistor variables vi on an open
domain of C2 \ {0} such that the following conditions hold:
(i) it obeys the analyticity constraints
D(2)α Q
(n) = 0 ; (7.2)
(ii) it is a homogeneous function of vi of degree n, that is
Q(n)(z, c v) = cnQ(n)(z, v) , c ∈ C∗ := C \ {0} ; (7.3)
(iii) it possesses the superconformal transformation law:
δQ(n) = −
(
ξ − Λ(2)∂(−2)
)
Q(n) − nΣQ(n) . (7.4)
As a consequence of eqs. (5.43) and (5.47), the variation δQ(n) is analytic. By construc-
tion, Q(n) is independent of the auxiliary isotwistor ui,
∂
∂ui
Q(n) = 0 ⇐⇒ ∂(2)Q(n) = 0 . (7.5)
Eq. (7.3) implies that δQ(n) is also independent of ui,
∂(2)δQ(n) = 0 , (7.6)
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although separate contributions to the right-hand side of (7.4) involve ui.
As is clear from the above consideration, the isotwistor vi ∈ C2\{0} is defined modulo
the equivalence relation vi ∼ c vi, with c ∈ C∗, hence it parametrises CP 1. Therefore, the
projective multiplets live in M3|6 × CP 1.
The definition given above is similar to that of 4D N = 2 superconformal projective
multiplets [12]. The main difference is that the operatorsD
(2)
α in the analyticity constraints
(7.2) are quadratic in vi, while the corresponding 4D operators are linear in vi.
Given a superconformal weight-n multiplet Q(n)(vi), its smile conjugate,8 Q˘(n)(vi), is
defined by
Q(n)(vi) −→ Q¯(n)(v¯i) −→ Q¯(n)
(
v¯i → −vi
)
=: Q˘(n)(vi) , (7.7)
with Q¯(n)(v¯i) := Q(n)(vi) the complex conjugate of Q
(n)(vi), and v¯i the complex conjugate
of vi. One can show that Q˘(n)(v) is a superconformal weight-n multiplet, unlike the
complex conjugate of Q(n)(v). One can also check that
˘˘
Q(n)(v) = (−1)nQ(n)(v) . (7.8)
Therefore, if n is even, one can define real isotwistor superfields, Q˘(2m)(v) = Q(2m)(v).
Consider a superconformal Killing vector ξK that obeys the conditions
Λij(z) = σ(z) = 0 , (7.9)
with Λij(z) and σ(z) defined in eqs. (5.35b) and (5.35b), respectively. It is called a N = 3
Killing vector, for the set of all such vectors can be seen to form a superalgebra isomorphic
to the N = 3 super-Poincare´ algebra. In the super-Poincare´ case, the transformation law
(7.4) reduces to the universal (weight-independent) form:
δQ(n) = −ξKQ(n) . (7.10)
If we are interested in general N = 2 supersymmetric (i.e. super-Poincare´ invariant)
theories, not necessarily superconformal ones, projective multiplets should be defined by
the relations (7.2), (7.3) and (7.10).
8The smile conjugation is the real structure introduced in [20, 18, 15, 33].
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7.2 N = 3 superconformal action
Consider a real weight-2 projective multiplet L(2)(z, v). We can associate with L(2)
the following functional
S =
1
8π
∮
γ
vidv
i
∫
d3x
(
D(−2)
)2(
D(0)
)2L(2)(z, v)∣∣∣
θ=0
. (7.11)
Here the line integral is carried out over a closed contour, γ = {vi(t)}, in CP 1. The covari-
ant derivatives D
(−2)
α and D
(0)
α in (7.11) depend on a constant (t-independent) isotwistor
ui, in accordance with eq. (5.38), which is subject to the only condition that v(t) and u
form a linearly independent basis at each point of the contour γ, that is
(
v(t), u
) 6= 0.
The functional is actually independent of u, since it is invariant under arbitrary projective
transformations of the form
(ui , vi) → (ui , vi)R , R =
(
a 0
b c
)
∈ GL(2,C) . (7.12)
This invariance follows from the following three observations. First of all, an infinitesimal
transformation δui = bvi acts on the covariant derivatives in (7.11) as
δD(−2)α =
2b
(v, u)
D(0)α , δD
(0)
α =
b
(v, u)
D(2)α . (7.13)
The second observation is that
(
D(0)
)3 ∝ ∂ D(0). The third observation is the analyticity
of L(2), that is D(2)α L(2) = 0.
The action (7.11) proves to be N = 3 superconformal. Indeed, making use of eq.
(5.48), the superconformal transformation of L(2) can be rewritten in the form
δL(2) = −∂a
(
ξaL(2)
)
+D(−2)α
(
ξ(2)αL(2)
)
− 2D(0)α
(
ξ(0)αL(2)
)
+ ∂(−2)
(
Λ(2)L(2)
)
. (7.14)
Here the first three terms on the right do not contribute to the variation of the action
(7.11). It remains to show that the last term also produces no contribution to the variation
of the action. To achieve this, we first point out the identity(
D(−2)
)2[
∂(−2),
(
D(0)
)2]
= 0 . (7.15)
Our second observation is that (compare with eq. (2.50) in [12])
(
.
v, v)
(
D(−2)
)2(
D(0)
)2
∂(−2)
(
Λ(2)L(2)
)
=
(
uiujD
ij
)2 (.v, v)
(v, u)4
∂(−2)
((
D(0)
)2
Λ(2)L(2)
)
= − d
dt
((
D(−2)
)2(
D(0)
)2
Λ(2)L(2)
)
, (7.16)
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where (
.
v, v) dt = vidv
i is part of the line integral measure in (7.11). The result obtained
is a special case of the following general property: if f (n)(v) is a homogeneous function of
vi of degree n, f (n)(c v) = cnf (n)(v), then
(
.
v, v)
(v, u)n
∂(−2)f (n)(v) = − d
dt
(
f (n)(v)
(v, u)n
)
. (7.17)
Since the line integral in (7.11) is a closed contour, we conclude that the action is invariant
under the N = 3 superconformal transformations.
7.3 Projective multiplets in the north chart of two-sphere
Without loss of generality, we can assume that the integration contour γ in (7.11) does
not pass through the “north pole” vinorth ∼ (0, 1) of CP 1. It is then useful to introduce a
complex (inhomogeneous) coordinate ζ in the north chart, C, of CP 1 = C ∪ {∞}:
vi = v1 (1, ζ) , ζ :=
v2
v1
, i = 1, 2 (7.18)
and consider the projective multiplets in this chart. Given a weight-n projective superfield
Q(n)(z, v), we can associate with it a new object Q[n](z, ζ) defined as
Q(n)(z, v) −→ Q[n](z, ζ) ∝ Q(n)(z, v) , ∂
∂ζ¯
Q[n] = 0 . (7.19)
The explicit form ofQ[n](z, ζ) depends on the multiplet under consideration. The Q[n](z, ζ)
can be represented by a Laurent series
Q[n](z, ζ) =
∑
ζkQk(z) , (7.20)
with Qk(z) some ordinary N = 3 superfields.
The covariant derivative D
(2)
α appearing in (7.2) can now be represented as
D(2)α = (v
1)2D[2]α , D
[2]
α (ζ) = D
22
α − 2ζD12α + ζ2D11α
= −D¯α − 2ζD12α + ζ2Dα , (7.21)
where we have introduced the spinor covariant derivates for N = 2 superspace, Dα := D11α
and D¯α := −D22α , see also subsection C.1. The analyticity conditions (7.2) turn into
D[2]α (ζ)Q
[n](ζ) = 0 . (7.22)
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These constraints have a simple and, at the same time, very important interpretation: for
all the component N = 3 superfields Qk appearing in the series (7.20), their dependence
on θα12 is uniquely determined, according to (7.22), in terms of their dependence on the
Grassmann variables of N = 2 superspace. In other words, all information about the
projective multiplet is encoded in its N = 2 projection
Q[n](ζ)| := Q[n](ζ)∣∣
θ12=0
. (7.23)
We now give two examples of superconformal projective multiplet. An off-shell hy-
permultiplet can be described in term of the so-called arctic weight-n multiplet Υ(n)(z, v)
which is defined to be holomorphic in the north chart of CP 1,
Υ(n)(z, v) = (v1)nΥ[n](z, ζ) , Υ[n](z, ζ) =
∞∑
k=0
Υk(z)ζ
k , (7.24)
and its smile-conjugate antarctic multiplet Υ˘(n)(z, v),
Υ˘(n)(z, v) = (v1 ζ
)n
Υ˘[n](z, ζ) , Υ˘[n](z, ζ) =
∞∑
k=0
Υ¯k(z)
(−1)k
ζk
. (7.25)
The pair Υ[n](ζ) and Υ˘[n](ζ) constitute the so-called polar weight-n multiplet. The an-
alyticity constraints (7.22) imply that Υ0 is N = 2 chiral and Σ1 is N = 2 complex
linear,
D¯αΥ0 = 0 , D¯
2Υ1 = 0 , (7.26)
while the other components Υ2,Υ3, . . . , are unconstrained complex N = 2 superfields.
Our second example is the so-called real tropical multiplet U (2n)(z, v) of weight n
defined by
U (2n)(z, v) =
(
i v1v2
)n
U [2n](z, ζ) =
(
v1
)2n(
i ζ
)n
U [2n](z, ζ) ,
U [2n](z, ζ) =
∞∑
k=−∞
Uk(z)ζ
k , U¯k = (−1)kU−k . (7.27)
An example of such a multiplet with n = 2 is the Lagrangian L(2) in (7.11). The case
n = 0 is used to describe a vector multiplet [17].
In the N = 3 supersymmetric action (7.11), the Lagrangian L(2) is a projective mul-
tiplet, and therefore it is fully determined by its N = 2 projection L(2)∣∣
θ12=0
. The action
(7.11) can be expressed in terms of this projection. We recall that the integration contour
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γ in (7.11) is chosen to lie outside the “north pole” vinorth ∼ (0, 1) of CP 1, which allows
us to use the inhomogeneous complex coordinate, ζ , defined by vi = v1 (1, ζ). Since
the action is independent of ui, the latter can be chosen to be ui = (1, 0), such that
(v, u) = v1 6= 0. We represent the Lagrangian in the form:
L(2)(z, v) = i v1v2L(z, ζ) = i(v1)2 ζ L(z, ζ) , L˘ = L . (7.28)
Using the analyticity conditions D
[2]
α (ζ)L(z, ζ) = 0 allows us to rewrite (7.11) in the form:
S =
1
2πi
∮
γ
dζ
ζ
∫
d3x d2θd2θ¯L(z, ζ)
∣∣∣
θ12=0
. (7.29)
Here the integration is carried out over the N = 2 superspace. The action is now for-
mulated entirely in terms of N = 2 superfields. At the same time, by construction, it is
off-shell N = 3 supersymmetric.
7.4 N = 3 superconformal sigma-models
We consider a system of interacting weight-one arctic multiplets, Υ(1)I(z, v), and their
smile-conjugates, Υ˘(1)I¯(z, v), described by a Lagrangian9 of the form [12]:
L(2)(Υ(1), Υ˘(1)) = iK(Υ(1)I , Υ˘(1)J¯ ) . (7.30)
Here K(ΦI , Φ¯J¯) is a real function of n complex variables ΦI , with I = 1, . . . , n, under the
homogeneity condition
ΦI
∂
∂ΦI
K(Φ, Φ¯) = K(Φ, Φ¯) . (7.31)
The function K(ΦI , Φ¯J¯) can be interpreted as the Ka¨hler potential of a Ka¨hlerian coneM
written in special complex coordinates in which the homothetic conformal Killing vector
field χI(Φ) has the form χI(Φ) = ΦI , see subsection 6.2.
By construction, the action generated by the Lagrangian (7.30) is invariant under the
N = 3 superconformal transformation
δΥ(1)I = −
(
ξ − Λ(2)∂(−2)
)
Υ(1)I − ΣΥ(1)I . (7.32)
Keeping in mind the N = 2 superconformal transformation law, eq. (6.18), one could be
tempted to put forward a different transformation law of the form:
δˆΥ(1)I = −
(
ξ − Λ(2)∂(−2)
)
Υ(1)I − ΣχI(Υ(1)) .
9The action generated by the Lagrangian (7.30) is real due to (7.8).
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However, such a transformation is inconsistent with the arctic multiplet structure on two
grounds: (i) the second term in δˆΥ(1)I is not a homogeneous function of vi of first degree
unless χI(Φ) is also homogenous of first degree, which is true if χI(Φ) ∝ ΦI ; (ii) the
variation δˆΥ(1)I depends explicitly on the isotwistor ui unless χ
I ∝ Υ(1)I . Off-shell N = 3
supersymmetry requires special complex coordinates for Ka¨hlerian cones.
There exists a more geometric formulation of the theory (7.30) described in detail in
[13]. It is realised in terms of a single weight-one arctic multiplet Υ(1) and n−1 weight-zero
arctic multiplets Ξi. The corresponding Lagrangian is
K(Υ(1)I , Υ˘(1)J¯ ) = Υ(1)Υ˘(1) exp
{
K(Ξi, Ξ˘j¯)
}
, (7.33)
where the original variables Υ(1)I are related to the new ones by a holomorphic reparametri-
sation. The arctic variables Υ(1) and Ξi parametrise a holomorphic line bundle over a
Ka¨hler-Hodge manifold with Ka¨hler potential K(ϕi, ϕ¯j¯), see [13] for more details. We will
not use this formulation in the present paper.
Once reformulated in N = 2 superspace, the N = 3 superconformal sigma-model
action takes the from:
S =
1
2πi
∮
γ
dζ
ζ
∫
d3x d2θd2θ¯ K(ΥI , Υ˘J¯) . (7.34)
Here the weight-one arctic multiplets ΥI(ζ) ≡ Υ[1]I(ζ) and their smile-conjugates Υ˘I¯(ζ) ≡
Υ˘[1]I¯(ζ) embrace an infinite number of ordinary N = 2 superfields.
ΥI(ζ) =
∞∑
k=0
ζkΥIk = Φ
I + ζ ΣI +O(ζ2) , D¯αΦ
I = 0 , D¯2ΣI = 0 , (7.35a)
Υ˘J¯(ζ) =
∞∑
n=0
(−ζ)−n Υ¯J¯n . (7.35b)
We recall that the components Υ2,Υ3, . . . , are complex unconstrained N = 2 superfields.
Our off-shell N = 3 superconformal sigma-model (7.34) is determined by a real func-
tion of n complex variables K(ΦI , Φ¯J¯) which is arbitrary modulo the homogeneity condi-
tion (7.31). We thus have a powerful scheme to generate N = 3 superconformal sigma-
models, and therefore hyperka¨hler cones.
One can consider a more general sigma-model action, than the superconformal theory
(7.34), of the form [16]:
S =
1
2πi
∮
γ
dζ
ζ
∫
d3x d2θd2θ¯ L(ΥI , Υ˘J¯ , ζ) . (7.36)
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Here the Lagrangian is nor longer required to obey any homogeneity condition and, more-
over, can explicitly depend on ζ . The action is no longer superconformal, but it is off-shell
N = 3 supersymmetric. It is believed that (7.36) describes the most general N = 3 su-
persymmetric sigma-model, see [62] for more details.
7.5 Reformulation in terms of N = 2 chiral supefields
The N = 3 superconformal sigma-model (7.34) involves the infinite set of auxiliary
N = 2 superfields ΥI2,ΥI3, . . . , which are necessary to realise off-shell supersymmetry. In
order to describe the theory in terms of the physical superfields ΦI and ΣI only, all the
auxiliary superfields have to be eliminated with the aid of the corresponding algebraic
equations of motion∮
dζ
ζ
ζn
∂K(Υ, Υ˘)
∂ΥI
=
∮
dζ
ζ
ζ−n
∂K(Υ, Υ˘)
∂Υ˘J¯
= 0 , n ≥ 2 . (7.37)
Upon elimination of the auxiliaries, which is a difficult problem, the superconformal sym-
metry becomes model-dependent and on-shell. The determination of its explicit form is
a nontrivial technical problem. Fortunately, similar problems have been analysed in the
case of 4D N = 2 superconformal sigma-models in [14] (building on earlier works [63, 64]).
Here we can simply recycle the results of [14].
Upon elimination of the auxiliary superfields, the action (7.34) turns into
S[Φ,Σ] =
∫
d3x d2θd2θ¯
{
K
(
Φ, Φ¯
)
+ L(Φ, Φ¯,Σ, Σ¯)} ,
L(Φ, Φ¯,Σ, Σ¯) = ∞∑
n=1
LI1···InJ¯1···J¯n
(
Φ, Φ¯
)
ΣI1 . . .ΣInΣ¯J¯1 . . . Σ¯J¯n , (7.38)
where LIJ¯ = −gIJ¯
(
Φ, Φ¯
)
and the coefficients LI1···InJ¯1···J¯n , for n > 1, are tensor functions
of the Ka¨hler metric gIJ¯
(
Φ, Φ¯
)
= ∂I∂J¯K(Φ, Φ¯), the Riemann curvature RIJ¯KL¯
(
Φ, Φ¯
)
and
its covariant derivatives. The function L is characterised by the property
ΣI
∂L
∂ΣI
= Σ¯I¯
∂L
∂Σ¯I¯
(7.39)
since the original model (7.34) is invariant under rigid U(1) transformations
Υ(ζ) 7→ Υ(eiαζ) ⇐⇒ Υn(z) 7→ einαΥn(z) . (7.40)
The Lagrangian L(Φ, Φ¯,Σ, Σ¯) in (7.38) obeys the homogeneity condition(
ΦI
∂
∂ΦI
+ ΣI
∂
∂ΣI
)
L(Φ, Φ¯,Σ, Σ¯) = L(Φ, Φ¯,Σ, Σ¯) . (7.41)
40
Even though the action (7.38) is formulated in terms of the physical superfields only,
its LagrangianK
(
Φ, Φ¯
)
+L(Φ, Φ¯,Σ, Σ¯) is not a hyperka¨hler potential, since the dynamical
variable Σ is complex linear. As discussed in section 9 the Lagrangian coincides with the
hyperka¨hler potential of the target space provided the theory is formulated in terms of
N = 2 chiral superfields and their conjugates only. The theory has to be re-formulated in
terms of chiral superfields by performing a duality transformation known as the generalised
Legendre transform construction [16]. To construct a dual formulation of the theory
(7.38), we consider the first-order action
Sfirst−order =
∫
d3x d2θd2θ¯
{
K
(
Φ, Φ¯
)
+ L(Φ, Φ¯,Σ, Σ¯)+ΨI ΣI + Ψ¯I¯Σ¯I¯} . (7.42)
Here the tangent vector ΣI is complex unconstrained, while the one-form ΨI is chiral,
D¯.αΨI = 0. Eliminating Σ’s and their conjugates, by using their equations of motion
∂
∂ΣI
L(Φ, Φ¯,Σ, Σ¯)+ΨI = 0 , (7.43)
leads to the dual action
S[Φ,Ψ] =
∫
d3x d2θd2θ¯K(Φ, Φ¯,Ψ, Ψ¯) , (7.44)
where the Lagrangian has the form
K(Φ, Φ¯,Ψ, Ψ¯) = K
(
Φ, Φ¯
)
+H(Φ, Φ¯,Ψ, Ψ¯) ,
H(Φ, Φ¯,Ψ, Ψ¯) = ∞∑
n=1
HI1···InJ¯1···J¯n(Φ, Φ¯)ΨI1 . . .ΨInΨ¯J¯1 . . . Ψ¯J¯n (7.45)
and HIJ¯(Φ, Φ¯) = gIJ¯(Φ, Φ¯). The function H is characterised by the following homogene-
ity properties:
ΨI
∂H
∂ΨI
= Ψ¯I¯
∂H
∂Ψ¯I¯
, (7.46a)
(
ΦI
∂
∂ΦI
+ ΨI
∂
∂ΨI
)
H = H . (7.46b)
The derivation of the above results is similar to the 4D N = 2 case [14].
The Lagrangian K(Φ, Φ¯,Ψ, Ψ¯) in (7.44) is the Ka¨hler potential of a hyperka¨hler cone.
The action is still N = 3 superconformal, however the superconformal transformations
form a closed algebra only on the mass shell. To describe the symmetries of the model,
we introduce the condensed notation
φa := (ΦI ,ΨI) , φ¯
a¯ = (Φ¯I¯ , Ψ¯I¯), (7.47)
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as well as the standard symplectic matrix J = (Jab), its inverse J−1 = (−Jab) and their
complex conjugates,
J
ab = Ja¯b¯ =
(
0 1
−1 0
)
, Jab = Ja¯b¯ =
(
0 1
−1 0
)
. (7.48)
As shown in Appendix C, subsection C.1, an arbitrary N = 3 superconformal trans-
formation decomposes into two transformations in N = 2 superspace: (i) an N = 2
superconformal transformation generated by an N = 2 superconformal Killing vector ξ;
(ii) an extended superconformal transformation generated by a real spinor superfield ρα
obeying the constraints (C.7). The action (7.44) is invariant under the N = 2 supercon-
formal transformation
δφa = −ξφa − 1
2
σφa . (7.49)
It is also invariant under the extended superconformal transformation
δφa =
1
2
D¯
2
{
ρ¯ Jab
∂K
∂φb
}
, (7.50)
where the complex scalar ρ and its complex conjugate ρ¯ are defined as follows:
ρα = Dαρ = D¯αρ¯ . (7.51)
The transformation law (7.50) can be derived by applying the four-dimensional construc-
tion of [14].10
8 Off-shell N = 4 superconformal sigma-models
N = 3 supersymmetry in three dimensions is similar to and intimately related to
N = 4. We will show in the next section that any N = 3 supersymmetric sigma-model
possesses a hidden N = 4 supersymmetry. The crucial difference between the N = 3
and N = 4 projective superspace approaches is that any N = 3 projective multiplet has
two N = 4 cousins: left and right ones. This can be seen from the fact that the N = 3
projective superspace (7.1) turns into
M
3|8 ×
{
CP 1L
⋃
CP 1R
}
=
(
M
3|8 × CP 1L
)⋃(
M
3|8 × CP 1R
)
, (8.1)
10Strictly speaking, in order to use the 4D N = 2 construction of [14] for deriving eq. (7.50, we need
N = 4 supersymmetry in three dimensions. However, it is shown in section 9 that N = 3 supersymmetry
implies N = 4.
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in the N = 4 case, see the discussion in subsection 4.3. However, one could also consider
larger supermultiplets defined on the bi-projective superspace M3|8 × CP 1 × CP 1.
The mirror projective spaces CP 1L and CP
1
R can be parametrised by homogeneous
complex coordinates, or isotwistors, vL = (v
i) and vR = (v
k¯), respectively. They can be
used to define two maximal subsets of strictly anticommuting derivatives, D
(1)k¯
α := viD
ik¯
α
and D
(1)i
α := vk¯D
ik¯
α , such that
{D(1)k¯α , D(1)l¯β } = 0 ; (8.2a)
{D(1)iα , D(1)jβ } = 0 . (8.2b)
These relations immediately imply that we can introduce two types of projective multi-
plets, left Q
(n)
L (vL) and right Q
(n)
R (vR) ones, which depend on the different isotwistors and
obey the covariant constraints
D(1)k¯α Q
(n)
L (vL) = 0 ; (8.3a)
D(1)iα Q
(n)
R (vR) = 0 . (8.3b)
To define N = 4 superconformal projective multiplets, left or right, we should again make
use of the relations (7.3) and (7.4) in each of the two sectors, left and right. In particular,
the N = 4 superconformal transformation laws of the left and right projective multiplets
are respectively
δQ
(n)
L = −
(
ξ − Λ(2)L ∂(−2)L
)
Q
(n)
L − nΣLQ(n)L ; (8.4a)
δQ
(n)
R = −
(
ξ − Λ(2)R ∂(−2)R
)
Q
(n)
R − nΣRQ(n)R . (8.4b)
The objects appearing in these transformation laws have been defined in subsection 5.5.
In particular, associated with the left isotwistor vL = (v
i) is a linearly independent one
uL = (ui) such that (vL · uL) := viui 6= 0, and similarly in the right sector.
Next, we can introduce a N = 4 superconformal action principle in complete analogy
with the N = 3 case. Consider a left real weight-2 projective multiplet L(2)L (z, vL) and a
right real weight-2 projective multiplet L(2)R (z, vR). Then, the following functional
S =
1
2π
∮
γL
vidv
i
∫
d3xD
(−4)
L L(2)L (z, vL)
∣∣∣
θ=0
+
1
2π
∮
γR
vk¯dv
k¯
∫
d3xD
(−4)
R L(2)R (z, vR)
∣∣∣
θ=0
(8.5)
is invariant under the N = 4 superconformal transformations. Here we have defined
D
(−4)
L :=
1
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D(−2)k¯l¯D(−2)
k¯l¯
, D
(−2)
k¯l¯
:= D
(−1)γ
k¯
D
(−1)
γl¯
, (8.6a)
D
(−4)
R :=
1
48
D(−2)ijD(−2)ij , D
(−2)
ij := D
(−1)γ
i D
(−1)
γj , (8.6b)
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see subsection 5.5 for the definition of spinor covariant derivatives D
(−1)i
α and D
(−1)k¯
α .
Supersymmetric matter can be described by weight-n arctic multiplets, left Υ
(n)
L (vL)
and right Υ
(n)
R (vR), and their conjugate antarctic multiplets. In order to get a better
understanding of the difference between the left and the right arctic multiplets, it suffices
to study the superconformal transformation properties of their component superfields11
ΥL,k and ΥR,k defined by
Υ
(n)
L (vL) = (v
1)nΥ
[n]
L (ζL) , Υ
[n]
L (ζL) =
∞∑
k=0
ΥL,k ζ
k
L , ζL :=
v2
v1
(8.7a)
Υ
(n)
R (vR) = (v
1¯)nΥ
[n]
R (ζR) , Υ
[n]
R (ζR) =
∞∑
k=0
ΥR,k ζ
k
R , ζR :=
v2¯
v1¯
(8.7b)
considered as N = 2 superfields. Then, the analyticity constraints (8.3a) imply that the
left components
ΦL := ΥL,0 , ΣL := ΥL,1 (8.8)
are N = 2 chiral and complex linear superfields, respectively, and similarly for the right
N = 2 superfields
ΦR := ΥR,0 , ΣR := ΥR,1 . (8.9)
The other component N = 2 superfields are complex unconstrained.
We know from Appendix C, subsection C.2, that any arbitrary N = 4 superconformal
transformation decomposes into three transformations in N = 2 superspace: (i) an N = 2
superconformal transformation generated by an N = 2 superconformal Killing vector ξ;
(ii) an extended superconformal transformation generated by a complex spinor superfield
ρα obeying the constraints (C.11); (iii) a shadow U(1) rotation. Using the N = 4 super-
conformal transformation laws (8.4a) and (8.4b), it is a simple exercise to work out the
transformations of the N = 2 component superfields.
The left and the right arctic multiplets turn out to have identical N = 2 superconfor-
mal transformations, so we will omit the label ‘L’ and ‘R.’ Specifically, one can show that
the component superfields Υk transform as
δξΥk = −
(
ξ +
n− k
2
σ +
k
2
σ¯
)
Υk . (8.10)
11For each of the mirror spaces CP 1
L
and CP 1
R
, we choose its north chart to define the expansions (8.7a)
and (8.7b).
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As already mentioned, the leading components Φ := Υ0 and Σ := Υ1 are chiral and
complex linear respectively. The transformation law (8.10) implies
δξΦ = −
(
ξ +
n
2
σ
)
Φ −→ D¯αδξΦ = 0 (8.11a)
δξΣ = −
(
ξ +
n− 1
2
σ +
1
2
σ¯
)
Σ −→ D¯2δξΣ = 0 . (8.11b)
In the case of a weight-one multiplet, n = 1, the σ-term in the variation δξΣ drops out.
The left and the right arctic multiplets transform almost identically under the shadow
U(1) rotation:
δαΥL,k = −(n− 2k)
2
iαΥL,k , δαΥR,k =
(n− 2k)
2
iαΥR,k . (8.12)
A real difference between the left and the right arctic multiplets occurs only in the
sector of extended superconformal transformations. The left weight-n arctic multiplet can
be shown to transform as follows:
δΥL,0 =
(
ραD¯α − 1
2
(D¯αρ
α)
)
ΥL,1 , (8.13a)
δΥL,k =
(
ρ¯αDα +
k − n− 1
2
(Dαρ¯
α)
)
ΥL,k−1
+
(
ραD¯α − k + 1
2
(D¯αρ
α)
)
ΥL,k+1 , k > 0 . (8.13b)
For the right weight-n arctic multiplet we get
δΥR,0 = −
(
ρ¯αD¯α − 1
2
(D¯αρ¯
α)
)
ΥR,1 , (8.14a)
δΥR,k = −
(
ραDα +
k − n− 1
2
(Dαρ
α)
)
ΥR,k−1
−
(
ρ¯αD¯α − k + 1
2
(D¯αρ¯
α)
)
ΥR,k+1 , k > 0 . (8.14b)
We see that the transformation law of the right superfields, ΥR,k, can be obtained from
that of the left ones, ΥL,k, by applying the replacement: ΥL,k → ΥR,k and ρα → −ρ¯α.
The leading left N = 2 superfields (8.8) are chiral and complex linear, respectively,
and similarly for the right N = 2 superfields (8.9). It is important to check that their
variations under the extended superconformal transformation obey the same constraints.
To make manifest the chirality of δΦL and δΦR, we point out the following. It follows from
the constraints (C.11) that the superconformal parameters ρα and ρ¯α can be represented
in the form:
ρα = D¯αρ¯L , ρ¯α = DαρL ; (8.15a)
ρα = DαρR , ρ¯α = D¯αρ¯R , (8.15b)
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for some complex scalars ρL and ρR. Now, the variations (8.13a) and (8.14a) can be
rewritten in the form:
δΦL = −1
2
D¯
2(ρ¯LΣL) , (8.16a)
δΦR =
1
2
D¯
2(ρ¯RΣR) , (8.16b)
with D¯2 := D¯αD¯
α. These expressions show that δΦL and δΦR are indeed chiral. Let
us consider eq. (8.13b) with k = 1 in order to check that δΣL satisfies the condition
D¯2δΣL = 0. We have
δΣL =
(
ρ¯αDα − n
2
(Dαρ¯
α)
)
ΦL +
(
ραD¯α − (D¯αρα)
)
ΥL,2
=
(
ρ¯αDα − n
2
(Dαρ¯
α)
)
ΦL − D¯α
(
ραΥL,2
)
. (8.17)
Here the second term in the second line is clearly complex linear. To prove that the first
term is also complex linear, it suffices to use the constraints (C.11) as well as the chirality
of ΦL.
In conclusion, we write down a general N = 4 superconformal sigma-model described
by left and right weight-one arctic multiplets and their conjugates
S =
1
2πi
∮
γL
dζL
ζL
∫
d3x d2θd2θ¯ KL(ΥL, Υ˘L)
+
1
2πi
∮
γR
dζR
ζR
∫
d3x d2θd2θ¯ KR(ΥR, Υ˘R) . (8.18)
Here the Ka¨hler potentials KL and KR obey homogeneity conditions of the type (7.31).
9 N = 3 SUSY implies N = 4 SUSY
It is the accepted lore that N = 3 supersymmetry in three space-time dimensions
implies N = 4 supersymmetry.12 Here we provide two proofs of this claim by considering
nonlinear sigma-models that possess different amounts of manifestly realised supersym-
metry: (i) N = 2; and (ii) N = 3.
12The standard argument (see, e.g., [65]) is as follows: N -extended supersymmetry requires N −1 anti-
commuting complex structures. In the case N = 3, the target space has two such structures, I and J .
Their product K := I J is a third complex structure which anticommutes with I and J , and therefore the
sigma-model is N = 4 supersymmetric. This argument tells us nothing about off-shell supersymmetry.
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9.1 Analysis in N = 2 superspace
We start from a general 3D N = 2 supersymmetric nonlinear σ-model [68]
S =
∫
d3x d2θd2θ¯ K
(
φa, φ¯b
)
, D¯βφ
a = 0 , (9.1)
with K(φ, φ¯) the Ka¨hler potential of a Ka¨hler manifoldM, and look for those restrictions
on the target space geometry which guarantee the existence of a hidden supersymmetry.
We emphasise that the sigma-model under consideration is not required to be supercon-
formal.
The first argument why N = 3 implies N = 4 is based on an explicit calculation.
Building on the four-dimensional analysis [66, 67], a general ansatz for an additional
supersymmetry is of the form
δφa =
1
2
D¯
2
(
ρ¯ Ω¯a
)
, δφ¯a¯ =
1
2
D
2 (ρΩa¯) , (9.2)
where Ωa(φ, φ¯) is a function associated with the Ka¨hler manifold M, and ρ¯ is a constant
antichiral superfield satisfying
Dαρ¯ = ∂αβ ρ¯ = D¯
2ρ¯ = 0 . (9.3)
In three dimensions it is furthermore possible to choose the spinor component of ρ to be
real up to an arbitrary constant phase λ
e−iλDαρ
∣∣ = eiλ D¯αρ¯∣∣ , (9.4)
with λ ∈ R some fixed parameter for the transformation under consideration. A real
spinor parameter corresponds to one additional (third) supersymmetry. Thus ρ¯ has the
following explicit form:
ρ¯ = τ¯ + e−iλ ǫαθ¯α , τ¯ = const , ǫα = ǫ¯α = const . (9.5)
In fact, the third supersymmetry transformation is obtained by setting τ¯ = 0. However,
commuting the manifestly realised first and second supersymmetry transformations with
the third one results in a central charge transformation which corresponds to the choice
ρ¯ = τ¯ ∈ C in (9.2). For our proof below, it is not necessary to assume τ¯ to be complex.
We would like to show that there is no special choice of λ in (9.5) for which the
supersymmetry variation cancels between the ρ terms and the ρ¯ terms. Varying the
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action (9.1) gives
δρ,ρ¯S =
1
2
∫
d3x d2θd2θ¯ KaD¯
2(ρ¯Ω¯a) + c.c.
= −1
2
∫
d3x d2θd2θ¯ gab¯(D¯αφ¯
b¯)D¯α(ρ¯Ω¯a) + c.c. , (9.6)
with gab¯ = Kab¯ := ∂a∂b¯K the Ka¨hler metric. Choosing here ρ¯ = τ¯ = const, the variation
of the action reduces to
δτ,τ¯S = −1
2
τ¯
∫
d3x d2θd2θ¯ ω¯b¯c¯ (D¯αφ¯
b¯)D¯αφ¯c¯ + c.c. , (9.7)
where we have denoted
ω¯b¯c¯ := gb¯a Ω¯
a
,c¯ , Ω¯
a
,c¯ := ∂c¯Ω¯
a . (9.8)
The two terms in (9.7) can be seen to have different functional form. The condition
δτ,τ¯S = 0 is therefore equivalent to the requirement that each term on the right of (9.7)
vanishes separately, and thus∫
d3x d2θd2θ¯ ω¯b¯c¯ (D¯αφ¯
b¯)D¯αφ¯c¯ = 0 . (9.9)
This holds if
ω¯b¯c¯ = −ω¯cb¯ , (9.10)
and hence the target space is endowed with the two-form13 ωbc = gba¯Ω
a¯
,c and its conjugate
ω¯bc. We conclude that the action is invariant under the central charge transformation when
ω is antisymmetric. Thus there is no way that the τ and τ¯ variations could possibly cancel
each other without the variations being separately zero.
Now, the variation of the action, eq. (9.6), turns into
δρ,ρ¯S = −1
2
e−iλ ǫα
∫
d3x d2θd2θ¯ gab¯ Ω¯
a
D¯
αφ¯b¯ + c.c. (9.11)
We see that the two terms in δρ,ρ¯S have different functional form. Imposing the condition
δρ,ρ¯S = 0 is equivalent to the fact that each term should vanish separately. Therefore, we
have to require
δρ¯S =
1
2
e−iλ ǫα
∫
d3x d2θd2θ¯ gab¯ Ω¯
a
D¯αφ¯
b¯
=
1
2
e−iλ ǫα
∫
d3x d2θd2θ¯ Ω¯aD¯αKa ≡ 0 (9.12)
13On the mass shell, the supersymmetry transformation (9.2) takes the form: δφa = e−iλ ǫα Ω¯
a
,b¯ D¯
αφ¯b¯.
Since δφa should be a vector field onM, we conclude that Ω¯a,b¯ is a tensor field onM, and therefore ωab
is a two-form.
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for the action to be invariant under the third supersymmetry.
Before starting to analyse the condition (9.12), we wish to make an important obser-
vation. Let us forget for a moment that ω¯b¯c¯ defined by (9.8) is antisymmetric, eq. (9.10).
Then, we can derive several identities:
Bb¯c¯d¯ := Kab¯c¯Ω¯
a
,d¯ +Kad¯Ω¯
a
,b¯c¯
= ∇c¯ω¯d¯b¯ + Γe¯b¯c¯(ω¯d¯e¯ + ω¯e¯d¯)
=
1
2
(
∂b¯(ω¯c¯d¯ + ω¯d¯c¯) + ∂c¯(ω¯b¯d¯ + ω¯d¯b¯)− ∂d¯(ω¯b¯c¯ + ω¯c¯b¯)
)
. (9.13)
If eq. (9.10) holds, then the relation (9.13) leads to the important result:
∇a¯ω¯bc = 0 . (9.14)
A non-trivial piece of information can be extracted from the condition (9.12) without
doing hard calculations (compare with [14]). Eq. (9.12) tells us that the functional in
the second line must vanish identically. Let us vary this functional with respect to the
antichiral superfields φ¯s while keeping the chiral ones φs fixed. Since ω¯b¯c¯ is antisymmetric,
we obtain
δφ¯
∫
d3x d2θd2θ¯ Ω¯aD¯αKa = −2
∫
d3x d2θd2θ¯ ω¯b¯c¯ δφ¯
b¯
D¯αφ¯
c¯ . (9.15)
To make this variation vanish, one has to impose the condition
∇aω¯bc = ∂aω¯bc = 0 , (9.16)
which means that ω¯bc is anti-holomorphic, ω¯bc = ω¯bc(φ¯). Indeed, since φ¯ and δφ¯ are
antichiral, we then get∫
d3x d2θd2θ¯ ω¯b¯c¯ δφ¯
b¯
D¯αφ¯
c¯ = −1
4
∫
d3x d2θ¯ ω¯b¯c¯ δφ¯
b¯
D
2
D¯αφ¯
c¯ = 0 .
The conditions (9.10), (9.14) and (9.16) prove to be sufficient for demonstrate that eq.
(9.12) indeed holds. It is in fact instructive to compute δρ¯S directly without making use
of (9.10), (9.14) and (9.16).
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Tedious calculations lead to
δρ¯S =
1
16
e−iλ ǫα
∫
d3xD2
{
D¯
2KaD¯
αΩ¯a
}
=
e−iλ ǫα
16
∫
d3x
{
8ω¯b¯c¯
(
✷φ¯b¯D¯αφ¯
c¯ +✷φ¯c¯D¯αφ¯
b¯
)
+ 16Bb¯c¯d¯∂
βγ φ¯b¯D¯γ φ¯
d¯∂αβφ¯
c¯
+∇aω¯b¯c¯
(
16∂βγφaD¯γ φ¯
b¯∂αβφ¯
c¯ − D2φaD¯2φ¯b¯D¯αφ¯c¯
+8iDβφa∂βγD¯
γ φ¯b¯D¯αφ¯
c¯ + 4iDβφaD¯2φ¯b¯∂αβφ¯
c¯
)
− ∂a∇bω¯c¯d¯ DβφaDβφbD¯2φ¯c¯D¯αφ¯d¯
+∂a(Γ
e¯
b¯c¯
ω¯e¯d¯)
(
− D2φaD¯βφ¯b¯D¯βφ¯c¯D¯αφ¯d¯
+4iDγφ
a∂γβφ¯b¯D¯βφ¯
c¯
D¯αφ¯
d¯ + 4iDγφ
a∂γβφ¯c¯D¯βφ¯
b¯
D¯αφ¯
d¯ + 4iDγφaD¯βφ¯
b¯
D¯
βφ¯c¯∂γαφ¯
d¯
)
+∂a∂b(Γ
f¯
c¯d¯
ω¯f¯ e¯)D
γφaDγφ
b
D¯
βφ¯c¯D¯βφ¯
d¯
D¯αφ¯
e¯
}
. (9.17)
We see that the contributions in the first, second and third lines vanish due to the con-
ditions (9.10), (9.14) and (9.16). The remaining contributions in (9.17) are proportional
either to
∂a(Γ
e¯
b¯c¯ω¯e¯d¯) = (∂aΓ
e¯
b¯c¯) ω¯e¯d¯ = R
e¯
b¯ac¯ ω¯e¯d¯ (9.18)
or to its derivative, ∂a∂b(Γ
f¯
c¯d¯
ω¯f¯ e¯). Now the fact that ω¯b¯c¯ is covariantly constant, implies
that Re¯b¯ac¯ ω¯e¯d¯ is symmetric in all barred indices which is enough for all the remaining
terms to vanish.
We have demonstrated that the conditions (9.10), (9.14) and (9.16) guarantee that the
sigma-model action (9.1) is invariant under the additional third supersymmetry transfor-
mation (9.2), with ρ¯ given by eq. (9.5). The important point is that ρ¯ in (9.2) depends
on the phase factor e−iλ, where λ is a fixed parameter characterising the third super-
symmetry transformation. However, since λ does not show up in the conditions (9.10),
(9.14) and (9.16), the action (9.1) is invariant under the additional third supersymmetry
transformation (9.2) and (9.5) in which λ is completely arbitrary. This means that the
action (9.1) is invariant under hidden supersymmetry transformations of the form:
δφa =
1
2
D¯
2
(
ρ¯(θ¯) Ω¯a(φ, φ¯)
)
, ρ¯(θ¯) = τ¯ + ǫ¯αθ¯
α , (9.19)
with arbitrary complex constant parameters τ¯ and ǫ¯α. Therefore N = 3 supersymmetry
implies N = 4 supersymmetry.
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We now turn to describing the second argument why N = 3 supersymmetry implies
N = 4. For this we rewrite the third supersymmetry transformation (9.2) as
δλφ
a =
1
2
D¯
2
(
ρ¯λ(θ¯) Ω¯
a(φ, φ¯)
)
. (9.20)
The sigma-model action (9.1) is clearly R-invariant. It does not change under U(1) trans-
formations
φa(θ)→ φ′a(θ) = φa(eiψθ) , φ¯b¯(θ¯)→ φ¯′¯b(θ¯) = φ¯b¯(e−iψθ¯) , ψ ∈ R . (9.21)
Commuting such an infinitesimal transformation with the supersymmetry one, eq. (9.20),
results in a new supersymmetry transformation of the form:
δλ+δλφ
a =
1
2
D¯
2
(
ρ¯λ+δλ(θ¯) Ω¯
a(φ, φ¯)
)
, (9.22)
with δλ 6= 0. Therefore, if the action (9.1) is invariant under the third supersymmetry
(9.20) and (9.5), for some fixed λ, it is in fact invariant under a one-parameter family of
supersymmetry transformations corresponding to all possible values for λ ∈ R in (9.20).
This means that N = 3 supersymmetry implies N = 4 supersymmetry. Instead of the
ansatz (9.20), we can now look for a hidden supersymmetry transformation of the form
(9.19). Therefore, we can recycle, word for word, the four-dimensional derivation given in
[14] of the results of [67] devoted to the formulation of general 4D N = 2 supersymmetric
nonlinear sigma-models in terms of N = 1 chiral superfields.
On the mass shell,
D¯
2Ka = 0 , (9.23)
and the first and the second supersymmetry transformations generate the N = 2 super-
Poincare´ algebra without central charge provided
Ω¯a,c¯Ω
c¯
,b = −δab . (9.24)
In fact, the closure of the supersymmetry algebra requires two more conditions
D¯
2Ω¯a = 0 , (9.25)
Ω¯d,b¯∇dΩ¯a,c¯ − Ω¯d,c¯∇dΩ¯a,b¯ = 0 . (9.26)
They hold due to (9.16) – (9.24). The detailed derivation of the above results can be
found in [14].
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Let J ≡ J3 be the complex structure chosen on the target space M,
J3 =
(
i δab 0
0 −i δa¯b¯
)
. (9.27)
The above consideration shows that there are two more complex structures defined as
J1 =
(
0 Ω¯a,b¯
Ωa¯,b 0
)
, J2 =
(
0 i Ω¯a,b¯
−i Ωa¯,b 0
)
(9.28)
such that M is Ka¨hler with respect to all of them, and the operators JA = (J1, J2, J3)
form the quaternionic algebra:
JA JB = −δAB 1 + εABCJC . (9.29)
As a result, it has been demonstrated that the target spaceM is a hyperka¨hler manifold.
As is seen from (9.28), the complex structures are given in terms of the tensor fields
Ω¯a,b¯ and Ω
a¯
,b, while the supersymmetry transformation (9.20) involves Ω¯
a and Ωa¯. The
latter can be constructed using the Ka¨hler potential [67]:
Ω¯a = ωab
(
φ
)
Kb
(
φ, φ¯
)
. (9.30)
Under the Ka¨hler transformations
K
(
φ, φ¯
) −→ K(φ, φ¯)+ Λ(φ)+ Λ¯(φ¯) , (9.31)
Ω¯a changes as follows: ωabKb → ωabKb + ωabΛb. However, the supersymmetry variation
δφa = 1
2
D¯2
(
ρ¯(θ¯) Ω¯a
)
in (9.20) is invariant under the Ka¨hler transformations.
9.2 Off-shell N = 3 SUSY implies off-shell N = 4 SUSY
Consider the off-shellN = 3 superconformal sigma-model generated by the Lagrangian
(7.30) and (7.31). Upon reduction to N = 2 superspace, its action takes the form (7.34).
Comparing this action with that of the off-shell N = 4 superconformal sigma-model
formulated in N = 2 superspace, eq. (8.18), we see that the former is identical in its form
with either the left or the right sector of the latter. This means that the theory (7.34)
can be lifted to an off-shell N = 4 superconformal sigma-model realised only in terms
of left weight-one arctic multiplets and their conjugates, or only in terms of their right
mirrors. If the Ka¨hlerian cone M, for which K(Φ, Φ¯) is the Ka¨hler potential, factorises,
M =M1×M2, then we can use both left and right arctic multiplets and their conjugates
in order to realise N = 4 extensions of the two sectors of the N = 3 sigma-model.
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10 General N = 3, 4 superconformal sigma-models
We now have all prerequisites available to develop a chiral formulation in N = 2
superspace for the most general N = 3 and N = 4 superconformal nonlinear σ-models.
Given a hyperka¨hler coneM, we pick one of its complex structures, say J3, and introduce
complex coordinates φa compatible with it. In these coordinates, J3 has the form (9.27).
Two other complex structures, J1 and J2, become
J1 =
(
0 gac¯ω¯c¯b¯
ga¯cωcb 0
)
, J2 =
(
0 i gac¯ω¯c¯b¯
−i ga¯cωcb 0
)
, (10.1)
where gab¯ be the hyperka¨hler metric, and ωab the holomorphic symplectic two-form. Let
χ =
(
χa(φ), χ¯b¯(φ¯)
)
be the homothetic conformal Killing vector field associated with M,
∇aχb = δba , ∇¯a¯χb = ∂¯a¯χb = 0 (10.2a)
χa := gab¯χ¯
b¯ = ∂aK , gab¯ = ∂a∂¯b¯K , (10.2b)
with the hyperka¨hler potential K given by
K = gab¯χ
aχ¯b¯ = Kaχ
a . (10.3)
With this hyperka¨hler potential chosen, our goal is to prove that the N = 4 supersym-
metric σ-model
S =
∫
d3x d2θd2θ¯ K
(
φa, φ¯b
)
, D¯βφ
a = 0 (10.4)
is N = 4 superconformal. In accordance with the analysis given in subsection 6.2, the
action (10.4) is invariant under the N = 2 superconformal transformation
δφa = −ξφa − 1
2
σχa(φ) , (10.5)
with ξ an arbitrary N = 2 superconformal Killing vector.
10.1 N = 3 superconformal invariance
To start with, we prove that the action (10.4) is N = 3 superconformal. As shown
in Appendix C, subsection C.1, an arbitrary N = 3 superconformal transformation de-
composes into two transformations in N = 2 superspace: (i) an N = 2 superconformal
transformation generated by an N = 2 superconformal Killing vector ξ; (ii) an extended
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superconformal transformation generated by a real spinor superfield ρα(x, θ, θ¯) obeying
the constraints
D(αρβ) = D¯(αρβ) = 0 , (10.6)
and therefore
∂(αβ ργ) = D
2ρα = D¯
2ρα = 0 . (10.7)
The general solution of the constraints (10.6) is
ρα(x, θ, θ¯) = ǫα − iλθα + iλ¯θ¯α + ηβxαβ + iηαθβ θ¯β . (10.8)
Here the real spinor ǫα generates the third Q-supersymmetry, the complex scalar λ the
off-diagonal SU(2) transformation and the real spinor ηα the third S-supersymmetry trans-
formation. Associated with ρα is a complex scalar ρ and its complex conjugate ρ¯ defined
as follows:
ρα = Dαρ , ρα = D¯αρ¯ . (10.9)
The scalar ρ¯ is defined modulo arbitrary shifts of the form:
ρ¯ → ρ¯+ ϕ , D¯αϕ = 0 . (10.10)
This freedom is not strong enough to make ρ and ρ¯ coincide,14 although ρ and ρ¯ obey
the reality condition:
Dαρ = D¯αρ¯ . (10.11)
We have seen that the sigma-model (10.4) is invariant under theN = 2 superconformal
transformations (10.5). Let us now define the extended superconformal transformation:
δφa =
1
2
D¯
2
{
ρ¯ωabχb
}
. (10.12)
Our goal is to prove that the action (10.4) is invariant under (10.12). The variation of
the action is
δS = −1
2
∫
d3x d2θd2θ¯
(
D¯αχa
)(
D¯
αρ¯
)
ωabχb + c.c.
= −1
2
∫
d3x d2θd2θ¯ ρ¯α
(
D¯
αφ¯c¯
)
gc¯ a ω
abχb + c.c.
= −1
2
∫
d3x d2θd2θ¯ ρ¯α
(
D¯
αφ¯a¯
)
ω¯a¯b¯ χ¯
b¯ + c.c. (10.13)
14A simple way to justify this statement is as follows. According to the analysis given in appendix C.1,
Λ11| = i
2
Dαρ
α and its complex conjugate is (Λ11)∗ = Λ22| = i
2
D¯αρ
α. These relations can be rewritten
in terms of ρ and ρ¯ as Λ11| = i
2
DαD¯
αρ¯ and Λ22| = i
2
D¯αD
αρ, and thus ρ has to be complex, for Λ11| is
complex in general.
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Since the tensor fields ω¯a¯b¯ and χ¯
b¯ are anti-holomorphic, the combination ω¯a¯b¯ χ¯
b¯ appearing
in the integrand is antichiral. As a result, doing the Grassmann integral
∫
d2θ gives
δS =
1
4
∫
d3x d2θ¯ (Dαρ¯α) ω¯a¯b¯ χ¯
b¯
D
β
D¯βφ¯
a¯ +
1
8
∫
d3x d2θ¯ ρ¯αω¯a¯b¯ χ¯
b¯
D
2
D¯
αφ¯a¯ + c.c. (10.14)
In deriving the first term, we have used the identity D(αρβ) = 0. The above variation
vanishes, for DβD¯βφ¯ ≡ 0 and D2D¯βφ¯ ≡ 0 for any antichiral superfield φ¯.
10.2 N = 4 superconformal invariance
As shown in Appendix C, subsection C.2, an arbitrary N = 4 superconformal trans-
formation decomposes into three transformations in N = 2 superspace: (i) an N = 2
superconformal transformation generated by an N = 2 superconformal Killing vector
ξ; (ii) an extended superconformal transformation generated by a complex spinor super-
field ρα(x, θ, θ¯) obeying the constraints (C.11); (iii) a shadow U(1) rotation. In regard to
transformation (ii), the only difference from the N = 3 case considered earlier is that the
parameter ρα is now complex. Since ρα is complex, the general solution of the constraints
(C.11) is
ρα = ǫα + λRθ
α − λ¯Lθ¯α + η¯βxαβ + iη¯αθβ θ¯β . (10.15)
Here the complex parameter ǫα generates the third and fourth Q-supersymmetries; the
complex parameters λL and λR generate off-diagonal SU(2)L and SU(2)R transformations
associated with Λ11L and Λ
11
R ; finally, the complex parameter η
α generates the third and
fourth S-supersymmetry transformations.
The constraints (C.11) imply that we can represent
ρα = D¯αρ¯L , ρ¯α = DαρL ; (10.16a)
ρα = DαρR , ρ¯α = D¯αρ¯R , (10.16b)
for some complex scalars ρL and ρR. Unlike the N = 3 case, the mutually conjugate
parameters ρL,R and ρ¯L,R do not obey any additional reality condition like (10.11).
In the N = 4 case, it is possible to define two types of extended superconformal
transformations:
δLφ
a =
1
2
D¯
2
{
ρ¯L ω
abχb
}
, (10.17a)
δRφ
a =
1
2
D¯
2
{
ρ¯R ω
abχb
}
. (10.17b)
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Such transformations leave the action (10.4) invariant, for the proof given at the end of
the previous subsection carries over without any change.
Finally, we define the infinitesimal shadow U(1) transformation of φa:
δφa = − i
2
αχa(φ) , α¯ = α . (10.18)
Because of the identity (10.3), this transformation leaves the action invariant. It should
be remarked that the shadow chiral rotation is generated by the Killing vector
υ = iχa(φ)
∂
∂φa
− i χ¯a¯(φ¯) ∂
∂φ¯a¯
. (10.19)
11 Conclusion
In this paper we have elaborated on various aspect of three-dimensional N ≤ 4 super-
conformal sigma-models from the superspace point of view. The original motivation for
the research presented in this paper was the desire to explore the additional opportunities
offered by superspace as compared with the component analysis given in [4].
We have not studied gauged superconformal sigma-models. The procedures of gauging
the target-space isometries for sigma-models formulated in superspace are well-elaborated,
see in particular [33, 67], and can be naturally used in three dimensions.
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A 3D notation and conventions
Our spinor conventions in three space-time dimensions (3D) are compatible with the
4D two-component spinor formalism used by Wess and Bagger [69] and also adopted in
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[55]. Specifically, we start from the 4D sigma-matrices
(σm)
α
.
β
:= (1, ~σ) , m = 0, 1, 2, 3 (A.1a)
(σ˜m)
.
αβ := (1,−~σ) , m = 0, 1, 2, 3 (A.1b)
and delete the matrices with space index m = 2. This leads to the 3D gamma-matrices
(σm)
α
.
β
−→ (γm)αβ = (γm)βα = (1, σ1, σ3) , (A.2a)
(σ˜m)
.
αβ −→ (γm)αβ = (γm)βα = εαγεβδ(γm)γδ , (A.2b)
where the spinor indices are raised and lowered using the SL(2,R) invariant tensors
εαβ =
(
0 −1
1 0
)
, εαβ =
(
0 1
−1 0
)
, εαγεγβ = δ
α
β (A.3)
using the standard rule:
ψα = εαβψβ , ψα = εαβψ
β . (A.4)
By construction, the matrices (γm)αβ and (γm)
αβ are real and symmetric. Using the
properties of the 4D sigma-matrices, we can immediately read off the properties of the
3D gamma-matrices. In particular, for the matrices
γm := (γm)α
β = εβγ(γm)αγ (A.5)
one readily obtains the relations
{γm, γn} = 2ηmn1 , (A.6a)
γmγn = ηmn1 + εmnpγ
p , (A.6b)
where the 3D Minkowski metric is ηmn = η
mn = diag(−1, 1, 1) and the Levi-Civita tensor
is normalised as ε012 = −ε012 = −1. Another useful relation is the following
(γm)αβ(γm)γδ = 2εα(γεδ)β . (A.7)
To comply with the tradition, we will label the 3D vector indices by values 0, 1, 2.
Given a three-vector Vm, it can be equivalently described by a symmetric bi-spinor Vαβ
defined as
Vαβ := (γ
m)αβVm = Vβα , Vm = −1
2
(γm)
αβVαβ . (A.8)
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B The super-Poincare´ group
The N -extended super-Poincare´ group in three space-time dimensions, P(3|N ), can
naturally be realised as a subgroup of the superconformal group OSp(N|2,R). Any ele-
ment g ∈ P(3|N ) can uniquely be represented in the form:
g = s(a, ǫ) h(M) , (B.1a)
s(a, ǫ) = exp


0 0 0
−aαβ 0 −√2ǫαJ
i
√
2 ǫI
β 0 0


=


δα
β 0 0
−aαβ + i
2
εαβǫ2 δαβ −
√
2ǫαJ
i
√
2 ǫI
β 0 δIJ

 , (B.1b)
h(M) = exp


M 0 0
0 (M−1)T 0
0 0 1N

 , M ∈ SL(2,R) . (B.1c)
In eq. (B.1b), the bosonic aαβ = aβα = am(γm)
αβ and fermionic ǫI
α = ǫαI ≡ ǫαI parameters
are real.
N -extended Minkowski superspace is the homogeneous space
M
3|2N = P(3|N )/SL(2,R) , (B.2)
where SL(2,R) is identified with the set of all matrices h(M) defined in (B.1c). The points
of M3|2N can be parametrised by the variables
zM = (xm, θαI ) (B.3)
which correspond to the following coset representative:
s(z) := s(x, θ) =


δα
β 0 0
−xαβ + i
2
εαβθ2 δαβ −
√
2θαJ
i
√
2 θI
β 0 δIJ

 , xαβ = xm(γm)αβ . (B.4)
The supersymmetry transformation s(0, ǫ) acts on the superspace according to the law
s(x, θ)→ s(x′, θ′) = s(0, ǫ)s(x, θ), and thus
x′αβ = xαβ + i(ǫαI θ
β
I + ǫ
β
I θ
α
I ) , θ
′α
I = θ
α
I + ǫ
α
I . (B.5)
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These results can be rewritten in terms of zA = (xa, θαI ) as
z′A = zA − i ǫβJQJβ zA , (B.6)
where we have introduced the supersymmetry generators
QIα = i
∂
∂θαI
+ (γm)αβ θ
β
I ∂m = i
∂
∂θαI
+ θβI ∂βα . (B.7)
From here we immediately read off the spinor covariant derivatives
DIα =
∂
∂θαI
+ i(γm)αβ θ
β
I ∂m =
∂
∂θαI
+ iθβI ∂βα , (B.8)
which obey the anti-commutation relations
{
DIα, D
J
β
}
= 2i δIJ(γm)αβ ∂m . (B.9)
As compared with the supersymmetry in four dimensions, the spinor covariant derivatives
possess unusual conjugation properties. Specifically, given an arbitrary superfield F and
F¯ := (F )∗ its complex conjugate, the following relations holds
(DIαF )
∗
= −(−1)ǫ(F )DIαF¯ , (B.10)
where ǫ(F ) denotes the Grassmann parity of F .
C N = 2 reduction for N = 3 and N = 4 supercon-
formal Killing vector fields
The N -extended superconformal Killing vector fields were studied in section 5. Here
we describe the reduction of the N = 3 and N = 4 superconformal Killing vectors to
N = 2 superspace. The results of this appendix are used in the sections 7, 9 and 10.
The analysis and the results given below are analogous to those described in the the 4D
N = 2 case in [12, 14].
We recall that N = 3 superspace is parametrised by the coordinates zA = (xa, θαij),
while its N = 4 cousin by zA = (xa, θα
ij¯
). Embedded into these superspaces is the N = 2
superspace parametrised by variables zA = (xa, θα, θ¯α), where the odd complex coordinate
θα is defined as θα = θα11 = θ
α
11¯, and for its conjugate θ¯
α = (θα)∗ we have θ¯α = θα22 = θ
α
22¯.
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Let Φ(zA) be an arbitrary N = 3 or N = 4 superfield. Its N = 2 projection is
Φ| := Φ(zA)∣∣
θ⊥=0
, (C.1)
where θ⊥ stands for θα12 in the N = 3 case, and (θα12, θα21) in the N = 4 case. Given a
vector field V = V A(z)DA on the N = 3 or N = 4 superspace, its N = 2 projection is
defined as
V | = V A|DA . (C.2)
The important point is that the covariant derivatives D11α = D
11¯
α and D
22
α = D
22
α depend
only on θα and θ¯α. The explicit representation of the N = 2 covariant derivatives is
Dα =
∂
∂θα
+ iθ¯β∂αβ = D
11
α = D
11
α , (C.3a)
D¯α = − ∂
∂θ¯α
− iθβ∂αβ = −D22α = −D22α . (C.3b)
They satisfy the anticommutation relations (5.18).
C.1 N = 3 superconformal Killing vector fields
Let ξ be a N = 3 superconformal Killing vector. Consider its N = 2 projection
ξ| := ξA|DA = ξ + 2iραD12α , ξ = ξa∂a + ξαDα − ξ¯αD¯α . (C.4)
Making use of eq. (5.34) gives
[
ξ,D11α
]∣∣ = [ξ|,Dα] = ωαβDβ + 1
4
(
σ − 3σ¯)Dα − Λ11|D12α . (C.5)
The parameters in (C.4) and (C.5) are related to those in (5.34) as follows:
ξa := ξa| , ξα := ξα11| , ξ¯α := ξα22| , ρα := −iξα12| = ρα , (C.6a)
σ| = 1
3
∂aξa =
1
2
(
Dαξ
α − D¯αξ¯α
)
, ωαβ| = ωαβ = −D(αξβ) = D¯(αξ¯β) , (C.6b)
Λ11| = i
2
Dαρ
α , Λ12| = −1
8
(
Dαξ
α + D¯αξ¯
α)
, (C.6c)
σ =
1
4
(
Dαξ
α − 3D¯αξ¯α
)
=
(
2Λ12|+ σ|
)
, D¯ασ = 0 . (C.6d)
The N = 3 superconformal transformation generated by ξ induces two different transfor-
mations of N = 2 superfields. They are:
1. A N = 2 superconformal transformation. It is generated by ξ which, due to (C.5),
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is a N = 2 superconformal vector field. Its components ξa, ξα, ξ¯α as well as the descen-
dants ωαβ, σ| and Λ12|, which are introduced above, correspond to the N = 2 parameters
ξa, ξα, ξ¯α, ωαβ, σ and (i/2)Λ of subsection (5.3).
2. An extended superconformal transformation. It is generated by the real spinor
parameter ρα under the constraints
D(αρβ) = D¯(αρβ) = 0 =⇒ ∂(αβργ) = D2ρα = D¯2ρα = 0 . (C.7)
The general solution to these constraints is
ρα = ǫα − iλθα + iλ¯θ¯α + ηβxαβ + iηαθβ θ¯β , (C.8)
with ǫα, λ and ηα constant parameters. The real parameter ǫα generates the third Q-
supersymmetry; the complex parameter λ = Λ11|θ=0 generates an off-diagonal SU(2)
transformation; finally, the real parameter ηα generates the third S-supersymmetry trans-
formation.
C.2 N = 4 superconformal Killing vector fields
In the N = 4 case, the analysis is similar to that given in the previous subsection.
The N = 2 projection of the N = 4 superconformal Killing vector field is
ξ| := ξA|DA = ξ + ραD12α − ρ¯αD21α , ξ = ξa∂a + ξαDα − ξ¯αD¯α (C.9a)
[ξ|,Dα] = ωαβDβ + 1
4
(
σ − 3σ¯)Dα − (ΛL)11|D21α − (ΛR)11|D12α , (C.9b)
where
ξa := ξa| , ξα := ξα11| , ρα := ξα12| , (C.10a)
σ| = 1
3
∂aξa =
1
2
(
Dαξ
α − D¯αξ¯α
)
, ωαβ = ωαβ | = −D(αξβ) = D¯(αξ¯β) , (C.10b)
Λ11L | = −
1
2
Dαρ¯
α , Λ11R | =
1
2
Dαρ
α , (C.10c)
Λ12L |+ Λ1¯2¯R | = −
1
4
(
Dαξ
α + D¯αξ¯
α)
, (C.10d)
Λ12L | − Λ1¯2¯R | =
1
4
(
D21α ξ
α
21| −D12α ξα12|
)
, (C.10e)
σ =
1
4
(
Dαξ
α − 3D¯αξ¯α
)
= Λ12L |+ Λ12R |+ σ| , D¯ασ = 0 . (C.10f)
Associated with ξ are three types of N = 2 superfields, specifically:
1. A N = 2 superconformal transformation. It is generated by the N = 2 su-
perconformal vector field ξ. Its components ξa, ξα, ξ¯
α
and the descendants ωαβ , σ| and
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(Λ12L |+Λ12R |) should be respectively identified with the N = 2 superconformal parameters
ξa, ξα, ξ¯α, ωαβ, σ and (i/2)Λ introduced in subsection (5.3).
2. An extended superconformal transformation. It is generated by the complex pa-
rameter ρα satisfying the constraints
D(αρβ) = D¯(αρβ) = 0 =⇒ ∂(αβργ) = D2ρα = D¯2ρα = 0 . (C.11)
The constraints are solved by
ρα = ǫα + λRθ
α − λ¯Lθ¯α + η¯βxαβ + iη¯αθβ θ¯β . (C.12)
Here the complex parameter ǫα generates the third and fourth Q-supersymmetries; the
complex parameters λL = Λ
11
L |θ=0 and λR = Λ11R |θ=0 generate off-diagonal SU(2)L and
SU(2)R transformations; finally, the complex parameter η
α generates the third and fourth
S-supersymmetry transformations.
3. A shadow U(1) rotation is generated by
α := i(Λ12R | − Λ12L |) = const . (C.13)
In N = 4 superspace, it describes a U(1) phase transformation of θα
12
, θα
21
only, with θα
11
, θα
22
kept unchanged.
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