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1. INTRODUCTION 
Many studies have been made of the oscillatory behavior of the solutions 
of the nth order linear differential equation 
J+)(X) + A(x) 4’(x) = 0, (El 
where n > 2 and A(x) > 0. In extending a result of Fite [2], Mikusinski [S ] 
showed that if n is even and for some 0 < F < n - 1 
-,r 
x “-‘-54(x) dx = 03, (1) 
then every solution of (E) is oscillatory. If n is odd, he claimed that any 
solution of (E) is either oscillatory or converges monotonically to zero as 
s --) 00 provided that 
Jrn x-IA(x) dx = 00. (11) 
The proof given in [8] for this case is incorrect. A simple counterexample 
(see also Anan’eva and Balaganskii [ 11, Kartsatos [4], and Sevelo [9. 
Example 2.11 is provided by the equation 
y”‘(x) + 3~(x)/8x’ = 0. x > 0. 
Here (II) is satisfied but xzi2 is a nonoscillatory solution which does not 
converge to zero as x + co. Mikusitiski’s conclusion for n odd is true, 
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however, if (II) is replaced by (I). Anan’eva and Balaganskii [ 1 ] proved that 
if 
J 
.m 
x+4(x) dx = co, (III) 
then all solutions of (E) are oscillatory for n even, while all solutions are 
either oscillatory or converge monotonically to zero as x+ co if n is odd. 
Thus the interesting case occurs when 0 < E < 1. 
In proving his result for the case when n is even, Mikusiriski uses a lemma 
(see Lemma 1 below) which is rather interesting in its own right. However, it 
appears that a proof of the correct statement of the second half of 
Mikusitiski’s theorem which makes use of his lemma has never been given. 
This can perhaps be partially explained by the fact that Kiguradze [6, 
Theorem 31, without mentioning Mikusinski’s paper, proved an oscillation 
result (see the discussion in Section 3) which included Mikusinski’s theorem 
as a special case but used a different method of proof from the one in [8]. 
In this paper we consider the equation (also see Eqs. (24) and (25) below) 
(u(x) y’(x))‘” - ” + &4 (x) y( g(x)) = 0, 
where n > 2, 6 = rt 1, a(x) > 0. A(x) > 0, and g(x) < x. Here we use 
Mikusinski’s lemma to obtain, when a(x) = 1, 6 = +I? and g(x) = x, a proof 
of the correct form of the theorem in [8] for the case when n is odd and a 
somewhat more readable version of his proof for the case when n is even. In 
addition, for the case 6 = -1 we use (I) to obtain an oscillation result which 
appears to be new even if g(x) = x. For a survey of known oscillation criteria 
we refer the reader to Swanson [lo], Kartsatos [5]. and Sevelo [9]. 
2. AN OSCILLATION THEOREM 
We consider the equation 
(4x) Y’(X))‘” - I’ + ii4 (x) y( g(x)) = 0, (1) 
where n>2, 6=*1, a, A, g: [x,,,co)+R are continuous, O<u(x)<u,, 
g(x) < x, g(x) + co as x -+ co, A(x) > 0, and A(x) & 0 on any interval of the 
form [r, co). We consider only nontrivial solutions of (1). Such a solution is 
said to be oscillatory if its set of zeros is unbounded and nonoscillatory 
otherwise. 
To prove our results, we will need the following three lemmas, the first of 
which is due to Mikusiriski [S]. 
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LEMMA 1. ffO<a< 1 <m,B(x)>,Ofors>b.and 
. r. .x 
( x m-*+aE(x)d.u < co and ( x”-‘B(X) d-x = co. 
-b .b 
then given any positive x, > b and K > 0 there exists an x2 > .Y, such that 
r [a cs _ f)m-2+n B(s) ds dt > K(x - x$’ 
-XI. I 
for x2x2. 
The following two lemmas are both due to Grammatikopoulos [3]. 
LEMMA 2. Let y be a positive (n - v)-times continuously dtflerentiable 
function on the inerval [x0, a) and let a be a positive continuous function on 
[x,, co) such hut 
(-= [l/a(x)] dx = co 
and the function w E ay’“-” is v-times continuously dtfferentiable on 
[x,, a). Moreover, let 
fJJi = y”’ if O<i<n-v-l 
_ Ii-n+ v) if n-v<i<n. 
If LO,(X) = w(“)(x) is of constant sign and not identically zero for all large x, 
then there exists xY > x0 and an integer I, 0 < I< n, with n + 1 even for w, 
nonnegative or n + 1 odd for o, nonpositive, and such that for every x > xy 
I>0 implies WI(X) > 0 (i = 0, l,..., I- 1) 
and 
1 <n - 1 implies (-l)‘+’ oi(x) > 0 (i = 1, 1 + l,..., n - 1). 
LEMMA 3. If the functions y, a, w and wi are as in Lemma 1 and for 
some i = 0, I,..., n - 2 
lim oi(x) = c, cE R, x-r00 
then 
lim wi + 1(x) = 0. X-KC 
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Note that in our equation we have v = n - 1. Also, since 0 < a(x) < a, we 
have 
lrn [l/a(x))]dx>jm [l/a,]dx= co, 
so that the hypotheses of Lemma 2 are satisfied. 
We now prove the following result. 
THEOREM. Suppose that for some E with 0 < E < 1 we have 
lx; [ g(x)]“-‘-“A(x) dx = co. (2) 
(i) Let 6 = +I. If n is odd, then any solution y(x) of (1) satisfies 
I. y(x) is oscillatory 
or 
II. oi(x) + 0 monotonically as x + a3 for i = 0, l,..., n - 1. 
If n is even, then y(x) satisfies I. 
(ii) Let 6 = -1. If n is odd, then any solution y(x) of (1) satisfies I or 
III. oi(x) -+ co or wi(x) -+ ---co monotonically us x-i 0~) for 
i = 0, I,..., n - 1. 
If n is even, then y(x) satisfies I, II, or III. 
Proof. Choose a positive integer p such that 
l/E< 1 +p < 1 + l/E, (3) 
and let J’(X) be a nonoscillatory solution of (1). Since -y(x) is also a 
solution of (l), we may assume that JJ(X) > 0 for x > T, > x0. Hence there 
exists T, > T, such that g(x) > 1 and y( g(x)) > 0 for x > T, . Multiplying 
Eq. (I)bydwehave 
6@(x) y’(x))‘” - ‘) = -A(x) y( g(x)) < 0 
for x > T,. By Lemma 2 there exists T2 > T, such that each wi(x) has fixed 
sign for x 2 T, and for i = 0, l,..., n - 1. 
Case I. n is odd and 6 = + 1 or n is even and 6 = -1. In this case the 
integer I in Lemma 2 is even. It follows that W&Y) > 0 for x > T, if i is even. 
Suppose that J(X) does not converge to zero as X-P co. Since y(x) is 
monotonic and does not converge to zero, J’(X) is bounded away from zero, 
say J’(X) > c > 0 for x 2 T,. It follows that Jl( g(x)) > c for x > T, for some 
T, > T2. We will now consider three subcases. 
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Case I(a). I= 0. We then see that all oi(x)‘s with i odd are negative 
Since 
&7(x) y’(x))‘” ‘) = -‘4(x) I’( g(x 1) < -CA(X). 
integrating from any T > T, we have 
S(a(x)?,‘(x))‘“-” < G(U(T)JJ(T)pp2’ - c p(s) ds, 
-r 
which may also be written as 
&I,-,(x)<cko,_,(T)-c I’xA(s)ds. 
-T 
If n is odd and 6 = + 1. the above integral must converge as x + co, 
otherwise &J,- ,(- x would eventually become negative. Likewise, if n is even ) 
and 6 = -1, the above integral must converge, otherwise, 60,~ ,(x) would 
eventually become negative. Therefore we have 
0 < &u,-,(x) -c p(s) ds. 
. I 
Integrating again we have 
ho-,(x) > &o,-,(T) + c [.x fK A(s) ds du. 
.r.u 
(4) 
The above integral must converge as x -+ co, otherwise &J,~~(x) would even- 
tually become positive which would be a contradiction. Integrating 
we have that 
by parts 
-x -cc .x -x 
1 1 A(s)dsdu> 1 j A(s)dsdu= [&T)A(s)ds. 
-7-u ‘T ” -T 
Hence (4) becomes 
6w,_,(x) > h,_,(T) + c )-i (s - T)A(s)ds, 
-T 
so 
-cr 
0~6U,~,(X)fC) (S-x)A(s)ds. 
‘X 
Continuing this process we obtain for either 6 = +l or 6 = -1 
u,(x) 2 o,(T) + c j-X I” (s - u)np3 A(s) ds du/(n - 3)! 
-T”U 
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which may also be written as 
463 
“X .cc 
4x)Y’(-u) > q)]“(T) + c, ) 1 (s - q-3 A(s) ds du. 
-T-U 
Now as x+ 03 the above integral must also converge since otherwise 
u(x)J~‘(x) would eventually become positive. Therefore we have 
0 >y’(x) + [c,/a(x)] 1 (s - xy-* A(s) ds/(n - 2) 
-x 
ay’(x) + (c,/a,) iJc cs -y A(~) ds/cn - 2). 
-x 
A final integration yields 
Y(X) G],(T) - c2 ix im (s - u)“-* A@) ds du. 
-T-U 
Since J(X) > 0, the above integral must converge as x + co. However if 
s > S = maxi 2T, 2}, then s/2 > T which implies that s - T = s/2 + s/2 - T > 
s/2 > 1, and therefore 
m;,ux (s-u)“-?A(s)dsdu I i 
> 1’.‘(s-T)“-‘A(s)ds/(n- 1) 
-T 
=~S(s-T)“-1A(s)ds/(n-l)+\X(s-T)“?4(s)ds/(n-I) 
-7 ‘S 
> ii (s/2)“-’ A(s) ds/(n - 1) $ (s/2)“P’PEA(s) ds/(n - 1) 
-s s 
> ix [ g(s)/2]“-‘-“A(s) ds/(n - l)+ co 
-S 
as x+ co which is a contradiction. 
Case Z(b). I= 2q for some q = 1, 2,..., [(n - 1)/2]. In this case wi(x) < 0 
for i odd and i > 2q + 1, and all the other wi(x)‘s are positive. Since 
wzq(x) > 0, successive integrations yield 
w,(x) 2 w,(T,) + ..- + wzs-,(Td(x - T,)2q-2/(24 - 2)! 
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so there exist K, > 0 and T, > T, such that w,(y) = a(s)f(?cj 2 K,.yz4 ’ for 
x > T,. Hence J,‘(X) > K,.Y’~~~ /a, and integrating again we have 
y(x) >y(T,) + Kzxy?q-’ -K, T;@. 
Thus there exists K, > 0 and T, > Tj such that I’( g(x)) > K,[ g(x)] Iv ’ for 
x > T,. From Eq. (1) we have 
h,(x)<-K,[g(x)jzq-‘A(x) 
for x > T, and integrating from any T 2 T, we have 
su,_,(x)gsw,-,(~-K,!: [g(s)]29-‘A(s)ds. 
Since &u,-,(x) > 0 for x > T5, the integral above must converge as x + co. 
Therefore we have 
O<ib,-,(x)-K3 fin [g(s)]2q-‘A(s)ds. (5) 
‘X 
If 1 < n - 1, we integrate again to obtain 
sw.-,(.r))Bw,,(T)+K,~:)_ [g(s)]‘qpiA(s)dsdu. (6) 
As x + 00 the above integral must converge, otherwise 6w,-,(x) would even 
tually become positive. Integrating by parts we have 
1-I fy3 [g(s)]29-‘A(s)dsdu> fx(s- T)[g(s)]2q-1A(s)ds. 
'T-u -T 
Therefore from (6) we have 
We continue this process until we obtain 
-x -0c 
~2q-,(X)>Wzq-1 (T) + K, !T 1, (s - u)“-~‘-’ ( g(s)]24-’ A(s) ds du (7) 
regardless of the sign of 6. The case when I = n - 1 occurs only when n is 
odd; when this happends n - 2 = I - 1 = 2q - 1 and integrating (5) we again 
obtain (7). 
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_; (s - 7y--L [ g(s)y A(s) ds < a3, i 
1‘: (s- T)“-*q-’ [g(s)]*q-‘A(S)dS~K5 i”,~-*~-yg(S)]*Y4(S)dS 
-s 
for suitably chosen K, > 0 and S, and by (2) 
r [g(s)]n-l-%4(S)dS< ~s"-'"-"[g(s)]*q-lA(S)dS~ a3 
as x -+ 03, we can apply Mikusiriski’s lemma, Lemma 1 above, with GL = E, 
m = n - 2q + 1 - E, and B(s) = [g(s)] 2q-1 A(s). Thus there exists T, 2 T, 
such that 
%-l(X) 2 wzq-I (T) t (x - T,)&> (x - T,)& (8) 
for x > T,. If 2q - 1 > 1, integrate (8) to obtain 
a(x)y’(x) = w,(x) > w,(T,) t ..a + w~~-~(T,)(x - T,)2q-3/(2q - 3)! 
+ K,(x - Ts)2q-2+E> K,(x - TS)2q--?+E 
(9) 
since oi(x) > 0 for i = 0, l,..., 2q. Dividing by a(x) and integrating again we 
have 
y(x) >y(T,) t (K,/a,)(x - Ts)*‘-‘+7(2q - 1 + E). 
Hence there exists T, > T, and K, > 0 such that 
u(dx)) > K,Mx)12q-‘+E (10) 
for x > T,. If 2q - 1 = 1, then (8) becomes (9) and we obtain (10) once 
again. Therefore we have 
h,(x) < -K, [ g(x)] 2q- ’ + “A(x) 
for x > T,. Integrating from any T > T, we have 
The above integral must converge as x + co for otherwise &J,~,(?c) would 
eventually become negative. Therefore we have 
O&b-,(x)-K, \” [g(s)]‘q-‘+sA(s)ds. 
-x 
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A second integration yields 
If I < n - 1, the above integral must converge since 60, I> < 0. Hence 
. ;I, 
0>6w,-*(x)+K, ) (S-x)[g(s)]*~-'+%4(S)dS. . I 
Continuing this process we obtain 
w2,-,(J)>WIU-,(T)+Kpj:!UY(S-U)n~2q-’ [g(s)]*q-‘+Y4(S)dSdU (11) 
regardless of the sign of 6. As mentioned above, the case I= n - 1 occurs 
only when n is odd and n - 2 = l- 1 = 2q - 1. In this case we again have 
(11). Again applying Mikusinski’s lemma this time with CI = 2s, 
m=n-24+1-2~andB(s)=[g(s)]*~-‘+EA(s)wehave 
%-1(X) > w*q- I (T) + (x - T,p> (x - T,)‘& 
for x > T, for some T, > T,. 
Proceeding with an argument exactly like the one used following 
inequality (8) we obtain y( g(x)) > K,,[ g(x)] 2q-‘+2E for x > T, for some 
T9 > T, and K,, > 0. Repeating the above process we eventually obtain that 
Y(dX)) >LM412q-‘+pEfo r x > T,, for some T,, and K,, > 0. 
Thus we have 
&J,(x) < -K,,[ g(x)y+T4(x). 
Integrating from T> T,, we have 
6w,~,(.~)g6w,-,(T)--K,,J: [g(s)]24-‘+PCA(s)ds. (12) 
The above integral must converge as x -+ co, otherwise 6w,- ,(x) would even- 
tually become negative. If I = 2q = n - 1, which would happen only in the 
case when n is odd, then 24 - 1 +pe = n - 2 +ps and by (3) we have 
n-1-c<rz-2+ps<n-l.ThereforeforanyT>T,,wehave 
J; 1 dd12q- ‘fPCA(s) ds =.‘: [ g(S)]“--*+?4(S) ds 
2 j-l [g(s)]“--‘-EA(S)dS-t al 
‘T 
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as x + co which is a contradiction. If I < n - 2, then from (12) we have 
0 < &J,-,(x) -K,, .c; [ g(S)]2q-'+?4(S) ds 
and we integrate to obtain 
If I< n - 2, then the above integral must converge, otherwise &B,~,(x) 
would become positive. Therefore we have 
O>6w,-,(X)+K,2 )-= (S-x)[g(s)]2~-'+p?4(S)dS. 
. x 
Continuing as before, we obtain, regardless of the sign of 6, 
wzq(x) < w2JT) - K,3 J-fJurn (s - U)n-2Q-2 [ g(S)]2-‘+“54(S) ds du. (14) 
The integral above must converge as x+ co since otherwise wzq(x) would 
eventually become negative. However for suitably chosen K,, > 0 and S 
“X -cc 
-)T ju (s - q-2-y g(S)y+?4(S) ds du 
> )-1 (s - Ty2q- [ g(S)]2-‘+?4(S) ds/(n - 2q - 1) 
-T 
> K,, !; [ g(s)j”p2+P”A(s) ds 
> K,, ix [ g(s)]“-‘?4(s) ds + co 
-s 
as x + co which is a contradiction. If I= n - 2, which occurs only when n is 
even, then (13) yields (14) and again we have a contradiction. 
Case I(c). I= 24 = n. This case occurs only when n is even and 6 = -1. 
Here w[(x) > 0 for x > T, and for each i = 0, l,..., n. Successive integrations 
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of &D,,(S) = -A(x)j9(g(s)) < 0 yield j,( g(x)) > K[ g(x)]“-’ for x > T* for 
some T* > T, and K > 0. Hence 
for x > T”. An integration shows that w,-,(x) + 00 as x + co. It then 
follows from Lemma 3 that mi(x) -+ co as x + co for i = 0, l,.... n - 1. 
Case II. n is even and 6 = + 1 or 12 is odd and 6 = -1. In this case the 
integer I in Lemma 2 is odd, say I= 2q + 1 for some q = 0, l,..., [(n - 1)/2]. 
Moreover, for these values of I, wi(x) > 0 for x > T, if i is odd. Now 
ozq+ ,(x) > 0 so if I > 1 successive integrations yield 
for x>t, for some t,>T, and k,>O. If 1=1, then q=O and moreover 
0 < o,(x) = am’ < a, I” so we again have (15). Therefore 
and we now consider two possibilities. 
Case II(a). I = 2q + 1 < n. First observe that if I < n - 1, then oi(x) < 0 
forievenandi~2q+2.IfI=n-1,thenniseven,6=+l,andwi(x)>O 
for i = 0, l,..., n - 1. Integrating from any T > t, we have 
.x 
6w,_,(~)~~~,_,(T)-k, ( [g(s)]2‘Y4(s)ds. 
-r 
If n is even and 6 = + 1 or n is odd and 6 = -1. the above integral must 
converge as x + co, otherwise 60,~ ,(x) would eventually become negative. 
Hence we have 
% 
0 ,< h,-,(x) - k, ( [ g(s)]29 A(s) ds. (16) 
-x 
Integrating again we obtain 
(17) 
If I < n - 2, this integral must also converge as x -+ 00 since &~~,(x) < 0. 
Therefore 
O>Gw,-z(x)+k, J-m (s-x)[g(s)]24A(s)ds. 
. I 
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We continue this process until we obtain 
f%q+I(x)~~2q+l (T)-k, 1’1~m(s-u)n-29-3 [g(s)]29A(s)dsdu (18) 
-r -u 
regardless of the sign of 6. If f = n - 2, then n is odd, S = -1, and (17) 
yields (18). Now since wzq+ , (x) > 0, the integral in (18) converges as x + co 
so we have 
O<Wzq+,(X)-k4 )-m(s-x)“-2~-2 [g(s)]%qs)ds. (19) 
. I 
If 1 < f < n - 2, we integrate (19) to obtain 
Again applying Mikusinski’s lemma with CI = E, m = n - 2q - E, and B(s) = 
[ g(s)] 2q A(s), we obtain wzq(x) > (x - t2)” for x >/ t, for some t, > t, . From 
successive integrations we have 
y(x) > k, x29 + & 
for .Y > I, for some t, > t, and k, > 0. If I = 1, (19) becomes 
(21) 
O<a(x)y’(x)-k, fy3 (s-x)+‘~-~ [g(s)]29A(s)ds 
-x 
so 
and an application of Mikusinski’s lemma again yields (21). If I= n - 1 
which occurs only when n is even, then n - 2 = I - 1 = 2q and (17) yields 
(20) from which (21) follows. Therefore 
S(a(x)y’(x))‘“-” < -k,[g(x)]24+EA(x) 
for x > t, for some t, > t,. 
A continuation of this process leads to 
&z(x)y’(x))‘“-” < -k,[ g(x)]29+P”A(x) 
for x > ts and k, > 0. Integrating from T > t, we have 
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Since f&o n-,(~~) > 0. regardless of the sign of 6, the above integral must 
converge as x --$ co. Therefore we have 
O<&J n-,(.x--k .x 6 j MW q+reA(S) ds du . d 
and integrating we obtain 
We repeat the argument used in obtaining inequality (18) from inequality 
(17) so that for the cases 1 < I < n - 2 we have 
.x .I 
%7+ I(X) G %l+1 (T) - k,jr -Ju (s - u)“-‘~-~ [ g(s)]2q+p”A(s) ds du. (23) 
Since w Zq+ ,(x) > 0 for x > T,, the integral in (23) must converge as x + co. 
But (2) and (3) imply that this integral must diverge and so we have a 
contradiction. If I = n - 1, then 2q = n - 2, 6 = + 1 and from (22) 
-.v 
jr [g(s)1 2q+p6A(S) ds =J.; [ g(s)]“-2+T4(s) d  
must converge as A+ ~13 which is again a contradiction. 
Case II(b). I= n. This case occurs only when n is odd and 6 = -1. 
The proof in this case is the same as the proof in Case I(c) above and will be 
omitted. This completes the proof of the theorem. 
3. DISCUSSION AND EXTENSIONS 
From the above proof it is clear that our result can easily be extended to 
the equation 
[a(x)y’n-v’(x)]‘“) +6A(x)y(g(x))=O, 
where 1 < 1~ < n - 1, or even the equation 
(24) 
(a,-,(x)(*** (u*(x)(a,(-~)Y’(X))‘)’ **.)‘)’ + dA(x)Y(g(*Y)) = 0, (25) 
where each ai : [-yO, co) -+ R is continuous and satisfies 0 < a,(x) < u,~ for 
i = 1. 2,..., n - 1. (The details of the proofs in these cases are left to the 
reader.) 
When a(x) = 1 and 6 = + 1. our theorem reduces to the linear portion of 
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Theorem 7.1 in Sevelo [9]. MaruSiak [7], on the other hand, considered an 
equation of the type (24) with v = 1 and S = + 1. A second-order result of 
Wong [ 11, Theorem 4.11 is also included as a special case. 
Kiguradze [6] considered Eq. (1) with a(x) = 1, g(x) =x, and 6 = +1 and 
obtained the conclusions in part (i) of the theorem above under the integral 
condition 
fa [x”-‘A(x)/$(x)] dx = 03, (26) 
where 4 : [x0, co) + R is any continuous function satisfying 
4(x) > 03 6’(x) 2 0 and [a [l/@(s)] ds < 03. 
It would be interesting to see if the conclusions of our theorem hold for Eq. 
(1) (or (24) or (25)) with (2) replaced by (26). Such a result was given by 
Sevelo [9, Theorem 7.21 for the case a(x) = 1 and S = +l in Eq. (1). 
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