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ABSTRACT 
The class of multivariate normal densities n(0, Z) whose inverse covariance matrix 
C-l is an M-matrix is equivalent to this normal density being multivariate totally 
positive of order 2 (MTP,). Equivalent characterizations are given in terms of certain 
partial correlation coefficients being positive. It is further shown that related partial 
and multiple regression coefficients and canonical correlation are positive. When Z is 
an M-matrix the corresponding normal random vector components are negatively 
associated. This concept and some extensions are discussed. 
1. INTRODUCTION 
M-matrices were introduced and studied by Ostrowslri [27,28]. They are 
defined as follows: 
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DEFINITION 1. A square real matrix A is called an M-matrix if it is of the 
form A = pZ - C, where Z denotes the identity matrix, C has nonnegative 
entries (we henceforth write C > 0) and p is positive and exceeds the absolute 
value of every characteristic root of C. 
Equivalent formulations are given by: 
FACT 1 (e.g., [lo]). A realn x nmutrixA=~~aij~~such thataij~Oforall 
i * j is an M-m&ix if and only if any one of the following equivalent 
condition8 holds: 
(i) There exists a vector x E R” with all positive components (designated 
byx>O)suchthatAx>O. 
(ii) A is rwn.singuZur and A-’ z 0. 
(iii) All principal minors of A are positive. 
Inequalities related to M-matrices and their associated determinants were 
extensively investigated by Fan (e.g., [ll, 12,141). Numerous applications of 
M-matrices appear in many contexts, including the study of positive matrices, 
Leontief systems of mathematical economics (see e.g., [20,4]), iterative solu- 
tions of linear equations [29], and numerical solutions of certain partial 
differential equations [36]. 
In this paper we concentrate on various probabilistic inequalities related 
to notions of positive and negative dependence of random variables which 
occur when the variables follow a multivariate normal distribution such that 
either the covariance matrix Z or its inverse Z-’ are M-matrices. We first 
survey known facts supplemented by several new results. We next highlight 
some of the results; detailed proofs are set forth in later sections. 
(a) Let I: be a covariance matrix. Z- ’ is an M-matrix if and only if all 
partial correlations between pairs of variables conditioned on some (or all) of 
the remaining variables are nonnegative [S]. 
(b) If Z - ’ is an M-matrix, then all the correlations, partial correlations, 
linear regression coefficients, and the coefficients of the first canonical 
variables are nonnegative. 
More refined results follow from variants of inequalities of Ostrowski and 
Fan. Specifically: 
(c) Let I: and I be covariance matrices, and suppose that 2-l and l?’ 
are M-matrices satisfying Z- ’ < I?- ‘. Then corresponding covarian&s, corre- 
lations, partial correlations and canonical correlations associated with I are 
not greater than those of Z. 
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(d) When Z itself is an M-matrix, the covariances are nonpositive and the 
same is true for all partial correlations. If Z < I are covariance M-matrices, 
then correlations and partial correlations associated with Z are not greater 
than those of I. 
These results are related to a basic fact to be further explained in the next 
section: 
(e) If Z-’ is an M-matrix, then the components of the associated normally 
distributed random vector are positively associated [34,3]. The same is true 
for the absolute values of the components [24]. Negative association holds in 
the case that Z itself is an M-matrix [18]. 
These and further facts and concomitant probabilistic inequalities are 
discussed in the sequel. 
Many results established for invertible covariance matrices in this paper 
can be extended to singular matrices by approximation. This sort of inference 
being familiar, no further reference is made to it below. 
A covariance matrix is otherwise known as a positive semidefinite sym- 
metric matrix. A covariance matrix which is also an M-matrix is often referred 
to as a Stieltjes matrix (e.g., [S, p. 1091 and [36, p. 851). These books contain 
further references to papers dealing with this class of matrices; an additional 
recent paper is [19]. 
2. SOME BASIC FACTS 
In this section we survey without proofs some facts about the multivariate 
normal distribution when Z-’ is an M-matrix. Let X = (Xi,...,X”) be a 
random vector in I?‘. We write X - N(0, Z) if X is governed by the 
multivariate normal density f(x) = c]Z]-‘@exp[ - f(x, Z-lx)]. ((a,b) de- 
notes the standard inner product of the vectors a and b.) Note that EX = 0 
and Cov(X) = Z. All results except those concerning Ix] = (IX, I,. . . , IX,]) are 
valid if EX = p * 0 without any alterations in the proofs. 
DEFINITION 2. Let g(x) z 0 be a function defined on R". We say that 
g(x) is MTP, (multivariate totally positive of order 2) if 
dxv Ykb A Y> a &MY) (1) 
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for all x, y E R”, where 
xvy = (max(x,,y,),...,max(x,, Y,)), 
x Ay = (min(x,, yl),...mh(x., YJ). 
The condition (1) in the case tz = 2 reduces to the notions of total 
positivity of order 2 and monotone likelihood ratio; see [21] and references 
therein. For general n it is known as the FKG condition [15] in statistical 
mechanics and has also been studied in the reliability and statistical literature 
(e.g., [34,8,25,22]). The last two references present background discussion 
and further facts referred to later. 
If a random variable Y has an MTP, density, we say that Y is MTP,. 
F~cr2[34,3]. LetX-N(O,z). ThenXisMTP,Z~andonZyi~Z-‘isan 
M-matTiX. 
FACT3[1$4]. Ldx-N(o,x). ThenIXI=(IX,I,...,IX,OisMTP,~~uand 
only if there exists a diagonal matrix D with diagonal entries f 1 such that 
DZ-‘D is an M-matrix. 
FACT 4 [34,15]. Let Y be an MTPs random vector in R”. Then for any 
componentwise nondecreasing finctions + and # on R”, 
Co+b(Y), 4(Y)> 2 0. (2) 
Note that (2) entails inequalities such as 
Cov{ q , Yj} 2 0, 
where tj+ are all nonnegative and nondecreasing or nonincreasing functions on 
R, and E denotes the expectation of the variables involved. 
When (2) holds we say that Y is a vector of positively associated random 
uuriubles [9]. 
M-MATRICES AS COVARIANCE MATRICES 4.23 
FACT 5 [33]. ZfY=(Y,,..., Y ) is MTP,, so is every mm&ad vector, 
e.g., (YI,..., Y,). More explicitly, if g(x) is MTP,, so is 
hb I,..., Q)= / g(x, ,...) x,)dx~+l--dx,. 
In the normal case this corresponds to the fact that if Z - ’ is an M-matrix 
and we partition 
where Zii are square matrices, then Zfi’ is an M-matrix. 
The following fact is obvious: 
FACT 6. Zf f(x) and g( x are MTP,, so is the pro&t f(x)g(x). ) 
We finally mention two facts that will not be used in the sequel, 
FACT 7 [24]. Suppose X - N(0, Z), Y - N(0, r), and suppose that Z- ’ 
and r-l are M-matrices. Zf Z-l ( r-‘, then jjx,(x~ y)fiY,(xv y) a 
f;X,(X)f;Y,(Y) for uU XPY E B:* the positive orthunt of Euclidean n-space, and 
for any nondecreasing jGction $3 on R: 
FACT 8 [7]. Let X - N(0, Z), Y - N(0, r), and suppose that the covuri- 
unce TTIU~~~C~S Z = ~~~~~~~ and r = ljyijll are positive definite and Z - l and r - l 
ureM-mutrices.Zfyii=uii,i=1,...,n,undyijgoijforulli*J; then 
P{lX,l<c,,..., lX,l~C,}~~{lY,I~C,,..., IYnI~CnI 
fm any constants cl, . . . , c,,. The same result holds if we replace all lXil G ci by 
lXil 2 c, and similarly for IY,l. 
Facts 7-8 can be easily extended to cover the case where DZ - ‘D rather 
than Z-’ is an M-matrix (compare with Fact 3). 
A special case of a theorem of Ostrowski [27] (see also [ll]) yields: 
FACT% FortwoM+nutricesA,B,A~Bimplie.sB-’<A-’unddet(A) 
Q det( B). 
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(A i B means B - A > 0, i.e., all entries of B - A are nonnegative.) An 
interpretation of Fact 9 for covariance comparisons will be given in the next 
section. 
The facts of this section indicate some relations between M-matrices, 
MTP, variables, and positive dependence as expressed by association and 
related generalized correlation inequalities. 
Further aspects of positive dependence and comparisons of correlations 
are given in the next section. 
3. M-MATRICES AND COMPARISONS OF POSITIVE DEPENDENCE 
In this section we prove statements (a)-(c) from the introduction and 
related results. The simple results and proofs given here rely on ideas and 
techniques occurring in those of Ostrowski [27] and Fan (e.g. [ll]); see also 
[5, Chapter 61. 
LEMMA 1. Let A and B be two M-matrices of order n X n satisf&ing 
A < B (i.e., aij< b,, 1~ i, j< n). Let A-’ = Z and B-’ = r, and Con&k 
the partitions 
where I?,, and Z,, are squure matrices of the same order and so are Z,, and 
r,. Then Zfi’ Q I’,;’ (and both matrices are M-matrices). 
Proof. It suffices to consider the case that Z,, is (n - l)X(n - l), and 
Lemma 1 will follow by induction. 
By the familiar formula (e.g., [2]), 
2,’ = A,, - A,,A&lA,,, (3) 
the “Schur complement” of A, in A [30]; and thus we have to prove that 
A,, - AisA&/Asi d B,, - B,,B&‘B,,. (4) 
For the case that A,, is n - 1 X n - 1, (4) reduces to 
ainanj bfnbnj 
a..- - Q bij- b, 
‘I a 
l<i,jgn-1. 
nn ?aA 
(5) 
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This inequality ensues directly from the facts that 0 < a,,,, Q b,,,, aijd bij, 
and a,,, u,,~, b,,, bnj< 0. (In fact, B need not be an M-matrix, and it would 
suffice to assume that A is an M-matrix and 0 < aii 6 Ibiil, lbijl < laijl.) 
The conclusion that Z,’ (and I’,‘) is an M-matrix follows by choosing I? 
to be a diagonal matrix, or from Fact 5. ??
Let Z = Jluijll, and denote R(Z) = Ilqjll, where rij= oij/fi, 1~ i, j< n. 
R is the correlation matrix based on Z, when I: is a covariance matrix. 
LEMMAS. ZfA~BareM-mutricesoforder2X2andA-’=Z,B-’=~, 
then r G z und R(r) G R(Z). 
Proof. For the simple case at hand, we need to verify that 
- h2 
‘12 = b,,b, - blzb2, ’ 
- a12 
(w%2 - a12a21 
= o12, 
42 
‘11 = b,,bzz - b12bzl ’ 
a22 
~lP22 - a12a21 
= o11, 
and 
These relations follow easily from the conditions ~12 < bl2 < 0, 0 < ai, f bii> 
i = 1,2. ??
THEOREM 1. Let ): and r be covuriance matrices, and suppose that 
A = Z - 1 and B = I’ - 1 are M-matrices satisfying A d B. Then: 
(i) r ( Z, i.e., the covariances satisfy yij ( ai]. 
(ii) R(r) G R(Z), i.e., the correl4xtims satisfy qi(r) G q&X). 
(iii) All = (xl1 - z&&&,)-’ G (r,, - r12r$r21)-1 =&, Und both 
A,, and B,, are M-m&rices. 
(iv) rll - r121?&11?21 B Z,, - Z12Z&1X21, i.e., if Z,, and rll are k x k, 
the partial (conditional) covariances satisfy 
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CHere uijk+l,...,n denotes the partial covariunce, i.e., the covariance between 
XiandXjconditimedonXk+l,...,Xn, whereX=(X,,...,X,)-N(O,Z).) 
(v) R(T,, - I’J’&‘IY,,)G R(Z,, - Z,,Z&‘,‘z,,), i.e., the partial corre- 
l4ztiom satisfy 
Proof: (i) is contained in Fact 9. It follows by first taking 8,, and I;1 to 
be 2 X 2 and observing that 2,’ < I;;’ by Lemma 1, and then by Lemma 2 
yi j < uij for 1~ i, j< 2, and a similar argument holds for all indices. 
(ii) follows like (i) on the basis of Lemmas 1 and 2. First note that by 
Lemma 1, 2,’ Q lrfi’. Taking 2,, and I;1 to be 2x2, Lemma 2 implies 
r12( I’) G r&2), and a similar argument applies for all i, j. 
(iii): A,’ = Z,, - Z&&Z,, is obtained as in (3). Clearly A < B implies 
A,, < B,,. The observation that both A,, and B,, are M-matrices emanates 
directly from Fact l(iii). 
(iv) follows from part (i) applied to A,, < I?,,. 
(v) follows from (ii) applied to the covariance matrices Z,, - Z,,Z&‘& 
and r,, - r121?&1r21, which satisfy the inequality of (iv). ??
Intuitively, under the conditions of Theorem 1, if X - N(0, Z), Y - N(0, r), 
then the components of X are more “positively dependent” than the camp* 
nents of Y in terms of covariances, correlations, and partial correlations. 
THEOFUM 2. Let 2 be a covariunce matrix and suppose A = Z - 1 is an 
M-mutrix. Then (i) Z 2 0 (all covariances are nonnegative), and (ii) fm any 
partition 
we have for th43 matrix of partial covariunces 
i.e., if (Xl ,..., X,) - N(0, Z), then all partial covariances and correlations 
between a pair of variables Xi and Xj conditioned on any subset of the 
remaining variubks are nonnegative. 
Proof. Take B to be a diagonal matrix satisfying A < B, and apply 
Theorem 1. W 
M-MATRICES AS COVARIANCE MATRICES 427 
The converse of part (i) of Theorem 2 does not hold, i.e., there exist 
covariance matrices Z > 0 such that Z - ’ is not an M-matrix. The converse of 
part (ii) holds. We have 
THEOREM 3. Let Z -’ be an n X n covariance matrix. Then Z -’ is an 
M-matrix if and only if all partial correlations between pairs of variables 
conditioned on the remaining n - 2 variables are nonnegative. 
REMARK. An observation similar to Theorem 3 was obtained by Bolviken 
[6]. Note that if all partial correlations involving conditioning on exactly n - 2 
variables are nonnegative, then by Theorem 3, Z-’ is an M-matrix, and by 
Theorem 2 all partial correlations with conditioning on any subset of the 
variables are nonnegative. 
Proof of Theorem 3. Consider the covariance matrix Z partitioned as 
follows: 
Recall the familiar identity 
(6) 
Symbolically, we write (6) as AZB = C (I3 = A’). Consider the case that Z,, is 
a 2x2 matrix, and let X = (Xr,...,X,,) - N(0, Z). Then Z, - Z,,Z;‘Z,, is 
the covariance matrix of Xn_r, X, conditioned on X1,...,Xn_2. 
Let c 
i 
1 ,...,n-2,n-1 
1 
,...,n-2,n 
right-hand side 
i 
denote the minor of C [the matrix of the 
of (S)] based on the rows of indices 1,. . . , n - 2, n - 1 and the 
columns of indices 1 ,..., n-2,n. Since the n-1,n entry of C, which 
coincides with the off-diagonal element of Z, - Z,,Z,‘Z,,, is the condi- 
tional covariance Cov(X,_,, X,1X, ,..., Xn_2)= (~,__r,~,r _,_, n_2, we have 
i 
1 
5 
,...,n-2,n-1 
,...,n - 2,n i 
= %I,“,1 ,..., n-2d4W 
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By the Cauchy-Binet formula, 
i 
1 
5 
,***, n-2,n-1 
,...,n-2,n ) 
= c 
(II<.” <a,_1 
A( :;;::y_yq ;:::::;;::)B( ~::;.y~;~:-l) 
Bl i... -c&-l 
,...,n-2,n-1 = 
,...,n-2,n = - det(x)(Z-‘),_,,,, 
where (Z-‘),_,,, isthen-l,nentryofZ-‘.Thus 
- det(2) (Iryl,“, %-1,“[1,...,+2 = &(x,1) (7) 
and it follows that the partial covariance a,, _ r, ,+. . ,n_ 2 is nonnegative if and 
only if (z-r)“_ r, n < 0. The same argument holds when one replaces n - 1, n 
by any i, j. Thus, Theorem 3 is proved. ??
Theorem 3 can also be expressed by the property of nonnegativity of 
regression coefficients. 
Consider the multiple linear regression problem of minimizing E(X, - 
C~_2~~Xi)2 over ~=(~2,...,/3,,), where 
z 
cov(x)=cov(xl,...,x,)=z= ;1 x12 
i i 21 22 
[Here 
021 
x,1= : iI is(n-1)X1, a”1 
Zr2 = &, and Z, is (n - l)x(n - l).] 
The normal equations Z,, = Z,b yield the regression coefficients p = 
Z&1,1z2, (e.g., see [2]). The i, jentry of Z.&l satisfies 
(&,l)ij= {det(~,)}-‘( - I)‘+$ 
where i and j indicate the fact that the indexes i and j respectively, are 
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deleted. It follows that 
“, , i=2 n. ,***, 
Thus, 
/Ii = - {det(Z,)} -‘det(Z) (Z-‘)il = - E, i=2 ,***, 12. (8) 
11 
We obtain 
THEOREM 4. Z-’ is an M-matrix if and only if the multiple linear 
regression coefficients of Xi on X,, . . . ,Xi_ r, Xi + r, . . . ,X, are all nonnegative, 
i=l ,. . . ,n. Moreover, if Z-’ < IT1 are covariance M-matrices, then the 
multiple linear regression coejjkients associated with r are not greater than 
the corresponding coefficients associated with Z. 
Proof. The first part follows from (8) since Z-’ is an M-matrix if and 
only if (Z-‘)i, G 0 and (Z-‘),, > 0, with the same inequalities holding when 
the index 1 is replaced by any j. For the second part we prove /3,(I) < &(Z), 
where pi(Z) denotes the coefficient pi of (8). Since 2-l < I-’ are M-matrices, 
we have (Z-‘)i, ~(I-i)~i< 0 and 0 <(Z-‘),,<(I-‘),,, and (8) then 
implies p,(r) G pi< Z). ??
We next consider canonical correlations. Let 
and Cov(X) = Cov 
We claim: 
THEOREM 5. Zf Z - ’ i.s an M-matrix, then the first canonical variables 
(~JQ,,)~(~&~) satisfy OL > 0, y >, 0. Moreover, if Z - ’ 6 r- ’ are covari- 
ante M-matrices, then for any partition of X the first (largest) canonical 
correlation associated with r is not greater than the corresponding canonical 
correlation associated with Z. 
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Proof. Recall that a and y are the coefficients for which the square of the 
correlation Corr((a,X&, (v,X,,)) is maximal. Equations (ll)-(12) of [2, p. 
2901 yield by direct substitution (see also [26, p. W]), that a is the eigenvector 
associated with the largest eigenvalue of the matrix C = Zfi’Z,sZ&l,‘z,,. By 
the previous argument Z&1& has nonnegative entries, being the vector of 
regression coefficients, and the same holds for Xfi’Z,,. Therefore, the matrix 
C has nonnegative entries. By Perron’s theorem, the principal eigenvector a is 
also nonnegative, and a similar argument ensures that y >, 0. (Note that f a 
and f y produce the same canonical correlation, and a >, 0 should be 
interpreted only to say that the components of a are all of the same sign.) 
For the second part of the theorem recall [2] that the first canonical 
correlation equals the square root of the largest eigenvalue of the matrix 
C(Z) = z,‘z,&i,‘z,,. The proof of Theorem 4 implies 0 < C(r) < C(Z), 
and the required inequality for the largest eigenvalues follows from the fact 
that for a nonnegative matrix the largest eigenvalue is an increasing function 
of the components of the matrix. ??
If X - iV(0, Z), Y - iV(0, I’), where Z-’ and I’-’ are M-matrices, then the 
matrix 2 + I corresponding to the convolution X + Y (assuming X, Y indepen- 
dent) need not have (Z + I’)-’ an M-matrix. (See [22, p. 4661 for a counterex- 
ample.) For the special case that I? is diagonal we have: 
THEOREM 6. Let X - N(0, Z), Y - N(0, r) be indqmdmt, and assume 
that r is diagonal. 
(i) ZfX is MTP,, so is X + Y. 
(ii) Zfv] is MTP,, then jX+YI is MTP,. 
Proof. In terms of matrices, (i) states that if Z-’ is an M-matrix and I is 
diagonal, then (Z + I’)-’ is an M-matrix. This can be proved by matrix 
calculations as in previous arguments. However, we use probabilistic argu- 
ments this time. Let f(x) = f(x,, . . . , x,) denote the density of X, and let 
g(y) = g&7 * * * 9 y,) = l-l;_ 1 gi(yr ) denote the density of Y. Then X + Y has the 
density h(z) = /A” f(x)g(z - x) dx. F rom the assumptions and Fact 6 we 
deducethatf(x)g(z-x)isMTP,inxl,...,x,,zl,...,z,,andfromFact5we 
conclude that h(z) is MTP,, and part (i) obtains. 
To prove part (ii) note that Facts 2-3 imply that there exists a determina- 
tion of signs d,=fl, i=l,...,n, such that ~=(d,X,,...,d,X,) is MTP,. 
Hence X + Y is MTP, by part (i), and therefore @ + yI is MTP, (Facts 2 and 
3). Since @ + yI and p + yI have the same distribution, the result follows. ??
REMARK. Theorem 6 and Fact 3 imply that v+yI is associated. The 
latter conclusion also follows as a special case of Theorem 3.1 of Jogdeo [16]. 
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4. M-MATRICES AND NEGATIVE DEPENDENCE 
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The following theorem is essentially due to Jogdeo, Perhnan, and Pitt [17] 
and Jogdeo and Proschan [ 181. It extends Slepian’s [35] well-known inequality 
for Gaussian distributions. 
THEOREM 7. LetX -N(O,Z), 
zf ~(x~,) and $(xc2)) are coordinatewise rwndecretingfinctw d xl2 < 0, 
then 
W~(X(l,)~ 4&z,>) ( 0. (9) 
Zf Z,, >/ 0, the inequality in (9) is reoersed. 
For completeness we reproduce the proof: 
Proof. Let f(x) denote the density of X. 
By a well-known formula (e.g., [32] or [35]) for the normal density 
f(x) = CjZI-‘/2exp( - f(x, Z-‘x)} we have 
afo = J2f(x> 
f3aii - axi &rj ’ 
i f j, 
Therefore if Z,, is k x k and i < k < j we have 
$1 4G,l,M,2,)f(4 dx t, R” 
(integration by parts). 
Since $J and 4 are coordinatewise nondecreasing, the derivatives in the last 
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integrand are nonnegative and so is the integral Applying the same argument 
to every covariance appearing in Z,,, we obtain monotonicity of 
E{+(X,,,)#(X,,,)} in each entry of 2,s. In particular, if we replace 2 by 
then E{+(X(,,)#(X&} is nonincreasing in 0 <X d 1 when Z,, G 0, and 
nondecreasing in 0 ( X < 1 when 2,s > 0. Theorem 7 follows when we 
compare the latter expectation at X = 0 and h = 1. ??
Theorem 7 immediately implies 
THEOREM 8 (Jogdeo and Proschan [Ml). Zf X = (Xi,. . . ,X,) - N(0, Z) 
and X is an M-matrix, i.e., uij < 0 for all i * j, then for evey pair of disjoint 
subsets A,, A, of {l,...,n} 
cov(~(Xi,i~Al),cl/(Xj,jEAz))~O (10) 
whenever $I and # are both nondecreasing (or both nonincreasing). 
When (10) holds the Xi,. . . , X, are said to be negatively associated. 
For completeness we mention here that Theorem 7 was used by Jogdeo, 
Perhnan, and Pitt [17] to give a simple proof of the following: 
THEOREM 9 (Pitt [31]). Let X - N(0, 2) with Z 2 0, i.e., all couariunces 
are nonnegative. Then the compmts of X are positively associated, i.e., 
c4#m 2 $4x)> 2 0 (11) 
whenever C$ and # are nondecreasing. 
Proof. Consider the matrix 
andletY=(Y,,...,Y,,),Z=(Z, ,..., Z,),(Y,Z)-N(O,Z,). 
By Theorem 7 we conclude that for A z 0, Cov( @I(Y), 4(Z)} z 0, and (11) 
follows from the case A = 1. (This case requires a limiting argument, since for 
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h = 1, Z, is singular. Alternatively write Y = AU + &?V, Z = U, where 
U,V are independent, each distributed as N(0, Z). Then (Y,Z) - N(0, Z,), 
and as before, Cov{$(Y), q(Z)} > 0 for 0 =G A Q 1, where the case A = 1 now 
follows by a simple continuity argument.) ??
Note that for any random variables Xi,. . . ,X, negative association [see 
(lo)] implies nonpositive correlations and inequalities of the type 
02) 
When Z is an M-matrix the normal density f(x) = ~]B]-‘/~exp( - i(x, Z-lx)} 
satisfies 
f(x v Y)f(X A Y) G fMY) 9 x,y E R" 03) 
[compare with (l)]. In this case we say that f is MRR, (multivariate reverse 
rule of order 2 [23]). For n = 2, (13) is equivalent to the RR, property [21]. In 
contrast to the MTP, case, the MRR, property is not preserved for marginal 
densities and does not imply “negative dependence” without further condi- 
tions. A density f(x), x E R”, is said to be strongly MRR, (SMRR,) if f is 
MRR, and if for any permutation (ir ,..., i,) of (l,..., n) the function g 
defined by 
is RR2 bl (xin_,> xi_), for any set of n - 2 nonnegative functions & defined on 
R such log E#+ is concave. The S-MRR, property implies, for example, inequali- 
ties of the form 
P(X, < c,, Y E J U KlUi Q Xi G bi, i E 1) 
~P(X,gc,,vEKl~i,<Xidbi,iEZ), (15) 
where I, J, K are disjoint subsets of indices from (1,. . . ,n}. See [23]. 
The inequality (15) in the case that Z is empty follows in the normal case 
from negative association. Applied repeatedly it produces (12). 
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Let Z be a 3 x 3 covariance matrix which is an M-matrix. We prove 
PROPOSITION 1. f(x)= ~lZ1-‘/~exp( -4(x, Z-lx)}, x E R”, is S-MRR, 
forn=3. 
Proof. From property (ii) of M-matrices (Section 1) we conclude that 
X-‘2Oandwecanwritefas 
f(x, y, 2) = aexp[ - ax2 - by2 - cz2 - 2&y - 2f3u; - egyz] ) (16) 
where all the coefficients in the exponent are nonnegative. From (13) we 
know that f is MRR,. It remains to show that g(x, y) = / f(x, y, z)+(z) dz is 
RR 2, where C#J is log-concave. 
Writing 
g(x, y) = -44 - ox2 - by2 - 2&y] /exp[ - cz2 - 22($x + gy)] Cp(z) dz, 
we can assume without loss of generality (by resealing) that c = 1 and thus 
g(x,y)=h(r,y)/exp[ -(z+fi+gY)2]+(z)dz (17) 
where 
h(x,y)=aexp[ -u~~-by~-Mxy+(fi+gy)~]. 
We will prove that h(x, y) and /exp[ - (z + fi + gy)2] (p(z) dz are each 
RR, in x, y and it follows that their product g( 1c, y ) is RR, as required 
(compare with Fact 6). 
When Q = 1 the integral in (17) is constant with respect to x and y, and 
g(x, y)= const h(x, y) is the marginal density of f(x, y, z). Since Z is an 
M-matrix, so is the marginal covariance matrix Z,, corresponding to x and y. 
Therefore, the marginal density is MRR,, and we conclude that h( x, y ) is 
RR,. It remains to prove that jexp[ - (z + fi + gy)2] +(z) dz is RR, in 
(x, y). Substituting z + fr = w the integral becomes 
/ 
e+‘+~y)~(w - fi) dw. 
Since e-(“‘+gy)a is RR, in (w, y) and C#B(W - fi) is TP, in (w, x), the 
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Cauchy-Binet composition formula implies that the integral is RR, (see [21, p. 
171) and the proof is complete. ??
The same proof shows that if I: is an n X n covariance M-matrix in the 
normal case f(x)= cJZ]-‘/2exp( -T&(X, Z-lx)}, then j~(~~)f(x~,...,x,)dx, 
is RR, in each pair of variables xi, xi’ 1 Q i, js n - 1. 
The statement of Proposition 1 for n > 4 is an open conjecture. For the 
case Z = A - U, where A is a diagonal matrix and U= ]]uij)] = ]](~~a~]], ai > 0 
(i.e., U is of rank l), Proposition 1 (for any n) holds [23]. 
We conclude with some simple aspects of negative dependence and 
comparisons of correlation for covariance M-matrices. 
When Z = ](uij]] is an M-matrix, then obviously all covariances satisfy 
ui j d 0 for i * p and the correlations satisfy 5 j 6 0. For 
with Zii square matrices, we have 
THEOREM 10. If the covariance matrix Z is an M-matrix, then so is the 
matrix of partial (conditionul) covariunces Z,, - Z12Z&1221. Hence all par- 
tial covariances and partial correlutkm.9 are negative. The vector of regression 
coefjkients $ (see Themem 4) satisjks B 6 0, and the coefficients OL, y of the 
first canonical variables satisfy a > 0, y > 0. 
Proof. Since Z,, is an M-matrix, it would suffice to prove that 
Z,,Z&‘Z,, >, 0 (i.e., each entry is nonnegative). By property (ii) of M-matrices, 
Z&l > 0, while El2 Q 0 (and its transpose Z 21 Q 0) since their elements are 
off-diagonal elements of 2, and the result follows. ??
For the multiple regression problem (see Section 3) of finding fI minimiz- 
ing E(X, - CT_,,&Xi)’ where cov(X)= Z, the solution f3 = Z&l,‘z,, shows 
immediately that if Z is an M-matrix, then R G 0, since 2,’ 2 0 and X2, 6 0. 
The first canonical coefficient vectors a and y which maximize the square of 
Corr((cu,X~,,), (y,Xc2,)) satisfy aa 0 and y > 0 if Z is an M-matrix, since a is 
the eigenvector associated with the largest eigenvalue of the matrix C = 
Z~‘Z12B&1,1z21 and C 2 0, since Z,;’ k 0, i = 1,2, and Z,,, Z,, Q 0. (Com- 
pare with the proof of Theorem 5). 
In analogy to Theorem l(ii), (iv), and (v), and Theorems 4 and 5, we can 
compare two matrices and obtain: 
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THEOREM 11. Zf I: < I? are both covariance M-matrices, then: 
(i) R(Z) Q R(r) (R(Z) denotes the correlation matrix correqxmding to 2). 
(ii) Z,, - Z,2Z&12,, G r,, - rJ~‘l& and both matrices are M- 
?TULtriCf?S. 
(iii) ~(Z,,-~~~2;;212~~)6R(r~~-r~~r~lr~~)' (In WC&, the correla- 
tkms, partial covariunces and partial correlations maintain the same ordering 
as the covariances.) 
(iv) The vectors of multiple linear regression coefficients of X, on X,, . . . , 
X, satisfy B(Z) d p(r) Q 0. 
(v) The first canonical correlation associated with r is not greater than 
the corresponding canonical correlation associated with Z. 
Proof. We start with (ii). The matrices in (ii) are M-matrices by Theorem 
10. By the assumptions, Z,, d r,, and 2,, 6 rls d 0, while Fact 9 [Theorem 
l(i)] implies 0 Q I’&l G Z&l, and (ii) follows by direct inspection. 
Since correlations depend only on 2 X2 submatrices, parts (i) and (iii) 
both follow from 
LEMMA 3. Zf 2 Q r are 2 x 2 covariance M-m&ices, then rIz(Z) G r12( r), 
where I+&) denotes the correlation coefficient based on 2. 
Proof. We have to show that a,,//~ Q yJ/G, which holds 
because (~12 < ~1s < 0 and 0 < Uii Q yii, i = 1,2. ??
Finally, (iv) and (v) follow by an immediate extension of the proof of 
Theorem 10. ??
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