Let Gm,n be the Grassmann space of m-dimensional subspaces of F n . Denote by θ1(X , Y), . . . , θm(X , Y)
Introduction
Let F be the real field R or the complex field C. Denote by F n the linear space of n × 1 vectors with entries in F. Suppose X and Y are one dimensional subspaces of F n spanned by the unit vectors x and y, respectively.
There are natural metrics to measure the distance between X and Y.
(a) The acute angle between X and Y, i.e., θ(X , Y) = arccos |x H y| ∈ [0, π/2].
(b) The gap metric between X and Y defined as sin θ(X , Y) = inf{ x − yq : q ∈ F}.
(c) The Hausdorff metric between X and Y defined as 2 sin(θ(X , Y)/2) = inf{ x − yu : u ∈ F, |u| = 1}.
To gain more geometrical insight, let us temporarily specialize these measures to real Euclidean space R n . It is clear that the quantity in (a) is in fact the acute angle between the lines X and Y. The quantity in (b) represents the distance of any unit vector in one line, either x or −x, to the other line Y; it also turns out to be the difference between the orthogonal projections onto X and Y respectively, i.e., xx H − yy H , measured by the operator norm. The quantity in (c) represents the Hausdorff distance between the set of unit vectors in one line, {x, −x}, and that in the other line, {y, −y}. It is well-known and not hard to check that each of the measures in (a), (b) and (c) indeed defines a metric ρ on the set G 1,n of one dimensional subspaces of F n , i.e., for any one dimensional subspaces X , Y, Z of F n , we have members of G m,n , there are m angles, called canonical angles or principal angles. We will define a family of metrics using directly the canonical angles, instead of some trigonometrical functions of the canonical angles as in the current common practice. This strengthens the fundamental role played by the canonical angles in studying the relationship between subspaces. We will then establish some results in the perturbation analysis of the canonical angles and in the robustness of certain geometric relations, namely the nullity (dimension of the intersection) and deficiency (codimension of the sum), between a pair of subspaces using the new metrics defined. We will justify that the new family of metrics do have advantages over the existing ones. The demand for a distance measure between linear subspaces arise in countless occasions, ranging from pure mathematics to engineering applications. Examples include perturbation theory of unbounded linear operators [16] , perturbation analysis of invariant subspaces, deflating subspaces in generalized eigenvalue problems, and singular subspaces in singular value decompositions [3, 28, 27] , optimization [6] , robust control [9, 24, 25, 32] , geometric approach to linear multivariable control [17] , system identification [33] , signal processing [21, 4] , so on and so forth. Our study was mainly motivated from robust control of linear feedback systems. Roughly speaking a linear time-invariant system can be described by a subspace valued frequency function, and the description of an uncertain system calls for a suitable distance measure between subspaces. The stability of a feedback system can be restated as the complement property of two frequency dependent subspaces. Hence the robust stability deals with the robustness of subspace complement, motivating the study of robustness of subspace nullity and deficiency, which is also done in this paper. Not all the distance measures used in above works are metrics, i.e., some of them do not satisfy the triangle inequality, but metrics are certainly preferred from both theoretical and practical view points. Indeed most of the measures used are metrics and most of them are defined from certain trigonometrical functions of the canonical angles between the subspaces. Among the possible metrics, the ones with tight triangle inequalities are most desirable, since they give the tightest perturbation bounds, best estimation of errors, etc. The main ramification of this paper is that the newly defined family of metrics does offer the desired advantages.
In addition to being used to measure the distance between subspaces, the canonical angles also have other utilities. Notably, they can give all the singular values of an oblique projection ( [10] related the largest singular value with the smallest canonical angle, but the relation can be extended to all singular values), they are used to study the volumes of matrices [23] , they are used in statistics to define the so-called canonical correlations [13] , which have attracted further mathematical treatment [11] and have wide applications (see those mentioned in [11] ), and they are used in characterizing other geometric relations between subspaces such as nullity, deficiency, complementarity, and so on [16, 37] . Therefore, the perturbation analysis of the canonical angles themselves is of importance and has been conducted in works [29, 11, 18] . We will carry out the analysis using the newly defined family of metrics.
In the next section, we present the theory of canonical angles on a pair of subspaces in G m,n and we develop some relationships among the canonical angles between three different subspaces, which constitute the key technical vehicle for the proof of our main results. In Section 3, we prove that any symmetric gauge function of the canonical angles defines a unitarily invariant metric; we also prove several results on approximation and perturbation of subspaces as well as canonical angles using the newly defined metrics.
In Section 4, we analyze and compare the equality cases of the triangular inequalities for several unitarily invariant metrics. Further results and extensions will be discussed in Section 5.
We will use M m,n (F) (respectively, M n (F)) to denote the linear space of m × n (respectively, n × n) matrices over F. The group of complex unitary or real orthogonal matrices is denoted by U n (F). We will identify a matrix in M n (F) and a linear transformation on F n . We often abbreviate the notations to M m,n , M n and U n if the statements are valid for both F = C or R.
Canonical angles between subspaces
The singular values of A ∈ M m,n are the nonnegative square roots of the l largest eigenvalues of positive semi-definite matrix A H A, where l = min{m, n}, and are denoted by σ 1 (A) ≥ · · · ≥ σ l (A). We also use the more compact notation σ(A) to denote the decreasingly ordered l-tuple of singular values of A. Let X , Y ∈ G m,n . Suppose the columns of X 1 , Y 1 ∈ M n,m form orthonormal bases for X and Y respectively. Then the singular values of X H 1 Y 1 lie in [0, 1] and are independent of the particular choices of the orthonormal bases. We define the canonical angles between X and Y to be
In the following, we denote the decreasingly ordered m-tuple of canonical angles between X and Y by
Let X ⊥ and Y ⊥ be the orthogonal complements of X and Y, respectively. Suppose X 2 , Y 2 ∈ M n,n−m have columns forming orthonormal bases for X ⊥ and Y ⊥ , respectively. Then
are unitary matrices. By the CS decomposition of matrices in U n (e.g., see Theorem 5.2 in [27] ), there are
where l = min{m, n−m}, Γ and Σ are diagonal matrices with diagonal entries in [0, 1] satisfying Γ 2 +Σ 2 = I l .
Hence the diagonal entries of Γ are the cosines of the first l canonical angles between X and Y; the diagonal entries of Σ are the sines of the first l canonical angles. The rest m − l canonical angles between X and Y are always zero. This leads to several observations: 
In view of the above observations, we can always assume m ≤ n/2 in our discussion; otherwise, we can consider the canonical angles between X ⊥ and Y ⊥ instead. Jordan [15] discovered the canonical angles shortly after he discovered the matrix singular values [14] . In statistics, Hotelling [13] used canonical angles to define the canonical correlations shortly after he used the singular values to define the principal components [12] . Also see, for example, [3] , [35] , [2] .
The CS decomposition also yields a special unitary transformation mapping X to Y, called a direct rotation from X to Y [3] . SetX = XE andŶ = Y F . We havê
A direct rotation from X to Y is given by
where A = diag θ(X , Y) 0 m,n−2m . It is shown in [3] that among all unitary transformations mapping X to Y, the direct rotation is the "most economic" in some sense. We will revisit this point in Section 5. Similarly, if we have another subspace Z ∈ G m,n , then a direct rotation from Y to Z is given by
where B = diag θ(Y, Z) 0 m,n−2m ,Ȳ = Ȳ 1Ȳ2 ∈ U n , and the columns ofȲ 1 andȲ 2 form special orthonormal bases of Y and Y ⊥ respectively. Also a direct rotation mapping X to Z is given by
where C = diag θ(X , Z) 0 m,n−2m ,X = X 1X2 ∈ U n , and the columns ofX 1 andX 2 form special orthonormal bases of X and X ⊥ respectively.
Since SR also takes X onto Z, it can only differ from T locally in X and X ⊥ [3] , i.e., there exists unitary matrix Q = diag (Q 1 , Q 2 ) with Q 1 ∈ U m and Q 2 ∈ U n−m such that
which is equivalent to
Taking inverse, we get
Multiplying J = diag(I m , −I n−m ) from both sides and noticing that J commutes with both Q and N , we get
Multiplying (3) and (4), we obtain
The product of matrix exponentials on the right hand side can be transformed to the exponential of a sum by using a matrix exponential formula of Thompson [31] (also see [1] ), which asserts that for skew-Hermitian matrices S, T ∈ M n , there exist unitary matrices U, V ∈ U n (C) such that
This leads to the following relation of the canonical angles.
Note that even when F = R, we have the above relations of canonical angles among three subspaces in terms of complex skew-Hermitian and unitary matrices.
Unitarily invariant metrics
A norm · on M m,n is unitarily invariant if U AV = A for any U ∈ U m , V ∈ U n and A ∈ M m,n . It is immediately seen from the singular value decomposition that a unitary invariant norm on M m,n depends only on the singular values of matrices.
Unitarily invariant norms are intimately related to symmetric gauge functions. A symmetric gauge function Φ : R l → R is a norm function satisfying additional properties that it is symmetric, i.e.,
for any ξ ∈ R l and permutation matrix P and that it is absolute, i.e., Φ(|ξ|) = Φ(ξ). The absolute property can be replaced by the monotone property, i.e., Φ(|ξ|) ≤ Φ(|ζ|) if |ξ| ≤ |ζ| in an elementwise sense. This follows from the well-known fact that a norm function is absolute if and only if it is monotone. A particular class of symmetric gauge functions, called Ky Fan functions [7] , plays an important role.
The reason why the class of Ky Fan k-functions is special lies in the fact that for a pair of vectors ξ, ζ ∈ R l ,
we say that ζ weakly majorizes ξ.
Unitarily invariant norms as well as their interplay with symmetric gauge functions have been very well understood. We list a few results that serve as models for our development of unitarily invariant metrics. For a more complete coverage, see [27] .
(I) [34, von Neumann] There is a one-one correspondence between unitarily invariant norms · on M m,n and symmetric gauge functions Φ : R l → R, where l = min{m, n}, given by
(II) [22, Mirsky] For the unitarily invariant norm · on M m,n corresponding to the symmetric gauge function Φ, 
Specializing the triangle inequality of the norms in (I) to Ky Fan k-functions yields that for any A, B, C ∈ M m,n with C = A + B,
Specializing the Mirsky result (II) to Ky Fan k-functions yields that for any A, B, C ∈ M m,n with C = A+B,
for any 1 ≤ i 1 < · · · < i k ≤ l = min{m, n}. In this sense, the inequalities in (II) are more general than the triangle inequalities of the norms in (I). Recently, the complete set of inequalities relating the singular values of matrices A, B, C ∈ M m,n with C = A + B has been determined; e.g., see [8] .
One can use symmetric gauge functions to define unitarily invariant metrics on G m,n . Suppose Φ : R m → R is a symmetric gauge function and · is the corresponding unitarily invariant norm on M n,m . For X , Y ∈ G m,n , let X 1 , Y 1 ∈ M n,m have columns forming orthonormal bases for X and Y. Two families of frequently used unitarily invariant metrics between X and Y are the gap metrics
and the Hausdorff metrics
which extend the metrics (b) and (c) for the case when m = 1 introduced in Section 1. As we have motivated in the case when m = 1, it is desirable to have an extension of metric (a). Potentially, the metrics defined by the canonical angles, instead of their sines or other functions, can be used to generate other metrics and have tighter triangle inequalities. It appears to be a long-established fact in the differential geometry literature [38, 6] that
is a metric. In [35] , Wedin showed that the largest canonical angle θ 1 (X , Y) is a metric. Qiu and Davison [25] and Vinnicombe [32] also gave alternative proofs for this result in the engineering literature and demonstrated that the use of θ 1 (X , Y) as a metric is crucial in engineering applications. Recently, this fact was connected to a Finsler geometry of the Grassmann manifold [36] . It has been conjectured that any symmetric gauge function of the canonical angles is a metric. This conjecture was explicitly announced by the first author at the 10-th ILAS Conference in 2002. Using the results in the last section, we are now able to prove the conjecture.
Then ρ is a unitarily invariant metric.
Proof: Evidently, ρ(X , Y) is unitarily invariant and satisfies the positivity condition (i) and the symmetry condition (ii) in Section 1. It remains to show that it satisfies the triangle inequality (iii). As shown in Section 2, the canonical angles between subspaces X , Y, Z satisfy the relationship (5) . Hence the eigenvalues of 0
and those of
are equal modulo ±i2π, where i = √ −1. Since the eigenvalues values of (10) belong to i[−π, π] and those of (11) are known to belong to i[−2π, 2π], each eigenvalue of (11) either is equal to its corresponding eigenvalue of (10) or belongs to i[−2π, −π] ∪ i[π, 2π], hence having no less absolute value than its corresponding eigenvalue of (10). Since both matrix (10) and matrix (11) are skew-Hermitian, their singular values are the absolute values of their eigenvalues. Therefore, by the monotone property of the symmetric gauge function,
for all unitarily invariant norms · on M m,n−m . This is equivalent to
The metrics defined by the symmetric gauge functions of the canonical angles as in Theorem 1 will be called the angular metrics. We designate the notation ρ for such a metric.
By continuity, slight perturbations in subspaces will result in slight perturbations in the canonical angles in between. How are the perturbations in the canonical angles bounded by the perturbations in the subspaces involved? The same question was asked in [29] and the following "Mirsky type result" gives an answer.
Theorem 2
Proof: Let σ 1 ≥ · · · ≥ σ n be singular values of
Then it follows from the argument in the proof of Theorem 1 that there are singular values c i , i = 1, 2, . . . , n, ordered properly, of 0 i is a reordering of 2γ 1 , 2γ 1 , . . . , 2γ m , 2γ m , 0, . . . , 0, we have for any symmetric gauge function Ψ : R n → R,
Here we used the fact that σ i − η either is equal to c i − η or has no less absolute value than c i − η for any η ∈ [−π, π]. By (II), we obtain
for all symmetric gauge function Φ on R m , which immediately gives
If we specialize the metrics in Theorem 1 to the ones corresponding to the Ky Fan k-functions, the triangle inequality gives us
On the other hand, specializing Theorem 2 to the Ky Fan functions gives us
for any 1 ≤ i 1 < · · · < i k ≤ m. In this sense, the inequalities in Theorem 2 cover the triangle inequalities in Theorem 1 as special cases. Sometimes we are concerned with the perturbation of canonical angles when both subspaces involved are perturbed. In this case, the following version of Theorem 2 might be more convenient.
Corollary 1
Proof: For any subspaces X , Y and the perturbations of themX ,Ỹ, it is easy to show that
Sun in [29] established certain bounds on Φ(θ(X ,Ỹ) − θ(X , Y)) for the case when Φ is the Ky Fan 1-function (Hölder ∞-norm) and when it is the Hölder 2-norm. Corollary 1 extends and improves the bounds in [29] .
However, the analysis in [29] is more general in one direction: it applies to canonical angles between two subspaces with possibly different dimensions, which are also important in applications. Let us first extend the notion of canonical angles to this more general setting. For X ∈ G m,n and Y ∈ G l,n , again let X 1 ∈ M n,m and Y 1 ∈ M n,l be matrices whose columns form orthonormal bases of X and Y respectively. The canonical angles between X and Y are defined to be
Let us take a closer look at this definition for the case when m < l. By the singular value decomposition, we know that there exist E 1 ∈ U m and F 1 ∈ U l such that
This shows that Y has an m-dimensional subspace Y 0 such that θ(X , Y 0 ) = θ(X , Y) and X ⊥ (Y Y 0 ). A similar interpretation can be made for the case when l < m. Now we would like to ask whether Corollary 1 can be extended to the case when X ,X ∈ G m,n and Y,Ỹ ∈ G l,n after reconciling the two metrics in the right hand side of (14) properly. We are not able to give an affirmative answer at this moment, though all indications show that this is possible. We nevertheless are able to treat another important special case when l = n − m. It is this case that is directly relevant to robust control [24, 37] . In this case, there are at most min{m, n − m} nonzero canonical angles between any two members of G max{m,n−m},n . Hence a symmetric gauge function Φ on R min{m,n−m} also defines a metric on G max{m,n−m},n by applying to the min{m, n − m} largest canonical angles. We will denote the metric on G m,n and G n−m,n defined by Φ using the same symbol ρ. We then have ρ(X ,
Corollary 2 Let ρ be the angular metric on G m,n and that G n−m,n corresponding to symmetric gauge function Φ on R min{m,n−m} . Then for X ,X ∈ G m,n and Y,Ỹ ∈ G n−m,n
Proof: It follows immediately from the fact that
In the rest of this section, we work towards a metric counterpart of the result in (III) on the robustness of the matrix rank. Following [16] , we define the nullity and deficiency of subspaces X and Y to be The robustness of the nullity and deficiency is of great interest in mathematics [16] , statistics [13] , and control theory [9, 25, 32, 37] . In particular, if we have subspaces X ∈ G m,n and Y ∈ G l,n with nul (X , Y) < k for some 1 ≤ k ≤ min{m, l} and if we also know the perturbed versionsX ∈ G m,n andỸ ∈ G l,n satisfy ρ 1 (X ,X ) ≤ α and ρ 2 (Y,Ỹ) ≤ β, we wish to obtain the tightest condition on α and β to ensure nul (X ,Ỹ) < k. The same problem can be considered for the deficiency. The following theorem solves these problems for the special case when m = l. 
Let λ = α 1 /δ, then 1 − λ = β 1 /δ. Also abbreviate θ j (X , Y) by θ j , j = 1, 2, . . . , m. Definẽ
Also definẽ
Then the columns ofX 1 andỸ 1 form orthonormal bases ofX andỸ respectively. Furthermore,
It follows that ρ(X ,X ) = Φ(0, . . . , 0, λθ m−k+1 , . . . , λθ m ) = α 1 ≤ α.
From (15), we see that
Similar to the above, we have
it follows that θ(X ,Ỹ) = (θ 1 , . . . , θ m−k , 0, . . . , 0); which implies that nul(X ,Ỹ) ≥ k. This proves the necessity of the condition. 2
We believe that carefully formulated similar statements to those in Theorem 3 for the case when m = l are also valid, though a proof is not available yet at this moment. Nevertheless, the important special case when l = n − m can be treated as in the proof of Theorem 3 by following Corollary 2 instead. We state this as a corollary.
Corollary 3 Let ρ be the angular metric on G m,n and that on G n−m,n corresponding to a symmetric gauge function Φ on R min{m,n−m} . Let X ∈ G m,n and Y ∈ G n−m,n . Then for α ≥ 0, β ≥ 0, and 1 ≤ k ≤ min{m, n − m},
2. def (X ,Ỹ) < k for allX ∈ G m,n andỸ ∈ G n−m,n satisfying ρ(X ,X ) ≤ α and ρ(Y,Ỹ) ≤ β if and only if
When the Triangle Inequalities Become Equalities
Whenever we have an inequality, the analysis of the cases when the inequality becomes an equality is of special importance. Such analysis often reveals extra insight and structures possessed by the inequality. It also exhibits how sharp the inequality is. In applications, these extreme cases often represent either the worst or the best cases where special attentions are needed. In the following, the equality cases for the triangle inequalities for the angular metrics and the gap metrics will be analyzed and compared. They will be characterized in terms of the direct rotations between the subspaces involved, which can be viewed as a natural generalization of the equality case relating three one dimensional subspaces in R n . The proofs in this section turn out to be quite technical. We suggest the readers to skip proofs in their first reading.
In this section, we first characterize those triples of subspaces X , Y, Z ∈ G m,n such that
i.e., the triangle inequality becomes an equality, either for a particular angular metric or for all angular metrics. An angular metric ρ = Φ • θ is said to be strictly convex if Φ is a strictly convex symmetric gauge function, i.e., Φ(ξ + ζ) = Φ(ξ) + Φ(ζ) only if ξ and ζ are linearly dependent. The following theorem shows that if (16) is satisfied for a strictly convex angular metric, then Y has to be an intermediate position on the path when X is rotated to Z by a direct rotation, which in turn implies that (16) is satisfied for all angular metrics.
Theorem 4 For X , Y, Z ∈ G m,n , the following statements are equivalent:
1. (16) holds for all angular metrics; 2. (16) holds for a strictly convex angular metric;
3. there exists a direct rotation from X to Z
where C = diag θ(X , Z) 0 m,n−2m , and λ ∈ [0, 1] such that
Proof: It is obvious that statement 1 implies statement 2. We only need to prove that statement 2 implies statement 3 and that 3 implies 1. We do the latter first. If
. This immediately implies (16) for all angular metrics. To prove that 2 implies 3, let Φ be the strictly convex symmetric gauge function corresponding to the angular metric satisfying (16) , and notice that equality (16) and the fact that θ(X , Z) is weakly majorized
Since Φ is strictly convex, it follows from the second equality above that θ(X , Y) and θ(Y, Z) are linearly dependent. Also since θ(X , Z) is weakly majorized by θ(X , Y) + θ(Y, Z), it follows from [30] that θ(X , Z) is in the convex hull of
is one of the vertices of the convex hull, i.e., θ(X , Z) = P (θ(X , Y) + θ(Y, Z)) for a particular singed permutation matrix P . Since both of them are nonnegative and are decreasingly ordered, we have θ(X , Z) = θ(X , Y) + θ(Y, Z). In summary, we conclude that there exists 0
In the following, we only consider the nontrivial case when 0 < λ < 1. By the discussion in Section 2, we know that there exists a direct rotation from X to Y given by
and a direct rotation from X to Z given by T =X exp 0 −C C H 0 X H whereX = X 1X2 ∈ U n ,X = X 1X2 ∈ U n , and columns ofX 1 and those ofX 1 both form (possibly different) orthonormal bases of X . This shows that the columns of the matrices
form orthonormal bases of X , Y and Z respectively, where
By the definition of canonical angles, we know that there exist E, F ∈ U m such that
where Re tr (·) denotes the real part of the trace. Similarly, we have
From (17), (18), (19) and the fact that
and 
where the second last inequality holds since
for each j = 2, . . . , l and the last inequality follows from the fact that the singular values of all D j , j = 1, . . . , l, all together are the singular values of cos(diag λθ(X , Z)).
Comparing (20) and (21), we see that inequalities in (21) have to be equalities. This is possible only if
for j = 2, . . . , l. So there must exist P j ∈ U mj such that D j = cos(λφ j )P j with Re tr P j = m j . Hence D j = cos(λφ j )I mj , j = 2, . . . , l. After determining D 2 , . . . , D l , the singular values D 1 have no choice but to equal to cos(λφ 1 ), i.e., D 1 = cos(λφ 1 )W for some W ∈ U m1 . Hence we have proved that
cos(diag λθ(X , Z)).
Similarly, we can prove that
.
is also a direct rotation from X to Z. We can see that
This shows
The following example shows a case when direct rotations from X to Y are not unique and hence the paths from X to Y they define are not unique. The Ky Fan k-functions are not strictly convex, so one can expect that X , Y, Z ∈ G m,n may take more general positions when (16) is satisfied only for a Ky Fan function. This is indeed the case. It is easy to prove that
if there exists a direct rotation from X to Z
where C = diag θ(X , Z) 0 m,n−2m , and Λ = diag (λ 1 , . . . , λ m ) where λ j ∈ [0, 1] such that
It would be nice to determine whether the condition is also necessary. In contrast, for the gap metrics corresponding to the Ky Fan k-functions, we have the following results.
Proposition 2 Let X , Y, Z ∈ G m,n . The equality
holds for a particular k with 1 ≤ k ≤ m if and only if the collection
Proof. The sufficiency is clear. To prove the necessity, denote
Let the columns of X 1 , Y 1 , Z 1 form orthonormal bases for subspaces X , Y,Z respectively. Denote
Then the eigenvalues of L are sin α 1 , . . . , sin α m , − sin α m , . . . , − sin α 1 , 0, . . . , 0. Similar statements hold for
Let L 1 and M 1 be the leading k × k submatrices of U LU H and U M U H respectively. Since
It is well-known that eigenvalues of a Hermitian matrix majorize its diagonal elements; see [20] for example. Then
Equality (23) Summarizing the discussions in this section, we conclude that the triangle inequality for the angular metrics are tighter than those for the gap metrics in the sense that for a strictly convex symmetric gauge function or a Ky Fan k-function Φ, if
Related Questions and Extensions
In this section, we will discuss three issues. The first is on the extremal properties of the direct rotation between two subspaces. The second is on possible generalization of the inequalities in the form of (12) and (13) . The third is on the possibility to use functions more general than the symmetric gauge functions to define metrics on G m,n .
As we have seen in Section 2, for X , Y ∈ G m,n , m ≤ n/2, a direct rotation from X to Y is a map of the form
∈ M m,n−m and X = X 1 X 2 is a special unitary matrix such that the columns of X 1 span X and those of X 2 span X ⊥ . Subspaces X , Y are said to be acute if the canonical angles in between are all less than π/2, or equivalently, X ∩ Y ⊥ = {0}. It was shown in [3] that the direct rotation between acute subspaces is unique. Davis [3] studied some extremal properties of R among all unitary transformations from X to Y. He showed that R differs from the identity map in the least amount in some sense; in particular, for all unitarily invariant norm · , 1. (I − V )| X is minimized when V = R.
(I − V )(I − V
H ) is minimized when V = R.
3. I − V is minimized when V = R if θ 1 (X , Y) ≤ π/3.
A by-product of the development in Section 2 results in another extremal property, which roughly says that the direct rotation rotates the vectors in F n with the smallest amount of angles. For a unitary matrix V , let log(V ) be defined to be the unique skew-Hermitian matrix G with spectrum in i(−π, π] such that V = exp(G).
Theorem 6 Let · be a unitarily invariant norm. Assume V is a unitary matrix satisfying V X = Y. Then log(V ) is minimized when V = R.
Proof: The proof will be sketchy since it follows from the same idea as in the development of Section 2. We know that V only differs from R locally in X and X ⊥ , i.e., there exist unitary matrix Q = diag (Q 1 , Q 2 ) with Q 1 ∈ U m and Q 2 ∈ U n−m such that
The last issue is whether we can use more general functions of the canonical angles to define unitarily metrics on G m,n . One may consider a function Ψ : [0, π/2] m → R and define δ(X , Y) = Ψ(θ(X , Y)) for X , Y ∈ G m,n . It would be interesting to determine the necessary and sufficient conditions on Ψ for δ to be a metric on G m,n . Evidently, such a function δ always satisfies δ(X , Y) = δ(Y, X ) and δ(U X , U Y) = δ(X , Y) for all U ∈ U n . To ensure that δ(X , Y) ≥ 0 so that equality holds if and only if X = Y, the function Ψ must satisfy the following condition.
(P1) Ψ is positive, i.e., Ψ(ξ) ≥ 0 for all ξ ∈ [0, π/2] m , and the equality holds if and only if ξ = 0.
To ensure triangle inequality, the following is necessary.
(P2) Ψ is subadditive, i.e., Ψ(ξ + ζ) ≤ Ψ(ξ) + Ψ(ζ) for any ξ, ζ ∈ [0, π/2] m satisfying ξ + ζ ∈ [0, π/2] m .
Suppose Ψ also satisfies the following.
(P3) Ψ is strongly Schur convex (or strongly isotone), i.e., Ψ(ξ) ≤ Ψ(ζ) whenever ξ, ζ ∈ [0, π/2] m and ξ is weakly majorized by ζ. i.e., function δ satisfies the triangle inequality and hence is a unitarily invariant metric. This may allow us to go a small step beyond the set of symmetric gauge functions. However, it is not clear at this stage what are functions satisfying (P1), (P2) and (P3) other than symmetric gauge functions and those of the form f • Φ 1 where f is an increasing subadditive scalar function. Also, (P3) is far from a necessary condition for δ to be a metric on G m,n . It is not satisfied by the gap metrics defined in (8) , where Ψ(ξ) = Φ(sin ξ), nor the Hausdorff metric defined in (9) , where Ψ(ξ) = Φ(2 sin(ξ/2)). It would be interesting to weaken the condition (P3) so that it is satisfied by all known metrics so far, or even becomes necessary.
Example 3 Consider Ψ(ξ 1 , ξ 2 ) = sin ξ 1 + sin ξ 2 . Then the corresponding function δ is the gap metric on G 2,n corresponding to the Ky Fan 2-function. However, for ξ = (π/4, π/4) and ζ = (π/2, 0), it follows that ξ is majorized by ζ, but Ψ(ξ) = √ 2 > 1 = Ψ(ζ).
