We study the approximation of the least core value and the least core of supermodular cost cooperative games. We provide a framework for approximation based on oracles that approximately determine maximally violated constraints. This framework yields a .3 C "/-approximation algorithm for computing the least core value of supermodular cost cooperative games, and a polynomial-time algorithm for computing a cost allocation in the 2-approximate least core of these games. This approximation framework extends naturally to submodular profit cooperative games. For scheduling games, a special class of supermodular cost cooperative games, we give a fully polynomial-time approximation scheme for computing the least core value. For matroid profit games, a special class of submodular profit cooperative games, we give exact polynomial-time algorithms for computing the least core value as well as a least core cost allocation.
Introduction
Consider a situation in which a set of agents has the option of sharing the cost of their joint actions. For example, a group of retailers, instead of individually managing each of their own storage facilities, may decide to jointly participate in a centralized inventory management scheme with a common storage facility, and share the cost of optimally running this facility. In these situations, the agents may or may not be motivated to cooperate, depending on the structure of their costs. Cooperative game theory offers a mathematical framework to study the cooperative behavior between multiple agents. A (transferable utility) cooperative game is a pair .N; v/ where N D f1; : : : ; ng represents a set of agents, and v W 2 N ! R is a set function where for each S Â N , v.S / represents the cost to agents in S if they cooperate. By convention, v.;/ D 0. A subset S Â N of agents is referred to as a coalition.
Cooperative game theory has been used to study cost sharing for a myriad of application areas of operations research. For example, one increasingly popular stream of research has focused on the application of cooperative game theory to various problems in inventory management (e.g. Gerchak and Gupta 1991; Hartman et al. 2000; van den Heuvel et al. 2005; Chen and Zhang 2006) . Another body of literature has used cooperative game theory to investigate the cost sharing issues in various scheduling-related problems (e.g. Curiel et al. 1989; Maniquet 2003; Mishra and Rangarajan 2005; Schulz and Uhan 2010) . Other applications of cooperative game theory to OR-related areas include assignment games (Shapley and Shubik 1971) , linear production games (Owen 1975) , minimum-cost spanning tree games (Bird 1976; Granot and Huberman 1981) , network flow games (Kalai and Zemel 1982b,a) , traveling salesman games (Potters et al. 1991) , and facility location games (Goemans and Skutella 2004 ).
The least core and the least core value
Cooperative game theory focuses on how to distribute costs that are collectively incurred by a group of cooperating agents in a "desirable" way. For example, one might want to allocate costs in a way that is "fair" or "stable." Such cost allocation rules are called solution concepts. Different notions of desirable cost allocation properties lead to different solution concepts. One of the most prominent solution concepts in cooperative game theory is the core (Gillies 1959) . Suppose x 2 R N is a cost allocation vector: for all i 2 N , x i represents the cost allocated to agent i . (For notational convenience, for any vector x we define x.S/ D P i 2S x i for any S Â N .) The core of a cooperative game .N; v/ is the set of all cost allocations x such that x.N / D v.N /;
(1.1a) x.S / Ä v.S / for all S Â N:
(1.1b)
The condition (1.1a) requires that a cost allocation in the core is efficient: the total cost allocated to all agents, x.N /, is equal to the cost to all agents when they cooperate, v.N /. The conditions (1.1b) guarantee that a cost allocation in the core is "subgroup rational" or stable: no subset of agents, or coalition, would be better off by abandoning the rest of the agents and acting on its own. In other words, the core of a cooperative game is the set of all efficient and stable cost allocations. The existence of an efficient and stable cost allocation-in other words, a non-empty core-can be seen as a rudimentary indication that cooperation is attainable. For many cooperative games, the core may be empty. Another solution concept, initially proposed by Shapley and Shubik (1966) and later named by Maschler et al. (1979) is called the least core. The least core of a cooperative game .N; v/ is the set of cost allocations x that are optimal solutions to the linear program amongst agents who face submodular costs is likely: as the size of a coalition grows, the marginal cost associated with adding a particular agent decreases, increasing the appeal of cooperation.
In this paper, we consider the opposite situation-when agents face supermodular, or increasing marginal costs. A set function v W 2 N ! R is supermodular if for all j; k 2 N such that j ¤ k and all S Â N n fj; kg. In other words, v is supermodular if v is submodular. We study supermodular cost cooperative games: cooperative games .N; v/ where v is nonnegative and supermodular. Supermodularity often naturally arises in situations in which the costs are closely tied to congestion effects. It has been shown that several types of facility location, scheduling, and network design problems have supermodular costs (Nemhauser et al. 1978; Schulz and Uhan 2010) . Using the same reasoning as before, our intuition tells us that cooperation amongst rational agents who face supermodular costs is unlikely: now the marginal cost associated with adding a particular agent increases as the size of a coalition grows, diminishing the appeal of cooperation. It is straightforward to see that for supermodular cost cooperative games, the core is empty (as long as costs are not modular 4 ). Even though cooperation may not be desirable from the perspectives of the individual agents, as in supermodular cost cooperative games, encouraging or enforcing cooperation may still be desirable, especially to an external party. For instance, this can occur when the failure to cooperate gives rise to negative externalities. Consider the following example. A set of agents needs to process its jobs on a machine that generates an excessive amount of pollution. The agents have the opportunity to share the cost of processing their jobs on an existing single machine, but the cost of processing their jobs is such that it is cheaper for each agent to open their own machine, and as a result, generate more pollution. A governing authority may be interested in reducing such negative externalities. One approach would be to incorporate the cost of the pollution externalities directly into the processing costs; however, these externality costs may be hard to precisely define. Instead, one might ask, "How much do we need to charge for opening an additional machine in order to encourage all the agents to share a single machine?" For a cooperative game where cooperation is not desirable from the individual agents' standpoints-such as a supermodular cost cooperative game, in which the cost to a coalition is typically more than the sum of the individual agents' costs due to congestion effects-the analogous question is, "How much do we need to penalize a coalition for acting independently in order to encourage all the agents to cooperate?" As mentioned earlier, this notion is captured in the least core value of a cooperative game.
Computational complexity of cooperative game solution concepts
Initiated by Meggido (1978) and carried forward by Deng and Papadimitriou (1994) , computational complexity has been proposed as another measure for evaluating cooperative game solution concepts. Examining the computational complexity of various solution concepts allows us to determine whether they are reasonable within the context of bounded rationality (see Simon 1972 , for an extensive discussion)-the hypothesis that economic agents, in reality, have limited reasoning ability and computational power for decision-making. A solution concept with high computational complexity-one that is NP-hard to compute, for instance-may be considered unsatisfactory in a world with boundedly rational agents.
The computational complexity of computing a cost allocation in the least core has been studied previously in several contexts. Faigle et al. (2000) showed that computing a cost allocation in the least core of minimumcost spanning tree games is NP-hard. Kern and Paulusma (2003) presented a polynomial description of the linear program [LC] for cardinality matching games. Faigle et al. (2001) showed that by using the ellipsoid method, a so-called pre-kernel element in the least core of a cooperative game can be computed in polynomial time if the maximum dissatisfaction can be computed in polynomial time for any given efficient cost allocation. Deng (1998) observed that polynomial-time algorithms for submodular function minimization can be used to compute the least core and least core value of submodular cost cooperative games in polynomial time. Schulz and Uhan (2010) studied the computational complexity of the least core value and least core of supermodular cost cooperative games. They showed that the problem of computing the least core value of these games is strongly NP-hard, and in fact, is inapproximable within a factor of 17=16 " for any " > 0 unless P D NP. In addition, they studied scheduling games, a subclass of supermodular cost cooperative games. For these games, they showed that the Shapley value 5 , which is polynomial-time computable in this case, is also in the least core. They also showed that computing the least core value of scheduling games is still NP-hard.
Contributions of this work
Since computing the least core value of supermodular cost cooperative games is NP-hard, using the least core value for these games is unreasonable, in some sense. We propose alternatives by studying polynomial-time computable approximations of the least core value and accompanying approximate least core cost allocations of supermodular cost cooperative games.
In Section 2, we design approximation algorithms for computing the least core value of supermodular cost cooperative games, using oracles that determine coalitions whose dissatisfaction is approximately maximum. We also show how to compute accompanying approximate least core cost allocations. In Section 3, we apply our framework to computing the least core value of scheduling games, for which we give a fully polynomial time approximation scheme. Finally, in Section 4, we consider matroid profit games: a class of cooperative games with submodular profits. Using the framework established in Section 2 with the appropriate natural modifications, we show that the least core value and a cost allocation in the least core of these games can be computed in polynomial time.
2 Approximating the least core value and the least core Before we begin, note that an arbitrary supermodular function v may not be compactly encoded. Therefore, for the remainder of this section we assume that we have a polynomial-time value-giving oracle for v. In addition, for the remainder of the paper, we assume that there are at least two agents (n 2).
Approximation by fixing a cost allocation
As a first attempt at approximation, we fix a cost allocation x such that x.N / D v.N /, and then try to determine the minimum value of´such that .x;´/ is feasible in the least core linear program [LC] . For any cooperative game .N; v/, we define the following problem: In words, the Shapley value of each agent i reflects agent i's average marginal contribution to the coalition N . The Shapley value is a classic, well-studied solution concept in cooperative game theory; for example, see Roth (1988) .
x-maximum dissatisfaction problem for cooperative game .N; v/ (x-MD). Given cost allocation x such that x.N / D v.N /, find a coalition S whose dissatisfaction is maximum:
We want to find a value´that is as close to e.x; S / as possible, but larger than e.x; S /, since .x;´/ is feasible if and only if´ e.x; S /. Note that an algorithm for the x-MD problem acts as a separation oracle for the vector .x;´/ to the linear program [LC] : if´ e.x; S /, then .x;´/ is feasible in [LC] ; otherwise, we have´< e.x; S /, which implies that x.S / Ä v.S / C´is a constraint violated by .x;´/. How should we fix x? We would like to ensure that the cost allocation x we choose is at least in the vicinity of the least core of .N; v/, so that we do not prematurely weaken the resulting approximation to the least core value. Suppose´ is the least core value of .N; v/. For any 1, we define the -approximate least core of .N; v/ as the set of all cost allocations x such that
Recall that a cost allocation in the least core of .N; v/ can be seen as the "least objectionable" in the sense that it is an efficient cost allocation that minimizes the maximum dissatisfaction of any coalition. A cost allocation in the -approximate least core of .N; v/ approximates being "least objectionable" by ensuring that the maximum dissatisfaction of a coalition is at most a factor away from the least core value´ -the minimum possible maximum dissatisfaction of a coalition under any efficient cost allocation. For any set function v W 2 N ! R, we define the polytope
For an arbitrary set function v, computing an element of B v may require an exponential number of oracle calls, or B v may be empty. Fortunately, when v is supermodular, the vertices of B v are computable in polynomial time, and even have explicit formulas (Edmonds 1970) . It turns out that any cost allocation x in B v is in the 2-approximate least core of .N; v/.
Theorem 2.1. Suppose .N; v/ is a supermodular cost cooperative game, and x is a cost allocation in B v . Let e.x; S / be the optimal value of the x-maximum dissatisfaction problem for .N; v/, and let´ be the least core value of .N; v/. Then, the cost allocation x is in the 2-approximate least core of .N; v/, or equivalently, e.x; S / Ä 2´ .
Proof. Let .x ;´ / be an optimal solution to [LC]. Since we have x .S / Ä v.S / C´ and x .N n S / Ä v.N n S/ C´ for any S Â N , S ¤ ;; N , and x .N / D v.N /, it follows that
Since x 2 B v , we can deduce that for any S Â N , S ¤ ;; N ,
Since the above lower bound on 2´ holds for any S Â N , S ¤ ;; N , it follows that 2´ e.x; S /.
We use this observation, in conjunction with a -approximation algorithm 6 for the x-maximum dissatisfaction problem for .N; v/, to approximate the least core value of .N; v/. Theorem 2.2. Suppose .N; v/ is a supermodular cost cooperative game, and x is a cost allocation in B v . If there exists a -approximation algorithm for the x-maximum dissatisfaction problem for .N; v/, then there exists a 2 -approximation algorithm for computing the least core value of .N; v/.
Proof. Let N S be the output from a -approximation algorithm for the x-maximum dissatisfaction problem for .N; v/, and let´D e.x; N S /. We show that .x;´/ is a feasible solution to the linear program [LC] , and that´is within a factor of 2 of the least core value´ of .N; v/. Since x 2 B v , we have that x.N / D v.N /. Since N S is output from a -approximation algorithm for the x-maximum dissatisfaction problem for .N; v/, it follows that´D e.x; N S / e.x; S / x.S / v.S / for all S Â N; S ¤ ;; N . So .x;´/ is a feasible solution to [LC] . By Theorem 2.1, it follows that
Note that the x-maximum dissatisfaction problem for a supermodular cost cooperative game is an instance of submodular function maximization. In addition, for any x 2 B v , the objective function e.x; / of the x-maximum dissatisfaction problem is nonnegative. Feige et al. (2007) gave a 5=2-approximation algorithm for maximizing nonnegative submodular functions. With Theorem 2.2, this immediately implies the following corollary.
Corollary 2.3. Suppose .N; v/ is a supermodular cost cooperative game. Then, there exists a 5-approximation algorithm for computing the least core value .N; v/.
Approximation without fixing a cost allocation
Suppose that, instead of fixing a cost allocation in advance, we compute a cost allocation along with an approximation to the least core value. Let us assume that we have a -approximation algorithm for the x-maximum dissatisfaction problem for .N; v/, for every x such that x.N / D v.N /. 7 By using the ellipsoid method with binary search, we can establish the following theorem.
Theorem 2.4. Suppose .N; v/ is a supermodular cost cooperative game, and there exists a -approximation algorithm for the x-maximum dissatisfaction problem for .N; v/, for every cost allocation x such that x.N / D v.N /. Then, (a) there exists a -approximation algorithm for computing the least core value of .N; v/, and (b) there exists a polynomial-time algorithm for computing a cost allocation in the -approximate least core of .N; v/.
Proof sketch. For a complete proof, see Appendix A. The idea behind the proof is as follows. Suppose that K is a polytope. The exact separation problem is:
Exact separation problem. Given polytope K and y 2 Q n , either (i) assert y 2 K, or (ii) find a hyperplane that separates y from K: find c 2 Q n such that c T y > c T x for all x 2 K.
6 A -approximation algorithm ( 1) is an algorithm that always finds a solution whose objective value is within a factor of the optimal value, and whose running time is polynomial in the input size. The parameter is known as the performance guarantee of the algorithm.
7 Note that since v is supermodular and v.;/ D 0, for any x such that x.N / D v.N /, we have that
and so max S ÂN;S ¤;;N e.x; S/ 0. This ensures that the notion of a -approximation algorithm for the x-maximum dissatisfaction problem is sensible, for any given cost allocation x such that x.N / D v.N /.
The exact non-emptiness problem is:
Exact non-emptiness problem. Given polytope K, either (i) find a vector y 2 K or (ii) assert K is empty. Grötschel et al. (1988) showed that for a polytope K, by using the ellipsoid method, a polynomial-time algorithm for the exact separation problem for K implies a polynomial-time algorithm for optimizing a linear function over K, and vice versa. Now suppose N K is a polytope that "approximates" K. Note that this "approximation" can be any arbitrary polytope. The approximate separation problem is:
Approximate separation problem. Given polytope K, its approximation N K, and y 2 Q n , either (i) assert y 2 N K, or (ii) find a hyperplane that separates y from K: find c 2 Q n such that c T y > c T x for all x 2 K.
The approximate non-emptiness problem is:
Approximate non-emptiness problem. Given polytope K and its approximation N K, either (i) find a vector y 2 N K or (ii) assert K is empty.
Using similar techniques to those used in Grötschel et al. (1988) , we can show that the ellipsoid method can be used with a polynomial-time algorithm for the approximate separation problem to solve the approximate non-emptiness problem in polynomial time. We use this general result for the least core value problem. For the following steps in detail, see Appendix A. Fix a supermodular cost cooperative game .N; v/, and let´ be its least core value. For any fixed 0, define the polytope
It is straightforward to show that a -approximation algorithm for the x-maximum dissatisfaction problem for .N; v/ can be used as a polynomial-time algorithm for the approximate separation problem for Q and its approximation Q . Therefore, there exists a polynomial-time algorithm for the approximate nonemptiness problem for Q and its approximation Q . Suppose that A is such an algorithm. Since v is nonnegative, supermodular, and v.;/ D 0, the least core value´ of .N; v/ is in the interval OE0; v.N /. Since the polytope Q is nonempty for all ´ , and the polytope Q is empty for all <´ , using A with binary search on OE0; v.N / to find N such that Q N " is empty but Q N is non-empty gives us an algorithm for computing a -approximation to the least core value of .N; v/ and a cost allocation in the -approximate least core (the parameter " 2 Q >0 is the precision required, and log " 1 is polynomial in n and log v.N /). The number of calls to A that is needed for this binary search is polynomial in n and log v.N /.
Using an approximate separation oracle in conjunction with the ellipsoid method to achieve approximate optimization has been studied previously for a variety of problems (e.g. Carr and Vempala 2002; Jansen 2003; Jain et al. 2003; Fleischer et al. 2006 ). It appears at first that this technique can be used for any arbitrary linear program with an exponential number of constraints; however, the proofs for these results all depend on the structure of the problem. For example, Jansen (2003) considered polytopes of the form
, and B is an arbitrary polynomial-time-separable polytope. In addition, it is assumed that the zero vector is in the polytope K. With this assumption, simply multiplying a feasible point in N K by the scalar 1=˛yields a feasible point in K; without this assumption, it is not clear how to convert a feasible point in N K to a feasible point in K. In the proof of Theorem 2.4, this kind of conversion is unnecessary since we are able to exploit the structure of the constraints and their relation to the objective function in the linear program [LC] : for any vector x in the approximation Q N , the vector .x; N / is a feasible solution to the linear program [LC] .
With Theorem 2.4 in hand, it remains to show how to solve the x-maximum dissatisfaction problem for a supermodular cost cooperative game .N; v/, for every cost allocation x such that x.N / D v.N /. As we noted in Section 2.1, the x-maximum dissatisfaction problem for a supermodular cost cooperative game .N; v/ is an instance of submodular function maximization. Unlike in Section 2.1, however, the objective functions for the instances of the x-maximum dissatisfaction problem that need to be solved for Theorem 2.4 are not necessarily nonnegative. Feige et al. (2007) designed a local-search based approximation algorithm for maximizing a submodular function f W 2 N ! R with f .;/ 0 and f .N / 0, that has a performance guarantee of .3 C "/ for any " > 0. Since e.x; ;/ D e.x; N / D 0 for any cost allocation x such that x.N / D v.N /, we obtain the following corollary.
Corollary 2.5. Suppose .N; v/ is a supermodular cost cooperative game. Then for any " > 0, (a) there exists a .3 C "/-approximation algorithm for computing the least core value of .N; v/, and (b) there exists a polynomial-time algorithm for computing a cost allocation in the .3 C "/-approximate least core of .N; v/.
By computing a cost allocation on the fly using the ellipsoid method, we are able to design an approximation algorithm for computing the least core value of a supermodular cost cooperative game with a worst-case performance guarantee of .3 C "/, which compares favorably to the worst-case performance guarantee of 5 for the fixed-cost-allocation-based approximation algorithm designed in Section 2.1. Interestingly, however, the comparison for the accompanying cost allocations of these approximation algorithms is reversed: the cost allocation that is computed by the ellipsoid-method-based approximation algorithm is guaranteed to be in the .3 C "/-approximate least core, while the cost allocation used in the fixed-cost-allocation-based approximation algorithm is guaranteed to be in the 2-approximate least core.
A special case from single-machine scheduling
In this section, we study the least core value of a particular supermodular cost cooperative game that arises from scheduling situations. Consider a setting where each agent has a job that needs to be processed on a machine, and any coalition of agents can potentially open their own machine. Suppose each agent i 2 N has a job whose processing time is p i 2 R >0 and weight is w i 2 R 0 . Jobs are independent, and are scheduled non-preemptively on a single machine, which can process at most one job at a time. A scheduling game is a cooperative game .N; v/ where the cost v.S / to a coalition S is the minimum sum of weighted completion times of jobs in S. If weight w i is interpreted as agent i 's per-unit-time waiting cost, then v.S / can be seen as the minimum total waiting cost for agents in S . The least core value of scheduling games has a natural interpretation: it is the minimum amount we need to charge any coalition for opening a new machine in order to encourage all the agents to cooperate.
Scheduling games have been studied by several authors. For example, Maniquet (2003) and Mishra and Rangarajan (2005) gave axiomatic characterizations of various cost sharing rules for these games. Mishra and Rangarajan (2005) also gave a simplified characterization of the Shapley value of scheduling games that implies it is computable in polynomial time. Schulz and Uhan (2010) , using a result of Wolsey (1985) and Queyranne (1993) , showed that scheduling games are indeed supermodular cost cooperative games, and that computing the least core value of these games is still NP-hard. In addition, Schulz and Uhan (2010) showed that for scheduling games, the Shapley value is a least core cost allocation.
We will apply the results of Section 2.1, in which approximation is based on fixing a cost allocation, to finding the least core value of scheduling games. Before we begin, we restate some results from Schulz and Uhan (2010) , which we will use later on. To simplify the analysis, for the remainder of this section we assume without loss of generality that w 1 p 1 w n p n I in other words, the agents' jobs are indexed in the order that minimizes the sum of weighted completion times (Smith 1956 ).
Theorem 3.1 (Schulz and Uhan 2010). Suppose .N; v/ is a scheduling game. Consider the cost allocation N x defined as
w j for all i D 1; : : : ; n:
(b) The cost allocation N x is in the least core of .N; v/.
It is straightforward to show that N x 2 B v ; in fact, it is a convex combination of two vertices of B v . So, by Theorem 2.2, a -approximation algorithm for the N x-maximum dissatisfaction problem implies a 2 -approximation algorithm for computing the least core value of .N; v/. However, we can do better, since the cost allocation N x is in the least core, and thereforé
As a result, we obtain the following strengthening of Theorem 2.2.
Theorem 3.2. Suppose there exists a -approximation algorithm for the N x-maximum dissatisfaction problem for scheduling games. Then there exists a -approximation algorithm for computing the least core value of scheduling games.
By Theorem 3.1(a), we know that
Therefore, maximizing e. N x; S / is equivalent to minimizing the sum of weighted completion times of jobs in N on two identical parallel machines. This two-machine problem is NP-complete (Bruno et al. 1974) , and has a fully polynomial time approximation scheme (FPTAS) (Sahni 1976) . Although the two problems are equivalent from the optimization perspective, it is not possible to use the FPTAS for the two-machine scheduling problem directly as an FPTAS for the N x-MD problem (Uhan 2008) . Nevertheless, as we show in the next theorem, an FPTAS for the N x-MD problem is indeed possible. The analysis uses standard techniques for designing approximation schemes (for example, see Schuurman and Woeginger).
Theorem 3.3. There exists a fully polynomial time approximation scheme for the N x-maximum dissatisfaction problem for scheduling games.
Proof. For simplicity of exposition, we consider maximizing g.S / D 2e. N x; S / for the remainder of this proof. We determine the maximizer S of g by scheduling the jobs in N on two machines: the jobs scheduled on machine 1 will form S , and the jobs scheduled on machine 2 will form N n S . As usual, we consider the jobs in order of nonincreasing weight-to-processing-time ratios (i.e. 1; : : : ; n). We can partition the jobs into S and N n S sequentially using the following dynamic program. The state space E is partitioned into n disjoint sets, E 1 ; : : : ; E n . A schedule for jobs f1; : : : ; kg on two machines corresponds to a state .a; b; c/ 2 E k . The first coordinate a is the sum of processing times of all jobs scheduled by on machine 1. The second coordinate b is the sum of processing times of all jobs scheduled by on machine 2. The third coordinate c is the running objective value: v.f1; : : : ; kg/ minus the sum of weighted completion times on two machines for .
Suppose jobs 1; : : : ; k 1 have already been scheduled, and job k is under consideration. If job k is scheduled on machine 1, then the running objective value increases by w k .aCbCp k / w k .aCp k / D w k b. If job k is scheduled on machine 2, then the running objective value increases by w k .aCbCp k / w k .bCp k / D w k a. This suggests the following exact dynamic program. 
Each state corresponds to a point in f.a; b; c/ 2 Z 3 W 0 Ä a Ä P; 0 Ä b Ä P; 0 Ä c Ä W P g. Note that for any state .a; b; c/ 2 E k with k D 1; : : : ; n, if a is known, then b is already determined, and vice versa. Therefore, the running time of this dynamic program is O.nW P 2 /.
Let ı D .1 C "=.2n// 1 for some " 2 .0; 1/. Note that ı 2 .0; 1/. In addition, define L D dlog 1=ı P e and M D dlog 1=ı W P e. Consider the grid formed by the points .ı r ; ı s ; ı t / for all r D 1; : : : ; L, s D 1; : : : ; L, and t D 1; : : : ; M . For each k D 1; : : : ; n, we divide the state set E k into the boxes formed by the grid: Observe that if .a 1 ; b 1 ; c 1 / and .a 2 ; b 2 ; c 2 / are in the same box, then
We simplify the state sets E k by using a single point in each box as a representative for all vectors in the same box. We denote these simplified state sets by E 
The case where .a; b; c/ D .˛;ˇC p k ; C w k˛/ for some .˛;ˇ; / 2 E k 1 follows similarly. Therefore, the induction step is complete, and (3.3) holds. We now analyze the performance of the trimmed dynamic program. Let c D g.S /, the optimal value of g. Note that there exists a vector .a ; b ; c / 2 E n . By (3.3), there exists a vector .a 0 ; b 0 ; c 0 / 2 E ı n such that c 0 ı n c . Recall that ı D .1 C "=.2n// 1 for some " 2 .0; 1/. Since .1 C "=.2n// n Ä 1 C ", we have that c 0 .1 C "=.2n// n c .1 C "/ 1 c . As for the running time of the trimmed dynamic program, note that each E ı k has at most one point from each box, or O.L 2 M / points. So, the running time of this algorithm is O.nL 2 M /. Since log´ .´ 1/=f or any´ 1, we can bound L and M as follows:
Therefore, the running time of this algorithm is polynomial in n, log W , log P , and 1=".
Combining Theorem 3.2 and Theorem 3.3, gives us the following result.
Theorem 3.4. There exists a fully polynomial time approximation scheme for computing the least core value of scheduling games.
Submodular profits and a special case from matroid optimization
Up to this point, we have only considered cooperative games in which agents are assigned a cost for their joint actions. But what about cooperative games in which agents act together to collect a reward, or profit?
Consider a cooperative game .N; v/ where v.S / represents the profit allocated to the agents in S . For these games, solution concepts should reflect the rationality of a profit allocation; for example, the core for a profit cooperative game .N; v/ is defined as the set of all profit allocations x such that
x.S / v.S / for all S Â N:
The least core for a profit cooperative game .N; v/ is defined in a similar manner: it is the set of all profit allocations x that are optimal for the problem
The least core value of .N; v/ is the optimal value´ to this linear program. Note that it still reflects the minimum penalty we need to charge a coalition for acting independently in order to ensure the existence of an efficient and stable profit allocation. If v is nonnegative, submodular and v.;/ D 0, we call .N; v/ a submodular profit cooperative game. It is straightforward to see that all the results established for supermodular cost cooperative games in Section 2 also hold true for submodular profit cooperative games, with the following natural modifications. For a cooperative game .N; v/ with v representing profits, the dissatisfaction for any subset of agents S under a profit allocation x is defined as e.x; S / D v.S / x.S /. We define the polytope B v as fx 2 R n W x.N / D v.N /; x.S/ Ä v.S / for all S Â N g. The x-maximum dissatisfaction problem for a cooperative game .N; v/ with v representing profits is still to find a subset S such that e.x; S / D max S ÂN;S ¤;;N e.x; S /.
Matroid profit games
Consider the cooperative game .N; v/, defined as follows. Each agent i 2 N has a job with unit processing time and a deadline d i 2 Z >0 . In addition, each agent i 2 N has an associated profit w i 2 R 0 , which is earned if job i is completed by its deadline. The profit v.S / to any subset of agents S is the maximum profit attainable by scheduling jobs in S on a single machine. It turns out that if we define I D fS Â N W every job in S can be completed by its deadlineg; then .N; I/ is a matroid (Gabow and Tarjan 1984) . For any family of sets I, define IjS D fT 2 I W T Â S g. In this cooperative game, v.S / is the maximum w-weight of an independent set in .S; IjS /, for any coalition S Â N .
In this section, we study the following generalization of the cooperative game described above. Let .N; I/ be a matroid with weights w i 2 R 0 for each i 2 N . We define v.S / as the maximum w-weight of an independent set in .S; IjS /, for every coalition S Â N . Then .N; v/ defines a cooperative game where the profit to a coalition S is represented by v.S /. We call such games matroid profit games. Cooperative games that arise from matroid optimization have been considered previously. Nagamochi et al. (1997) studied the computational complexity of various solution concepts for minimum base games, in which for a given matroid .N; I/, the cost v.S / to a coalition S is the minimum weight of a basis in .S; IjS /. In these games, the costs to a coalition are not necessarily supermodular, and so the results of Section 2 do not apply.
Throughout this section, we assume that the matroid .N; I/ and its restrictions are given by an independence oracle that asserts whether or not a given subset S Â N belongs to I. It is well known that v as defined here is a submodular function (see e.g. Nemhauser and Wolsey 1988, page 715) , and so matroid profit games are submodular profit cooperative games. It turns out that the x-maximum dissatisfaction problem for matroid profit games is quite tractable: we show that it can be solved exactly in polynomial time for any profit allocation x such that x.N / D v.N /.
Theorem 4.1. Suppose .N; v/ is a matroid profit game. Then for any profit allocation x such that x.N / D v.N /, the x-maximum dissatisfaction problem for .N; v/ can be solved in polynomial time.
Proof. Fix some profit allocation x such that x.N / D v.N /, and let A D fi 2 N W x i < 0g. Consider the following algorithm for the x-maximum dissatisfaction problem for .N; v/:
Input: matroid profit game .N; v/ with matroid .N; I/ and weights w i 2 R 0 for all i 2 N . Output: an optimal solution N S to x-MD for .N; v/.
1. Compute a maximum N w-weight independent set T of .N; I/, where
First, note that any optimal solution of the following relaxation of the x-maximum dissatisfaction problem
must contain all elements of A, since v is nondecreasing. Since A is fixed, the problem (4.1) is equivalent to
We show that the independent set T computed in Step 1 of the above algorithm is an optimal solution to (4.2). Let S be an optimal solution to (4.2), and suppose that v.S / x.S n A/ > v.T / x.T n A/. Note that without loss of generality, S is an independent set of .N; I/. Otherwise, there exists some i 2 S that is not in a maximum weight independent set of .S ; IjS /. If x i 0, then i 2 S n A can be removed without decreasing the objective value of (4.2); if x i < 0, then i 2 A, and removing it does not affect the objective value of (4.2). Therefore,
which contradicts the assumption that T is a maximum N w-weight independent set of .N; I/. So T is an optimal solution to (4.2).
Using this fact, we show that the output of the above algorithm is correct. Note that Therefore, arg maxfe.x; S / W S 2 fT; N n T gg for any given T Â N; T ¤ ;; N is an optimal solution to x-MD for .N; v/. Since a maximum weight independent set of a matroid can be found in polynomial time (Rado 1957; Edmonds 1971) , it follows that the above algorithm solves the x-maximum dissatisfaction problem for a matroid profit game .N; v/ in polynomial time.
Alternately, one can solve the x-maximum dissatisfaction problem for matroid profit games by solving the following integer linear program: is in fact integral. The LP relaxation of (4.4a)-(4.4e) can be solved in polynomial time with the ellipsoid method, using a polynomial-time algorithm for submodular function minimization (for example, see Grötschel et al. 1988) to separate the inequalities (4.4b), which are exponential in number. By the appropriate analogue of Theorem 2.4, if .N; v/ is a submodular profit cooperative game and we have a -approximation algorithm for the x-maximum dissatisfaction problem for .N; v/ for any given profit allocation x such that x.N / D v.N /, then we have a -approximation algorithm for computing the least core value of .N; v/. Therefore, by Theorem 4.1, we immediately obtain the following theorem. 
Conclusion
We provided a general framework for approximating the least core value of supermodular cost cooperative games. Using this framework with the approximation algorithm for submodular function maximization of Feige et al. (2007) , we obtained a .3 C "/-approximation algorithm for computing the least core value of supermodular cost cooperative games. We also showed that we can compute a cost allocation in the 2-approximate least core of supermodular cost cooperative games in polynomial time. Finally, we applied this general framework to two special cases. For scheduling games, we gave a fully polynomial-time approximation scheme for computing the least core value. For matroid profit games, we showed how to compute the least core value as well as a cost allocation in the least core in polynomial time.
There are several interesting directions for future research that extend from this work. One drawback of the least core value as a mechanism for encouraging cooperation is that it imposes the same defection penalty for every coalition, regardless of its size or power. For situations in which this is not appropriate, the f-least core of a cooperative game .N; v/ (Faigle et al. 2000) offers a way to address this issue: it is the set of cost allocations x that are optimal solutions to the linear prograḿ Faigle and Kern 1993) . It would be interesting to study the f-least core for supermodular cost cooperative games, for various forms of f , as it provides a natural way to model different penalties for defection for different coalitions. Another interesting direction of research related to this work is to study the nucleolus of supermodular cost cooperative games. The computational complexity of computing the nucleolus of supermodular cost cooperative games is open. It would also be interesting to investigate whether our framework for least core approximation can be used in a fruitful manner to approximate the nucleolus of supermodular cost cooperative games. Last, but not least, the computational complexity of computing a cost allocation in the least core of supermodular cost cooperative games remains open.
A Proof of Theorem 2.4
We begin in Appendix A.1 by establishing some definitions from polyhedral theory. Then, in Appendix A.2, we show that an approximate separation oracle for a given polytope, in conjunction with the ellipsoid method, can be used to either find an element in an "approximation" of that polytope, or determine that the polytope is empty. The result we show is actually more general than needed for the proof of Theorem 2.4. Finally, in Appendix A.3, we show how to use the results from Appendix A.2 to approximately solve the least core linear program [LC] . The ideas here closely follow and generalize the analyses found in Grötschel et al. (1988) and Jansen (2003) .
A.1 Preliminaries
To simplify the exposition, for the remainder of this appendix, we assume that v is integer-valued. For a symmetric matrix A 2 R n n , we denote the spectral norm of A as
For any vector a 2 R n and positive definite matrix A, we define the ellipsoid
Suppose K Â R n is a polyhedron, and ' and are positive integers. We say that K has facet complexity at most ' if there exists a system of inequalities with rational coefficients that has solution set K and such that the encoding length of each inequality of the system is at most '. We say that K has vertex complexity at most if there exist finite sets V , E of rational vectors such that K D conv.V / C cone.E/ and such that each of the vectors in V and E has encoding length at most . We will use the following well-known lemma that relates the facet complexity and the vertex complexity of a polyhedron.
Lemma A.1 (Grötschel et al. 1988, 6.2.4) . Let K Â R n be a polyhedron.
(a) If K has facet complexity at most ', then K has vertex complexity at most 4n 2 '. (b) If K has vertex complexity at most , then K has facet complexity at most 3n 2 .
A well-described polyhedron is a triple .KI n; '/ where K Â R n is a polyhedron with facet complexity at most '. The encoding length of a well-described polyhedron .KI n; '/ is ' C n.
Input: " 2 Q such that " 2 .0; 1/, bounded rational polyhedron K Â R n given by an oracle for S-APP-SEP, R 2 Q such that K Â E.R 2 I; 0/ (where I denotes the identity matrix). Output: either (i) y 2 N K, or (ii) positive definite A 2 Q n n , a 2 Q n such that K Â E.A; a/ and vol.E.A; a// Ä ".
Set the following values:
2. Generate the sequence of ellipsoids E.A 0 ; a 0 /; E.A 1 ; a 1 /; : : : ; E.A N ; a N / as follows: Initialize the sequence:
For k D 0; : : : ; N 1, call S-APP-SEP oracle for K with input y D a k .
-If the S-APP-SEP oracle asserts a k 2 N K, return a k . Stop. -If the S-APP-SEP oracle returns c k 2 Q n such that
where " " means the computations are done with p digits after the binary point. If k D N , return a N and A N . Stop.
To prove the correctness of the algorithm, we need the following lemma. Lemma A.3 (Grötschel et al. 1988, 3.2.8-3.2.10) . Let K Â R n be a convex set such that K Â E.R 2 I; 0/. Let N , p be defined as in (A.1). Suppose A k and a k (k D 0; 1; : : : ; N / are defined as in (A.2) and (A.4)-(A.5), and c k (k D 0; 1; : : : ; N / satisfy (A.3). Then, the following statements hold for k D 0; 1; : : : ; N :
Using the above lemma, we can show: A-2
Before proceeding further, we need the following lemma.
Lemma A.5 (Grötschel et al. 1988, pp. 175-176) . Let .KI n; '/ be a well-described polyhedron. In addition, let " D 2 48n 5 ' . Suppose K Â E.A; a/ where vol.E.A; a// Ä ". Then there exists f 2 Z n and g 2 Z >0 such that f ¤ 0 and K Â fx 2 R n W f T x D gg. Moreover, f and g can be found in time polynomial in n, ', and the encoding length of A 1 .
Consider the following problem:
Approximate non-emptiness problem (APP-NEMPT). Given polytope K and its approximation N K, either (i) find a vector y 2 N K or (ii) assert K is empty.
We are now ready to show the main result of this appendix: we can use APP-ELL (Algorithm A.2) in conjunction with an oracle for S-APP-SEP to solve APP-NEMPT.
Theorem A.6. Suppose there exists an algorithm that can solve S-APP-SEP in time polynomial in n and '. Then, there exists an algorithm that can solve APP-NEMPT in time polynomial in n and '.
Proof. By assumption, K has facet complexity at most '. Therefore, by Lemma A.1, K has vertex complexity at most 4n 2 '. Apply APP-ELL (Algorithm A.2) to K with R D 2 4n 2 ' and " D 2 48n 5 ' . If APP-ELL returns a vector y 2 N K, then we have solved APP-NEMPT, and we can stop. Otherwise, APP-ELL returns an ellipsoid E Â R n such that K Â E and vol.E/ Ä ". Then, by Lemma A.5, we can find f 1 2 Z n and g 1 2 Z >0 such that f 1 ¤ 0 and K Â fx 2 R n W .f 1 / T x D g 1 g. Without loss of generality, assume that f 1 1 ¤ 0.
Suppose that we have found k linearly independent vectors f 1 ; : : : ; f k 2 Z n and g 1 ; : : : ; g k 2 Z >0 such that f i ¤ 0 for i D 1; : : : ; k and We show how to find f kC1 2 Z n , g kC1 2 Z >0 such that f 1 ; : : : ; f k ; f kC1 are linearly independent, f kC1 ¤ 0, and
Therefore, w 2 K k if and only if A-3
Note that for any vertex u of K k , there exists´ 2 R k such that ´ u is a vertex of K. Therefore, since K has vertex complexity at most 4n 2 ', K k has vertex complexity at most 4n 2 '. This implies that K k has facet complexity at most ' 0 D 3n 2 .4n 2 '/. Apply APP-ELL to K k with R D 2 4n 2 ' 0 and " D 2 48n 5 ' 0 , using the following modified approximate separation oracle for K k :
Input: w 2 R n k . Output: either (i) assert y 2 N K, where For submodular profit cooperative games (described in Section 4), the results of Appendix A.3 still hold, with the natural modifications. There is one issue that needs careful consideration. When v is nonnegative and supermodular with v.;/ D 0, v is also nondecreasing. As a result, v.N / is an upper bound on the least core value of a supermodular cost cooperative game, and the encoding length of v.N / is an upper bound on the encoding length of v.S / for any S Â N . However, this is no longer the case when v is nonnegative and submodular with v.;/ D 0; in this case, we have that v.S / Ä P i 2N v.fi g/ for all S Â N . Therefore, P i 2N v.fi g/ is an upper bound on the least core value of a submodular profit cooperative game, and the encoding length of P i 2N v.fi g/ is an upper bound on the encoding length of v.S / for any S Â N .
A-7
