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Abstract 
This article gives the expressions for the Moore-Penrose inverses of m x n block ma- 
trices when they satisfy rank additivity conditions, and presents ome of their special 
cases and applications. © 1998 Elsevier Science Inc. All rights reserved. 
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I. Introduction 
Let 
Atl Ai2 "" Ai,,/ 
A21 A22 ..-  A,,, 
M = - (i.1) 
A., t  A,,,2 "'" A,,,,, 
be an m × n block matrix over the complex number field <~, where Aij is an 
s, x tj matrix (1 <~ i <~ m, 1 ~< j <~ n), and suppose that M satisfies the following 
rank additivity condition 
r (M) = r(Wt) + r(W,) + . . .  + r(Wm) = r (~)  + r (~)  + . . .  + r(E,), (i.2) 
where 
0024-3795/98/$19.00 © 1998 Elsevier Science Inc. All rights reserved. 
PiI: S0024-3  795(98)  I 0049-6  
36 Y. Tian I Linear Algebra and its Applications 283 (1998) 35.60 
W, = (A,I, .4~.,, . . . ,  A,,), Vj = 
A U 
A2j 
A,,,j 
l<~i<~m, I<~j<~n. (1.3) 
The aim of this article is to consider the expressions of the Moore-Penrose in- 
verse of the block matrix M in Eq. ( l . l)  when it satisfies Eq. (1.2) and to give 
some applications of the corresponding results in the theory of generalized in- 
verses of matrices. 
The work in this article is organized as follows. In Section 2, we first present 
the expressions of the Moore-Penrose inverse of the 2 x 2 block matrix 
M,= C D (I.4) 
under the following rank additivity condition 
r C D =r  C +r  D - r (A ,  B )+r (C ,  D), (I.5) 
where A, B, C and D are m x n, m x k, 1 x n and 1 x k matrices, respectively, 
and then list a group of consequences of the corresponding results. In Sec- 
tion 3, we extend the results in Section 2 to the general block matrix M in 
Eq. (I. I) when it satisfies the rank additivity condition (I.2). in Section 4, 
we give a set of formulas for representing the Moore-Penrose inverses of 
matrix sums, and illustrate the duality between the Moore-Penrose inverses 
of block matrices and matrix sums. In Section 5, we list a group of inversion 
formulas for the Moore-Penrose inverses of matrices derived from the results 
in Section 2. 
Throughout his article, all our matrices will be over the complex number 
field ~6. For a matrix A over re;,. A' and A t stand for the conjugate transpose 
and the Moore-Penrose inverse of A, respectively, r(A), R(A) and N(A) stand 
for the rank, the range, and the null space of A, respectively, the abbreviated 
symbols E'.~ and Et stand for the two projectors E.4 = l -AA  t and 
Fa=I -AtA .  For the 2x2  block matrix MI in Eq.(l.4), S.~=D-CA*B 
stands for the generalized Schur complement of A in MI. Similarly, 
SB = C - DBtA, Sc = B -ACtD and So = A - BDtC stand for the generalized 
Schur complements of B, C and D in Mi, respectively. 
Next we list some well-known results on ranks and the Moore-Penrose in- 
verses of matrices. 
Lemma I.I [1]. Let A, B, C and D be m x n, m x k, I x ;1 and I x k matrices, 
respectively. Then 
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(i) I f  M,, satisfies the following rank additivity condition 
r (A~ +r(B) = r( A, B, + r(C), r( M2 ) --- 
then 
L C t -/_,AC t ) 
= st  _ S tAL  S t (ALA - A)ct  ' 
where L = (EsAFc) t. 
(ii) I f  11/12 satisfies the following rank additivity condition 
r(M,.) = r(A) + r(B) + r(C), 
or equivak, ntb, R (A)NR(B)= {0} and R(A*) NR(C*)= {0}, then 
Mr= ( L C ' -LAC t ) 
" B t - BtAL 0 ' 
where L = (EsAFc) t sathfies A(EBAFc)tA = A. 
(1.16) 
(1.17) 
(1.18) 
(1.19) 
Finally we give an equivalent statement for the rank additivity condition 
(I.5), which will directly be used for determining the Moore-Penrose inverse 
of Mt in Eq. (I.4). 
Lemma 1.5. Tile rank additiviO, condition (!.5) is equivalent to the following /'our 
conditions 
R 0 C_R(Mt), R 0 C_R(M;). ( i .20) 
r CF~ SA =r  SA +,'(CF,)=,'(  CF~,, S.,)+r(E~B), (1.21) 
where Sa = D-  CA tB. 
Proof. Let 
~= . ~= 
C " D ' 
Then Eq. (1.5) is equivalent to 
R(~),~R(V,) = {0} and 
In that case, we easily find 
W~ =(  ,4, B), W,=( C, D). 
R(W~*} NR(W_7)= {0}. 
0) = r( H~, A) + r( If'.,, O) = r(Wt) + r(I~) = r(Mi ), 
(i.22) 
(~.23) 
... 
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Applying Eq. (1.9) to the right-hand sides of the above two equalities and then 
combining them with Eq. (1.24), we find 
,4 EAB o) 
r(Ml) = r CF,4 S.4 C 
= r(A, EAB) + r(CF, t, S~,, C) 
= r(A, B) + r(C, D), 
A EAB A " A 
r (M l )=r  CFA SA = r CFA + r = r C + r . 
0 B " B 
Both of them are exactly Eq. (1.5). I-1 
Similarly we have the following. 
Lemma 1.6. The rank additiviO, comfition (I .5) is equivalent o the follow#~g four  
conditions 
(;) (") _ C_ R(M;) ,  (I.25) R C R(Mt),  R 0 
(s,. 
= r + r(BFD) = r( Sty, Bit ,)  + r(EoC),  (!.26) 
r EtjC 0 EoC 
wlwre ,St, = A - BD t C. 
2. The Moore-Penrose inverses of 2 x 2 block matrices under rank additivity 
conditions 
It is well known that the 2 x 2 block matrix Mt in Eq. (1.4) can be factored 
as the following product 
Mt = C D = PNQ= CA t It CF.j S,t 0 lk ' 
where S,t = D-  CAt B is the Schur complement of A in Mr, P and Q are two 
nonsingular matrices. Our examination to the Moore-Penrose inverse of Mt 
under Eq. (I.5) will base on this decomposition of Mr. Following this decom- 
position of M,, a quite simple question can first be asked that under what con- 
ditions the reverse product Q-~Ntp  -~ is the Moore--Penrose inverse of Mr. To 
answer this question, we only need a known result (see Ref. [3]) that 
(pmQ)t = Q--t N tP  t holds if and only if 
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r(N, P*PN)=r(N), r (  N ) NQQ* = r( N ), 
which is also equivalent to 
( PNQ )=r(PNQ). r(PNQ, PP*(PNQ)) = r(PNQ), r (PNQ)Q*Q 
41 
(2.2) 
(2.2') 
Now substituting M~ = PNQ, P and Q into Eq. (2.2') and then simplifying the 
corresponding two expressions, we obtain the following simple result. 
Lemma 2.1. Tile Moore-Penrose inverse of the block matrix Mi #I Eq. (2.1) can 
be expressed as 
M:=Q_IN,p_I= (I,,0 -A 'B) (  CF4 EAB)t(S4 -CA O)it ' (2.3) 
if and onb, if Mi satisfies the following two conditions 
R 0 C_R(Mt), R 0 C_R(M;). (2.4) 
Clearly Eq. (2.4) is exactly the two inclusions in Eq. (1.20). which is implied 
by the general rank additivity condition (!.5). Thus the Moore-Penrose inverse 
of MI under Eq. (I.5) can naturally be written as Eq. (2.3). The subsequent 
question on Eq. (2.3) is how to give the expression of N T in Eq. (2.3}. Now 
we write N as (. o)(o 
N=NI+N,= + . (2.5) 
" 0 0 CE.~ S..1 
It is easy to see that N?N2 = O and N2Nt* = O. Thus the Moore-Penrose inverse 
of N = N) + N2 can be written as 
0 0 + CFA $4 " (2.6) 
If we know the block expression of ~ in Eq. (2.6), we also know the block ex- 
pression of N*. Consequently we can give the block expression of M~ in 
Eq. (2.3). In fact, the block expressions of N2* in Eq. (2.6) can be derived from 
various known results on bordered matrices (see, e.g., Refs. [6-1 I] But in this 
article we only consider one of such cases - the Moore-Penrose inverse of N2 
when it satisfies the following rank additivity condition 
r " = r + r(CFA) = r(CE4, SA) + r(E~B). 
CFA Sa SA 
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Combining the above discussion with Lemma 1.4 (i), we find the following nat- 
ural resolt. 
Theorem 2.2. I f  the block matrix M! in Eq. (2.1) satisfies the rank t,dditivity 
condition (1.5), then the Moore-Penrose inverse of  M! can be expressed in the 
fottowing two forms 
(H i  - H.CA t - AtBtt3 + AtBJt(D)CA t ~ - AtBJt(D)'~ (2.7) 
M~ \ H:, - Jt(D)CA* Jr(D) ] ' 
M:= ( J r (A)  J r (C))  
J*(B) Jt(D) 
where 
S.4 = D-  CA~ B, 
( 
(EA,ScFt,, )* 
( Ejg:SBFA, ) t 
(Ec, SAFB, ) t } ' 
(2.8) 
SB = C - DBtA, Sc = B-  ACtD, So = A - BDtC, 
AI = EBA, A,. = AFc, BI = EaB, B, = BFo, 
Ci = CF~, C,. = EDC, Di = EcD, D,. = DFB, 
Hi = A t + CI[S,,J ¢ (D)S., - S4]B[, 
H, = CI[! - S.,jI(D)], H~ = [1 - j t (D)S4IB[ .  
Proof. According to the above discussion we know that if Mi in Eq. (2.1) 
satisfies the rank additivity condition (I.5), then the Moore- Penrose inverse of 
Mi can be expressed as Eq. (2.3) and N t in it can be written as Eq. (2.6). On the 
other hand, Lemma 1.5 also shows that if Mt in Eq. (2.1) satisfies Eq. (I.5), 
then the bordered matrix At., in Eq. (2.5) satisfies the rank additivity condition 
in Eq. (I.21). Hence the Moore-Penrose inverse of At., by Lemma 1.4 (i)can be 
written as 
N~ = ( CI[S' Jt(D)S' - S']B~' CI - C IS J ' (D)  ) ,  (2.9) 
" B*, - J~(D)S,B' ,  J i (D) 
where Bt = E.IB, CI = CF,~ and J (D) = Ec, S.tFn,. Now substituting Eq. (2.9) 
into Eq. (2.6) and then Eq. (2.6) into Eq. (2.3), we have the following 
B t, - J~(D)S.,B[ Jr(D) 
Written in a 2 x 2 block matrix, Eq. (2.10) is the first expression of Mi I in 
Eq. (2.7). In the same way, we can also decompose Mi in Eq. (2. i) into the oth- 
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er three forms analogous to Eq. (2.1), in which the Schur complements SB, Sc 
and So of B, C and D in Mt are the lower left, upper right and upper left sub- 
matrices of N, respectively. Based on these three decompositions of Mr, we 
know that the Moore-Penrose inverse of Mt can also be expressed as 
* * J~(B) * * * 
Finally from the uniqueness of the Moore-Penrose inverse of a matrix and the 
expressions in Eq. (2.7) and the above, we obtain Eq. (2.8). I--1 
From the structure of M~ given in Eqs. (2.7) and (2.8), we can directly derive 
some fundamental properties on the Moore-Penrose inverse of M~ when it sat- 
isfies Eq. (1.5). 
Theorem 2.3. Denote the Moore-Pem'ose inverse of Mi #I Eq. (2.1) by 
M~ = ( G'G3 G4G2 ) ' (2.11) 
where Gl, G2, G3 and G4 are n x m, n x 1, k x m and k x I matrices, respec- 
tively. If  Mt satisfies the rank additiviO, condition (1.5), then the suhmatrices 
in Mi and M~ satisfy tlw follow#1g rank equalities 
r(O,) = r(l'i) + r(Wi) - r(M,) + ,'(D), (2.12) 
,.(G:) = ,.(V,) + , . (~)  - , - (M, )  + ,.(8), (2.13) 
r(G~) = ,'(1~) + r(Wi) - r (M, )+ r(C). (2.14) 
r (G. )  = r(v,.) + r (w, )  - , '(M.) + ,'(A), (2.15) 
r(G,) + r(G4) = r(A) + r(D), r(G,) + r(G~) = r(B) 4-,'(C), (2.16) 
where VI, V2, ~ and W,. are d~:[ined in Eq. (1.22); the products MtM~ and M~M! 
have the.following forms 
M,M~ = W, w,. 0 . M~M, = V, 0 (2.17) 
o o 
Proof. The four rank equalities in Eqs. (2.12)---.(2.15) can directly be derived 
from the expression i  Eq. (2.8) for M I and the rank formula in Eq. ( I  I 1 ). The 
two equalities in Eq. (2.16) come from the sums of(2.12) and (2.15), (2.13) and 
(2.14), respectively. The two results in Eq. (2.17) are derived from Eq. (1.5) and 
l.emma !.2(i) and (ii). D 
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The rank additivity condition (1.5) is in fact a quite weak restriction to a 
2 × 2 block matrix. Hence from the above two theorems we can derive a variety 
of consequences. The following are some of them. 
Corollary 2.4. / f  the block matrix MI in Eq. (2.1) satisfies Eq. (2.4) and the 
following two conditions 
-- R * R(C,) DR(SA) {0} and R(B;)f3 ($4) = {0}, (2.18) 
then the Moore-Penrose inverse of M! can bc expressed as 
")' o,( __ p-I 
C D BI _ jt(D)S.~BI j t (O ) (At - H,.CA t - AtBH3 + AtBJt(D)CA t 
H.~ - Jt(D)CAt 
H2 -,4tBJt(D) ~, 
) J~(D) 
where C,, B., H,, Ha andJ(D) are as hi Eq. (2.7), P and Q are as in Eq. (2.1). 
Proof. The conditions in Eq. (2.18) imply that the block matrix N2 in Eq. (2.6) 
satisfies the following rank additivity condition 
r(N2) = ,'(E..,B) + r(CF.~) + ,'($4), 
which is a special case of Eq. (I.21). Hence according to Lemma 1.4(ii), the 
Moore-Penrose inverse of N, has a simpler expression as in Eq. (I.19), corre- 
spondingly Eq. (2.10) can be simplitied to the result in this corollary. 15] 
Corollary 2.5. i/" the hhwk matrix Mi in Eq. (2.1)sati.~lies Eq. (2.4) and the 
.folhnrhag two contritions 
R(BSj) C_ R(A) and R(C*S4) C_ R(A'), 
then the Moore Penro,'e hlverse o.f All can be expressed as 
MI= 0 h (E..,B)' S!, -CA' i, 
(2.19) 
A t _ AtB(EzB) t - (t-'F.t)tt:'A t +.4tBS~,CA ~ (CF,) ~ -AtBS  1 
. - . -  " . , . , |  
I 
(E ,B)  - s!,cA' s j 
where S, = D-  CA t B. 
Proof. Clearly Eq. (2.19) is equival.,:,at to (EAB)S ~ = 0 and S.~(C~S.I) = o. In 
that case, 
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" (E.,B)) S~ 
in Eq. (2.6). Hence Eq. (2.10)can be simplified to the result in this corollary. IS] 
Corollary 2.6 [4]. I f  the block matrix MI in Eq~ (2.1)suti,~fies thejbllow#lg four 
conditkms 
R(B) C_ R(A), R(C') C_ R(A'), R(C) C_ R(S.~), R(B*) C R(S]), (2.20) 
then the Moore-Penrose inverse o.['Mi can be expressed as 
,), (, o)(, o) 
C O = 0 Ik 0 S~ -CA ) I, 
- (A+ + A)BSI4CA ) 
-S!,CA* 
where $4 = D - CA ) B. 
-A)sS~ ) 
Proof. It is easy to verify that under the conditions in E,t. (2.20), the rank of MI 
(O  O)  
satisfies the rank additivity condition (1.5). In that case, N~ = O S!~ in 
Eq. (2.6). Correspondingly Eq. (2.10)is simplified to the result in this 
corollary. V1 
Corollary 2.7. I f  the hhu'k matrix M! hr Eq. (2.1)sati.~/ies the./our conditions 
R(A)NR(B)= {O}, R(A')NR(C")= {0}. (2.21) 
R(D) c_ R(C), R(D') C_ R(B'), (2.22) 
then the Moore Penrose inveJwe of Mi can be expressed as 
c:)¢, o I 
0 -CA ) It 
A~ - A)Be ~, - qCA* - C,S,8*, 
81 
where S.J = D-  CA)B, Bi = E~B and Ci = CFA. 
q)'o 
Proof. It is not difficult to verify by Eq. (1.10) that under Eqs. (2.21) and (2.22) 
the rank of Mi satisfies Eq. (1.5)o In that case, J(D) = O and 
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N~= -C, SAB, C[ 
" Bti 0 
in Eq. (2.6). Hence Eq. (2.10) is simplified to the result in this corollary. El 
Corollary 2.8. / f  the block matrix Mi h~ Eq. (2.1) satisfies the four conditions 
R(A)f3R(B)= {O}, R(A*)NR(C')= {O}, 
R(SA) c N(C*), R(S]) c_ N(B), 
then the Moore-Penrose inverse of Mr can be e.vpressed as 
c o t, (e.,B/ -CAt 
=(At -AtB(E~B)t - (CF~) 'CA t (CF.4) t ) 
' 
where S.4 = D-  CAt B. 
(2.23) 
(2.24) 
o) 
It r 
Proof. Clearly Eq. (2.24) is equivalent to CtS,4 = O and SAB* = O, as well as 
S!j(' = 0 and BS.! t = O. From them and Eq (2.23), as well as Lemma 1.2 (i) and 
(ii), we also have 
(CEI)tS, = o and S,(E.jB) t = O. (2.25) 
Combining Eqs. (2.23) and (2.25) shows that M~ satisfies Eqs. (I.20) and (1.21). 
in that case, Eq. (2.10)can be simplified to the result in this corollary. El 
Corollary 2.9. i./'the bh, ck mat,'ix MI #1 Eq. (2.1) sati.¢'es the foih, wing rank 
additivit), comfition 
r(M,) = r(A) + r(B) + r(C) + r(D). 
then the Moore-Penrose #n'erse oi' Mi can be e.xT)ressed as
(2.26) 
C D (E"B6') t (EcDFB) t . (2.27) 
Proof. Obviously Eq. (2.26) is a special case of Eq. (1.5). Besides, Eq. (2.26) is 
also equivalent to the following four conditions 
R(,4)NR(B) = {0}, R(C)NR(D)= {0}, R(A')NR(C' )= tO't, 
R(B') NR(D') = {0}. 
in that case, applyingEqs. ( I .12)and(l .13)toEq. (2.8) leads to Eq. (2.27). I--I 
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Corollary 2.10. I f  the block matr ix M! & Eq. (2.1) sati.~l~es r(Ml ) = r(A) + r(D) 
and 
R(B) C_ R(A), R(C) C_ R(D), R(C') c_ R(A'), R(B') c_ R(D'), 
then the Moore-Penrose inverse o f  M~ can be expressed as 
C D - (D-  CAtB)tCA t (D - CAtB) ~ " 
Corollary 2.11. I f  the block matr ix Mi in Eq. (2.1) satisfies r(Ml)  = r(A) + r(D) 
and the fi~llowing four comtitions 
R(A) = R(B), R(C) = R(O), R(A')  = R(C') ,  R(B')  = R(O*), 
then the ll4oore-Penrose inverve q]" Mi can be expressed as 
c o (8 - Ac ol (D -  cAts I  t " 
The above two corollaries can directly be derived from Eqs. (2.7) and (2.8). 
the proofs are omitted here. 
3. The Moore-Penrose inverses of general block matrices under rank additivity 
conditions 
For convenience of representation, we adopt the tbllowing notation. Let 
M = (A0) be given in Eq. (I.1), where A~j E ~(,,,:,t,, 1 <~ i <~ m, 1 <~.j <~ n, and 
Z t/! t! ,.=l s,. = s, Y~,:~:! t,. = t. For  each A,i in M we associate three block matrices 
as follows 
Bti = ( A,I . . . .  , Acj-i, Acj, l, . . . ,  A,,,), (3.1) 
C~ ( * A' A~ A ' )  = A! i , . . . ,  r-l.i, ,I.i . . . . .  ",J ' (3.2) 
I All . . .  A~.i ~ A~.i, i . . .  A~,, 
D~j = 
A, -n.t 
Ai~l.I 
\ Aml 
Ai+l.i-i Ai,l, l~l . . .  Ai~l., 
• • • 
A re.i-- l A,,,.~ ~ l • • • A,,,,, 
(3.3) 
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and the symbol J(A,j) stands for 
J (Ao) = E~,,So,,FIt,,, 1 <~ i <~ m, ! <~j <~ n, (3.4) 
where ~!/ B~jFo,,, flo Eo,,C,/ and So,, A,j t --- = = -- BqDiiC q is the Schur comple- 
ment of D 0 in M. We call the matrix J(Aij) the rank complement of A~j in M. 
Besides we partition the Moore-Penrose inverse of M in Eq. (I. 1) into the fol- 
lowing form 
I Gll GI,, . . .  G,., I 
Mt = G:, G,.,. . . .  G,_m , (3.5) 
. . . . . . . . . 
G.~ G,,: ""  G.., 
where G,/is a ti x s/matrix, 1 ~< i ~ n. 1 <~ j ~< m. 
Next we build two groups of block permutation matrices as follows. 
:0 L, 
Pl = l, , ei = 
LI 
D I 
I • 
/ 
'¢t I O 
!%' t ,  I 
(3.6) 
!,,,, / 
:0  
Qa =! , .  Q/ = I,, 
Itl 
• Ill I 
0 
~lt. I 
Q 
Q 
/,,,2 
(3.7) 
where 2<~i<~m, 2<~j<~n. Applying Eqs. {3.6) and (3.7) to M in Eq. (1.1) and 
M t in Eq. (3.5) we have the following two groups of expressions 
I A,, B° 1 P, MQj = C. D o ' I <~ i <~ m. I <~ j <~ n, (3.8) 
E Tian I L#war Algebra and its Applications 283 (!998) 35-60 49 
OTMtp- r (G  j, . )  ~:j__ .; = , I~<i~<m, l~<j~<n. (3.9) 
These two equalities how that we can use two block permutation matrices to 
permute A~j in M and the corresponding block Gj~ in M t to the upper left cor- 
ners of M and Mr, respectively. Observe that P~ and Qj in Eqs. (3.5) and (3.6) 
are all orthogonal matrices. The Moore-Penrose inverse of P~MQj in Eq. (3.8) 
can be expressed as (P, MQj) t = OTM~P T ~j .~ . Combining Eq. (3.8) with Eq. (3.9), 
we nave the following simple result 
(,0.0)' (o, ,) 
= I<~i<<.m, l<<.j<~n. (3.10) 
Cij Dij * * ' 
If the block matrix M in Eq. ~(1.1) satisfies the rank additivity condition 
Eq. (1.2), then the 2 x 2 block matrix on the right-hand side of Eq. (3.8) nat- 
urally satisfies the following rank additivity condition 
.0)(..;)(..;) 
r Cii D~i = r C# + r DIj = r(A,j, Bij) + r(C,j, Oij), (3.11) 
where 1 <~ i ~< m, 1 <~j ~< n. Hence combining Eqs. (3.10) and (3.11) with Theo- 
rems 2.2 and 2.3, we obtain the following general result. 
Theorem 3.1. Suppose that the m x n block matrix M & Eq. (I. l) satisfies the 
rank additiviO, condition (I.2). Then 
(i) the Moore-Penrose hlverse oJ'At can be expressed as 
I 
Jl(All) JI(A,_I) ... ' l)(A'"l)l 
M~= Jl(Al") J I(A"") "'" d)(A"") , (3.12) 
• • • ) ) ) • • • 
J)(Al,,) Jt(A..,,,) "" Jr(Am,,) 
where J(A(j) is d~fined in Eq. (3.4); 
(ii) the rank of the block entry Gj, = dt(A,j) /n M t is 
r(Gl, ) = r[J (A,i)] = r( W, ) + r(~) - r(M) + r(D,), (3.13) 
where I <~ i ~ m, i <~ j <~ n, W~ and Vj are defined fit Eq. (I .3); 
(iii) MM t and M t M are two block diagonal matrk'es 
MM ) = diag( Wi WI t, WE ~t,  . . . ,  W,,, /4,;~ ), (3.14) 
M tM = diag( Vit VI, I/., 1V2, . . . ,  V,] V,), (3.15) 
written in explicit forms, Eqs. (3.14)and (3.15)are equivah, nt to 
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f ~t  i j ,  
A,~G u + AnG, j  + . . .  + A,,G~j = 
- " I, 0 i# j ,  
i , j= l ,  2, . . . .m,  
G~IA,/ + Gi2A2j +""  + G,~A, 0 = [{ E ,t . 
t 0 
i = j ,  
i# j ,  
i , j= l ,  2 , . . . ,n .  
In addition to the expression given in Eq. (3.12) for M t, we can also derive 
some other expressions for G# in M t from Eq. (2.7) when M satisfies Eq. (1.2). 
But they are quite complicated in form, so we omit them here. 
Just as Theorems 2.2 and 2.3 for 2 x 2 block matrices, Theorem 3. ! is also a 
general result, from which we can derive a variety of consequences when the 
submatrices in M satisfies ome additional conditions or M has some particular 
patterns, such as triangular forms, circulant forms and tridiagonal forms. Here 
we only give two direct consequences. 
Corollary 3.2. I f  the block matrix M & Eq. (I.1) satisfies the .[o/iowing rank 
a&litiviO, condition 
m n 
r(M) = ZZr (A , / ) ,  (3.16) 
i::1 
then the Moore-Pem'ose &verse of M can be expressed as 
/ (E~,,AI~F~.,,)I . . .  (En,,,,A,,,~F~..,,)t / M t = • , (3.17) 
(E . , . . t~, ,~. , , , )  t . . .  ( E,.,., .4 ,,,,, Fc .,,,,, ) j 
where B, i and Cj are de[ined & Eqs. (3.1) and (3.2). 
Proof. In fact, Eq. (3.16) is equivalent to 
R(A, )NR(B, , )= {01, R(A,~)fqR(C/)= {0}, I ( i<~m, l ~.]<~n, 
R(C,t) NR(D,,)= {0}, R(B~,)NR(D,!i) : {0}, I <~i<~m, I <~.j~n. 
From them we can get J(Ao) = Eu,,A,jFc;,. Putting them in Eq. (3.12) yields 
Eq. (3.17). UI 
Corollary 3.3. Let Ai E ~¢,~" and Bi E %" ", i = I. 2 . . . . .  k. i f  they sati.~lj, 
r( Al, A,. . . . . .  A~) = 
k k 
Z " Z ,.(,4,), ,.( 8; .  8_, . . . . .  8~) = ,-(B,), 
i I i : l  
then 
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(A) ,  A2 . . . . .  Ak) ~ 
(E~,AI)) 
(E~..A',)) 
,) 
(E,,Ak)) 
) 
B! 
B, 
Bk 
= ( (B ,6 , , )  t, (8.,~,,)) , . . . ,  (B,6,,))), 
where 
~ti = (Al Ai-~ Ai~ | Ak~ ! <~ i <~ k, ,~ . . • q , q • • • ,~ j q 
I~, = (B, ,  . . . ,  B; ,, 8 , , , ,  . . . .  8~),  l <~ ~<~k. 
4. The Moore-Penrose inverses of matrix sums 
As one of the important applications of the results in Sections 2 and 3, we 
intend to present in this section some formulas for expressing the Moore-Pen- 
rose inverses of matrix sums. For doing so, we first make some preparations. 
Let A~, A:, . . . .  A~ E c(,,,,,×,,, and denote 
~t = ( AI, A,. . . . .  , A~), =i = ( Ai, . . . .  Ai I, A,,I . . . . .  A~), (4.1) 
t' A) '~ 
AI 
A2 
/~= , /~,= 
Ak 
A~l 
Ai~t 
\Ak )  
Ai A2 -.. Ak / 
Ak Ai "" A~-i 
A = , (4.2) 
• • • • • , . . .  . • • 
A2 A3 . . .  At 
where 1 <~ i <~ k and we use D~ to denote the (k - 1 ) x (k - i ) block matrix re- 
sulting from the deletion of the first block row and the ith block column of A in 
Eq. (4.2)• in addition, we need the following result. 
Lemma 4.1 [3]. Let P, N and Q are three complex matrices uch that the product 
PNQ is defined. I f  PP* = I, Q* Q = I, P* PN = NQQ* aml QQ* N ~ = NtP* P, then 
(PNQ) t = Q*Ntp *. 
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Next we present a known equality on the Moore-Penrose inverses of matrix 
sums and block matrices and reprove it here. 
Theorem 4.2[5].Let Al, A2,  . . . .  , Ak E ~m×,. Then the Moore-Penrose inverse 
of their sum ~-~=l Ai satisfies the following identity 
( I , ,  
i,) . . . ,  i ZA,  = l,, I,,, I,)A t . , (4.3) i=i 
where A is the circulant block matrix composed by Ai, A2, . . . ,  Ak shown in 
Eq. (4.2). 
Proof .  It is easy to see that the sum ~,~:! A~ can be expressed as a product 
~:t  A~ = PAQ, where A is the circulant block matrix defined in Eq. (4.2), and 
1 e=-~( l . , ,  l., ..., l.), 1 QT = ~/~( i,,, i,, . . . ,  I,,). (4.4) 
Ifwe can prove (PAQ)* = QTAtpV, then Eq. (4.3) is true. To do so,we first show 
that the Moore-Penrose inverse of any circulant block matrix is also a circulant 
block matrix. Note that UA V = A, where U and V are the following two per- 
mutation block matrices 
0 k, 0 /,, 
• L, 0 
U= O ". , V= . . . (4.5) 
" ,  in !  " ,  " 
1.. o I,, o 
By Lemma 4.1, we easily know that A t = (U,4V) t = VTAtU T, Note that U T and 
V T are also two permutation block matrices, hence this equality implies that A t 
is also a circulant block matrix with the form 
GI G2 "'" Gk / 
At = Gk Gi ... Gk-t , (4.6) 
• , ,  , l ,  , l .  , e l  
G2 G a ... G~ 
where Gt, G2, . . . ,  G~ E ~6 ''Xm. According to the structure of P, Q, A and A t 
in Eqs. (4.2), (4.4) and (4.6), we easily see that 
ePT= 1,,,, oTo = 1., ¢pA = AOQ T, AteTP = OQTA ~. 
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Combining these four equalities with Lemma 4.1, we know that 
(PAQ) t = QXAtpT is true. Hence Eq. (4.3) holds. I-1 
If the matrices Ai, A2, . . . ,  A,, in Eq. (4.3) are square and the circulant 
block matrix A composed by them is nonsingular, then the sum )-'~=~ At is also 
nonsingular and Eq. (4.3) becomes an equality on the standard inverse of ma- 
trix sum 
(A! + A2 +""  + Ak)-I __ pA- IpT.  (4.7) 
It is easily seen that combining Eq. (4.3) with the results in Sections 2 and 3 
may produce lots of formulas for the Moore--Penrose inverses of matrix sums. 
We start with the simplest case - the Moore-Penrose inverse of sum of two ma- 
trices. 
Let A and B be two m x n matrices. Then according to Eq. (4.3) we have 
1 (A B)t (I,.) (4.8) 
(A + B) t = ~( t,,, t,,) B A t,,, 
As a special case of Eq. (4.8), if we replace A + B in Eq. (4.1) by a complex ma- 
trix A + iB, where A and B are two real matrices, then Eq. (4.8) becomes the 
following equality 
I (A  iB ) t ( I ' ' )  
(A + iB) t = ~(/,,, 1,,) iB A I,,, = ~ (/,,, ~t,,) B A 
t(l,,, 
- i l,,, )" 
(4.9) 
Now applying Theorems 2.2 and 2.3 to Eqs. (4.8) and (4.9) we find the fol- 
lowing two results. 
Theorem 4.3. Let A and B be two m x n complex matrices. I f  the), satisfy 
= r + r = r( A, B) + r( B, A), (4.10) 
r B A B A 
which is equivalent to R(A) C_ R(A + B) and R(A*) C_ R(A* + B*), then 
(i) the Moore-Penrose inverse of A + B can be expressed as 
(A + B) t = J r (A)+Jr(B)  = (EB, S,,FB,) t + (E,,:SBF,,,) t, (4.11) 
where J(A) and J(B) are, respectively, the rank complements of A and B #l 
B , SA=A-BAtB ,  SB=B-ABtA ,  Ai =EeA, A2=Ab~,  
Bi = E, jB, Bz = BF,~; 
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(ii) A, B and the two terms G! = Jr(A), G,, = dr(B) in the right-hand side of  
Eq. (4.11 ) satisfy the following several equalities 
r(Gi) = r(A), r(G,.) = rCB), 
(A .4- B)(A + B) t=AG~ + BG,_, (A + B) t (A+B)=G~A+G2B,  
AG, + BGm =0,  G,.A + G~B = O. 
Proof. From Theorem 2.2 we know that under the condition (4.10), the 
Moore-Penrose inverse of 
can be expressed as 
- - " -  • 
A Jr(B) Jr(A) 
Then putting it in Eq. (4.8) immediately ields Eq. (4.1 I). The. results in (ii) 
come from Theorem 2.3. 
Theorem 4.4. Let A + iB be an m × n comph, x matrix, where A and B are two real 
matrh'es. I rA and B satis/j' .)(A) 
r =r  +r  =r (A  -B )+r (B ,  A), (4.12) 
B A B A ' 
which is equivah'nt to R(A) C R(A +iB) and R(A') c R(A" ~.-iB'). then the 
Moore Penrose htver~'e of  A + iB can be expressed as 
(A + iB) t = Gi - iG,. = [Et~.(A + BAtB)FB,] ~ - i[E.,:(B -4-ABtA)F.~,] t, 
where Ai = ErdA, A,. = AFro, Bi = E.IB and B,. = BF4. 
(4.13) 
Corollary 4.5. Suppose that A + iB is a nons&gular comph'.v matrix, where A and 
B are real. 
(i) IrA and B are also mmsinguh:r, then 
(A+iB)  ~ = (A + BA IB) I - i(B + AB IA)~. 
(i i)/f R(A) n R(B) = {0} and R(A ~) N R(B*) = {0}, then 
(A + iB)-' = (E.AF.)' -i(E,SF ) t. 
(iii) Let A = ).!,,, where ). is a real number such that )J,,, + iB is nonsingular, 
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then 
(A + iB)-' = 2(2'L,, + B") --I --i()."B + BtB3Bt) t 
Next we turn our attention to the Moore-Penrose inverse of the sum of k 
matrices, and give some general formulas. 
Theorem 4.6. Let AI, A2 . . . .  , Ak E c6'mxn. I f  they satisfy the ]bllowing rank 
additivity condition 
r(A) = kr(Al . . . . .  At) = kr(A l . . . . .  A~.), (4.14) 
where A is the circulant block matrix defined #~ Eq. (4.2), then 
g-'~ A can be expressed as (i) the Moore-Penrose #1verse of  the sum ,....,,,~l 
(Ai +A,+. - .+ .4k)  ~ =f (A i )+ J t (A_ , )+ ' - '+ J~(Ak) ,  (4.15) 
where J(A~) is the rank complement of  A,( l <~ i <~ k) #1 A; 
(ii) the rank ~' J (Ai)  is 
r(J(A,)) = r(A, . . . . .  Ak) + r(A~ . . . .  , A~) - r(A) + r(Di), (4.16) 
where I <~ i <~ k, D, is the (k - I) x (k - I ) block matrix result#1g from the dele- 
tion of  the.[irst block row and ith hh)ck cohmm of  A; 
(iii) Ai, A2 . . . .  , Ak and j t  (Ai), ./) (A2) . . . . . .  1 ) (A~) sati.~/)' the.follow#Ig two 
equafities 
(Ai + "" +A~)(AI 4 . . . . . . .  t--A~) t = A i J ) (A i )  + . . .  + A~Jt(A~). 
(A! + "" + A~,)t(Aj + "'" + A~) =. I t (At )At  + . . .  +j t (A~)Ak.  
Proof. Follow from the combination ot" Theorem 3.1 with the equality in (4.3). 
U] 
Corol lary 4.7. Let Ai, A2, . . . ,  A~ E 7, "'×'. I f  they satisfl' the.followhlg rank 
additivity conditum 
r(Ai + A2 + ' "  + A~ ) = r(A~ 
then 
) + r(A2) +. . .  + r(Ak), (4.17) 
(Ai + A,. + . . .  + A~) t 
= (E~,AIF/,,) t + (E~,.A2F&)I + "-" + (E,,AkF/~,) t (4.18) 
where ~i and fl, are de[ined #1 Eqs. (4. I ) and (4.2), 1 <~ i <~ k. 
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Proof. We first show that under the condition (4.17) the rank of the circulant 
matrix A in Eq. (4.2) is 
r (A)  = k[r(Ai) + r(A.,) + . - .  + ,'(At)]. (4.19) 
In fact, A in Eq. (4.2) can be expressed as 
t 2 P ! t A = A', + U,,A,. + U~A s +. . .  + U',,tl - AI,, (4.20) 
"~ t k - !  ' '. A'u,; +. . .  +A~u; ,  A = A I + A,U,,  + .~ 
where A~ = diag(A,, A, . . . .  , A,), I <~ i ~ k, and 
o 1, 
u, o 
- -  , t - -  m,  11. 
I, o 
(4.21) 
Under Eq. (4.17) we know that 
,-(A'~ + A'_, + . . .  + A'k) = ,'(A't) + r (A ' )+- . .  + r(A't). (4.22) 
On the other hand, applying the known rank inequality 
r(Ni . . . .  , Nt) >t r " + r(Ni . . . . .  Nt) - [r(Ni) + ' . "  + r(Nt)] 
Nt 
t~ Eq. {4.20) and combining it with Eqs. {2.21) and {2.221, we can find 
• , Ut ld ,  . . . . . .  ,.(A) i> ,. + ,.(A  . . . . .  ,,, .~) , . (A ' , )  ,'(U;,'7'A',) 
u;,', 'A~ 
= ,. • + , . (A ; .  . . . .  A;)  - , . (A ; )  . . . . .  ,.(A;) 
A~ 
- ,.(A'~) + . . .  + , (A , )  = k [ , . (A , )+ . . . .  ~ , . (A,)] .  
Note that the rank of A naturally satisfies r (A)  ~</,'Jr(At) + ... + r(A~)]. Thus 
Eq. (4.19) holds under Eq. (4.17). In that case, applying the result in Corollary 
3.2 to the circulant block matrix A in Eq. (4.3) produces the formula (4.18). El 
At the etad of this section, we should point out that the formulas on the 
Moore-Penrose inverses of matrix sums given in this section and those on 
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the Moore-Penrose inverses of block matrices given in Sections 2 and 3 are, in 
fact, a group of dual results. That is to say, not only can we derive the Moore- 
Penrose inverses of matrix sums from the Moore-Penrose inverses of block 
matrices, but also we can make the contrary derivation. For simplicity, here 
we illustrate this assertion by a 2 x 2 block matrix. In fact, for any 2 x 2 block 
matrix in Eq. (1.4) we can decompose it as 
(. o) (o 
Ml= O D + C O 
If M~ satisfies the rank additivity condition (1.5), then N~ and N, satisfy 
! ()  (N! N,)  0 D C 0 A B r - - - r  =21"  --=-r N2 N! 0 B A 0 C D 
C 0 0 D 
Ni ) + r(Ni, N2). 
N2 
Hence b.y Theorem 4.3(i), we have 
M~ = (N, + N,) t = Jt(N,) + J*(N_,), (4.23) 
where J(Ni) and J (~)  are, respectively, the rank complements of Ni and At., in 
N2 N~ 
Written in an explicit form, Eq. (4.23) is exactly the formula (2.8). For a gen- 
eral m x m block matrix with the rank additivity condition (1.2), we can also 
derive the expression of its Moore-Penrose inverse from the formula (4.15). 
But the process is too tedious, we omit it here. 
5. The inversion formulas for the Moore-Penrose inverses of matrices 
;nversion formulas for the Moore-Penrose inverses of matrices is also one of 
the fundamental topics in the theory of generalized inverses of matrices. Var- 
ious results on this topic and their applications can easily be found in the lit- 
erature. In general cases, such kind of formulas are derived from the 
comparison of the different expressions of the Moore-Penrose inverses of block 
matrices. Along with the presentation of the Moore-Penrose inverse of 2 x 2 
block matrix under the rank additivity condition (1.5), we now can find a group 
of new results on this topics. 
We first present a general equality derived from Eqs. (2.7) and (2.8). 
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Theorem 5.1. Let A, B, C and D are given by Eq. (1.4). l f  they satisfy the rank 
additivity condition (I.5), then the tbllowing inversion formula holds 
(EB,.SDFc,.) t =A t + AtBJt(D)CA t + C][S.Jt(D)SA - SA]B I
- AtB[I-Jt(D)SA]BI-C~[I-SAJt(D)]CA ~, (5.1) 
where 
SA = D-  CAtB, So = A - BDtC, 
B! = EAB, B, = BFo, Ci = CFA, 
J(D) = Ec, SAFB,, 
c ,  = EoC. 
The results given below are all the special cases of the general formula (5.1). 
Corollary 5.2. I f  A, B, C and D satisfy 
( ) A B R C R (5.2) R C-Rc  D '  - B* D* 
and the following two conditions 
R(CS~) c_ R(D), R(B*So) c_ R(D'), (5.3) 
or more specifically satisfy the following four conditions 
R(C) C_ R(D), R(B') C_ R(D'), R(B) C_ R(So), R(C*) C_ R(S;9), (5.4! 
then the Moore-Penrose inverse of So = A - BD 1C satisfies the inversion formula 
(A - Bore)  t =,,t t + AtB j t (D)CA t + C : [s , j t (D)S . ,  - S,]B ~, 
- al'n[z - - j t (D)S.~]Bt j  - c l [ !  - S . , j t (D) ]CA ~, (5.5)  
where S~, Bi, Ci andJ(D) are de[ined in Eq. (5.1). 
Proof. it is obvious that Eq. (5.3) is equivalent to (EoC)ST~ = O and 
S~(BFo) = O, or equivalently 
So(EoC) t = O and (BFr,)tso = O. (5.6) 
These two equalities clearly imply that So, EDC and BFo satisfy Eq. (1.26). 
Hence by Lemma 1.6, we know that under Eqs. (5.2) and (5.3), A, B, C and 
D naturally satisfy Eq. (I.5). Now substituting Eq. (5.6) into the left-hand side 
of Eq. (5.1) yields jr(A) = (A -BDtC) t. Hence Eq. (5.1) becomes Eq. (5.5). 
Observe that Eq. (5.4) is a special case of Eq. (5.3), hence Eq. (5.5) is also true 
under Eq. (5.4). 71 
Corollary 5.3. irA, B, C attd D sati,~fy Eqs. (5.2) attd (5.4) attd the foilow#tg two 
conditions 
R(CF~)nR(S.t) = {0} and R[(E.aB)*]fqR(S'4)= {0}, (5.7) 
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then 
(,4 -- BOtC)  t =A t + AtB J t (O)CA ~ - AtB[ I  - J t (O)SA]B I 
- c111 - s~J t (o ) ]cAt ,  
where SA, Bi, C! and J(D) arc defined in Eq. (5.1). 
(5.8) 
Proof. According to Lemma 1.4(ii), the two conditions in Eq. (5.7) implies that 
SAJ~(D)S,4 = SA. Hence Eq. (5.5) is simplified to Eq. (5.8). 71 
Corollary 5.4. I f  A, B, C and D satisfy Eqs. (5.2) and (5.4) and the following two 
conditions 
R(BSj) C_ R(A) and R(C*SA) C_ R(A'), 
then 
(5.9) 
(A - BDtC) t = A t + AtBS~CA t - AtB(EAB) ~ - (CFA)tCA t. (5.10) 
where S~ = D-  CAIB. 
Proof. Clearly, Eq. (5.9)is equivalent to (EAB)S~ = O and S](CFA ~ = O, which 
can also equivalently be expressed as SA(E~B) t = O and (CFA)tSA = O. In that 
case, J(D) = EcjSAFB~ = SA. Hence Eq. (5.5) is simplified to Eq. (5.10). I-7 
Corollary 5.5. i f  A, B, C and D sati.~fv Eqs. (5.2) and (5.4) and the./ollowing two 
comtitions 
R(B) C_ R(A) and R(C') C R(A'), (5.11) 
then 
(A - BDtC) t = A t + AtB(D - CAtB)~CA t. (5.12) 
Proof. The two 
CFA = O. Substituting them into Eq. (5.5) yields Eq. (5.12). I-1 
inclusions in Eq. (5.11) are equivalent o EAB =O and 
Corollary 5.6. I f  A: B, C and D satisjj, the jbllowing four conditions 
R(A) nn(e)  = {0}, R(A ' )nn(C ' )  = {0}, 
R(C) = R(D), I~(8") = n(D ' ) ,  
(A - BDtC) ~ = A I - AtB(E,,B) ~ - (CFA)~CA t + (CFA)tSA(EAB) t. 
then 
(5.13) 
(5.14) 
(5.15) 
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Proof. Under Eqs. 15.13) and (5.14), A, B, C and D naturally satisfy the rank 
additivity condition in Eq. 11.5). Besides, from Eqs. 15.13) and 15.14) and 
Lemma 1.2 we can derive 
S[B,  = stB, c,c  = cc*, s,. = o ,  = o ,  J (o )  = o .  
Substituting them into Eq. (5.1) yields Eq. (5.15). [3 
If D is invertible, or D = I, or B = C = -D ,  then the inversion formula (5.1) 
can be reduced to some other simpler forms. The reader could easily list the 
corresponding results and their various special cases. 
Ref. [12] is a general reference book for the topic of this paper. 
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