Abstract. Let [ d ] = {1, . . . , d} be the vertex set and Ω d the set of finite simple graphs on [ d ], where d ≥ 3. We write ε(G) for the number of edges of the edge polytope
Introduction
The study on edge polytopes of finite graphs has been achieved by many authors from viewpoints of commutative algebra on toric ideals and combinatorics of convex polytopes. We refer the reader to [5] and [6] for foundations of edge polytopes.
Recall that a finite simple graph is a finite graph with no loop and no multiple edge. Let [ d ] = {1, . . . , d} be the vertex set and Ω d the set of finite simple graphs on [ d ] , where d ≥ 3. Let e i denote the ith unit coordinate vector of the Euclidean space R d . Let G ∈ Ω d and E(G) the set of edges of G. If e = {i, j} ∈ E(G), then we set ρ(e) = e i + e j ∈ R d . The edge polytope P G of G ∈ Ω d is the convex hull of the finite set {ρ(e) : e ∈ E(G)} in R d . Let ε(G) denote the number of edges of P G . For example, We devote Section 1 to giving a proof of Theorem 0.1. At present, for d ≥ 15, it remains unsolved to find G ∈ Ω d with µ d = ε(G) and to compute µ d . However, taking into consideration the process of achieving our proof of Theorem 0.1, we cannot escape from the temptation of presenting the following Conjecture 0.3. A complete bipartite graph of the form K s,s or K s,s+1 in Ω r is known as a Turán graph T (r, 2).
Then the complementary graph G of G consists of complete bipartite Turán graphs and isolated vertices. Now, in Section 2, we study various phenomena which support Conjecture 0.3. Apart from routine work of making computational observations on ε(G)−ε(K d ) with G ∈ Ω d , we focus our attention on the crucial fact, which is obtained in the previous section, that, with fixing r ≥ 2 and a finite simple graph H on [ r ], the function
, where d ≥ r, is a linear polynomial in d and its coefficient of d is ψ(H) − 2|E(H)|, where ψ(H) is the number of induced paths of length 2 appearing in H. We discuss the question which simple graph H ∈ Ω r maximizes ψ(H) − 2|E(H)| and find that a simple graph H ∈ Ω r maximizes ψ(H) − 2|E(H)| only if H is either empty or a complete bipartite graph (Proposition 2.5). This result together with the formula
where G ∈ Ω d and where H 1 , . . . , H m are nonempty connected components of G (Proposition 2.2), enables us to believe Conjecture 0.3. Finally, if Conjecture 0.3 would be true, then one has µ 15 = 1415 (Example 2.9).
The recent paper Tuan-Ziegler [10] studies extremal problems on the number of faces of edge polytopes.
Proof of Theorem 0.1
In this section, we give a proof of Theorem 0.1. First, the following lemma is studied in [8, Lemma 1.4] . Lemma 1.1. Let e and f (e = f ) be edges of a graph G ∈ Ω d . Then, the convex hull of {ρ(e), ρ(f )} is an edge of the edge polytope P G if and only if one of the following conditions is satisfied. (ii) e = {i, j} and f = {k, l} have no common vertex, and the induced subgraph of G on the vertex set {i, j, k, l} has no cycle of length 4.
The complementary graph G of a graph G ∈ Ω d is the graph whose vertex set is [d] and whose edges are the non-edges of G. For a vertex i of a graph G, let deg G (i) denote the degree of i in G. See [2] to learn basics of graph theory. We translate Lemma 1.1 in terms of the complement G of G. Proof. First, the number of pairs of edges satisfying Lemma 1.1 (i) is equal to
Second, the number of pairs of edges satisfying Lemma 1.1 (ii) is equal to the number of the induced subgraphs of G satisfying one of the following: 
For a graph
. By Lemma 1.2, we have the following: Proposition 1.3. Let H ∈ Ω r and let ψ(H) denote the number of induced paths in H of length 2. Then, the function
admits a partition into two sets of vertices V 1 and V 2 such that, for every edge {i, j} of G, either i ∈ V 1 , j ∈ V 2 or j ∈ V 1 , i ∈ V 2 is satisfied. A complete bipartite graph is a bipartite graph such that every pair of vertices i, j with i ∈ V 1 and j ∈ V 2 is adjacent. Let K m,n denote the complete bipartite graph with |V 1 | = m and |V 2 | = n.
Moreover, since K m+n − K m,n is the disjoint union of K m and K n , we have
by Lemma 1.1. Hence, by Proposition 1.3,
as desired.
By Proposition 1.4, we prove Theorem 0.1 (c).
Next, we prove that the complete graph K d with d ≤ 14 vertices maximize ε(G). Let k 3 (H) denote the number of triangles (cycles of length 3) of H. The following lemma is important.
Proof. The number of pairs of edges satisfying Lemma 1.1 (i) is, by Lemma 1.2,
For an edge {j, k} of H, let k 3 (j, k) be the number of triangles including {j, k}. We define three subsets of [d] \ {j, k}:
It then follows that, respectively. Here, we fix an edge e = {j, k} of H, and count the number of the above induced subgraphs including the edge e. If e is included in the above induced subgraph, then the rest two vertices ℓ and m of the induced subgraph satisfy exactly one of the following conditions:
We need to care that by counting among all edges e = {j, k} of H, an induced subgraph of type (a) appears once as the form (i), twice as the form (ii) or (iii), an induced subgraph of type (b) appears four times as the form (i), an induced subgraph of type (c) appears twice as the form (ii) or (iii). Thus, we set the weight of the form (i), (ii), (iii) for 1/4, 1/2, 1/2. The total number of induced subgraphs of H in the above statement is at most
, we study the maximum number of
Each summand of α satisfies
The last function has the maximum number
is an upper bound of α. Thus,
is an upper bound of ε(G) as desired.
By Lemma 1.6, we prove Theorem 0.1 (a). 
Proof. By Lemma 1.6, we have
However, this is not enough. We need to evaluate the function appears in Lemma 1.6 more accurately by focus on d = 14. Recall that
and the function (4) has the maximum value
, then the maximum value of (4) satisfies
If k 3 (j, k) = 0, the maximum value of (4) is 24 + 1/7, however, since
is an integer, the maximum value of (3) is 24 or less. Thus, for k 3 (j, k) = 0, 1, 2, . . . , 12, the maximum value of (3) is 24 − 13 7 k 3 (j, k) or less. Thus, by the same argument in Lemma 1.6, ε(G) − ε(K 14 ) is at most
. Then, we have k 3 (H) = 0. Moreover,
and |X j,k | + |Y j,k | + |Z j,k | = 12 for an arbitrary edge {j, k} of H. It is easy to see that |X j,k | + |Y j,k | = 7, 8. It then follows that, for an arbitrary edge {j, k}, (|X j,k |, |Y j,k |, |Z j,k |) ∈ {(3, 4, 5), (4, 3, 5) , (4, 4, 4)}. In particular, the degree of each vertex is either 0, 4 or 5. Here, for each induced subgraphs (a), (b) or (c), the sum of the weight is, 5/4, 1 or 1. If we have a induced subgraph of type (a), the above value is more than the number of induced subgraphs (a), (b) and (c). Thus, H cannot have any path of length 3 as an induced subgraph. Suppose that an edge {j, k} of H satisfies (|X j,k |, |Y j,k |, |Z j,k |) = (4, 4, 4). Let X j,k = {j 1 , j 2 , j 3 , j 4 } and Y j,k = {k 1 , k 2 , k 3 , k 4 }. Since H has no triangles, both {k, j 1 , j 2 , j 3 , j 4 } and {j, k 1 , k 2 , k 3 , k 4 } are independent sets. Moreover, since H has no induced path of length 3, the induced subgraph of H with the vertex set {j, j 1 , j 2 , j 3 ,
. Since the degree of any vertex is either, 0, 4 or 5, the degree of the rest vertices are 0. Therefore, in this case, we have G = K 14 − K 5, 5 .
We concern about the case for each edge {j, k}, (|X j,k |, |Y j,k |, |Z j,k |) = (4, 4, 4) is satisfied. For an edge {j, k}, let X j,k = {j 1 , j 2 , j 3 } and Y j,k = {k 1 , k 2 , k 3 , k 4 }. Since H does not have triangles, {k, j 1 , j 2 , j 3 } and {j, k 1 , k 2 , k 3 , k 4 } are both independent sets. Moreover, since H has no induced path of length 3, the induced subgraph of H with vertex set {j, (4, 4, 4) for each edge {j, k}, the degree of every vertex in {k, j 1 , j 2 , j 3 } is 4. In this case, K 4,5 is a connected component of H. Since the degree of the rest five vertices is 4 or less, it follows that the rest vertices are isolated vertices. Therefore, G = K 14 − K 4,5 .
A conjecture on graphs G with µ d = ε(G)
For d ≥ 15, it remains unsolved to find G ∈ Ω d with µ d = ε(G). The purpose of this section is to give necessary conditions for such a graph G and a conjecture. First, by Lemma 1.2, we can compute ε(G) − ε(K d ) for typical graphs G.
Example 2.1. Suppose that the complement of a graph G ∈ Ω d has exactly one nonempty connected component H. If H is the complete graph K n , a path P n of length n, or a cycle C n of length n, then by Lemma 1.2, we can compute ε(G)−ε(K d ).
Next, we study graphs G such that the complement graph of G is not connected. The following proposition is important. Proposition 2.2. Let G ∈ Ω d and let H 1 , H 2 , . . . , H m be nonempty connected components of G. Then,
Proof. We remove H 1 , H 2 , . . . , H m one by one. Notice that we need to prove that removing order does not do any effects to how many edges of the edge polytope increase or decrease upon removing the other connected components. This is equivalent to, for any connected component H k , H l (k = l) there are no vertex set V = {i, j, k, l} such that we gain a edge of the edge polytope on {i, j, k, l} upon removing both H k and H l . We need to remove at least 2 of {(i, j), (i, k), (i, l), (j, k), (j, l), (k, l)} to exterminate all the 4-cycles on K 4 with vertex set V . We cannot choose 2 sets of 2 edges without contradicting that H k and H l are disconnected. Example 2.3. Let G be a graph with edge set E(G) = E(K d ) − {e 1 , e 2 , · · · , e n }, where e 1 , e 2 , · · · , e n ∈ E(K d ) have no common vertex each other. In Example 2.1,
We now give several necessary conditions for a graph G ∈ Ω d with µ d = ε(G). (i) G is connected;
(ii) G is not bipartite; (iii) G is not a complete multipartite graph; (iv) G has at least one cycle of length 4.
Proof. (i) Let G be a graph that is not connected and let G ′ be a graph such that G ′ = G ∪ {{i, j}} where i and j belong to different connected components of G. Then, {i, j} belongs to no cycle of G ′ . Hence, by Lemma 1.1,
• For any e, f ∈ E(G), {ρ(e), ρ(f )} is an edge of P G ′ if and only if {ρ(e), ρ(f )} is an edge of P G ; • For any e ∈ E(G), {ρ(e), ρ({i, j})} is an edge of P G ′ . Thus, we have ε(G) + |E(G)| = ε(G ′ ). Thus, for every d ≥ 15, we have
Let H ∈ Ω r . Recall that, by Proposition 1. 
