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DYADIC HARMONIC ANALYSIS
BEYOND DOUBLING MEASURES
LUIS DANIEL LÓPEZ-SÁNCHEZ, JOSÉ MARÍA MARTELL, AND JAVIER PARCET
Abstract. We characterize the Borel measures µ on R for which the
associated dyadic Hilbert transform, or its adjoint, is of weak-type (1, 1)
and/or strong-type (p, p) with respect to µ. Surprisingly, the class of
such measures is strictly bigger than the traditional class of dyadically
doubling measures and strictly smaller than the whole Borel class. In
higher dimensions, we provide a complete characterization of the weak-
type (1, 1) for arbitrary Haar shift operators, cancellative or not, written
in terms of two generalized Haar systems and these include the dyadic
paraproducts. Our main tool is a new Calderón-Zygmund decomposition
valid for arbitrary Borel measures which is of independent interest.
1. Introduction
Dyadic techniques are nowadays fundamental in harmonic analysis. Their
origin goes back to Hardy, Littlewood, Paley and Walsh among others. In
the context of martingale inequalities, the dyadic maximal and square func-
tions arise as particular cases of Doob’s maximal function and Burkholder’s
square function for martingales associated to a dyadic filtration. Similarly,
singular integral operators have been traditionally modeled by martingale
transforms or martingale paraproducts. These last operators can be written
in terms of martingale differences and conditional expectations, so that the
full strength of probability methods applies in the analysis of their bound-
edness properties. In the Euclidean setting, dyadic martingale differences
decompose as a sum of Haar functions and therefore we can obtain expan-
sions using the classical Haar system.
In the last years dyadic operators have attracted a lot of attention related
to the so-called A2-conjecture. This seeks to establish that some operators
obey an L2(w) estimate for every w ∈ A2 with a constant that grows linearly
in the A2-characteristic of w. For the maximal function this was proved by
Buckley [2]. In [27], Wittwer proved the A2-conjecture for Haar multipliers
in one dimension. The Beurling-Ahlfors transform, the Hilbert transform
and the Riesz transforms were then considered by Petermichl and Volberg
in [24], [22], [23] (see also [11]) and the A2-conjecture for them was shown
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via the representation of these operators as averages of Haar multipliers and
certain dyadic operators called Haar shifts. Paraproducts were treated in [1],
and with a different approach in [7]. The final solution to the A2-conjecture
for general Calderón-Zygmund operators was obtained by Hytönen in his
celebrated paper [16]. Again, a key ingredient in the proof is that Calderón-
Zygmund operators can be written as averages of dyadic operators including
Haar shift operators, dyadic paraproducts and their adjoints.
The dyadic Hilbert transform is given by
HDf(x) =
∑
I∈D
〈f, hI〉
(
hI−(x)− hI+(x)
)
.
Here D denotes some dyadic grid in R and hI is the Haar function associated
with I ∈ D : hI = |I|−1/2(1I− − 1I+) where I− and I+ are the left and right
dyadic children of I. The importance of this operator comes from the fact
that the classical Hilbert transform can be obtained via averaging HD over
dyadic grids, this was shown by Petermichl [21]. That HD is bounded on
L2(R) follows easily from the orthogonality of the Haar system. Using the
standard Calderón-Zygmund decomposition one can easily obtain (see for
instance [7]) that HD is of weak-type (1, 1) and therefore bounded on L
p(R)
for 1 < p < 2. The bounds for p > 2 can be derived by duality and
interpolation from the weak-type (1, 1) of the adjoint operator.
Let us consider a Borel measure µ in R. One can define a Haar system
in a similar manner which is now orthonormal in L2(µ). Hence, we may
consider a dyadic Hilbert transform which we momentarily denote by Hµ
D
and ask about its boundedness properties. The boundedness on L2(µ) is
again automatic by orthogonality. The standard Calderón-Zygmund theory
can be easily extended to settings where the underlying measure is doubling.
In the present situation, since the operator is dyadic, one could even relax
that condition and assume that µ is dyadically doubling. In such a case,
we can almost copy verbatim the standard proof and conclude the weak-
type (1, 1) (with respect to µ) and therefore obtain the same bounds as
before. Suppose next that the measure µ is not dyadically doubling, and we
would like to find the class of measures µ for which Hµ
D
maps continuously
L1(µ) into L1,∞(µ). Characterizing the class of measures for which a given
operator is bounded is in general a hard problem. For instance, that is the
case for the L2 boundedness of the Cauchy integral operator in the plane
and the class of linear growth measures obtained by Tolsa [25]. This led
to non-standard Calderón-Zygmund theories (where µ has some polynomial
growth á la Nazarov-Treil-Volberg and Tolsa) that one could try to apply
in the present situation. This would probably require some extra (and a
posteriori unnecessary) assumptions on µ. On the other hand, let us recall
that Hµ
D
is a dyadic operator. Sometimes dyadic operators behave well even
without assuming doubling: the dyadic Hardy-Littlewood maximal function
and the dyadic square function are of weak-type (1, 1) for general Borel
measures µ, see respectively [9] and [3]. In view of that, one could be
tempted to conjecture that Hµ
D
is of weak-type (1, 1) for general measures
µ without assuming any further doubling property (or polynomial growth).
One could also ask the same questions for some other dyadic operators: the
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adjoint of the dyadic Hilbert transform, (cancellative) Haar shift operators,
dyadic paraproducts or their adjoints or, more in general, non-cancellative
Haar shift operators (we give the precise definitions of these objects below).
This motivates one of the main questions we address in this paper:
Determine the family of measures µ for which a given dyadic
operator (e.g., the dyadic Hilbert transform or its adjoint,
a dyadic paraproduct or its adjoint, a cancellative or non-
cancellative Haar shift operator) maps continuously L1(µ)
into L1,∞(µ).
We know already that if µ is dyadically doubling these operators satisfy
weak-type estimates by a straightforward use of the standard Calderón-
Zygmund theory. Therefore, it is natural to wonder whether the doubling
condition is necessary or it is just convenient. As we will see along this paper
there is no universal answer to that question for all the previous operators:
the class of measures depends heavily on the operator in question. Let us
illustrate this phenomenon with some examples:
• Dyadic paraproducts and 1-dimensional Haar multipliers. We shall see in
Theorems 2.5, 2.11 and 5.8 that these operators are of weak-type (1, 1)
for every locally finite Borel measure.
• The dyadic Hilbert transform and its adjoint. We shall prove in Theorem
2.5 that each operator gives rise to a family of measures governing the
corresponding weak-type (1, 1). In Section 4 we shall provide some ex-
amples of measures, showing that the two classes (the one for the dyadic
Hilbert transform and the one for its adjoint) are different and none of
them is contained in the other. Further, the class of dyadically doubling
measures is strictly contained in the intersection of the two classes.
• Adjoints of dyadic paraproducts. We shall obtain in Theorem 5.8 that
the weak-type (1, 1) of these operators leads naturally to the dyadically
doubling condition for µ.
Besides these examples, our main results will answer the question above
providing a characterization of the measures for which any of the previous
operators is of weak-type (1, 1). It should be pointed out that the proof
of such results are relatively simple, once we have obtained the appropriate
Calderón-Zygmund decomposition valid for general measures. We propose a
new Calderón-Zygmund decomposition, interesting on its own right, with a
new good part which will be still higher integrable. We need to do this, since
the usual “good part” in the classical Calderón-Zygmund decomposition is
no longer good in a general situation: the L∞ bound (or even any higher
integrability) is ruined by the fact that the average of f on a given maximal
cube cannot be bounded unless the measure is assumed to be doubling or
dyadically doubling. This new good part leads to an additional bad term
that needs to be controlled. More precisely, fixed λ > 0, let {Qj}j be
the corresponding family of maximal dyadic cubes (maximal with respect
to the property that 〈|f |〉Q > λ, see below for notation). Then we write
f = g + b+ β where
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• g ∈ Lp(µ) for every 1 ≤ p <∞ with
‖g‖Lp(µ) ≤ Cp λp−1 ‖f‖L1(µ);
• b =∑j bj, with
supp(bj) ⊂ Qj,
∫
Rd
bj(x) dµ(x) = 0,
∑
j
‖bj‖L1(µ) ≤ 2 ‖f‖L1(µ);
• β =∑j βj , with
supp(βj) ⊂ Q̂j,
∫
Rd
βj(x) dµ(x) = 0,
∑
j
‖βj‖L1(µ) ≤ 4 ‖f‖L1(µ),
where, for each j, we write Q̂j to denote the dyadic parent of Qj .
Let us compare this with the classical Calderón-Zygmund decomposition.
First, we lose the L∞ bound for the good part, however, for practical pur-
poses this is not a problem since in most of the cases one typically uses the
L2 estimate for g. We now have two bad terms: the typical one b; and the
new one β, whose building blocks are supported in the dyadic cubes {Q̂j}j ,
which are not pairwise disjoint, but still possess some cancelation. This
new Calderón-Zygmund decomposition is key to obtaining the weak-type
estimates for the Haar shift operators we consider.
The organization of the paper is as follows. In Section 2 we will state
our main results and give some applications. Section 3 contains the proof of
our main results. In Section 4 we shall present some examples of measures
in R that are not dyadically doubling (neither have polynomial growth) for
which either the dyadic Hilbert transform, its adjoint or both are of weak-
type (1, 1). In the higher dimensional case we will review some constructions
of Haar systems. We shall see that the obtained characterization depends
also on the Haar system that we work with. That is, if we take a Haar shift
operator (i.e., we fix the family of coefficients) and write it with different
Haar systems, the conditions on the measure for the weak-type (1, 1) depend
on the chosen Haar system. Finally, in Section 5 we present some further
results including non-cancellative Haar shift operators and therefore dyadic
paraproducts, and some comments about the relationship between Haar
shifts and martingale transforms.
2. Main results
In this paper we study the boundedness behavior of dyadic operators with
respect to Borel measures that are not necessarily doubling. For simplicity
we will restrict ourselves to the Euclidean setting with the standard dyadic
grid D in Rd. Of course, our results should also hold for other dyadic lat-
tices and, more in general, in the context of geometrically doubling metric
spaces in terms of Christ’s dyadic cubes [4], or some other dyadic construc-
tions [8], [14]. We will use the following notation, for every Q ∈ D , we let
Dk(Q), k ≥ 1, be the family of dyadic subcubes of side-length 2−k ℓ(Q).
We shall work with Borel measures µ such that µ(Q) <∞ for every dyadic
cube Q (equivalently, the µ-measure of every compact set is finite). To
go beyond the well-known framework of the Calderón-Zygmund theory for
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doubling measures, the first thing we do is to develop a Calderón-Zygmund
decomposition adapted to µ and to the associated dyadic maximal function
MDf(x) = sup
x∈Q∈D
〈|f |〉Q = sup
x∈Q∈D
1
µ(Q)
∫
Q
|f(x)| dµ(x).
Here we have used the notation 〈g〉Q for the µ-average of g on Q and we
set 〈g〉Q = 0 if µ(Q) = 0. As usual, if f ∈ L1(µ) and λ > 0, we cover
{MDf > λ} by the maximal dyadic cubes {Qj}j . In the general setting
that we are considering, such maximal cubes exist (for every λ > 0) if the
µ-measure of every d-dimensional quadrant is infinity. Otherwise, maximal
cubes exist for λ large enough. For the sake of clarity in exposition, in the
following result we assume that each d-dimensional quadrant has infinite
µ-measure. The general case will be addressed in Section 3.4 below.
One could try to use the standard Calderón-Zygmund decomposition,
f = g + b where g and b are respectively the “good” and “bad” parts. As
usual, in each Qj the “good” part would agree with 〈f〉Qj . However, this
good part would not be bounded (or even higher integrable) and therefore
this decomposition would be of no use. Our new Calderón-Zygmund de-
composition solves the problem with the “good” part and adds a new “bad”
part whose building blocks have vanishing integrals and each of them is
supported in Q̂j, the dyadic parent of Qj.
Theorem 2.1. Let µ be a Borel measure on Rd satisfying that µ(Q) < ∞
for all Q ∈ D and that each d-dimensional quadrant has infinite µ-measure.
Given an integrable function f ∈ L1(µ) and λ > 0, consider the standard
covering of Ωλ = {MDf > λ} by maximal dyadic cubes {Qj}j . Then we can
write f = g + b+ β with
g(x) = f(x) 1Rd\Ωλ(x) +
∑
j
〈f〉
Q̂j
1Qj (x)
+
∑
j
(〈f〉Qj − 〈f〉Q̂j) µ(Qj)µ(Q̂j) 1Q̂j (x),
b(x) =
∑
j
bj(x) =
∑
j
(
f(x)− 〈f〉Qj
)
1Qj (x),
β(x) =
∑
j
βj(x) =
∑
j
(〈f〉Qj − 〈f〉Q̂j) (1Qj(x)− µ(Qj)µ(Q̂j) 1Q̂j (x)
)
.
Then, we have the following properties:
(a) The function g satisfies
‖g‖pLp(µ) ≤ Cp λp−1 ‖f‖L1(µ) for every 1 ≤ p <∞.
(b) The function b decomposes as b =
∑
j bj , where
supp(bj) ⊂ Qj,
∫
Rd
bj(x) dµ(x) = 0,
∑
j
‖bj‖L1(µ) ≤ 2 ‖f‖L1(µ).
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(c) The function β decomposes as β =
∑
j βj , where
supp(βj) ⊂ Q̂j,
∫
Rd
βj(x) dµ(x) = 0,
∑
j
‖βj‖L1(µ) ≤ 4 ‖f‖L1(µ).
Theorem 2.1 is closely related to Gundy’s martingale decomposition [13]
and was obtained in the unpublished manuscript [18] (see also [6]). It is
however more flexible because the building blocks are the maximal cubes in
place of the martingale differences. This feature is crucial when considering
Haar shift operators allowing us to characterize their weak-type (1, 1) for
general Borel measures.
A baby model of the mentioned characterization —which will be illustra-
tive for the general statement— is given by the dyadic Hilbert transform in
R and its adjoint. To define this operator we first need to introduce some
notation. First, to simplify the exposition, let us assume that µ(I) > 0 for
every I ∈ D , below we will consider the general case. Given I ∈ D we write
I−, I+ for the (left and right) dyadic children of I, and, as before, Î is the
dyadic parent of I. We set
(2.2) hI =
√
m(I)
(
1I−
µ(I−)
− 1I+
µ(I+)
)
, with m(I) =
µ(I−)µ(I+)
µ(I)
.
Let us first observe that the system H = {hI}I∈D is orthonormal. Addition-
ally, for every I ∈ D we have
(2.3) ‖hI‖L1(µ) = 2
√
m(I), ‖hI‖L∞(µ) ≈
1√
m(I)
.
Therefore we obtain the following condition which will become meaningful
later
(2.4) sup
I∈D
‖hI‖L∞(µ)‖hI‖L1(µ) <∞.
We define the dyadic Hilbert transform by
HDf(x) =
∑
I∈D
〈f, hI〉
(
hI−(x)− hI+(x)
)
=
∑
I∈D
σ(I)〈f, h
Î
〉hI(x),
where σ(I) = 1 if I = (Î )− and σ(I) = −1 if I = (Î )+. Another toy model
in the 1-dimensional setting is the adjoint of HD which can be written as
H∗Df(x) =
∑
I∈D
σ(I)〈f, hI〉hÎ(x).
We are going to show that the increasing or decreasing properties of m
characterize the boundedness of HD and H
∗
D
. This motivates the following
definition. We say that µ is m-increasing if there exists 0 < C < ∞ such
that
m(I) ≤ Cm(Î ), I ∈ D .
We say that µ is m-decreasing if there exists 0 < C <∞ such that
m(Î ) ≤ C m(I), I ∈ D .
Finally, we say that µ is m-equilibrated if µ is both m-increasing and m-
decreasing.
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Let us note that if µ is the Lebesgue measure, or in general any dyad-
ically doubling measure, we have that m(I) ≈ µ(I) and therefore µ is m-
equilibrated. As we will show below, the converse is not true. In general, we
observe that m(I) is half the harmonic mean of the measures of the children
of I and therefore,
m(I) =
(
1
µ(I−)
+
1
µ(I+)
)−1
≈
(
max
{
1
µ(I−)
,
1
µ(I+)
})−1
= min
{
µ(I−), µ(I+)
}
< µ(I).
Thus, m gives quantitative information about the degeneracy of µ over I:
m(I)/µ(I) ≪ 1 implies that µ mostly concentrates on only one child of I,
and m(I)/µ(I) & 1 gives that µ(I−) ≈ µ(I+) ≈ µ(I).
We are ready to state our next result which characterizes the measures
for which HD and H
∗
D
are bounded for p 6= 2.
Theorem 2.5. Let µ be a Borel measure on R satisfying that 0 < µ(I) <∞
for every I ∈ D .
(i) HD : L
1(µ)→ L1,∞(µ) if and only if µ is m-increasing.
(ii) H∗
D
: L1(µ)→ L1,∞(µ) if and only if µ is m-decreasing.
Moreover, if 1 < p < 2 we have:
(iii) HD : L
p(µ)→ Lp(µ) if and only if µ is m-increasing.
(iv) H∗
D
: Lp(µ)→ Lp(µ) if and only if µ is m-decreasing.
If 2 < p <∞, by duality, the previous equivalences remain true upon switch-
ing the conditions on µ.
Furthermore, given two non-negative integers r, s, let Xr,s be a Haar
shift of complexity (r, s), that is,
(2.6) Xr,sf(x) =
∑
I∈D
∑
J∈Dr(I)
K∈Ds(I)
αIJ,K〈f, hJ 〉hK(x) with sup
I,J,K
|αIJ,K | <∞.
If µ is m-equilibrated then Xr,s is bounded from L
1(µ) to L1,∞(µ) and from
Lp(µ) to Lp(µ) for every 1 < p <∞.
Let us observe that our assumption on the coefficients of the Haar shift
operator is not standard, below we shall explain why this is natural (see
Theorem 2.11 and the comment following it).
Let us observe that using the notation in the previous result HD is a
Haar shift of complexity (0, 1) whereas H∗
D
is a Haar shift of complexity
(1, 0). As noted above, dyadically doubling measures are m-equilibrated.
Therefore, in this case, HD , H
∗
D
, and all 1-dimensional Haar shifts Xr,s
with arbitrary complexity are of weak-type (1, 1) and bounded on Lp(µ) for
every 1 < p < ∞. In Section 4.1 we shall present examples of measures in
R as follows:
• µ ism-equilibrated, but µ is neither dyadically doubling nor of polynomial
growth. Thus, we have an example of a measure that is out of the classical
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theory for which the dyadic Hilbert transform, its adjoint and any Haar
shift is of weak-type (1, 1) and bounded on Lp(µ) for every 1 < p <∞.
• µ is m-increasing, but µ is not m-decreasing, not dyadically doubling,
not of polynomial growth. Thus, HD is of weak-type (1, 1), bounded on
Lp(µ) for every 1 < p ≤ 2 and unbounded on Lp(µ) for 2 < p <∞; H∗
D
is
bounded on Lp(µ) for 2 ≤ p <∞, not of weak-type (1, 1) and unbounded
on Lp(µ) for every 1 < p < 2.
• µ is m-decreasing, but µ is not m-increasing, not dyadically doubling, not
of polynomial growth. Thus, HD is bounded on L
p(µ) for 2 ≤ p <∞, not
of weak-type (1, 1) and unbounded on Lp(µ) for every 1 < p < 2; H∗
D
is of
weak-type (1, 1), bounded on Lp(µ) for every 1 < p ≤ 2 and unbounded
on Lp(µ) for 2 < p <∞.
• µ is not m-decreasing, not m-increasing, not dyadically doubling, but
µ has polynomial growth. Thus, this is an example of a measure á la
Nazarov-Treil-Volberg and Tolsa for which HD and H
∗
D
are bounded on
L2(µ), unbounded on Lp(µ) for 1 < p <∞, p 6= 2, and not of weak-type
(1, 1).
Our next goal is to extend the previous result to higher dimensions. In
this case we do not necessarily assume that the measures have full support.
The building blocks, that is, the Haar functions are not in one-to-one cor-
respondence to the dyadic cubes: associated to every cube Q we expect to
have at most 2d − 1 linearly independent Haar functions. Moreover, there
are different ways to construct a Haar system (see Section 4.2 below). We
next define the Haar systems that we are going to use:
Definition 2.7. Let µ be a Borel measure on Rd, d ≥ 1, satisfying that
µ(Q) < ∞ for every Q ∈ D . We say that Φ = {φQ}Q∈D is a generalized
Haar system in Rd if the following conditions hold:
(a) For every Q ∈ D , supp(φQ) ⊂ Q.
(b) If Q′, Q ∈ D and Q′ ( Q, then φQ is constant on Q′.
(c) For every Q ∈ D ,
∫
Rd
φQ(x) dµ(x) = 0.
(d) For every Q ∈ D , either ‖φQ‖L2(µ) = 1 or φQ ≡ 0.
Remark 2.8. The following comments pertain to the previous definition.
• Note that (b) implies that φQ is constant on the dyadic children of Q. In
particular, φQ is a simple function which takes at most 2
d different values.
• Given a generalized Haar system Φ = {φQ}Q∈D , we write DΦ for the set
of dyadic cubes Q for which φQ 6≡ 0. By assumption, we allow DΦ to be
a proper subcollection of D . Note that {φQ}Q∈D is an orthogonal system
whereas {φQ}Q∈DΦ is orthonormal.
Let us point out that we allow the measure µ to vanish in some dyadic
cubes. If µ(Q) = 0, we must have φQ ≡ 0 and therefore Q ∈ D \ DΦ. If
µ(Q) = µ(Q′) for some child Q′ of Q (i.e., every brother of Q′ has null
µ-measure) then φQ ≡ 0 and thus Q ∈ D \DΦ. Suppose now that Q ∈ DΦ
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(therefore µ(Q) > 0), by convention, we set φQ ≡ 0 in every dyadic child
of Q with vanishing measure.
• Let us suppose that for every Q ∈ DΦ, φQ takes exactly 2 different non-
zero values (call Φ a 2-value generalized Haar system). In view of the
previous remark, φQ is “uniquely” determined modulo a multiplicative
±1. That is, we can find E+Q , E−Q ⊂ Q, such that E+Q ∩ E−Q = Ø, E±Q is
comprised of dyadic children of Q, µ(E±Q) > 0 and
(2.9) φQ =
√
mΦ(Q)
( 1E−
Q
µ(E−Q)
−
1E+
Q
µ(E+Q)
)
, with mΦ(Q) =
µ(E−Q)µ(E
+
Q)
µ(E−Q ∪ E+Q)
.
Then, for every Q ∈ DΦ we have
(2.10) ‖φQ‖L1(µ) = 2
√
mΦ(Q), ‖φQ‖L∞(µ) ≈
1√
mΦ(Q)
.
• In dimension 1, if we assume as before that µ(I) > 0 for every I ∈ D ,
we then have that H defined above is a generalized Haar system in R
with DH = D . The previous remark and the fact every dyadic interval
has two children say that H is “unique” in the following sense: let Φ be a
generalized Haar system in R, then φI = ±hI for every I ∈ DΦ. Note that
we can now allow the measure to vanish on some dyadic intervals. In such
a case we will have that φI ≡ 0 for every I ∈ D for which µ(I−)·µ(I+) = 0.
Also, φI = ±hI and mΦ(I) = m(I) for every I ∈ DΦ.
Our main result concerning general Haar shift operators characterizes
the weak-type (1, 1) in terms of the measure µ and the generalized Haar
systems that define the operator. In Section 5.1 we shall also consider non-
cancellative Haar shift operators where condition (c) in Definition 2.7 is
dropped for the Haar systems Φ and Ψ. This will allow us to obtain similar
results for dyadic paraproducts.
Theorem 2.11. Let µ be a Borel measure on Rd, d ≥ 1, such that µ(Q) <∞
for every Q ∈ D . Let Φ = {φQ}Q∈D and Ψ = {ψQ}Q∈D be two generalized
Haar systems in Rd. Given two non-negative integers r, s we set
Ξ(Φ,Ψ; r, s) = sup
Q∈D
{‖φR‖L∞(µ)‖ψS‖L1(µ) : R ∈ Dr(Q), S ∈ Ds(Q)}.
Let Xr,s be a Haar shift of complexity (r, s), that is,
Xr,sf(x) =
∑
Q∈D
∑
R∈Dr(Q)
S∈Ds(Q)
αQR,S〈f, φR〉ψS(x) with sup
Q,R,S
|αQR,S | <∞.
If Ξ(Φ,Ψ; r, s) <∞, then Xr,s maps continuously L1(µ) into L1,∞(µ), and
by interpolation Xr,s is bounded on L
p(µ), 1 < p ≤ 2.
Conversely, let Xr,s be a Haar shift of complexity (r, s) satisfying the
non-degeneracy condition infQ,R,S |αQR,S | > 0. If Xr,s maps continuously
L1(µ) into L1,∞(µ) then Ξ(Φ,Ψ; r, s) <∞.
Let us point out that in the Euclidean setting with the Lebesgue measure
one typically assumes that |αQR,S | . (|R| |S|)1/2/|Q|. Our condition, with
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a general measure, is less restrictive and more natural: having assumed
the corresponding condition with respect to µ, HD and H
∗
D
would not be
1-dimensional Haar shift operators unless µ is dyadically doubling.
To illustrate the generality and the applicability of Theorem 2.11 we con-
sider some examples. Before doing that we need to introduce some notation.
Let Φ be a generalized Haar system in Rd, we say that Φ is standard if
(2.12) sup
Q∈D
‖φQ‖L1(µ) ‖φQ‖L∞(µ) <∞.
Note that we can restrict the supremum to Q ∈ DΦ. Also, if Q ∈ DΦ,
Hölder’s inequality and (d) imply that each term in the supremum is bounded
from below by 1. Thus, Φ being standard says that the previous quantity
is bounded from below and from above uniformly for every Q ∈ DΦ. Notice
that in the language of Theorem 2.11, Φ being standard is equivalent to
Ξ(Φ,Φ; 0, 0) <∞.
Remark 2.13. If Φ is a 2-value generalized Haar system, (2.10) implies that
Φ is standard. Note that in R (since every dyadic interval has two children)
every generalized Haar system, including H introduced above, is of 2-value
type and therefore standard.
Example 2.14 (Haar multipliers). Let Φ = {φQ}Q be a generalized Haar
system in Rd. We take the Haar shift operator of complexity (r, s) = (0, 0),
usually referred to as a Haar multiplier,
X0,0f(x) =
∑
Q∈D
αQ〈f, φQ〉φQ(x), with sup
Q
|αQ| <∞.
Then Ξ(Φ,Φ; 0, 0) <∞ is equivalent to the fact that Φ is standard. There-
fore Theorem 2.11 says that X0,0 is of weak-type (1, 1) provided Φ is stan-
dard. We also have the converse for non-degenerate Haar shifts of complexity
(0, 0). As a consequence of these we have the following characterization: “Φ
is standard if and only if all Haar multipliers are of weak-type (1, 1)”. As
observed above this can be applied to any 2-value generalized Haar system
in Rd. In particular, for an arbitrary measure in R such that µ(I) > 0 for
every I ∈ D , all Haar multipliers of the form
X0,0f(x) =
∑
I∈D
αI〈f, hI〉hI(x), with sup
I
|αI | <∞,
are of weak-type (1, 1). In higher dimensions, taking an arbitrary measure
such that µ(Q) > 0 for every Q ∈ D , any Haar multiplier as above defined
in terms of a 2-value generalized Haar system in Rd is of weak-type (1, 1).
We note that we cannot remove the assumption that the system is 2-value:
in Section 4.2 we shall give an example of a generalized Haar system that is
not standard and a Haar multiplier that is not of weak-type (1, 1). All these
comments can be generalized to measures without full support.
Example 2.15 (The dyadic Hilbert transform I). For simplicity, we first sup-
pose that µ(I) > 0 for every I ∈ D . The dyadic Hilbert transform in R can
be seen as the non-degenerate Haar shift HD = X0,1 with α
I
I,I±
= ∓1. The-
orem 2.11 says thatHD is of weak-type (1, 1) if and only if Ξ(H,H; 0, 1) <∞,
which in view of (2.3) is equivalent to the fact that µ is m-increasing. For
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the adjoint of the dyadic Hilbert transform H∗
D
= X1,0 with α
I
I±,I
= ∓1
and this is a non-degenerate Haar shift. Again, Theorem 2.11 characterizes
the weak-type (1, 1) of H∗
D
in terms of Ξ(H,H; 1, 0) < ∞, which this time
rewrites into the property that µ is m-decreasing.
Example 2.16 (The dyadic Hilbert transform II). We now consider the dyadic
Hilbert transform but with respect to measures that may vanish. Let Φ be
a generalized Haar system in R and let DΦ be as before. By the discus-
sion above we may suppose that φI = hI for every I ∈ DΦ. Then, the
corresponding dyadic Hilbert transform can be written as
HD,Φf =
∑
I∈D
〈f, φI〉
(
φI− − φI+
)
=
∑
I∈DΦ:Î∈DΦ
σ(I)〈f, h
Î
〉hI ,
where σ(I) = 1 if I = (Î )− and σ(I) = −1 if I = (Î )+. As before we
have that HD,Φ = X0,1 is non-degenerate. Therefore its weak-type (1, 1)
is characterized in terms of the finiteness of Ξ(Φ,Φ; 0, 1). Thus, we obtain
that
HD,Φ : L
1(µ) −→ L1,∞(µ) ⇐⇒ m(I) ≤ C m(Î ), I, Î ∈ DΦ.
Note that the latter condition says that µ is m-increasing on the family DΦ
(so in particular the intervals with zero µ-measure or those with one child
of zero µ-measure do not count).
For the adjoint of HD,Φ we have
H∗D,Φf(x) =
∑
I∈D
σ(I)〈f, φI〉φÎ =
∑
I∈DΦ:Î∈DΦ
σ(I)〈f, hI〉hÎ
and we can analogously obtain
H∗D,Φ : L
1(µ) −→ L1,∞(µ) ⇐⇒ m(Î ) ≤ C m(I), I, Î ∈ DΦ.
Example 2.17 (Haar Shifts in R). We start with the case µ(I) > 0 for every
I ∈ D . Let us consider X = Xr,s as in (2.6), that is, a Haar shift operator
of complexity (r, s) defined in terms of the system H. By Theorem 2.11 we
know that Ξ(H,H; r, s) <∞ is sufficient (and necessary if we knew that X
is non-degenerate) for the weak-type (1, 1). We can rewrite this condition
as follows: m(K) . m(J) for every I ∈ D , J ∈ Dr(I), K ∈ Ds(I). If µ
is m-equilibrated then m(J) ≈ m(I) and m(K) ≈ m(I) for every I ∈ D ,
J ∈ Dr(I), K ∈ Ds(I). All these and (2.4) give at once Ξ(H,H; r, s) <∞ for
every r, s ≥ 0. Thus, in dimension 1, the fact µ is m-equilibrated implies
that every Haar shift operator is of weak-type (1, 1). We would like to
recall that in Section 4 we shall construct measures that are m-equilibrated
but are neither dyadically doubling nor of polynomial growth. Thus, Haar
shift operators are a large family of (dyadic) Calderón-Zygmund operators
obeying a weak-type (1, 1) bound with underlaying measures that do not
satisfy those classical conditions.
For measures vanishing in some cubes, Theorem 2.11 gives us a sufficient
(and often necessary) condition. However, it is not clear whether in such a
case one can write that condition in terms of µ being m-equilibrated. We
would need to be able to compare m(K) and m(J) for K and J as before
with the additional condition that J , K ∈ DΦ. Note that the fact that µ is
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m-equilibrated gives information about jumps of order 1 in the generations
and it could happen that we cannot “connect” J and K with “1-jumps”
within DΦ. Take for instance I = [0, 1), J = [0, 4), dµ(x) = 1[0,1)∪[2,4)(x) dx,
Φ = {hI , hJ} and X2,0 = 〈f, hI〉hJ . Then Theorem 2.11 says that X2,0
is of weak-type (1, 1) since Ξ(Φ,Φ; 2, 0) = 4 (m[0, 4) ·m[0, 1))1/2 = 4/√6 <
∞. However, DΦ = {I, J} and these two dyadic intervals are 2-generation
separated.
Example 2.18 (Haar Shifts in Rd for 2-value generalized Haar systems). Let
us suppose that Φ and Ψ are 2-value generalized Haar systems. Write E±Q
(resp. F±Q ) for the sets associated with φQ ∈ DΦ (resp. ψQ ∈ DΨ), see (2.9).
By (2.10) we have that Ξ(Φ,Ψ; r, s) <∞ if an only if µ satisfies
(2.19) mΨ(S) =
µ(F−S )µ(F
+
S )
µ(F−S ∪ F+S )
.
µ(E−R )µ(E
+
R )
µ(E−Q ∪ E+R )
= mΦ(R)
for every Q ∈ D , R ∈ Dr(Q), S ∈ Ds(Q), R ∈ DΦ and S ∈ DΨ. Therefore
Theorem 2.11 says that Xr,s is of weak-type (1, 1) provided µ satisfies the
condition (2.19). The converse holds provided Xr,s is non-degenerated.
3. Proofs of the main results
Before proving our main results and for later use, we observe that for any
measurable set E ⊂ Rd we have ‖1E‖L1,∞(µ) = ‖1E‖L1(µ) = µ(E). This
easily implies that if f is a simple function, then
(3.1) ‖f‖L1,∞(µ) ≤ ‖f‖L1(µ) ≤ #{f(x) : x ∈ Rd} ‖f‖L1,∞(µ).
3.1. A new Calderón-Zygmund decomposition. As pointed out before,
we shall work with the standard dyadic filtration D =
⋃
k∈ZDk in R
d, but
all our results hold for any other dyadic lattice. If k ≥ 0 is a nonnegative
integer, we write Dk(Q) for the partition of Q into dyadic subcubes of side-
length 2−kℓ(Q) and Q(k) for its k-th dyadic ancestor, i.e., the only cube of
side-length 2kℓ(Q) that contains Q. The cubes in D1(Q) are called dyadic
children of Q and Q̂ = Q(1) is the dyadic parent of Q.
By µ we will denote any positive Borel measure on Rd such that µ(Q) <∞
for all Q ∈ D . Write M for the class of such measures. Once µ is fixed, we
set for Q ∈ D
〈f〉Q = 1
µ(Q)
∫
Q
f(x) dµ(x) with 〈f〉Q = 0 when µ(Q) = 0.
The dyadic maximal operator for µ ∈M is thenMDf(x) = supx∈Q∈D〈|f |〉Q.
Let us write Rdj , 1 ≤ j ≤ 2d, for the d-dimensional quadrants in Rd. It
will be convenient to consider temporarily the subclass M∞ of measures
µ ∈ M such that µ(Rdj ) = ∞ for all 1 ≤ j ≤ 2d. We will prove our main
results under the assumption that µ ∈ M∞ and sketch in Section 3.4 the
modifications needed to adapt our arguments for any µ ∈M.
Assuming now that µ ∈ M∞, we know that 〈|f |〉Q → 0 as ℓ(Q) → ∞
whenever f ∈ L1(µ). In particular, given any λ > 0, there exists a collection
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of disjoint maximal dyadic cubes {Qj}j such that
Ωλ =
{
x ∈ Rd : MDf(x) > λ
}
=
⋃
j
Qj,
where the cubes {Qj}j are maximal in the sense that for all dyadic cubes
Q ) Qj we have
(3.2) 〈|f |〉Q ≤ λ < 〈|f |〉Qj ,
Using this covering of the level set Ωλ, we can reproduce the classical
estimate to show the weak-type (1, 1) boundedness of the dyadic Hardy-
Littlewood maximal operator. Note that maximal cubes have positive mea-
sure by construction.
Proof of Theorem 2.1. We are currently assuming that µ ∈M∞, see Section
3.4 for the modifications needed in the general case. By construction, f =
g + b + β. Moreover, the support and mean-zero conditions for bj and βj
can be easily checked. On the other hand, since the cubes Qj are pairwise
disjoint ∑
j
‖bj‖L1(µ) ≤ 2
∑
j
∫
Qj
|f(x)| dµ(x) ≤ 2 ‖f‖L1(µ).
Similarly, by the maximality of the Calderón-Zygmund cubes, see (3.2), we
obtain∑
j
‖βj‖L1(µ) ≤
∑
j
2
(〈|f |〉Qj + 〈|f |〉Q̂j )µ(Qj) ≤ 4∑
j
∫
Qj
|f | dµ ≤ 4‖f‖L1(µ).
It remains to prove the norm inequalities for g. Write g1, g2 and g3 for each
of the terms defining g and let us estimate these in turn. It is immediate
that ‖g1‖L1(µ) ≤ ‖f‖L1(µ). Since MD is of weak-type (1, 1), Lebesgue’s
differentiation theorem yields ‖g1‖L∞(µ) ≤ ‖MDf · 1Rd\Ωλ‖L∞(µ) ≤ λ. The
estimates for g2 are similar. Since 〈|f |〉Q̂j ≤ λ, we obtain
‖g2‖L1(µ) ≤ λµ(Ωλ) ≤ ‖f‖L1(µ) and ‖g2‖L∞(µ) ≤ λ.
These estimates immediately yield the corresponding Lp(µ)-estimates for g1
and g2.
The estimate for g3 is not straightforward: each term in the sum is sup-
ported in Q̂j, and these sets are not pairwise disjoint in general. In partic-
ular, an L∞ estimate is not to be expected. However, we do have that
|g3(x)| ≤
∑
j
(〈|f |〉Qj + 〈|f |〉Q̂j )µ(Qj)µ(Q̂j) 1Q̂j(x)
≤ 2
∑
j
( ∫
Qj
|f(y)| dµ(y)
) 1
µ(Q̂j)
1
Q̂j
(x) =: 2Tf(x).
The following lemma contains the relevant estimates for T :
Lemma 3.3. Let {Qj}j be a family of pairwise disjoint dyadic cubes and
set
Tf(x) =
∑
j
( ∫
Qj
|f(y)| dµ(y)
) 1
µ(Q̂j)
1
Q̂j
(x).
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For every m ∈ N, T satisfies the estimate
‖Tf‖mLm(µ) ≤ m!
(
sup
j
1
µ(Q̂j)
∫
Q̂j
|f(y)| dµ(y)
)m−1 ∫⋃
j
Qj
|f(x)| dµ(x)
Assume this result momentarily. The case m = 1 implies ‖g3‖L1(µ) ≤
2 ‖f‖L1(µ). On the other hand, applying it for a general integer m, we get
by (3.2)
‖g3‖mLm(µ) ≤ 2mm!λm−1 ‖f‖L1(µ).
Now, if 1 < p <∞ is not an integer, we take m = [p] + 1 and let 0 < θ < 1
be such that p = θ + (1− θ)m. Then, by Hölder’s inequality with indices 1θ
and 11−θ , we obtain as desired
‖g3‖pLp(µ) ≤ ‖g3‖θL1(µ)‖g3‖
(1−θ)m
Lm(µ) ≤ 2p(m!)
p−1
m−1λp−1‖f‖L1(µ).

Proof of Lemma 3.3. The case m = 1 is trivial. Let us proceed by induction
and assume that the estimate for m holds. Write ϕj =
1
µ(Q̂j)
∫
Qj
|f | dµ and
define the sets
Λk =
{
(j1, j2, . . . , jm+1) ∈ Nm+1 : Q̂jk = Q̂j1 ∩ Q̂j2 ∩ · · · ∩ Q̂jm+1
}
=
{
(j1, j2, . . . , jm+1) ∈ Nm+1 : Q̂jk ⊂ Q̂j1, . . . , Q̂jm+1
}
.
By symmetry we obtain
‖Tf‖m+1Lm+1(µ) ≤
m+1∑
k=1
∑
Λk
ϕj1 · · ·ϕjm+1 µ(Q̂j1 ∩ · · · ∩ Q̂jm+1)
= (m+ 1)
∑
Λm+1
ϕj1 · · ·ϕjm
∫
Qjm+1
|f(x)| dµ(x)
= (m+ 1)
∑
j1,...,jm
ϕj1 · · ·ϕjm
∑
jm+1:(j1,...,jm+1)∈Λm+1
∫
Qjm+1
|f(x)| dµ(x).
Notice that for a fixed m-tuple (j1, . . . , jm), it follows that⋃
jm+1:(j1,...,jm+1)∈Λm+1
Qjm+1 ⊂
⋃
jm+1:(j1,...,jm+1)∈Λm+1
Q̂jm+1 ⊂ Q̂j1 ∩ · · · ∩ Q̂jm,
and, moreover, the cubes in the first union are pairwise disjoint. Thus, the
fact that Q̂j1 ∩ · · · ∩ Q̂jm = Q̂ji , for some 1 ≤ i ≤ m, gives
‖Tf‖m+1Lm+1(µ) ≤ (m+ 1)
∑
j1,...,jm
ϕj1 · · ·ϕjm
∫
Q̂j1∩···∩Q̂jm
|f(x)| dµ(x)
≤ (m+ 1)
(
sup
j
1
µ(Q̂j)
∫
Q̂j
|f | dµ
) ∑
j1,...,jm
ϕj1 · · ·ϕjm µ(Q̂j1 ∩ · · · ∩ Q̂jm)
= (m+ 1)
(
sup
j
1
µ(Q̂j)
∫
Q̂j
|f | dµ
)
‖Tf‖mLm(µ).
This and the induction hypothesis yield at once the desired estimate and
the proof is complete. 
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The new Calderón-Zygmund decomposition in Theorem 2.1 can be used to
obtain that some classical operators are of weak-type (1, 1) for general Borel
measures: the ℓq-valued dyadic Hardy-Littlewood maximal function with
1 < q <∞, the dyadic square function, and 1-dimensional Haar multipliers.
For the first operator, one needs a straightforward sequence-valued extension
of the new Calderón-Zygmund decomposition and the reader is referred to
[6]. Let us then look at the dyadic square function
Sf(x) =
( ∑
Q∈D
∣∣〈f〉Q − 〈f〉Q̂∣∣21Q(x)
)1/2
.
It is well-known that S is bounded from L1(µ) to L1,∞(µ) with a proof adopt-
ing a probabilistic point of view. However, using our Calderón-Zygmund de-
composition one can reprove this result using harmonic analysis techniques
as follows. We decompose f = g + b + β as in Theorem 2.1. The estimate
for the good part is standard using that S is bounded on L2(µ) and (a) in
Theorem 2.1. For the bad terms, using the weak-type (1, 1) of MD , it suf-
fices to restrict the level set to Rd \Ωλ. Theorem 2.1 parts (b) and (c) yield
respectively that (Sbj) 1Rd\Qj ≡ 0 and (Sβj) 1Rd\Q̂j ≡ 0. Thus everything
is reduced to the following
µ{x ∈ Rd \Ωλ : Sβ(x) > λ/2} ≤ 2
λ
∑
j
∫
Q̂j\Qj
|Sβj | dµ
=
2
λ
∑
j
|〈f〉Qj − 〈f〉Q̂j |
µ(Qj)
µ(Q̂j)
µ(Q̂j \Qj) ≤ 4
λ
∑
j
∫
Qj
|f | dµ ≤ 4
λ
‖f‖L1(µ).
All these ingredients allow one to conclude that S is of weak-type (1, 1).
Details are left to the reader
Finally, under the assumption that 0 < µ(I) < ∞ for all I ∈ D , we
consider the 1-dimensional Haar multipliers defined as
Tαf(x) =
∑
I∈D
αI〈f, hI〉hI(x), sup
I
|αI | <∞.
This operator is bounded on L2(µ) by orthonormality. A probabilistic point
of view, see Section 5.3, yields that Tα is a dyadic martingale transform and
therefore of weak-type (1, 1). Again, our new decomposition gives a proof
with a “harmonic analysis” flavor. We first observe that Tαbj(x) = 0 for
every x ∈ R \ Qj. Therefore, using Theorem 2.1 and proceeding as above
everything reduces to the following estimate
µ{x ∈ R : |Tαβ(x)| > λ/2} ≤ 2
λ
∑
j
|α
Îj
| ∣∣〈f〉Ij − 〈f〉Îj ∣∣
√
m(Îj)‖hÎj‖L1(µ)
≤ sup
I
|αI | 8
λ
∑
j
〈|f |〉Ijm(Îj) ≤ sup
I
|αI | 8
λ
‖f‖L1(µ),
where we have used (3.5) below, (3.2), (2.3) and that m(Îj) < µ(Ij) .
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3.2. The dyadic Hilbert transform. In this section we prove Theorem
2.5. Although the estimates for HD and H
∗
D
follow from Theorem 2.11 as
explained above, we believe that it is worth giving the argument: the proofs
for our toy models HD and H
∗
D
are much simpler and have motivated our
general result. We will skip, however, the last statement in the result since it
follows from Theorem 2.11, as explained in Example 2.17, and interpolation.
Before starting the proof we observe that by the orthonormality of the
system H we have
(3.4) ‖HDf‖2L2(µ) =
∑
I∈D
|〈f, h
Î
〉|2 ≤ 2‖f‖2L2(µ).
Thus, HD and H
∗
D
are bounded on L2(µ).
Proof of Theorem 2.5, part (i). We first prove the necessity of µ being m-
increasing. Take f = hI so that HDf = hI−−hI+. Using that hI is constant
on dyadic subintervals of I, (3.1) and thatHD is of weak-type (1, 1) we obtain
that µ is m-increasing:(√
m(I−) +
√
m(I+)
)
≈ ‖hI−‖L1(µ) + ‖hI+‖L1(µ)
≈ ‖HDhI‖L1,∞(µ) . ‖hI‖L1(µ) ≈
√
m(I).
Next we obtain that if µ is m-increasing then HD is of weak-type (1, 1). In
order to use Theorem 2.1, we shall assume that µ ∈M∞, that is, µ[0,∞) =
µ(−∞, 0) =∞. The general case will be considered in Section 3.4 below. Fix
λ > 0 and decompose f by means of the Calderón-Zygmund decomposition
in Theorem 2.1. Hence,
µ{x ∈ R : |HDf(x)| > λ} ≤ µ{x ∈ R : |HDg(x)| > λ/3}+ µ(Ωλ)
+ µ{x ∈ R \Ωλ : |HDb(x)| > λ/3}+ µ{x ∈ R : |HDβ(x)| > λ/3}
= S1 + S2 + S3 + S4.
Using the weak-type (1, 1) for MD , Theorem 2.1 part (a) and (3.4) it is
standard to check that S1 + S2 ≤ (C/λ)‖f‖L1(µ). Using that each bj has
vanishing integral and that hI is constant on each I± it is easy to see that
HDbj(x) = 0 whenever x ∈ R \ Ij and thus S3 = 0. To estimate S4 we first
observe that
(3.5) 〈βj , hI〉 = σ(Ij)(〈f〉Ij − 〈f〉Îj
)√
m(Îj) δÎj ,I
.
This can be easily obtained using that βj and hI have vanishing integrals;
that βj is supported on Îj and constant on each dyadic children of Îj; and
that hI is supported on I. Thus,
HDβj =
∑
I∈D
σ(I)〈βj , hÎ〉hI = (〈f〉Ij − 〈f〉Îj
)√
m(Îj) (hIj − hIb
j
),
where Ib = Î \ I ∈ D is the dyadic brother of I ∈ D . Using (3.2), (2.3), the
assumption that µ is m-increasing and the fact that m(Î ) ≤ µ(I) for every
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I ∈ D we conclude as desired
S4 ≤ 3
λ
∑
j
‖HDβj‖L1(µ) .
1
λ
∑
j
〈|f |〉Ijm(Îj) .
1
λ
∑
j
∫
Ij
|f | dµ ≤ 1
λ
‖f‖L1(µ).
This completes the proof of (i). 
Proof of Theorem 2.5, part (ii). Take f = hI so that H
∗
D
f = σ(I)h
Î
. As-
suming that H∗
D
is of weak-type (1, 1) we obtain by (3.1) that µ is m-
decreasing:
2
√
m(Î ) = ‖h
Î
‖L1(µ) ≈ ‖hÎ‖L1,∞(µ) = ‖H∗Df‖L1,∞(µ) . ‖hI‖L1(µ) ≈
√
m(I).
To prove the converse we proceed as above. We shall assume that µ ∈
M∞, the general case will be considered in Section 3.4 below. The estimates
for S1 and S2 are standard (since H
∗
D
is bounded on L2(µ)). For S3 we first
observe that if x ∈ R \ Ij
H∗Dbj(x)=
∑
I∈D
σ(I)〈bj , hI〉hÎ(x) = σ(Ij)〈bj , hIj 〉hÎj (x) = σ(Ij)〈f, hIj 〉hÎj (x).
We use this expression, (2.3) and that µ is m-decreasing:
S3 ≤ 3
λ
∑
j
∫
R\Ij
|H∗Dbj(x)| dµ(x) ≤
3
λ
∑
j
‖hIj‖L∞(µ)‖hÎj‖L1(µ)
∫
Ij
|f | dµ
≈ 1
λ
∑
j
√√√√m(Îj)
m(Ij)
∫
Ij
|f | dµ . 1
λ
∑
j
∫
Ij
|f | dµ ≤ 1
λ
‖f‖L1(µ).
To estimate S4 we use (3.5),
H∗Dβj =
∑
I∈D
σ(I)〈βj , hI〉hÎ = σ(Îj)σ(Ij)
(〈f〉Ij − 〈f〉Îj)
√
m(Îj)hI(2)
j
,
where we recall that I
(2)
j is the 2nd-dyadic ancestor of Ij . We use that µ is
m-decreasing and m(Î ) ≤ µ(I) to conclude that
S4 ≤ 3
λ
∑
j
‖H∗Dβj‖L1(µ) ≤
12
λ
∑
j
〈|f |〉Ij
√
m(Îj)m
(
I
(2)
j
)
.
1
λ
∑
j
〈|f |〉Ijm(Îj) .
1
λ
∑
j
∫
Ij
|f | dµ ≤ 1
λ
‖f‖L1(µ).
This completes the proof of (ii). 
Proof of Theorem 2.5, part (iii). If µ is m-increasing we can use (i) to in-
terpolate with the L2(µ) bound to conclude estimates on Lp(µ) for every
1 < p < 2. Conversely, we note that
(3.6) ‖hI‖Lp(µ) =
√
m(I)
(
1
µ(I−)p−1
+
1
µ(I+)p−1
) 1
p
≈ m(I) 12− 1p′ .
On the other hand, if we then assume that HD is bounded on L
p(µ) we
conclude that
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m(I−)
1
2
− 1
p′ +m(I+)
1
2
− 1
p′ ≈ ‖hI− − hI+‖Lp(µ) = ‖HDhI‖Lp(µ)
. ‖hI‖Lp(µ) ≈ m(I)
1
2
− 1
p′ .
This and the fact that 1 < p < 2 imply that µ is m-increasing. 
Proof of Theorem 2.5, part (iv). For H∗
D
we can proceed in the same way.
By interpolation and (ii), µ being m-decreasing gives boundedness on Lp(µ)
for 1 < p < 2. Conversely, if H∗
D
is bounded on Lp(µ) for some 1 < p < 2,
then
m(Î )
1
2
− 1
p′ ≈ ‖h
Î
‖Lp(µ) = ‖H∗DhI‖Lp(µ) . ‖hI‖Lp(µ) ≈ m(I)
1
2
− 1
p′ ,
and therefore µ is m-decreasing. 
3.3. Haar shift operators in higher dimensions. We first see that Xr,s
is a bounded operator on L2(µ). Following [15] or [16], we write
Xr,sf(x) =
∑
Q∈D
( ∑
R∈Dr(Q)
S∈Ds(Q)
αQR,S〈f, φR〉ψS(x)
)
=:
∑
Q∈D
AQf(x)
As observed before, Φ and Ψ are orthogonal systems. This implies
‖AQf‖2L2(µ) =
∑
S∈Ds(Q)
∣∣∣∣∣
〈
f,
∑
R∈Dr(Q)
αQR,SφR
〉∣∣∣∣∣
2
‖ψS‖2L2(µ)(3.7)
≤ ‖f‖2L2(µ)
∑
R∈Dr(Q)
S∈Ds(Q)
∣∣αQR,S∣∣2‖φR‖2L2(µ)
≤ 2(r+s)d ( sup
Q,R,S
∣∣αQR,S∣∣2)‖f‖2L2(µ).
For Q ∈ D and non-negative integer r, s, we write P rΦ,Q and P sΨ,Q for the
projections
P rΦ,Qf =
∑
R∈Dr(Q)
〈f, φR〉φR, P sΨ,Qf =
∑
S∈Ds(Q)
〈f, ψS〉ψS .
We then have
P sQ,ΨAQP
r
Q,Φf =
∑
R∈Dr(Q)
S∈Ds(Q)
〈AQ(φR), ψS〉 〈f, φR〉ψS
=
∑
R∈Dr(Q)
S∈Ds(Q)
‖φR‖2L2(µ)‖ψS‖2L2(µ)αQR,S〈f, φR〉ψS = AQf.
Fixed r and s, we notice that the projections P rΦ,Q are orthogonal on the
index Q and the same occurs with P sΨ,Q. Hence, by (3.7) and orthogonality
‖Xr,sf‖2L2(µ) =
∑
Q∈D
∥∥P sQ,ΨAQP rQ,Φf∥∥2L2(µ) ≤ C ∑
Q∈D
∥∥P rQ,Φf∥∥2L2(µ)
≤ C
∑
Q∈D
∑
R∈Dr(Q)
∣∣〈f, φR〉∣∣2 ≤ C ‖f‖2L2(µ),
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and this shows that Xr,s is bounded on L
2(µ).
Proof of Theorem 2.11. We first show that Ξ(Φ,Ψ; r, s) < ∞ implies that
Xr,s is of weak-type (1, 1). We shall assume that µ ∈M∞ and the general
case will be considered in Section 3.4 below. Let λ > 0 be fixed and perform
the Calderón-Zygmund decomposition in Theorem 2.1. Then,
µ{x ∈ Rd : |Xr,sf(x)| > λ} ≤ µ{x ∈ Rd : |Xr,sg(x)| > λ/3}+ µ(Ωλ)
+ µ{x ∈ Rd \Ωλ : |Xr,sb(x)| > λ/3}
+ µ{x ∈ Rd : |Xr,sβ(x)| > λ/3}
= S1 + S2 + S3 + S4.
Using the weak-type (1, 1) for MD , Theorem 2.1 part (a) and that Xr,s is
bounded on L2(µ) it is standard to check that
S1 + S2 ≤ Cr,s
λ
‖f‖L1(µ).
We next consider S3. Let x ∈ Rd \Qj and observe that
(3.8) |Xr,sbj(x)| ≤ sup
Q,R,S
|αQR,S |
∑
Q∈D
∑
R∈Dr(Q)
S∈Ds(Q)
∣∣〈bj , φR〉∣∣ |ψS(x)|
.
∑
Qj(Q⊂Q
(r)
j
∑
R∈Dr(Q),R⊂Qj
S∈Ds(Q)
∣∣〈bj , φR〉∣∣ |ψS(x)|.
In the last inequality we have used that each non-vanishing term leads to
Qj ( Q ⊂ Q(r)j and R ⊂ Qj since φR is supported in R and constant on the
children of R, bj is supported in Qj and has vanishing integral, and ψS is
supported in S. This, Chebyshev’s inequality and Theorem 2.1 imply
S3 ≤ 3
λ
∑
j
∫
Rd\Qj
|Xr,sbj| dµ
.
1
λ
∑
j
∑
Qj(Q⊂Q
(r)
j
∑
R∈Dr(Q),R⊂Qj
S∈Ds(Q)
‖bj‖L1(µ) ‖φR‖L∞(µ)‖ψS‖L1(µ)
≤ 2
(r+s) d r
λ
Ξ(Φ,Ψ; r, s)
∑
j
‖bj‖L1(µ) ≤
Cr,s
λ
‖f‖L1(µ).
We finally estimate S4. Let us observe that βj and φR have vanishing
integral. Besides, βj is supported in Q̂j and constant on each dyadic child
of Q̂j , and φR is supported in R and constant on each dyadic child of R. All
these imply that 〈βj , φR〉 = 0 unless R = Q̂j . Then,
(3.9) |Xr,sβj(x)| ≤ sup
Q,R,S
|αQR,S |
∑
S∈Ds(Q
(r+1)
j
)
∣∣〈βj , φQ̂j〉∣∣ |ψS(x)|
. ‖βj‖L1(µ)
∑
S∈Ds(Q
(r+1)
j
)
‖φ
Q̂j
‖L∞(µ) |ψS(x)|.
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Therefore, Chebyshev’s inequality and Theorem 2.1 imply
S4 ≤ 3
λ
∑
j
‖Xr,sβj‖L1(µ)
.
1
λ
∑
j
‖βj‖L1(µ)
∑
S∈Ds(Q
(r+1)
j
)
‖φ
Q̂j
‖L∞(µ)‖ψS‖L1(µ)
≤ 2
sd
λ
Ξ(Φ,Ψ; r, s)
∑
j
‖βj‖L1(µ) ≤
Cr,s
λ
‖f‖L1(µ).
Gathering the obtained estimates this part of the proof is complete.
We now turn to the converse, that is, we show that if a non-degenerate
Haar shift Xr,s is of weak-type (1, 1) then Ξ(Φ,Ψ; r, s) < ∞. For every
Q ∈ DΦ, we pick Q∞ ∈ D1(Q) such that φQ (which we recall that is constant
on the dyadic children of Q) attains its maximum in Q∞. Define
ϕ˜Q(x) =
(
ϕQ(x)− 〈ϕQ〉Q
)
1Q(x), ϕQ(x) = sgn
(
φQ(x)
)1Q∞(x)
µ(Q∞)
,
where sgn(t) = t/|t| if t 6= 0 and sgn(0) = 0. We note that by construction
ϕ˜Q is supported on Q, constant on dyadic children of Q and has vanishing
integral. These imply that 〈ϕ˜Q, φR〉 = 0 if Q 6= R. Also,
〈ϕ˜Q, φQ〉 = 〈ϕQ, φQ〉 = 1
µ(Q∞)
∫
Q∞
|φQ(x)| dµ(x) = ‖φQ‖L∞(µ),
where we have used that φQ has vanishing integral and is constant on the
dyadic children of Q. On the other hand,
‖ϕ˜Q‖L1(µ) ≤ 2
∫
Q
|ϕQ(x)| dµ(x) = 2.
Let us now obtain that Ξ(Φ,Ψ; r, s) <∞. In the definition of Ξ(Φ,Ψ; r, s)
we may clearly assume that R ∈ DΦ and S ∈ DΨ. Thus, we fix Q0 ∈ D ,
R0 ∈ Dr(Q0) and S0 ∈ Ds(Q0) with ‖φR0‖L2(µ) = 1 and ‖ψS0‖L2(µ) = 1. We
use the properties of the function ϕ˜R0 just defined and the non-degeneracy
of Xr,s to obtain that for every x ∈ Rd
|Xr,sϕ˜R0(x)| =
∣∣∣ ∑
Q∈D
∑
R∈Dr(Q)
S∈Ds(Q)
αQR,S 〈ϕ˜R0 , φR〉ψS(x)
∣∣∣
= ‖φR0‖L∞(µ)
∣∣∣ ∑
S∈Ds(Q0)
αQ0R0,SψS(x)
∣∣∣ ≥ inf
Q,R,S
|αQR,S | ‖φR0‖L∞(µ) |ψS0(x)|,
where we have used that Ds(Q0) is comprised of pairwise disjoint cubes.
Using that Xr,s is of weak-type (1, 1) and that ψS0 is constant on dyadic
children of S0, and (3.1) we obtain
‖φR0‖L∞(µ) ‖ψS0‖L1(µ) ≈
∥∥‖φR0‖L∞(µ) ψS0∥∥L1,∞(µ)
. ‖Xr,sϕ˜R0‖L1,∞(µ) . ‖ϕ˜R0‖L1(µ) ≤ 2.
This immediately implies that Ξ(Φ,Ψ; r, s) <∞. 
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Remark 3.10. From the previous proof and a standard homogeneity argu-
ment on the parameter ‖Xr,s‖L2(µ)→L2(µ) we obtain that, under the condi-
tions of Theorem 2.11,
‖Xr,s‖L1(µ)→L1,∞(µ)≤ C0
(‖Xr,s‖L2(µ)→L2(µ)
+ 2s d (r 2r d + 1)Ξ(Φ,Ψ; r, s) sup
Q,R,S
|αQR,S |
)
,
where C0 is a universal constant (independent of the dimension, for instance,
in the previous argument one can safely take C0 ≤ 217.)
Remark 3.11. One can obtain an analog of Theorem 2.5 parts (iii), (iv)
for non-degenerate Haar shift operators defined in terms of 2-value Haar
systems Φ and Ψ. To be more precise, let Xr,s be a non-degenerate Haar
shift of complexity (r, s) associated to two 2-value generalized Haar systems.
If Xr,s is of weak-type (p, p) for some 1 < p < 2 then Ξ(Φ,Ψ; r, s) < ∞.
The proof is very similar to what we did for the dyadic Hilbert transform.
Fix Q0 ∈ D , R0 ∈ Dr(Q0), S0 ∈ Ds(Q0). Then, using that the cubes in
Ds(Q0) are pairwise disjoint,
|Xr,sφR0(x)| =
∣∣∣ ∑
Q∈D
∑
R∈Dr(Q)
S∈Ds(Q)
αQR,S δR0,R ψS(x)
∣∣∣
=
∣∣∣ ∑
S∈Ds(Q0)
αQ0R0,SψS(x)
∣∣∣ ≥ inf
Q,R,S
|αQR,S | |ψS0(x)|.
Using that Xr,s is of weak-type (p, p) and that ψS0 is constant on dyadic
children of S0 we obtain
‖ψS0‖Lp(µ) . ‖Xr,sφR0‖Lp,∞(µ) . ‖φR0‖Lp(µ).
Also, by (2.9), (2.10) and proceeding as in (3.6) we obtain
‖ψS0‖
1− 2
p′
L1(µ) ≈ mΨ(S0)
1
2
− 1
p′ ≈ ‖ψS0‖Lp(µ)
. ‖φR0‖Lp(µ) ≈ mΦ(R0)
1
2
− 1
p′ ≈ ‖φR0‖
−(1− 2
p′
)
L∞(µ) .
This easily implies that Ξ(Φ,Ψ; r, s) <∞.
3.4. The case µ ∈ M \ M∞. The Calderón-Zygmund decomposition in
Theorem 2.1 has been obtained under the assumption that every d-dimen-
sional quadrant has infinite µ-measure, µ ∈M∞ in the language of Section
3.1. Also, Theorems 2.5 and 2.11 have been proved under this assumption.
Here we discuss how to remove this constraint and work with arbitrary
measures in M.
Due to the nature of the standard dyadic grid, Rd splits naturally in 2d
components each of them being a d-dimensional quadrant. Let Rdk, 1 ≤ k ≤
2d, denote the d-dimensional quadrants in Rd: that is, the sets R±×· · ·×R±
where R+ = [0,∞) and R− = (−∞, 0). Let Dk be the collection of dyadic
cubes contained in Rdk. We set
MDkf(x) = sup
x∈Q∈Dk
1
|Q|
∫
Q
|f(y)| dµ(y) =MD
(
f 1Rd
k
)
(x) 1Rd
k
(x).
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Hence, given a function f we have that
f(x) =
2d∑
k=1
f(x) 1Rd
k
(x), MDf(x) =
2d∑
k=1
MDkf(x) 1Rd
k
(x),
and in each sum there is at most only one non-zero term. Because of this
decomposition, to extend our results it will suffice to assume that f is sup-
ported in some Rdk and obtain the corresponding decompositions and esti-
mates in Rdk.
Notice that if f is supported in Rdk, MDf = MDkf and this function is
supported in Rdk. In particular, for any λ > 0,
Ωλ = {x ∈ Rd :MDf(x) > λ} = {x ∈ Rdk :MDkf(x) > λ},
and so any decomposition of this set will consist of cubes in Dk. We modify
our notation and define 〈f〉Rd
k
= 1
µ(Rd
k
)
∫
Rd
k
f dµ if µ(Rdk) <∞ and 〈f〉Rd
k
= 0
if µ(Rdk) =∞.
The following result is the analog of Theorem 2.1.
Theorem 3.12. Given 1 ≤ k ≤ 2d, µ ∈ M and f ∈ L1(µ) with supp f ⊂
Rdk, so that for every λ > 〈|f |〉Rd
k
there exists a covering of Ωλ = {MDf > λ}
by maximal dyadic cubes {Qj}j ⊂ Dk. Then, we may find a decomposition
f = g + b+ β with g, b and β as defined in Theorem 2.1 and satisfying the
very same properties.
Proof. If µ(Rdk) = ∞, then the proof given above goes through without
change. If µ(Rdk) <∞, then in the notation used above, 〈|f |〉Q → 〈|f |〉Rd
k
< λ
as ℓ(Q) → ∞ for Q ∈ Dk. Hence, if Q ∈ Dk is such that 〈|f |〉Q > λ, then
Q must be contained in a maximal cube with the same property. Hence, we
can easily form the collection of maximal cubes {Qj}j ⊂ Dk. We observe
that this covering gives the right estimate for the level sets of MDf =MDkf
if λ > 〈|f |〉Rd
k
. For 0 < λ ≤ 〈|f |〉Rd
k
we immediately have
µ(Ωλ) ≤ µ(Rdk) ≤
1
λ
∫
Rd
k
|f(x)| dµ(x).
These in turn imply that MDj is of weak-type (1, 1). From here we repeat
the arguments in the proof Theorem 2.1 to complete the proof without
change. 
Proof of Theorems 2.5 and 2.11 for µ ∈M. We obtain the weak-type (1, 1)
estimate for Xr,s, the arguments for HD and H
∗
D
are identical.
Suppose first that suppf ⊂ Rdk with 1 ≤ k ≤ 2d. If µ(Rdk) = ∞, then
the arguments above go through without change. Assume otherwise that
µ(Rdk) < ∞. If λ > 〈|f |〉Rd
k
then we repeat the same proof using Theorem
3.12 in place of Theorem 2.1. If 0 < λ ≤ 〈|f |〉Rd
k
we cannot form the
Calderón-Zygmund decomposition. Nevertheless, the estimate is immediate
after observing that by construction Xr,sf is supported in R
d
k since so is f .
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Then,
µ({x ∈ Rd : |Xr,sf(x)| > λ}) ≤ µ(Rdk) ≤
1
λ
∫
Rd
k
|f(x)| dµ(x).
To prove the weak-type estimate in the general case, fix f and write
f =
∑2d
k=1 f 1Rd
k
. By construction we then have
Xr,sf(x) =
2d∑
k=1
Xr,s(f 1Rd
k
)(x) 1Rd
k
(x).
Therefore, by the above argument applied to each Rdk, we conclude as desired
µ({x ∈ Rd : |Xr,sf(x)| > λ}) =
2d∑
k=1
µ({x ∈ Rdk : |Xr,s(f 1Rd
k
)(x)| > λ})
.
1
λ
2d∑
k=1
∫
Rd
k
|f(x)| dµ(x) = 1
λ
∫
Rd
|f(x)| dµ(x).

Remark 3.13. As explained above, the standard dyadic grid splits Rd in 2d
components, each of them being a d-dimensional quadrant. These compo-
nents are defined with respect to the property that if a given cube is in a
fixed component, all of its relatives (ascendants and descendants) remain
in the same component. This connectivity property depends on the dyadic
grid chosen, and one can find other dyadic grids with other number of com-
ponents. Let us work for simplicity in R and suppose that we want to find
dyadic grids “generated” by I0 = [0, 1). We need to give the ascendants of I0,
say Ik, k ≤ −1. Once we have them, we translate each Ik by j 2−k with j ∈ Z
and these define the cubes of the fixed generation 2−k for k ≤ 0. The small
cubes are obtained by subdivision. Hence, in the present scenario, we only
need to define the Ik’s. Let us start by finding the parent of I0: we just have
two choices [0, 2) or [−1, 1), and once we choose one, which we call I−1, we
need to pass to the next level and decide which is the parent of I−1, for which
again we have two choices. Continuing this we have a sequence of cubes Ik,
k ≤ 0, which determines the dyadic grid. In the classical dyadic grid one al-
ways choose the parent of Ik “to the right”, that is, so that Ik is the left half
of Ik−1. This eventually gives two components. One way to obtain a dyadic
grid with one component is to alternatively take parents “to the left” and
“to the right”. That is, if we take I0 = [0, 1), I−1 = [−1, 1), I−2 = [−1, 3),
I−3 = [−5, 3), . . . . we obtain one component. More precisely, take the fam-
ily of intervals Ik = [0, 2
−k) for k ≥ 0 and for k ≤ −1 let Ik = [ak − 2−k, ak)
with ak = (2
−k + 1)/3 if −k is odd and ak = (2−k+1 + 1)/3 if −k is even.
Notice that {Ik}k∈Z is a decreasing family of intervals of dyadic side-length.
Notice that each Ik is one of the halves of Ik−1. Using Ik we generate the
dyadic cubes of generation 2−k by taking the intervals Ij,k = j 2
−k+ Ik with
j ∈ Z. Finally we set D˜ = {Ij,k : j, k ∈ Z}. This is clearly a dyadic grid
in R. Let us observe that ak → ∞ and ak − 2−k → −∞ as k → −∞ and
therefore Ik ր R as k → −∞. This means that this dyadic grid induces
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just one component (in the sense described above) since for any I1, I2 ∈ D˜
we can find a large k such that both I1 and I2 are contained in I−k ∈ D˜ .
We finally observe that the dyadic grids with one component occur more
often than those with two, as the classical dyadic grid. Indeed, if at each
generation we select randomly the parent (among the possibilities “to the
left” and “to the right”), the probability of ending with a system with one
component is 1.
4. Examples of measures and Haar systems
4.1. The 1-dimensional case. As we have seen above the 1-dimensional
case is somehow special since the Haar system is “uniquely” determined.
Let us work with the measures in Theorem 2.5, that is, µ is a Borel measure
in R with 0 < µ(I) < ∞ for every I ∈ D . As we have seen in that re-
sult, m-increasing, m-decreasing and m-equilibrated measures are the ones
governing the boundedness of HD , H
∗
D
and Haar shift operators. We are
going to describe some examples of non-standard measures satisfying those
conditions.
We can easily obtain examples of m-equilibrated measures. Let µ be a
dyadically doubling measure, i.e., µ(Î ) . µ(I) for all I ∈ D where Î is the
dyadic parent of I. Then, m(I) ≈ µ(I) and clearly µ is m-equilibrated. This
applies straightforwardly to the Lebesgue measure.
We next construct some measures that are m-increasing, m-decreasing or
m-equilibrated without being dyadically doubling or of polynomial growth.
Set dν = dx1R\[0,1) + dµ, where µ is a measure supported on the interval
[0, 1) defined as follows. Let {Ik}k≥0 be the decreasing sequence of dyadic
intervals Ik = [0, 2
−k) and let {ak}k≥1 be such that 0 < ak < 1 and a1 = 1/2.
Set bk = 1− ak. Define µ recursively by setting µ(I0) = 1 and
(4.1) µ(Ik) = akµ(Îk) = akµ(Ik−1) and µ(I
b
k) = bkµ(Îk) = bkµ(Ik−1) ,
for k ≥ 1, where we recall that Ibk = [2−k, 2−k+1) is the dyadic brother of Ik.
On Ibk, µ is taken to be uniform, i.e., µ(J) = µ(I
b
k) |J |/|Ibk| for any J ∈ D ,
J ⊂ Ibk. We illustrate this procedure in Figure 1.
By construction, if I ∩ I0 = Ø or I0 ⊂ I we have
m(I)
m(Î )
=
|I|/4
|Î|/4 =
1
2
Also, if I ∈ D and Î ⊂ Ibk for some k ≥ 1 then
m(I)
m(Î )
=
µ(Ib
k
) |I|
4 |Ib
k
|
µ(Ib
k
) |Î|
4 |Ib
k
|
=
1
2
In the remainder cases we always have that Î = Îk for some k ≥ 1 and I is
either Ik or I
b
k. Note that by (4.1) we get
m(Ibk) =
µ
(
(Ibk)−
)
µ
(
(Ibk)+
)
µ(Ibk)
=
µ(Ibk)
4
=
1
4
bk µ(Îk),
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...
Figure 1. Construction of µ
m(Ik) =
µ
(
(Ik)−
)
µ
(
(Ik)+
)
µ(Ik)
=
µ(Ik+1)µ(I
b
k+1)
µ(Ik)
= ak+1 bk+1 ak µ(Îk),
m(Îk) =
µ(Ik)µ(I
b
k)
µ(Îk)
= ak bk µ(Îk).
Hence,
(4.2)
m(Ik)
m(Îk)
=
ak+1bk+1
bk
and
m(Ibk)
m(Îk)
=
1
4ak
.
We now proceed to study the previous ratios associated to measures
given by particular choices of the defining sequences {ak}k and {bk}k. We
shall construct three non-dyadically doubling and of non-polynomial growth
measures. In the first example µ is m-equilibrated, in the second µ is m-
increasing and is not m-decreasing, in the third µ is m-decreasing and is not
m-increasing. Finally, in the last example we give a measure µ which is of
polynomial growth but is neither dyadically doubling, nor m-increasing, nor
m-decreasing.
(a) Let bk =
1
k for k ≥ 2. The measure µ is non-dyadically doubling
since by (4.1), if k ≥ 2
µ(Îk)
µ(Ibk)
=
1
bk
= k −→
k→∞
∞.
From substituting ak and bk in (4.2) we get that,
m(Ik)
m(Îk)
=
(
1− 1
k + 1
) k
k + 1
,
m(Ibk)
m(Îk)
=
1
4
(
1− 1k
) .
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Both sequences are bounded from above and from below, which implies
that µ is m-equilibrated. Besides, for 0 < t <∞
µ(Ik)
|Ik|t =
a1 . . . ak
2−kt
=
1
2
2kt
k
−→
k→∞
∞.
Thus, µ does not have polynomial growth.
(b) Set bk = 2
−k2 . In this case µ is non-dyadically doubling, since by
(4.1)
µ(Îk)
µ(Ibk)
= 2k
2 −→
k→∞
∞.
Since 12 ≤ ak < 1, by (4.2) we get that m(Îk) ≈ m(Ibk). However,
4 <
m(Îk)
m(Ik)
=
2−k
2(
1− 2−(k+1)2)2−(k+1)2 −→k→∞∞.
Thus, µ is m-increasing but is not m-decreasing. Notice that for
t > 1,
µ(Ik)
|Ik|t =
a1 . . . ak
2−kt
= 2kt
k∏
j=1
(
1− 2−j2) ≥ 2kt(1− 1
2
)k
= 2k(t−1) −→
k→∞
∞.
For 0 < t ≤ 1, let n and m be positive integers such that 1n+1 < t ≤ 1n
and k = 2(n + 1)m. Then, 2kt > 22m and
µ(Ik)
|Ik|t
≥
(
2m
m∏
j=1
(
1− 2−j2)) · (2m k∏
j=m+1
(
1− 2−j2)) ≥ 2m k∏
j=m+1
(
1− 2−j2)
≥ 2m(1− 2−m2)k−m = (2(1− 2−m2)(2(n+1)−1))m −→
m→∞
∞
Thus, µ does not have polynomial growth.
(c) Let n ∈ N and set f(n) = n(n+1)2 . For k ≥ 2 define
bk =
1
2
1
k − f(n− 1) ,
where n ≥ 2 is such that f(n−1) < k ≤ f(n). Fix n ≥ 2 and f(n−1) <
k ≤ f(n). Then k = f(n − 1) + r, with 1 ≤ r ≤ f(n)− f(n − 1) = n
and bk = 1/(2r). Hence,
1
2n
≤ bk ≤ 1
2
.
and lim infk→∞ bk = 0. By (4.1) this choice of bk defines a non-
doubling measure. Since 12 ≤ ak < 1, by (4.2) we get that m(Îk) ≈
m(Ibk) for every k. On the other hand,
bk+1
bk
=

k − f(n− 1)
k + 1− f(n− 1) =
r
r + 1
≈ 1, if k < f(n);
k − f(n− 1)
k + 1− f(n) = n→∞, if k = f(n).
Hence, by (4.2) µ is not m-increasing. However, µ is m-decreasing
since bk/bk+1 ≤ 2.
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We finally see that µ has no polynomial growth. We start with the
case t > 1. For s, j ≥ 2 such that f(s − 1) < j = f(s − 1) + r ≤ f(s)
with 1 ≤ r ≤ s, we have that aj = 2r−12r . Then, if k = f(n)
µ(Ik)
|Ik|t
=
a1 . . . ak
2−kt
= 2kt
n∏
s=1
s∏
r=1
2r − 1
2r
= 2k(t−1)
n∏
s=1
s∏
r=1
2r − 1
r
≥ 2k(t−1)
= 2f(n) (t−1) −→
n→∞
∞.
Consider now 0 < t ≤ 1 and let m ≥ 2 be the unique integer such
that 2f(m) < t ≤ 2f(m−1) . Let k = f(n) with n large enough so that
k ≥ f(m)2. Then 2kt ≥ 22f(m) and
µ(Ik)
|Ik|t
≥
(
2f(m)
m∏
s=1
s∏
r=1
2r − 1
2r
)
·
(
2f(m)
n∏
s=m+1
s∏
r=1
2r − 1
2r
)
≥ 2f(m)
n∏
s=m+1
s∏
r=1
2r − 1
2r
= 2f(m)
n∏
s=m+1
(2s)!
22s(s!)2
= 2f(m)2−2(f(n)−f(m))
n∏
s=m+1
(2s)!
(s!)2
≥ 2f(m)2−2(f(n)−f(m))23(f(n)−f(m)) = 2f(n) −→
n→∞
∞,
where in the last inequality we have used that (2s)!/(s!)2 is increas-
ing and therefore bounded from below by 8. Thus, µ does not have
polynomial growth.
(d) Let b2 = b3 = 1/2, and for every k ≥ 2, b2k = 1/k, b2k+1 = 1 − 1/k.
The measure µ is non-dyadically doubling since by (4.1), if k ≥ 2,
then
µ(Î2k)
µ(Ib2k)
=
1
b2k
= k −→
k→∞
∞.
From substituting ak and bk in (4.2) we get that,
m(Ib2k+1)
m(Î2k+1)
=
1
4a2k+1
=
k
4
−→
k→∞
∞,
which implies that µ is not m-increasing. Also,
m(Î2k+1)
m(I2k+1)
=
b2k+1
a2(k+1) b2(k+1)
=
(k + 1)2 (k − 1)
k2
−→
k→∞
∞,
which implies that µ is not m-decreasing.
We finally see that µ has linear growth, that is, µ(I)/|I| ≤ C for
every I. We first notice that it suffices to consider I ∈ D since any
arbitrary interval J can be covered by a bounded number of I ∈ D
with |I| ≈ |J |. Let us now fix I ∈ D . The cases I ∩ [0, 1) = Ø or
[0, 1) ⊂ I are trivial since µ(I) = |I|. Suppose next that I ( [0, 1).
Then, either I = Ik or I ⊂ Ibk for some k ≥ 1. In the latter scenario we
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have that by construction µ(I)/|I| = µ(Ibk)/|Ibk|, therefore we only have
to consider I = Ik or I = I
b
k for k large. Let us fix k ≥ 6. Notice that
µ(Ibk)
|Ibk|
=
µ(Ik)
|Ik|
bk
ak
=
µ(Ik−1)
|Ik−1| 2 bk.
Thus,
µ(Ib2k)
|Ib2k|
=
µ(I2k)
|I2k|
b2k
a2k
≤ µ(I2k)|I2k| ,
µ(Ib2k+1)
|Ib2k+1|
=
µ(I2k)
|I2k| 2 b2k+1 ≤ 2
µ(I2k)
|I2k| .
Additionally,
µ(I2k+1)
|I2k+1|
=
µ(I2k)
|I2k|
2 a2k+1 ≤ 2 µ(I2k)|I2k|
.
All these together show that it suffices to bound µ(I2k)/|I2k| for k ≥ 3.
Let k ≥ 3, then we obtain as desired
µ(I2k) =
2k∏
j=1
aj = 2
−3
( k∏
j=2
a2j
) ( k−1∏
j=2
a2j+1
)
= 2−3
1
k!
≤ 4
3
2−2k =
4
3
|I2k|.
4.2. The higher dimensional case: specific Haar system construc-
tions. As we have shown in Theorem 2.11, the weak-type (1, 1) estimate for
Haar shifts is governed by the finiteness of the quantities Ξ(Φ,Ψ; r, s). In
the 1-dimensional case, these can be written only in terms of the measure µ
since the Haar system H is “unique” (see Remark 2.8). However in higher
dimensions we have different choices of the Haar system and each of them
may lead to a different condition. Therefore, before getting into that let us
construct some specific Haar systems.
Among the µ-Haar systems in higher dimensions, two of them are rela-
tively easy to construct: Wilson’s Haar system and Mitrea’s Haar system
[26], [10], [5], [19], [17]. Following [12], we present a simplified way of ob-
taining this two µ-Haar systems for measures µ ∈M.
To construct Wilson’s Haar system, start with some enumeration (Qj)
2d
j=1
of the dyadic children of Q and build a dyadic (or logarithmic) partition tree
on it. The partition is given as follows: set W0(Q) = {{1, 2, . . . , 2d}} and
let W1(Q) = {{1, . . . , 2d−1}, {2d−1 + 1, . . . , 2d}}. Proceed recursively to get
the partition Wk(Q), obtained upon halving the elements of Wk−1(Q) and
ending up with Wd(Q) = {{1}, {2}, . . . , {2d}}. Set
EωQ =
⋃
j∈ω
Qj with ω ∈ W (Q) =
d−1⋃
k=0
Wk(Q).
We are going to see that the family of sets {EωQ}ω∈W (Q) behaves like a
1-dimensional dyadic grid. Form construction, any ω ∈ Wk−1(Q), 1 ≤ k ≤ d,
has two disjoint children ω−, ω+ ∈ Wk(Q) such that ω = ω− ∪ ω+. Thus,
following the notation of the 1-dimensional case, we write (EωQ)− = E
ω−
Q
and (EωQ)+ = E
ω+
Q . Note that these two sets are disjoint and E
ω
Q = (E
ω
Q)−∪
(EωQ)+. We call (E
ω
Q)− and (E
ω
Q)+ the dyadic children of E
ω
Q. Besides, for
every ω ∈ Wk(Q), 1 ≤ k ≤ d, there exists a unique ω̂ ∈ Wk−1(Q) such that
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ω̂ ⊃ ω and thus EωQ ⊂ ÊωQ = Eω̂Q. We call ÊωQ the dyadic parent of EωQ.
Moreover, EωQ and E
ω′
Q are either disjoint or one is contained in the other.
We define the Haar functions adapted to the family of sets {EωQ}ω∈W (Q):
for every ω ∈ W (Q) we set
hωQ =
√
m(EwQ)
(
1(Eω
Q
)−
µ((EωQ)−)
−
1(Eω
Q
)+
µ((EωQ)+)
)
,
where
m(EωQ) =
µ((EωQ)−)µ((E
ω
Q)+)
µ(EωQ)
=
(
1
µ((EωQ)−)
+
1
µ((EωQ)+)
)−1
≈ min {µ((EωQ)−), µ((EωQ)+)}.
Note that this makes sense provided µ((EωQ)−)µ((E
ω
Q)+) > 0. For otherwise,
we set hωQ ≡ 0.
Note that for a fixed Q ∈ D and ω ∈ W (Q), one can easily verify that
hωQ satisfies the properties (a)–(d) in Definition 2.7. Let us further observe
that hωQ is orthogonal to h
ω′
Q for ω 6= ω′. We would like to emphasize that
here we have 2d−1 generalized Haar functions associated to each Q (one for
each ω ∈ W (Q)). In this way, if for every Q we pick ωQ ∈ W (Q), we have
that {hωQQ }Q∈D is a 2-value generalized Haar system in Rd (see Definition
2.7 and Remark 2.8) and therefore standard (see (2.12)).
Mitrea’s Haar system is constructed in the following way. Let us fix an
enumeration (Qj)
2d
j=1 of the dyadic children of Q. For every 2 ≤ j ≤ 2d we
set Q˜j = ∪2dk=jQk. We define Mitrea’s Haar system as follows: for every
1 ≤ j ≤ 2d − 1 we set
HjQ =
√
m(Qj)
(
1Qj
µ(Qj)
−
1
Q˜j+1
µ(Q˜j+1)
)
,
where
m(Qj) =
µ(Qj)µ(Q˜j+1)
µ(Q˜j)
=
(
1
µ(Qj)
+
1
µ(Q˜j+1)
)−1
≈ min{µ(Qj), µ(Q˜j+1)}.
This definition makes sense provided µ(Qj)µ(Q˜j+1) > 0. For otherwise, we
set HjQ ≡ 0.
Again, for a fixed 1 ≤ j ≤ 2d − 1 and Q ∈ D , one can easily verify that
HjQ satisfies the properties (a)–(d) in Definition 2.7 and also that H
j
Q is
orthogonal to Hj
′
Q for j 6= j′. As before, we have 2d − 1 generalized Haar
functions associated to each Q (one for each j). Hence, if for every Q we pick
jQ, 1 ≤ jQ ≤ 2d − 1, we have that {HjQQ }Q∈D is a 2-value generalized Haar
system in Rd (see Definition 2.7 and Remark 2.8) and therefore standard
(see (2.12)).
We finally present another way to construct Haar systems in the spirit of
the wavelet construction. For this example, we assume that µ is a product
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measure, that is, µ = µ1 × · · · × µd where µ1, . . . , µd are Borel measures in
R satisfying µj(I) <∞ for every I ∈ D . We will use the following notation,
given Q ∈ D(Rd) we have that Q = IQ1 × · · · × IQd with IQj ∈ D(R). Hence,
µ(Q) =
∏d
j=1 µj(I
Q
j ). Associated to each µj we consider a µj-generalized
Haar system Φj = {φ1j,I}I∈D(R). For every I ∈ D(R) with µj(I) > 0 we
set φ0j,I = 1I/µj(I)
1
2 and φ0j,I ≡ 0 otherwise. For every ǫ = (ǫ1, . . . , ǫd) ∈
{0, 1}d \ {0}d and Q ∈ D(Rd) we define
φǫQ(x) =
d∏
j=1
φ
ǫj
j,IQ
j
(xj).
We have that each φǫQ satisfies the properties (a)–(d) in Definition 2.7 and
also that φǫQ is orthogonal to φ
ǫ′
Q for ǫ 6= ǫ′. Hence, if for every Q we pick ǫQ,
as above, we have that {φǫQQ }Q∈D is a generalized Haar system in Rd, see
Definition 2.7. Note that Remark 2.8 says each Φj is a 2-value generalized
Haar system in R. However, unless some further condition is imposed in
each measure µj, one has that φ
ǫ
Q may take more than 2 non-vanishing
values (this is quite easy if we take ǫ = {1}d). Nevertheless, if Q ∈ DΦ then
‖φǫQ‖L1(µ) =
d∏
j=1
‖φǫj
j,IQ
j
‖L1(µj ), ‖φǫQ‖L∞(µ) =
d∏
j=1
‖φǫj
j,IQ
j
‖L∞(µj).
Let mj(I) = µj(I−)µj(I+)/µj(I) for I ∈ DΦj . Then we have that, for every
I ∈ DΦj ,
‖φ0j,I‖L1(µj) =
√
µj(I), ‖φ0j,I‖L∞(µj ) =
1√
µj(I)
,
and, as in 2.3,
‖φ1j,I‖L1(µj) = 2
√
mj(I), ‖φ1j,I‖L∞(µj) ≈
1√
mj(I)
.
Thus, despite the fact that Φ is not a 2-value generalized Haar system in
general, we obtain that Φ is standard.
To conclude this section we observe that although the generalized Haar
systems we have constructed above are all standard, this is not the case in
general. We work in R2 and for k ≥ 2 we let Qk = [k, k + 1) × [k, k + 1).
Fix an enumeration Q1k, Q
2
k, Q
3
k, Q
4
k of the dyadic children of Qk. Define
F (x) ≡ 1 if x /∈ ∪k≥2Qk and elsewhere
F (x) =
∞∑
k=2
( 4
k2
(
1Q1
k
(x) + 1Q2
k
(x)
)
+
2(k2 − 2)
k2
(
1Q3
k
(x) + 1Q4
k
(x)
))
.
We consider dµ(x) = F (x) dx which is a Borel measure such that 0 < µ(Q) <
∞ for every Q ∈ D . By construction we have
µ(Q1k) = µ(Q
2
k) =
1
k2
, µ(Q3k) = µ(Q
4
k) =
k2 − 2
2k2
, µ(Qk) = 1.
Next we consider the system Φ = {φQk}k≥2 with
DYADIC HARMONIC ANALYSIS BEYOND DOUBLING MEASURES 31
φQk =
1
2k
( 1Q1
k
µ(Q1k)
−
1Q2
k
µ(Q2k)
)
+
√
k2 − 2
8 k2
( 1Q3
k
µ(Q3k)
−
1Q4
k
µ(Q4k)
)
=
k
2
(
1Q1
k
− 1Q2
k
)
+
√
k2
2 (k2 − 2)
(
1Q3
k
− 1Q4
k
)
.
By construction each φQk satisfies (a)–(d) in Definition 2.7 where we observe
that in (d) we have ‖φQk‖L2(µ) = 1. Thus, Φ is a generalized Haar system
in R2. On the other hand,
‖φQk‖L1(µ)‖φQk‖L∞(µ) =
(
1
k
+
√
k2 − 2
2 k2
)
max
{
k
2
,
√
k2
2 (k2 − 2)
}
≥
√
k2 − 2
2 k2
k
2
=
√
k2 − 2
2
√
2
−→
k→∞
∞.
Therefore, Φ is not standard. We note that in view of Example 2.14 we have
that the Haar multiplier
(4.3) Tǫf =
∑
Q∈D
ǫQ 〈f, φQ〉φQ, ǫQ = ±1
is not of weak-type (1, 1). We can obtain this from Theorem 2.11. However,
here the situation is very simple: we just take ϕQk = 1Q1
k
/µ(Q1k) and obtain
that
TǫϕQk = ǫQk 〈ϕQk , φQk〉φQk = ǫQk
k
2
φQk .
Thus, by (3.1),
‖TǫϕQk‖L1,∞(µ)
‖ϕQk‖L1(µ)
≈ k ‖φQk‖L1(µ)
2
=
k
2
(1
k
+
√
k2 − 2
2 k2
)
−→
k→∞
∞,
and therefore Tǫ is not of weak-type (1, 1).
Let us finally point out that in the classical situation (i.e., when µ is the
Lebesgue measure and we take a standard Haar system) these operators
are usually referred to as a martingale transforms. As it is well known,
martingale transforms are of weak-type (1, 1) for any measure µ by the
use of probability methods. Surprisingly, Tǫ is not of weak-type (1, 1) and
therefore Tǫ cannot be written as a “martingale transform” operator in terms
of martingale differences (see (5.16) below for further details).
4.3. Examples of measures in higher dimensions. Taking into account
the previous constructions, we are going to give some examples of non trivial
measures so that the conditions in Theorem 2.11 hold. We first notice that
if µ is dyadically doubling then µ(Q) ≈ µ(Q′) for every dyadic children Q′
of Q. In particular, for any generalized Haar system Φ, one can show that
‖ΦQ‖L1(µ) ≈ µ(Q)1/2 and ‖ΦQ‖L∞(µ) ≈ µ(Q)−1/2 for every Q ∈ DΦ. This
clearly implies that we always have that Ξ(Φ,Ψ; r, s) ≤ Cr,s for any choices
of generalized Haar systems. Thus, the problem becomes interesting when
µ is not dyadically doubling. The general case admits too many choices,
and we just want to give an illustration of the kind of issues that one can
find. Therefore we are going to restrict ourselves to dimension d = 2 with
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0 < µ(Q) < ∞ for every Q ∈ D(R2) and Φ = Ψ with DΦ = D . We are
going to consider the complexities (1, 0) and (0, 1) (since these are related
to the model operators HD and H
∗
D
in 1-dimension).
We consider Wilson’s construction. We halve each Q horizontally and
write QN for the northern “hemisphere” and QS the southern “hemisphere”.
If for every cube Q we take the anti-clockwise enumeration starting with
the west-south corner then QS = E
{1,2}
Q and QN = E
{3,4}
Q . We now take
Wilson’s system Φ = {h{1,2,3,4}Q }Q∈D , that is,
h
{1,2,3,4}
Q =
√
mN,S(Q)
( 1QS
µ(QS)
− 1QN
µ(QN )
)
, mN,S(Q) =
µ(QS)µ(QN )
µ(Q)
.
Suppose that dµ(x, y) = dx dν(y) then µ is dyadically doubling iff ν is
dyadically doubling. If Q = I × J then
mN,S(Q) = |I|mν(J) = |I| ν(J−) ν(J+)
ν(J)
.
Then Ξ(Φ,Φ; 0, 1) <∞ if and only if ν is mν-increasing and Ξ(Φ,Φ; 1, 0) <
∞ if and only if ν is mν-decreasing. Using the examples we constructed
above we find measures µ in R2 which are non-dyadically doubling but they
satisfy one (or both) conditions.
However if we use another Haar system we get a different behavior. Sup-
pose now that our enumeration is clockwise and starts with the west-south
corner then QW = E
{1,2}
Q and QE = E
{3,4}
Q are respectively the western and
eastern “hemispheres”. If now take Wilson’s system Φ = {h{1,2,3,4}Q } then we
get the same definitions as before replacing QS by QW and QN by QE. In
particular,
mE,W (Q) =
|I|
4
ν(J)
Then we always have Ξ(Φ,Φ; 0, 1) ≤ 1/√2 <∞, whereas Ξ(Φ,Φ; 1, 0) <∞
if and only if ν is dyadically doubling.
Similar examples can be constructed using Mitrea’s Haar shifts.
We finally look at the Haar system using the wavelet construction. If our
system is comprised of φi,1Q (x, y) = φ
i
1,I(x)φ
1
2,J(y) with i = 0 or 1 we obtain
‖φi,1Q ‖L1(dx×dν) = 2
√
|I|mν(J), ‖φi,1Q ‖L∞(dx×dν) ≈
1√|I|mν(J) ,
and then we have the same behavior as before: Ξ(Φ,Φ; 0, 1) <∞ if and only
if ν is mν-increasing and Ξ(Φ,Φ; 1, 0) <∞ if and only if ν is mν-decreasing.
On the other hand, if we take φ1,0Q (x, y) = φ
1
1,I(x)φ
0
2,J (y) and obtain
‖φ1,0Q ‖L1(dx×dν) =
√
|I| ν(J), ‖φ1,0Q ‖L∞(dx×dν) =
1√|I| ν(J) .
Then we always have Ξ(Φ,Φ; 0, 1) ≤ 1/√2 <∞, whereas Ξ(Φ,Φ; 1, 0) <∞
if and only if ν is dyadically doubling.
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5. Further Results
5.1. Non-cancellative Haar shift operators. One can consider Haar
shift operators defined in terms of generalized Haar systems that are not
required to satisfy the vanishing integral condition. To elaborate on this,
let us first consider the case of the dyadic paraproducts and their adjoints.
The space BMOD(µ) is the space of locally integrable functions ρ such that
‖ρ‖BMOD(µ) = sup
Q∈D
( 1
µ(Q)
∫
Q
∣∣ρ(x)− 〈ρ〉Q∣∣2 dµ(x)) 12 <∞,
where as usual the terms where µ(Q) = 0 are assumed to be 0. Given ρ ∈
BMOD(µ), and Θ = {θQ}Q∈D , Ψ = {ψQ}Q∈D , two (cancellative) generalized
Haar systems, we define the dyadic paraproduct Πρ:
Πρf(x) =
∑
Q∈D
〈ρ, θQ〉〈f〉QψQ(x).
Note that for each cube Q, θQ and ψQ are cancellative generalized Haar
functions. However, the term 〈f〉Q can be viewed, after renormalization, as
f paired with the non-cancellative generalized Haar function 1Q/µ(Q)
1/2.
That is the reason why we call this operator a non-cancellative Haar shift,
see below for further details.
Alternatively, one can consider dyadic paraproducts by incorporating µ-
Carleson sequences. Given a sequence γ = {γQ}Q∈D , we say that γ is a
µ-Carleson sequence, which is denoted by γ ∈ C (µ), if for every Q ∈ D we
have that γQ = 0 if µ(Q) = 0 and
‖γ‖C (µ) = sup
Q∈D, µ(Q)>0
(∑
Q′∈D(Q) |γQ′ |2
µ(Q)
) 1
2
<∞.
Typical examples of µ-Carleson sequences are given by BMO(µ) functions.
Indeed if ρ ∈ BMOD(µ), Θ = {θQ}Q∈D is a generalized Haar system and we
set γQ = 〈ρ, θQ〉 we have that γ is µ-Carleson measure: if Q0 ∈ D such that
µ(Q0) > 0, we have by orthogonality∑
Q∈D(Q0)
|γQ|2 =
∑
Q∈D(Q0)
∣∣〈(ρ− 〈ρ〉Q0)1Q0 , θQ〉∣∣2
≤ ‖(ρ− 〈ρ〉Q0)1Q0‖2L2(µ) ≤ ‖ρ‖2BMO(µ) µ(Q0)
and therefore ‖γ‖C (µ) ≤ ‖ρ‖BMO(µ). One can also reverse this procedure.
Indeed, given γ ∈ C (µ) and a generalized Haar system Θ = {θQ}Q∈D we can
define a function ρ which is a Haar expansion using Θ with the coefficients
given by the sequence γ as follows. It suffices to consider the function ρ in
any d-dimensional quadrant, say for simplicity that we are in Rd1 = [0,∞)d.
Let Qk = [0, 2
−k)d and set
ρ(x) =
∑
k∈Z
( ∑
Q∈D(Qk)\D(Qk+1)
γQ θQ(x)
)
1Qk\Qk+1(x).
Note that for every x ∈ Rd1, the sum in k contains only one non-vanishing
term. From orthogonality and the Carleson condition it follows that for
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every k0 ∈ Z,
(5.1) ‖ρ‖2L2(Qk0 ) ≤
∑
k≥k0
∑
Q∈D(Qk)\D(Qk+1)
|γQ|2
=
∑
Q∈D(Qk0 )
|γQ|2 ≤ ‖γ‖2C (µ) µ(Qk0).
In particular ρ is locally integrable. We next take an arbitrary R ∈ D ,
R ⊂ Rd1. Assume first that R = Qk0 for some k0 ∈ Z. Then easy calculations
and (5.1) lead to
1
µ(R)
∫
R
∣∣ρ(x)− 〈ρ〉R∣∣2 dµ(x) = 〈|ρ|2〉Qk0 − ∣∣〈ρ〉Qk0 |2
≤ 〈|ρ|2〉Qk0 = µ(Qk0)
−1 ‖ρ‖2L2(Qk0 ) ≤ ‖γ‖
2
C (µ).
On the other hand if R /∈ {Qk}k, then there exists a unique k such that
R ⊂ Qk \Qk+1. Then for every x ∈ R we have
ρ(x) =
∑
Q∈D(Qk)\D(Qk+1)
γQ θQ(x)
=
∑
Q∈D(R)
γQ θQ(x) +
∑
Q∈D(Qk)\D(Qk+1)
R(Q
γQ θQ(x) = I(x) + II.
Note that II is constant and that
∫
R I(x) dµ(x) = 0 then
1
µ(R)
∫
R
|ρ(x)− 〈ρ〉R|2 dµ(x) = 1
µ(R)
∫
R
∣∣∣ ∑
Q∈D(R)
γQ θQ(x)
∣∣∣2 dµ(x)
≤ 1
µ(R)
∑
Q∈D(R)
|γQ|2 ≤ ‖γ‖2C (µ).
Gathering the two cases it follows that ρ ∈ BMO(µ) with ‖ρ‖BMO(µ) ≤
‖γ‖C (µ). Further details are left to the reader.
Given γ a µ-Carleson sequence and Ψ = {ψQ}Q∈D a generalized Haar
system we define the dyadic paraproduct Πγ as follows
Πγf(x) =
∑
Q∈D
γQ 〈f〉QψQ(x).
If we set φ˜Q = 1Q/µ(Q)
1/2 if µ(Q) > 0 and φ˜Q ≡ 0 otherwise we have that
Φ˜ = {φ˜Q}Q∈D satisfies (a), (b) and (d) in Definition 2.7. Since (c) does not
hold we call Φ˜ a non-cancellative generalized Haar system. In such a way
we can write
Πγf(x) =
∑
Q∈D
αQ 〈f, φ˜Q〉ψQ(x), αQ = γQ
µ(Q)
1
2
.
Note that
|αQ| ≤
(∑
Q′∈D(Q) |γQ′ |2
µ(Q)
) 1
2
≤ ‖γ‖C (µ).
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Thus, we can see Πγ as a Haar shift of complexity (0, 0) with respect to
the non-cancellative generalized Haar system Φ˜ and the (cancellative) gen-
eralized Haar system Ψ. Notice that the adjoint of the paraproduct can be
written as
Π∗γf(x) =
∑
Q∈D
γQ 〈f, ψQ〉 1Q(x)
µ(Q)
=
∑
Q∈D
αQ 〈f, ψQ〉φ˜Q(x).
Again Π∗γ is a Haar shift of complexity (0, 0) with respect to a (cancellative)
generalized Haar system Ψ and the non-cancellative generalized Haar system
Φ˜. This motivates the definition of a non-cancellative Haar shift operator:
(5.2) X˜r,sf(x) =
∑
Q∈D
∑
R∈Dr(Q)
S∈Ds(Q)
αQR,S〈f, φ˜R〉ψ˜S(x), sup
Q,R,S
|αQR,S | <∞,
with Φ˜ = {φ˜Q}Q∈D and Ψ˜ = {ψ˜Q}Q∈D being two non-cancellative general-
ized Haar systems, i.e., both of them satisfies (a), (b) and (d) in Definition
2.7. We would like to stress that Φ˜ and Ψ˜ do not necessarily satisfy (c),
therefore the L2(µ) boundedness does not automatically follow from the
assumed conditions. Thus, is natural to impose that X˜r,s is bounded on
L2(µ) along with some local boundedness property and these condition will
be checked in any specific situation.
Theorem 5.3. Let µ be a Borel measure on Rd, d ≥ 1, satisfying that
µ(Q) < ∞ for every Q ∈ D . Let Φ˜ = {φ˜Q}Q∈D and Ψ˜ = {ψ˜Q}Q∈D
be two non-cancellative generalized Haar systems in Rd. Let r, s be two
non-negative integers and consider X˜r,s as in (5.2). Assume that X˜r,s is
bounded on L2(µ) and also that X˜r,s satisfies the following restricted local
L2(µ) boundedness: for every Q0 ∈ D we have that
(5.4) ‖X˜Q0r,s (1Q0)‖L2(µ) . µ(Q0)
1
2 ,
where the constant is uniform on Q0 and
X˜
Q0
r,sf(x) =
∑
Q∈D(Q0)
∑
R∈Dr(Q)
S∈Ds(Q)
αQR,S〈f, φ˜R〉ψ˜S(x).
If Ξ(Φ˜, Ψ˜; r, s) <∞, then X˜r,s maps continuously L1(µ) into L1,∞(µ).
Remark 5.5. Let us observe that X˜Q0r,s is the non-cancellative Haar shift
operator associated with the sequence γQR,S = α
Q
R,S for Q ∈ D(Q0), R ∈
Dr(Q), S ∈ Ds(Q); and γQR,S = 0 otherwise. Also, the L2(µ) boundedness
of X˜Q0r,s clearly implies (5.4).
Remark 5.6. Notice that if we further assume that both Haar systems Φ˜
and Ψ˜ are cancellative, then we automatically obtain (5.4) and the L2(µ)
boundedness of X˜Q0r,s (see Section 3.3). In such a case Theorem 5.3 becomes
Theorem 2.11
Proof. The proof is similar to that of Theorem 2.11, therefore we only give
the parts of the argument that are different. Again we may assume that
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µ ∈ M∞, the general case follows as before. Follow the proof of Theorem
2.11. For S1 we use our assumption that X˜r,s is bounded on L
2(µ). The
estimate for S2 is the same. Let us observe that the estimate for S3 is
entirely analogous since in (3.8) we have not used the vanishing integral of
φQ. We are then left with estimating S4, for which we first observe that
S4 ≤ µ(Ωλ) + µ{x ∈ Rd \Ωλ : |X˜r,sβ(x)| > λ/3}
≤ 1
λ
‖f‖L1(µ) +
3
λ
∑
j
( ∫
Rd\Q̂j
|X˜r,sβj |dµ +
∫
Q̂j\Qj
|X˜r,sβj |dµ
)
and we estimate each term in the interior sum. Proceeding as in (3.8) and
using Theorem 2.1 we can analogously obtain∑
j
∫
Rd\Q̂j
|X˜r,sβj | dµ
.
∑
j
∑
Q̂j(Q⊂Q
(r+1)
j
∑
R∈Dr(Q),R⊂Q̂j
S∈Ds(Q)
‖βj‖L1(µ) ‖φ˜R‖L∞(µ)‖ψ˜S‖L1(µ)
≤ 22+(r+s) d rΞ(Φ˜, Ψ˜; r, s)‖f‖L1(µ).
On the other hand, for every x ∈ Q̂j \Qj we have
|X˜r,sβj(x)| ≤
∣∣∣∣ ∑
Q(Q̂j
∑
R∈Dr(Q)
S∈Ds(Q)
. . .
∣∣∣∣+ ∣∣∣∣ ∑
Q̂j⊂Q
∑
R∈Dr(Q)
S∈Ds(Q)
. . .
∣∣∣∣ = Fj(x) +Gj(x)
and we estimate each function in turn. For Fj(x) we note that the terms
Q ⊂ Qj vanish and therefore R ⊂ Q ⊂ Q̂j \ Qj. Thus βj is constant on R
and then
Fj(x) =
∣∣∣∣ ∑
Q(Q̂j\Qj
∑
R∈Dr(Q)
S∈Ds(Q)
αQR,S〈βj , φ˜R〉 ψ˜S(x)
∣∣∣∣
=
∣∣〈f〉Qj − 〈f〉Q̂j ∣∣ µ(Qj)µ(Q̂j)
∣∣∣∣ ∑
Q(Q̂j\Qj
∑
R∈Dr(Q)
S∈Ds(Q)
αQR,S〈1Q̂j\Qj , φ˜R〉 ψ˜S(x)
∣∣∣∣
≤ 2 〈|f |〉Qj
µ(Qj)
µ(Q̂j)
∑
Q′∈D1(Q̂j)
Q′ 6=Qj
∣∣∣∣ ∑
Q∈D(Q′)
∑
R∈Dr(Q)
S∈Ds(Q)
αQR,S〈1Q′ , φ˜R〉 ψ˜S(x)
∣∣∣∣
= 2 〈|f |〉Qj
µ(Qj)
µ(Q̂j)
∑
Q′∈D1(Q̂j)
Q′ 6=Qj
∣∣X˜Q′r,s(1Q′)(x)∣∣.
This, the fact that suppX˜Q
′
r,s(1Q′) ⊂ Q′ and that these cubes and pairwise
disjoint, and (5.4) yield∫
Q̂j\Qj
Fj dµ ≤ 2 〈|f |〉Qj
(
µ(Qj)
µ(Q̂j)
) ∑
Q′∈D1(Q̂j)
Q′ 6=Qj
∫
Q′
∣∣X˜Q′r,s(1Q′)∣∣dµ
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≤ 2 〈|f |〉Qj
(
µ(Qj)
µ(Q̂j)
) ∑
Q′∈D1(Q̂j)
Q′ 6=Qj
∥∥X˜Q′r,s(1Q′)∥∥L2(µ) µ(Q′) 12 . ∫
Qj
|f | dµ.
For Gj we proceed as before∫
Q̂j\Qj
Gj dµ .
∑
Q̂j⊂Q⊂Q
(r+1)
j
∑
R∈Dr(Q),R⊂Q̂j
S∈Ds(Q)
‖βj‖L1(µ) ‖φ˜R‖L∞(µ)‖ψ˜S‖L1(µ)
≤ 2(r+s) d rΞ(Φ˜, Ψ˜; r, s)‖βj‖L1(µ).
Gathering the previous estimates we conclude that∑
j
∫
Q̂j\Qj
|X˜r,sβj | dµ ≤
∑
j
∫
Q̂j\Qj
(Fj +Gj) dµ
.
∑
j
∫
Qj
|f | dµ+
∑
j
‖βj‖L1(µ) . ‖f‖L1(µ).

Remark 5.7. As above, if we keep track of the constants and use a standard
homogeneity argument we obtain that, under the conditions of Theorem
2.11,
‖X˜r,s‖L1(µ)→L1,∞(µ)≤ C0
(
‖X˜r,s‖L2(µ)→L2(µ)
+ sup
Q∈D,µ(Q)6=0
‖X˜Qr,s(1Q)
∥∥
L2(µ)√
µ(Q)
+ 2(s+r) d r Ξ(Φ,Ψ; r, s) sup
Q,R,S
|αQR,S |
)
,
where C0 is a universal constant (independent of the dimension, for instance,
in the previous argument one can safely take C0 ≤ 220).
5.2. Dyadic paraproducts. As a consequence of Theorem 5.3 we can ob-
tain the following result for dyadic paraproducts.
Theorem 5.8. Let µ be a Borel measure on Rd, d ≥ 1, satisfying that
µ(Q) < ∞ for every Q ∈ D . Let Ψ = {ψQ}Q∈D be a generalized Haar
system. Given a sequence γ = {γQ}Q∈D we consider the dyadic paraproduct
Πγ and its adjoint Π
∗
γ :
Πγf(x) =
∑
Q∈D
γQ 〈f〉QψQ(x), Π∗γf(x) =
∑
Q∈D
γQ 〈f, ψQ〉 1Q(x)
µ(Q)
.
Then we have the following:
(i) For every γ ∈ C (µ), Πγ is of weak-type (1, 1) and there exists a uni-
versal constant C0 (one can take for instance C0 ≤ 288) such that
‖Πγf‖L1,∞(µ) ≤ C0 ‖γ‖C (µ)‖f‖L1(µ).
Consequently, Πγ is bounded on L
p(µ), 1 < p ≤ 2 (the constant is
dimension free and depends linearly on ‖γ‖C (µ)).
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(ii) If
(5.9) sup
Q∈D
‖ψQ‖L∞(µ) µ(Q)
1
2 <∞,
then Π∗γ is of weak-type (1, 1) for every γ ∈ C (µ) with boundedness
constant depending linearly on ‖γ‖C (µ). Conversely, if Π∗γ is of weak-
type (1, 1) with ‖Π∗γ‖L1(µ)→L1,∞ ≤ C ‖γ‖C (µ) for every γ ∈ C (µ), then
(5.9) holds. Additionally, if (5.9) holds then Π∗γ is bounded on L
p(µ)
for 1 < p < 2 (the case p ≥ 2 follows from (i) without assuming (5.9)).
(iii) Suppose in particular that d = 1, µ(I) > 0 for every I ∈ D and that
Ψ = H. Then, Πγ is of weak-type (1, 1) and bounded on Lp(µ), 1 <
p ≤ 2, for every γ ∈ C (µ). However, if for every γ ∈ C (µ) we have
that Π∗γ is of weak-type (1, 1) or weak-type (p, p) for some 1 < p < 2,
then µ is dyadically doubling. Conversely, if µ is dyadically doubling
then Π∗γ is of weak-type (1, 1) and bounded on L
p(µ), 1 < p < 2, for
every γ ∈ C (µ).
(iv) In (i), (ii), (iii) we can replace the condition “γ ∈ C (µ)” by “γQ =
〈ρ, θQ〉 with ρ ∈ BMO(µ) and Θ = {θQ}Q∈D a generalized Haar sys-
tem”; and in the boundedness constants ‖γ‖C (µ) by ‖ρ‖BMO(µ).
Before starting the proof, let us state the L2(µ) boundedness of the
paraproduct (and its adjoint) along with the corresponding restricted lo-
cal boundedness as a lemma:
Lemma 5.10. Under the assumptions of Theorem 5.8, for every γ ∈ C (µ)
we have
(5.11) ‖Πγf‖L2(µ) ≤ 2 ‖γ‖C (µ) ‖f‖L2(µ).
Moreover, for every Q0 ∈ D we obtain
(5.12) ‖ΠQ0γ f‖L2(µ) ≤ 2 ‖γ‖C (µ) ‖f‖L2(µ), ΠQ0γ f =
∑
Q∈D(Q0)
γQ 〈f〉QψQ.
Proof. We claim that it suffices to obtain (5.11). Indeed, we consider a new
sequence γ˜ = {γ˜Q}Q∈D with γ˜Q = γQ if Q ∈ D(Q0) and γ˜Q = 0 otherwise.
We clearly have that γ˜ ∈ C (µ) with ‖γ˜‖C (µ) ≤ ‖γ‖C (µ) and also ΠQ0γ = Πγ˜ .
Thus, (5.11) applied to γ˜ implies (5.12).
We obtain (5.11) using ideas from [20]. Let us first suppose that µ ∈M∞.
The argument is somehow standard, but, since our setting is very general,
we give the argument for completeness. Given f ∈ L2(µ) and λ > 0, as
in Theorem 2.1, we can find a maximal collection of dyadic cubes {Qλj }j
such that Ωλ = ∪jQλj . We notice that the existence of such maximal cubes
follows from the fact that 〈|f |〉Q ≤ 〈|f |2〉1/2Q → 0 as ℓ(Q) → ∞, given our
current assumption µ ∈M∞. Next we use that Ψ is cancellative, therefore
orthogonal,
(5.13) ‖Πγf‖2L2(µ) =
∑
Q∈D
|γQ|2
∣∣〈f〉Q∣∣2‖ψQ‖2L2(µ)
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≤
∫ ∞
0
∑
Q∈D
1{〈|f |〉Q>λ}(λ) |γQ|2 2λdλ ≤
∫ ∞
0
∑
j
∑
Q∈D(Qλ
j
)
|γQ|2 2λdλ.
≤ ‖γ‖2
C (µ)
∫ ∞
0
∑
j
µ(Qλj ) 2λdλ ≤ ‖γ‖2C (µ)
∫ ∞
0
µ(Ωλ) 2λdλ
= ‖γ‖2
C (µ) ‖MDf‖2L2(µ) ≤ 4 ‖γ‖2C (µ) ‖f‖2L2(µ),
and this completes the proof of the fact that Πγ is bounded on L
2(µ) pro-
vided µ ∈M∞. To consider the general case, as before we may suppose that
supp f ⊂ Rdk, 1 ≤ k ≤ 2d with µ(Rdk) <∞. In (5.13) we split the integral in
two: 0 < λ ≤ 〈|f |〉Rd
k
and λ > 〈|f |〉Rd
k
. In the second case we can find the
maximal cubes {Qλj } and the previous argument goes through. Let us next
consider the integral in the range 0 < λ ≤ 〈|f |〉Rd
k
. Let {Qn}n≥1 ⊂ D(Rdk)
be an increasing sequence such that ∪nQn = Rdk. Then, we proceed as above∫ 〈|f |〉
Rd
k
0
∑
Q∈D(Rd
k
)
1{〈|f |〉Q>λ}(λ) |γQ|2 2λdλ ≤ 〈|f |〉2Rd
k
sup
n
∑
Q∈D(Qn)
|γQ|2
≤ ‖γ‖2
C (µ) 〈|f |2〉Rd
k
sup
n
µ(Qn) = ‖γ‖2C (µ) ‖f‖2L2(µ).
This completes the proof of (5.11). 
Proof of Theorem 5.8. We start with Πγ . Set φ˜Q = 1Q/µ(Q)
1/2 if µ(Q) > 0
and φ˜Q = 0 otherwise and consider the non-cancellative generalized Haar
system Φ˜ = {φ˜Q}Q∈D . As explained above, in the notation of Theorem 5.3,
Πγ is a non-cancellative Haar shift operator of complexity (0, 0) with respect
to the systems Φ˜ and Ψ˜ = Ψ. By Lemma 5.10 we have the required L2(µ)
bounds in Theorem 5.3. Thus the weak-type (1, 1) (and by interpolation
the boundedness on Lp(µ), 1 < p < 2) of Πγ follows from the property
Ξ(Φ˜,Ψ; 0, 0) < ∞. But this is in turn trivial: by Hölder’s inequality we
have for every Q ∈ DΨ
‖φ˜Q‖L∞(µ)‖ψQ‖L1(µ) = µ(Q)−
1
2‖ψQ‖L1(µ) ≤ ‖ψQ‖L2(µ) = 1.
This completes the proof of (i). For the boundedness constant we can use
Remark 5.7 along with Lemma 5.10 to obtain the linear dependence on
‖γ‖C (µ).
We now turn to (ii). We have shown that Πγ is bounded on L
2(µ) and
so is its adjoint Π∗γ . Notice that (Π
∗
γ)
Q0 = (ΠQ0γ )
∗ and therefore (Π∗γ)
Q0
satisfies (5.12). Then, we apply again Theorem 5.3 to Π∗γ which is a non-
cancellative Haar shift operator of complexity (0, 0) with respect to the
non-cancellative generalized Haar systems Ψ, Φ˜. Thus, Ξ(Ψ, Φ˜; 0, 0) < ∞,
which coincides with (5.9), implies that Π∗γ is of weak-type (1, 1) . The
linear dependence on ‖γ‖C (µ) uses the same argument as above. Let us now
obtain the converse. Notice that in (5.9) we can restrict the supremum to
Q ∈ DΨ and in particular µ(Q) > 0. Fix one of these cubes Q0 and let
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γQ = δQ,Q0
√
µ(Q0). Then, γ ∈ C (µ) with ‖γ‖C (µ) = 1. Take
f = sgn
(
ψQ0(x)
)1Q0,∞(x)
µ(Q0,∞)
,
where Q0,∞ ∈ D1(Q0) is a cube where ψQ0 attains its maximum. Then, as
in the proof of Theorem 2.11 and using that Π∗γ is of weak-type (1, 1) with
uniform constant (since ‖γ‖C (µ) = 1) we obtain
‖ψQ0‖L∞(µ)
√
µ(Q0) =
∥∥∥〈f, ψQ0〉 1Q0√µ(Q0)
∥∥∥
L1,∞(µ)
= ‖Π∗γf‖L1,∞(µ)
≤ C ‖f‖L1(µ) = C.
Repeating this for every Q0 ∈ DΨ we obtain (5.9) as desired.
To complete the proof of (ii) we first observe that for p ≥ 2, duality and
(i) give the Lp(µ) boundedness of Π∗γ with no further assumption on µ. For
1 < p < 2, assuming (5.9), we already know that Π∗γ is of weak-type (1, 1).
The desired estimates now follow by interpolation with the L2(µ) bound
from Lemma 5.10.
To obtain (iii) we apply (i) and (ii) and observe that (5.9) can be written
as
sup
I∈D
√
µ(I)√
min{µ(I−), µ(I+)}
≈ sup
I∈D
√
µ(I)√
m(I)
<∞,
which in turn is equivalent to the fact that µ is dyadically doubling. To
complete the proof of (iii) it remains to show that if Π∗γ is of weak type (p, p)
for some 1 < p < 2 then µ is dyadically doubling. Fix then 1 < p < 2 and
I0 ∈ D . Let γI = δI,Î0
√
µ(Î0) and observe that γ ∈ C (µ) with ‖γ‖C (µ) = 1.
Taking f = h
Î0
, by (3.6) we have
µ(Î0)
1
p
− 1
2 =
∥∥∥γ
Î0
1
Î0
µ(Î0)
∥∥∥
Lp,∞(µ)
= ‖Π∗γf‖Lp,∞(µ)
≤ C ‖f‖Lp(µ) ≈ m(Î0)
1
2
− 1
p′ = m(Î0)
1
p
− 1
2 ≤ µ(I0)
1
p
− 1
2 .
This estimate holds for every I0 ∈ D and therefore µ is dyadically doubling
as desired.
We finally show (iv). As observed before if we set γQ = 〈ρ, θQ〉 with
ρ ∈ BMO(µ) and Θ = {θQ}Q∈D being a generalized Haar system we have
that γ ∈ C (µ) with ‖γ‖C (µ) ≤ ‖ρ‖BMO(µ). Therefore the only assertion that
is not contained in the previous items is the converse implication in (ii). As
before, in (5.9), we can restrict the supremum to Q ∈ DΨ and in particular
µ(Q) > 0. Fix one of these cubes Q0, take Θ = Ψ and let ρ = ψQ0
√
µ(Q0).
Then,
‖ρ‖2BMOD(µ) = sup
Q0⊂Q∈D
1
µ(Q)
∫
Q
∣∣ρ− 〈ρ〉Q∣∣2 dµ = sup
Q0⊂Q∈D
µ(Q0)
µ(Q)
= 1.
We take the same function f as in (ii), use that Π∗ρ is of weak-type (1, 1)
with uniform constant (since ‖ρ‖BMOD(µ) = 1) and obtain
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‖ψQ0‖L∞(µ) µ(Q0)
1
2 =
∥∥∥〈f, ψQ0〉 1Q0√
µ(Q0)
∥∥∥
L1,∞(µ)
= ‖Π∗ρf‖L1,∞(µ)
≤ C ‖f‖L1(µ) = C.
Repeating this for every Q0 ∈ DΨ we obtain as desired (5.9). This completes
the proof of (iv). 
5.3. On the probabilistic approach. We shall work with a fixed Borel
measure µ on Rd such that µ(Q) <∞ for every dyadic cube Q. The dyadic
system D = (Dk)k∈Z is a filtration on R
d. The conditional expectation
operator Ek associated to Dk is defined by
Ekf(x) =
∑
Q∈Dk
EQf(x) =
∑
Q∈Dk
〈f〉Q1Q(x),
where 〈f〉Q = 0 if µ(Q) = 0. The martingale difference operators Dk are
given by Dk = Ek −Ek−1. It is clear from the definitions that the operators
Ek form an increasing family projections that preserve integrals and that Dk
are orthogonal projections. Thus, if f ∈ Lp(µ), 1 ≤ p < ∞, the sequence
(Ekf)k∈Z is an L
p-martingale and
(5.14) f(x) =
∑
k∈Z
Dkf + E−∞f =
∑
n>k
Dnf + Ekf,
where the convergence is in Lp(µ) and µ-almost everywhere, and where
E−∞f =
∑2d
j=1〈f〉Rd
j
1Rd
j
. Let Q ∈ Dk−1 and denote by DQ the projection
DQf(x) = Dkf(x) 1Q(x) =
( ∑
Q′∈D1(Q)
EQ′f(x)
)
− EQf(x).
Hence Dk =
∑
Q∈Dk−1
DQ. Observe that we may set DQf ≡ 0 if µ(Q) = 0.
We easily obtain that φ ∈ DQ(L2(µ)) (by this we mean the image of L2(µ)
by the operator DQ) if and only if φ is supported on Q, constant on dyadic
subcubes of Q, and has vanishing µ-integral. In such a case we may write
(5.15) φ(x) =
∑
Q′∈D1(Q)
aQ′
1Q′(x)
µ(Q′)
,
with
∑
Q′∈D1(Q) aQ′ = 0, and where it is understood that a
′
Q = 0 if µ(Q
′) = 0
and we use the standard convention that 0 · ∞ = 0. Hence, DQ(L2(µ)) is a
vector space of dimension at most 2d − 1.
If we are in dimension d = 1 and I ∈ D satisfies µ(I) > 0, then hI ∈
DI(L
2(µ)) (since DIhI = hI). Note that in such a case DI(L
2(µ)) is 1-
dimensional and therefore DIf = 〈f, hI〉hI , for every f ∈ L2(µ).
In the higher dimensional case, assume for simplicity that µ(Q) > 0 for ev-
ery Q ∈ D . Let us consider the Wilson’s Haar system {hωQ : ω ∈ W (Q), Q ∈
D}. By othonormality of the Wilson’s Haar system and the fact that the
cardinality of W (Q) is 2d− 1 we immediately obtain that {hωQ : ω ∈ W (Q)}
is an orthonormal basis of DQ(L
2(µ)). Thus,
DQf =
∑
ω∈W (Q)
〈f, hωQ〉hωQ, f ∈ L2(µ).
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The same can be done with Mitrea’s Haar system (see above), in which case
we obtain
DQf =
2d−1∑
j=1
〈f,HjQ〉HjQ, f ∈ L2(µ).
Finally, if µ = µ1×· · ·×µd with µj Borel measures in R such that 0 < µj(I) <
∞ for every I ∈ D(R) and we consider the Haar system in the spirit of the
wavelet construction {φǫQ : ǫ ∈ {0, 1}d \ {0}d, Q ∈ D} we analogously have
DQf =
∑
ǫ∈{0,1}d\{0}d
〈f, φǫQ〉φǫQ, f ∈ L2(µ).
We next see that martingale transforms can be written as Haar multipliers
(i.e., Haar shifts of complexity (0, 0)). A martingale transform is defined as
Tf(x) =
∑
k∈Z
ξk(x)Dkf(x)
where the sequence {ξk}k∈Z is predictable with respect to the dyadic filtra-
tion (Dk)k∈Z, that is, ξk is σ(Dk−1)-measurable. Then ξk is constant on the
cubes Q ∈ Dk−1. Namely, ξk(x) =
∑
Q∈Dk−1
αQ1Q(x). Thus, by definition
of the projections DQ we get then that the martingale transform defined by
{ξk}k∈Z can be equivalently written as
(5.16) Tf(x) =
∑
k∈Z
∑
Q∈Dk−1
αQDQf(x) =
∑
Q∈D
αQ
( 2d−1∑
j=1
〈f, ψjQ〉ψjQ(x)
)
,
with {ψjQ}1≤j≤2d−1 being any orthonormal basis of DQ(L2(µ)). Thus, every
martingale transform can be represented as a sum of 2d−1 Haar multipliers,
i.e., a Haar shift operators of complexity (0, 0) (see Example 2.14). Note
that each Haar shift operator in the sum is written in terms of the system
{ψjQQ }Q∈D where for each Q ∈ D we chose jQ with 1 ≤ jQ ≤ 2d − 1.
It is easy to see that any orthonormal basis {ψjQ}1≤j≤2d−1 of DQ(L2(µ)) is
also a basis of DQ(L
p(µ)) for 1 ≤ p ≤ ∞. Assuming further that µ ∈ M∞,
(5.14) says that {ψjQ}1≤j≤2d−1,Q∈D is a basis of Lp(µ), 1 ≤ p <∞. However,
in view of (5.16), Burkholder’s theorem of Lp boundedness of martingale
transforms, 1 < p < ∞, does not suffice to show that a given Haar basis
is unconditional in Lp(µ). In fact, unconditionality of a Haar basis is not
true in general. We take the last example in Section 4.2 of a non-standard
generalized Haar system and the Haar multiplier in (4.3). We can easily see
that for every 1 < p < 2,
‖TǫϕQk‖Lp(µ)
‖ϕQk‖Lp(µ)
=
k ‖φQk‖Lp(µ)
2µ(Q1k)
1
p
−1
=
k
2 k2
p−1
p
(
kp−2
2p−1
+
(
k2
k2 − 2
) p
2
−1
2−
p
2
) 1
p
& k
2−p
p −→
k→∞
∞.
Also, if we now take ϕ˜Qk = 1Q3
k
/µ(1Q3
k
) then, for 2 < p <∞,
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‖Tǫϕ˜Qk‖Lp(µ)
‖ϕ˜Qk‖Lp(µ)
=
(
k2
2 (k2 − 2)
) 1
2 ‖φQk‖Lp(µ)
µ(Q3k)
1
p
−1
= 2
1
p
− 3
2
(
k2 − 2
k2
) 1
2
− 1
p
(
kp−2
2p−1
+
(
k2
k2 − 2
) p
2
−1
2−
p
2
) 1
p
& k
p−2
p −→
k→∞
∞.
These imply that Φ = {φQk}k≥2 is not an unconditional basis (on its span)
on Lp(µ) for 1 < p <∞ with p 6= 2.
Nevertheless, the standardness property
sup
1≤j≤2d−1
sup
Q∈D
‖ψjQ‖L1(µ)‖ψjQ‖L∞(µ) <∞,
implies, by Theorem 2.11, that every Haar multiplier is of weak type (1, 1)
and, by interpolation and duality, Lp(µ) bounded for every 1 < p < ∞.
This, in turn, gives that {ψjQ}1≤j≤2d−1,Q∈D is an unconditional basis for
Lp(µ), 1 < p <∞.
Let us now look at the case of the dyadic Hilbert transform an its adjoint
in dimension d = 1. Assume that µ(I) > 0 for every I ∈ D . One can easily
see that
hI±(x) = ∓
µ(I±)√
m(I)
hI±(x)hI(x).
Hence,
HDf(x) =
∑
I∈D
〈f, hI〉
(
hI−(x)− hI+(x)
)
=
∑
I∈D
1√
m(I)
(
µ(I−)hI−(x) + µ(I+)hI+(x)
)〈f, hI〉hI(x)
=
∑
k∈Z
( ∑
I∈Dk−1
µ(I−)hI−(x) + µ(I+)hI+(x)√
m(I)
)( ∑
J∈Dk−1
〈f, hJ〉hJ (x)
)
=
∑
k∈Z
ξk(x)Dkf(x),
where we have used that Dk =
∑
I∈Dk−1
DI and that DIf = 〈f, hI〉hI . The
coefficient ξk is k+1-measurable, defining a non predictable sequence. One
may thus regard the dyadic Hilbert transform as a “generalized martingale
transform”. Let us finally observe that for the adjoint of the Hilbert trans-
form, since Dk is a projection, we have
H∗Df(x) =
∑
k∈Z
Dk
(
ξkf
)
(x).
Similar expressions can be obtained for other Haar shift operators in every
dimension provided the coefficients can be split as αQR,S = γ
Q
R β
Q
S . This
procedure shows that Haar shift operators of arbitrary complexity “fill”
the space of “martingale transforms” with arbitrary measurable coefficients,
further details are left to the interested reader. In particular, we see why
classical tools coming from martingale Lp-theory do not apply in the present
contexts, and our Calderón-Zygmund decomposition establishes the right
substitute of Gundy’s martingale decomposition in such a general setting.
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