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MULTIRESOLUTION ANALYSIS FOR MARKOV INTERVAL
MAPS
JANA BOHNSTENGEL AND MARC KESSEBÖHMER
Abstract. We set up a multiresolution analysis on fractal sets derived from
limit sets of Markov Interval Maps. For this we consider the Z-convolution of
a non-atomic measure supported on the limit set of such systems and give a
thorough investigation of the space of square integrable functions with respect
to this measure. We define an abstract multiresolution analysis, prove the
existence of mother wavelets, and then apply these abstract results to Markov
Interval Maps. Even though, in our setting the corresponding scaling operators
are in general not unitary we are able to give a complete description of the
multiresolution analysis in terms of multiwavelets.
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1. Introduction and main results
The main aim of this paper is to construct a wavelet basis on limit sets of Markov
Interval Maps (MIM) in the unit interval translated by Z. In this way we extend
the results in [DJ06, BK10], where wavelet bases with respect to singular measures
were provided. For this we first prove that a MIM gives rise to a multiresolution
analysis (MRA) and study the particular case where the underlying measure is
Markovian. This MRA is then reformulated in an abstract way allowing us to
prove the existence of a wavelet basis in this abstract setting.
In the case of a fractal given by an iterated function system (IFS) on [0, 1] there
are several approaches to construct a wavelet basis on the L2-space with respect
to a suitable singular measure which is supported on a so-called enlarged fractal.
The enlarged fractal is derived from the original fractal by first mapping scaled
copies of it to each gap interval and then by taking the union of translats by Z
Date: July 1, 2011.
Key words and phrases. multiwavelets, multiresolution analysis, Markov interval maps.
1
ar
X
iv
:1
10
7.
02
75
v1
  [
ma
th.
FA
]  
1 J
ul 
20
11
2 JANA BOHNSTENGEL AND MARC KESSEBÖHMER
defining a dense set in R. In [DJ06] the authors construct a wavelets basis for
fractals on self-similar Cantor sets, i.e. sets that are given by affine IFS with the
same scaling factor 1/N , N ≥ 2, for all p ≤ N branches. They consider the
L2-space with respect to µ, the δ-dimensional Hausdorff measure restricted to the
enlarged fractal, where δ denotes the dimension of the Cantor set. In this situation
the analysis depends on the two unitary operators U and T , where U denotes the
scaling operator given by Uf := √pf (N ·) and T denotes the translation operator
given by Tf := f(· − 1) for f ∈ L2(µ). Furthermore, a natural choice for a father
wavelet ϕ is the characteristic function on the original fractal. The authors show
that for a family of closed subspaces (Vj)j∈Z of L
2(µ) the following six conditions
are satisfied.
• · · · ⊂ V−2 ⊂ V−1 ⊂ V0 ⊂ V1 ⊂ V2 ⊂ · · · ,
• cl⋃j∈Z Vj = L2(µ),
• ⋂j∈Z Vj = {0},
• Vj+1 = UVj , j ∈ Z,
• {Tnϕ : n ∈ Z} is an orthonormal basis in V0,
• U−1TU = TN .
These observations allow the authors to construct a wavelets basis for L2(µ) explic-
itly in terms of certain filter functions.
In [BK10] we generalize this approach by allowing conformal IFS satisfying the
open set condition on [0, 1]. We choose the measure of maximal entropy supported
on the fractal and this measure is extended to a measure µ supported on the enlarged
fractal in R. Then similarly as in [DJ06] we construct the wavelet basis via MRA
in terms of the unitary scaling operator U and the unitary translation operator T .
Again via filter functions the mother wavelets ψi, i ∈ {1, . . . , N − 1} are defined
such that
{
UnT kψi : n, k ∈ Z, i ∈ {1, . . . , N − 1}
}
provides an orthonormal basis of
L2(µ).
Here, our aim is to extend the construction of wavelet bases with respect to
fractal measures to the construction of wavelet bases on the by Z translated limit
set of a Markov Interval Map (MIM). A Markov Interval Map consists of a family
(Bi)
N−1
i=0 of closed subintervals in [0, 1] with disjoint interior, and a function F :⋃
i∈N Bi → [0, 1], such that F |Bi is expanding and C1, i ∈ N := {0, . . . , N − 1}
and such that F (Bi) ∩Bj 6= ∅ implies Bj ⊂ F (Bi). Its (fractal) limit set is given
byX :=
⋂∞
n=0 F
−nI, where I :=
⋃
i∈N Bi. By considering its inverse branches τi :=
(F |Bi)−1, i ∈ N , we obtain a Graph Directed Markov System (see [MU03]) with
incidence matrix A = (Aij)i,j∈N , where Aij = 1 if F (Bi) ⊃ Bj and 0 otherwise.
For the precise definition see Definition 2.1 and for an explicit example of an MIM
see Example 1.2 where we consider the β-transformation. The limit set X is – up to
a countable set where it is finite-to-one – homeomorphic to the topological Markov
chain ΣA := {ω = (ω0, ω1, . . . ) ∈ NN : Aωiωi+1 = 1∀i ≥ 0}. For the definition of
the canonical coding map pi from ΣA to X see (2.1).
Given a Markov measure ν˜ on the shift space ΣA with a probability vector (pi)i∈N
and stochastic matrix (piij)i,j∈N , we consider the probability measure ν := ν˜ ◦pi−1,
to which we also refer as ν a Markov measure. The Z-convolution (by translations)
of ν is given by
νZ :=
∑
k∈Z
ν(· − k).
Similar to the construction in [BK10] we introduce the scaling operator
(1.1) Uf(x) :=
∑
k∈Z
∑
j∈N
∑
i∈N
√
pi
pjpiji
· 1[ji](x− k) · f(τ−1j (x− k) + j +Nk)
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Figure 1.1. The graph of the β-transform.
and the translation operator
(1.2) Tf(x) := f(x− 1)
for f ∈ L2(νZ) and x ∈ R, where [ji] ⊂ R, i, j ∈ N , denotes a cylinder set (see
Section 2). It is important to note that in contrast to the construction of the scaling
operator for IFS the operator U is in general not unitary. Nevertheless, we have
the following properties.
Proposition 1.1. Let (ϕi)i∈N denote a family of father wavelets given by ϕi :=√
ν([i])
−1
1[i], i ∈ N . The translation operator T and the scaling operator U satisfy
the following properties.
(1) TU = UTN ,
(2) ϕi = U
∑
j∈N
√
piijT
iϕj, i ∈ N ,
(3) 〈T kϕi|T lϕj〉 = δ(k,i),(l,j), k, l ∈ Z, i, j ∈ N ,
(4) UU∗ = id,
(5) U∗U = id if and only if Aij = 1 for all i, j ∈ N.
For an explicit formula of U∗ see (4.2). As an example for this setting we consider
the β-transformation.
Example 1.2 (β-Transformation). Let β := 1+
√
5
2 denote the golden mean. Then
the β-transformation is given by F : [0, 1]→ [0, 1], x 7→ βx mod 1 (see Figure 1.1
for the graph of F ). This map can be considered as a MIM as follows. In this
case we have X := [0, 1] and the inverse branches are τ0(x) := xβ , x ∈ [0, 1], and
τ1(x) :=
x+1
β , x ∈ [0, β − 1]. We may choose the two intervals B0 := [0, β − 1]
and B1 := [β − 1, 1] and the corresponding transition matrix is then given by
A :=
(
1 1
1 0
)
.
From [Rén57, Par60] we know that there exists an invariant measure ν absolutely
continuous to the Lebesgue measure restricted to [0, 1] with density h given by
h(x) :=
{
5+3
√
5
10 for 0 ≤ x <
√
5−1
2 ,
5+
√
5
10 for
√
5−1
2 ≤ x < 1.
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Figure 1.2. The graph of U
(
id[0,1]
)
.
The measure ν can be represented on ΣA by a stationary Markov measure with the
stochastic matrix
Π :=
(
β − 1 2− β
1 0
)
and probability vector p :=
(
β√
5
, β−1√
5
)
. The scaling operator U acting on L2 (νZ)
is then given for x ∈ R by
Uf(x) =
∑
k∈Z
(√
β1[0,β−2)(x− k) + 1[β−2,β−1)(x− k)
+ β · 1[β−1,1)(x− k)
)
· f (β(x− k) + 2k) .
For the father wavelets we may choose ϕ0 =
(√
5/β
)1/2
1[0,β−1) and ϕ1 =
(√
5β
)1/2
1[β−1,1).
We illustrate the action of U in Figure 1.2 where U is applied to the identity map
id[0,1] : x 7→ x, restricted to [0, 1], that is for x ∈ [0, 1] we have
U
(
id[0,1]
)
x =
(√
β1[0,β−2)(x) + 1[β−2,β−1)(x) + β · 1[β−1,1)(x)
)
βx.
We further generalize our construction by considering non-atomic probability
measures ν on X which we do not assume to be Markovian. In this case it is
natural to consider more than just one scaling operator U . More precisely, we
consider a family of scaling operators
(
U (n)
)
n∈Z which allow us to construct an
orthonormal wavelet basis. For this we define U (0) := id and for f ∈ L2(νZ) and
n ∈ N we let
(1.3)
U (n)f(x) :=
∑
k∈Z
∑
ω∈ΣnA
∑
j∈N
√
νZ([j])
νZ([ωj])
1[ωj](x− k)
·f
(
τ−1ω (x− k) +
∑n−1
i=0 ωn−1−iN
i +Nnk
)
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and
U (−n)f(x) :=
∑
a
∑
k∈Z
∑
ω∈ΣnA
∑
j∈N
√
νZ([ωj])
νZ([j])
1[j]
(
x−
n−1∑
i=0
ωn−1−iN i −Nnk
)
·f
(
τω
(
x−
n−1∑
i=0
ωn−1−iN i −Nnk
)
+ k
)
.(1.4)
It is straight forward to verify that if the measure ν is Markovian, then we have
U (n) = Un for n ∈ N0 and U (−n) = (U∗)n, n ∈ N. More details are provided
in Section 4.3. Furthermore, the operators
(
U (n)
)
n∈Z and T satisfy the following
relations.
Proposition 1.3. Let (ϕj)j∈N denote the family of father wavelets given by ϕi =
(νZ([i]))
−1/2
1[i], i ∈ N . The translation operator T and the family of scaling
operators
(
U (n)
)
n∈Z satisfy the following.
(1) TU (n) = U (n)TN
n
, n ∈ N,
(2) U (−n)Tϕj = TN
n
U (−n)ϕj, n ∈ N, j ∈ N ,
(3) ϕi = U (1)T i
∑
j∈N
√
νZ([ij])
νZ([i])
ϕj, i ∈ N ,
(4) 〈U (n)T kϕi|U (n)T lϕj〉 = δ(k,i),(l,j), n, k, l ∈ Z, i, j ∈ N ,
(5) U (n)U (−n) = id, n ∈ N,
(6) if U (n)T kϕj 6= 0, then U (−n)U (n)T kϕj = T kϕj, n ∈ N, k ∈ Z, j ∈ N .
The properties of
(
U (n)
)
n∈Z and T lead us to the following abstract definition
of a multiresolution analysis which involves more than one father wavelet. In the
literature these functions are sometimes called multiwavelets (cf. [Alp93]).
Definition 1.4 (Abstract MRA). Let µ be a non-atomic measure on (R,B).
(1) Let
(U (n))
n∈Z and T be bounded, linear operators on L2(µ) such that T is
unitary and U (0) = id. We say
(
µ,
(U (n))
n∈Z , T
)
allows a two-sided mul-
tiresolution analysis (two-sided MRA) if there exists a family {Vj : j ∈ Z} of
closed subspaces of L2 (µ) and a family of functions (called father wavelets)
ϕj ∈ L2 (µ), j ∈ N , N ∈ N, with compact support, such that the following
conditions are satisfied.
(a) · · · ⊂ V−2 ⊂ V−1 ⊂ V0 ⊂ V1 ⊂ V2 ⊂ . . . ,
(b) cl
⋃
j∈Z Vj = L
2(µ),
(c)
⋂
j∈Z Vj = {0},
(d)
(U (n) {T kϕj : k ∈ Z, j ∈ N}) \ {0}, n ∈ Z, is an orthonormal basis of
Vn,
(e) U (n) {T kϕi : k ∈ Nn, i ∈ N} ⊂ spanU (n+1) {T kϕi : k ∈ Nn+1, i ∈ N},
n ∈ N0 and U (−n) {ϕi : i ∈ N} ⊂ spanU (−n+1)
{T kϕi : i ∈ N, k ∈ N},
n ∈ N,
(f) T U (n)|V0 = U (n)T N
n |V0 and U (−n)T |V0 = T N
nU (−n)|V0 , n ∈ N.
(2) Let
(U (n))
n∈N0 and T be linear operators on L2(µ), T unitary, and let
U (0) = id. We say
(
µ,
(U (n))
n∈N0 , T
)
allows a one-sided multiresolution
analysis ( one-sided MRA) if there exists a family (Vj : j ∈ N0) of closed
subspaces of L2 (µ) and a family of functions (called father wavelets) ϕj ∈
L2 (µ), j ∈ N , N ∈ N, with compact support, such that the following
conditions are satisfied.
(a) V0 ⊂ V1 ⊂ V2 ⊂ . . . ,
(b) cl
⋃
j∈N0 Vj = L
2(µ),
6 JANA BOHNSTENGEL AND MARC KESSEBÖHMER
(c)
(U (n) {T kϕj : k ∈ Z, j ∈ N}) \ {0}, n ∈ N0, is an orthonormal basis
of Vn,
(d) U (n) {T kϕi : k ∈ Nn, i ∈ N} ⊂ spanU (n+1) {T kϕi : k ∈ Nn+1, i ∈ N},
n ∈ N,
(e) T U (n)|V0 = U (n)T N
n |V0 , n ∈ N.
Our next theorem shows that the abstract MRA holds in particular for MIM as
introduced above.
Theorem 1.5. Let
(
U (n)
)
n∈N0 be given as in (1.3). Then
(
νZ,
(
U (n)
)
n∈N0 , T
)
al-
lows a one-sided MRA, where the father wavelets are set to be ϕi := (νZ([i]))
−1/2
1[i],
i ∈ N .
For the abstract MRA we show that there always exists an orthonormal wavelet
basis.
Theorem 1.6. Let µ be a non-atomic measure on R,
(U (n))
n∈Z be a family of
bounded, linear operators on L2(µ) and T be a unitary operator on L2(µ). If(
µ,
(U (n))
n∈Z , T
)
allows a two-sided MRA with father wavelets ϕj, j ∈ N , then
there exist for every n ∈ N0 numbers dn ∈ Nn+2, d−n ∈ N2, qn ∈ Nn+1, q−n ∈ N ,
with dn ≥ qn, d−n ≥ q−n, and two families of mother wavelets
(
ψn,l : l ∈ dn − qn
)
,(
ψ−n,l : l ∈ d−n − q−n
)
, n ∈ N0, such that the following set of functions defines an
orthonormal basis for L2(µ){T kψn,l : n ∈ N0, l ∈ dn − qn, k ∈ Z}
∪
{
T Nnkψ−n,l : n ∈ N, l ∈ d−n − q−n, k ∈ Z
}
.
Remark 1.7. We give a precise construction for the family of mother wavelets ψn,l
in Section 3.1. More precisely, for each n ∈ Z we consider the linear subspaces
Wn := Vn+1 	 Vn, where the closed subspaces Vn of L2(µ) are given in Defi-
nition 1.4 (1d), and the finite family of functions
(
ψn,l : l ∈ dn − qn
)
and show
that that for n ≥ 0 {T kψn,l : k ∈ Z, l ∈ dn − qn}, and respectively for n < 0{
T N |n|kψn,l : k ∈ Z, l ∈ d−|n| − q−|n|
}
, defines an orthonormal basis of Wn.
Note that for IFS the mother wavelets are typically constructed in terms of so-
called filter functions. We will see in Section 5 that an analog construction is still
possible if the measure ν is Markovian.
An immediate consequence of the proof of Theorem 1.6 is the following corre-
sponding result for the one-sided MRA.
Corollary 1.8. Let µ be a non-atomic measure on R,
(U (n))
n∈N0 a family of
bounded, linear operators on L2(µ) and T a unitary operator on L2(µ). If
(
µ,
(U (n))
n∈N0 , T
)
allows a one-sided MRA with the father wavelets ϕj, j ∈ N , then there exists for
every n ∈ N0 numbers dn ∈ Nn+2, qn ∈ Nn+1 with dn ≥ qn and a family of mother
wavelets
(
ψn,l : l ∈ dn − qn
)
, n ∈ N0, such that the following set of functions defines
an orthonormal basis for L2(µ){T kψn,l : n ∈ N0, l ∈ dn − qn, k ∈ Z} ∪ {T kϕi : k ∈ Z, n ∈ N} .
The construction for a MIM with an underlying Markov measure ν belongs to a
specific class. In this class the scaling operators U (n) can be represented multiplica-
tively. In our general framework we say that
(
µ,
(U (n))
n∈N0 , T
)
is multiplicative if
there exists a linear, bounded operator U on L2 (µ) such that for n ∈ N0 U (n) = Un
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and U (−n) = (U∗)n. The results concerning the mother wavelets simplify in this
case as a consequence of the following lemma.
Lemma 1.9. Let us assume that
(
µ,
(U (n))
n∈N0 , T
)
allows a two-sided MRA with
the closed subspaces Vn of L2(µ) from Definition 1.4 (1d) and set Wn := Vn+1	Vn,
n ∈ Z.
• If U (n) = Un for n ∈ N then Wn = UnW0, n ∈ N.
• If U (−n) = (U∗)n for n ∈ N0 then W−n = (U∗)n−1W−1.
Thus, we only have to find appropriate mother wavelets forW0 andW−1 and ob-
tain a wavelet basis then by applying repeatedly U . More precisely, this observation
allows us to derive the following corollary from the Theorem 1.6.
Corollary 1.10. If
(
µ,
(U (n))
n∈N0 , T
)
is multiplicative, then there exists an or-
thonormal basis of L2(µ) of the form{
UnT kψl : n ∈ N0, ω ∈ ΣnA, k =
n−1∑
i=0
ωiN
i +Nnm,m ∈ Z, l ∈ d1 −N
}
∪
{
(U∗)n T kψ−,l : n ∈ N0, k ∈ Z, l ∈ d−1 −N
}
,
where the functions ψl, l ∈ d1 −N , and ψ−,l, l ∈ d−1 −N , are given explicitly in
Remark 3.6.
The above corollary applied to Example 1.2 leads to the following construction.
Example (Example 1.2 (continued)). The mother wavelet is
ψ =
(√
5(2− β)
)1/2
1[0,(β−1)2) −
(√
5
)1/2
1[(β−1)2,β−1)
and so a basis is given by{
T kϕ1 : k ∈ 2Z+ 1
} ∪ {UnT kψ : k ∈ Dn, n ∈ N} ∪ {(U∗)n T kψ : k ∈ Z, n ∈ N} ,
where
Dn :=

n−1∑
j=0
kj2
j + 2nl : (kj)j∈n ∈ {0, 1}n , kj · kj−1 = 0, j ∈ n− 1, l ∈ Z
 .
The proof that this indeed defines a orthonormal basis will be postponed to Section
4.4.
In the case of a MRA for a MIM with Markov measure ν we have in particular
that U (n) = Un and U (−n) = (U∗)nand we even obtain a stronger correspondence
between Markov measures for MIM and a two-sided MRA.
Theorem 1.11. We have that
(
νZ,
(
U (n)
)
n∈Z , T
)
allows a two-sided MRA with
the father wavelets ϕi := (νZ([i]))
−1/2
1[i], i ∈ N , if and only if the measure ν is
Markovian.
In the case of ν being a Markov measure we even have a stronger property
appart from being multiplicative, that is we have ϕj ∈ spanU
{
T jϕi : i ∈ N
}
for
each j ∈ N . We call a MRA with this property translation complete. We further
investigate multiplicative MRA which are translation complete in Section 3.2. In
this situation we derive a 0-1-valued transition matrix A given by Aij = 0 if and
only if UT iϕj = 0 and show that for MIM the matix coincides with the incidence
matrix. This observation is used to construct the mother wavelets in a simpler way
by considering for each father wavelet a unitary matrix to obtain coefficients for the
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corresponding mother wavelets. We will use this approach to construct the mother
wavelets for MIM.
We would like to point out some interesting connections to C∗-algebras of Cuntz-
Krieger type, [KSS07]. We start by further considering the scaling operator U for
the MRA in the setting of a MIM with the incidence matrix A and Markov measure
ν. We can also write the operator U in a different way using the representation of
a Cuntz-Krieger-algebra. For this we consider the partial isometries Si given for
i ∈ N , f ∈ L2(ν), x ∈ supp(ν) by
Sif(x) = (ν([i]))
−1/2
1[i](x)f(τ
−1
i (x)).
It has been shown in [KSS07] that this gives a representation of the Cuntz-Krieger-
algebra OA by bounded operators acting on L2(ν), that is the Si, i ∈ N , are partial
isometries and satisfy
S∗i Si =
∑
j∈N
AijSjS
∗
j ,
1 =
∑
i∈N
SiS
∗
i .
The scaling operator U acting on L2 (νZ) can then alternatively be written in terms
of the partial isometries as
U =
∑
k∈Z
∑
j∈N
∑
i∈N
√
pi
piji
T kSj1[i]T
−(j+Nk),
where we notice that Sj1[i], j, i ∈ N , acts on L2 (νZ). We can also write U∗ in
terms of the partial isometries Si, i ∈ N . In this way we obtain
U∗ =
∑
k∈Z
∑
j∈N
∑
i∈N
√
piji
pi
T j+Nk1[i]S
∗
j T
−k.
The spaces Vn, n ∈ N0, can also be written in terms of the isometries Si, i ∈ N ,
that is for n ∈ N a basis of Vn is given by{√
pi
piωn−1i
T lSωϕi : l ∈ Z, ω ∈ ΣnA, i ∈ N
}
.
Let us finish this section by commenting on some known results in the literature
connected to the results in here. Up to our knowledge there are at least two
further approaches to construct a wavelet basis on the limit sets of MIM, namely
[MP09, KS10] and there is one approach for the specific case of a β-transformation
given in [GP96]. In [MP09] Marcolli and Paolucci consider the limit set X of a MIM
inside the unit interval consisting of the inverse branches τi(x) = x+iN for i ∈ N
with some transition rule encoded in a matrix A. This limit set can be associated
with a Cantor set inside the unit interval. The Cantor set is then equipped with the
Hausdorff measure of the appropriate dimension δ. If all transitions were allowed,
the limit set would coincide with a usual Cantor set given by an affine iterated
function system. They then use the representation of the Cuntz-Krieger-algebra
OA, where A is the transition matrix, for the construction of the orthonormal
system of wavelets on L2
(
Hδ|X
)
and not a multiresolution analysis. Their proofs
mainly rely on results in [Bod07, Jon98]. Finally, Marcolli and Paolucci give a
possible application where they adapt the construction of a wavelet basis to graph
wavelets for finite graphs with no sinks, which can be associated to Cuntz-Krieger-
algebras. These graph wavelets are a useful tool for spatial network traffic analysis,
compare [MP09, CK03].
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In [KS10] the authors construct a Haar basis analogous to the wavelet basis
construction in [DJ06] for the middle third Cantor set for a one-sided topologically
exact subshift of finite type and with respect to a Gibbs measure µφ for a Hölder
continuous potential φ. The construction is then used to obtain a spectral triple in
the framework of non-commutative geometry.
The construction of wavelet basis in different spaces than L2(λ), where λ is the
Lebesgue measure on R, may lead to a further understanding of non-commutative
geometry in the sense that we can obtain a “Fourier” or wavelet basis for quasi
lattices or quasi crystals.
As an essential non-linear example for the construction of a wavelet basis on
limit sets of MIM one can take the limit set of a Kleinian group together with the
measure of maximal entropy or the Patterson-Sullivan measure, compare Example
2.3.
As an example we apply the construction to a β-transformation, where β denotes
the golden mean, i.e. β = 1+
√
5
2 , compare Example 1.2. In this way we obtain a
wavelet basis for L2 (νZ) , where ν is the invariant measure for this transformation,
compare [Rén57, Par60]. This measure is absolutely continuous with respect to the
Lebesgue measure. In [GP96], Gazeau and Patera construct a similar basis to ours
for the β-transformation with respect to the Lebesgue measure on R. They use
instead of a translation by the group Z a translation by so called β-integers which
consider the β-adic expansion and are obtained by a so-called greedy algorithm.
There are some common features between our construction and the one in [GP96]
like both give characteristic functions on intervals depending on powers of β. But
since we consider different measures we have different coefficients.
The paper is organized as follows. In Section 2 we provide some basic definitions
and introduce MIM. In Section 3 we elaborate the abstract MRA for families of
operators
(U (n))
n∈Z and give a proof of Theorem 1.6. In Section 3.2 we then
consider the special case of multiplicative systems. In Section 3.3 we prove how
the condition of translation completeness simplifies the construction of the mother
wavelets. The rest of this paper is devoted to the special case of a MRA for MIM.
In Section 4 we start with a family of operators
(
U (n)
)
n∈Z acting on L
2 (νZ) for
an arbitrary non-atomic probability measure ν on the limit set of an MIM in the
unit interval translated by Z and show that a one-sided MRA is always satisfied.
If on the other hand a two-sided MRA holds, we then prove that the measure ν
is necessarily Markovian. The construction of the mother wavelets will be given
explicitly. In Section 4.3 we give an explicit construct of the wavelet basis if the
measure ν is Markovian.
Finally, in Section 5 we show how low-pass filters and high-pass filters can be em-
ployed to construct mother wavelets for multiwavelets for MIM with an underlying
Markov measure.
2. Markov Interval Maps
In this section we give some basic definitions and notations. We consider fractals
given as limit sets of one-dimensional Markov Interval Maps.
Definition 2.1. Let (Bi)i∈N be closed intervals in [0, 1] with disjoint interior. De-
fine I :=
⋃
i∈N Bi and F : I → [0, 1] exanding and C1 on each Bi, i ∈ N , such that
if F (Bi)∩Bj 6= ∅ then Bj ⊂ F (Bi) for i, j ∈ N . We call the system
(
(Bi)i∈N , F
)
a Markov Interval Map and its limit set is defined as X :=
⋂∞
n=0 F
−nI.
Remark 2.2.
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(a) A fundamental do-
main of the action of
〈g, h〉 on the Poincaré disc
model.
(b) The correspond-
ing Bowen-Series
map.
Figure 2.1. Example of a Fuchsian group.
(1) If F (Bi) = [0, 1] for each i ∈ N , then (X,F ) corresponds to an iterated
function system (IFS).
(2) We define the inverse branches τi := (F |Bi)−1, i ∈ N . The family (τi)i∈N
is called a one-dimensional graph directed Markov system (GDMS) with
the incidence matrix A = (Aij)
N−1
i,j=0 which is obtained by
Aij :=
{
1, if Bj ⊂ F (Bi)
0, else,
and it follows that F (Bi) =
⋃
j∈N :Aij=1Bj .
Example 2.3. An example is a convex, co-compact Kleinian group, as an example
consider Figure 2.1a. The limit set can be considered as the limit set of the Bowen-
Series map, which gives rise to a Markov Interval Map, compare Figure 2.1b. The
limit set is the set that is obtained by successive application of these four maps,
where the composition of gi and g−1i are forbidden. A typical measure to be studied
would be the measure of maximal entropy or the conformal measure (of maximal
dimension).
Next we consider the corresponding shift space. Consider the alphabet N =
{0, . . . , N − 1}. The limit set X is then homeomorphic (mod ν) to the set of all
admissible words
ΣA := {ω = (ω0, ω1, . . . ) ∈ NN : Aωiωi+1 = 1∀i ≥ 0}.
The homeomorphism is given, for x ∈ X, by
(2.1) pi : ΣA → X
ω 7→ limn→∞ τω0 ◦ · · · ◦ τωn(x),
which is independent of the particular choice of x ∈ X.
Remark 2.4. Furthermore, we define the cylinder sets for ω0, . . . , ωk ∈ N , k ∈ N0,
as
[ω0 . . . ωk] := {(ω′0, ω′1, . . . ) ∈ ΣA : ωi = ω′i, i ∈ {0, . . . , k}} .
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If for some i ∈ {0, . . . , k − 1} Aωiωi+1 = 0 then [ω0 . . . ωk] = ∅.
Then the setsBi and F (Bi) for i ∈ N are homeomorphic (mod ν) to the following
sets in the shift space:
pi−1 (Bi) = [i]
and
pi−1 (F (Bi)) = {ω = (ω0, ω1, . . . ) ∈ ΣA : Aiω0 = 1}.
The dynamic of F is conjugated to the shift dynamic σ : ΣA → ΣA, σ (ω0, ω1, . . . ) =
(ω1, ω2, . . . ) and consequently, the functions τi correspond to the inverse branches
of the shift function, i.e. τi ◦pi (ω0, ω1, . . . ) = pi (i, ω0, ω1, . . . ), for ω ∈ pi−1 (F (Bi)),
i ∈ N .
Furthermore, let us fix the following notation.
• ΣnA :=
{
ω = (ω0, . . . , ωn−1) ∈ Nn : Aωiωi+1 = 1 for all i ∈ {0, . . . , n− 1}
}
defines the set of admissible words of length n ∈ N.
• Σ∗A stands for all finite words, i.e. Σ∗A =
⋃
n≥1 Σ
n
A.
• For ω ∈ ΣnA we define τω := τω0 ◦ τω1 ◦ · · · ◦ τωn−1 .
• For ω ∈ ΣnA, τ ∈ ΣmA we define their concatenation
ωτ := (ω0, . . . , ωn−1, τ0, . . . , τm−1)
which is an element of Σn+mA whenever Aωn−1τ0 = 1.
As a measure on X we could consider for instance the pull-back under pi of Gibbs
measures on ΣA (for definitions see e.g. [KS10]).
Now we define the appropriate space for which we want to construct a wavelet
basis.
Definition 2.5. Let ν˜ be a probability measure on (ΣA,B) and ν = ν˜◦pi−1. Define
the enlarged fractal by
R =
⋃
k∈Z
X + k
and define the Z-convolution νZ of the measure ν for a Borel set B by
νZ(B) =
∑
k∈Z
ν(B − k),
which clearly is an invariant measure under Z-translation.
Remark 2.6. One example is the space L2 (ΣA, µφ), where ΣA denotes a one-sided
topologically exact subshift of finite type. An important class of measures on ΣA
are given by invariant Gibbs measure with respect to a Hölder continuous potential
φ ∈ C (ΣA,R), denoted by µφ, compare [KS10]. µφ corresponds to the measure ν˜
in Definition 2.5.
In the following we use the convention 0−1 · 1∅ = 0. For simplicity we let
[ω0, . . . , ωn−1] also denote the sets τω0 ◦ · · · ◦ τωn−1(X) using the identification by
pi. Furthermore, in Section 4 the measure ν supported on [0, 1] always corresponds
to a measure ν˜ on ΣA by ν = ν˜ ◦ pi−1 and νZ denotes the measure obtained from ν
by Z-convolution.
3. Abstract Multiresolution analysis
In this section we give a proof of Theorem 1.6. To do so we first construct
mother wavelets explicitly and in the next step we prove that these give indeed
an orthonormal basis. In this section we fix
(
µ,
(U (n))
n∈Z , T
)
which allows a
two-sided MRA.
For the construction of an ONB we cannot define the mother wavelets in terms
of filter functions due to the fact that we have more than one father wavelet.
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Remark 3.1. If we have the usual setting from the literature, compare e.g. [Dau92],
then we have a multiplicative MRA with a unitary operator U and the operator T
given in (1.2). In this case there is only one father wavelet ϕ and there exists a
so-called low-pass filter m0 : T→ T of the form m0(z) =
∑
k∈Z akz
k, ak ∈ C, such
that ϕ = Um0(T )ϕ. For the construction of the mother wavelets we look for N − 1
high-pass filters mj : T → T of the form mj : z 7→
∑
k∈Z b
j
kz
k, bjk ∈ C, j ∈ N\{0},
where N ∈ N is connected to the scaling since it indicates on which interval [0, N ]
the unit interval is mapped when the operator U is applied to 1[0,1]. The high-pass
filters are chosen, such that the matrix
M(z) :=
1√
N
(
mj(ρ
lz)
)
j,l∈N ,
where ρ = e2pii/N , is unitary for almost all z ∈ T. In terms of these high-pass filters
the mother wavelets are defined as ψj = Umj(T )ϕ, j ∈ N\{0}.
We first notice that for n ∈ N
(3.1) {(l, j) ∈ Nn ×N} =
{(⌊ k
N
⌋
, (k)N
)
: k ∈ Nn+1
}
,
where (m)N := m mod N and bxc = maxk∈Z,k≤x(k) is the largest integer not
exceeding x.
Clearly from the definition of the MRA, Definition 1.4 (1e), we have the following:
(1) If for n ∈ N0, k ∈ Nn+1, U (n)T b kN cϕ(k)N 6= 0 , there exists uniquely
determined
(
an,km
)
m∈Nn+2 ∈ CN
n+2
such that
(3.2)
U (n)T b kN cϕ(k)N = U (n+1)
∑
m∈Nn+2 a
n,k
m T b
m
N cϕ(m)N
and (
an,km = 0, m ∈ Nn+2, if U (n+1)T b
m
N cϕ(m)N = 0
)
.
(2) If U (−n)ϕi 6= 0, n ∈ N, i ∈ N , there exists uniquely determined coefficients(
bn,im
)
m∈N2 ∈ CN
2
such that
(3.3)
U (−n)ϕi = U (−n+1)
∑
m∈N2 b
n,i
m T b
m
N cϕ(m)N
and (
bn,im = 0, m ∈ N2, if U (−n+1)T b
m
N cϕ(m)N = 0
)
.
Remark 3.2. We only consider U−(n)ϕi, since U (−n)T kϕi = T NnkU (−n)ϕi by (1f)
of Definition 1.4.
Lemma 3.3. The following holds for the coefficients
(
an,km
)
m∈Nn+2 , k ∈ Nn+1,
n ∈ N0, and
(
bn,im
)
m∈N2 , i ∈ N , n ∈ N.
(1) For fixed n ∈ N0, define
(3.4) Qn :=
{
m ∈ Nn+1 : U (n)T bmN cϕ(m)N 6= 0
}
.
Then the vectors vk =
(
an,km
)
m∈Nn+2 , k ∈ Qn, are orthonormal.
(2) For fixed n ∈ N, define
(3.5) Q−n :=
{
m ∈ N : U (−n)ϕm 6= 0
}
.
Then the vectors wi =
(
bn,im
)
m∈N2 , i ∈ Q−n, are orthonormal.
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Proof. ad (1): For fixed n ∈ N0, let k, l ∈ Qn, then
δ(k,l) = 〈U (n)T b kN cϕ(k)N |U (n)T b
l
N cϕ(l)N 〉
=
〈U (n+1) ∑
m∈Nn+2
an,km T b
m
N cϕ(m)N
∣∣U (n+1) ∑
m∈Nn+2
an,lm T b
m
N cϕ(m)N
〉
=
∑
m∈Nn+2
an,km a
n,l
m .
ad (2): Follows analogously to (1). 
3.1. Proof of Theorem 1.6. The aim is to prove the existence of a basis as
given in Theorem 1.6. For this we divide the proof in two parts. First we construct
coefficients such that the functions ψn,k given in (3.6) and (3.7) give an orthonormal
basis. In the second part we verify that these functions give indeed an orthonormal
basis. We prove these parts first for n ∈ N0 and then for n ∈ Z, n < 0. We define
the mother wavelets for each scale n ∈ Z such that we obtain with their translates
a basis for Wn = Vn+1 	 Vn, where Vn is given in Definition 1.4 (1d). Define for
n ∈ N0
Dn :=
{
m ∈ Nn+2 : an,km 6= 0 for some k ∈ Qn
}
,
D−n :=
{
m ∈ N2 : bn,km 6= 0 for some k ∈ Q−n
}
,
and dn := cardDn, d−n := cardD−n.
• The mother wavelets for the subspaces Wn, n ∈ N0, of the MRA shall have
the form for k ∈ dn − qn with qn := cardQn
(3.6) ψn,k := U (n+1)
∑
m∈Nn+2
cn,km T b
m
N cϕ(m)N ,
where the coefficients cn,km ∈ C are given in (3.8).
• For the negative index subspaces W−n, n ∈ N, of L2(µ) we define the
mother wavelets in terms of the coefficients of the matrix in (3.9) for n ∈ N
and k ∈ d−n − q−n, where q−n := cardQ−n, as
(3.7) ψ−n,k := U (−n+1)
∑
m∈N2
c−n,km T b
m
N cϕ(m)N .
The coefficients cn,km ∈ C, c−n,km ∈ C are determined in the following via the Gram-
Schmidt process.
For the definition of the basis we fix n ∈ N0 and we construct an orthonormal
basis for Cdn in the following way. Consider
(
an,km
)
k∈Qn,m∈Dn . This is a (qn × dn)-
matrix.
Now we consider dn − qn vectors ei, i ∈ dn − qn, of length dn which are linearly
independent of the vectors
(
an,km
)
m∈Dn , k ∈ Qn. Via the Gram-Schmidt process
we obtain dn− qn orthonormal vectors
(
cn,im
)
m∈Dn , i ∈ dn − qn, of length dn which
are orthonormal to
(
an,km
)
m∈Dn , k ∈ Qn. We extend the vectors
(
cn,im
)
m∈Dn to
some of length Nn+2 by cn,im = 0 if m ∈ Nn+2\Dn and we define a matrix Cn :=(
cn,km
)
k∈dn−qn,m∈Nn+2 of size (dn − qn) × Nn+2 and An :=
(
an,km
)
k∈Qn,m∈Nn+2 of
size qn ×Nn+2. So we obtain a matrix of size dn ×Nn+2 by
(3.8) Mn :=
( An
Cn
)
.
Now we turn to the construction of the coefficients for ψ−n,k, n ∈ N, in (3.7).
For each −n, n ∈ N, we define an orthonormal basis of Cd−n in the following way.
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Consider
(
bn,km
)
k∈Q−n,m∈D−n . This is a (q−n × d−n)-matrix. Now we consider d−n−
q−n vectors which are linearly independent of
(
bn,km
)
m∈D−n . Via the Gram-Schmidt
process we obtain d−n− q−n orthonormal vectors
(
c−n,jm
)
m∈D−n , j ∈ d−n − q−n, of
length d−n which are orthonormal to
(
bn,im
)
m∈D−n . In the last step we extend the
vectors
(
c−n,im
)
m∈D−n to some of length N
2 by defining c−n,im = 0 if m ∈ N2\D−n.
Now we define Dn :=
(
c−n,im
)
i∈d−n−q−n,m∈N2 and Bn :=
(
bn,km
)
k∈Q−n,m∈N2 such
that
(3.9) M˜n :=
( Bn
Dn
)
is a matrix of size d−n ×N2.
In the next step we show that we obtain indeed an orthonormal basis with these
mother wavelets given in (3.6) and (3.7). First we prove this for n ∈ N0. Recall
that Wn = Vn+1 	 Vn for n ∈ N0. Consequently, cl
(⋃
n∈N0 Wn ∪ V0
)
= L2(µ) since
for every n ∈ N0 it follows iteratively that Vn+1 =
⊕n
k=0Wk ⊕ V0. Now we show
that for fixed n ∈ N we have that {T lψn,k : k ∈ dn − qn, l ∈ Z} is an orthonormal
basis of Wn. First we show the orthonormality.
To show the orthonormality of T rψn,k and T sψn,l, r, s ∈ Z, k, l ∈ dn − qn,
it is sufficient to consider T rψn,k and ψn,l since the operator T is unitary. The
orthonormality follows then from
〈T rψn,k|ψn,l〉 =
〈 ∑
m∈Nn+2
cn,km U (n+1)T b
m
N c+Nn+1rϕ(m)N
∣∣∣ ∑
m∈Nn+2
cn,lm U (n+1)T b
m
N cϕ(m)N
〉
=
〈 ∑
m∈Nn+2
cn,km T b
m
N c+Nn+1rϕ(m)N
∣∣∣ ∑
m∈Nn+2
cn,lm T b
m
N cϕ(m)N
〉
=
∑
m∈Nn+2
∑
s∈Nn+2
cn,km c
n,l
s
〈
T Nn+1r+bmN cϕ(m)N
∣∣∣T b sN cϕ(s)N〉
=
∑
m∈Nn+2
∑
s∈Nn+2
cn,km c
n,l
s · δ(Nn+1r+bmN c,b sN c),((m)N ,(s)N )
= δr,0 ·
∑
m∈Nn+2
cn,km c
n,l
m
= δr,0 · δk,l.
In the next step we show that Vn+1 = Vn ⊕Wn. We consider a basis element
of Vn+1 of the form U (n+1)T b kN cϕ(k)N , k ∈ Nn+2, and show that it is a linear
combination of functions U (n)T b lN cϕ(l)N and ψn,m, l ∈ Nn+1, m ∈ dn − qn. It is
sufficient to consider only k ∈ Nn+2 by Definition 1.4 (1e). If U (n+1)T b kN cϕ(k)N = 0
it is obvious satisfied. If U (n+1)T b kN cϕ(k)N 6= 0, k ∈ Nn+2, it can be written as the
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following linear combination:
U (n+1)T b kN cϕ(k)N
=U (n+1)

∑
m∈Nn+2
∑
l∈Qn
an,lk a
n,l
m +
∑
l∈dn−qn
cn,lk c
n,l
m

︸ ︷︷ ︸
=δk,m
T bmN cϕ(m)N

=U (n+1)
∑
l∈Qn
an,lk
∑
m∈Nn+2
an,lm T b
m
N cϕ(m)N +
∑
l∈dn−qn
cn,lk
∑
m∈Nn+2
cn,lm T b
m
N cϕ(m)N

=
∑
l∈Qn
an,lk U (n)T b
l
N cϕ(l)N +
∑
l∈dn−qn
cn,lk U (n+1)
∑
m∈Nn+2
cn,lm T b
m
N cϕ(m)N
=
∑
l∈Qn
an,lk U (n)T b
l
N cϕ(l)N +
∑
l∈dn−qn
cn,lk ψn,l.
If we consider T lψn,k and T rψm,s for n,m ∈ N, n 6= m, l, r ∈ Z, k ∈ dn − qn,
s ∈ dm − qm, the orthonormality follows from T lψn,k ∈Wn, T rψm,s ∈Wm and by
the definition of Wn, Wm.
Now we consider the closed subspaces Vn of L2(µ) with n < 0 and show the anal-
ogous results. We show that for fixed n ∈ N
{
T Nnkψ−n,l : l ∈ d−n − q−n, k ∈ Z
}
is an orthonormal basis of W−n = V−n+1 	 V−n. First we show that any function
U (−n+1)ϕj can be written as a linear combination of functions U (−n)ϕi and ψ−n,l,
i ∈ N , l ∈ d−n − q−n. This linear combination is precisely
U (−n+1)ϕj
=U (−n+1)

∑
m∈N2

∑
i∈Q−n
b
n,i
j b
n,i
m +
∑
l∈d−n−q−n
c−n,lj c
−n,l
m︸ ︷︷ ︸
=δj,m
 T
bmN cϕ(m)N

=U (−n+1)
 ∑
i∈Q−n
b
n,i
j
∑
m∈N2
bn,im T b
m
N cϕ(m)N +
∑
m∈N2
∑
l∈d−n−q−n
c−n,lj c
−n,l
m T b
m
N cϕ(m)N

=
∑
i∈Q−n
b
n,i
j U (−n)ϕi +
∑
l∈d−n−q−n
c−n,lj U (−n+1)
∑
m∈N2
c−n,lm T b
m
N cϕ(m)N
=
∑
i∈Q−n
b
n,i
j U (−n)ϕi +
∑
l∈d−n−q−n
c−n,lj ψ−n,l.
We have to show the orthonormality only for ψ−n,l and ψ−n,k since T is a unitary
operator and U (−n+1)T kϕj are mapped to orthonormal functions. For ψ−n,l and
ψ−n,k, l, k ∈ d−n − q−n, the orthonormality follows from
〈ψ−n,l|ψ−n,k〉 =
〈 ∑
m∈N2
c−n,lm U (−n+1)T b
m
N cϕ(m)N
∣∣∣ ∑
m∈N2
c−n,km U (−n+1)T b
m
N cϕ(m)N
〉
=
∑
m∈N2
c−n,lm c
−n,k
m
= δl,k.
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Furthermore, it follows that L2(µ) =
⊕
k∈ZWk, since we have shown before that
cl
(⋃
n∈N0 Wn ∪ V0
)
= L2(µ). Consequently, we have that
{T lψn,k : n ∈ Z, k ∈ dn − qn, l ∈ Z}
is an ONB of L2(µ).
Remark 3.4. For the proof of Corollary 1.8 we have to consider the first part of the
proof of Theorem 1.6 and show the orthonormality between ψn,k and ϕi in addition,
which follows from the construction of the mother wavelets.
3.2. Abstract multiplicative Multiresolution analysis. In this section we
want to consider how the general results simplify if we impose the extra condi-
tion of a multiplicative MRA.
Recall from the introduction that in the case of Definition 1.4, we say that we
have a multiplicative MRA if there exists an operator U such that U (n) = Un for all
n ∈ N and U (−n) = (U∗)n, n ∈ N. We then say (µ, ((U)n , (U∗)n)n∈N0 , T ) allows a
two-sided multiplicative MRA.
The key observation is contained in Lemma 1.9 which we prove first.
Proof of Lemma 1.9. Recall that
{T lψ0,k : k ∈ d0 −N, l ∈ Z} is an orthonormal
basis of W0. We have ψ0,k =
∑
m∈N2 c
0,k
m UT b
m
N cϕ(m)N and we show that for fixed
n ∈ N, UnW0 = Wn. First it follows that UnT mψ0,k ∈ Wn ⊂ Vn+1, n ∈ N, m ∈ Z,
since
UnT mψ0,k =
∑
l∈N2
c0,kl Un+1T b
l
N c+Nmϕ(l)N
and
〈UnT mψ0,k|UnT rϕi〉
=〈UnT m
∑
l∈N2
c0,kl UT b
l
N cϕ(l)N |UnT r
∑
j∈N2
a0,ij UT b
j
N cϕ(j)N 〉
=〈Un+1T Nm
∑
l∈N2
c0,kl T b
l
N cϕ(l)N |Un+1T Nr
∑
j∈N2
a0,ij T b
j
N cϕ(j)N 〉
=δm,r ·
∑
l∈N2
c0,kl a
0,i
l = 0.
Consequently, UnW0 ⊂ Wn. Now consider Un+1T mϕj ∈ Vn+1, m ∈ Z, j ∈ N , and
we show that this can be written as a linear combination of functions UnT lϕi and
UnT rψ0,k, l, r ∈ Z, i ∈ N , k ∈ d0 −N , by considering the scalar product. First
we recall that UT b kN cϕ(k)N =
∑
i∈N a
0,i
k ϕi +
∑
l∈d0−N c
0,l
k ψ0,l for k ∈ N2 from the
proof of Theorem 1.6, and hence for k ∈ N2
1 = 〈UT b kN cϕ(k)N |
∑
i∈N
a0,ik ϕi +
∑
l∈d0−N
c0,lk ψ0,l〉
=
∑
i∈N
a0,ik a
0,i
k +
∑
l∈d0−N
c0,lk c
0,l
k .
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It follows that for m ∈ Nn+2 with m = k + N2k1, k ∈ N2, k1 ∈ Nn, we have
bmN c = b kN c+Nk1 and (m)N = (k)N , and so
〈Un+1T b kN c+Nk1ϕ(k)N |UnT k1
∑
i∈N
a0,ik ϕi + UnT k1
∑
l∈d0−N
c0,lk ψ0,l〉
=〈Un+1T b kN c+Nk1ϕ(k)N |UnT k1
∑
i∈N
a0,ik
∑
l∈N2
a0,il UT b
l
N cϕ(l)N 〉
+ 〈Un+1T b kN c+Nk1ϕ(k)N |UnT k1
∑
l∈d0−N
c0,lk
∑
i∈N2
c0,li UT b
i
N cϕ(i)N 〉
=〈T b kN c+Nk1ϕ(k)N |T Nk1
∑
i∈N
a0,ik
∑
l∈N2
a0,il T b
l
N cϕ(l)N 〉
+ 〈T b kN c+Nk1ϕ(k)N |T Nk1
∑
l∈d0−N
c0,lk
∑
i∈N2
c0,li T b
i
N cϕ(i)N 〉
=
∑
i∈N
a0,ik a
0,i
k +
∑
l∈d0−N
c0,lk c
0,l
k
=1.
Now we notice that we can write any element k ∈ Z as k = k0 + Nn+2l for some
k0 ∈ Nn+2 and l ∈ Z. Consequently, with UT N |V0 = T U|V0 we obtain the general
result for Un+1T kϕj , k ∈ Z, j ∈ N .
To obtain W−n = (U∗)nW−1, W−1 = V0	V−1, n ∈ N, we can proceed as above.
First we have from the proof of Theorem 1.6 that ψ−1,k =
∑
l∈N2 c
−1,k
l T b
l
N cϕ(l)N
and that ϕj , j ∈ N , can be represented as ϕj =
∑
i∈N b
−1,i
0,j U∗ϕi+
∑
l∈d−1−N c
−1,l
j ψ−1,l.
With these observations we obtain as above that
〈(U∗)n T mϕj | (U∗)n−1 T rψ−1,k〉 = 0
and
〈(U∗)n−1 T kϕj | (U∗)n
∑
i∈N
b
−1,i
j ϕi + (U∗)n−1
∑
l∈d−1−N
c−1,lj ψ−1,l〉 = 1.

Remark 3.5. If we have UU∗ = id, then W0 = U (W−1). Notice that U is not
necessarily injective on W−1.
Now we turn to the mother wavelets.
Remark 3.6. If U (n) = Un, U (−n) = (U∗)n, then we only consider the mother
wavelets for k ∈ d0 −N . So
ψ0,k = U
∑
l∈N2
c0,kl T b
l
N cϕ(l)N ,
where the coefficients are from (3.2) and we define ψk := ψ0,k.
For the negative indexed part of the construction we write for k ∈ d−1 −N
ψ−,k =
∑
l∈N2
c−1,kl T b
l
N cϕ(l)N .
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3.3. Translation completeness. In the following we assume a stronger condition
than (1e) of Definition 1.4, namely that the father wavelets are translation complete,
i.e. for j ∈ N
(3.10) ϕj ∈ spanU
{T jϕi : i ∈ N} .
This condition implies that there exist complex numbers a0,ji , i ∈ N , such that
ϕj =
∑
i∈N
a0,ji UT jϕi.
We would like to point out that this condition is also satisfied for the particular
case of MIM where the father wavelets ϕj , j ∈ N, are chosen to be the scaled
characteristic functions on the cylinder sets [j] (see Section 4).
We have that (3.2) takes the following form for k ∈ Z, j ∈ N , n ∈ N,
UnT kϕj =
∑
l∈N2
a0,jl Un+1T Nk+b
l
N cϕ(l)N
and under condition (3.10) this simplifies to
UnT kϕj =
∑
i∈N
a0,ji Un+1T Nk+jϕi.
To simplify the notation we set ajl := a
0,j
l . We now show that condition (3.10)
allows us to simplify the construction of the mother wavelets.
Lemma 3.7. Under condition (3.10) one possible choice of the matrixM0 in (3.8)
has a block structure consisting of N blocks.
Proof. DefineQk := {j ∈ N : UT kϕj 6= 0} and qk := cardQk for each k ∈ N . Then(
akj
)
j∈Qk is a vector of length q
k and we choose qk−1 linearly independent vectors to(
akj
)
j∈Qk of length q
k. Via the Gram-Schmidt process we obtain vectors
(
ck,lj
)
j∈Qk
,
l ∈ qk\{0}, orthonormal to (akj )j∈Qk . By setting ck,lj = 0 if j ∈ N\Qk we extend
the vectors
(
ck,lj
)
j∈Qk
to
(
ck,lj
)
j∈N
. Then Mk :=
 (akj )j∈N(
ck,lj
)
l∈qk\{0},j∈N
 is a
matrix of size qk ×N .
The matrix M̂0 = (hij)i∈q1,j∈N2 given with the blocks Mk, k ∈ N , by for k = 0
(hij)i∈q0,j∈N = M0,
for k ∈ N\{0}
(hij)i∈∑kl=0 ql\∑k−1l=0 ql,j∈(k+1)N\kN = Mk
and otherwise zero satisfies the conditions imposed on M0 in (3.8), i.e. if we
restrict the columns to those in D1, it is unitary, and M̂0 is of size q1 ×N2 since∑
k∈N q
k = q1. We notice that M̂0 is ordered in a different way than M0, since
the rows
(
akj
)
j∈Qk are not grouped inM0. 
Remark 3.8.
(1) If U (n) = Un, U (−n) = (U∗)n and (3.10), the mother wavelets take the
simpler form for k = 0, l ∈ q0\{0} and for k ∈ N\{0}, l ∈∑ki=0 qi\∑k−1i=0 qi,
as
ψl =
∑
j∈N
ck,lj UT kϕj ,
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where the coefficients are as constructed in Lemma 3.7. For negative in-
dexed part we define for k ∈ d−1 −N
ψ−,k =
∑
l∈N2
c−1,kl T b
l
N cϕ(l)N .
(2) In the case of (3.10), or the slightly weaker statement
(3.11) U (n)T b kN cϕ(k)N =
∑
i∈N
an,ki U (n+1)T Nb
k
N c+(j)Nϕi
we can obtain the coefficients for the mother wavelets by constructing for
each k ∈ Nn with U (n)T kϕj 66= 0 for at least one j ∈ N a matrix of size
qn,k × qn,k, where qn,k = card{j ∈ N : U (n)T kϕj 66= 0} instead of one
unitary matrix of size dn × dn. In this way we need at most Nn matrices
on the scale n ∈ N.
Now we turn to a correspondence to the construction of a wavelet basis for MIM.
The next proposition shows how the incidence matrix of MIM plays a role in the
MRA.
Proposition 3.9. In the case of U (n) = (U (1))n, n ∈ N0, (3.10) and if it further
holds that a0,ji 6= 0 if and only if UT jϕi 6= 0, i, j ∈ N , then we have for n ∈ N,
k ∈ Z, UnT kϕj 6= 0 if and only if for all i = 0, . . . , n − 2, UT ki+1ϕki 66= 0 and
UT k0ϕj 6= 0, where k =
∑n−1
i=0 kiN
i + lNn, ki ∈ N , i ∈ n, and l ∈ Z.
Proof. We prove this for k = k0 + Nk1, k0, k1 ∈ N . The general result follows
iteratively. Notice that U2T k0+Nk1ϕj = UT k1
(UT k0ϕj). Consequently, from
U2T k0+Nk1ϕj 6= 0 it follows that UT k0ϕj 6= 0. Besides we have that
UT k1ϕk0 = UT k1
∑
i∈N
ak0i UT k0ϕi = U2T Nk1+k0
∑
i∈N
ak0i ϕi 6= 0
if U2T k0+Nk1ϕj 6= 0.
If we assume that UT k1ϕk0 6= 0 and UT k0ϕj 6= 0 then
U2T Nk1+k0ϕj = UT k1UT k0ϕj
=
(
ak0j
)−1
UT k1
ϕk0 − ∑
i∈N\{j}
ak0i UT k0ϕi

=
(
ak0j
)−1UT k1ϕk0 − ∑
i∈N\{j}
ak0i U2T Nk1+k0ϕi

6= 0,
since UT k1ϕk0 −
∑
i∈N\{j} a
k0
i U2T Nk1+k0ϕi = ak0j UTNk1+k0ϕj 6= 0. 
Remark 3.10. We can show the same result if for some c ∈ R, we have U (n)T kϕj =
c
(U (1))n T kϕj for all n ∈ N, k ∈ Nn and j ∈ N and (3.10), where c may depend
on n, k, j.
Under the conditions of Proposition 3.9 we can give a N × N matrix A, which
coincides with the incidence matrix in the case of MIM given by A = (Aij)i,j∈N
with
Aij :=
{
0, if UT iϕj = 0,
1, else.
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4. Applications to Markov Interval Maps
4.1. Multiresolution Analysis for MIM. Now we apply the results of Section
3 to Markov Interval Maps. More precisely, we construct a wavelet basis on the
L2-space of a limit set of a Markov Interval Map translated by Z with respect to
a measure. First we consider the case where we do not have any relation between
the measures of νZ ([ij]) and νZ ([i]), νZ ([j]). In this case we cannot define only
one operator U , but on each scale n ∈ Z we consider a different operator U (n).
Consequently, we obtain a family of operators
(
U (n)
)
n∈Z.
The operators
(
U (n)
)
n∈Z and T are defined in (1.3), (1.4) and (1.2) respectively.
Remark 4.1.
(1) Notice that in general we have U (1)U (1) 6= U (2) since the multiplicative
constant
√
νZ([j])
νZ([ij])
νZ([k)
νZ([kl])
for U (1)U (1) and
√
νZ([j])
νZ([kij])
for U (2) on the cylinder
sets may differ.
(2) The operator T is unitary.
(3) The operators
(
U (n)
)
n∈Z are well defined, namely for f ∈ L2(νZ) we have
U (n)f ∈ L2(νZ).
Define the N father wavelets as ϕi := (µ([i]))
−1/2
1[i] for i ∈ N .
Remark 4.2. Notice that for ω ∈ ΣnA, j ∈ N and k ∈ Z with k =
∑n−1
i=0 ωn−1−iN
i+
Nnl, l ∈ Z, we have
(4.1) U (n)T kϕj =
{
0, if Aωn−1j = 0,
(νZ([ωj]))
−1/2
T l1[ωj], else.
Now we turn to the proof of the properties of
(
U (n)
)
n∈Z and T stated in Propo-
sition 1.3.
Proof of Proposition 1.3. ad (1): Let n ∈ N, f ∈ L2(νZ), x ∈ R, then
TU (n)f(x)
=
∑
k∈Z
∑
ω∈ΣnA
∑
j∈N
√
νZ([j])
νZ([ωj])
1[ωj](x− 1− k) · f
(
τ−1ω (x− 1− k) +
n−1∑
i=0
ωn−1−iN i +Nnk
)
=
∑
l∈Z
∑
ω∈ΣnA
∑
j∈N
√
νZ([j])
νZ([ωj])
1[ωj](x− l) · f
(
τ−1ω (x− l) +
n−1∑
i=0
ωn−1−iN i +Nnl −Nn
)
=U (n)TN
n
f(x).
ad (3): Let i ∈ N , x ∈ R, then
ϕi(x)
= (νZ([i]))
−1/2 ∑
j∈N
1[ij](x)
=
∑
j∈N
√
νZ([ij])
νZ([i])
νZ([j])
νZ([ij])
· (µ([j]))−1/2 1[ij](x)
=
∑
j∈N
√
νZ([ij])
νZ([i])
∑
k∈N
√
νZ([k])
νZ([ik])
1[ik](x) · ϕj
(
τ−1i (x)
)
=U (1)T i
∑
j∈N
√
νZ([ij])
νZ([i])
ϕj(x).
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ad (2): Notice that for n ∈ N, l ∈ N , k ∈ Z,
U (−n)ϕl(x) =
∑
ω∈ΣnA:ω0=l
∑
j∈N
√
νZ([ωj])
νZ([l])
ϕj
(
x−
n−1∑
i=0
ωn−1−iN i
)
and
U (−n)T kϕl(x) =
∑
ω∈ΣnA:ω0=l
∑
j∈N
√
νZ([ωj])
νZ([l])
ϕj
(
x−
n−1∑
i=0
ωn−1−iN i −Nnk
)
.
Consequently, TN
nkU (−n)ϕj = U (−n)T kϕj for all k ∈ Z, n ∈ N, j ∈ N .
ad (4): Let n ∈ N and k = ∑n−1i=0 ωn−1−iN i + Nnk1, ω ∈ ΣnA, k1 ∈ Z and
l =
∑n−1
i=0 ω˜n−1−iN
i + Nnl1, ω˜ ∈ ΣnA, l1 ∈ Z and Aωn−1i = 1 and Aω˜n−1j = 1 for
i, j ∈ N then
〈U (n)T kϕi|U (n)T lϕj〉 = 〈(νZ([ωi]))−1/2 T k11[ωi]| (νZ([ω˜j]))−1/2 T l11[ω˜j]〉
= δk1,l1δ(ω,i),(ω˜,j).
Otherwise, we have U (n)T kϕi = 0 or U (n)T lϕj = 0.
Furthermore for n ∈ N, k, j ∈ Z, i,m ∈ N , we have
〈U (−n)T kϕi|U (−n)T lϕm〉
=
〈 ∑
ω∈ΣnA:ω0=i
∑
j∈N
√
νZ([ωj])
νZ([i])
T
∑n−1
i=0 ωn−1−iN
i+Nnkϕj
|
∑
ω∈ΣnA:ω0=m
∑
j∈N
√
νZ([ωj])
νZ([m])
T
∑n−1
i=0 ωn−1−iN
i+Nnlϕj
〉
=δk,l · δi,m ·
∑
ω∈ΣnA:ω0=i
∑
j∈N
νZ([ωj])
νZ([i])
=δ(k,i),(l,m),
where we used in the second equality that 〈T kϕj |T lϕi〉 = δ(k,j),(l,i).
ad (5): Let n ∈ N, f ∈ L2(νZ), x ∈ R, then
U (n)U (−n)f(x)
=
∑
l∈Z
∑
ω˜∈ΣnA
∑
r∈N
√
νZ([r])
νZ([ω˜r])
1[ω˜r](x− l)
∑
k∈Z
∑
ω∈ΣnA
∑
j∈N
√
νZ([ωj])
νZ([j])
1[j]
(
τ−1ω˜ (x− l) +
n−1∑
i=0
ω˜n−1−iN i +Nnl −
n−1∑
i=0
ωn−1−iN i −Nnk
)
f
(
τω
(
τ−1ω˜ (x− l) +
n−1∑
i=0
ω˜n−1−iN i +Nnl −
n−1∑
i=0
ωn−1−iN i −Nnk
)
+ k
)
=
∑
k∈Z
∑
ω∈ΣnA
∑
j∈N
1[ωj](x− k) · f(x)
=f(x),
where we used in the third equality that i = r, ω = ω˜ and k = l since otherwise it
is zero.
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ad (6): For n ∈ N, k ∈ Z, j ∈ N , x ∈ R, with U (n)T kϕj 6= 0, there is ω ∈ ΣnA,
l ∈ Z, with k = ∑n−1i=0 ωn−1−iN i +Nnl and so
U (−n)U (n)T kϕj(x) = U (−n)
(
(νZ([ωj]))
−1/2
T l1[ωj](x)
)
= TN
nlU (−n)
(
(νZ([ωj]))
−1/2
1[ωj](x)
)
= TN
nlT
∑n−1
i=0 ωn−1−iN
i
(νZ([j]))
−1/2
1[j](x)
= T kϕj(x).

Remark 4.3. We further notice that for n ∈ N, x ∈ R, we have f ∈ L2(νZ),
U (−n)U (n)f(x) =
∑
k∈Z
∑
ωj∈Σn+1A
1[j]
(
x−
n−1∑
i=0
ωn−1−iN i −Nnk
)
· f(x),
and consequently, in general we do not have U (−n)U (n) = id.
Now we can turn to the proof of Theorem 1.5.
Proof of Theorem 1.5. We show the properties (2a) to (2e) of Definition 1.4 with
the father wavelets ϕi = (ν([i])
−1/2
1[i], i ∈ N .
We define the closed subspaces of L2(νZ) for j ∈ N as
V0 := cl span
{
T kϕi : k ∈ Z, i ∈ N
}
,
Vj := cl span
{
U (j)T kϕi : k ∈ Z, i ∈ N
}
.
ad (2c): By the definition of Vj we obviously have that
{
U (j)T kϕi : k ∈ Z, i ∈ N
}
spans Vj , j ∈ Z. The orthonormality follows from Proposition 1.3 (4).
ad (2d): We notice that for ω ∈ ΣnA, j ∈ N and k ∈ Z with k =
∑n−1
i=0 ωn−1−iN
i+
Nnl, l ∈ Z, we have
U (n)T kϕj =
∑
i∈N
√
νZ([ωji])
νZ([ωj])
U (n+1)TNk+jϕi.
If there is not such an ω ∈ ΣnA so that k =
∑n−1
i=0 ωn−1−iN
i + Nnl, l ∈ Z, then
U (n)T kϕj = 0.
ad (2a): Notice that for n ∈ N, k ∈ Z and i ∈ N we obtain with Proposition 1.3
(2) and (3) that
U (n)T kϕi = U
(n)T kU (1)T i
∑
j∈N
√
νZ([i])
νZ([ij])
ϕj
= U (n)U (1)TNk+i
∑
j∈N
√
νZ([i])
νZ([ij])
ϕj .
So it follows that Vn ⊂ Vn+1 by Remark 4.1 (1).
ad (2b): First we notice that X is either totally disconnected or we can consider
X as an interval in [0, 1]. Furthermore, every characteristic function on a cylinder
[ω] ⊂ ΣA can be obtained by U (n)T kϕj , n ∈ N0, k ∈ Z, j ∈ N . Thus, we are left
to show that
{
T k1[ω] : k ∈ Z, ω ∈ Σ∗A
}
is dense in L2(νZ).
If X is totally disconnected, it follows by the Stone-Weierstrass Theorem that{
T k1[ω] : k ∈ Z, ω ∈ Σ∗A
}
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is dense in C(R,C), see e.g. [KSS07]. Besides it is well known that C(R,C) is dense
in L2(νZ) and so cl span
{
T k1[ω] : k ∈ Z, ω ∈ Σ∗A
}
= L2(νZ).
If X = [a, b], notice that every interval I ⊂ [0, 1] can be approximated by τω(X),
ω ∈ Σ∗A. Hence τω(X), ω ∈ Σ∗A, generates B, thus every element A ∈ B can be
approximated by elements of {τω(X) : ω ∈ Σ∗A}. Consequently, every elementary
function can be approximated by functions 1τω(X) and so all functions in L
2(νZ)
can be approximated by elements of{
T k1[ω] : ω ∈ Σ∗A, k ∈ Z
}
=
{
U (n)T lϕi : n ∈ N0, l ∈ Z, i ∈ N
}
.
Consequently, cl
⋃
k∈N Vn = L
2(νZ) .
ad (2e): This follows from Proposition 1.3 (1) and (2). 
Next we prove the forward direction of Theorem 1.11. The backward direction
will be shown in Section 4.3.
Proof of Theorem 1.11 “=⇒”. We assume that
(
νZ,
(
U (n)
)
n∈Z , T
)
allows a two-
sided MRA with the father wavelets ϕi = (νZ([i])
−1/2
1[i]. Then in particular, it
holds by (2d) of Definition 1.4 that for n ∈ N
U (−n) {ϕi : i ∈ N} ⊂ spanU (−n+1)
{
T kϕi : i ∈ N, k ∈ N
}
.
We further notice that for n ∈ N, k, i ∈ N ,
U (−n)ϕk =
∑
ω∈ΣnA:ω0=k
∑
j∈N
√
νZ([ωj])
νZ([k])
T
∑n−1
l=0 ωn−1−lN
l
ϕj
and
U (−n+1)T kϕi =
∑
ω∈Σn−1A :ω0=i
∑
j∈N
√
νZ([ωj])
νZ([i])
T
∑n−2
l=0 ωn−2−lN
l+Nn−1kϕj .
From the precise from of U (−n)ϕk and U (−n+1)Tmϕi, n ∈ N, k,m, i ∈ N , it follows
that 〈U (−n)ϕk|U (−n+1)Tmϕi〉 6= 0 only if m = k since
〈U (−n)ϕk|U (−n+1)Tmϕi〉
=〈
∑
ω∈ΣnA:ω0=k
∑
j∈N
√
νZ([ωj])
νZ([k])
T
∑n−1
l=0 ωn−1−lN
l
ϕj
|
∑
ω∈Σn−1A :ω0=i
∑
j∈N
√
νZ([ωj])
νZ([i])
T
∑n−2
l=0 ωn−2−lN
l+Nn−1mϕj〉
=
∑
ω∈ΣnA:ω0=k
∑
j1∈N
∑
ω˜∈Σn−1A :ω˜0=i
∑
j2∈N
√
νZ([ωj1])
νZ([k])
√
νZ([ω˜j2])
νZ([i])
〈T
∑n−1
l=0 ωn−1−lN
l
ϕj1 |T
∑n−2
l=0 ω˜n−2−lN
l+Nn−1mϕj2〉
=δm,k
∑
j∈N
∑
ω∈Σn−1A :ω0=i
√
νZ([kωj])
νZ([k])
√
νZ([ωj])
νZ([i])
,
where we used in the third equality the property of Proposition 1.3 (4), namely
〈T kϕj1 |T lϕj2〉 = δ(k,j1),(l,j2) for any k, l ∈ Z and j1, j2 ∈ N .
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As a consequence of (2c), (2d) of Definition 1.4 and the observation above it
follows that for every n ∈ N, k ∈ N there exist unique
(
αn,ki
)
i∈N
∈ CN such that
U (−n)ϕk =
∑
i∈N
αn,ki U
(−n+1)T kϕi
=
∑
i∈N
αn,ki
∑
ω∈Σn−1A :ω0=i
∑
j∈N
√
νZ([ωj])
νZ([i])
T
∑n−2
l=0 ωn−2−lN
l+Nn−1kϕj .
On the other hand, from the precise form of U (−n)ϕk it follows that
U (−n)ϕk =
∑
ω∈ΣnA:ω0=k
∑
j∈N
√
νZ([ωj])
νZ([k])
T
∑n−1
l=0 ωn−1−lN
l
ϕj
=
∑
ω∈Σn−1A
∑
j∈N
√
νZ([kωj])
νZ([k])
T
∑n−2
l=0 ωn−2−lN
l+Nn−1kϕj
=
∑
i∈N
∑
ω∈Σn−1A :ω0=i
∑
j∈N
√
νZ([kωj])
νZ([k])
T
∑n−2
l=0 ωn−2−lN
l+Nn−1kϕj .
By comparing the coefficients it follows that for every ω ∈ Σn−1A , ω0 = i, we have
αn,ki
√
νZ([ωj])
νZ([i])
=
√
νZ([kωj])
νZ([k])
. Consequently, αn,ki ∈ R+ and
νZ([kωj]) = νZ([ωj])
(
αn,ki
)2 νZ([k])
νZ([i])
.
Now it remains to be shown that cn,ki are independent of n ∈ N. For n ∈ N, ω ∈ ΣnA
with ω0 = i and k ∈ N it follows that
νZ([kω]) =
∑
j∈N
νZ([kωj]) =
∑
j∈N
νZ([ωj])
(
αn,ki
)2
νZ([k])
νZ([i])
= νZ([ω])
(
αn,ki
)2
νZ([k])
νZ([i])
.
On the other hand we can write ω ∈ ΣnA with ω0 = i as ω = ω˜ωn−1 for a suitable
ω˜ ∈ Σn−1A , ω˜0 = i, and so
νZ([kω]) = νZ([kω˜ωn−1]) = νZ([ω˜ωn−1])
(
αn−1,ki
)2
νZ([k])
νZ([i])
= νZ([ω])
(
αn−1,ki
)2
νZ([k])
νZ([i])
.
Thus, αn−1,ki = α
n,k
i and so α
n,k
i = α
m,k
i for all n,m ∈ N, k, i ∈ N . In the following
we write αki for α
n,k
i .
Define κk,i :=
(
αki
)2
νZ([k])/νZ([i]) for k, i ∈ N , then we have νZ([kωj]) =
κk,ω0νZ([ωj]) for all ω ∈ Σ∗A, j, k ∈ N . From this property we conclude the Markov
relation since for any k, i ∈ N
ν([ki]) =
∑
j∈N
ν([kij]) =
∑
j∈N
κk,iν([ij]) = κk,iν([i])
MULTIRESOLUTION ANALYSIS FOR MARKOV INTERVAL MAPS 25
and so
ν([ki]) = ν([k])
κk,iν([i])
ν([k])
.
Define piki := κk,iν([i])/ν([k]) =
(
αki
)2, then piki is a incidence probability. Conse-
quently, we have that if a two-sided MRA holds then the measure ν is Markovian.
The reversed implication will be shown in Section 4.3. 
4.2. Mother wavelets for MIM. In this section we are in the case of Remark 3.8
(2) and so we consider for each father wavelet ϕi, i ∈ N , a matrix of coefficients;
more precisely on each scale we have to consider for each element of the alphabet
N a matrix of coefficients. We slightly change the notation from cn,k,lj to c
ω,l
j for
ω ∈ ΣnA, since the information about n and k are coded; n is given by the length of
a word and k =
∑n−1
i=0 ωn−1−iN
i.
For ω ∈ Σn+1A we need a matrix of size qωn × qωn , where qωn = card{j ∈ N :
Aωnj = 1}. First we determine cω,kj ∈ C, j ∈ N , k ∈ qωn\{0}, such that the
(qωn × qωn)-matrix
Mω :=

(√
νZ([ωj])
)
j∈Dωn(
Aωnjc
ω,k
j
)
k∈qωn\{0},j∈Dωn
 ,
where Dωn = {j ∈ N : Aωnj = 1} is unitary. This is done as explained above via
the Gram-Schmidt process.
We define for ω ∈ Σn+1A , k =
∑n
i=0 ωn−iN
i the basis functions as: for l ∈ qωn\{0}
ψω,l = U (n)T k
∑
j∈N
Aωnjc
ω,l
j ϕj .
These functions can be written differently for ω ∈ Σn+1A , k ∈ qωn\{0}, as
ψω,k =
∑
j∈N
Aωnjc
ω,k
j · (νZ([ωj]))−1/2 · 1[ωj].
From Theorem 1.6 and Theorem 1.5 the following corollary follows.
Corollary 4.4. An orthonormal basis for L2(νZ) is given by{
T lψω,k : l ∈ Z, ω ∈ Σ∗A, k ∈ {1, . . . , qω|ω|−1 − 1}
} ∪ {T lϕj : l ∈ Z, j ∈ N} .
Remark 4.5. In fact, the proofs of Theorem 1.6 and Theorem 1.5 show that we
have for n ∈ N
cl span
{
T lψω,k : l ∈ Z, ω ∈ ΣnA, k ∈ {1, . . . , qωn−1 − 1}
}
= Vn 	 Vn−1.
4.3. MRA for a Markov measures. In this section we construct a wavelet basis
on the limit set translated by Z where the underlying measure ν is Markovian. For
this fix a probability vector p = (p0, p1, . . . , pN−1) and a (N ×N) stochastic matrix
Π = (pijk)j,k∈N such that for ω ∈ ΣnA we have
ν([ω]) = pω0
n−2∏
i=0
piωiωi+1 .
Furthermore, we have that pijk = 0 if Ajk = 0.
This is a special case of the one in the last section. Therefore, we omit some
proofs here and mainly state the results, so that the differences become clear.
In this construction we only have to define one operator U since we obtain U (n)
by Un, i.e. by iteration of U . Another main difference is that we do not need one
matrix for every ω ∈ Σ∗A to obtain the mother wavelets, but we only need matrices
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for ω ∈ Σ1A = N . So we need not more than N2 matrices. This follows from Lemma
1.9.
The setting is as defined in Section 2. Set U := U (1)and so it takes the form in
(1.1). By the Markov property we have νZ([i])νZ([ji]) =
pi
pjpiji
and hence one easily verifies
that U (n) = Un. Also notice that U is not unitary unless we have that Aij = 1 for
all i, j ∈ N .
Now we turn to the form of U∗.
Lemma 4.6. U∗ has the form
(4.2) U∗f(x) =
∑
k∈Z
∑
j∈N
∑
i∈N
√
pjpiji
pi
· 1[i](x− j −Nk) · f(τj(x− j −Nk) + k).
Remark 4.7. Notice that U∗ = U (−1) and (U∗)n = U (−n).
Proof. To prove that U∗ has the form above we use the Z-translation invariance
of the measure νZ and the fact that
dνZ◦τj
dνZ
=
pjpiji
pi
on [i]. We obtain this Radon-
Nikodym derivative since for a cylinder set [ω], ω ∈ Σ∗A, we have
νZ (τj([ω])) = pjpijω0
n∏
i=0
piωiωi+1
and νZ([ω]) = pω0
∏n
i=0 piωiωi+1 .
Consequently, we obtain that for f, g ∈ L2(νZ)
〈Uf |g〉
=
ˆ ∑
k∈Z
∑
j∈N
∑
i∈N
√
pi
pjpiji
· 1[ji](x− k) · f(τ−1j (x− k) + j +Nk)g(x)dνZ(x)
=
ˆ ∑
k∈Z
∑
j∈N
∑
i∈N
√
pi
pjpiji
· 1[ji](x) · f(τ−1j (x) + j +Nk)g(x+ k)dνZ(x)
=
ˆ ∑
k∈Z
∑
j∈N
∑
i∈N
√
pi
pjpiji
· 1[ji](τj(x)) · f((x) + j +Nk)g(τj(x) + k)dνZ(τj(x))
=
ˆ ∑
k∈Z
∑
j∈N
∑
i∈N
√
pi
pjpiji
· 1[ji](τj(x)) · f((x) + j +Nk)g(τj(x) + k) · pjpiji
pi
· dνZ(x)
=
ˆ
f(x)
∑
k∈Z
∑
j∈N
∑
i∈N
√
pjpiji
pi
· 1[i](x− j −Nk) · g(τj(x− j −Nk) + k)dνZ(x)
=〈f |U∗g〉,
with U∗g as in (4.2). 
Now we turn to the definition of the father wavelets which we use in the MRA.
Define the N father wavelets as ϕi = (νZ([i]))
−1/2
1[i] for i ∈ N .
Remark 4.8. Notice that the family of father wavelets (ϕi)i∈N is orthonormal by
definition.
Now we turn to the properties of the operators U and T given in Proposition
1.1.
Proof of Proposition 1.1. We have that (1), (2), (3) and (4) follow directly from
Proposition 1.3 since it is a special case of U (n) in the section above.
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ad (5): This proof is analogous to the one of (4) or Proposition 1.3 (5). We
obtain for f ∈ L2(νZ)
U∗Uf(x) =
∑
k∈Z
∑
j∈N
Aji1[i](x− j −Nk) · f(x).
∑
k∈Z
∑
j∈N
∑
i∈N Aji1[i](x− j −Nk) = 1 for all x ∈ R if and only if Aji = 1 for
all i, j ∈ N . 
Now we turn to the proof of the backward direction of Theorem 1.11. Some of
the properties follow directly from the proof of Theorem 1.5.
Proof of Theorem 1.11 ”⇐=”. We show the properties (1a) to (1f) of Definition 1.4.
The property (1b) follows from Theorem 1.5.
ad (1e): For n ∈ N0 it follows directly from Theorem 1.5. For n ∈ Z, n < 0,
x ∈ R, k ∈ N , it follows by
(U∗)|n| ϕk(x)
=
∑
ω∈Σ|n|A :ω0=k
∑
i∈N
√√√√|n|−2∏
l=1
piωl,ωl+1 · pik,ω1piω|n|−1,iϕi
x− |n|−1∑
l=0
ω|n|−1−lN l

=
∑
j∈N
√
pik,j
( ∑
ω∈Σ|n|−1A :ω0=j
∑
i∈N
√√√√|n|−3∏
l=1
piωl,ωl+1 · pij,ω1piω|n|−2,i
ϕi
x− |n|−2∑
l=0
ω|n|−2−lN l − kN |n|−1
)
=
∑
j∈N
√
pik,j (U
∗)|n|−1 T kϕj(x).
ad (1a): For n ∈ N0 it follows directly from Theorem 1.5. For n ∈ Z, n < 0,
k ∈ N , it follows from
(U∗)|n| ϕk =
∑
j∈N
√
pik,j (U
∗)|n|−1 T kϕj .
ad (1c): We have that
⋂
n∈Z Vn = {0} , because the support of (U∗)n ϕj , j ∈ N ,
grows in n ∈ N. More precisely, for j ∈ N
νZ (supp ((U
∗)n ϕj)) =
∑
i∈N
νZ ([i])
(
card
{
ω ∈ Σn+1A : ω0 = j, ωn = i
})
.
Consequently, {0} = ⋂j∈Z Vj since any function f ∈ ⋂j∈Z Vj must be constant for
every n ∈ N on supp ((U∗)n ϕj), for j ∈ N .
ad (1d): This property follows directly from the definition of the spaces Vj and
Proposition 1.3 (4) with the observation that U (n) = Un and U (−n) = (U∗)n,
n ∈ N0.
ad (1f): This property follows from Proposition 1.1 (4) and (5). 
Remark 4.9. Now we give some remarks concerning the father wavelets.
(1) The relation for the functions ϕi, i ∈ N , can also be written as
(ϕj)
t
j∈N =
∑
l∈N
Ml
(
UT lϕj
)
j∈N ,
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where the Ml are (N ×N)-matrices with (Ml)n,k =
{√
pilk, n = l,
0, else,
for
n, k ∈ N .
(2) Notice that for k ∈ Z we can write k = a0 + Nl, where a0 ∈ N and some
l ∈ Z, i.e. k is in the N -adic expansion. Then we obtain
UT kϕj =
{
0, if Aa0j = 0,
(pa0 · pia0j)−1/2 T l1[a0j], else.
(3) Notice that in
{
UnT kϕi : n ∈ N, k ∈ Z, i ∈ N
}
some functions are con-
stantly zero. These functions are precisely those where for k ∈ Z written
in the N -adic expansion, k =
∑n−1
j=0 kn−1−jN
i + lNn, kj ∈ N , l ∈ Z, either
Akjkj+1 = 0 for some j ∈ {0, . . . , n− 2} or Akn−1i = 0.
4.3.1. Mother wavelets for Markov measures. The construction of the mother wavelets
simplifies in this setting because we only have to consider mother wavelets for one
scale and obtain the other by iterative application of the operators U and T by
Lemma 1.9. The mother wavelets are constructed via N matrices as given in
Lemma 3.7 and so the mother wavelets are defined for k ∈ N and l ∈ qk\{0},
by
ψk,l = UT k
∑
j∈N
Akjc
k,l
j ϕj
for coefficients ck,lj ∈ C as in Lemma 3.7.
Remark 4.10.
(1) The number of mother wavelets we obtain is
∑
k∈N q
k ≤ N2. In the case
of N2 mother wavelets we are back in the case of fractals given by an IFS.
(2) Notice that
∑qk−1
l=1 AkiAkjc
k,l
i c
k,l
j +
√
piki
√
pikj = δi,j .
(3) Alternatively we can define the mother wavelets as the elements of the
vector(
ψk,l
)t
l∈{1,...,qk−1} =
((
Akjc
k,l
j
)
l∈qk\{0},j∈N
)(
UT kϕj
)t
j∈N .
(4) Here we can see that we only need mother wavelets for W0 since
∑
j∈N
Akjc
k,i
j (νZ([ωj]))
1/2
=
√√√√pω0 n−2∏
i=1
pii(i+1)
∑
j∈N
Akjc
k,i
j
√
piωn−1j = 0,
which was the crucial condition in the case of the last section.
Corollary 4.11.{
UnTmψk,l : n ∈ N0, m ∈ Dn,k, k ∈ N, l ∈ qk\{0}
}
∪{(U∗)n Tmψk,l : n ∈ N, m ∈ Z, k ∈ N, l ∈ qk\{0}}
∪{(U∗)n T kϕj : n ∈ N, k ∈ NZ+ l, j, l ∈ N, Ajl = 0}
gives an ONB for L2(νZ), where
Dn,k =
{
m ∈ Z : m =
n−1∑
i=0
ωn−1−iN i +Nnl, ωi ∈ N, (ω0, . . . , ωn−1) ∈ ΣnA
and Aω0k = 1, l ∈ Z
}
.
Remark 4.12.
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(1) Because of UW−1 = W0 we only have to add those functions T kϕj , k ∈ Z,
j ∈ N , with UT kϕj = 0 to the basis of U∗ (W0) to obtain a basis of W−1.
(2) Notice that
ψk,l = UT k
∑
i∈N
Akic
k,l
i ϕi
=
∑
i∈N
Akic
k,l
i · (pk · piki)−1/2 · 1[ki].
4.4. Examples. In the construction of [MP09] only Cantor sets with incidence
matrix are considered, i.e. the IFS has the form
(
τi(x) =
x+i
N
)
i∈N , and there exists a
incidence matrix A. The limit set has then the Hausdorff dimension δ = dimH(X) =
log r(A)
logN , where r(A) is the spectral radius of A. So we consider the δ-dimensional
Hausdorff measure µ restricted to the by Z translated set X. It follows that
pj = µ([j]) and piij =
N−2δpj
pi
. Consequently, in this case we can rewrite our
conditions for obtaining the coefficients of the mother wavelets in a simpler way.
More precisely, for k ∈ N instead of∑
j∈N
Akjc
k,i
j
√
pikj = 0
we obtain the condition ∑
j∈N
Akjc
k,i
j
√
pj = 0.
Although the basis in [MP09] is only given in terms of the representation of a
Cuntz-Krieger algebra we can now give a scaling operator U in the sense of (1.1)
for this case. More precisely, we obtain
Uf(x) = Nδ
∑
k∈Z
∑
j∈N
1[j](x− k) · f(τ−1j (x− k) + j +Nk).
Proof of Example 1.2: We clearly have that the β-transformation belongs to
the class of Markov measures. Consequently, we have that (µ,U, T ) allows a MRA.
We can construct the mother wavelets along the lines of Section 4.3. Since we have
that in this case d0 = 2 and d1 = 1 we only have to construct coefficients for ϕ0
to obtain the mother wavelets. These coefficients are given in the following matrix
which is unitary: ( √
β − 1 √2− β√
2− β −√β − 1
)
.
Thus, the mother wavelet is ψ = U
(√
2− βϕ0 −
√
β − 1ϕ1
)
. To obtain the basis
we further notice that UTϕ1 = 0 and so we have to keep T kϕ1, k ∈ 2Z+ 1 in the
basis.
5. Operator algebra
In the case of one father wavelet we obtain a so-called low-pass filter function
and high-pass filter functions, in terms of which the mother wavelets are given. Via
these filter functions we obtain a representation of the Cuntz algebra ON , where N
is the number of filter functions. In the case of multiwavelets we can obtain weaker
relations. Here we restrict to the case of MIM with underlying Markov measure as
treated in Section 4.3. These results are in correspondence to results in [BFMP10].
The relations for the father and the mother wavelets can be written in the fol-
lowing way:
For the following we introduce for z ∈ T := {ω ∈ C : |ω| = 1} the low-pass filter
H(z) =
(√
piklz
k
)
l,k∈N
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and for each k ∈ N and z ∈ T the high-pass filter
Gk(z) =
(
Aklc
k,j
l z
k
)
j∈qk\{0},l∈N
.
With these definitions we obtain the following immediate lemma.
Lemma 5.1. Let φ = (ϕj)
t
j∈N , then φ = UH(T )φ and let ψk =
(
ψk,j
)t
j∈qk\{0} for
k ∈ N , then ψk = UGk(T )φ, where the operators U and T are applied to evey entry
in the vector.
Remark 5.2. It follows that for z ∈ T
H(z)Ht(z) =
∑
j∈N
√
pikjpiljz
l−k

k,l∈N
and for k ∈ N , z ∈ T,
Gk(z)G
t
k(z) = I.
These filter functions lead us to the definitions of certain “isometries”.
Definition 5.3. For z ∈ T and f = (f0, . . . , fN−1), fj ∈ L2(T, λ), define
SHf(z) =
√
NHt(z)f
(
zN
)
and for k ∈ N , z ∈ T,
SGkf(z) = G
t
k(z)f
(
zN
)
.
For these “isometries” we have the following properties.
Proposition 5.4. The following relations hold:
(1) S∗HSH = I,
(2) S∗GkSGk = I, k ∈ N ,
(3) S∗HSGk = 0 and S
∗
Gk
SH = 0, k ∈ N ,
(4) S∗GiSGj = 0, i, j ∈ N , i 6= j .
Remark 5.5. Realize that for z ∈ T, f = (f0, . . . , fN−1), fj ∈ L2(T, λ),
S∗Hf(z) =
1√
N
∑
ωN=z
H(ω)f(ω)
and for k ∈ N , z ∈ T, f = (f0, . . . , fN−1), fj ∈ L2(T, λ),
S∗Gkf(z) =
1
N
∑
ωN=z
Gk(ω)f(ω).
Proof. ad (1): Let z ∈ T, f = (f0, . . . , fN−1), fj ∈ L2(T), then
S∗HSHf(z) =
∑
ωN=z
H(ω)Ht(ω)f(ωN )
=
∑
ωN=z
H(ω)Ht(ω)f(z) = f(z)
ad (2): Let k ∈ N , z ∈ T, f = (f0, . . . , fN−1), fj ∈ L2(T), then
S∗GKSGkf(z) =
1
N
∑
ωN=z
Gk(ω)G
t
k(ω)f(z) = f(z)
ad (3): Let k ∈ N , z ∈ T, f = (f0, . . . , fN−1), fj ∈ L2(T), then
S∗HSGkf(z) =
1
N
∑
ωN=z
H(ω)Gtk(ω)f(z) = 0,
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since
∑
ωN=zH(ω)G
t
k(ω) = 0 by summing up the roots of unity.
For S∗GkSH we use that Gk(ω)H
t(ω) = 0 by the choice of the coefficients ck,lj .
ad (4): Let i, j ∈ N , i 6= j, z ∈ T, f = (f0, . . . , fN−1), fj ∈ L2(T), then
S∗GiSGjf(z) =
1
N
∑
ωN=z
Gi(ω)G
t
j(ω)f(z) = 0,
by summing up the roots of unity. 
Here we have seen that in contrast to the filter functions for a usual MRA
with one father wavelet and a unitary scaling operator U , we do not obtain a
representation of a Cuntz algebra since we do not neccessarily have that SHS∗H +∑
k∈N\{0} SGkS
∗
GK
= I. So we only obtain weaker relations between these filter
functions.
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