Safety analyses in terms of adverse events (AEs) are an important aspect of benefitrisk assessments of therapies. Compared to efficacy analyses AE analyses are often rather simplistic. The probability of an AE of a specific type is typically estimated by the incidence proportion, sometimes the incidence density or the Kaplan-Meier estimator are proposed. But these analyses either do not account for censoring, rely on a too restrictive parametric model, or ignore competing events. With the nonparametric Aalen-Johansen estimator as the gold-standard, these potential sources of bias are investigated in a data example from oncology and in simulations, both in the one-sample and in the two-sample case. As the estimators may have large variances at the end of follow-up, the estimators are not only compared at the maximal event time but also at two quantiles of the observed times. To date, consequences for safety comparisons have hardly been investigated in the literature. The impact of using different estimators for group comparisons is unclear, as, for example, the ratio of two both underestimating or overestimating estimators may or may not be comparable to the ratio of the gold-standard estimator. Therefore, the ratio of the AE probabilities is also calculated based on different approaches. By simulations investigating constant and non-constant hazards, different censoring mechanisms and event frequencies, we show that ignoring competing events is more of a problem than falsely assuming constant hazards by use of the incidence density and that the choice of the AE probability estimator is crucial for group comparisons.
Introduction
In clinical trials, safety analyses in terms of adverse events (AEs) are a key aspect of benefit-risk assessments of therapies. Inappropriate analysis methods may result in misleading conclusions about a therapy's safety. This may lead to severe consequences for patients within the trial when the analyses were conducted for safety monitoring or for patients outside the trial when the therapy is used more widely following the trial. 1 In practice, the probability of an AE of a specific type is most often estimated by the incidence proportion given by the number of patients experiencing the AE out of all patients in the respective treatment group. 2 As the incidence proportion does not account for the time a patient is under observation, it ignores censoring and may lead to an underestimation of the adverse event probability. 1, 3 To consider time under observation, survival methods in form of the incidence density which divides by patient-time-at-risk are suggested. 4 In constrast to the incidence proportion, the incidence density, also called incidence rate, is that it estimates a hazard and not of a probability. The incidence density can be transformed to the probability scale as we will see later. This could be interpreted as a parametric version of one minus the non-parametric Kaplan-Meier estimator, but imposing the assumption of constant hazards over time, which is a typical point of criticism. 5 Additionally to censoring, competing events (CEs) such as death or premature treatmentrelated discontinuation of participation in the study can occur preventing the observation of the AE. 3 The Kaplan-Meier estimator and the probability transform of the incidence density treat the CEs as censored observations and therefore do not account for CEs. As a result, they overestimate the AE probability. 6, 7 An estimator accounting for all three potential sources of bias, namely censoring, nonconstant hazards and CEs, is the non-parametric Aalen-Johansen estimator. 8 Therefore, it is considered the gold standard. Under the assumption of constant hazards for the AE and for the CE, a parametric version of the Aalen-Johansen estimator of the AE probability can be constructed from these two hazards. This estimator is called the probability transform of the incidence density accounting for CEs.
The problems related to biased estimation of the AE probability have been previously described. 1, 3, 4, 9 Here we extend the discussion by investigating the following three questions: (i) What is the impact of choosing different estimators of the AE probabilities on group comparisons in terms of bias and precision? (ii) Is the impact of ignoring CEs possibly worse than falsely assuming constant hazards? (iii) How does the time point of analysis influence the previous two questions, especially for the incidence proportion?
Regarding question (i), one aspect of the benefit-risk assessment of safety analyses is treatment comparisons in terms of the relative risk. The relative risk compares two treatments by taking the ratio of the estimators of the experimental treatment and the control treatment. Even if the used probability estimator may underestimate or overestimate the AE probability, the ratio of two probability estimates, obtained with one of the biased estimators, may be comparable to the ratio of the probability estimates obtained with the gold standard. In this paper additionally to the AE probability estimators also the variances of the AE probability estimators are investigated as misspecification of the hazard in the form of falsely assuming constant hazards may also influence the variances of the parametric estimators. A non-parametric bootstrap is suggested as a suitable alternative to obtain the variance estimates. 10 These bootstrapped variances are compared to the asymptotic, model-based estimators to see whether the assumption of constant hazards also impacts the variances. Question (ii) aims to investigate whether a misspecified incidence density analysis that does account for CEs may be useful provided that variance estimation accounts for misspecification. Question (iii) is a consequence of the problem that the incidence proportion is usually only calculated at the end of follow-up in each group of the two treatment groups. This leads to different evaluation time points in the relative risk of the incidence proportion drawing the interpretation into question. 11 To solve this issue all comparisons are not only conducted at the end of follow-up but also at the shorter of the two observed maximum follow-up times in the two groups. There is also the concern that a low number of observations under study at the end of follow-up leads to increased variances. 12 Hence, the comparisons of the AE probability estimators are also investigated at two different quantiles of the observed times.
We also note that Bender and Beckmann 13 have recently investigated whether the ratio of incidence densities may serve as an estimator of the hazard ratio even under misspecification. Their investigation was also motivated by AE analyses, also considered variances (via confidence intervals) and found that results depend on the baseline cumulative AE probability. However, these authors did neither consider competing events (which impacts probabilities) nor bootstrapping variances (which may lead to larger confidence intervals).
The paper is organized as follows, Section 2 introduces the AE probability estimators with corresponding variance estimators. Section 3 presents the comparisons of the estimators at the different follow-up times based on data from an oncology trial. In Section 4 a simulation study addresses the three questions posed above. The paper concludes with a discussion in Section 5.
Estimators and their variances of event probabilities and their ratios 2.1 Competing risks model
In the following we consider data from a two-arm randomized controlled trial with each group following a competing risks model displayed in Figure 1 . Every patient starts in the initial state 0 at study entry, i.e., at time 0. The event time at which a patient i moves from state 0 to either state 1 or 2, whatever is observed first, is denoted by T i and the event type is denoted by ǫ i as ǫ i = 1 in case of an AE and ǫ i = 2 in case of a CE. A patient i can also be censored at time C i if C i < T i . Only the minimum of the censoring time C i or the event time T i can be observed. Therefore, the observable data consists of i.i.d. replicates of (min(T i , C i ), 1(T i C i ) · ǫ i ). Furthermore, T i and C i are assumed to be independent. In this setting the AE hazard is defined as λ(t) = lim 
max , but comparing both groups by evaluating estimators at the respective maximum follow-up time is what is commonly done in the analyses of adverse events. But to refrain from observing one group much longer than the other, we also consider τ max = min(τ
P90 the empirical 90% quantiles of min(T , C) in group A and B, respectively, and τ P60 defined in the same way.
Estimators of event probabilities and their variances
The following five different estimators of the AE probability are considered and will be compared. The estimators are only displayed for the experimental group A. For the control group B, they are derived analogously.
• Incidence proportion: Let d A (u) denote the number of observed AEs at time u in group A and let n A be the total number of patients in group A, then the incidence proportion is defined as
where the sum is over all observed, unique event times u. The incidence proportion estimates P(AE in [0, τ], AE observed). The corresponding model-based variance estimator isŝ
• Probability transform incidence density: We first define the incidence density as
where the denominator is the population time at risk restricted by τ with t i the time of the first event irrespective of the event type of patient i. The model-based variance estimator of the incidence density is
The incidence density is an estimator of the hazard λ A and as a consequence not directly comparable to the incidence proportion. But by the assumption of constant hazards and the connection to the exponential distribution it can be transformed to the probability scale by 1 − exp(− ID A (τ) · τ). If the assumption of constant hazards holds, λ A (t) = λ A ∀t, the incidence density is an unbiased estimator of the hazard. The model-based variance estimator of the probability transform isŝ 2 A = τ 2 ·exp(−τ· ID A (τ)) 2 · var ID A (τ), using the delta-method.
• 1-Kaplan-Meier: Let ∆Λ A (u) be the increment of the Nelson-Aalen estimator of the cumulative AE hazard and therefore closely related to ID A (τ), then the 1-Kaplan-Meier estimator is defined as
The Kaplan-Meier estimator estimates the event-specific survival function S A (τ) = exp − τ 0 λ A (u) du as it treats CEs by censoring the follow-up time. Its modelbased variance can be estimated using the Greenwood variance estimator. 14 Note that S A does not have a proper probability interpretation as a consequence of competing events, see below.
• Aalen-Johansen estimator: As gold standard we consider here the Aalen-Johansen estimator which is given by
where ∆Λ A (v) is the increment of the Nelson-Aalen estimator of the CE. The modelbased variance of the Aalen-Johansen estimator can be estimated using a Greenwoodtype estimator. 15 The Aalen-Johansen estimator estimates the cumulative incidence
1 minus the event-specific survival function and the cumulative incidence function it can be easily shown than 1 minus the event-specific survival function is greater than the cumulative incidence function as long as CEs are present (see Appendix A for details), and the same inequality holds for the 1-Kaplan-Meier estimator and the Aalen-Johansen estimator.
• Probability transform incidence density accounting for CEs:
CEs at time u in group A, is the incidence density of the CE and, hence, the parametric analog of ∆Λ A (τ). Using the incidence density of the CE, the connection between the incidence density and the incidence proportion is
d A (u)/n A in the absence of censoring. 16 Moreover, a model-based variance estimator of the estimator of the probability transform of the incidence density accounting for CEs can be derived with the delta-method 17 and is provided in the Appendix B. In the following, we will also call the probability transform of the incidence density accounting for CEs, somewhat loosely, parametric counterpart of the Aalen-Johansen estimator as the two estimators estimate the same quantity under the parametric assumption of constant hazards.
Another way to estimate the variances of the estimators is with a non-parametric bootstrap accounting for model misspecifications that may also influence the model-based variances. 10 The variances of the parametric estimators given above assume that the hazards are constant. This assumption is not made by the non-parametric bootstrap.
Between group comparisons
The comparison of the two treatment groups can be done in terms of the relative risk
wherep A (τ) is one of the above introduced estimators of the AE probability in the interval [0, τ]. The variance estimator of the relative risk can be constructed based on a log-transformation
whereŝ A (τ) 2 andŝ B (τ) 2 are one of the two suggested variance estimators ofp A (τ) and p B (τ) evaluated at time τ.
An example: The DECIDER trial in acute myeloid leukemia
As an example we use data from the DECIDER trial (DECItabine, DEacetylase inhibition, Retinoic acid; ClinicalTrials.gov identifier: NCT00867672). 18, 19 This randomized, multicenter trial had the objective to investigate the efficacy and safety of valproate and max using the incidence proportion, leading to an estimated probability of severe thrombocytopenia of 36.5% in group A and of 30.8% in group B 19 . This difference was not re- Figure 3 : Cumulative hazard and 95% pointwise confindence intervals (95% CI) of the adverse event and the competing event in both treatment groups. The vertical lines display the analysis times.
Estimating the AE probability
garded as relevant taking into account the superiority of group A with respect to overall survival. Now considering the other estimators, the probability transform of the incidence density results in a higher estimated AE probability than the Aalen-Johansen estimator at all follow-up times. The difference is more pronounced for longer follow-up times as the CEs are observed later in time. The 1-Kaplan-Meier estimator also always obtains a higher estimated AE probability than the Aalen-Johansen estimator but less pronounced than the probability transform of the incidence density. For the latter, the estimated cumulative hazards in Figure 3 illustrate departures from the constant hazard assumption. Moreover, Figure 3 shows that CEs tend to occur later in time than AEs. This is the reason why the difference between the probability transform of the incidence density or the 1-Kaplan-Meier estimator and the Aalen-Johansen estimator is larger at later follow-up times.
The other three estimators differ only slightly. The probability transform of the incidence density accounting for CEs is comparable to the Aalen-Johansen estimator. Even though the assumption of constant hazards is not valid the difference between the two estimators that account for the CE is nearly negligible. The incidence proportion takes the same value as the Aalen-Johansen estimator as long as there are no censored observations in the data. 16 In these data, there is hardly any censoring but the last patient under observation in group B is censored leading to a slightly lower incidence proportion compared to the Aalen-Johansen estimator. When estimating the probabilities at earlier follow-up times this difference is less pronounced as in these situations the last observation in both groups is always an AE or a CE.
Variance estimation
The variances of the probability estimators are calculated in two ways, first by using the formulas displayed in Section 2 and second by a non-parametric bootstrap. Probability transform incidence density CE 0.0026 0.0026 0.0021 0.0020 τ max Incidence proportion 0.0024 0.0025 0.0020 0.0019 τ max Probability transform incidence density 0.0018 0.0041 0.0025 0.0045 τ max 1-Kaplan-Meier 0.0054 0.0060 0.0062 0.0067 τ max Aalen-Johansen 0.0024 0.0025 0.0020 0.0019 τ max Probability transform incidence density CE 0.0026 0.0027 0.0022 0.0021 τ P90 Incidence proportion 0.0024 0.0024 0.0020 0.0019 τ P90
Probability transform incidence density 0.0039 0.0059 0.0044 0.0049 τ P90 1-Kaplan-Meier 0.0031 0.0036 0.0062 0.0047 τ P90 Aalen-Johansen 0.0024 0.0024 0.0020 0.0019 τ P90
Probability transform incidence density CE 0.0026 0.0028 0.0022 0.0021 τ P60 Incidence proportion 0.0023 0.0022 0.0018 0.0016 τ P60
Probability transform incidence density 0.0030 0.0032 0.0025 0.0023 τ P60 1-Kaplan-Meier 0.0026 0.0024 0.0021 0.0018 τ P60 Aalen-Johansen 0.0023 0.0022 0.0018 0.0016 τ P60
Probability transform incidence density CE 0.0024 0.0027 0.0017 0.0017 Table 1 displays the estimated variances of all estimators for both groups evaluated at the different follow-up times. At the maximal follow-up time in each group, two major points can be observed. Firstly, the variance of the 1-Kaplan-Meier estimator is much larger than all other variances. This verifies the expectation that at later follow-up times the variance of the Kaplan-Meier estimator is increased due to a small number of patients still at risk and this is the motivation for comparing also at the other follow-up times. 12 Also for shorter follow-up, except for τ P60 , this increased variance can be observed. At τ P60 all variances are virtually the same. Secondly, for the probability transform of the incidence density the model-based variance is smaller than the bootstrapped variance. This is likely due to the model misspecification as the constant hazard assumption might not hold for the AE hazard as Figure 3 suggests. Again this effect is more pronounced for longer follow-up times than for τ P60 .
The two variance estimators of the Aalen-Johansen estimator and of the probability transform of the incidence density accounting for CEs are almost identical as, like the incidence proportion, they aim to estimate the binomial probability P(AE in [0, t]).
Group comparisons
We investigate how the ratio of two biased estimators of the probabilities compares to the ratio of two unbiased estimators. Table 2 displays the relative risks calculated from the estimators and time points shown in Figure 2 . Additionally, the 95% confidence intervals of the relative risk calculated with both variance estimators are displayed.
The relative risks calculated by the incidence proportion and the Aalen-Johansen estimator only differ at the maximal follow-up time. This is a direct consequence of the last patient under observation in group B being censored leading to a slightly lower AE probability estimated by the incidence proportion than by the Aalen-Johansen estimator in group B.
At all follow-up times, the relative risk estimated with the probability transform of the incidence density and the one estimated with the 1-Kaplan-Meier estimator are smaller than the relative risk obtained with the gold standard Aalen-Johansen estimator. At the maximum follow-up time, the direction of the estimated relative risks is different. But note that the 1 is always included in the confidence interval indicating no statistically significant therapy effects.
The relative risk estimated by the probability transform of the incidence density accounting for CEs and the relative risk estimated by the Aalen-Johansen are similar at the later follow-up times. At τ P60 the relative risk estimated by the probability transform of the incidence density accounting for CEs is greater than the one estimated by the Aalen-Johansen estimator.
The differences between the confidence intervals obtained with the model-based and with the bootstrapped variances are due to differences in the estimated variances. The possible impact of this is illustrated by the fact that the relative risk estimated with the Aalen-Johansen estimator is not included in the model-based confidence interval of the probability transform of the incidence density at the maximal follow-up time and at τ P90 but it is included in the confidence interval obtained with the bootstrapped variance. Furthermore, the model-based confidence intervals of the incidence proportion and the Aalen-Johansen estimator are longer than the confidence interval where the variances are obtained with a bootstrap. For the probability transform of the incidence density and max and τ max , for the probability transform of the incidence density at τ P90 and for the probability transform of the incidence density accounting for CEs at τ P90 and τ P60 the confidence interval based on the bootstrapped variance is longer than the model-based confidence interval. This is also due to the differences in the estimated variances.
In summary, in this data example, estimators that lead to a higher estimate of the AE probability than the Aalen-Johansen estimator result in a smaller relative risk estimate than that based on the Aalen-Johansen estimator. The model based CIs of the probability transform of the incidence density may be too small in the sense that they do not cover the gold-standard estimate of the RR, but the bootstrapped CIs do not have this shortcoming.
Simulation Study
In this section, we take a closer look at the three sources of bias namely, censoring, CEs and non-constant hazards. For this purpose, competing risk data with the event of interest and one CE are simulated for two independent groups A and B. 20 Table 3 describes the simulation scenarios. The simulation scenarios marked with ⋆ are displayed in the following. These represent all main findings of the investigation. The results of the other simulation scenarios can be found in the Supplementary Material. For each scenario N = 1000 datasets are simulated. Table 3 : Summary of the scenarios considered in the simulation study (N = 1000). Scenarios S1, S2 and S3 consider constant hazards for both events. The hazards are equal to the incidence densities estimated in the data example presented in Section 3. The hazards λ A (t) and λ B (t) correspond to the AE hazards and the hazardsλ A (t) andλ B (t) to the CE hazards in group A and group B, respectively. In contrast, scenarios S4 -S10 investigate the case where at least one hazard is time-dependent. In the scenarios S1, S2, S4, S7 and S8 the data is completely observed, i.e. without censoring. In scenarios S3, S5, S6 and S9 between 10 and 28 percent of the observations are censored whereas in the scenario S10 similar to the data example only very little censoring is present. The censoring times were generated from an uniform distribution and are independent of the event times. Table 4 displays the simulation results with regard to the AE probability estimates. The table shows four important quantities of the comparison: the mean true simulated value, the mean Aalen-Johansen estimator which is considered the gold standard, the absolute mean bias with respect to the Aalen-Johansen estimator of the estimators and the relative mean bias with respect to the Aalen-Johansen estimator.
Probability estimators
For more stable results in the calculation of the mean true value and the mean Aalen-Johansen estimator the mean was calculated on the logit-transformed results and backtransformed to the probability scale. For the same reason in calculation of the relative mean bias with respect to the Aalen-Johansen estimator the mean was calculated on the log ratios and then exp-transformed back to the original scale. As in the data example the comparisons are also conducted at several follow-up times. Note that τ
max , τ max , τ P90 and τ P60 take different absolute values in each simulation run. Therefore, as the true value depends on the follow-up time, it is not the same value for all simulation runs, but one for each simulation run. E.g., the true value for probability of the event of interest in group A is calculated by
For this reason, we calculate the mean true value over all N = 1000 simulation runs. The reason why the other estimators are compared to the Aalen-Johansen estimator is twofold. On the one hand, in the analyses of AE the true value is unknown. Therefore, the simulations show the bias induced by using one of the non-gold-standard estimators compared to using the gold-standard estimator. On the other hand, Table 4 also displays that the Aalen-Johansen value and the true value are equal rounding to the second decimal point. The incidence proportion underestimates the AE probability if censoring is present, and therefore, at all follow-up times in scenarios S3, S5 and S10. Under a large percentage of censoring as in scenario S3 at the maximum follow-up time the AE probability estimated by the incidence proportion is on average about 24% smaller than the AE probability estimated by the Aalen-Johansen estimator. As long as there is no censoring present the incidence proportion coincides with the Aalen-Johansen estimator (scenario S2 with a relative mean bias w.r.t. Aalen-Johansen of 0). PT incidence density CE -0.0001 -0.0002 -0.0016 0.0082 -0.0005 -0.0004 0.0220 0.0086 τ P60 Incidence proportion -0.0000 -0.0148 -0.0000 -0.0021 -0.0000 -0.0129 -0.0072 -0.0020 τ P60
PT 
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The probability transform of the incidence density is always higher than the AE probability estimated with the Aalen-Johansen estimator. The 1-Kaplan-Meier estimator is also always higher. This difference is the most pronounced in scenario S5 in group A as this is the scenario with the most CEs. At the maximum follow-up time in group A the AE probability estimated by the 1-Kaplan-Meier estimator is on average about 452.61% increased compared to the AE probability estimated by the gold standard. For smaller follow-up times the differences between the estimators are less pronounced since less CEs are present. Furthermore, it is notable that for group A in scenario S5 there is a huge difference between the estimate of the probability transform of the incidence density and the 1-Kaplan-Meier estimator. Due to the quadratic term in the hazard of the event of interest the assumption of constant hazards for the AE hazard is severely violated resulting in quite different estimates of the two estimators that censor CEs.
The bias between the probability transform of the incidence density accounting for CEs and the Aalen-Johansen estimator is negligible under constant hazards in scenario S2 and S3. On the other hand, if both hazards are non-constant (scenario S5) the probability transform of the incidence density accounting for CEs underestimates the event probability. In group B of scenario S5 at all follow-up times and in scenario S10 at τ P60 and τ P30 the probability transform of the incidence density accounting for CEs is higher than the Aalen-Johansen estimator. In all other scenarios respectively at all other follow-up times, it is the other way around.
The difference between the 1-Kaplan-Meier estimator and the Aalen-Johansen estimator is larger than the one between the parametric counterpart of the Aalen-Johansen estimator and the estimator itself. Only in scenario S5 in group B at τ P60 the mean bias w.r.t. the Aalen-Johansen estimator of the probability transform of the incidence density accounting for CEs is higher than the one of the Kaplan-Meier estimator. Generally, it seems that ignoring CEs may be more harmful than falsely assuming constant hazards. Considering the boxplots of the variances of the estimators one immediately notices the increased variances of the Kaplan-Meier estimator for the scenarios S2, S3 and for group A of S5. The reason for these outliers is that, if the last event is an AE, the Kaplan-Meier estimator equals 0 and as a consequence the 1-Kaplan-Meier estimate remaines unchanged at 1 near the end of follow-up in some of the bootstrap replications. The modelbased variance using the Greenwood estimator is slightly smaller but still increased compared to the other estimators. This problem was already mentioned in Pocock et al. (2002) 12 and is the motivation why we also consider some earlier follow-up times. Late censored observations and late CEs as present in group B of scenario S5 and in scenario S10 prevent the Kaplan-Meier estimator from dropping to 0 and therefore result in a smaller variance.
Variance estimators

Incidence proportion
Probability transform incidence density 1−Kaplan−Meier Probability transform incidence density CE boot− strap B S10 Furthermore, the parametric counterpart of the Kaplan-Meier estimator is less sensitive to the type of the last event. The variance of this estimator has only few outliers at the end of follow-up. In this comparison the parametric estimator has a smaller variance than the non-parametric Kaplan-Meier estimator.
In scenario S10 in group B an increased variance for earlier follow-up times can be detected. The reason is that censoring, increasing the variance, occurs early and the last event is rarely censored.
However, it is notable that differences between the estimated variances of the nonparametric Aalen-Johansen estimator and its parametric counterpart are small. Furthermore, the bootstrapped variances of the incidence proportion, of the probability transform of the incidence density accounting for CEs and of the Aalen-Johansen estimator are comparable to the model-based ones.
Estimating the relative risk
In the data example, estimators that overestimate the AE probability underestimate the relative risk. This is further investigated in the simulations. PT incidence density CE 0.0015 0.0009 -0.0315 0.0042
The boxplots in Figure 5 display the absolute mean bias with respect to the Aalen-Johansen estimator resulting from the other estimators. Using the incidence proportion or the probability transform of the incidence density accounting for CEs instead of the Aalen-Johansen estimator when comparing two treatment groups in terms of the relative risk induced no bias in the scenarios with constant hazards without censoring and time-dependent hazards. In the scenario with constant hazards and censoring (scenario S3) there are simulated datasets where the relative risk using the incidence proportion and probability transform of the incidence density accounting for CEs is either greater or smaller than the effect found by the Aalen-Johansen estimator.
Using either the probability transform of the incidence density or the 1-Kaplan-Meier estimator the relative risk is smaller than the relative risk calculated with the Aalen-Johansen estimator in scenario S2 and S3 where there is a beneficial effect of B but higher 20 in scenario S5 at τ (A) max , τ (B) max and τ max and in scenario S10 at τ
max , τ max and τ P90 where a positive effect of A is simulated. But if there are severe differences between the two treatment groups A and B (scenario S5 at τ P90 and τ P60 ) using the probability transform of the incidence density may also result in a smaller relative risk than using the Aalen-Johansen estimator even though there is a beneficial effect of A observed.
The same conclusions can be drawn by considering the mean relative bias w.r.t. the Aalen-Johansen estimator of the relative risk ( Table 6 ). The relative risks calculated by the incidence proportion or the probability transform of the incidence density accounting for CEs show the most difference to the relative risk calculated by the Aalen-Johansen estimator in scenario S5. At the maximum follow-up time, the relative risk calculated by the incidence proportion is on average 14.15% smaller than the relative risk calculated by the Aalen-Johansen estimator. The average relative ratio of the relative risk calculated with the probability transform of the incidence density and the relative risk calculated with the Aalen-Johansen estimator is between 4% and 16% in the scenarios S2 and S3. In scenario S5 at the maximum follow-up time the average mean ratio is the most pronounced. There the relative risk calculated by the Kaplan-Meier estimator is five times the size of the relative risk calculated by the gold-standard method.
Conclusions and Discussion
In this paper, we compared several estimators quantifying the AE probability. The goldstandard estimator of this probability in a time-to-event analysis with CEs is the Aalen-Johansen estimator. But simulations and the real data example illustrated that using the probability transform of the incidence density accounting for CEs or the incidence proportion may also provide unbiased estimates as long as the hazards are constant or there is no censoring at the considered follow-up time. The latter is usually not the case when adverse events are monitored during an ongoing trial by e.g. a data monitoring committee or a data safety monitoring board. These situations would be typically characterized by high amounts of censored observations. Often in AE analyses there are many CEs as progression, treatment discontinuation or death and only few observations may be censored. Therefore, the use of the incidence proportion may often be justified if censoring is low and the CEs have been specified appropriately. This emphasizes the need to consider thoroughly how the competing events are defined in the specific trial as this directly impacts the amount of censoring. We do, however, recommend as a general rule to use one common τ when comparing incidence proportions, especially instead of the group specific maximal follow-up times if they differ. Moreover, the probability transform of the incidence density and the 1-Kaplan-Meier estimator always overestimate in the presence of CEs. A similar result was found when considering the relative risk. Using the 1-Kaplan-Meier estimator or the probability transform of the incidence density may result in the opposite conclusion about a therapy's safety as compared to using the Aalen-Johansen estimator. To summarize, in the literature 5,21,13 mainly the constant hazards assumption is criticized, but one of our main results is that ignoring CEs and treating them falsely by censoring at the event time may be worse than misspecifying the model by falsely assuming constant hazards. This also calls for a larger emphasis on competing risk in the epidemiology literature on incidence densities. This paper emphazises the need to carefully consider the different follow-up times in safety analyses. One reason is that due to a small number of patients still at risk at the end of follow-up the variances of the estimators may be increased. 12 Another aspect with different follow-up times between groups is to calculate the relative risk using one common time point in both groups as otherwise the interpretation may be difficult. 11 Here, we only considered the relative risk. But similar conclusions can be drawn for the risk difference (results not shown).
We further compared the model-based and the bootstrapped variance estimates of the estimators. Thereby, for the incidence proportion, the Kaplan-Meier estimator, the probability transform of the incidence density accounting for CEs and the Aalen-Johansen estimator no relevant differences between the two variance estimators were found. For the probability transform of the incidence density we found a smaller estimated variance for the model-based approach than for the bootstrapped one. The model-based variance assumes constant hazards whereas the non-parametric bootstrapped variance estimator does not rely on this assumption. 10 To summarize and to get back to the three questions this paper adds to the discussion about the analyses of AEs from the introduction: The answer to question (i) is that the choice of the estimator is also crucial for group comparisons in terms of the relative risk. The bias in calculating the AE probabilities and variances of the AE probabilities do also directly influence the relative risk and the confidence intervals. Regarding question (ii), since the probability transform of the incidence density accounting for CEs is less biased with respect to the Aalen-Johansen estimator than of 1-Kaplan-Meier estimator, ignoring CEs is worse than falsely assuming constant hazards. When then considering question (iii), for earlier time points of analysis for most AE probability and relative risk estimators the bias with respect to the Aalen-Johansen estimator is smaller. Especially, for the incidence proportion the bias is almost negligible. These analyses are motivated by the Survival analysis for AdVerse events with VarYing follow-up times project (SAVVY). 22 This is a joint project of academic institutions and pharmaceutical companies with the aim to improve standards for the reporting of incidences of adverse events. This project includes an empirical study calculating the above mentioned estimators in several randomized controlled trials and summarizing the results in a meta-analysis to assess the sources of bias in more real safety analyses.
AEs may also be recurrent 21 , but the issue of CEs will remain as relevant as in timeto-first-event analyses. Recent papers by Charles-Nelson et al. 23 and by Andersen et al. 24 emphazise the importance of considering competing (terminal) events also in analyses of recurrent events. See 21, 25, 26 for suggestions on the analysis of recurrent AEs.
Moreover, here we focused on the comparison of probabilities and of the ratio of probabilities (relative risk) instead of the comparison of hazards. Interpretation of hazards and hazard ratios is often challenging in particular in the presence of CEs. 27 The best way to communicate results is by visualizing the estimated probabilities for the two groups. All estimators introduced in Section 2 can easily be visualized in plots (see Figure 2 ), although theses plots do not provide direct information about the possible dynamic pattern of the treatment effect. 28 Here, to better understand the differences between the estimated AE probabilities in the data example, we also considered a plot of the cumulative hazards estimated by the Nelson-Aalen estimator in Figure 3 . Therefore, as most analyses consider both the probabilities and the hazards one other point of future research and embedded in the SAVVY project is to compare different estimators of the hazard ratio, e.g., the hazard ratio obtained by the Cox proportional hazards model, the ratio of the Nelson-Aalen estimators and the ratio of the incidence density of both groups. side) the following inequality holds: 
B Model-based variances of the probability transform of the incidence density accounting for CEs
It is known that √ n ( ID A , ID A ) T − (θ 1 , θ 2 ) T d → Z ∼ N 0 0 , var(θ 1 ) 0 0 var(θ 2 ) . and that the variance of the CE incidence density can be estimated analogously to the incidence density of the AE:
var( ID
The following mapping is defined to transform the two incidence densities to the estimator accounting for CEs on the probability scale:
Φ(x, y) = (1 − exp(−τ(x + y))) · x (x + y)
Then the multivariate delta-method can be applied and the holds:
where s 2 A is the variance of the probability transform of the incidence density and can be estimated bŷ
· var( ID A (τ)).
with ID •A (τ) = ID A (τ) + ID A (τ)
