Abstract-Robust matrix completion aims to recover a low-rank matrix from a subset of noisy entries perturbed by complex noises. Traditional matrix completion algorithms are always based on l 2 -norm minimization and are sensitive to non-Gaussian noise with outliers. In this paper, we propose a novel robust and fast matrix completion method based on the maximum correntropy criterion (MCC). The correntropy-based error measure is utilized instead of the l 2 -based error norm to improve robustness against noise. By using the half-quadratic optimization technique, the correntropybased optimization can be transformed into a weighted matrix factorization problem. Two efficient algorithms are then derived: an alternating minimization-based algorithm and an alternating gradient descent-based algorithm. These algorithms do not require the singular value decomposition (SVD) to be calculated for each iteration. Furthermore, an adaptive kernel width selection strategy is proposed to accelerate the convergence speed as well as improve the performance. A comparison with existing robust matrix completion algorithms is provided by simulations and shows that the new methods can achieve better performance than the existing state-of-the-art algorithms.
by a low-rank representation or structure. A typical application of matrix completion is the recommender system [8] , which guides the behavior of users based on existing data. For example, Netflix, the world's largest online movie renter, may recommend movies of potential interest to users based on their previous viewing behavior such as ratings of various types of movies. User behavior consistency can be expressed by a low-rank property and matrix completion can be applied to predict the missing ratings of users [9] , [10] .
Although matrix completion is generally an NP-hard problem, in the last decade, various algorithms have been proposed to tackle this problem which have demonstrated accurate reconstruction performance. In particular, several algorithms have been developed that formulating the problem as a constrained rank (or nuclear norm) minimization problem, including normalized iterative hard thresholding (NIHT) [11] , iterative soft thresholding (IST) [12] , singular value thresholding (SVT) [13] and fixed-point continuation (FPC) [14] . For these algorithms, the full or truncated singular value decomposition (SVD) needs to be calculated for each iteration, which may require a high computational complexity, particularly when there is a large data scale. To reduce performance degradation caused by traditional SVD computation, some algorithms such as low-rank geometric conjugate gradient (LRGeomCG) [15] and scaled gradients on Grassmann manifolds (ScGrassMC) [16] have been proposed. These SVD-based methods exploit the manifold structure in their line-search updates which can greatly improve the computational efficiency. Recently, the matrix factorization model has been applied to solve the matrix completion problem [3] , [17] [18] [19] . In matrix factorization, the target matrix is represented as a multiple of two matrices in order to guarantee the low-rank property. Thus, these matrix factorization-based algorithms can naturally overcome the low efficiency drawback in SVD computation. Some representative algorithms include powerfactorization (PF) [20] , low-rank matrix fitting (LMaFit) [21] and alternating steepest descent (ASD) [22] .
Traditional matrix completion often utilizes the l 2 -norm for the optimization, which can perform well under the Gaussian noise assmuption. However, in real applications, the observations may contain outliers. For example, in recommender systems, human errors may exist in the ratings which makes the rating unreliable. In this case, the l 2 -norm-based minimization will be sensitive to large outliers, which can cause a degradation in the performance of traditional algorithms. To improve robustness against outliers, several robust matrix completion algorithms have been proposed. By using l 1 -norm instead of the l 2 -norm, a regularized l 1 -norm-based augmented Lagrange multiplier method (RegL1ALM) [23] and a variational Bayesian-based matrix factorization method (VBMFL1) [24] were proposed. In [25] , the authors utilized l p -norm-based cost function and solved the optimization problem using l p regression and the alternating direction method of multipliers (ADMM). In [26] , the authors proposed two new robust loss functions and utilized a distributed optimization framework [27] to solve the problem in parallel.
In recent years, an information theoretic learning (ITL) [28] measure called correntropy has been proposed to deal with the robust learning problem [29] , [30] . Correntropy is a smooth local similarity measure, which has its root in Renyi's entropy [31] . Using a Gaussian kernel, correntropy involves all even moments of the error and is insensitive to large outliers [32] . Compared with l 1 -norm, correntropy-based methods can achieve better performance, especially when the outliers are large [33] , [34] . Correntropy has been applied to matrix completion and correntropy-based iterative soft and hard thresholding strategies have been proposed [35] . However, as mentioned before, iterative thresholding-based algorithms need to compute the SVD and will suffer from a high computational cost when the data scale is large.
In this paper, we combine correntropy with the matrix factorization method and propose a new cost function for robust matrix completion. The correntropy measure is utilized instead of l 2 -norm, thus the negative effects of outliers can be alleviated. Since matrix factorization is used, the SVD does not need to be calculated at each iteration. Furthermore, to efficiently solve the correntropy-based optimization, the half-quadratic (HQ) technique is adopted [36] . By using HQ, the complex optimization problem can be transformed into a quadratic optimization problem, and the traditional quadratic optimization method can be applied.
Based on HQ, we propose two algorithms for robust matrix completion. The first algorithm utilizes the traditional alternating minimization method [19] . At each minimization step, the correntropy-based optimization is transformed to a weighted least squares problem in order to iteratively obtain the solution. The second algorithm directly transforms the correntropy-based cost to a weighted matrix completion problem and then utilizes the alternating steepest descent (ASD) method [22] . Both algorithms utilize the HQ technique for optimization, but in different ways. An adaptive kernel width selection strategy is presented for the proposed algorithms, which takes advantage of the properties of correntropy to improve the convergence speed as well as the reconstruction accuracy. In summary, the main contributions of this paper are: 1) A new cost function for robust matrix completion is proposed.
2) Two efficient algorithms are developed using HQ techniques.
3) Extensive simulations are presented that demonstrate the superior performance of the proposed algorithms compared to other state-of-the-art algorithms.
The paper is organized as follows. In Section II we briefly review the concept of matrix completion and maximum correntropy criterion. In Section III, we propose a new correntropy-based matrix completion cost and propose two HQ-based algorithms. In Section IV, simulation results are presented to demonstrate the reconstruction performance. Finally, the conclusions are given in Section VI.
II. PRELIMINARIES

A. Matrix Completion
Consider a low-rank matrix X ∈ R m×n where only a subset of the entries can be observed. In particular, by defining the observed subset matrix Ω ∈ R m×n where
where A i,j denotes the {i, j}-th entry of matrix A and the observed matrix can be represented as Ω • X, where • denotes the Hadamard product. The goal of matrix completion is to recover the complete entries of X based on the observed entries Ω • X and the low-rank property. In detail, matrix completion can be formulated as the following constrained minimization problem
where M is the recovered matrix. The above optimization is an NP-hard and non-convex problem. In the last decade, various methods have been proposed to address this matrix completion problem. Typically, three approaches have been suggested, which can be described as follows:
1) Direct approach: Although Eq. (2) is NP-hard, methods based on the iterative hard thresholding (IHT) technique [37] can still be directly applied to the optimization problem. Similar to compressive sensing, the IHT approach uses a gradient descent for each iteration to decrease the measurement fidelity objective and then select the best rank-r approximation. Note that to obtain the largest R singular values for each iteration, a truncated SVD should be performed. The normalized IHT (NIHT) [11] has also been introduced for matrix completion, which shows better performance than IHT. 2) Convex relaxation: A popular method for solving a nonconvex optimization problem is to relax the nonconvex optimization to a convex problem. The convex nuclear norm is always used to replace the nonconvex rank minimization for the matrix completion, i.e.
where M * denotes the sum of all singular values of M . Semidefinite programming (SDP) [38] and iterative soft thresholding (IST) [12] algorithms can be applied to solve Eq. (3) . Note that to obtain the singular values, the SVD still needs to be calculated for each iteration. 3) Matrix factorization: Both of the above methods are SVDbased methods, and thus may require high computational complexity when dealing with large scale data. Matrix factorization is a simple method of tacking this problem. Specifically, the recovered matrix M can be factorized to a multiple of two matrices U ∈ R m×r and V ∈ R r×n , where r is the rank of M . Matrix factorization then solves the matrix completion using the following objective function
where X F denotes the Frobenius norm of matrix X. The solution of Eq. (4) can be solved via alternating optimization methods. Some representative algorithms include powerfactorization (PF) [20] , low-rank Matrix Fitting (LMaFit) [21] and alternating steepest descent (ASD) [22] .
B. Maximum Correntropy Criterion
Correntropy is a local and nonlinear similarity measure between two random variables within a "window" in the joint space determined by the kernel width. Given two random variables X and Y , the correntropy can be defined as [32] 
where κ σ is a shift-invariant Mercer kernel, and F XY (x, y) denotes the joint distribution function of (X, Y ). Given a finite number of samples
In general, the kernel function of the correntropy κ(x, y) is the Gaussian kernel i.e.
where e = x − y and σ is the kernel width. Compared with the l 2 -norm-based second-order statistics of the error, correntropy involves all even moments of the difference between X and Y and is insensitive to outliers. The maximum correntropy criterion (MCC) can be obtained by replacing the second-order measure with the correntropy measure [39] . The MCC solution is obtained by maximizing the following utility function where E[·] denotes the expectation. In practice, given M samples, the MCC can also be formulated by minimizing the following correntropy-induced loss (C-loss) function [40] , [41] 
The above cost function is closely related to Welsch's cost function which was originally introduced in [42] . The C-loss function for different kernel widths σ is shown in Fig. 1 . It can be observed that the C-loss function can effectively alleviate the impact of large errors. The range of sensitivity to outliers can be adjusted by selecting different kernel widths, without affecting the error measure near zero.
III. PROPOSED ALGORITHMS
In this section, we combine matrix factorization with correntropy measure and propose a new objective function. Two efficient algorithms are then proposed to solve the optimization problem.
Eq. (4) can be further rewritten as the sum of weighted squared residuals
When the observed entry X i,j contains large outliers, the l 2 -based error measure may not work well, as the outliers may highly bias the optimization. To improve robustness, correntropy is introduced as the error measure in this paper. By replacing the l 2 -based error measure with correntropy, the following new optimization problem can be obtained:
The above equation can also be simplified using the following representation
where · G σ denotes the element-wise C-loss measurement and the correntropy-based objective function is represented by J G σ (U , V ). The formulation of the above correntropy-based optimization is closely related to [43] and [44] . When matrix X is fully observed (i.e. Ω i,j = 1 for all i, j), Eq. (11) is equal to the optimization of robust PCA based on MCC [43] . Furthermore, if one continues to impose the constraint that both U and V are non-negative matrices, the optimization in Eq. (11) becomes equivalent to the correntropy-based nonnegative matrix factorization problem [44] . Certainly, due to the existence of observation matrix Ω in Eq. (11), the solution in [43] and [44] will no longer be suitable for matrix completion. Thus new approaches are required to solve Eq. (11).
A. Optimization via Half-Quadratic
In general, it is difficult to directly minimize the correntropybased objective function in Eq. (12) . To tackle this problem, the half-quadratic (HQ) technique has been applied to optimize these correntropy-based cost functions [43] [44] [45] [46] . By introducing an additional auxiliary variable, the HQ technique can reformulate a non-quadratic cost function to an augmented objective function in an enlarged parameter space.
According to half quadratic theory [47] , for G σ (e), there exists a convex conjugated function ϕ so that
where t ∈ R and the maximum value is reached at t = −G σ (e). Eq. (13) can be further rewritten as
By defining s = −t and φ(s) = σ 2 ϕ(−s)+σ 2 , the above equation can be further derived as
Thus, as shown above, minimizing the nonconvex C-loss function in terms of e is equivalent to minimizing an augmented cost function in an enlarged parameter space {e, s}. Therefore, by substituting Eq. (15) into Eq. (12), the correntropy-based objective function J G σ (U , V ) can be further formulated as
where W ∈ R m×n is the weighting matrix. Furthermore, by defining the augmented cost function as
and √ W denotes the element-wise square root of W , we can obtain the following
and the correntropy-based optimization problem can be formulated as a half-quadratic-based optimization. Similar to [25] , by treating U and V as a whole, the optimization can be solved using the following alternating minimization procedure: 1) Optimization of W : From Eq. (13) and Eq. (15), it can be observed that for a certain value of e, the minimum value will be reached at s = G σ (e). Therefore, given a fixed U and V , the optimal solutions of W i,j can be obtained as
We should note that when (i, j) / ∈ Ω, an optimal solution for W i,j is unavailable. However, computing W i,j for (i, j) / ∈ Ω does not affect the solution of Eq. (12) 
2) Given a fixed W , Eq. (17) becomes a weighted matrix factorization-based matrix completion optimization problem
The weighting matrix W assigns different weights based on the error residuals. Specifically, by using the Gaussian function, a large error will be assigned a small weight, which will significantly reduce the negative impact of outliers on the error statistics. Currently, there are no existing algorithms to directly solve Eq. (17) . In the following section, we will propose two efficient algorithms to solve the weighted matrix completion optimization above, using the method that is inspired by traditional matrix completion methods.
B. Correntropy-Based Powerfactorization Algorithm
In this section, the alternating minimization method is used to solve the correntropy-based matrix completion problem. Alternating minimization is a widely used method for solving the matrix factorization-based optimization problem using algorithms such as powerfactorization (PF). The PF algorithm alternately minimizes U and V at each iteration for Eq. (4), i.e. one factored matrix is fixed and the other matrix is optimized. For correntropy-based optimization of Eq. (12), a similar approach is used and U and V are alternately optimized as follows
where t denotes the iteration number. HQ technique can then be utilized for each minimization step in Eq. (21) 
Here the superscript t is omitted for simplicity. The above minimization problem can be solved using alternating minimization, as described in the previous subsection. To distinguish the iteration procedures in Eq. (21) and Eq. (22), the alternating minimization for U t+1 in Eq. (23) is described as the inner iteration, while the iterations in Eq. (21) and Eq. (22) are the outer iterations. Therefore, for each inner iteration k, an optimal W k is first obtained from Eq. (19) and then the problem is solved using
Due to the existence of Ω, Eq. (24) does not have an explicit solution. To solve this problem, similar to [25] , we define S = √ W • Ω and rewrite U , X, S as
. . .
where
. ., m denotes the i-th row of U , X and S, respectively. Thus Eq. (24) can be optimized by solving the following m subproblems 
where θ i denotes the index set of non-zero entries of s
Eq. (27) is essentially a weighted least squares problem and has an explicit solution
Thus each u i can be obtained by alternate calculation of Eq. (28) and Eq. (29) until convergence. The same iteration procedure can be applied for Eq. (22) with a fixed U . The above algorithm is called the half-quadratic-based powerfactorization (HQ-PF) algorithm. In the following paragraphs, two propositions for HQ-PF are given.
Proposition 1: For a non-increasing σ, the sequence
. .} generated by HQ-PF will converge.
Proof: Based on the properties of alternating minimization, for a fixed σ we can obtain
By considering the following function in terms of σ, we obtain
By taking the derivative of Eq. (31), we can obtain
(a) holds since e y > y + 1 for y > 0. Therefore, f (σ) monotonically increases as σ increases, and then for σ 1 
will always be satisfied. Thus, for a non-increasing σ, the se-
Proposition 2: When σ → ∞, HQ-PF is equal to PF. Proof: It can be observed that when the kernel width σ tends to infinity, the equation
will hold. Therefore, for a sufficiently large σ, the correntropybased optimization in Eq. (21) and Eq. (22) becomes equal to the l 2 -norm-based optimization
which is the typical iteration procedure for PF. Additionally, as σ → ∞, G σ (e) will tend towards 1, and Φ k will become the identity matrix. The values for u i , i = 1, . . ., m and v j , j = 1, . . ., n can be directly obtained by
and the inner iteration number becomes 1. The solution coincides with the solution for PF [20] .
As shown in Fig. 1 , the kernel width σ of the Gaussian kernel function affects the range of sensitivity to outliers. Many studies have shown that a relatively small value of σ can offer a more accurate performance but there will be a low convergence speed [48] . A practical solution is to use an adaptive kernel width [31] , [48] . In the field of online adaptive filtering, many algorithms utilize the LS method for the first few iterations to speed up the convergence. In this work, to improve both the efficiency and the accuracy, the two methods above are combined and a new kernel width selection strategy for HQ-PF is proposed. In particular, the error residual matrix E t at iteration t can be defined by
and the convergence speed can be measured using the relative change of E (28) and (29) , i = 1, . . ., n using the same method with u i until convergence
where e Ω ∈ R |Ω|×1 denotes a vector composed of all non-zero entries of E t , and y (q) denotes the q-th quantile of y. η is the parameter that controls the kernel width, and ξ is the lower bound of σ.
F is less than a sufficiently small value ε 2 , the algorithms are considered to have converged to a local minimum, and the iteration procedure terminates.
For optimization of Eq. (24), the selection of kernel width σ in for the inner iteration also affects the performance. A value of σ in that is too small in the initial iteration may lead to a value of W close to zero, which may cause a singularity problem. Therefore, the adaptive kernel selection method is used to update σ in for each inner iteration. In particular, σ k in is initialized using a sufficiently large value (i.e., 10000) at k = 1 and then updated as follows for k > 1:
When
2 converges. The pseudocode of the HQ-PF algorithm with adaptive kernel width selection is summarized in Algorithm 1. Note that for each alternating minimization step, the m (or n) subproblems are independent of each other. Thus, a distributed system can be further used to solve the subproblems in parallel and shorten the computation time.
C. Correntropy-Based Alternating Steepest Descent Algorithm
HQ-PF is an extension of the traditional PF algorithm. Although HQ-PF is a distributable algorithm which can improve the computation efficiency, the overall computational cost is still much higher than the l 2 -based algorithm, since at each iteration, a weighted LS optimization should be applied. Recently, an alternating steepest descent (ASD) method has been proposed for the matrix completion task. ASD directly applies the gradient descent method and is faster than alternating minimizationbased algorithms. Inspired by ASD, the gradient descent method is introduced in this section to solve Eq. (12) and derive a more efficient algorithm.
As described in subsection A, W is first optimized according to Eq. (19) . In contrast with alternating minimization, the gradient descent method is directly applied to update U and V alternately by one step at each iteration. For further derivation, a factor 1 2 is added to Eq. (20) so that the minimization becomes
Based on Eq. (25), for a fixed V , Eq. (41) can then be rewritten as a function in terms of U :
Thus, the gradient of Eq. (42) for each element u ij can be derived as
where a j denotes the j-th element of vector a. Hence, the gradient of f V (U ) along U can be obtained as
Furthermore, the gradient descent step size μ U can be selected by solving the following optimization problem
Similar to Eq. (44) and Eq. (45), for a fixed U , the gradient descent along V and the corresponding step size can be obtained using
Therefore, the matrices U and V can be update alternately using the gradient descent method, i.e. for each iteration t, we can obtain
where the updated U t+1 is used for calculation of μ t V and g t V . The algorithm with above update procedures is called the halfquadratic alternating steepest descent (HQ-ASD) algorithm. The following proposition guarantees that J G σ (U , V ) will converge using this gradient descent method.
Proposition 3: For a non-increasing σ, the sequence {J G σ (U t , V t ), t = 1, 2, . . .} generated by HQ-ASD will converge.
Proof: according to the properties of alternating descent, for a fixed σ we can obtain
Since J HQ is bounded below, using the relationship in Eq. (18), one can obtain [36] 
Therefore, since Proposition 1 is true, it can be seen that the sequence
. .} generated by HQ-ASD will converge for a non-increasing σ.
Proposition 4: When σ → ∞, HQ-ASD is equal to ASD. Proof: As σ → ∞, G σ (e) will tend towards 1, and all entries of W will become equal to 1. Since W in Eq. (19) does not require optimization, Eq. (44)-(47) will become identical to the algorithm for ASD in [22] .
In [22] , the author also proposed the scaled ASD (ScaledASD) algorithm to improve the convergence speed and recovery performance. Similar to ScaledASD, the gradient descent directions in Eq. (44) 
the corresponding step sizes are obtained aŝ
and the gradient updates for U and V can then be derived as
Since ScaledASD has been proven to have better performance than ASD [22] , we can conclude that Scaled HQ-ASD using Eq. (52) will also perform better than HQ-ASD in Eq. (48) . Therefore, for simplicity, in the following section we will directly use Eq. (52) as the update of HQ-ASD.
Similar to HQ-PF, the adaptive selection of the kernel width σ is used to improve the convergence speed and performance of HQ-ASD. For the first few iterations, the kernel width σ t is fixed to a sufficiently large value (or equivalently W can be set to a matrix with all one entries and ASD can be used). When E t F − E t−1 F < ε 1 , the optimization is switched to correntropy-based optimization and the HQ-ASD with adaptive kernel width in Eq. (39) is applied.
The pseudocode of HQ-ASD is summarized in Algorithm 2.
Algorithm 2: HQ-ASD for Robust Matrix Completion. Input: Ω, Ω • X, r, tolerance ε 1 and ε 2 %Initialization initial matrices U 0 and V 0 , E 0 = 0, t = 0, σ 0 = 10000 %Computation using ASD (i.e. sufficient large σ)
D. Complexity Analysis
In this section, the complexity of the two proposed algorithms is discussed. For HQ-PF, at each minimization step of Eq. (21) and Eq. (22), the complexity is o(|Ω|r 2 N HQ ) where N HQ is the number of inner iterations. For the inner iteration of HQ-PF, two cases need to be considered. When PF is used for the first few iterations (the number of iterations is denoted as K 2 ), the least squares solution can be directly obtained, such that N HQ = 1. When the weighted least squares method is applied to HQ-PF, the inner iteration procedure should be performed, and the number of inner iterations is denoted as K HQ . Therefore, the final complexity of HQ-PF is o(|Ω|r 2 (K 2 + N HQ K HQ )). It can be observed that the complexity is closely related to the percentage of observations and the rank r. A larger rank or a larger number of observed entries may both increase the computational cost of HQ-PF. Additionally, as mentioned in Section B, HQ-PF is suitable for multicore and distributed systems. In particular, the subproblems for solving u i , i = 1, . . ., m and v i , i = 1, . . ., n are independent of each other and can be solved in parallel. Therefore, for a distributed system with p workers, the complexity of each worker will be reduced to o(|Ω|r 2 (K 2 + N HQ K MCC )/p). The complexity of HQ-ASD is similar to ASD [22] . In particular, the complexity of each iteration without W can be directly obtained from the complexity of ASD, i.e. the complexity is o(|Ω|r). When the computation of W is taken into consideration, the complexity of HQ-ASD for each iteration becomes o (|Ω|(r + 1)) . Therefore, the overall complexity of HQ-ASD is o((|Ω|(r + 1))K ASD ), where K ASD is the number of iterations. As can be seen, the complexity of HQ-ASD is also positively correlated with the percentage of observations and the rank of X. Compared with HQ-PF, the complexity of HQ-ASD per iteration is much smaller, especially when the rank r or the matrix size is large (a large matrix size will lead to a large value of N HQ ). However, the gradient descent-based HQ-ASD may need a larger number of iterations than HQ-PF and a final computation cost comparison will be verified by simulations.
IV. SIMULATIONS
In this section, simulations are performed to verify the performance of the proposed two algorithms.
The performance is compared with existing state-of-the-art robust matrix completion methods including l 2 -based PowerFactorization (l 2 -PF), l 1 -based alternating minimization via powerfactorization (l 1 -PF) and ADMM (l 1 -ADMM), robust parallel minimization algorithm (RPMA) with a loss function f (x) = 1/β · log((e βx + e −βx )/2), regularized l 1 -norm-based augmented Lagrange multiplier (RegL1ALM) [23] and variational Bayesian-based matrix factorization (VBMFL1) [24] and correntropy-based iterative hard thresholding (CIHT). Among these algorithms, l 2 -PF, l 1 -PF, l 2 -ADMM, RPMA and HQ-PF are distributable algorithms that can be efficiently solved with distributed systems. The formulations of the algorithms are listed in Table I . To ensure a fair comparison, the kernel width adaptation method proposed in this paper is also applied to CIHT in the simulations. All algorithms are implemented in MATLAB r2017b on a 2.6-GHz and 16-GB memory computer without any acceleration. The performance of the single matrix completion process is evaluated using a relative error defined by
and the final performance of each simulation is evaluated by obtaining an ensemble average of the relative error with T independent Monte Carlo runs.
In the simulation, a typical two-component Gaussian mixture model (GMM) is used as the non-Gaussian noise model. The probability density function (PDF) of GMM is defined as
where N (0, σ For all algorithms, similar to HQ-PF and HQ-ASD, the relative change between current and previous iterations
F is used as the stop criterion, and the threshold parameter is set specifically for each algorithm. For all simulations, unless otherwise stated, the threshold parameter ε 2 for the stop criterion is set to 10e −3 for l 2 -PF, RPMA, l 1 -PF, l 1 -ADMM, HQ-PF, VBMFL1 and 10e −7 for RegL1ALM, HQ-ASD and CIHT. The threshold parameter ε 1 for the adaptive kernel width selection strategy is set to 10e −2 , 10e −3 and 10e −3 for HQ-PF, HQ-ASD and CIHT, respectively. The inner iteration threshold for HQ-PF is set to 10e −1 . The parameter a for RPMA is set to 10, and the step size for l 1 -ADMM is set to 5. All other parameters are tuned during each simulation to achieve the best performance.
A. Random Matrix Completion
In this section, the performance for all algorithms on synthetic random data is compared. A matrix X with rank r is generated by multiplying two matrices U and V . An observation matrix Ω with observation percentage p% is generated by randomly assigning p% of the entries of Ω with value 1. In this part, unless otherwise stated, matrix X is set as a square matrix with dimension m = n = 256. The GMM noise are set at σ variance of the outliers (i.e. σ 2 B ) has little effect on all algorithms except l 2 -PF. All algorithms achieve a good performance except l 2 -PF, and the correntropy-based algorithms HQ-PF, HQ-ASD and CIHT achieve the best performance of the robust methods.
Secondly, the performance of the algorithms for different sizes of completion problems is investigated. The size of the square matrix m increases from 100 to 1000 and the rank r is set to 0.05 m. Fig. 5 shows the curves of the average relative error in terms of different matrix sizes m, and Fig. 6 shows the corresponding average running times for a single matrix completion procedure. As can be seen from Fig. 5 , the correntropy-based algorithms HQ-PF, HQ-ASD and CIHT achieve comparably lower average relative errors than the other algorithms. Moreover, as the size of the matrix increases, although the rank increases simultaneously, the average relative error values still decrease for all algorithms. From Fig. 6 , it can be observed that for all algorithms, the time costs increase significantly as size m increases. It can also be observed that HQ-ASD and RegL1ALM have much faster running times than the other algorithms. In particular, HQ-ASD and RegL1ALM can run approximately three orders of magnitude faster than l 1 -PF and RPMA when the matrix size is larger than 700.
Thirdly, the largest recoverable rank of X is explored for different observation percentage p, which is also called the phase transition. The rank r and the percentage p are set within [2, 30] and [0, 100], respectively. For each selection of r and p, 200 Monte Carlo runs are performed, and the recovery is judged to be successful if the average relative error is lower than −15 dB. The phase transition image for different algorithms is shown in Fig. 9 . The shade of the color block represents the probability of success, i.e. the percentage of successful recovery with 200 Monte Carlo runs. It can be observed that HQ-ASD has a larger white region than other algorithms, which shows that the proposed HQ-ASD can afford to have a larger rank or lower percentage of observations. Meanwhile, the corresponding average running times and average relative error surfaces for each algorithm are shown in Fig. 7 and Fig. 8 , respectively. Note that only the corresponding data with white blocks in Fig. 9 are shown in Fig. 7 and Fig. 8 . As can be seen, the proposed HQ-ASD achieves the lowest average relative error as well as a low computational cost among all the algorithms. HQ-PF and CIHT achieve similar low average relative errors with HQ-ASD but require a higher completion time. Additionally, the HQ-PF has the best performance of all the distributable algorithms.
For correntropy-based algorithms, it is known that the kernel width highly affects the performance. Thus, the sensitivity of the kernel parameters is also analyzed. As shown in Eq. (39) , in the kernel adaptation strategy, the kernel width σ is determined by choice of η and ξ. Thus, different values of η and ξ are selected and the corresponding average relative error is then obtained over 200 Monte Carlo runs. The average relative error surfaces versus different η and ξ are shown in Fig. 10 . It can be observed that the algorithms can work well across a wide range of values of η and ξ. In particular, when η > 2, the average relative error increases as η grows, but the average relative error is not strongly affected by choosing different values of ξ. When values of both η and ξ are selected that are too small, the kernel width σ will be too small, and the algorithms may not converge to a global minimum.
B. Image Inpainting
In this section, the performance of the algorithms is compared for some image inpainting tasks with non-Gaussian noise. Image inpainting aims to fill unknown pixels in an incomplete image. Since many images can be well approximated by a low-rank representation, image inpainting can be considered to be a matrix completion task. To evaluate the algorithm performances under non-Gaussian noise, a mixture of Gaussian and salt-and-pepper noise are selected for the noise model. Gaussian noise is a typically normal noise in images caused by electronic components. Salt-and-pepper noise is another type of noise that is introduced due to errors in the analog-to-digital converter or bit transmission caused by sudden intense interference, such that noise values with 0 or MAX I sparsely occur on the image, where MAX I is the maximum possible pixel value in an image I. The popular peak signal-to-noise ratio (PSNR) is used to evaluate the performance, which is defined as
A higher PSNR represents better recovery performance.
We select the 512 × 512 8-bit Lena and Palace images as the test images. The Lena image (Fig. 11(a) ) is a popular image for performance evaluation, while the Palace image ( Fig. 12(a) ) contains duplicate patterns which are commonly used in image inpainting tests. Each image is compressed via best rank-50 approximation (see. Fig. 11(b) and Fig. 12(b) ) so that a low-rank property is guaranteed. The two images are then masked with a "cross pattern" and a "stamp mark," respectively. Finally, the images are normalized in the range [0, 1], and Gaussian noise with variance 0.0001 is added to the observed pixels of images and salt-and-pepper noise is then added to disturb 10% of the observed pixels. During the simulations, the algorithms parameters for HQ-PF an HQ-ASD are tuned to ε 1 = 10000. The recovered images are transformed to 8-bit-level images to compute PSNR. The average PSNR is obtained via 100 Monte Carlo runs. Table II lists the average recovery PSNR and the corresponding average running times under different noisy environments. The proposed HQ-ASD algorithm can be seen to achieve the best performance. In particular, HQ-ASD obtains the highest PSNR for all tests except the Lena image with Gaussian noise. Additionally, HQ-PF obtains a comparable PSNR for the Palace image, but has poorer performance HQ-ASD for the Lena image. Nevertheless, HQ-PF still achieves the best performance for the distributable algorithms.
To further demonstrate the recovery performance, samples of images recovered by different algorithms with Gaussian and salt-and-pepper noise are shown in Fig. 11 and Fig. 12 . Enlarged views of parts of the recovered images evidently show the recovery differences. It can be seen that the filling of missing pixels in the face region in the Lena image produced fringes in all of the recovered images. In particular, l 2 -PF fails to recover the image, and RPMA has the most distinct edges. Additionally, l 1 -PF, RegL1ALM, VBMFL1 and HQ-PF fail to accurately recover the left eye, which is most likely caused by a convergence to an incorrect local minimum perturbed by non-Gaussian noise via the alternating minimization. Furthermore, for the Palace image, the recovered image of RPMA, l 1 -ADMM, RegL1ALM and CIHT still have visible reconstruction errors but l 1 -PF, VBMFL1, HQ-PF and HQ-ASD can successfully recover the image. From the enlarged views, the recovered image of HQ-PF and HQ-ASD can be seen to be slightly clear than l 1 -PF and VBMFL1, especially for object edges.
C. Experiments on MovieLens Dataset
In this section, the proposed algorithm is evaluated using a real dataset. MovieLens is a widely used dataset for recommender systems. Firstly, similarly to experiments in [25] , [26] , we perform an experiment on MovieLens-100K dataset. MovieLens-100K consists of 100,000 ratings (1-5) from 943 users on 1682 movies, and the percentage of observed data is approximately 6%. It also provides five splits of training data X train and testing data X test , where X train and X test account for 80% and 20% of the observed data, respectively. The test is performed on both the noiseless case and noisy case. In the noisy case, 10% of the observed rating values of 1 in the training data are replaced by 5, and 10% of the rating values of 5 are replaced by 1, too. The performance is evaluated using the root mean square error (RMSE) defined as [26] 
where Ω test ∈ R m×n is an observed subset matrix for testing data where each entry Ω i,j ∈ {0, 1} denotes whether the i, j-th entry of testing data X test is observed. The expectation is approximated by 10 Monte Carlo realizations. In this experiment, we set ε 1 = 10000 for HQ-PF and HQ-ASD. For CIHT and HQ-ASD, the threshold ε 2 is set to 10e −3 . Fig. 13 and Fig. 14 depict the RMSE results for all algorithms with different values of rank r under the noiseless and noisy case, respectively. All algorithms can be seen to work well when r = 1 or 2 in both the noiseless and noisy case. When r > 2, all algorithms except VBMFL1 suffer from different degrees of performance degradation. In particular, VBMFL1 achieves the best performance. The proposed HQ-ASD can maintain good performance when r is as large as 5 in the noiseless case and 3 in noisy case. In contrast, the performance of l 2 -PF and l 1 -ADMM degrades seriously when r > 5. The average RMSE and corresponding average running times for r = 2 are provided in Table III . HQ-ASD can be observed to achieve the lowest RMSE for both the noiseless and noisy cases. HQ-ASD also runs faster than other robust methods.
To further demonstrate the advantage of the proposed algorithms in terms of computational cost, a comparison is also undertaken for the more challenging MovieLens-1M dataset. The MovieLens-1M dataset contains 1,000,209 anonymous ratings of approximately 3,900 movies from 6,040 users. The observation percentage is only 4%, and the matrix size is 15 times larger than the MovieLens-100K. Similar to the MovieLens-100K experiments, the performance of all the algorithms is evaluated on MovieLens-1M under noiseless and noisy cases, using the same noise and algorithm settings as the previous simulation. Table III shows the average RMSE and corresponding average running times. The cost times can be observed to increase significantly compared with MovieLens-100K for all algorithms. The RMSE also increases compared to MovieLens-100 K. In particular, HQ-ASD still achieves the lowest RMSE and has a faster running time than other robust algorithms, and HQ-PF obtains the best performance of the distributable algorithms.
V. CONCLUSION
In this paper, two novel efficient and robust matrix completion algorithms have been proposed. The algorithms apply correntropy as the error measure to improve robustness. To overcome the complicated computation of non-quadratic correntropy-based optimization, the half-quadratic technique has been used to efficiently solve the problem. The two proposed algorithms, HQ-PF and HQ-ASD, adopt the same half-quadratic method but are developed in different ways. HQ-PF is derived from the traditional alternating minimization method and can be processed in parallel. HQ-ASD is obtained using the gradient descent method and has a much lower computational cost. Additionally, an adaptive kernel width selection strategy is proposed for faster convergence of the new algorithms. Extensive simulations and real-world data experiments have been conducted which demonstrate that the proposed algorithms can achieve better performance than existing state-of-the-art methods.
