Abstract We recall a formulation of super-membrane theory in terms of certain matrix models. These models are known to have a mass spectrum given by the positive half-axis.
Introduction and Summary of Results
Some time ago [1] , super-membranes in D space-time dimensions were related to supersymmetric matrix models where, in a Hamiltonian light-cone formulation, the D − 2 transverse space coordinates appear as non-commuting matrices [2] .
It has been proven in [3] that the mass spectrum of any one of these matrix models, which is given by the (energy) spectrum of some supersymmetric quantum-mechanical Hamilton operator [4] , fills the positive half-axis of the real line. This property of the mass spectrum in super-membrane models is in contrast to the properties of mass spectra in bosonic membrane matrix models [2] which are purely discrete; see [5] . One of the important open questions concerning super-membrane matrix models is whether they have a normalizable zero-mass ground state. Such states would describe multiplets of zero-mass one-particle states, including the gravitation; (see [1] ). A new interpretation of the mass spectrum of super-membrane matrix models (in terms of multi-membrane configurations) has been proposed in [6] .
A first step towards answering the question of whether there are normalizable zeromass ground states in super-membrane matrix models has been undertaken in [1] . In this note, we continue the line of thought described in [7] and show that, in the simplest matrix model, a normalizable zero-mass ground state does not exist.
Let us recall the definition of super-membrane matrix models. The configuration space of the bosonic degrees of freedom in such models consists of D −2 copies of the Lie-algebra of SU(N), for some N < ∞, where D is the dimension of space-time, with D = 4, 5, 7, 11.
A point in this configuration space is denoted by X = (X j ) with
where {T A } is a basis of su(N), the Lie algebra of SU(N). In order to describe the quantum-mechanical dynamics of these degrees of freedom, we make use of the Heisenberg algebra generated by the configuration space coordinates X A j and the canonically conjugate momenta P A j satisfying canonical commutation relations
To describe the quantum dynamics of the fermionic degrees of freedom, we make use of the Clifford algebra with generators Θ
2 ] , and commutation relations
The generators Θ A α can be expressed in terms of fermionic creation-and annihilation operators:
with b
2 ] , and
The Hilbert space, H, of state vectors (in the Schrödinger representation) is a direct sum 6) where
The scalar product of two vectors, Ψ and Φ, in H is given by
The Hilbert space H carries unitary representations of the groups SU(N) and SO(D − 2).
Let H (0) denote the subspace of H carrying the trivial representation of SU(N).
One can define supercharges, Q α and
, with the properties that, on the subspace
and
where H = M 2 , and M is the mass operator of the super-membrane matrix model.
Precise definitions of the supercharges and of the operator H can be found in [1] (formulas (4.7) through (4.12)). In [3] it is shown that the spectrum of H | H (0) consists of the positive half-axis [0, ∞). The problem addressed in this note is to determine whether O is an eigenvalue of H corresponding to a normalizable eigenvector Ψ 0 ∈ H (0) . Using eqs. (1.9) and (1.10), one can show that Ψ 0 must be a solution of the equations by the supercharges Q α . We define
We define the cohomology groups When D = 4 and N = 2 we use the following notations:
The operators representing the generators of su (2) on H are given by
The supercharges are given by (see [1] , eq. (4.20))
and (2.3)
and ∧ denotes the vector product. We then have that
A vector Ψ ∈ H + can be written as
For Ψ ∈ H (0) + (i.e., Ψ ∈ H + with LΨ = 0), eqs. (1.11) imply the following system ( * ) of first-order differential equations:
Moreover, the equation LΨ = 0 yields
It is straightforward to verify that, for Ψ ∈ H (0)
− , eqs. (1.11) imply a system of equation equivalent to (2.7) through (2.12). This can be interpreted as a consequence of Poincaré duality.
The formal expression for the Hamiltonian H = Q, Q † is given by
where
As shown in [5] , the spectrum of H B is discrete, with
The representation of the group SO(D − 2) ≃ U(1), (D = 4) on H is generated by the Z . The spectrum of the restriction of J to the subspace H + is the integers, while spec J | H − consists of half-integers.
3 Analysis of equations ( *
)
In this section, we assume that QΨ = Q † Ψ = 0 has a solution Ψ ∈ H
+ and then show that Ψ = 0.
The assumption that QΨ = Q † Ψ = 0 implies that
only depending on |ξ| := q
with the properties that g n is smooth, monotonic decreasing, g n (|ξ|) = 1, for |ξ| ≤ n, g n (|ξ|) = 0 for |ξ| ≥ 3n, and
We define a bounded operator, R n,k , on H by setting
for any Φ ∈ H. Clearly
for any Φ ∈ H. Next, we note that, for a vector Φ in the domain of the operator Q,
where 6) and
The operator norm of the operators ∂ ∂λ A and λ A , A = 1, 2, 3, is bounded by 1. Since
, the operator norm of the multiplication operator
is bounded above by
. The operator norm of the convolution operator Φ (ξ) →
′ is equal to 1. This implies
Next, we note that, for ξ in the support of the function g n ,
A similar chain of arguments shows that, for Φ in the domain of Q † ,
Next, we suppose that Ψ solves (3.1). We claim that, given ε > 0, there is some finite
for all k ≥ n ≥ n(ε). Inequality (3.12) follows directly from (3.4) and the fact that the operator norm of R n,k is = 1. To prove (3.13), we note that, for k ≥ n,
where Q # = Q or Q † . This follows from the equations QΨ = Q † Ψ = 0 and inequalities (3.10) and (3.11).
We now observe that, by the definition of R n,k , Ψ n,k = R n,k Ψ is a smooth function of compact support in R 6 , for all n ≤ k < ∞. It therefore belongs to the domain of definition of the operators Q Q † and Q † Q. Thus, for all n ≤ k < ∞,
where H B and H F are given in eq. (2.14), (and it is obvious from (2.14) that Ψ n,k belongs to the domains of definition of H B and H F ).
As proven in [5] ,
for some strictly positive constant E 0 (= inf spec H B ), for all vectors Φ in the domain of
Thus, for k ≥ n ≥ n(ε), and using (3.13), we have that
Our next task is to analyze Ψ n,k , H F Ψ n,k . If Φ = (ϕ, ϕ) ∈ H + belongs to the domain 
(recall that q = q 1 ∧ q 2 ). Inserting (3.19) on the R.S. of (3.18), for Φ = Ψ n , we arrive at the equation
Next, we make use of the fact that Ψ must be SU(2)-invariant. This is expressed in eq. (2.11), which implies that ψ(ξ) only depends on SU(2)-invariant combinations of the variables q 1 and q 2 , i.e., on
Instead, we may use variables q, p and ϕ defined by
If F is an SU(2)-invariant function then
where c is some positive constant.
If ϕ is SU(2)-invariant then
where c ′ is a positive constant.
Using (3.26) in (3.21), we find that
, (3.27)
By the definition of g n ,
In passing from (3.27) to (3.28), we have used that
with respect to the measure p dp dϕ dq and that
is right-continuous at q = 0. These facts will be proven below.
Combining eqs. (3.15), (3.17) and (3.28), we conclude that
for all n ≥ n(ε). Choosing ε sufficiently small, we conclude that either Ψ = 0, or there is a constant β > 0 such that
for all sufficiently large n.
Next, we explore the consequences of (3.30). Since Ψ solves (3.1), we can use (3.19) to conclude that
Using that Ψ is SU(2)-invariant and passing to the variables q, p and ϕ, one finds that 
< ∞ (with the constant c appearing in (3.25)).
Inequalities (3.31) and (3.32) also hold for ψ n , instead of ψ, with a constant K that is uniform in n → ∞. These inequalities prove that
is right-continuous at q = 0, properties that were used in our derivation of (3.28).
By the Schwarz inequality and (3.31),
To prove continuity of f n (q) in q, we note that, for q 1 > q 2 ,
with tends to 0, as (q 1 − q 2 ) → 0, because
Next, we make use of the SO(D − 2) ≃ U(1) symmetry with generator J given in eq. (2.16). We have noted below (2.16) that J commutes with QQ † and Q † Q, and hence that Ψ ∈ H + can be chosen to be an eigenvector of J corresponding to some eigenvalue m ∈ Z. In the variables q, p, ϕ,
Hence we may write
for some function φ independent of ϕ. Eqs. (3.31) and (3.32) then simply ∞ 0 dp p
where α = m + 1. Furthermore, inequality (3.30), in the limit as n → ∞, yields ∞ 0 dp p , for any δ > 0, and such that
for some constant K δ independent of N and all q ∈ Ω ∩ [0, δ]. Moreover, Thus the function φ introduced in (3.33) has the following properties
We now show that such a function φ (q, p) does not exist.
Let us first consider the case α ≥ 0. We choose an arbitrary, but fixed p ∈ (0, ∞).
Using the Schwarz inequality, we find that, for 0 < q 0 < ∞,
where q * (p) ∈ [0, q 0 ] is the point at which |φ(q, p)| takes its minimum in the interval [0, q 0 ].
where χ(p) = φ(q * (p), p). By property (C), ∞ 0 dp p
for some finite ε(q 0 ), will ε(q 0 ) → 0, as q 0 → 0. Hence
We define a subset M δ ⊆ [0, ∞) by
Then conditions (A) -(C) take the form Repeating the same arguments as above, we get again This completes the proof that functions satisfying properties (A), (B) and (C) do not exist.
We have thus proven that eq.(3.1) only has the trivial solution Ψ = 0.
