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Abstract—Estimating noise information exactly is crucial for
noise aware training in speech applications including speech
enhancement (SE) which is our focus in this paper. To estimate
noise-only frames, we employ voice activity detection (VAD)
to detect non-speech frames by applying optimal threshold on
speech posterior. Here, the non-speech frames can be regarded
as noise-only frames in noisy signal. These estimated frames
are used to extract noise embedding, named dynamic noise
embedding (DNE), which is useful for an SE module to capture
the noise characteristics. The DNE is extracted by a simple neural
network, and the SE module with the DNE can be jointly trained
to be adaptive to the environment. Experiments are conducted
on TIMIT dataset for single-channel denoising task and U-Net is
used as a backbone SE module. Experimental results show that
the DNE plays an important role in the SE module by increasing
the quality and the intelligibility of corrupted signal even if the
noise is non-stationary and unseen in training. In addition, we
demonstrate that the DNE can be flexibly applied to other neural
network-based SE modules.
I. INTRODUCTION
Speech enhancement (SE) is a speech application which re-
fines noisy speech into clean speech for improving the quality
and the intelligibility of speech. Conventional studies about
SE have been based on statistical approaches such as spectral
subtraction (SS) [1], Wiener-filtering [2], minimum mean-
square error short-time spectral amplitude (MMSE-STSA)
estimator [3], and subspace methods [4]. Recently, with the
success of deep learning in various fields including speech
signal processing, SE adopts deep learning-based methods and
shows its potential. In time-frequency (T-F) domain, noisy
magnitude spectrogram or log-power spectra are extracted
for input acoustic features by applying short-time Fourier
transform (STFT) to input noisy signal. Then corresponding
enhanced features are derived by directly mapping the clean
one or estimating the optimal T-F mask [5]–[14].
SE is used as a pre-processor in speech applications and
improves the performance of main task by enhancing acoustic
features. Therefore, many studies about combining SE with
other speech application have been widely considered; auto-
matic speech recognition (ASR) [15], [16], speaker verification
(SV) [17], [18], voice activity detection (VAD) [19], [20], etc.
Meanwhile, environmental characteristics such as type of
noise or the degree of distortion, mainly expressed as signal-
to-noise ratio (SNR), are main factors of degrading the per-
formance in SE. Especially, noisy speech corrupted by non-
stationary noise with low SNR is difficult to be recovered.
Additionally, denoising the signal corrupted by unseen noise,
which is not considered in training step, is also challenging
issue. Therefore, to deal with these issues, researchers have
used noise information in many speech applications, which is
called noise aware training (NAT) [6], [25]–[27].
VAD is another pre-processing step in speech applications.
It is a framewise classification task which discriminates speech
frames from non-speech frames. Results of VAD can be
used in other speech applications for concentrating on speech
frames [21], [22] or implemented on devices without push-
to-talk by being combined with post-processor like hangover
scheme [23] for detecting utterance segments.
For these reasons, both SE and VAD are widely used as
important pre-processing steps in speech applications. How-
ever, the order of using them, i.e., using SE first or VAD first,
is always a chicken-and-egg problem. The reason of using
SE first is to enhance acoustic features for the input of the
VAD module [19], [20] or append hidden variables of SE
module to input features of the VAD module [24]. The case
of using VAD first can be found in real-world devices; VAD
is used for detecting utterance segments in noisy signal and
these segments are enhanced by the following SE module. In
this case, because the SE module is operated only on specific
segments, computational costs are saved efficiently.
In this paper, we propose a novel method using both VAD
and SE for masking-based single-channel denoising task. In
the proposed method, VAD is used first to estimate noise
information and utilize it for NAT in SE modules. In noisy
speech, non-speech frames contain only noise component
without speech, thus non-speech frames can be regarded as
noise-only frames. Therefore, VAD can be used to detect
non-speech frames. Estimated noise-only frames can provide
the information about the characteristic of noise. By using
them with speech posteriors, simple neural network extracts
the noise-adaptive embedding, which is called dynamic noise
embedding (DNE). The DNE is appended to input acoustic
features of SE modules for improving the robustness in
challenging noisy environment.
The output of VAD has a great influence on the following
SE module in our proposed method unlike conventional ap-
proaches where VAD and SE are operated independently. VAD
and SE are jointly trained for optimization in the proposed
method, thus, there is no need to pre-train the VAD or
SE modules separately. Experimental results conducted on
TIMIT dataset show that estimated noise-only frames by using
VAD improve the performance of SE in noisy environments
ar
X
iv
:2
00
8.
11
92
0v
1 
 [e
es
s.A
S]
  2
7 A
ug
 20
20
including unseen and non-stationary noise. Furthermore, using
the proposed DNE as an auxiliary feature shows substantial
improvement over previous approaches. In ablation study, we
find the optimal threshold for detecting the noise-only frame.
Moreover, various deep neural network-based SE modules
improve their abilities by using the proposed DNE.
The rest of this paper is organized as follows. Section 2
introduces the proposed method to extract the DNE. Section 3
and Section 4 describe the SE and VAD module respectively.
Section 5 represents the experimental setup and Section 6
shows the results of experiments. Then, Section 7 concludes
the paper.
II. PROPOSED METHOD
In this paper, noisy speech in T-F domain obtained by
applying STFT to time-domain signal can be described as
below.
|Yt|ejφYt = |Xt|ejφXt + |Nt|ejφNt , (1)
where t denotes the frame index, and frequency bin index
is omitted for brevity. |Yt|, |Xt|, and |Nt| are the magnitude
vector of noisy speech, clean speech, and noise in the t-th
frame, respectively. Likewise, φYt , φ
X
t , and φ
N
t are the phase
vector of noisy speech, clean speech, and noise in the t-th
frame, respectively. Without considering the impact of phase
as did in approaches using ideal binary mask (IBM) [6] and
ideal ratio mask (IRM) [7], we approximate (1) as below to
take into account only in magnitude.
|Yt| ∼= |Xt|+ |Nt|. (2)
Because each frame is classified into 2 cases, speech frame or
non-speech frame, (2) can be expressed as below.
|Yt| ∼=
{ |Xt|+ |Nt| if t ∈ TS
|Nt| else , (3)
where TS denotes the set of speech frames. In the case of
“else”, the lower equation in (3) means non-speech frames
are considered as noise-only frames.
A. Estimating Confident Noise Frames
It is crucial for NAT to exactly speculate the noise infor-
mation from noisy utterances. In [6], [25], [26], the noise
information is estimated by just averaging the several frames
at the beginning and end of the utterance. This method is
simple but it is hard to represent the tendency of non-stationary
noise. In addition, those frames are not guaranteed that they
are always noise-only frames.
As we can see in (3), non-speech frames can represent
the noise information helpfully. Therefore, in this work, we
propose to use VAD to estimate the non-speech frames exactly.
If we can detect non-speech frames as exactly as possible,
we can use noise-only information more precisely for NAT.
First of all, we obtain speech posterior, which is the output of
the VAD, for detecting non-speech frames. The mathematical
(a) Noisy spectrogram
(b) Clean spectrogram
(c) Speech posterior
Fig. 1: Visualization of procedure to detect noise-only frames
with 2 different thresholds. (a) and (b) represent the spec-
trogram of noisy and its original speech, respectively. (c)
represents the speech posterior over time. In (c), the upper and
lower blue dashed horizontal lines correspond to the thresholds
of 0.5 and 0.3, respectively.
expression of speech posterior from a VAD module can be
represented as below.
pt = fVAD(g(|Yt|)) for 1 ≤ t ≤ T, (4)
where pt denotes the speech posterior of the t-th frame and T
denotes the total number of frames in the utterance. Function
g(·) converts |Yt| to the input features of the VAD, such
as mel-frequency cepstral coefficients (MFCCs) or mel-filter
bank energies (MFBs). Function fVAD(·) is VAD function
which takes acoustic features as input and estimates the speech
posterior of each frame.
After getting speech posteriors by operating a VAD module,
we can choose non-speech frames by selecting frames whose
posteriors are smaller than pre-defined threshold, η. If the
threshold is set as 0.5, the median value of posterior, some
speech frames can be misclassified as non-speech frames (false
negative). However, if the threshold value is low, only frames
whose posteriors are fairly small are determined as non-speech
frames. Therefore, in the experiment, we set threshold under
0.5. In this case, if speech posteriors of frames are smaller
than the threshold value, they are assumed to correspond to
reliably noise-only frames. These estimated frames are called
confident noise frames. This approach is motivated by [21]
which makes reliable speech / non-speech label for domain
adaptation in VAD.
Fig. 1 shows the difference of selecting noise-only frames
along different thresholds, 0.5 and 0.3, which corresponds to
the upper and lower blue dashed horizontal lines in Fig. 1c,
respectively. When threshold is set as 0.5, some speech frames
are determined as noise-only frames. However, when threshold
is set as 0.3, these frames are not determined as noise-only
Fig. 2: The schematic diagram of the proposed method composed of 3 steps; operating VAD, extracting the DNE, and operating
SE. The specific process of extracting the DNE is represneted in right column enclosed with black dashed line.  between
IRM block and ISTFT block denotes the element-wise multiplication.
frames (indicated by red dashed rectangles).
B. Dynamic Noise Embedding
In [27], VAD is used to detect noise frames by concentrating
on the absence of speech frames, which is similar to our
proposed method. Estimated noise frames are used to classify
the type of noise, and an SE module is selected among 3
SE models (templates) depending on the classified noise type.
However, in our proposed method, estimated noise frames
are not used to classify the type of noise, but to capture
the characteristic of noise. Then we extract the novel noise
embedding, the DNE, and it provides the noise information to
an SE module. In this way, the SE module can be adapted to
the environmental noise without using several SE models.
Confident noise frames can be used to feature vectors
representing the characteristic of noise. These vectors are
combined with a speech posterior and used to extract the
DNE. The followings describe these feature vectors obtained
by using confident noise frames and show the role of speech
posterior in extracting the DNE.
1) Confident Noise Average: After detecting confident
noise frames, we average these frames to represent noise
information, which is called confident noise average. It can
be expressed as below.
N˜avg =
1
T ′
tnT ′∑
t=tn1
|Yt| for tn1, tn2, ..., tnT ′ ∈ T˜N , (5)
where T˜N denotes the set of confident noise frames and T ′
denotes the total number of confident noise frames. The con-
fident noise average can represent the frequency characteristic
of environment.
2) Framewise Difference: If noise is stationary, confident
noise average is sufficient to represent the characteristic of
noise. On the other hand, if noise is non-stationary, it is hard
to represent the characteristic of noise only with confident
noise average. Therefore, we propose another vector which is
helpful to represent information of non-stationary noise. It can
be obtained simply as below.
FDt = ||Yt| − N˜avg| for 1 ≤ t ≤ T, (6)
where FDt is framewise difference of the t-th frame which
means the difference between confident noise average and
magnitude of the t-th frame. Framewise difference is obtained
across whole frames in an utterance. The process of obtaining
N˜avg and FDt is illustrated in 2-a of Fig. 2.
3) Speech Posterior: Speech posterior shows the synergy
effect when combined with confident noise average and frame-
wise difference.
• In frames whose posteriors are relatively low; Low pos-
terior means its frame is likely to be noise-only frame.
Therefore, framewise difference shows steady or consis-
tent tendency in stationary noise, but it shows erratic
tendency in non-stationary noise.
• In frames whose posteriors are relatively high; High
posterior means that its frame is likely to be speech frame,
thus framewise difference has the meaning of segmental
SNR (SSNR). It’s because the greater the value of |Yt|,
the greater the value of framewise difference.
The DNE is extracted by using confident noise average,
framewise difference, and speech posterior. For reducing the
dimension of noise average and framewise difference, average
pooling is applied to down-sample them by half. These pooled
values are represented as N˜ ′avg and FD
′
t, respectively. Since
we use 257-dim magnitude spectrogram, the dimension of
N˜avg and FDt is 257 and that of N˜ ′avg and FD
′
t is 128.
These reduced feature vectors are concatenated with a speech
posterior and used to extract the DNE described as below.
DNEt = fDNE([N˜ ′avg;FD
′
t; pt]) for 1 ≤ t ≤ T, (7)
where fDNE is a fully connected layer (FCL) for extracting
the DNE. It has a single hidden layer with 128 hidden nodes
and followed by leaky ReLU activation. The dimension of
output node changes according to the backbone SE module,
which will be explained in the next section, and activated
by hyperbolic tangent function. The DNE is extracted for
every frame and adaptive to environment with corresponding
frame. Finally, the DNE is appended to input noisy magnitude
spectrogram for an SE module for every frame. The process
of extracting the DNE is illustrated in 2-b of Fig. 2.
The proposed method is composed of 3 steps as illustrated
in Fig. 2. Firstly, a VAD module is operated by using noisy
magnitude spectrogram (denoted as Noisy Mag. in Fig. 2) and
speech posteriors are drawn. Secondly, the DNE is extracted by
utilizing noisy magnitude spectrogram and posterior. At last,
an SE module estimates the IRM by using the DNE as an
auxiliary feature. Estimated IRM is multiplied to noisy mag-
nitude spectrogram and this enhanced magnitude spectrogram
is combined with noisy phase spectrotram (denoted as Noisy
Pha. in Fig. 2) for producing time-domain denoised signal by
applying an inverse STFT (ISTFT). The specific procedure of
extracting the DNE, which is the second step, is illustrated in
the right column of Fig. 2. It is indicated by black dashed line.
Configurations of SE and VAD modules are described in the
following sections.
III. SPEECH ENHANCEMENT MODULE
For proving the effectiveness of the proposed method, we
use 3 backbone SE modules based on deep neural network,
mainly used in SE. Noisy magnitude spectrogram standardized
to have zero mean and an unit variance is used as input
feature for all of SE modules. SE modules estimate the IRM
by activating final output with sigmoid function. Specific
configuration and the way of utilizing the DNE in each model
are described in the following sub-sections.
A. U-Net
U-Net is a fully convolutional neural network (CNN) based
on autoencoder with skip-connections. Although it was first
introduced in medical image field [28], it has been shown its
effectiveness in SE on T-F domain [29], [30].
Fig. 3: The configuration of U-Net.
The configuration of U-Net used in this paper is described
in Fig. 3. ch, ks, and st denote the number of input / output
channels, kernel size, and stride size, respectively. Every
convolution operation is followed by batch normalization
and leaky ReLU activation except for last operation whose
output is activated by sigmoid function. In fully-connected
deep neural network (FCDNN) or Long Short-Term Memory
(LSTM), because these networks use weight matrix that can
fully capture input acoustic features, auxiliary features are
appended along the axis of feature dimension. On the contrary,
in CNN, since filters just focus on local information, the
way of appending auxiliary feature should be different with
FCDNN or LSTM. For using characteristic of CNN, the DNE
is appended along the channel axis like as secondary channel
of input features. This method is used in [31] as acoustic
features with its first and second derivatives are concatenated
to form 3-channel input feature maps for CNN based ASR
model. If backbone is U-Net, the dimension of the DNE is set
as dimension of noisy magnitude spectrogram, 257. Then the
shape of the DNE is same with noisy magnitude spectrogram
because the DNE is extracted as much as the number of
total frame of noisy magnitude spectrogram. Hence, the first
encoder unit in Fig. 3, input channel is set as 1 for U-Net
without the DNE and 2 for U-Net with the DNE.
B. Deep Denoising Autoencoder
FCDNN based deep denoising autoencoder (DDAE) is also
widely used in SE task [5], [6], [8], [10]. In experiment, our
DDAE takes 5 frames acoustic features as input and estimates
the IRM for central frame. For DDAE, the DNE is extracted
with 128 dimension, the half of noisy magnitude spectrogram
dimension for reducing the computational load. The DNE is
appended to noisy magnitude spectrogram for every frame.
Therefore, the input dimension without the DNE is 1,285
(257×5) and the one with the DNE is 1,925 (385×5). The
hidden layers is consist of 7 layers with 1024, 512, 256,
128, 256, 512, and 1024 hidden nodes respectively and the
dimension of output node is 257 for estimating the IRM. Batch
normalization, ReLU function for activation, and drop-out with
0.2 probability are used at every hidden layers.
C. Bidirectional LSTM
Bidirectional LSTM (BLSTM) is also popular architecture
for SE task [9], [14]. BLSTM for our work has 2 hidden layers
with 512 hidden nodes. For estimating the IRM, last hidden
states with backward direction are selected and followed by
FCL, composed of a single hidden layer with 300 hidden
nodes, leaky ReLU function, and the output layer with 257
nodes for estimating the IRM of each time step. Like in DDAE,
the DNE is extracted with 128 dimension and appended to
noisy magnitude spectrogram for every frame. Therefore, input
dimension in each time step is 257 without the DNE and 385
with the DNE.
D. Optimization
In all of SE modules, mean squared error (MSE) loss is
used as criterion; Enhanced (masked) magnitude spectrogram
is compared with its corresponding clean magnitude spectro-
gram. Also, Adam optimizer [32] with initial learning rate (α1)
10−3 is used and α1 is reduced by a factor of 10−1 with 10−8
TABLE I: Comparison of performances of baseline and various NAT-based models. In this paper, the best results are highlighted
in bold. Averaged value is obtained in 2 groups and calculated over all the SNRs; seen noise (SEEN) and unseen noise
(UNSEEN) environments.
Noise type SNR(dB)
PESQ STOI
Noisy U-Net w. SN w. CN w. DNE Noisy U-Net w. SN w. CN w. DNE
SEEN
Babble
-5 1.392 1.572 1.542 1.540 1.645 0.487 0.576 0.571 0.569 0.594
0 1.507 1.933 1.914 1.938 2.003 0.613 0.735 0.728 0.734 0.747
5 1.779 2.366 2.335 2.380 2.437 0.726 0.836 0.833 0.839 0.844
Factory1
-5 1.256 1.590 1.551 1.574 1.700 0.485 0.640 0.635 0.638 0.665
0 1.351 1.919 1.882 1.906 2.004 0.602 0.762 0.757 0.762 0.777
5 1.521 2.274 2.251 2.295 2.342 0.722 0.847 0.846 0.849 0.855
F16
-5 1.242 1.832 1.790 1.847 1.872 0.520 0.729 0.722 0.727 0.739
0 1.335 2.176 2.138 2.210 2.216 0.637 0.826 0.822 0.826 0.833
5 1.523 2.525 2.499 2.577 2.551 0.756 0.889 0.887 0.891 0.894
Avg. 1.434 2.021 1.989 2.030 2.086 0.616 0.760 0.756 0.759 0.772
UNSEEN
Cafe
-5 1.280 1.423 1.391 1.416 1.585 0.490 0.578 0.580 0.581 0.608
0 1.392 1.749 1.724 1.773 1.914 0.617 0.727 0.726 0.738 0.752
5 1.624 2.114 2.089 2.170 2.283 0.739 0.834 0.833 0.840 0.849
Music
-5 1.526 1.798 1.781 1.823 1.912 0.625 0.698 0.690 0.697 0.703
0 1.722 2.125 2.094 2.131 2.239 0.705 0.781 0.777 0.783 0.793
5 2.044 2.558 2.533 2.584 2.638 0.793 0.860 0.857 0.863 0.868
Machine gun
-5 1.998 2.120 2.170 2.151 2.599 0.748 0.795 0.773 0.773 0.834
0 2.515 2.699 2.742 2.700 3.019 0.812 0.840 0.846 0.844 0.888
5 2.982 3.142 3.156 3.122 3.321 0.854 0.889 0.893 0.892 0.918
Avg. 1.898 2.192 2.187 2.207 2.390 0.709 0.775 0.775 0.779 0.801
of lower bound. The update for parameters of an SE module
is expressed as below.
θSE ← θSE − α1 ∗ lMSE , (8)
where θSE and lMSE denote parameters and loss of an SE
module, respectively. Additionally, fDNE , FCL for extracting
the DNE, is optimized with an SE module.
IV. VOICE ACTIVITY DETECTION MODULE
A. Configuration
The VAD module is composed of unidirectional LSTM,
2 hidden layers with 64 hidden nodes. To use perceptual
scale, we use 40-dimensional log MFBs as input acoustic
features. Last hidden states of each time steps are followed
by FCL, which is composed of a single hidden layer with 32
hidden nodes, ReLU function, and the output layer with single
node. The final output is activated by sigmoid function and it
represents the speech posterior of each time step.
B. Optimization
Cross entropy (CE) loss is used as criterion in the VAD
module. The posterior of each frame is compared with its
corresponding ground-truth. Optimizer for a VAD module is
same with an SE module, Adam optimizer, but for initial
learning rate (α2) 10−2. For jointly training both modules,
the VAD module is influenced by MSE loss in an SE module
as well as CE loss. The process of optimization for the VAD
module is expressed as below.
θVAD ← θVAD − α2 ∗ (lCE + λ ∗ lMSE), (9)
where θVAD and lCE denote parameters and loss of the VAD
module. λ is hyper-parameter for controlling the weight of
lMSE .
V. EXPERIMENTAL SETUP
A. Dataset
TIMIT database [33] is used for the experiments. It is
composed of 4,620 utterances for training and 1,680 utterances
for evaluation. To make noisy training set, we use 5 noise
types (babble, factory1, F16, destroyer engine, and white)
from NOISEX database [34]. 1,250 utterances are randomly
selected from training data and corrupted by those 5 noises
with 4 SNR levels; -5, 0, 5, and 10 dB. In testing set, 3
seen noise types (babble, factory1, and F16) and 3 unseen
noise types (cafe, music, and machine gun) are added to
clean utterances. To show the robustness of our proposed
method in various non-stationary noise types, we use cafe
noise and music noise from other noise datasets, QUT noise
(CAFE-CAFE-1) [35] and MUSAN corpus (JAMENDO-3)
[36]. Machine gun noise is from NOISEX database. 100
utterances are randomly selected from testing data and mixed
with those 6 noises with 3 SNR levels; -5, 0, and 5 dB.
As a result, training and testing set are composed of 25,000
utterances and 1,800 utterances, respectively. For seen noise,
noise sources are splitted into 2 segments, the former one is
used for training set and the latter one is used for testing set.
The ground-truth of speech / non-speech label for noisy corpus
is extracted by applying Sohn VAD [37] to its corresponding
clean corpus as in [20], [21], [24].
B. Setting
All data are sampled at 16 kHz. STFT is calculated using
Hann window with 32ms window length, 8ms hop length, and
512 FFT size. Thus the dimension of magnitude spectrogram
is 257 as mentioned in Section II. In the VAD module,
for extracting log MFB, MelScale function from torchaudio1
library is applied to noisy magnitude spectrogram tensor.
1https://pytorch.org/audio/transforms.html
TABLE II: Comparison of performances (PESQ / STOI) along
the different thresholds for estimating confident noise section.
η denotes threshold.
η
SNR (dB)
-5 0 5 avg.
0.2 1.861 / 0.689 2.212 / 0.796 2.584 / 0.871 2.219 / 0.785
0.3 1.886 / 0.691 2.232 / 0.798 2.595 / 0.871 2.238 / 0.787
0.4 1.878 / 0.690 2.232 / 0.797 2.582 / 0.869 2.231 / 0.786
0.5 1.862 / 0.689 2.224 / 0.797 2.596 / 0.871 2.227 / 0.786
1.0 1.826 / 0.679 2.200 / 0.792 2.564 / 0.869 2.196 / 0.780
C. Evaluation Metrics
For evaluating the performance of the SE module, we use 2
metrics; perceptual evaluation of speech quality (PESQ) [38]
and short-time objective intelligibility (STOI) [39]. These 2
metrics are widely used in SE to evaluate the quality and the
intelligibility of enhanced speech, respectively. For both PESQ
and STOI, the higher the better.
VI. RESULTS
A. Effectiveness of the DNE in SE
At first, we conduct an experiment to prove the effectiveness
of the DNE in SE. U-Net is used as backbone architecture.
To compare the proposed method with other approaches, we
implement other 2 NAT-based models as well as our DNE-
based model.
1) Simple noise (SN): As did in [6], [25], [26], we simply
average the first 10 frames of each utterance. Averaged vector
is broadcasted (copied) as noisy magnitude spectrogram for
being concatenated as secondary channel feature map to noisy
magnitude spectrogram.
2) Confident noise (CN): Confident noise average, N˜avg in
(5), is used for auxiliary feature. As did in the SN, N˜avg is
broadcasted and concatenated to noisy magnitude spectrogram.
For calculating the CN and DNE, we set threshold for
speech posterior η as 0.3 and weighting hyper-parameter λ
as 1.
Results are described in Tabel I. From this table, we can
observe that the proposed DNE shows the best performance
in all of situations except for PESQ in 5dB of F16 noise envi-
ronment. Especially in unseen noise environments, the effect
of the DNE is more remarkable. The relative improvements
of PESQ and STOI compared to baseline (U-Net) are 2.62%
and 5.00%, respectively in seen noise environment, however,
8.58% and 11.6%, respectively in unseen noise environment.
It means the proposed method can analyze the environment
even if the noise is mismatched with training step. Also,
the performance of applying the DNE is sharply increased
in machine gun noise compared to other environments. This
means the DNE is appropriate for denoising the noisy speech
corrupted by sporadic noise though it is also unseen noise
type.
Although both of the SN and CN use averaged value of
estimated noise frames, the CN dominate the SN in most of sit-
uations. Besides, with focusing on the result of averaged value
in both of seen and unseen environments, the CN improves
Fig. 4: Performance of other neural networks in seen and un-
seen noise environments. The left one and right one represent
PESQ and STOI, respectively.
the performance compared to baseline except for STOI in
seen noise environments and improvements are more dominant
in unseen noise environments like the DNE. However, the
SN can’t improve the performance. This means average of
estimated noise section can improve the performance of SE
only if the section is reliable.
B. Finding optimal threshold for the DNE
As mentioned in Section II, setting the optimal threshold
under 0.5 is crucial for estimating confident noise frames. the
best threshold is found by setting it variously, 0.2, 0.3, 0.4, 0.5,
and 1.0, and comparing results. Threshold of 1.0 means whole
frames are used to calculate noise average. Table II shows
the result of experiment along the different threshold. At first,
threshold of 1.0 shows the lowest results in all of situations. It
represents that selecting specific frames for estimating noise
section is more beneficial to NAT than just using whole
frames. It can be found that setting threshold as 0.3 gets
best performances except for PESQ in 5dB which is just
0.001 difference with best performance. Although threshold
of 0.2 is more reliable than 0.3, its results are disappointing.
It is because the number of selected frames is less in lower
threshold and the number is insufficient for understanding the
environment. On the contrary, in setting threshold as 0.4 or
0.5, their results are also unsatisfactory even if the number of
selected frames is more than 0.3. It is because estimated noise
section is not reliable as described in Fig. 1. This is a kind of
trade-off in setting threshold.
C. Expansion to other neural networks
For proving the flexibility of the DNE, other neural net-
works are used as baseline. In this experiment not only U-Net
but DDAE and BLSTM are used as backbone architecture.
Configurations of each model and the way of appending
the DNE are described in Section III. Threshold for speech
posterior η and weighting hyper-parameter λ are set as 0.3
and 1, respectively. Fig. 4 represents the results of the exper-
iment. At first, we can observe that the DNE improves the
performance in all of neural networks in both of seen and
unseen noise environments. It can be said that it is beneficial
to incorporate the DNE to all of FCDNN, CNN, and LSTM
based SE modules. In PESQ, the performance is increased by a
large margin in unseen environments than seen environments.
In STOI, the increase of performance is similar in both of
environments for DDAE and BLSTM, but in U-Net, increase
of STOI is bigger in unseen noise environments like in PESQ.
VII. CONCLUSIONS
In this paper, we proposed a novel SE method using
the noise embedding named DNE. With the DNE, an SE
module can be adapted to new environments to improve
noise robustness. Specifically, we use VAD to detect non-
speech frames, thus obtaining noise information. After that,
the DNE is extracted by using the noise information with a
simple FCL. Because the DNE is extracted by utilizing noise
information and optimized with an SE module jointly, the SE
module can be adapted to environmental noise. The proposed
method achieved better performances than baseline and other
approaches in the TIMIT database. Especially, this method
showed the robustness in non-stationary and unseen noise
environments. Furthermore, the DNE can be flexibly applied
to various deep neural network-based SE modules. All SE
modules performed better when using the DNE as an auxiliary
feature. In the future, we will utilize the speaker embedding
as well in SE to handle the speaker variations.
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