ABSTRACT With the proliferation of renewable energy, the uncertainty has challenged the continuous operation of microgrids; thus, it is of importance to tackle uncertainties in power system operation. In this paper, a global sensitivity analysis (GSA) method is proposed to evaluate the influence of uncertainties on the power flow of islanded microgrids (IMGs). First, a probabilistic power flow model for IMGs is established considering the droop-controlled distributed generation units and the uncertainties of renewable energy generation output and load demands. Then, the global sensitivity analysis is introduced to identify important variables that affect IMG power flow. In addition to conventional GSA indices, the Shapley valuebased GSA index is designed to evaluate the influence of correlated input variables. Moreover, the sparse polynomial chaos expansion is used to establish the surrogate models of IMG power flow, which improves the efficiency of GSA. Finally, the proposed method is tested on the 33-bus and 69-bus IMG systems, and the simulation results are compared with those considering other methods. The rankings of random input variables that affect IMG power flow are given, and the influence of correlation between different variables is discussed.
I. INTRODUCTION
The microgrid (MG) is an important part of modern power systems. There are two operation modes for MGs: grid-connected and islanded modes. Islanded MGs (IMGs) improve the reliability and flexibility of larger power systems and various methods have been proposed for its planning and operation [1] - [3] . Power flow calculation is a fundamental tool to analyze the steady state of IMGs. In [4] , an IMG power flow model was developed considering different distributed generation (DG) models. Reference [5] studied the impacts of DG units' reactive power limits on IMG power flow. Reference [6] proposed a modified Newton Raphson method to solve IMG power flow considering the droop characteristics of DG units. Reference [7] used a Newton-trust region method to solve the IMG three-phase power flow.
With the development of renewable energy and electric vehicles, uncertainties have been challenging power system operation, and probabilistic power flow (PPF) has attracted additional attention nowadays. Various methods, such as Monte Carlo simulation (MCS) and point estimate methods, have been proposed to solve PPF problems [8] - [12] . Given the information of random input variables, PPF calculation obtains the probability density functions (PDFs) and cumulative distribution functions (CDFs) of random output variables. In this paper, the uncertain renewable energy generation outputs and load demands are considered as random input variables, and the system frequency, voltages of buses and power flow through lines are regarded as random output variables.
In fact, it is more important to evaluate the influence of uncertainties on IMG power flow. For those uncertainties significantly affecting power flow, suitable control strategies, such as the installation of energy storage systems, can be used to manage the fluctuation of variables, thus reducing the power system variability. Uncertainties making a minor influence on power flow can be treated as deterministic inputs, which reduces the difficulty in high-dimensional uncertainty modeling and the effort in stochastic power system analyses.
Sensitivity analysis (SA) is an effective method to assess the influence of input on system output. Broadly speaking, SA methods are divided into two categories: local sensitivity analysis (LSA) and global sensitivity analysis (GSA). LSA has been widely used in power system voltage stability and static security analyses. However, LSA is usually used in linear problems and cannot evaluate the influence of grouped inputs. GSA overcomes the shortcomings of LSA. Moreover, GSA is more suitable to evaluate the influences of uncertain renewable energy generation output since it considers the probability models of random variables. However, GSA is criticized for its heavy computational burden, and its power system applications are quite limited.
Recently, [13] compared GSA with LSA in evaluating the importance of uncertainties. Simulation results indicated that the Sobol' indices, also known as the variance-based GSA indices, provided the best balance between the computational efficiency and accuracy. Reference [14] used the variancebased GSA to assess the influence of uncertainties on distribution system operation. Reference [15] analyzed the impact of uncertainties on small-disturbance stability considering dependency between random variables. These GSA methods provide new insights into power system sensitivity analyses by considering system nonlinearities and probability models of random variables.
Although GSA is promising to evaluate the influence of uncertainties, two issues are not properly solved in existing applications. First, GSA for correlated input variables has not been studied systematically. The first-order sensitivity index (FSI) and the total sensitivity index (TSI) are two popular GSA indices. FSI evaluates the influence of a subset of input variables. TSI not only considers the influence of the subset itself, but also incorporates the interactive influence between the variables in the subset and those not in the subset. In power system analyses, FSI is usually used but TSI is seldom discussed. Besides, TSI and FSI are sometimes contradictory due to the correlation between variables. Second, the time-consuming MCS is commonly used in calculating GSA indices, which limits GSA applications in practical problems.
In this paper, we propose an efficient GSA method which solves the two issues and apply it to evaluate the influence of uncertainties on IMG power flow. The main contributions are summarized as follows:
1) An IMG PPF model is established considering the droop characteristics of DG units and the uncertainties of renewable energy generation output and load demands.
2) Both FSI and TSI are used in evaluating the influence of uncertainties on IMG power flow. Moreover, the GSA index based on Shapley value (SV) is designed to handle the contradictory between FSI and TSI for correlated uncertain inputs. As a result, the importance rankings of uncertain inputs for IMG power flow are established based on FSI, TSI and SV.
3) Sparse polynomial chaos expansion (SPCE) combined with GSA (GSA-SPCE) is proposed to improve the efficiency of calculating GSA indices. GSA-SPCE is tested using the 33-bus IMG system and is compared with GSA based on crude MCS to validate the effectiveness and efficiency of the proposed method.
The rest of the paper is organized as follows. Section II presents the IMG PPF model, which is solved by the modified Levenberg-Marquardt method in Section III. The proposed GSA method and its application to IMG power flow are detailed in Section IV. Case studies are given in Section V, followed by the conclusion in Section VI.
II. PROBABILISTIC POWER FLOW MODEL
In this section, the deterministic IMG power flow model is first established considering droop-controlled DG units. Then, the probability models are presented for uncertainties. Finally, the IMG PPF model is given.
A. IMG POWER FLOW MODEL 1) DG MODEL DG units are usually operated under grid-forming or gridfollowing mode. Grid-forming DG units, such as micro-gas turbines, are operated as voltage sources to regulate the frequency and voltages of IMGs. Grid-following DG units, such as photovoltaic (PV) cells and wind turbine (WT) generators, are operated as current sources to maintain the active and reactive power outputs. In general, DG units are modeled as droop, pv or pq buses. For droop buses, there are three types of droop control strategies: P-f /Q-V , P-V /Q-f and generalized droop, with the assumption of inductive, resistive and complex impedances, respectively. The P-f /Q-V droop control strategy is used in this paper, which is stated as
where D is the set of droop-controlled DG units; P Gi and Q Gi are the active and reactive power outputs of the droopcontrolled DG unit; f is the system frequency; V i is the voltage magnitude; f 0 and V i0 are the nominal values of f and V i ; m pi and n qi are the active and reactive power droop gains.
2) LOAD MODEL
In IMGs, loads are affected by the frequency and voltage magnitude, which is stated as [16] 
where L is the set of loads; α i , β i are the voltage magnitude exponents of loads; h pi , h qi are the frequency parameters of active and reactive loads; P Li0 and Q Li0 are the nominal values of load demands; f 1 is the nominal frequency for loads. 
3) POWER FLOW MODEL
Considering pq, pv and droop-controlled buses, the IMG power flow model is established as follows:
where P R1i and Q R1i are the active and reactive power outputs of DG units operated at the pq mode; P R2i is the active power output of DG units operated at the pv mode; P i and Q i are the active and reactive power injections of bus i; V and θ are the voltage magnitude and angle vectors.
Equation (3) is presented in a compact form as
B. UNCERTAINTY
The uncertainties of renewable-based DG (RDG) output and load demands are considered in IMG power flow calculation. The PDFs of random input variables are presented in Table 1 .
Given the probability models of wind speed and solar irradiance, the power outputs of WT and PV units are obtained based on the corresponding power curves, as shown in Table 2 [9], [17] . Besides, the reactive power of load demands is modeled to maintain the power factor constant. Moreover, the Pearson correlation coefficient is used to describe the correlation between different input variables.
Considering uncertain RDG output and load demands, the IMG PPF model is presented as
where ζ is the vector of random input variables.
III. MODIFIED LEVENBERG-MARQUARDT METHOD
Equation (5) represents nonlinear equations with random variables, which is transformed into a series of deterministic power flow (DPF) problems using MCS. Therefore, the Newton Raphson (NR) method can be used to solve DPF problems [6] , but its convergence relies on the proper selection of initial points. Recently, the trust region (TR) method [7] was introduced to solve IMG DPF problems. Compared with the NR method, the TR method is more robust at the cost of larger iteration numbers.
In this paper, a modified Levenberg-Marquardt (MLM) method is used to solve IMG DPF problems, which overcomes the deficiencies of NR and TR methods. The MLM method has two characteristics: (a) It features a fourth-order convergence rate; (b) It is robust to the selection of initial points. In each iteration of the MLM method, the Jacobi matrix of power flow equations is fully used and a line search technique is adopted to generate a trial iteration step, which reduces the iteration number of DPF calculation [18] .
The procedure of the MLM method is given in Procedure 1. Let c 0 , c 1 , c 2 and δ be the parameters of the MLM method. Let k and M be the current and maximum iteration numbers. x k is the power flow solution in the kth iteration.
η k is the selfadaptive factor in the kth iteration and is the lower limit of η k .
The parameter of line search ξ k is obtained as
The evaluation index ψ k is determined based on the actual and predicted reductions of ||G k || 2 and is calculated as
where
IV. GLOBAL SENSITIVITY ANALYSIS
In this section, an efficient GSA method is proposed to evaluate the influence of uncertainties on IMG power flow. First, the variance-based GSA is discussed for independent VOLUME 6, 2018
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. Set k = k + 1, and go to step 3. and correlated random input variables. Second, the Shapley value-based GSA is introduced to overcome the deficiency of GSA in analyzing correlated variables. Third, SPCE is used in replace of MCS to improve the computational efficiency of GSA. Finally, the procedure of GSA application to IMG power flow is presented.
A. VARIANCE-BASED GSA
Without loss of generality, a model function f (u) with n random input variables is presented as
where Y is the model response; u= (u 1 , u 2 , . . ., u n ) is a vector of random input variables. The PDF of u is defined as ψ(u). u is divided into two subsets as u=(y, z), where y is (u i1 , . . ., u it ) (1≤ t < n) and z is the complementary subset of y. The total variance of Y is decomposed as [19] :
where z is generated from the PDF ψ(y, z); z 1 is a random variable vector generated from the conditional PDF ψ(y, z 1 |y); E(·) and Var(·) represent the expectation and variance of the function, respectively. Accordingly, the FSI of y is defined as
The TSI of y is defined as
MCS is usually adopted to calculate FSI and TSI, which is stated aŝ
where s represents the sth sample vector of input variables; N 0 is the sample size of MCS. FSI and TSI are used to evaluate the influence of input variables on the model response. FSI evaluates the influence of the variables in y. TSI not only considers the variables in y, but also includes the interactive influence between the variables in y and those not in y.
When random input variables are independent, there only exists structural interaction (reflecting the system structure Y = f (u)) between different variables. In this case, FSI and TSI are also known as the Sobol' indices, which are obtained by the high-dimensional model representation (HDMR) [20] . For independent input variables, FSI and TSI satisfy
When random input variables are correlated, FSI and TSI are determined by not only the structural interaction but also the statistical correlation between variables. For correlated variables, FSI and TSI are calculated based on the analysis of covariance (ANCOVA) decomposition [15] . According to the ANCOVA, the statistical correlation between input variables has a positive or negative influence on FSI and TSI; thus (17) is no longer satisfied. Moreover, it is possible that the FSI of y is larger than that of z while the TSI of y is smaller than that of z. In this case, the relative importance of input variables is questionable by comparing the magnitudes of FSI and TSI [21] . In order to solve the above problems, the Shapley value-based GSA is introduced.
B. SHAPLEY VALUE-BASED GSA
The Shapley value (SV) is a distribution mechanism in cooperative games, which has been applied in the areas of loss allocation and electricity market [22] , [23] . Recently, SV is introduced to GSA for providing a reasonable midpoint between FSI and TSI [24] . The SV-based GSA evaluates the average marginal contributions of input variables to the output variable, which is defined as
71342 VOLUME 6, 2018 where c(·) is the cost function and is set as TSI in this paper. It is noted that SV remains the same whether FSI or TSI is used.
w(l) is the weighting coefficient of l, which is calculated as
where |l| is the number of input variables in l.
It is found that FSI and TSI are particular cases of SV.
If w(z)=1 and w(l)=0 for l =z, the SV of y is equal to the FSI of y:
If w(∅) =1 and w(l)=0 for l = ∅, the SV of y is equal to the TSI of y:
SV is a compromise of FSI and TSI, since the weighting coefficient w(l) in (20) is the same for each permutation in l.
Moreover, the SV-based GSA satisfies
where SV i is the SV of u i .
C. SPARSE POLYNOMIAL CHAOS EXPANSION
MCS is usually used to calculate GSA indices. However, it suffers from heavy computational burden, which limits the practical GSA applications. In order to improve the computational efficiency of GSA, a surrogate model of power flow is first established using polynomial chaos expansion (PCE), and then GSA indices are calculated based on the surrogate model. PCE resembles the output variable using a series of polynomial chaos bases. For n standard independent Normal variables ξ 1 , . . ., ξ n , PCE is presented as
where a 0 , a i1 , a i1i2 and a i1i2i3 are the PCE coefficients, and ϕ i is the ith order polynomial basis (i =1,. . . ,m). When the Hermite polynomials are used, the PCE coefficients are estimated as follows: First, a sufficient number of standard Normal points, like 2 times the number of coefficients, are chosen. Second, the samples are transformed to those of random input variables. Third, deterministic problems are solved to obtain the samples of output variables. Finally, the least square method is used to estimate PCE coefficients. PCE has been widely used in power system analyses [17] , [25] . However, PCE is computationally intractable for high-dimensional problems, since the number of polynomial chaos bases significantly increases with the increase of n or m. Therefore, Blatman and Sudret proposed the Sparse PCE (SPCE) [26] to overcome the deficiency of PCE, where the output variable is dominated by the main effect and lower order interactions between input variables. The main idea of SPCE is to utilize the least angle regression (LAR) method to detect significant PCE coefficients and retain a smaller number of PCE terms [27] . The theory of LAR is found in [28] and the UQLab toolbox [29] is used in this paper to construct SPCE models.
D. PROCEDURE OF GSA FOR IMG POWER FLOW
The procedure of GSA for IMG power flow is summarized in Procedure 2.
Procedure 2 GSA for IMG Power Flow 1. Obtain the parameters of the IMG and the probability models of random input variables; 2. Establish the surrogate model of power flow using SPCE; i. Generate collocation points of standard independent Normal variables ii. Transform the collocation points to samples of random input variables iii. Obtain IMG power flow samples using MLM iv. Calculate SPCE coefficients based on collocation points and IMG power flow samples 3. Select certain random input variable; 4. Calculate FSI, TSI, and SV of the selected variable using the surrogate model; 5. Evaluate the influence of variables based on GSA indices.
V. CASE STUDIES
In this section, the proposed GSA method is tested using the 33-bus and 69-bus IMG systems. First, the uncertainties of loads and RDG output are modeled as random input variables. Then, given the samples of random input variables, the MLM method is used to solve IMG power flow and the result is compared with those of the NR and TR methods. Finally, the surrogate models of IMG power flow are established using SPCE, and GSA indices are calculated based on the surrogate models. Simulation results of the proposed method are compared with those considering other GSA methods. The priority ranking of input variables is given, and the influence of correlation on GSA indices is discussed. Programs are developed with Matlab R2015b on a PC with Intel Core i5-2320 CPU @ 3.00GHz and 8GB of RAM.
A. SYSTEM DESCRIPTION
The line parameters of the 33-bus and 69-bus systems are given in [30] . Here, two droop-controlled DG units and five VOLUME 6, 2018 RDG units are allocated to feed the 33-bus system, as shown in Fig. 1 . Five droop-controlled DG units and nine RDG units are allocated to feed the 69-bus system, as shown in Fig. 2 . The parameters of droop-controlled DG units are given in Table 3 and Table 4 . The probability models of wind speed and solar irradiance are described by Weibull and Beta distributions, respectively. The load forecast error follows a Normal distribution with a standard deviation equal to 10% of the mean. The parameters of the MLM method are shown in Appendix A. The models of random input variables are given in Appendix B and Appendix C. In addition, the parameters of RDG units are given in Appendix D. In the 33-bus and 69-bus IMG systems, there are 38 and 78 random input variables, respectively. The Pearson correlation coefficient matrices of input variables are presented in Fig. 3 .
B. POWER FLOW CALCULATION
MCS is used to obtain samples of random input variables, and then IMG DPF problems are established based on the samples. The proposed MLM method is compared with other power flow calculation methods, including the NR, TR and LM methods, in solving DPF problems. 10.51, 4, 4.83 and 3.02, respectively. Therefore, the MLM method solves DPF problems with smaller iteration numbers, and its performance is not affected by the scale of systems. The average computation time of the four methods is given in Table 5 . The most time-consuming method is the TR method, and the computation time of the NR, LM and MLM methods is similar. For the 33-bus IMG system, the MLM method is the most efficient in solving power flow problems. As to the 69-bus IMG system, on the one hand, the computation time of the MLM method is slightly longer than that of the NR method due to the trial step in Procedure 1. On the other hand, the MLM method is still efficient for larger systems.
Further, the convergence of IMG power flow calculation is discussed. In Table 6 and Fig. 5 , the influence of initial points on power flow convergence is given. The convergence of the NR method is affected by the selection of initial points. The MLM method does not rely on the selection of initial points, and it always obtains converged results for different initial points. Besides, the iteration number of the MLM method is smaller than those of other methods. In summary, the MLM method is robust in solving IMG DPF problems. 
C. GLOBAL SENSITIVITY ANALYSIS 1) SPCE
In order to calculate the GSA indices of random input variables, the surrogate model of IMG power flow is first established using the third-order SPCE with 1000 collocation points. Then, the FSI and TSI of each input variable are calculated based on the surrogate model using MCS. Note that the third-order SPCE has shown accurate results in power system simulations, and higher order SPCE models can also be used. MCS with a sample size of 30000 is also used to calculate GSA indices for comparison.
First, we compare the performance of GSA-SPCE and GSA-MCS in calculating GSA indices. Fig. 6 shows the GSA indices of the system frequency with respect to the power output of WT1. It is found that the values of FSI and TSI are not stable until a large number of samples are used. When more than 20000 samples are considered, the GSA indices obtained by MCS and SPCE are nearly the same, which validates the accuracy of the SPCE model.
The computation time of GSA-SPCE and GSA-MCS is given in Table 7 . Although GSA-SPCE requires additional time in establishing surrogate models of IMG power flow, it is much more efficient than the later since GSA indices are calculated based on surrogate models. While the original power flow problems are solved in GSA-MCS, leading to a much longer computation time.
Therefore, a large number of samples are needed to obtain accurate GSA indices. Compared with GSA-MCS, GSA-SPCE obtains accurate results and is much more efficient. VOLUME 6, 2018 FIGURE 7. GSA Indices of independent input variables for system frequency.
2) GSA-SPCE FOR INDEPENDENT INPUT VARIABLES
Then, we investigate the influence of uncertainties on the system frequency using GSA-SPCE. In the 33-bus IMG system, there are 38 random input variables and the correlation between variables is not considered. Fig. 7 gives the FSI and TSI of the system frequency with respect to the input variables. Indices 1-3 represent wind power. Indices 4-5 represent PV power. Indices 6-38 represent load demands at buses 1-33.
For independent input variables, TSI is slightly larger than FSI which indicates that the interaction between different input variables makes a minor influence on the system frequency. In other words, the uncertainty of frequency is mainly determined by each random input variable. Therefore, the priority rankings of random input variables will remain the same whether FSI or TSI is used to evaluate the importance of variables. The uncertain output power of WT1 makes the largest influence on the system frequency, followed by those of WT2, PV1, WT3 and PV1. As to the load demand, its FSI and TSI are 0.049 and 0.051, respectively, which indicates that its influence on the system frequency is relatively small.
3) GSA-SPCE FOR CORRELATED INPUT VARIABLES
Finally, we analyze the influence of correlation on GSA indices. Let the random input variables be correlated with the correlation matrix of Fig. 3 . The FSI and TSI of the system frequency with respect to input variables are given in Fig. 8 . It can be seen that FSI and TSI are quite different. The FSI of each input variable is even larger than the corresponding TSI, which is because the statistical correlations between different input variables significantly affect FSI and TSI.
The rankings of correlated input variables are given in Table 8 . If FSI is used to evaluate the influence of variables, the output power of WT1 makes the largest influence on the system frequency. If TSI is used instead, the load demand is the most influencing factor for the system frequency. As to the voltage magnitude of bus 15, the rankings of input variables are almost the same based on FSI and TSI. However, for the active power of line 6-7, the results based on FSI and TSI are totally different. Therefore, FSI and TSI are inconsistent in evaluating the influence of correlated input variables.
Further, SV is used to evaluate the influence of variables. Fig. 9 gives the GSA indices of WT1 and WT3 for different correlations. As shown in the figure, FSI and SV increase and TSI decreases, with the increase of correlation. For other input variables, the GSA indices slightly decrease with the increase of correlation, which is shown in Fig. 10 . It is interesting to find that although GSA indices change with the variation of correlation, SV always falls between FSI and TSI; thus, it is a compromise of FSI and TSI.
Based on FSI, TSI, and SV, the rankings of input variables are presented in Fig. 11 . The correlation coefficient (ρ) between WT1 and WT3 is designed as 0, 0.4, and 0.8, respectively. The influences of various uncertainties on the system frequency, the voltage magnitude of bus 15 and the active power of line 6-7 are analyzed. The correlation coefficients between PV2 and WT1 (ρ 1 ) are set as 0 and 0.5 in Fig. 11(a 4 ) and Fig. 11(a 5 ) , respectively. The influence of correlations on the rankings of input variables is investigated. The output power of WT1 significantly affects the system frequency. PV2 is ranked as the 6 th important variable in Fig. 11(a 4 ) and is ranked as the 2 nd important variable in Fig. 11(a 5 ) , which indicates that the influence of PV2 on the system frequency increases if there are positive correlations between PV2 and WT1. It is also found that the variable ranking obtained by FSI is similar to that by SV. Hence, when the correlation between PV and WT is considered, the Shapley valued-GSA method is still effective in evaluating the influences of random input variables. Moreover, the most influencing variables (such as the first and second important variables in Fig. 11 ) identified by FSI and SV are the same. Therefore, FSI can be used to assess the importance of correlated variables.
VI. CONCLUSIONS
In this paper, the IMG power flow model is established considering droop-controlled DG units and uncertainties of renewable energy and load demands. Then, the GSA indices, including FSI, TSI and SV, are used to evaluate the influences of random input variables on IMG power flow. In order to improve the efficiency of GSA, SPCE is used to establish surrogate models of IMG power flow, and GSA indices are calculated based on the surrogate models. The proposed method is tested on the 33-bus and 69-bus IMG systems, and the following conclusions are drawn:
Compared with the NR and TR methods, the MLM method is robust in solving deterministic IMG power flow problems. The proposed GSA-SPCE method obtains accurate GSA indices and is much more efficient than GSA-MCS. For independent input variables, FSI is nearly equal to TSI, which indicates that the structural interaction between different input variables makes a minor influence on IMG power flow. For correlated input variables, FSI is quite different from TSI, and SV is a compromise of FSI and TSI in evaluating the influence of input variables. Moreover, the variable ranking obtained by FSI is similar to that by SV. Therefore, in addition to SV, FSI can also be used to identify critical correlated variables that affect IMG power flow.
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