In this paper we present computational testing results on very large scale random assignment problems. We consider a fully dense assignment problem with 2n nodes. Some conjectured or derived properties regarding fully dense assignment problems including the convergence of the optimal objective function value and the portion of nodes assigned with their kth best arc have been verified for networks up to n = 100, 000 in size. Also we demonstrate the power of our approach in solving very large scale assignment problems by solving a one million node, one trillion arc random assignment problem.
Introduction
In this paper we present computational testing results on very large scale random assignment problems. We consider a fully dense assignment problem with 2n nodes whose arc costs are identically independently distributed with density f(c) = (r+ 1 )cr. Avram and Bertsimas [3] showed that for these problems lim,_o. ( converges to some value, where Pn is the objective function value for a 2n-node random assignment problem. For the case r = 0, f(c) is uniform (0,1). In this case limn_, E(P,*) is shown to be bounded between 1.51 and 2, where the lower bound is due to B. Olin [17] and the upper bound is due to Karp [10] .
Another interesting property of the random assignment problem is the fraction of nodes matched by the kth best arc in an optimum assignment. Dimitris Bertsimas 6] conjectured that at optimum, one half of the nodes are matched by its best adjacent arc, half of the rest are matched by the second best adjacent arc, and so on. A similar observation is also made by B. Olin [17] .
Only very limited computational testings have been done in the past to verify these properties. B. Olin [17] carried out some computational studies for networks of several hundred nodes. Pardalos and Ramakrishnan [18] solved for networks up to n = 10,000. Networks solved in both research are fully dense. In this research we used our algorithm to solve a random network of n = 1,000,000 in size. We then solved an extensive number of instances for networks up to n = 100,000 to verify the properties described above. We also observed the difference between the cost distribution of the arcs in the network and the arcs that are in an optimum solution.
In section 2 of the paper we introduce briefly the QuickMatch algorithm [13] that is used as the assignment problem solver in this research. Computational results are presented in section 3.
The Algorithm

The Assignment Problem
Consider a problem of matching n persons to n tasks where for each person i and for each task j there is an associated cost cj of assigning person i to task j. The assignment problem is the problem of matching n persons to n tasks so as to minimize the total cost. Although the assignment problem is traditionally phrased in terms of assigning persons to tasks, it also models applications in a wide range of different settings. For example, the assignment problem also has applications in vehicle routing and signal processing, and it is an important relaxation of the traveling salesman problem. For a survey of the applications, see Ahuja, Magnanti, and Orlin [1] .
The standard integer programming version of the assignment problem is defined as follows: let _ { 1 if person i is assigned to task j 0 otherwise.
The assignment problem is a special case of the transportation problem, which in turn is a special case of the minimum cost flow problem. As is well known, all corner task node k with C(k) < C(w). For other nodes, r(k) or 7 (k) is kept unchanged. A heuristic used in the QuickMatch algorithm is to run Dijkstra's algorithm and the Reverse Dijkstra's algorithm alternatively, i.e., initiate the Dijkstra's algorithm from a person node and a task node alternatively. A second heuristic is to set an upper bound T for the size of the shortest path trees. If a shortest path tree has already labeled T permanent nodes and still has not reached a target node, the tree is abandoned and a new tree is restarted from another node. As shown in the pseudo code, T is initially set to 2 and doubled at each outer iteration. More details of the QuickMatch algorithm can be found in Lee and Orlin [13] .
A critical part of the algorithm for solving dense assignment problems above is to verify efficiently whether an optimum solution with respect to the first k arcs is also an optimum solution to the fully dense network. Let 7r, 7 be an optimum set of dual prices for the assignment problem restricted to G(k) and x* be the corresponding optimum flow. It follows from the complementary slackness property of linear programming that if the reduced cost of an arc (i,j), defined as -ej = cij -i + yj, is greater than or equal to 0 for all (i,j) E G, then x' is also optimum for G. Let A(k) be the set of the k lowest cost arcs, and c* be the maximum arc cost in As discussed in section 2.2, if one has the freedom to generate arcs in a suitable order, then one can often solve very large scale fully dense networks without generating most of the arcs. We demonstrate the power of this approach by solving a fully dense network with one million nodes on each side, which has a trillion arcs in total. Using the algorithm described in section 2.2, we chose 2n log n as the initial number of arcs, which is approximately 40,000,000. The algorithm terminated in one iteration. The 40 x 106 arc problem was solved in 28 minutes on a CRAY Y-MP M9 2/21000, using 1 CPU and 370 x 106 words memory. Notice that the number of arcs actually generated and solved is only a very small fraction of the entire set of one trillion arcs. If one wants to solve the fully dense network in its original form, it will take at least several thousand times more CPU time and memory space. In the remaining parts of this paper we will present computational results of up to n = 100, 000 in size. Most of the instances are solved on a VAX-9000 machine. Networks of that size can be solved in a few minutes with the QuickMatch algorithm [13] .
The Objective Function Value
Mezard and Parisi [16] predicted that the objective function value of a fully dense random assignment problem whose arc costs are uniformly distributed in (0, 1) converges to 1-= 1.64493 as the number of nodes n approaches infinity. B. Olin [17] solved networks of up to n = 250 in size and found P,n, the objective function value for instances of size n converging to 1.64. Pardalos and Ramakrishnan [18] studied networks of up to n = 10, 000 in size and was unable to reject the null hypothesis that P. convergs to 2 as n -oo. In this section we check this conjecture by tracing the objective function value of fully dense assignment instances up to a size of 100,000 nodes on each side. A total of 26200 networks covering 8 network sizes are studied, with detailed testing for the cases n = 2000,4000, 8000, 10,000 and 16,000. The data is shown in figure 2 and related statistics are shown in table 1. The columns 0p,,.p and r7 ' -are average P, the estimated variance for P, and the variance for the estimated mean of Pn*, respectively. The last column shows how far the observed T deviates from ' . For networks sizes that we solved 5000 instances, the observed average value for Pn is about 1 to 3 standard deviations away from . Assuming normal distribution for the observed Pn, 3 standard deviations would correspond to a confidence level of 99.7%, 2 standard deviations corresponds to 95.5%, and 1 standard deviation corresponds to 68.3% (two-tail). We also observe the trend that the difference decreases as n grows large. The trend that the objective function value approaches 2 from below agrees with the observation by B. Olin [171 until n=10,000. Then it seems to bounce around for larger sizes. However, we point out that while the deviation of TP from Z2-(in standard deviations) seems to remain close to ±1
for n > 16000, one should notice that the data size is very different for n > 20000 networks.
B. Olin [17] found that the objective function value is normally distributed for instances of n = 250. We verified the distribution for up to n = 16,000 instances. The quantile-quantile plot for the observed Pn of n=2000, 4000, 8000, and 16000 networks are plotted in figure 3 . In all cases all data points lie reasonably close to 6 
Arc Preference of Optimum Solutions
Consider a fully dense assignment problem and a corresponding optimum solution.
For each arc (i,j) E A, we say that (i,j) E A k if (i,j) is the k-th least cost arc incident to i or if (i,j) is the k-th least cost arc incident to j or both. Let Aopt be the set of arcs used in an optimum solution. Also let A t be the intersection of Ak and Ao,t. In other words, A t is the set of arcs that are the kth best adjacent arc of one of its end nodes and also in the optimum solution. In this section we study the number of arcs in A k for each k. The following is a conjecture by Dimitris Bertsimas [6] and B. Olin [17] .
Let i be a node and let mate(i) be the node assigned to i in A*. Also let i be the number of arcs adjacent to node i that has cost less than ci,mate(i). In other words, Ak t = (i,j) E Aopt,i = k -1 or = k -1}. We verify conjecture 1 by observing i for the nodes in the network. Figure 4 shows the plot of observed hti, where the horizontal axis are i and the vertical axis are observation counts, plotted in log scale. The straight line in each of the plots corresponds to the i predicted by conjecture 1. One can see visually that the data supports the conjecture for the networks studied. We divide the variance of the observed data by the variance of its predicted value by conjecture 1. This is an analog of the standard way of calculating R2 as a measure of the goodness of fit for regression models. However, the ratio in this case will not be restricted to be less than or equal to 1. The calculated ratio for n = 2,000, 4,000, 8,000, 10,000, 16,000, 20,000, 40,000, and 100,000 are 1. predicts. We also calculate the correlation between observed and predicted data. In all cases the coefficient of correlation is 1.000. Next we study nlin(Ki, j) for each arc (i,j) E A.
In almost all cases the maximum of min(Ki, cj) is less than 10. This suggests that for random networks up to n = 100, 000 in size, in most cases the union of the 10 least cost arcs adjacent to each node is sufficient to yield an optimum solution to the original fully dense network. The size of this union will be no more than 20n. For n = 100, 000, 20n < 2n log n -33n. This seems reasonable since one will need more than 20n arcs to cover the 10 least cost arcs for each node. The observed data is plotted in figure 5 . We observe that the graphs look similar to their counterparts in figure 4 except for a different slope. Table 2 shows the regression results on min(si, nj) and A.
The straight line in each of the plots in figure 5 is the corresponding fitted line. Based on our observed data and the regression result, we have the following conjecture. 
Cost Distribution of the Arcs Used in an Optimum Solution
The cost distribution of the arcs in A t is different from that of the arcs in A k . If conjecture 1 is true and if the two distributions were the same, then the objective function value would converge to 2 as n becomes large (which is not the case), since the expected cost of arcs in Ak is _k. We verify this by plotting the arc-cost percentile graph as shown in figure 6 . In the graphs the horizontal axis is the arc cost, the vertical axis is the percentage of arcs in Ak (solid line) or A t (dotted line) whose cost is less than some cost. Figures 6a, 6b , 6c, and 6d show the data for k = 1, 2, 3, and 4, respectively. The curves in figures 6b, 6c, and 6d clearly shows that cost of arcs in Ak and A't are of different distributions for k = 2, 3, and 4, while A t includes more low cost arcs in A&. However, the two curves in figure 6a almost overlap each other. This leads to the following conjecture.
Conjecture 3 In an assignment problem, the distribution of the cost of arcs in Al is the same as the arcs in A't.
We provide a heuristic (non-rigorous) argument as to why the conjecture might be valid. We conjecture that this heuristic argument can be made approximately rigorous, but we are unaware of such a proof. Let ij = cq -min(cij: j = 1,... ,n). Then :ij = 0 for (i,j) E A l , but :ij is asymptotically uniformly distributed (0,1) for (i,j) Al. Also, an optimum solution with respect to is optimum with respect to c. In optimizing with respect to c, there will be no particular pattern in the arc costs n regression 14 n -00a n -40.000 of Al and so the costs for arcs in A t should have the same distribution as the costs for arcs in A'. However, one would expect that the costs of arcs in A2t would be less than the arc costs in A 2 . Figure 7 shows the cost distribution of arcs used in an optimum solution for an =2000 network. Figure 7a , 7b, 7c, and 7d corresponds to the arcs in Al A2 A3 t and A ,t respectively. Figure 8 shows the distribution of the arc costs in A', A 2 , A 3 , and A 4 of the same network. Figure 9 shows the cost distribution of all arcs in A* of various networks.
Generalization of the Arc Cost Distribution
In previous sections we focus on random networks whose arc costs are distributed with density f(c) = (r + 1)c" for the case r = 0. In this section we focus on the case r 0. Avram and Bertsimas [3] showed that for these problems limn-o,, converges to some value. Unfortunately they are unable to solve for the value it converges to. In this section we try to verify the convergence prediction and achieve a first estimate on what the limit might be. Table 3 shows the statistics for fully dense networks whose sizes range from n = 2000 to n = 8000 and r = 2, 3, 5, and 10. The data does agree with the prediction. Also we observe that the objective function values are very different from the case r = 0. We also observed that for the r > 0 case, the number of arcs k needed such that an optimum solution to G(k) is also an optimum solution to G is much higher than that of the r = 0 case. We show this by observing min(Ki, irj). Figure 10 shows min(Ki, j) for n = 20,000 networks, where r = 2, 3, 5, and 10 in figures 10a, 10b, 10c, and 10d, respectively. One can see the difference by comparing figure 10 to figure 5. :, 
