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(GLk ×Sn)-MODULES OF MULTIVARIATE DIAGONAL HARMONICS.
F. BERGERON
Abstract. This is the first in a series of papers in which we describe explicit structural properties
of spaces of diagonal rectangular harmonic polynomials in k sets of n variables, both as GLk-
modules and Sn-modules, as well as some of there relations to areas such as Algebraic Combinatorics,
Representation Theory, Algebraic Geometry, Knot Theory, and Theoretical Physics. Our global aim
is to develop a unifying point of view for several areas of research of the last two decades having to do
with Macdonald Polynomials Operator Theory, Diagonal Coinvariant Spaces, Rectangular-Catalan
Combinatorics, the Delta-Conjecture, Hilbert Scheme of Points in the Plane, Khovanov-Rozansky
Homology of (m,n)-Torus links, etc.
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1. Introduction
Initiated at the beginning of the 1990s, the work of Garsia and Haiman [17] relating to Mac-
donald polynomials sparked a strong and long-lasting interest in modules of “diagonal harmonic
polynomials” in two sets of variables, whose overall dimension is (n+1)n−1. Links to parking func-
tions on the combinatorial side, and Hilbert Schemes of points in the plane [20, 21] on the Algebraic
Geometry one, were soon established. These links have become much better understood in recent
years. Since its inception, this line of inquiry has opened many fruitful areas of research, including
recent ties with Khovanov-Rozansky homology of (m,n)-torus links (see [18, 24, 25, 26, 32]), and
ties to the study of super-spaces of Bosons-Fermions. A significant part of this story involves a
formula for the (bi)graded character of the above-mentioned modules in the form ∇(en), where ∇
is an operator (introduced in [9]) having the (combinatorial) Macdonald symmetric functions as
joint eigenfunctions, here applied to the degree n elementary symmetric function en. This operator
has many interesting properties on its own, and several important questions about it are still being
actively investigated (see [5, 6, 25, 27]).
Our aim is to describe several structural properties of the (GLk ×Sn)-module, denoted by E
〈k〉
n ,
of k-variate diagonal harmonic polynomials (previously studied in [7]), which specialize at k = 2 to
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the module of diagonal harmonic polynomials of Garsia and Haiman. As discussed in [7], there is a
filtration of Sn-module (over the field Q)
Q = E
〈0〉
n


// E
〈1〉
n


// E
〈2〉
n


//


// E
〈k〉
n


//


// En := lim
k→∞
E
〈k〉
n , (1.1)
which “stabilizes” when k becomes large enough. The first non-trivial module, i.e. E
〈1〉
n , of this
filtration plays a crucial role in several subjects, up to natural isomorphisms. Under different guises,
it appears as the cohomology ring of the full-flag manifold, as the coinvariant space of the symmetric
group Sn, as well as the space of Sn-harmonic polynomials. These are well-known results going back
to the 1950s (see [29]). This module carries a graded version of the regular representation of Sn, and
it may simply be described as the linear span of all derivatives (to all orders) of the Vandermonde
determinant V (x) in the variables x = (x1, . . . , xn). Among several interesting bases, one of the
simplest is the set of partial derivatives ∂xdV (x), for d = (d1, . . . , dn) ∈ N
n such that 0 ≤ dk ≤ k−1,
where ∂xd := ∂xd11 · · · ∂x
dn
n . From this, it may be seen that its graded dimension is the q-analogue of
n!. In fact, the corresponding graded irreducible decomposition as a Sn-module is entirely encoded
in terms of the Macdonald polynomial H˜n(q;z), in variables z = (zi)i∈N (discussed further in the
sequel).
The work of Garsia-Haiman, on the case k = 2, is seminal in this whole line of investigation.
The corresponding space, denoted by E
〈2〉
n , may be obtained from E
〈1〉
n by further closing with respect
to higher polarization operators:
∑n
i=1 y
j
i ∂xi, for any j ≥ 1 (as well as similar operators obtained
by exchanging the role of x and y). Since the early 1990s, many new lines of investigation have
been added to their original framework. Noteworthy among recent developments are the successive
appearances: of “rational”, and “rectangular” Catalan combinatorics (see [1, 2, 4, 6]); as well as
interesting ties between these combinatorial settings and the elliptic Hall algebra, introduced by
Burban-Schiffmann (see [13]). This last context offers a broad extension to the spectrum of operators
first considered in [10], particularly those that appear in Theorem 4.4 therein.
In parallel, an explicit study of E
〈3〉
n (obtained by closing E
〈2〉
n with respect to polarization opera-
tors involving a third set of variables) was started about 10 years ago. Most fundamental questions
about it remain open, but its study has suggested new (hard to prove) combinatorial identities
linked to the Tamari Lattice as discussed in [11, 12]. The general k-framework is also considered in
a previous paper [7], where some broad properties of the modules of k-variate diagonal coinvariant
(for any finite complex reflection groups), considering the inductive limit En := limk→∞ E
〈k〉
n as a
GL∞×Sn-module (with commuting actions), and its decomposition:
En ≃
⊕
µ⊢n
⊕
λ
(Wλ ⊗ Vµ)
⊕cλ,µ , (1.2)
into GL∞-polynomial-irreducibles (the Wλ’s), and Sn-irreducibles (Vµ’s). A crucial missing part in
our previous work on the general case was an explicit description of this irreducible decomposition
of En (the values of the cλ,µ). We are currently going to describe the structure of this decomposition,
as see that it is characterized by a strikingly small set of data. This involves a precise and explicit
link between various Sn-isotypic components of the modules under study, established in part via
Vertex Operators (see [33]). A surprising corollary of our approach is that we can reconstruct the
alternating component of En from the only knowledge of (hook-shape components) of the module
E
〈k〉
n , with k = ⌊
n−1
2 ⌋ (rather than having to calculate up to k = n− 1).
Many seemingly independent aspects of the theory for k = 2 are nicely explained and tied
together via general properties of the En, and their decomposition into irreducible components.
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As we will see most of these ties cannot be explained if one stays in the restricted context of
k = 2. In other terms, it is only by going to the general stable framework that the simplicity of
the underlying structure is revealed. In particular, we establish a surprising connection with the
“Delta operators” ∆ea (see [10]), which generalize the ∇ operator, shedding new light on an open
conjecture of Haglund-Remmel-Wilson (see [14, 19]). Indeed, one of our main conjecture states that
Conjecture 1 (Delta-by-Skewing). For n = a+ b+ 1, we have
∆′ea en(z) = ((e
⊥
b ⊗ Id)En)(q, t;z). (1.3)
Conjecture 1 establishes a connection with the "Superspace" of Bosons-Fermions, the study of which
is ongoing. In a nutshell, the generic Frobenius characteristic of the superspace is conjectured to be
given by the plethysm En[q − εu;z] (see the appendix for plethysms involving “ε”).
2. Spaces of multivariate diagonal harmonic polynomials
Let us first set up our context and recall some classical notions (see also appendix). Let x be
a ∞× n matrix of variables:
x =


x11 x12 · · · x1n
x21 x22 · · · x2n
...
...
. . .
...

 .
We think of each row (xi1, xi2, . . . , xin) of x as a “set of n variables”. We sometimes restrict x to its
first k rows, thus getting a k×n matrix denoted by x〈k〉; and then consider the ring R
〈k〉
n := Q[x〈k〉],
of polynomials in the variables x〈k〉. Letting k go to infinity, we get the limit ring Rn := Q[x]
of polynomials in the variables x. To each ∞× n matrix of positive integers α = (aij), of finite
support, we associate the monomial
xα :=
∏
ij x
aij
ij ,
in Rn. The i
th-degree of xα is the sum of the entries lying on row i of α:
degi(x
α) := ai1 + ai2 + . . .+ ain.
It follows from the constraint on α, that the degree of xα, defined as
deg(xα) := (deg1(x
α),deg2(x
α), . . . ,degi(x
α), . . .),
lies in the semi-group N∞ of finite support sequences of integers. In this way, one gets two
gradings, one by degree and the other by total degree, on the ring R = Rn
R =
⊕
d∈N∞
Rd, and R =
⊕
j∈N
R
(j),
with homogeneous components Rd and R
(j), respectively spanned by the monomials xα having
row sum sequence equal to d = (d1, d2, . . .), and by monomials of total degree j = d1+d2+ · · · =
|d|. In other terms,
R
(j) :=
⊕
|d|=j
Rd.
We denote by ρ(α) the row sum sequence (d1, d2, . . .), where di := ai1+ ai2+ . . .+ ain. The Rd’ are
clearly such that RdRd′ ⊆ Rd+d′. For a given d ∈ N
∞, a polynomial F (x) lies in R(d) if and only if
F (q ·x) = qdF (x), with q standing for a diagonal matrix diag(q1, q2, . . . , . . .) of formal “parameters”
qi; writing q
d :=
∏
i q
d1
i , for any d in N
∞.
3
(GLk×Sn)-Modules. The ring R = Rn (or R = R
〈k〉
n ) is equipped with two commuting actions,
one of Sn and one of the group
1 GLk, for k ∈ N ∪ {∞}, which may be jointly defined by
F (x) 7−→ F (g · x · σ), for g ∈ GLk and σ ∈ Sn.
Here, elements of Sn are considered as n× n permutation matrices. In particular, the above turns
R into a polynomial representations of GLk. The Sn-action preserves the grading, so that each
homogenous component Rd inherits the Sn action. The GLk-action preserves total degree, so that
R(j) inherits the whole (GLk×Sn)-action.
All the modules M that we are going to consider in the sequel are homogeneous (GLk×Sn)-
submodules of R, and polynomial representations of GLk (with k in N ∪ {∞}). They thus afford a
decomposition, graded by degree, on the form
M =
⊕
d∈Nk
Md, with Md := M ∩ Rd.
Each homogenous component Md affords some basis Bd, of homogeneous polynomials. The GLk-
character of M (it also said to be its Hilbert series) may then simply calculated as
M(q) :=
∑
d∈Nk
dim(Md)q
d.
Classical results the representation theory of GL∞ ensure that these characters are symmetric
function of the variables q = (q1, q2, . . .), which expand as positive integer linear combinations of
Schur functions sλ(q) = sλ(q1, q2, . . .), indexed by partition λ. Recall that positive integral linear
combination of Schur functions are said to be Schur positive. Also recall that it is usual to encode
characters of representations of Sn as symmetric functions
2 via their Frobenius transform. In
this encoding, irreducible Sn-modules correspond to Schur functions sµ(z), for µ partitions of n.
Summing up, the (GL∞×Sn)-modules M we consider, have decompositions that can be presented
in the format
M(q;z) =
∑
µ⊢n
∑
λ
aλµsλ(q)sµ(z), (2.1)
with the aλµ standing for multiplicities of (GL∞×Sn)-irreducibles. Observe that the “restriction”
to variables in Xk can simply be obtained by setting qi = 0 for al i > k. We use the following
“Schur-⊗-Schur” format to express our formulas for characters
M =
∑
µ⊢n
∑
λ
aλµsλ ⊗ sµ, (2.2)
with the tensor product allowing us to distinguish between Schur functions that are characters of
GL∞ (those on left-hand side), and Schur functions that encode Sn-irreducibles (those on right-
hand side). The specialization M(q;z) of M corresponds to the “evaluation” sλ(q)sµ(z) of the
tensor product sλ ⊗ sµ.
2.1. Diagonal harmonic polynomials. As allude to in the introduction, the modules that we
consider are obtained as follows. Starting with the classical Vandermonde determinant Vn = Vn(x),
in the variables x = (x1, . . . , xn) (the first row of X), we consider the smallest graded Sn-submodule
E
〈k〉
n of R
〈k〉
n which contains Vn, and is closed under:
• partial derivatives with respect to any variables in Xk (the first k rows of X); as well as
1Recall that, for k =∞, this is the group of N×n matrices that coincide with the identity matrix in all rows rows
but a finite number.
2This is just to say that we have polynomials in a denumerable set of “abstract” variables z = (zi)i∈N.
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• higher polarization operators
∑n
i=1 ui∂v
j
i , for any pair or rows (ui)i and (vi)i of Xk, and
any j ≥ 1.
The fact that E
〈k〉
n is closed under polarization ensures that it is also a GLk-submodule of R
〈k〉
n . The
filtration in (1.1) is compatible with the action Sn; and with the restriction from GLk to GLk−1,
which corresponds to restriction to polynomials in the variables Xk−1 (clearly contained in Xk).
Hence, we get an action of GL∞×Sn on En, by passing to the associated (stable) limit. It has been
shown in [7] that one reaches stability at k = n− 1. This implies that the multiplicities cλµ, in the
“Schur-⊗-Schur” character En =
∑
µ⊢n
∑
λ cλµsλ⊗sµ, are non-vanishing only for partitions λ having
at most n − 1 parts, and having size (sum of parts) at most
(n
2
)
. Each Sn-isotypic components of
type µ affords the structure of a GL∞-module. We denote by cµ :=
∑
λ cλµ sλ the corresponding
GL∞-character, and say that this is the coefficient of sµ(z) in En(q;z). The character of E
〈k〉
n is
readily obtained from En as the evaluation:
En(q;z) =
∑
µ⊢n
cµ(q)sµ(z), (2.3)
in k parameters q = q1, . . . , qk (thus k is specified), and formal variables z = (zi)i∈N. In particular,
En(q;z) =
hn[z/(1 − q)]
hn[1/(1 − q)]
, and En(q, t;z) = ∇(en)(q, t;z). (2.4)
For n ≤ 5, we have the following explicit values for En:
E0 = 1⊗ 1,
E1 = 1⊗ s1,
E2 = 1⊗ s2 + s1 ⊗ s11,
E3 = 1⊗ s3 + (s1 + s2)⊗ s21 + (s11 + s3)⊗ s111,
E4 = 1⊗ s4 + (s1 + s2 + s3)⊗ s31 + (s21 + s2 + s4)⊗ s22
+ (s11 + s21 + s31 + s3 + s4 + s5)⊗ s211 + (s111 + s31 + s41 + s6)⊗ s1111,
E5 = 1⊗ s5 + (s1 + s2 + s3 + s4)⊗ s41 + (s22 + s21 + s31 + s41 + s2 + s3 + s4 + s5 + s6)⊗ s32
+ (s32 + s11 + s21 + 2s31 + s41 + s51 + s3 + s4 + 2s5 + s6 + s7)⊗ s311
+ (s211 + s311 + s22 + s32 + s42 + s21 + s31 + 2s41 + 2s51 + s61 + s4 + s5 + s6 + s7 + s8)⊗ s221
+ (s111 + s211 + s311 + s411 + s33 + s32 + s42 + s52
+ s31 + 2s41 + 2s51 + 2s61 + s6 + s7 + s71 + s8 + s9)⊗ s2111
+ (s1111 + s311 + s411 + s511 + s43 + s42 + s62 + s61 + s71 + s81 + s(10))⊗ s11111.
We present in a similar format the expansions of ∇(en) (which corresponds to the restriction of
En to the λ’s that have at most 2 parts). For sure, these expressions for ∇(en) may be directly
calculated from their “usual” expansion as linear combination of Schur function with coefficients in
N[q, t], simply by rewriting these coefficients (which are symmetric polynomials in q and t) in terms
of Schur functions. For instance, on rewrites
∇(e3)(q, t;z) = s3(z) + (q + t+ q
2 + qt+ t2)s21(z) + (qt+ q
3 + q2t+ qt2 + t3)s111(z)
as ∇(e3) = 1 ⊗ s3 + (s1 + s2) ⊗ s21 + (s11 + s3)s111. This allows us to express E6 in the following
reasonably compact manner, assuming that the Schur-⊗-Schur expansion of ∇(e6) is known.
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E6 = ∇(e6) + (s221 + s411)⊗ s33 + (s221 + 2s321 + s421 + s211 + 2s311 + 2s411 + 2s511 + s611)⊗ s321
+ (s331 + s321 + s421 + s521 + s111 + s211 + 2s311 + 2s411 + 2s511 + s611 + s711)⊗ s3111
+ (s3111 + s331 + s221 + s321 + s421 + s521 + s311 + s411 + 2s511 + s611 + s711)⊗ s222
+ (s2111 + s3111 + s4111 + s331 + s431 + s221 + 2s321 + 3s421 + 2s521 + s621
+ s211 + s311 + 3s411 + 3s511 + 4s611 + 2s711 + s811)⊗ s2211
+ (s1111 + s2111 + s3111 + s4111 + s5111 + s331 + 2s431 + s531 + s321 + 2s421 + 2s521
+ 2s621 + s721 + s311 + 2s411 + 3s511 + 3s611 + 3s711 + 2s811 + s911)⊗ s21111
+ (s11111 + s3111 + s4111 + s5111 + s6111 + s441 + s431 + s531 + s631 + s421
+ s521 + s621 + s721 + s821 + s611 + s711 + 2s811 + s911 + s(10,1,1))⊗ s111111.
2.2. Numerical Specializations. We may evaluate sµ at k ∈ N, using the well-known formula
sµ(k) = sµ(1, 1, . . . , 1︸ ︷︷ ︸
k copies
, 0, . . .) =
∏
(i,j)∈µ
k+(j−i)
h(i,j) , (2.5)
where (i, j) runs over the set of cells of µ, and h(i, j) stands for the associated hook length. The
stableness of (1.1) (discussed in the sequel) implies that the (ungraded) Frobenius characteristic of
the Sn-module E
〈k〉
n , obtained as En(k;z), is polynomial in the parameter k for any given n. For
instance, E2(k;z) = k s11(z) + s2(z), and
E3(k;z) =
((
k+2
3
)
+
(
k
2
)
) s111(z) +
((
k+1
2
)
+
(
k
1
))
s21(z) + s3(z)
=
((k+1
3
)
+
(k−1
2
)
) e3(z) +
((k
2
)
+ 2
(k−1
1
))
e21(z) + e111(z);
E4(k;z) =
((k+2
3
)
+
(k
2
)
) s111(z) +
((k+1
2
)
+
(k
1
))
s21(z) + s3(z)
Using the fact that dimE
〈k〉
n := 〈En(k;z), p1(z)
n〉 and dimA
〈k〉
n := 〈En(k;z), en(z)〉, we deduce from
the above that the dimensions of E
〈k〉
n and A
〈k〉
n are also polynomial in k, for any given n. For instance,
we have the following positive integer linear combinations of binomial coefficient polynomials
dim E
〈k〉
2 = k + 1, dim A
〈k〉
2 = k;
dim E
〈k〉
3 =
(k
3
)
+ 5
(k
2
)
+ 5 k + 1, dim A
〈k〉
3 =
(k
3
)
+ 3
(k
2
)
+ k;
dim E
〈k〉
4 =
(
k
6
)
+ 12
(
k
5
)
+ 51
(
k
4
)
+ 96
(
k
3
)
+ 78
(
k
2
)
+ 23 k + 1,
dim A
〈k〉
4 =
(
k
6
)
+ 9
(
k
5
)
+ 25
(
k
4
)
+ 29
(
k
3
)
+ 12
(
k
2
)
+ k.
It would be nice to have an explicit combinatorial understanding of these expressions in general.
As alluded to in the introduction, we have explicit (or conjectured) expressions for values of these
various polynomials for all n, when k ≤ 3. Namely.
• for k = 0, since E
〈0〉
n = Q, we have En(0;z) = sn(z);
• for k = 1, the module E
〈1〉
n is the regular representation of Sn, of dimension n!, and we have
the well-known formula
En(1;z) =
∑
µ⊢n
fµ sµ(z) (2.6)
= e1(z)
n, (2.7)
with fµ denoting the number of standard Young tableaux of shape µ (given by the hook-
length formula);
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• For k = 2, the module E
〈2〉
n is the module of “parking functions”, and we have (see [30])
En(2;z) =
∑
µ⊢n
(−1)n−ℓ(µ)(n+ 1)ℓ(µ)−1z−1µ pµ(z) (2.8)
=
1
n+ 1
en[(n+ 1)z]. (2.9)
From this one easily derives
dim E〈2〉n = (n+ 1)
n−1, and dim A〈2〉n =
1
n+ 1
(
2n
n
)
; (2.10)
• For k = 3 the following formula is conjectured to hold (see [11])
En(3;z) =
∑
µ⊢n
(−1)n−ℓ(µ)(n+ 1)ℓ(µ)−2 z−1µ pµ(z)
∏
k∈µ
(2 k
k
)
, (2.11)
=
1
(n+ 1)2
Φn[2(n + 1)z], with Φn(z) :=
∑
µ⊢n fµ(z)
∏
k∈µCatk, (2.12)
implying that
dim E〈3〉n = 2
n(n+ 1)n−2, and dim A〈3〉n =
2
n(n+ 1)
(
4n+ 1
n− 1
)
. (2.13)
No such simple formulas are known for larger positive values of k. It may be seen that, at k = −1,
the k-variate polynomial expression En(k;z) evaluates to pn(z).
2.3. An intriguing negative evaluation. We have observed that, at k = −2, the k-variate
polynomial dim(E
〈k〉
n ) appears to evaluate to the signed Catalan numbers (−1)n−1Catn−1. Moreover,
this intriguing signed Catalan property seems to afford the refinement:
En(−2;z) = (−1)
n−1
∑
µ⊢n
π(µ)Catℓ(µ)−1 fµ(z), (2.14)
where π(µ) is the product of the parts of µ. In turn, this is the specialization at q = 1 of the formula
(−q)n−1En[−q − 1/q;z] =
∑
µ⊢n
∏
k∈µ([k]q2)Cℓ(µ)−1(−q) fµ(z) (2.15)
where
Cn(q) :=
2n+1∑
k=1
(
n
⌊(k−1)/2⌋
)(
n
⌊k/2⌋
)
qk−1;
since we may check that Cn(−1) = Catn.
3. Main results-conjectures
Considering the “scalar product” such that 〈f ⊗ sν , sµ〉 = f , so that 〈En, sµ〉 is the coefficient
of sµ in En, we may express our first main “fact” as follows:
Conjecture 2 (Hook-Components). For all n and all 0 ≤ k ≤ n − 1, if µ is the hook shape
(k + 1, 1n−k−1), then we have the identity
e⊥k An = 〈En, sµ〉. (3.1)
In particular, e⊥n−1An = 1.
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One of the interesting implication of (4.1), together with Conjecture.3 below, is that we can
reconstruct An from (very) partial knowledge of the values of the 〈En, sµ〉. To see how this goes,
let us first state the following conjecture, defining the length ℓ(f) of a symmetric function f , to be
the maximum number of parts ℓ(λ) in a partition λ that index a Schur function sλ occurring with
non-zero coefficient aλ in its Schur expansion f =
∑
λ aλfλ. In formula:
ℓ(f) = max
aλ 6=0
ℓ(λ).
Conjecture 3 (Coefficient-Length). For all partition µ of n, we have ℓ(〈En, sµ〉) = n − µ1. In
particular, (n− k − 1) is the length of the coefficient of sµ, for the hook-shape µ = (k + 1, 1
n−k−1).
For k = n− 1, this is compatible with Theorem 2 which implies that
An = s1n−1 + (lower length terms),
so that An is indeed of length n− 1. As another example, the length of 〈En, s(n−1,1)〉 is conjectured
to be equal to 1, so that we get
〈En, s(n−1,1)〉 = 〈∇(en), s(n−1,1)〉 = s1 + s2 + . . .+ sn−1, (3.2)
since the second equality is well known.
3.1. An-reconstruction. Let us illustrate how, assuming the Coefficient-Length Conjecture, we
may reconstruct An. We already know that in general An = s1n−1 + (lower length terms), so that
e⊥n−2An = s1 + (other length 1 terms). In fact, from (3.2), we also get for all n that
e⊥n−2 An = s1 + s2 + . . . + sn−1,
which forces
An = s1n−1 +
n∑
k=3
s(k,1n−3) + (terms of length < n− 2). (3.3)
Likewise, all terms of length n− 3 of An are imposed by the identity
e⊥n−3An = 〈En, sn−2,1,1〉 = 〈∇(en), sn−2,1,1〉, (3.4)
which results from the assumption that 〈En, sn−2,1,1〉 is of length 2, hence it value is entirely deter-
mined by ∇(en). For instance, with n = 6, this gives
A6 = s11111 + s3111 + s4111 + s5111 + s6111
+ s441 + s431 + s531 + s631 + s421 + s521 + s621 + s721 + s821
+ s611 + s711 + 2s811 + s911 + s10.11 + (terms of length ≤ 2).
The remaining missing terms are thus readily calculated since they correspond exactly to the Schur
expansion of 〈∇(e6), e6〉, which we give below for completeness sake.
〈∇(e6), e6〉 = s44 + s64 + s74 + s63 + s73 + s83 + s93 + s72 + s82 + s92 + s10.2 + s11.2
+ s10.1 + s11.1 + s12.1 + s13.1 + s15.
Once again, let us underline that for all n, the value of ∇(en) fixes all the components of length at
most 2 in En.
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3.2. Hook-components reconstruction. Now, from this explicit knowledge of An, we may cal-
culate all the hook-indexed components of En. In particular, we may check that we indeed get back
the expression already mentioned for 〈E6, s21111〉, namely
〈E6, s21111〉 = e
⊥
1 An
= 〈∇(e6), s21111〉+ (s1111 + s2111 + s3111 + s4111 + s5111 + s331 + 2s431 + s531
+ s321 + 2s421 + 2s521 + 2s621 + s721 + s311 + 2s411
+ 3s511 + 3s611 + 3s711 + 2s811 + s911);
as well as that for 〈E6, s3111〉:
〈E6, s3111〉 = e
⊥
2 An
= 〈∇(e6), s3111〉+ (s331 + s321 + s421 + s521 + s111 + s211 + 2s311 + 2s411
+ 2s511 + s611 + s711).
3.3. Partial reconstruction of other components. Similarly, using both the Component-Length
Conjecture and the Delta-via-Skewing Conjecture (see 1), we may partially reconstruct other coef-
ficients of En, considering that the expansion of ∆
′
ek
(en) is known for all k and n. Observe that the
Component-Length Conjecture directly implies that, for all n,
〈En, sn−2,2〉 = 〈∇(en), sn−2,2〉 (3.5)
so that we already have the coefficient of sn−2,2 fully characterized, on top of those for all hook-
shapes. Since the Delta-via-Skewing Conjecture states that the length at most 2 components of
〈e⊥k En, sµ〉 coincide with those of 〈∆
′
en−1−k
en, sµ〉 for all µ, it may be used to infer components of
the corresponding coefficients. We may also deduce from Conjecture.1 part of Conjecture.3. For
instance, since ∆′e1en = ∆e1en − 1⊗ en and we have
3 (see [19, Prop. 6.1])
∆e1(en) =
∑n
k=1 sk−1 ⊗ en−kek, (3.6)
we deduce that 〈∆′e1en, sµ〉 = 0 for all partition µ having first part larger than 2. Hence, Conjecture.1
implies that 〈e⊥n−3En, sµ〉 = 0 when µ1 > 2, implying that 〈En, sµ〉 = 0 has length at most 2 in those
cases. However, for µ such that µ1 = 2, Formula (5.10) implies that 〈e
⊥
n−2En, s(2k ,1n−2k)〉 does not
vanish and is of length 1. Thus we conclude that
Lemma 3.1. Conjecture.1 implies Conjecture.3, for any partition µ such that µ1 = 2.
Moreover, using (5.10), Conjecture.1 states that
〈e⊥n−2En, s(2k ,1n−2k)〉 =
n−k−1∑
i=k−1
si.
Since we already know that 〈e⊥n−2En, s(2k ,1n−2k)〉 = 0 if k ≥ 1, the above identity forces
〈En, s(2k ,1n−2k)〉 =
n−k−1∑
i=k−1
si+1,1n−3 + (terms of length < n− 2). (3.7)
3Since it underlines Schur positivity in the parameters q and t, this is a “slightly” stronger statement than that
of [19], but it is equivalent.
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4. Structure properties of En
4.1. Hook restriction property. Multiplicities of hook components in An (the alternating part of
En), are explicitly known. Indeed, considering in this section that a and b are such that n = a+b+1,
using (6.5) we may calculate that
1
q + u
∑
b≥0
ub (e⊥b s(a | b))(q) =
s(a | b)[q − εu]
q + u
= qaub; (4.1)
and that sµ[q − εu] = 0 whenever µ is not a hook. Hence, for any symmetric function f in Λn,
f [q − εu]
q + u
=
∑
a,b
〈f, s(a | b)〉 q
aub (4.2)
may be considered as a generating function for the multiplicities of hook components in f . In the
case of f = An, the multiplicities are thus readily calculated in view of the following identity, which
follows from (4.1).
Proposition 1. For all n, we have
An[q − εu] = (q + u)(q
2 + u) · · · (qn−1 + u). (4.3)
Proof. We first recall identity (6.8), which may be formulated as
〈En(q;z), s(a | b)(z)〉 = q
(b+12 )
[
n− 1
b
]
q
.
Observe that (4.1) implies that (e⊥a An)(q) = 〈En(q;z), s(a | b)(z)〉, hence using (6.5) we calculate
that
An[q − εu] =
∑
a+b=n−1
〈En(q;z), s(a | b)(z)〉 u
a
=
∑
a+b=n−1
q(
b+1
2 )
[
n− 1
b
]
q
ua
= (q + u)(q2 + u) · · · (qn−1 + u).

As another indication of the appropriateness of formula (4.3), we may directly check that its
specialization at u = 0 does indeed correspond to the known expression for the hook components
of E
〈1〉
n . Indeed, the expression
n−1∑
k=0
c(n−k,1k)[q] z
k =
n−1∑
k=0
q(
k+1
2 )
[
n− 1
k
]
q
zk,
=
∏n−1
i=0 (1 + q
i z),
may easily be seen to follow from formula (6.8), since En(q;z) = H˜n(q;z).
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4.2. Conjectured formula for the hook part multiplicities in other hook components.
Our calculations suggest that there is a simple elegant expression for the multiplicity 〈sλ, cµ〉 of
sλ ⊗ sµ in En, when both λ = (i | j) and µ = (a | b) are hook shapes. Indeed, we conjecture the
following formula for the corresponding generating function via the encoding (4.2).
Conjecture 4. For all a+ b+ 1 = n, we have
c(a | b)[q − εu]
q + u
=
[
n− 1
b
]
q
(q2 + u) · · · (qb + u), (4.4)
using the Gaussian q-binomial notation.
For example, the size collected restriction to hook shapes of 〈E5, s(1 | 3)〉 is
c(1 | 3)
∣∣
hooks
= s111 + (s31 + s211) + (2s41 + s311) + (s6 + 2s51 + s411)
+ (s7 + 2s61) + (s8 + s71) + s9,
and the corresponding polynomial is
c(1 | 3)[q − εu]
q + u
=
[
4
3
]
q
(q2 + u)(q3 + u)
= (q + 1)(q2 + 1)(q2 + u)(q3 + u)
= u2 + (q2u+ qu2) + (2 q3u+ q3u2) + (q5 + 2 q4u+ q3u2)
+ (q6 + 2 q5u) + (q7 + q6u) + q8.
4.3. Length components. Define the degree of∑
λ,µ
cλ,µsλ ⊗ sµ
to be the maximum of the values |λ|, for which cλ,µ 6= 0. The length d component of En is set to
be
E
(d)
n :=
∑
µ⊢n
c(d)µ ⊗ sµ, with c
(d)
µ =
∑
ℓ(λ)=d
cλ,µsλ. (4.5)
We clearly have
En := E
(0)
n + E
(1)
n + . . .E
(l)
n , (4.6)
where l = ℓ(En) is the maximal length occurring in terms of En. With this notation, Conjecture.3
states that ℓ(cµ) = |µ| − µ1, and it may be shown that
deg(c(j)µ ) =
(
n
2
)
−
(
j
2
)
−
∑
i∈µ
(
i
2
)
. (4.7)
Let E
〈k〉
n (similarly for c
〈k〉
µ ) stand for the restriction of En to its components of length at most k. In
other terms,
E
〈k〉
n := E
(0)
n + E
(1)
n + . . .E
(k)
n . (4.8)
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For example,
E
(0)
4 = 1⊗ s4,
E
(1)
4 = (s1 + s2 + s3)⊗ s31 + (s2 + s4)⊗ s22 + (s3 + s4 + s5)⊗ s211 + s6)⊗ s1111,
E
(2)
4 = s21 ⊗ s22 + (s11 + s21 + s31)⊗ s211 + (s31 + s41)⊗ s1111,
E
(3)
4 = s111 ⊗ s1111.
Simple general values for length components are:
E
(0)
n = 1⊗ sn, and E
(n−1)
n = en−1 ⊗ en. (4.9)
The following reduced-length components can be efficiently used to reconstruct (part of) En.
We set
ε(k)n := (e
⊥
k ⊗ Id)E
(k)
n , (and α
(k)
n := e
⊥
k A
(k)
n ). (4.10)
For example,
ε
(0)
4 = 1⊗ s4,
ε
(1)
4 = (1 + s1 + s2)⊗ s31 + (s1 + s3)⊗ s22 + (s2 + s3 + s4)⊗ s211 + s5 ⊗ s1111,
ε
(2)
4 = (1 + s1 + s2)⊗ s211 + s1 ⊗ s22 + (s2 + s3)⊗ s1111,
ε
(3)
4 = 1⊗ s1111.
4.4. Description of hook components in terms of An. From (4.1) we may calculate calculate
all the hook components cµ = 〈En, sµ〉 directly from the alternant component An = 〈En, s1n〉, both
considered as GL∞-character of isotypic components of En. We will see that this implies that we
can reconstruct An from much less information than is apparently needed at prima facie. From
now on, let us use Frobenius’s notation for hook shape partitions, writing (a | b) for the partition
(a + 1, 1b) of n = a + b + 1 (see Figure 1). It is often said that a stands for the arm of the hook,
while b stands for its leg. We use the Cartesian (aka French) convention to draw diagrams, so that
the leg goes up.
b

 a︷ ︸︸ ︷
Figure 1. The hook shape (a | b).
5. Link to Delta operators, and the Delta-conjecture
5.1. Skewing versus ∆-operators. The “Delta-Conjecture” of [19] (see (6.10)) proposes an ex-
plicit combinatorial description for the evaluation at en of the Macdonald “eigenoperator” ∆
′
ek
. The
operators ∆′ek were originally introduced in [10], up to a slight shift in eigenvalues. Our discussion
below leads to the conclusion that, for each µ, the coefficient 〈∆′ek(en), sµ〉⊗ should be Schur positive.
Hence the same clearly holds true for ∆ek(en). This is a slightly stronger positivity statement than
that of the original Delta-Conjecture. The special case ∆e2(en) is considered in [28], not referring
to a Schur expansion but proving an equivalent result.
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Conjecture 1 states that ∆′eb(en) may be obtained simply by skewing first components in En by
the elementary symmetric function ea, for a+ b+1 = n. Hence, we may consider (e
⊥
a ⊗ Id)En as a
multivariate analogue of∆′eb(en). Once again we emphasize that the above conjecture could not have
been stated in the original restricted context of two sets of variables, namely inside R
〈2〉
n , in which
the ∆ek operators are usually considered. It has recently been shown (see [31]) that Conjecture 1
implies Conjecture 4.
It also follows, together with (4.1), that we have the equality
〈∆′eben, s(c| d)〉⊗ = 〈∆
′
ed
en, s(a | b)〉⊗, (5.1)
for all a + b = c + d = n − 1. This follows directly using known identities involving Macdonald
polynomials, thus giving indirect support to (1.3). Keeping the same convention for j and k, we
have
((e⊥j ⊗ Id)En)(q, 1/q;x) =
k∑
j=0
(−1)k−j
ej [[n]q]
qj (n−1)
en[[j + 1]q x]
[j + 1]q
(5.2)
5.2. Inferred components of En. Just as before, we consider the decomposition of En into its
length components E
(k)
n , and the associate reduced-length components ε
(j)
n (see (4.10)). One may
see that the length of ε
(j)
n (that is the maximal length of one of its GL∞-coefficients) is equal to
min(j, n − 1− j).
Together with this length bound, Conjecture 1 implies that we may calculate the various ε
(j)
n ,
for all 0 ≤ j < n ≤ 6, just from the knowledge of the length 2 expressions ∆′eken. As a matter of
fact, for all n, we have the general formulas:
ε(0)n = 1⊗ sn, (5.3)
ε(1)n = (e
⊥
1 ⊗ Id) H˜n, (5.4)
ε(2)n = (e
⊥
2 ⊗ Id)∇(en), (5.5)
ε
(n−3)
n = ∆′e2(en) + (s1 + s2)⊗ en + (1⊗ en−1e1)−
∑n
k=1 sk−1 ⊗ eken−k. (5.6)
ε
(n−2)
n =
∑n
k=1 sk−1 ⊗ eken−k − (1 + s1)⊗ en (5.7)
ε(n−1)n = 1⊗ en. (5.8)
5.3. Partial reconstruction of other components. Using both the Component-Length Conjec-
ture and the Delta-by-Skewing Conjecture (see 1), we may partially reconstruct coefficients cµ (of
En) for µ’s that are not hooks, considering that the expansion of ∆
′
ek
(en) is known for all k and n.
Observe that the Component-Length Conjecture directly implies that, for all n,
〈En, sn−2,2〉⊗ = 〈∇(en), sn−2,2〉⊗, (5.9)
so that we already have the coefficient of sn−2,2 fully characterized, on top of those for all hook-
shapes. Since the Delta-by-Skewing Conjecture states that the length at most 2 components of
〈e⊥k En, sµ〉⊗ coincide with those of 〈∆
′
en−1−k
en, sµ〉
⊗
for all µ, it may be used to infer components
of the corresponding coefficients. We may also deduce from Conjecture 1 part of Conjecture 3. For
instance, since ∆′e1en = ∆e1en − 1⊗ en and we have (see [19, Prop. 6.1])
∆e1(en) =
∑n
k=1 sk−1 ⊗ en−kek, (5.10)
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we deduce that 〈∆′e1en, sµ〉⊗ = 0 for all partition µ having first part larger than 2. Hence, Conjec-
ture 1 implies that 〈e⊥n−3En, sµ〉⊗ = 0 when µ1 > 2, implying that 〈En, sµ〉⊗ = 0 has length at most
2 in those cases. However, for µ such that µ1 = 2, Formula (5.10) implies that 〈e
⊥
n−2En, s(2k ,1n−2k)〉⊗
does not vanish and is of length 1. Thus we conclude that
Lemma 5.1. Conjecture 1 implies Conjecture 3, for any partition µ such that µ1 = 2.
Moreover, using (5.10), Conjecture 1 states that
〈e⊥n−2En, s(2k ,1n−2k)〉⊗ =
n−k−1∑
i=k−1
si.
Since we already know that 〈e⊥n−2En, s(2k ,1n−2k)〉⊗ = 0 if k ≥ 1, the above identity forces
〈En, s(2k ,1n−2k)〉⊗ =
n−k−1∑
i=k−1
si+1,1n−3 + (terms of length < n− 2). (5.11)
6. The e-positivity phenomenon
As discussed in [6], most of the symmetric functions constructed via the elliptic Hall algebra
approach, including ∇(en), seem to become e-positive when specialized at t = 1. We discuss here
an analogous situation for En, which corresponds to a multi-parameter “lift” of ∇(en). For this
we consider the specialization of any one of the parameters qi to the value 1. In our context of
infinitely many parameters, this is handily realized by the plethystic evaluation at 1 + q of the
GL∞-coefficients cµ of En. It is noteworthy that this evaluation is an invertible operation.
For the sake of discussion, let us set Fn := En[1 + q;z], and write
Fn =
∑
µ⊢n
cµ[1 + q]⊗ sµ(z) =
∑
ν⊢n
dν ⊗ eν(z), (6.1)
so that dν stands for the coefficients of eν(z) in Fn. Using our scalar product convention, we may
also write dν = 〈Fn, fν〉⊗ (since the forgotten symmetric functions fν are dual to the eν). Then, as
far as we can check experimentally, all of the dν are Schur positive. For instance, we have
F4 = 1⊗ e1111 + (3s1 + 2s2 + s3)⊗ e211 + (s11 + s2 + s21 + s4)⊗ e22
+ (2s11 + s21 + 2s3 + s31 + s4 + s5)⊗ e31 + (s111 + s31 + s41 + s6)⊗ e4.
The cν are related to the dµ by the formula cµ[1+q] =
∑
ν Kµ′λdλ, where Kµλ stands for the usual
Kostka number. There is a close tie between this e-positivity phenomenon, our main theorem ??,
and related conjectures. To see this, we recall that the coefficient of en in the e-expansion of sµ
vanishes for all µ except hooks. For hooks, we have 〈s(a | b), f(n)〉 = (−1)
a. We may then calculate
that
d(n) = 〈En[1 + q;z], f(n)〉⊗ =
∑
µ⊢n
cµ[1 + q] 〈sµ, f(n)〉
=
( n−1∑
a=0
(−1)a c(a | b)
)
[1 + q] =
(∑
k≥0
(−1)a e⊥a An
)
[1 + q].
If we recall that f [q − 1] =
∑
a≥0(−1)
a e⊥a f(q), we may conclude the above calculation to get
d(n) = (An[q − 1])[1 + q] = An, (6.2)
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which is Schur positive. To get other similar results, let µ be any partition of n which is largest
in dominance order among those such that cµ 6= 0. Then, it is easy to see that d(n) = c1n , and
dµ′ = cµ[1 + q]. In particular, d(1n) = 1. We thus automatically have Schur positivity in the these
cases. Experiments suggest that whenever a ≥ 1, we have
d(a | b) =
b∑
j=0
c(j | a), (6.3)
implying Schur-positivity of d(a | b).
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Appendix
Symmetric functions and plethysm. We mainly use Macdonald’s notations (see [23]). Thus
pµ, eµ, fµ, and hµ respectfully stand for the power sum, elementary, forgotten, and complete
homogeneous symmetric functions, with indices integer partitions µ = µ1µ2 · · ·µk of n. Recall
that these are symmetric functions that are all homogeneous of degree n = |µ| := µ1 + µ2 + . . . +
µk. Assuming that they are evaluated in enough variables, they respectively form bases of the
homogenous degree n component Λn of the graded ring of symmetric function Λ. It is often useful
to avoid writing variables, implicitly making the above assumption.
The length ℓ(µ) of a partition µ is the number of non-zero parts (the µi) of µ. Recall that
partitions are often described in terms of their Ferrers diagram (herein in French notation). This
diagram is the set of cells (i, j) in N×N (considered as points in the usual Cartesian coordinates),
with 1 ≤ i − 1 ≤ µj+1, for 0 ≤ j < ℓ(µ). We often write (i, j) ∈ µ when the context makes this
convention clear. The row lengths of this diagram are the parts of µ. One writes µ ⊆ λ, when the
diagram of µ is contained in the diagram of λ. The skew shape λ/µ has diagram equal to the
set-difference of the respective diagrams of λ and µ. The conjugate µ′ of µ is the partition with
diagram equal to the set {(j, i) | (i, j) ∈ µ}. The hook length of a cell (i, j) of µ is defined as
h(i, j) = hij = µj+1 + µ
′
i+1 − i− j − 1.
The descent set, des(µ), of a partition µ, is the set of i such that µi > µi+1. For a permutation σ
of {1, . . . , n}, its cycle structure is the partition µ of n whose parts are the lengths of its cycles.
One denotes by zµ the integer such that n!/zµ is the number of permutations with cycle structure
equal to µ. For partitions µ and ν, the sum µ+ ν is the partition whose parts are µi + νi.
A tableau of shape µ (or λ/µ) is simply a function τ : µ→ N. Thus some value τ(i, j) ∈ N is
associated to each cell of µ. If these values are increasing along rows of µ, and strictly increasing
along columns, one says that the tableau is a semi-standard Young tableau. If moreover, τ is
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bijective with values going from 1 to n = |µ|, one says that the tableau is standard. The skew-
Schur functions sλ/µ (with sλ = sλ/∅, that is for µ = ∅ the empty partition) may be considered
as enumerators of semi-standard tableaux of shape λ/µ. In formula, this says that
sλ/µ(z) =
∑
τ :λ/µ→N
zτ , with zτ :=
∏
c∈λ/µ zτ(c),
with τ running over the set of semi-standard tableaux of shape λ/µ. Observe that sλ(z1, . . . , zk) = 0,
whenever k < ℓ(λ). The Schur functions are orthonormal for the usual Hall scalar product on Λ,
which may be defined by setting 〈pλ, pµ〉 := zµδλ,µ. As usual ω stands for the linear multiplicative
self adjoint operator such that ω sλ = sλ′ . For this scalar product, the forgotten functions are dual
to the elementary, i.e. 〈eµ, fλ〉 = δλµ; and the Schur functions are self-dual. For a given symmetric
function f , the linear operator f⊥ is the adjoint to the linear operation of multiplication by f . In
formula, 〈f · g1, g2〉 = 〈g1, f
⊥g2〉, for any symmetric functions g1 and g2. The classical (dual) Pieri
rule (see [23]), states that e⊥k sµ =
∑
λ⊂µ sλ, with the indices of the sum running over partitions
λ that can be obtained from µ by removing k cells, no two of which lying on the same row. In
particular, e⊥k sµ vanishes if µ has less than k rows. A symmetric function f is said to be Schur
positive when, for all partition µ, the coefficients of its Schur expansion are polynomials (in some
variables) with positive integer coefficients. Sums, products, and “plethysms” (see below) of Schur-
positive functions are also Schur-positive. Similarly, one has the notion of e-positivity. Since all
the eλ’s are Schur-positive, we have that e-positivity implies Schur positivity. Moreover, e-positivity
is clearly closed under sums and product.
For symmetric function f and g, the plethysm f◦g = f [g] is a special case of λ-ring calculations
f [a], in which symmetric function are considered as operators. The following evaluation rules
entirely characterize these, assuming that α and β are scalars, and that a and b lie in some suitable
ring:
(i) (αf + βg)[a] = α f [a] + β g[a], (ii) (f · g)[a] = f [a] · g[a],
(iii) pk[a± b] = pk[a]± pk[b], (iv) pk[a · b] = pk[a] · pk[b],
(v) pk[a/b] = pk[a]/pk[b], (vi) pk[pj ] = pkj, (6.4)
(vii) pk[pj ⊗ pℓ] = pkj ⊗ pkℓ, (viii) pk[ε] = (−1)
k,
(ix) pk[x] = x
k, if x a “variable” , (x) pk[c] = c, if x a “constant” .
Hence we specify what are variables and what are constants. The first two properties make it clear
that any evaluation of the form f [a] may be reduced to instances of the form pk[a]. We also assume
that property (iii) extends to denumerable sums. Property (viii) implies, that f [εz] = ω f(z), for
all symmetric function f . It may readily be shown that, for all symmetric function f ,
∑
k≥0
uk(e⊥b f)(q) = f [q − εu]. (6.5)
See [8, 19] for more on plethysm.
Macdonald polynomials, and operators. Recall that the set of combinatorial Macdonald
polynomials {H˜µ(q, t;z)}µ⊢n forms a linear basis of the ring Λ(q, t), of symmetric functions in the
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variables z = (zi)i∈N over the field Q(q, t). They are uniquely characterized by the equations
(i) 〈sλ(z), H˜µ[q, t; (1 − q)z]〉 = 0, if λ 6 µ,
(ii) 〈sλ(z), H˜µ[q, t; (1− t)z]〉 = 0, if λ 6 µ
′, and
(iii) 〈sn(z), H˜µ(q, t;z)〉 = 1,
involving plethystic notation. See [20, Section 3.5] for more details on these dominance order
triangularities. It follows from the n!-theorem (see [21]) that the H˜µ are Schur positive. The
operators ∇ and ∆′ek , introduced in [10], are special instances of Macdonald eigenoperators.
This is to say that they have the Macdonald polynomials H˜µ as joint eigenfunctions. Their respective
eigenvalues are
∆ek(H˜µ) := ek[Bµ] H˜µ, ∆
′
ek
(H˜µ) := ek[Bµ − 1] H˜µ, with Bµ :=
∑
(i,j)∈µ q
itj .
On homogeneous symmetric functions of degree n (and only for those), the operator ∇ coincides
with ∆en = ∆
′
en−1 . In other terms, the associated eigenvalues are
Tµ := q
η(µ′)tη(µ) =
∏
(i,j)∈µ q
itj, with η(µ) :=
∑
k(k − 1)µk, (6.6)
for µ = µ1 · · ·µℓ. Among the many interesting formulas pertaining to the H˜µ (equivalent to formulas
that may be found in [23, Exer. 2, page 362]), we have
〈H˜µ, s(a | b)〉 = eb[Bµ − 1], for all a+ b+ 1 = n. (6.7)
In particular,
〈H˜µ, s1n〉 = Tµ, and 〈H˜n, s(a | b)〉 = q
(b+12 )
[
n− 1
b
]
q
(6.8)
We also have the symmetries
H˜µ(q, t;x) = Tµ ωH˜µ(1/q, 1/t;x), and H˜µ(t, q;x) = H˜µ′(q, t;x). (6.9)
The ∆-conjecture. In [19], one finds an explicit combinatorial formula conjectured to be equal to
∆′eken. With our particular point of view, it takes the form
∆′eken =
∑
µ⊆δnn
( ∑
J⊇des(µ)
#J=k
q(J,a)
)
Lµ(t;z) (6.10)
where the indices J (in the inner sum) run over all suitable subsets of [n] := {1, 2, . . . , n − 1},
and (J,a) is shorthand for
∑
i∈J ai. We here denote by Lµ(t;z) the vertical strip LLT-polynomial
associated to the path µ. See [15] for more on these, in particular for a proof that L(1 + t;z) is
e-positive. For instance, when k = 0, the only non-zero term of the outer sum corresponds to
s(∅+1n)/∅ = en, thus agreeing with ∆
′
e0en. At the opposite end of the spectrum, when k = n − 1,
there is but one term in the inner sum (since J must be equal to [n]) which is clearly equal to
qarea(µ). Observe that, at t = 1, the above expression simplifies to
∆′eken
∣∣
t=1
=
∑
µ⊆δnn
( ∑
J⊇des(µ)
#J=k
q(J,a)
)
s(µ+1n)/µ(z). (6.11)
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The e-expansions of Fn.
Partially expressed in terms of the An, we have the following values:
F1 = 1⊗ e1, F2 = A2 ⊗ e2 + 1⊗ e11, F3 = A3 ⊗ e3 + (2s1 + s2)⊗ e21 + 1⊗ e111,
F4 = A4 ⊗ e4 + (e
⊥
1 A4 + A3)⊗ e31 + (s11 + s21 + s2 + s4)⊗ e22 + (3s1 + 2s2 + s3)⊗ e211 + 1⊗ e1111,
F5 = A5 ⊗ e5 + (e
⊥
1 A5 + A4)⊗ e41 + (e
⊥
2 A5 + e
⊥
1 A4 + A3)⊗ e311
+ (2s111 + 2s211 + s311 + s22 + s32 + s42 + 2s21 + 2s31 + 3s41 + 2s51 + s61 + 2s4 + s6 + s7 + s8)⊗ e32
+ (s22 + 3s11 + 4s21 + 2s31 + s41 + 3s2 + 2s3 + 2s4 + 2s5 + s6)⊗ e221
+ (4s1 + 3s2 + 2s3 + s4)⊗ e2111 + 1⊗ e11111,
F6 = A6 ⊗ e6 + (e
⊥
1 A6 + A5)⊗ e51 + (e
⊥
2 A6 + e
⊥
1 A5 + A4)⊗ e411 + (e
⊥
3 A6 + e
⊥
2 A5 + e
⊥
1 A4 +A3)⊗ e3111
+ (2s1111 + 2s2111 + s3111 + s4111 + s431 + s221 + 2s321 + 3s421 + s521 + s621
+ 2s211 + 2s311 + 5s411 + 3s511 + 4s611 + s711 + s811 + s44 + s54 + 2s43 + 2s53 + s63 + s73
+ 2s32 + 3s42 + 3s52 + 3s62 + 3s72 + s82 + s92
+ 2s41 + 2s51 + 3s61 + 3s71 + 3s81 + 3s91 + s(10,1) + s(11,1) + 2s7 + s9 + 2s(11) + s(13))⊗ e42
+ (s1111 + s2111 + s3111 + s331 + s221 + s321 + s421 + s521 + s211 + 2s311 + 2s411 + 2s511 + s611 + s711
+ s44 + s33 + s43 + s53 + s63 + s22 + 2s42 + 2s52 + s62 + s72 + s82
+ 2s41 + s51 + s61 + 2s71 + s81 + s91 + s(10,1) + s6 + s9 + s(12))⊗ e33
+ (2s221 + 3s321 + s421 + 6s111 + 8s211 + 8s311 + 4s411 + 3s511 + s611 + 2s33 + 3s43 + s53
+ 4s22 + 8s32 + 8s42 + 5s52 + 4s62 + s72 + 6s21 + 10s31 + 12s41 + 12s51 + 10s61 + 5s71 + 4s81
+ 6s4 + 4s5 + 4s6 + 4s7 + 6s8 + 2s9 + s91 + 3s(10) + s(11))⊗ e321
+ (s221 + s111 + 2s211 + s311 + s411 + 2s22 + s32 + s42 + s52
+ 2s21 + 2s31 + 2s41 + 2s51 + s61 + s71 + s3 + 2s5 + s7 + s9)⊗ e222
+ (3s22 + 2s32 + s42 + 6s11 + 9s217s31 + 5s41 + 2s51 + s61
+ 6s2 + 6s3 + 6s4 + 4s5 + 5s6 + 2s7 + s8)⊗ e2211
+ (5s1 + 4s2 + 3s3 + 2s4 + s5)⊗ e21111 + 1⊗ e111111.
Lenght components of A7.
A
(1)
7 = s(21), A
(6)
7 = s111111 ;
A
(2)
7 = s77 + (s76 + s86 + s96) + (s75 + s85 + s95 + s(10,5) + s(11,5))
+ (s74 + s84 + 2s94 + 2s(10,4) + 2s(11,4) + s(12,4) + s(13,4))
+ (s93 + s(10,3) + 2s(11,3) + 2s(12,3) + 2s(13,3) + s(14,3) + s(15,3))
+ (s(11,2) + s(12,2) + 2s(13,2) + s(14,2) + 2s(15,2) + s(16,2) + s(17,2))
+ (s(15,1) + s(16,1) + s(17,1) + s(18,1) + s(19,1));
A
(3)
7 = s443 + s633 + (s442 + s542 + s642 + s742) + (s532 + s632 + s732 + s832 + s932)
+ (s522 + s722 + s822 + s922 + s(11,2,2)) + s661 + (s651 + s751 + s851)
+ (s441 + s541 + 2s641 + 3s741 + 3s841 + 2s941 + s(10,4,1))
+ (s631 + 2s731 + 3s831 + 3s931 + 3s(10,3,1) + 2s(11,3,1) + s(12,3,1))
+ (s721 + 2s821 + 2s921 + 3s(10,2,1) + 3s(11,2,1) + 2s(12,2,1) + 2s(13,2,1) + s(14,2,1))
+ (s(10,1,1) + s(11,1,1) + 2s(12,1,1) + 2s(13,1,1) + 2s(14,1,1) + s(15,1,1) + s(16,1,1));
A
(4)
7 = (s4411 + s5411 + s6411) + (s4311 + s5311 + 2s6311 + s7311 + s8311)
+ (s4211 + s5211 + 2s6211 + s7211 + 2s8211 + s9211 + s(10,2,1,1))
+ (s6111 + s7111 + 2s8111 + 2s9111 + 2s(10,1,1,1) + s(11,1,1,1) + s(12,1,1,1));
A
(5)
7 = s31111 + s41111 + s51111 + s61111 + s71111.
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