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Abstract 
A survey is presented of the Risø studies of linear ion 
acoustic waves in a single-ended Q-machine during the period 
1969-7H. Some of the main results are: 
1) The construction of an electrostatic ion energy analyzer 
for determination of both unperturbed and perturbed ion 
velocity distribution functions. 
2) Propagation properties of grid-excited pulses and waves 
were calculated analytically by means of Green's func-
tions. It was concluded that a single Landau-mode does 
not constitute a satisfactory description of the wave 
propagation close to the grid. This was confirmed ex-
perimentally. 
3) It was shown that any density wave pattern obtainable 
as a solution to the Vlasov equation with the collec-
tive term included can also be obtained with purely 
freely streaming ions alone. 
4) Clear-cit evidence of collective interaction in connec-
tion with density pulses was found by measuring the 
perturbed ion velocity distribution function. 
5) It was concluded that the damping of ion acoustic waves 
can best be described by a phase mixing of almost freely 
streaming ions. The wave potential energy in the elec-
tron fluid is absorbed by the bulk of the ions in the 
background plasma; the absorption spectrum is centered 
around the phase velocity but has a rather wide shape. 
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Pre face 
Since 196 9 the Q-machine group at Risø has been engaged in 
a detailed study of the propagation properties of ion acoustic 
disturbances in collisionless plasmas. The present treatise de-
scribes the part of this work in which the author has been ac-
tively involved. Most of the results have already been published. 
Reprints of the most important of these publications are included 
as separate chapters as follows* 
Chapter 3 S.A. Andersen, V.O. Jensen, P. Michelsen, and P. Niel-
sen, Determination and Shaping of the Ion-Velocity 
Distribution Function in a Single-Ended Q Machine, 
Phys. Fluids 14_, 728 (1971). 
Chapter 4 S.A. Andersen, G.B. Christoffersen, V.O. Jensen, P. 
Michelsen, and P. Nielsen, Measurements of Wave-
Particle Interaction in a Single-Ended Q Machine, 
Phys. Fluids 14_, 990 (1971). 
Chapter 5 G.B. Christoffersen, V.O. Jensen, and P. Michelsen, 
Investigation of Ion Acoustic Waves in Collisionless 
Plasmas, Phys. Fluids 17, 390 (1974). 
Chapter 6 V.O. Jensen, P. Michelsen and H.C.S. Hsuan, Absolute 
and Convective Ion Beam Instability Studied through 
Green's Functions, Phys. Fluids 17_, 2208 (1974). 
V.O. Jensen, P. Michelsen and H.C.S. Hsuan, Errata: 
Absolute and Convective Ion Beam Instability Studied 
through Green's Functions, Phys. Fluids lj}, 754 (1975). 
The reprint in chapter 6 is not an exact copy of the ar-
ticle as it appeared in Phys. Fluids r7_, 2208 (1974), but a ver-
sion of the paper in which the printer's errors have been cor-
rected. 
Besides reprints of the publications, this treatise con-
tains four chapters: an introduction in chapter 1, a description 
of ;the Ris^ Q-machine in chapter 2, some additional remarks on 
chapters 3 through 6 in chapter 7, and a general discussion and 
conplusions in chapter Q. In these four chapters references to 
the above-mentioned publications are labelled chapter 3 through 
chapter 6. Although chapters 1, 2, 7 and 8 are written exclusive-
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ly for the present publication they do contain details which 
have been previously published. The publications in which these 
details appeared are not considered important enough to be in-
cluded here; they took the form of letters, contributions to 
conferences, or laboratory reports, and are included in the list 
of references at the end of this report. 
During the work described here the author was responsible 
for activities involving the Risø Q-machine. Only a small part 
of the work was performed by the author alone. The main part 
was performed in collaboration with a number of people who have 
joined the Q-machine group and taken part at various stages of 
the work. The author wishes to acknowledge the inspiring colla-
boration of all these colleagues. Poul Michelsen joined the 
group on a permanent basis during most of the study. The close 
collaboration and many discussions with him were of much en-
couragement to the author. Hans Kurt Andersen, Gert Christof-
fersen, Per Nielsen, Hans Pecseli, Peter I. Petersen, and Lars 
Prahm have all worked for their licentiate degrees in the Q-
machine group during the period in question. Their enthusiasm, 
ideas and criticism considerably improved thci work. Hulbert C.S. 
Hsuan joined the group as a summer guest twice during the same 
period. The author enjoyed working closely with him and gained 
much theoretical insight from this collaboration. N. D'Angelo 
has been attached to the group during the whole period. His con-
structive criticism and sophisticated arguments against the need 
and usefulness of Green's functions in the study of ion acoustic 
waves provided us with a constant challenge to improve our work. 
Finally, numerous scientific discussions with C.F. Wandel during 
more than 15 years are greatly acknowledged. 
Without the technical skill and patience of Mogens Nielsen 
and Børge Reher in maintaining the Q-machine and in building 
equipment it would have been impossible to perform the experi-
mental work described here. 
The author also wishes to thank K.-V. Weisberg for his 
skilled help with the electronic equipment. 
Finally, Otto Kofoed-Hansen and Hans Bjerrum Møller, as 
successive heads of the Physics Department, are gratefully thanked 
for their encouragement throughout the course of this research. 
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The American Institute of Physics has kindly given permis-
sion to reproduce the four reprints as part of this Treatise. 
The work was partly performed under the Association Euratom-
Research Establishment Risø. 
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1. INTRODUCTION 
1.1, Collisionless Plasma Description 
The work described in this report was concentrated on plasmas 
in which binary collisions between the charged particles are of 
very little importance and can thus be neglected. The set of basic 
equations used in theoretical treatments of such collisionless 
plasmas consists of the two Vlasov equations 
3F. (r,v,t) 
-iiSyg • v.Vr Fi>e(?,v,t) • 
e . i.e 
m i.e 
*2- (F>vxl).v F. (*,v,t) = 0 , (1.1) 
v i ,e ' 
which are coupled to the Maxwell equations 
V-B = 0 , V x B = u j + eoMo II 
:o 
(1.2) 
v-r = i - , v x E = - ^ 
by the source functions 
p(f\t) = I e. I F. (F,v,t) d3v (1.3) 
• 1 }C 1 ) C i.e 
and 
(l.M) 5<?.t) = I ei / v F£ e(?,v,t) d3v . 
i,e ' ' 
In this set of equations r, v, and t represent the space variable, 
the velocity space variable, and the time variable. F.
 a is the 
i,e 
distribution function for ions and electrons,respectively, e. 
i,e • 
is the charge of ions and electrcns respectively and m. repre-
l ,e 
sents the mass of the two kinds of particles. TJ and F are the 
magnetic and the electric fields respectively. J represents the 
current density and p the charge density. Finally e is the 
vacuum dielectric constant and y_ is the vacuum magnetic perme-
ability. The integrals in Eqs. (J.3) and (1.4) should be per-
formed from -• to +•» over the three components of the velocity v. 
All formulas throughout this paper are expressed in MKSA 
unit's. 
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Although binary collisions are neglected, the charged par-
ticles in the plasma do interact. The interaction is caused by 
collective effects and is described by the third term in the 
Vlasov equations (1.1). It occurs because of the possibility of 
a building up of current and charge densities as given by Eqs. 
(1.3) and (1.4). These densities act as sources of electric and 
magnetic fields as described by the Maxwell equations (1.2). 
The fields in turn react on the plasma particle distribution 
functions through the collective term in the Vlasov equation. 
The collective interaction term is peculiar to plasmas; it 
replaces to some extent the collision terms found in the Boltz-
mann equations used to describe other many-body systems. This 
term is responsible for many of the properties characteristic 
of plasmas, among them all the instabilities encountered in 
fusion research. Because of the presence of the collective in-
teraction term it is very difficult to solve the Vlasov equation 
analytically for actual situations. In order to obtain theoreti-
cal results, it is normally necessary to introduce various as-
sumptions and approximations; in many cases it is very difficult 
to assess the validity of these. It is therefore of utmost in-
terest to perform experiments of such quality that the results 
can confidently be compared with calculations based on the Vlasov 
equations. One of the purposes of the work described in this 
treatise was to perform such experiments, and in the light of 
the results to discuss some of the assumptions and approximations 
often introduced into theoretical treatments. Another purpose 
was :to obtain a clear experimental proof of plasma properties 
caused by collective interaction. 
In general it is very difficult to design and perform high-
ly reliable experiments in collisionless plasmas. The lifetime 
of most collisionless laboratory plasmas, such as fusion research 
plasmas, is very short and the various parameters are poorly 
known. Only dilute dc-plasmas of the kind produced in Q-machines 
and in other similar devices seem to be appropriate for this kind 
of experiment. In these devices the plasmas are produced in a 
region with a magnetic field by some ionization mechanisms. The 
charged particles moving freely along the lines of force form a 
plasma column confined radially by the magnetic field. This kind 
of plasma is especially suited for studies of longitudinal waves 
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or other perturbations propagating along the magnetic lines of 
force. For such phenomena the set of basic equations (1.1) 
through (1.4) can directly be integrated over the two velocity 
components perpendicular to the direction of propagation where-
by it reduces to 
3F. (x,v,t) 3F.
 e(x,v,t) e. 3F. (x,v,t) 
- ^
 +
 * " ^
 +
 m ^ *<*.*> ~ ^ R = ° 
i,e 
(1.5) 
and 
3E(x,t) 5*ii = i- I e. / F. (x,v eo ite x'e i- x» e 
,t) dv . (1.6) 
During the I960's much experimental work was performed in or-
der to examine and describe propagation properties of longitudinal 
waves through uniform steady state, collisionless plasmas. Since 
the wave amplitudes were small in most of this work, it was justi-
fiable to linearize the equations by setting 
F, (x,v,t) = f (v) + f. (x,v,t) , i.e o i j 6 i,e (1.7) 
where f (v) is assumed to be much larger than |f. (x,v,t)|. 
°i,e L»e 
By inserting (1.7) into (1.5) and (1.6), and by neglecting second 
order terms, we obtain the linearized set of equations 
9f. _(x,v,t) 3f, (x,v,t) e. 
~ ^ t • ' - ^ T x IT1* E<*.*> fJ. (v> • 
(1.8) 
and 
^ x ^ = h J ei,e /. h.J*^ dV ' (1'9) 
o i,e » -oo 
To obtain (1.9) we have also used the fact that charge neu-
trality prevails in the background plasma, i.e. that / fQ.(v) dv = 
/ f„ (v) dv. 1 
°e 
A plasma described by Eqs. (1.8) and (1.9) can propagate two 
kinds of longitudinal waves: high frequency electrostatic electron 
oscillations ånd low frequency ion acoustic waves, the first seri-
_ m _ 
ous attempt to investigate the high frequency waves was made by 
1 2 3 
Malmberg and his group , while Wong, D'Angelo and Motley * per-
formed the pioneering work within the field of ion acoustic 
waves. 
All the work to be discussed in this treatise is concerned 
with the ion acoustic wave branch in plasmas with singly charged 
ions. In most cases, the wavelengths of these waves are long com-
pared to the Debye-length. Therefore it is a good approximation 
to assume that quasi-neutrality prevails whereby Eqs. (1.9) are 
omitted, and further to substitute the electron Vlasov equation 
u 
(1.3) by the isothermal electron fluid equation : 
E(x,t) = - f l ^ 3^X|t) m Q a o ) 
e nQ <»x 
In (1.10) e is the ion charge, T the electron temperature, 
K the Boltzmann constant, n and n are the perturbed and unper-
turbed density, respectively. 
By introducing (1.10), (1.8) reduces to 
3f(fcV»t}
 + v
 3 f (
^
v l t } = °1 *2&±1 fj(v) , (1.11) 
o 
where 
CO 
n(x,t) = / f(x,v,t) dv , (1.12) 
• 00 
09 
n = / f (v) dv (1.13) 
—OS 
and 
cl = tcT /m. . (1.1U) 
e e i 
From now on, when not otherwise indicated, f and f without 
o 
index as in (1.11) stand for the ion velocity distribution func-
tions. 
Eqs. (1.11) and (1.12) form the basis of most of the inves-
tigations to be discussed here. In a few cases it was necessary 
to abandon the assumption of quasi-neutrality and to maintain the 
Poisson equation (1.9) in the treatment (Chapter 6). 
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1.2. Remarks on Earlier Studies of the Ion Acoustic Wave Problem 
The method most commonly used in'calculating the propagation 
properties of longitudinal waves from the Vlasov equation is that 
of Landau . Since criticism of a somewhat uncritical use of this 
method for handling experimental situations forms a substantial 
part of the present work we shall briefly review the Landau 
method as used in treatments of the ion acoustic wave branch. 
Landau considers an induced wave of the form f(x,v,t=0) = 
g(v)exp(ikx) as the initial condition and solves the Vlasov equa-
tion by applying Laplace transformation in time. By following him 
and using a Laplace transformation defined as 
on 
F(w) = / exp(iut) F(t) dt (1.15) 
o 
we get from Eqs. (1.11) and (1.12) 
1 /" g<v>
 dv IE * v-w/k a v 
cl - f!(v) 
1
 " nf / 7^7* dv 
n(k,w) = s . (1.16) 
cl - f!(v) 
o -• 
Rather than calculating the inverse transformation 
n(k,t) = fa J n(k,w) exp(-iwt) dw (1.17) 
exactly, Landau uses the following procedure to determine an asymp-
totical form of n(k,t) for large values of the time t. The v-
integrals in Eq. (1.16) are analytic functions for Im w > 0. (g(v) 
and f (v) are assumed to be analytic and entire functions of the 
o 
velocity v). First the v-integrals are defined for In u < 0 by 
their analytic continuations, which are obtained by prescribing 
that the integration paths run below the pole at v = u/k. As the 
next step in the procedure the zeros of the denominator in Eq. 
(1.16) are determined, i.e. w-values being solutions to the equa-
tion 
c2 f « ( v ) 
I - *£ / ft ., dv = 0 (1.18) 
o b 
are found: Index b at the integral indicates that the integration 
- 16 
path runs from ••• to •», but below the pole at v = u/k. The 
solution having the largest imaginary part is denoted by « • 
Now the integration path in Eq. (1.17) is pressed downwards 
from running above all. singularities in n(k,w) to running just 
below u . Eq. (1.17) can then be written 
P 
n(k,t) = i Res. n(k,w ) exp(-iw t) 
+ i- / n(k,w) exp(-iwt) dw (1.19) 
2
 b.Wp 
where Res. stands for "the residue of" and b.u indicates that 
the integration path runs below u . 
For large t the integral term ir Eq. (1.19) is exponential-
ly small in comparison with the residue term and can thus be 
neglected and we are left with the Landau result 
n(k,t) s i Res. n(k,w ) exp(-iut) . (1.20) 
Mathematical problems connected to this Landau procedure have 
6 7 
been discussed in detail by Backus and by Vfeitzner . 
2 
Depending on fQ(v) and c , w may lie above, on, or below the 
real o> axis. For the so-called stable plasmas u lies below and 
Eq. (1.20) shows that the wave amplitude is damped. This damping 
is the famous Landau damping which has been the subject of inten-
sive studies and discussions during the last fifteen years. 
There is some confusion in the literature concerning the exact 
meaning of the concept "Landaj damping". Many authors restrict it 
to mean only the exponential damping of the first term on the 
right-hand side of Eq. (1.19). Other authors prefer to call Lan-
dau damping the mechanism by which a longitudinal wave in a col-
lisionless plasma is damped, i.e. to them Landau damping is the 
damping of n(k,t) given by the full expression in Eq. (1.19). In 
this paper we shall adopt the latter definition. When we specifi-
cally discuss the damping that corresponds only to the first term 
on the right side of Eq. (1.19), we denote it exponential Landau 
damping. 
It should be noted here that w in Eq. (1.19) is determined 
by means of Eq. (1,18), which only contains the terms found in 
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the collective interaction terra of Eq. (1.11). Therefore a clear-
cut experimental verification of exponential Landau damping with 
the correct complex frequency a> would also constitute a con-
vincing demonstration of collective effects in collisionless 
plasmas. 
Much experimental work has been devoted to the study of the 
propagation properties of ion acoustic waves, especially to their 
damping characteristics. References 2, 3 and 8-11 are a few re-
presentative publications within this field. One of the main ob-
jectives of these works has been to verify the existence of ex-
ponential Landau damping and to study its features under various 
conditions. It is not within the scope of the present report to 
criticize in detail the earlier works in this field. We shall 
rather restrict ourselves to listing a number of unsolved prob-
lems or deficiencies met in varying degrees in all these works: 
1) Landau solves the Vlasov equation for an initial value 
problem: f(x,v,t=0) = g(v)exp(ikx) and finds that the 
waves are damped in time. Expei-ii&entally the waves are 
always generated at a fixed position with a real fre-
quency and damped in space. To find the spatial damping 
several authors have simply inserted their real fre-
quency a) into Eq. (1.18) and found complex k-values 
12 fulfilling the equation. Although, as shown by Gould , 
this procedure can lead to approximate solutions within 
a limited region in space, it is in general neither 
satisfactory nor mathematically correct. 
2) According to Landau's theory one only expects to see 
the exponentially Landau damped mode for times suffi-
ciently large so that the first right-hand side term 
in Eq. (1.19) dominates the integral term. Assuming 
the conversion from damping in time to spatial damping 
mentioned under 1) to be applicable, oni would only 
expect to see exponential Landau damping in space at 
distances from the exciter that are sufficiently large 
to enable the exponentially damped wave to dominate 
a term corresponding to the last term in Eq. (1.19). 
Most experiments have been performed within a few 
wavelengths from the exciter and no real attempt has 
been made to show that this last term is indeed small. 
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Therefore the results of these experiments cannot be 
conceived as convincing experimental proof of expo-
nential Landau damping. 
Interesting arguments in this respect were raised by 
13 Hirschfield and Jacob . They assumed that a wave was 
generated at some position in a plasma in which collec-
tive interaction was switched off, i.e. in a gas con-
sisting of freely streaming particles. Such a gas, of 
course, obeys Eq. (1.11) in a form where the right-hand 
side has been replaced by a zero. For this gas the 
transformed of the perturbed density n(k,u) is simply 
given by the nominator in Eq. (1.16). As the denominator, 
being equal to unity, has no zero we find no Landau 
damped modes. n(k,t) will be given solely by an integral 
of the same type as the last term in Eq. (1.19). Hirsch-
field and Jacob showed that their perturbed density 
propagates and decays in very much the same way as does 
an exponentially damped Landau mode in a normal plasma. 
From this they conclude that most experimental results 
could as well be explained by simple free-streaming ef-
fects. 
3) From Eq. (1.18) it is clear that u> , and thereby the 
damping of the Landau mode, depends strongly on f (v). 
In order to draw definite conclusions to the effect 
that exponential Landau damping has been demonstrated 
experimentally, the fQ(v) function must be known. In 
most experiments this function has not been measured. 
1) Also -tlia function g(v), which enters into both the 
right-hand side terms in Eq. (1.19), must be known in 
order to make definite conclusions. No attempt to 
measure this function has been reported in earlier 
works on ion acoustic waves. 
5) Most investigations have only been concerned with 
measurements of the perturbed density and have neg-
lected the perturbed vlocitv distribution function. 
DO 
Since n ( x , t ) = / f ( x , v , t ) dv, i t i s very l i k e l y that 
there are i n t e r e s t i n g features in the v-dependence of 
- 19 -
f(x,v,t) that cannot be recovered in measurements of 
n(x,t) because they disappear in the integration. 
Having realized that there was a gap between the work that 
was performed up to about 1969 and the work that was needed in 
order to understand the propagation properties of ion acoustic 
perturbations in collisionless plasmas in detail, the Q-machine 
group at Risø decided to undertake a study in this field. Our 
main purpose was to perform an experimental and theoretical 
study without the deficiencies mentioned above. This has been 
done partly by improving the experimental technique, and partly 
by solving the ion acoustic wave problem analytically for con-
ditions as found in our experimental device, a single-ended Q-
machine. To obtain the theoretical results we applied mathemati-
cal techniques that emphasize the accuracy of the part of the 
solution which is comparable with experiments, i.e. the solution 
relatively close to the exciter. Finally, based on the results 
of this study, we obtained some results concerning the general 
solution to the Vlasov equation. 
The work performed is presented in this treatise. A short 
description of the Risø Q-device is given in chapter 2. Chapter 
3 describes a part of the work that was devoted to measurements 
of the undisturbed ion velocity distribution function f (v) and 
o 
to the possibilities of obtaining various shapes of this func-
tion. In chapter 4 th^ Green's functions for Eqs. (1.11) and 
(1.12) with a given initial value are derived and tested expe-
rimentally. The Green's functions for a boundary value problem 
are derived in chapter 5 and used to calculate propagation prop-
erties of waves; the results are compared with experiments. The 
last reprint in chapter 6 describes a theoretical work on Green's 
functions for an unstable plasma. A few additional remarks on 
the four reprints are given in chapter 7. Before reading the re-
print chapters, the reader of this treatise is advised to con-
sult the list of notations, corrections and misprints given in 
7.1. Finally, a general discussion and conclusions are presented 
in chapter 8. 
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2. THE RISø Q-MACHINE 
The Q-machine at Risø was built in 1966-67 under the super-
vision of Dr. N. D'Angelo. During this period the author was on 
leave of absence from Risø and he was therefore not involved in 
the construction but only in various improvements introduced 
later. Since the Q-machine resembles many other similar devices, 
only the main features are described below. 
2.1. Description of Hardware 
A schematic of the machine is shown in Fig. 1. The device 
consists of a stainless steel tube connected at the one end to 
a vacuum pump. The tube is surrounded by a number of coils pro-
ducing an axial magnetic field. A circular tantalum plate, 3 cm 
in diameter, is placed on the axis of the system and normal to 
the laagnctic field lines at the one end of the tube. This plate 
can be heated by bombardment of electrons emitted from a fila-
ment and accelerated through an electric field. During operation 
the front side of the tantalum plate is irradiated by a beam of 
neutral cesium emitted from a Cs-oven. The plasma ions are formed 
by surface ionization of the neutrals in the beam on the hot Ta-
Moqnetic Coils 
Stainless Steel Tube 
Vacuum 
ftjmp 
Fig. 1. Schematic drawing of the Risø Q-machine. 
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plate; the plasma electrons are emitted from this plate through 
Richardson emission. The plasma particles flow freely in the 
axial direction while they are confined radially by the magnetic 
field and thus form a plasma column. Various ports placed around 
the tube give access to the plasma for diagnostics. Although plas-
mas of most of the alkali metals can be produced in Q-machines, 
all the work described in this paper was performed with Cs~plas-
mas. 
The main dimensions and parameters are as follows: 
Length of plasma column: 
Diameter of plasma column: 
Magnetic field on axis, B: 
Ripple on magnetic field on axis: 
Background pressure during operation: 
Temperature of Ta-plate, T, • 
Plasma densities obtainable* n_: 
Plasma temperature varies with 
operation conditions but is 
normally close to the temperature 
of the Ta-plate: 
up to 120 cm 
- 3 cm 
up to 1.0 T 
< 2% 
r5 
= 2500 K 
£ 10 " mm Hg 
8 12 10 -10 ions cm 
Z 2500 K 
(= 0.2 eV) 
-3 
2.2. Characteristic Plasma Parameters 
A number of basic parameters characterising a plasma are 
listed in this subsection. Numerical values of the parameters 
are calculated for a tandard Q-machine plasma where B = IT, 
n = 109 ions/cm3, T - T. = T s 0.2 eV and m. = 2.2»10"25 kg 
o . i e i 
(Cs-plasma). The list is meant to facilitate an assessment of 
the properties of a Q-machine plasma. At the end of the subsec-
tion we base a discussion of the importance of binary collisions 
on the values given in the list, and show that it is indeed jus--
tified to apply the collisionless Vlasov equation to calculations 
9 -3 
of Q-machine plasmas, at least at densities below 10 cm . 
Debye length 
XD = (eo "*/n0«2>* l.OS'lO"
1
* m (2.1) 
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Velocity of thermal Cs ion 
<v>i = dcT^/n^) i 3.81»102 BS"1 (2.2) 
Velocity of thermal electron 
<v> = (KT /m )* 
e e e 1.88'10
5
 ms"1 (2.3) 
Larmor radius of thermal ion 
p. = m.<v>./eB Ki i i S^'IO
-1
* m (2.4) 
Larmor radius of thermal electron 
p = m <v> /eB Ke e e 1.07-10"
6
 m (2.5) 
Ion Larmor freouencv 
w . = eB/m-
ci i 7.27*10
5
 rad s"1 (2.6) 
Electron Larmor frequency 
u> = eB/m. 
ce 
1.76-1011 rad s"1 (2.7) 
Ion plasma frequency 
wpi = '"o«2'"!6«,*1 3.63'10
6
 rad s"1 (2.8) 
Electron plasma frequency 
2 i 
pe o e o 
m 
Ion self-collision time 
1/2, - v3/2 
5 m. (KT.) 
1.78»109 rad s'1 
1.«'10"3 s 
(2.9) 
(2.10) 
Electron self-collision time 
tce = s.^.io5- eln A • 2.97«10"6 s (2.11) 
Mean free path between ion-ion collisions 
A.". » <v>.»t . s 0.56 m 
11 1 Cl 
(2.12) 
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Mean free path between electron-electron collisions 
A = X.. = <v> t - 0.56 m (2.13) 
ee il e ce 
To calculate numerical values for Eqs. (2.10) and (2.11) we 
14) have used In A = 10, a value taken from table 5.1 in 
9 -3 For densities below 10 cm we see from Eq. (2.12) that 
the mean free path for ion-ion collisions is larger than or com-
parable to the length of the plasma column. For these densities 
it is therefore safe to use a collisionless theory. 
In chapter 3 it is shown that the plasma ions drift along 
the plasma column with a relatively high drift velocity. As ex-
plained below, it is even safer to use a collisionless theory 
for calculations of a drifting plasma than of a stationary one. 
The mean free path given in Eq. (2.12) is measured in a frame of 
reference in which the bulk of the plasma is at rest, and it cor-
responds roughly to a 90 degree deflection. One of the results 
of the work described in chapter 3 is that the plasma drifts 
through the Q-device with a drift velocity, v. , that is charac-
teristically three times the ion thermal velocity <v>. as de-
fined in Eq. (2.2). Because of the high drift velocity the mean 
free path as measured in the laboratory system will be about 
three times that given by Eq. (2.12). Furthermore, a 90 degree 
deflection in the frame of reference moving with velocity v. 
corresponds to much weaker deflections in the laboratory frame. 
On the basis of the findings in chapter 3 we can therefore con-
clude that Eq. (2.12) constitutes a pessimistic estimate of the 
mean free path between ion-ion collisions for a plasma in a 
single-ended Q-machine. 
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3. Determination and Shaping of the Ion-Velocity Distribution 
Function in a Single-Ended Q Machine 
S. A. ANCBBSEN, V. O. JENSEN, P. MKMEUBII, turn P. NIELSEN* 
Daniik Atonic Energy Commune*, Rtm&rek EetaMthmenl Ritt, RatkHie, Denmark 
(Received 13 March 1970; final manuscript received 2 July 1870) 
An electrostatic energy analyter with a resolution better than 0.03 eV was constructed. This 
analyier was used to determine the ion-velocity distribution function at different densities and plate 
temperatures in a single-ended Q machine. In aD regions good agreement with theoretical predictions 
based on simple, physical pictures is obtained. It is shown that within certain limits the Telocity 
distribution function can be shaped; double-humped distribution functions hare been obtained. The 
technique used here is suggested as an accurate method for determination of plasma densitMS within 
10% in single-ended Q machines. 
i nmoDucnoN 
In recent years many experiments have been 
performed in order to study the propagation prop-
erties of density perturbations in single-ended Q 
machines. The phase velocity and damping charac-
teristics of grid-excited, ion-acoustic waves have 
been examined by Doucet and Gresillon* and by 
Sato et al.1 Reports of work on ion-wave echoes in 
single-ended Q machines have been published by 
Ikezi et al.3 and by Baker et al.4 Finally, the propa-
gation of short density pulses has been studied by 
Andersen et al.*'* All the experiments mentioned 
above were performed in order to test theoretical 
predictions based on the linearized, ccllisionless 
Boltzmonn equation. The density perturbations 
studied in these experiments were generated by a 
grid placed in the plasma column. In order to make 
quantitative comparisons between the experimental 
results and the theoretical predictions it is essential 
to know the undisturbed ion-velocity distribution 
function, j(v), and the initial velocity distribution 
of the ions in the perturbation. The latter point has 
been stressed very clearly by Hirechfield and Jacob,7 
and experiments performed in order to determine 
the velocity distribution function in the perturba-
tion have been reported by Andersen et al.,* and 
more recently by Ikezi and Taylor.* A few measure-
ments of the undisturbed distribution function in 
plasmas in single-ended Q machines have also been 
reported.'"' 
In this paper we describe a rather accurate meas-
urement of /(f) as a function of plasma density, 
temperature of the hot Ta plate, and distance from 
the Ta plate. The method used to determine /(f) 
further allows us to measure the plasma potential 
as a function of the parameters mentioned above. 
In this paper we also demonstrate that we can 
shape /(f) within certain limit«; e.g., we can con-
struct a double-humped distribution function which 
appears to be interesting for the study of Landau 
growth. As a by-product of our work we obtainwi a 
fairly accurate method of determination of the 
plasma density. 
TL BXPBRIMKirTAL SEI-UP 
A schematic drawing of the single-ended Q device 
used in this experiment is shown in Fig. 1. The 
plasma is produced by surface ionisation of a beam 
of cesium atoms from oven A on the hot tantalum 
plate (~ 2500°K) and is confined radially by a 
uniform, axial magnetic field of intensity up to 
10 000 G. The plasma column is 3 cm ii. diameter 
and up to 1.2 m long; in the experiments to be 
described in this paper it ends at an ion-energy 
analyzer movable along the axis. A coppjr tube 5 cm 
in diameter and 15 cm long is placed round the 
plasma near the hot tantalum plate. This tube is 
connected with Cs oven B and indxectly heated 
from the hot plate and provides a spatially limited 
region with high neutral Cs pressure in the plasma 
column. In the work of Andersen* this tube was 
used for differential cooling of the plasma ions. A 
third Cs oven, C, is placed at the far end of the 
column. By means of this oven we can obtain a' 
cloud of neutral Cs far away frjm the hot plate. 
The vacuum system, consisting of a stainless-steel 
tube (not shown in Fig. 1), is tooled to —20°C in 
order to reduce the Cs background pressure. In 
operation the vacuum system is pumped down to 
below 10"' Torr. 
A detailed drawing of the analyzer is shown in 
Fig. 2. This analyzer close ly resembles the one 
described by Buzzi et al" It consists of a brass 
housing 38 mm long and 22 mm in diameter. A 
hole 8 mm in diameter in one end of the housing is 
covered by a copper mes'i, 35 pm thick and with 
728 
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• » nm*« 
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Fio. 1. Schematics of the experimental set-up. 
40 000 25 Mm X 25 Mm holes per cm*. A collector 
electrode is placed at a variable distance d (up to 
1.2 mm) behind the mesh. In order to avoid cesium 
condensation on the mesh-collector system the 
analyser can be heated electrically to about 500°C 
by a heating spiral. 
In operation the analyser is placed in the plasma 
as indicated in Fig. 1. The mesh and the whole 
housing is biased negatively (—6 to —10 V) with 
respect to the earth in order to reflect the electrons. 
The distribution of ioi> energies parallel to the mag-
netic field lines is determined by measurement of 
the current-voltage characteristic of the collector 
plate. If we assume that the analyzer resolution 
function is very narrow, then the ion current to the 
collector plate as a function of collector voltage, 
v., is given by 
/(?.) = e*A 
» • • i « 
(I) 
where A is the effective mesh area, n is the ion 
density, and f(v) is the ion-velocity distribution 
function. The minimum velocity, vmlm, accepted 
by the collector is given by 4møi,.-*(?.-?,i), *>,< 
being the plasma potential and m the ion mass. By 
differentiation of (1) with respect to <p, we get 
I'M 1 [• - (a^H for*'. > r,t (2) 
for**. < <fi,i. 
Thus, we get {• - e ^ n 
directly by differentiation of the collector current-
voltage characteristic with respect to ?.. 
The electrical circuit shown schematically in 
Fig. 1 is arranged to show this differentiated charac-
• ra t i ktwtina, 
ffMtiftf Spiral, 
\ 
FIG. 2. Detailed drawing of the electrostatic analyser. 
teristic on a scope. Through the transformer a 
3 kc/sec 0.03 V peak-to-peak voltage from the 
generator in the Princeton Applied Research lock-in 
amplifier is added to the collector dc voltage, «v 
The ac current to the collector is measured by its 
corresponding voltage drop across the 1 kil resistor. 
The part of this voltage which is in-phase with the 
transformer voltage is proportional to dl(if.)/dip.. 
(The out-of-phase part is determined by the capacity 
and self-induction in the circuit.) The lock-in ampli-
fier is adjusted to measure the in-phase part, which 
is displayed on the scope as a function of if.. Thus, 
the scope simply displays dl(<p.)/dip. as a function 
Of if.. 
A calculation of the width of the analyzer reso-
lution function is very complicated. Longitudinal 
energy loss or gain by deflection of the ion orbits 
in the holes in the mesh will widen the resolution 
function, so will changes in the collector work func-
tion over the surface. Such changes might be caused 
by inhomogeneities in the collector material or by 
variation in the thickness of the Cs layer covering 
the collector. Also instabilities in the space charge 
layer round tne mesh might broaden the resolution 
function. We obtained an upper limit for the width 
of the resolution function experimentally. Figure 3 
shows an example of a differentiated characteristic 
obtained by means of the technique described above 
at a rather low density (n æ 10* cm"') and with 
Cs oven B heated. As will be discussed below, the 
distribution function of the plasma generated on the 
Ta plate at this low density is close to a truncated 
Maxwellian with a minimum velocity given by 
\m»Jim " «(?»» ~ *,i) m '*«• This truncated Max-
wellian corresponds to the wide right-hand peak in 
Fig. .'(! When the ions pass the neutral Cs cloud in 
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FIG. 3. Typical example of differentiated analyzer charac-
teristic 
j - f2<(». - too]"n 
4 . ' - I — ^ r — j J-Sweep 0.5 V /large div. Analyzer positioned at x = 26 cm, 
T» plate at z = 0. « •* 10« cm"*. 
the copper tube, some of them will undergo charge 
exchange and leave cold (tube temperature ~500°K) 
ions behind. These ions are formed in a region with 
plasma potential and are therefore accepted by the 
analyzer when ip, is close to and a little above if,,. 
The narrow left-hand peak in Fig. 3 corresponds to 
the contribution from these cold ions. From the 
positive slope of this peak, which theoretically 
should be vertical, we can get an upper limit for the 
width of the analyzer resolution function. The width 
has been measured at different densities and tem-
peratures and always found to be less than 0.03 eV. 
The width of the curves of the form (2) measured 
in this experiment is typically around 2-3 V; there-
fore, it is justifiable to neglect the influence of a 
finite width of the resolution function in writing (1). 
To find f(v) from (2) and curves like the one 
shown in Fig. 3, one has to know $,,. As already 
mentioned, the cold charge exchange ions are formed 
in a region with plasma potential. Therefore, the 
position of the left-hand side of the narrow peak 
on curves like the one in Fig. 3 determines <t,,. 
At high densities the width of the resolution func-
tion will increase owing to space-charge-limited cur-
rent. An upper pessimistic limit for the allowed 
collector current density is given by Child's law 
2 (2e\,/3 
"9 < 0 W d"(<P. (3) 
around 0.1 mm; so the maximum allowed current 
density is calculated to be / „ , æ 0.1 mA/cm1. In 
all our experiments the collector current density 
was kept below this value, and no sign of space 
charge limitation was seen. 
In all exreriments the plasma column ended at 
the analyse, housing, which was kept on a negative 
voltage in order to reflect all electrons. Thus, the 
electron cloud in thermal contact only with the hot 
tantalum plate will take on a temperature, T„ 
equal to the temperature, Tkr, of the hot plate. 
All the mi asurements to be reported in this paper 
were performed with B fields around 8000 G. Varia-
tion of the magnetic field had little influence on 
the results. 
m. RESULTS OF MEASUREMENTS 
By means of the technique just described the ion-
velocity distribution function was measured at 
various plate temperatures and ion densities. The 
presentation of the results is divided into three parts: 
low-density region, medium-density region, and 
high-density region. 
A. Low-Density Region (n < 10* cm-') 
This region is characterized by ion-ion mean free 
paths long compared with the length of the ma-
chine. The distribution function, therefore, does not 
change appreciably along the plasma column. As 
already pointed out10'11 in this case one would ex-
pect the ion distribution function to be a truncated 
Maxwellian with a minimum velocity corresponding 
to the potential drop, ^>(»p», — ?,,), at the tanta-
lum plate. 
In normalized form a truncated Maxwellian is 
written 
(1 
/ W -
2m\ul 
*T.) 1 -
1 / mS\ 
erfWr.)1" exp VWJ 
fo->(^f , (4)-
•<frr-for 
In the experiments, v. — <?*.**> was around 5 V, and 
the distance d between mesh and collector was 
Throughout this paper temperatures are measured 
in energy units. 
In Fig. 3 a typical picture of the differentiated 
analyzer characteristic (2) is shown. As already 
mentioned, the main peak corresponds to the con-
tribution of the main plasma, while the small left-
hand peak is made up of ions formed by charge 
exchange in the neutral Cs cloud in the copper tube. 
In this series of experiment« the Cs oven B was 
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only slightly heated so that only a few charge ex-
change ions were formed. The contribution from 
these ions was only used to determine the plasma 
potential. As is clearly seen from the picture, and 
as was also noticed by Buiri et td.,1* the left-hand 
wing of the main peak is not upright as would be 
expected if the distribution function were a truncated 
Maxwellian. Buui tt al.'* explain this smoothing 
out as being caused by sero relative velocity Cou-
lomb collisions. Experimentally, we have found that 
the shape oi the left wing in this low-density region 
is nearly independent of distance between the Ta 
plate and the analyser and of the density. We would 
therefore suggest that the smooth shape is at least 
in part caused by variation, either in the Ta plate 
work function or in temperature over the surface. 
Variation in the work function is to be expected 
because the Ta plate does not form a single crystal, 
and it is known that the work function depends on 
the orientation of the surface with respect to the 
crystal axis. The variation in plate temperature has 
been measured by means of a pyrometer to be 
about 100°C. 
We define the effective ion temperature by 
r - m /"_ (v - »„)*/(») dv, (5) 
where the drift velocity 
> T,(«V) 
t>4 J\f(p)dv. 
Because of i'ue smooth shape of the experimental 
curves the effective temperature calculated from 
these curves will be higher than that calculated 
from (4). 
Photographs like the one shown in Fig. 3 were 
taken with the analyzer placed at different dis-
tances from the hot plate. Inspection of these photo-
graphs show that the distribution function becomes 
slightly wider at long distances, and the noise level 
increases. The broadening of the distribution func-
tion is probably caused by the noise. 
With the analyzer 5 cm from the end of the 
copper tube traces like the one shown in Fig. 3 
have been taken. From these we checked the follow-
ing two expected plasma features. 
Although the effective parallel ion temperature 
decreases as the ion flow is accelerated through the 
potential drop, *>, the plate temperature can be 
deduced from the negative slope of the main peak 
on the differentiated characteristics.1* In semi-
logarithmic plots the right-hand wings of the curves 
are linear over one decade. From the slope of these 
(•V) 
Fio. 4. Plate temperature T. deduced from the elope of the 
differentiated characteriati« m a function of the plate 
temperature, 7V 
plots the temperature T. was deduced. The crosses 
in Fig. 4 show th<» results of such measurements as a 
function of the plate temperature 7V The straight 
line shows the expected dependence (slope 45°). 
The plate temperature was measured by means of a 
pyrometer. The good agreement in Fig. 4 allows us 
to conclude that the ions are formed with a parallel 
temperature equal to that of the hot plate. 
From a simple physical picture the variation of *>o 
with plate temperature can be calculated. The 
Richardson electron emission current density from 
the hot plate is given by 
'--frM-r). (6) 
where « is the Boltzmann constant, A ~> 120A/ 
cm* °K>, and w is the plate work function (-4.1 V). 
If we assume the electron distribution function to 
be a Maxwellian, we have the balance equation 
7, exp (-£) ^enfo) m\£id • (7) 
where m, is • ? electron mass. 
From (6) and (7) and by using Tw - T, we get 
<pt _ i 
en* 
ATI? ) - . . (8) 
In the experiment the argument of the logarithm is 
around 10" and only varies by a factor of lew than 
10. Therefore, the logarithm itself is around 28 
and can be considered constant. In Fig. 5, (8)fhas 
been verified. The crosses are experimental pointe 
obtained by measuring •* on traces like the lone 
in Fig. 3. The straight line has been drawn through 
(0, - w ) and the majority of-the experimental points. 
The slope of the straight line differs from that pre-
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V v l 
Fio. 5. Potential drop *• at the hot'plate as a function of 
plate temperature. The crosses are the experimental points 
deduced from traces l'ki> the one shown in Fig. 3. The full line 
shows the expected slope given by formula (8). n •* 10* cm"'. 
dieted by (8) by less than 5%. Similar results were 
obtained by Buzzi el at.™ 
B. Medium-Density Region (IP cm-' < n < 5 x 10» 
cm-») 
This region is characterized by ion-ion mean free 
paths comparable to the length of the plasma 
column. The distribution function is close to a 
truncated Maxwellian at the hot plate and changes 
to approach a drifting Maxwellian along the column. 
This change was studied experimentally by means 
of the energy analyzer. 
The plasma flow is governed by the following 
three conservation laws: 
Mass flow 
n(x)vt(x) - c,; (9) 
Momentum flow 
nm f v'f(v) dv + nT.- c ; (10) 
Energy flow 
1 
-nm 
j »*/(») dv + raiJx + nv4T. = c,. (11) 
x is the coordinate along the flow and x - 0 at 
the hot plate, /(f) is the normalized velocity distri-
bution function, which is a function of x. TL(x) is 
the perpendicular ion temperature, which equals 
T», at x =• 0. c,, c„ and c2 are constants along the 
flow and can be calculated from the conditions 
near x •» 0. 
In deriving the conservation equations, inter-
actions between electrons and ions caused by Cou-
lomb collisions were neglected, while allowance was 
made for ion- ion collisions. Also interaction between 
ions and electrons as a result of all kinds of insta-
bilities was neglected. The electrons are assumed to 
act on the ion flow only through f» static electric 
field, which, because of quasineutraiity, is given by 
e n ax 
(12) 
Upon introduction of the effective temperature T' 
given by (5), (9) and (10) combine to give 
T./mt c, T. + 1 + ^ = 0. (13) 
In a T'-vd diagram (13) corresponds to a family 
of parabolas, one for each value of Ct/c^ c, and c, 
were calculated from (9) and (10) on the assumption 
that /(») for x = 0 is a truncated Maxwellian of the 
form (4). It U found that c,/e, is only a function of 
(e<p0/T,)ut. In Fig. 6 experimentally interesting 
parts of the parabolas of the form (13) are drawn 
for five values of (en/T.)"*. 
The curve tm is drawn through points in the 
diagram calculated from (5) for j(v) as truncated 
Maxwellians of the form (4). As the plasma flows 
away from the hot plate, the distribution function 
approaches a drifting Maxwellian of the form 
By insertion of (14) into (5) and (11) and by the 
use of (13), points in the diagram have been calcu-
lated. The curve dm is drawn through these points. 
It is interesting to note that in the limit of large 
vt(T,/m)~U3 this curve approaches T'/T. = } 
asymptotically. The physical explanation of this 
is as follows: Owing to the large expansion in the 
sheath at the hot plate the longitudinal temperature 
drops almost to zero. As the thermal energy in the 
Fio. 6. Diagram showing the evolution along the column of 
the ion-flow parameters T and v+ Full curve* (parabolas) 
show solutions to (13) for different values of {ett/T.Y1*. 
Curves tm and dm represent \T'/T* té(T./m)-,n] values for 
truncated Max*ellians and drifting MaxwrUians, respec-
tively. Points with the same signature are obtained by moving 
the analyzer along the column. 
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two perpendicular degrees of freedom is shared be-
tween all three degrees of freedom, the resulting 
temperature will be | of the original perpendicular 
temperature. 
In an experiment where density and plate tem-
perature are kept constant, i.e., tipn/T, is constant, 
we would expect to find values of [T'/T„ 
vé(JJmY,r*] near the line tm in Fig. 6 when the 
analyser is close to the hot plate where the distri-
bution function is close to a truncated Maxwellian. 
As the analyser is moved along the column, the 
distribution function will eventually change into a 
drifting Maxwellian. In the diagram we therefore 
expect to follow a parabola and, when full Max-
wellisation is obtained, to find points at the line dm. 
Experiments were performed for three values of 
e^o/T.. From characteristics like the one shown in 
Fig. 3, T/T. and v<(T./m)~%/* were calculated on 
a digital computer. The value of ft is determined 
from the characteristics taken nearest to the hot 
plate in the same way as indicated in Fig. 3. The 
experimentally obtained values are shown as points 
in Fig. 6. For each value of e<po/T, it is found that 
the points move in the direction of larger T'/T. 
when the analyzer moves away from the hot plate. 
In the figure we notice that no points are found on 
the curve tm. This can be explained by the fact 
that the distribution functions near the hot plate 
are not truncated Maxwellians, but smooth func-
tions as already discussed in Sec. III A. In the same 
way we can understand that points are found on 
the right-hand side of line dm. When we start with 
an effective temperature higher than that of a 
truncated Maxwellian near the hot plate, there is an 
excess of thermal energy present in the flow. This 
will give rise to increased temperature at the point 
where complete Maxwellization is reached. 
We find agreement between theory and experi-
ments in this medium-density region satisfactory. 
However, it should be pointed out that our meas-
urements do not follow the theoretical calculations 
so closely as to permit us to exclude that part of 
the change in the distribution function is caused by 
instabilities. 
C. High-Density Region (n > S x 10* car«) 
This region is characterised Ly ion-ion mean free 
paths short compared with the length of the plasma 
column. The distribution function is, therefore, 
always very close to a Maxwellian. 
In the low- and medium-density regions the 
plasma potential was determined by means of a 
few ions formed by charge exchange in the neutral 
BUTION IN Q MACHINE 7 ^ 
Cs cloud in the copper tube. Such charge-excit&.tfr: 
processes are also expected to take place in the 
neutral Cs cloud formed by oven A in front of the 
hot plate even when the copper tube and oven B 
are kept cold or removed. The approximate number 
of charge-exchange processes occurring in this cloud 
can be estimated es follows: The flux of neutrals 
from oven A is given approximately by 
F . « n . ( ^ ) , , , 1 (15) 
where n. is the neutral density. Similarly, the plasma 
flux is given by 
F„«»få*r. (i6) 
The neutrals from the oven hit the hot plate at an 
angle of about 45°, and it is known that only about 
half the neutrals become ionised on the hot plate; 
therefore, F. fa 3F„. By combining (15) and (16) 
and using T.„. æ 0.05 eV and ^ » U Y (see 
Fig. 5) we get n. as 15n. The charge-exchange cross 
sections, <r,„ at low energies have been measured 
by Dreicer a al.a to be ~ 3 X 10"" cm*. The 
length L of the neutral cloud is about 10 cm. T»e 
probability for an ion to pass through the neutral 
cloud without undergoing charge exchange is 
P(n) - exp {-nji.Jj) 
æ exp ( -n /2 X lO'"). (17) 
It is seen that for plasma densities lower than 
about 10" err "3 very few ions will undergo charge 
exchange in the neutral cloud at the hot plate. In 
the experiments with low and medium densities de-
scribed in Sees. I HA and B no sign of such charge 
exchange was seen. For densities n £ 1C1* cm"', 
where according to (17) charge-exchange processes 
are of importance, the mean free path for 90° de-
flection as a result of Coulomb collisions is short 
compared with the length of the plasma column 
(L_, « 10 cm at n - 10" cm'1). The distribution 
function for n > 10'* cm"' is, therefore, always ex-
pected to be a Maxwellian. 
The temperature and drift velocity of this result-
ing distribution function are determined by the 
following three processes: (a) production and ac-
celeration of primary ions at the surface of the hot 
Ta plate; (b) production of slow charge exchange 
ions in the neutral Cs cloud in the vicinity of the 
Ta plate; and finally (c) Maxwellisation through 
ion-ion collisions within a distance of a few ion-ion 
mfp from the Ta plate. If only processes (a) and (b) 
took place, we would expect a double-humped dis-
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(») 
(b) 
• Mc*') 
FIM. 7. (u) Kxamples of distribution functions measured 
at different densities, a, n = 3 X 10* cm'] b, n « 8 X 10' 
cm-*; c, n « 3 X lO'0 cm*. Tkp « 2400°K. Analyzer posi-
tioned at x «= 62 cm. -Sweep 0.5 V large div (amplitude 
gain varied from curve to curve), (b) Experimental values of 
drift velocity and ion temperature as functions of density. 
tributiun function similar to that shown in Jig. 3, 
where charge-exchange ions were produced arti-
ficially in the Cs cloud confined in the copper tube. 
In process (a) the acceleration of the primary ions 
is determined by the plate temperature and the 
flux of neutral Cs from oven A. In procpss (b) the 
production of slow charge-exchange ioas is deter-
mined mainly by the Cs flux. We therefore expect 
the resulting distribution tunction to depend on the 
Ta plate temperature and especially on the density. 
For densities at which the production of charge ex-
change ions begins to be comparable to the pro-
duction of primary ions one would expect the drift 
velocity to decrease; similarly, Maxwellization of 
the double-humped distribution function will lead to 
an increase in temperature. At very high densities, 
at which all ions undergo charge exchange, the dis-
tribution function is very narrow, and an ion tem-
perature close to that of the neutral cloud is to be 
expected. 
Experimentally, we have measured the velocity 
distribution function at different densities and con-
stant plate temperature (T», æ 0.21 eV). As we 
expected, no variation in the distribution function is 
found when the energy analyser is moved along the 
the column. Figure 7(a) shows a few examples of 
the distribution function (2) taken for different n 
values. From curves like the ones in Fig. 7(a), the 
drift velocity vt and the temperature T, have been 
deduced, and the result is shown in Fig. 7(b) as a 
function of n. We see that the drift velocity de-
creases with density, and that the temperature 
reaches a maximum around n æ 10" em"*. This 
is in agreement with the qualitative discussion just 
given. 
IV. SHAPING OF THE DISTRIBUTION FUNCTION 
A few attempts to shape the ion velocity distri-
bution function in Q machines have been reported hi 
the literature. Andersen" introduced the copper 
tube shown in Fig. 1 in order to perform differential 
cooling of the plasma ions by collisions with the 
neutrals in the Cs cloud. He measured the propa-
gation properties of an ion-acoustic wave launched 
in the downstream direction and found that the 
phase velocity and the damping of such a wave 
decreased with increasing density in the neutral 
cloud. This was indirect proof of the cooling since 
Landau's theory predicts that the phase velocity 
and the 'lamping will decrease with decreasing ion 
temperature. For a plasma density (n — 1.5 X 10* 
cm"5) we have measured the ion velocity distribution 
on the downstream side of the tube at different 
neutral densities. The neutral density was varied by 
simply varying the temperature of Cs oven B. 
Figure 8 shows three examples; (a) is obtained at a 
rather low neutral density at which only a small 
part of the ions formed at the hot plate undergoes 
charge exchange in the tube. As the neutral density 
is increased, more charge-exchange processes take 
place, and distribution functions like the one in (b) 
are obtained. For very high neutral densities all 
ions undergo charge exchange, and we are left with 
a cold plasma with small drift velocities as shown 
in (c). Note that we are able to produce "double-
humped" distribution functions as in (a) and (b). 
This kind of distribution function appears to be 
interesting because it should be suitable for the 
study of Lanaau growth. 
In a few experiments attempts were mach to 
cool the ions in a Q machine simply by introduc-
- ?••> _ 
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Fio. S. Examples of distribution functions obtained at 
different neutral Cs pressures in the copper tube, a, Kather 
low Cs pressure; b, medium C.« pressure; c, high Cs pressure. 
n a 1.5 X 10* c m ' . Analyzer positioned at z = 26 cm. 
Sweep 0.5 V,'large div. 
ing a rather high pressure of an inert gas into the 
plasma.1 M ' s We havt> examined this method of 
cooling with the analyzer. Figure 9 shows how the 
distribution function changes with distance in the 
case where n æ 10° cm"3, and />„„„,.i = 2 X 10 
Torr of argon. In a similar way Fig. 10 shows the 
distribution functions obtained at a fixed position at 
three different argon pressures. We note that this 
method of cooling given a distribution function 
which depends very much on distance from the hot 
plate and on argon pressure, and which is generally 
nol a Maxwellian. 
Finally, it should he mentioned that we have used 
the energy analyzer to check some earlier results 
obtained with a supersonic plasma wind tunnel.' 
This device is essentially a single-ended Q machine, 
where the nvirnietic field is reshaped to form a mag-
netic Laval nozzle 
FIG. 9. Distribution functions at three positions along the 
column in partly ionized plasma, a, x = 26 cm; b, r = .56 cm; 
c, x » 106 cm. Argon background pressure 2 X 10~4 Torr. 
Plat« temperature 2400°K. Sweep 0.5 V, large div. n <• 
10« c m ' . 
The measurements were performed in a plasma 
that was cooled by charge exchange in the neutral 
cloud in the copper tube. The , ; throat" of the nozzle 
was about 5 cm from the downstream end of the 
tube shown in Fig. 1. The distribution function was 
measured with the analyzer placed >>0 cm from the 
nozzle. The plasma potential at this position was 
determined by means of ions formed by charge ex-
change in a neutral Cs cloud from oven C (see 
Fig. 1). The measurements show that Mach num-
bers [.V = rJT. »»)"''*] up to 3 and electron-ion 
temperature ratios, T./T,, up to 4 are easily ob-
tained. These measurements agree with our earlier 
results. 
I t should be noted that high Mach numbers 
(.V ~ 4) and high temperature ratios (T./T, ~ 6) 
are already present in the single-ended Q machine 
with a straight magnetic field at low and medium 
densities. These number; can be deduced from 
Fig. G. In this case the high Mach numbers are 
Fio. 10. Distribution functions for three arv>n background 
pressures, a, PA ^ 5 X I0~« Torr; b, PA - 10"« Torr; c, 
PA - 5 X 1<>~* Torr. Analyzer positioned at x = 76 cm. 
n «• 10« c m ' . Plate temperature 2400"K. Sweep 0.5 V/ 
large div. 
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caused by acceleration through the potential drop, 
«*, at the hot plate. 
V. CONCLUSION 
In this paper we have described a low-energy 
electrostatic analyzer suitable for determination of 
ion velocity distribution functions in single-ended 
Q machines. The analyser was used to measure the 
distribution function at different plate temperatures 
and densities. The measured functions agree reason-
ably well with predictions based on simple theo-
retical pictures. 
From a theoretical point of view, knowledge of the 
distribution function is very important. Especially, 
all calculations based on the Vlasov equation re-
quire accurate knowledge of this function. For in-
stance it is well known that the damping (Landau 
damping) of longitudinal waves is proportional to 
d](v)/dv at v «= the phase velocity of the wave. 
A weak point in many wave experiments reported in 
the literature has been lack of knowledge of the 
exact shape of the velocity distribution function. 
As seen from this paper, the distribution function 
varies greatly with density, plate temperature, and 
neutral pressure. In order that accurate knowledge 
of this function may be obtained in future experi-
ments, we therefore suggest that the function be 
measured directly, for instance by means of a tech-
nique like the one described here, rather than de-
duced from our results. 
Accurate measurements of the velocity distribu-
tion function as described here also raised the possi-
bility of accurate density measurements. By combi-
nation of the velocity distribution function with 
the total ion flux, which can be determined by 
measuring the ion current to a negatively biased 
plate in the column, the density can be deduced. 
We believe that density measurements correct to 
within less than 10% can be obtained. Such meas-
urements would seem to be very interesting for the 
calibration of other methods. 
The analyzer described here can also be used for 
ac measurements, i.e., it also allows us to determine 
the ion velocity distribution as a function of time 
in different kinds of wave measurements. This opens 
the possibility of studying the very interesting con-
cept of wave-partide interaction directly. Some 
preliminary work of this kind has already been per-
formed.' 
The "double-humped" distribution function ob-
tained by means of the neutral cloud in the copper 
tube may make it possible to study Landau growth. 
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4. Measurements of Wave-Particle Interaction in a Single-Ended Q Machine 
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A Green-function technique is used to solve the linearized Vlasov equation for the perturbed ion velocity 
distribution function, /(>,», 0 , in a case where a short density pulse is released into a plasma. Some char-
acteristic features in the calculated curves are caused by wave-particle interaction. Experimentally, short 
density pulses are generated in the plasma in a single-ended t» machine by application of electrical square 
pulses to a irrW ir-—-'LCJ. in the plasm« column. The perturbed ion velocity distribution function in the 
density pulse is measured by means of an electrostatic energy analyzer. The features showing the wave-
particle interaction appear in the experimental results. 
I. lHTRODTJCTlOl? 
The Vlasov equation is the basic tool used in dealing 
with theoretical problems in collisionless plasmas. 
For longitudinal disturbances propagating along the 
magnetic lines of force the equation is 
3/.,.(*, v, t) dfi,.(x, f, 0 
+v 
dt 
dx 
«i.« d<fi(*,t) df,,.(x,V,t) 
f^i.å dx cH 
=0. (1) 
All symbols have their normal meaning, and the po 
tential <p is given b. Poisson's equation 
dhp dv. (2) 
The first two terms in (1) describe free streaming of 
noninteracting particles. The last term is the most 
interesting one as it takes into account the collective 
interaction between charged particles. 
In recent years many experiments have been per-
formed in Q machines in order to test the validity of 
the Vlasov equation, especially the significance of the 
last term. From the equation many interesting plasma 
phenomena can be deduced. Landau' damping of longi-
tudinal waves and plasma wave echoes are famous 
examples of such phenomena which have been studied 
experimentally. Wong et ol.*-* were the first to measure 
phase velocity and damping of ion acoustic waves in 
(^ -machine plasmas. The results of their work were 
consistent with theoretical predictions based on the 
Vlasov equation; especially, their measurements seemed 
to confirm the existence of Landau damping. During 
the last few years many other experiments on phase 
velocity and damping characteristics of ion-acoustic 
waves in different (^ -machine plasmas have been re-
ported.4-* 
Another interesting set of experiments performed in 
order to test the Vlasov equation are these on ion wave 
echoes. The echo phenomenon was first treated theo 
retically on the basis of the Viasov equation by Gould 
el al.' and it has been investigated experimentally in 
^-machine plasmas by many authors.""" 
When the results of the experiments mentioned above 
were compared with theoretical calculations based on 
the Vlasov equation, some difficulties arose: 
(1) The shape of the undisturbed ion velocity dis-
tribution function which makes up part of the Vlasov 
equation, was not known. In most experiments this 
function was assumed to be a drifting Maxwellian with 
a temperature equal to that of the hot plate. In a recent 
work" we showed that this is generally not correct. 
(2) In the above-mentioned experiments, the waves 
were generated by superimposing a small oscillating 
voltage on a negatively biased grid in the plasma. The 
detailed mechanism by which the grid perturbs the 
plasma and generates the wave has not been studied. 
It is very important to know the velocity distribution 
function of the perturbation at the grid because this 
function is also part of the solution to the Vlasov equa-
tion.14 
(3) The density amplitudes of the waves in the ex-
periments mentioned above were measured by means 
of the ion saturation current to Langmuir probes. The 
current to such probes is only a good measure for the 
density if the velocity distribution function is known. 
Furthermore, some investigators have recently ex-
pressed doubt that the mentioned wave experiments 
do show collective interaction. Hirschfield and Jacob" 
showed that if the collective interaction contained in 
the Vlasov equation is neglected, then the phase mixing 
of the freely streaming ions in the density perturbation 
induced by the grid may result in a wave damping very-
similar to Landau damping. Similarly, the occurrence 
of ion wave echoes may also be explained physically by-
means of freely streaming particles only."" 
It is, therefore, still of interest to perform detailed 
experiments whose results unambiguously show the 
effect of the last term in the Vlasov equation. In this 
paper we describe an experiment that clearly demon-
strates the collective interaction predicted by the 
Vlasov equation. The Riso Q machine was operated 
single-ended with a grid at the floating potential im-
mersed in the plasma column. Short, negatively going 
electrical pulses were applied to the grid, which thereby 
induces small density perturbations that propagate 
into the downstream plasma. The interaction between 
990 
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these density pulses and ions with different velocities 
was measured by means of an electrostatic analyzer." 
The problem is treated theoretically on the b_;:s of 
the linearized Vlasov equation. Good agreement be-
tween the calculations and the experimental results is 
obtained. A characteristic feature seen in the experi-
mental results as well as in the calculations clearly 
demonstrates the collective interaction. Preliminary 
results of this kind of measurement have been reported 
elsewhere.17 In Ref. 17 a simplified physical picture of 
the interaction expected to take place is also given. 
The above-mentioned difficulties encountered in wave 
and echo measurements were avoided in these experi-
ments. The velocity distribution function of the un-
disturbed plasma and that of the density perturbations 
were measured with the electrostatic energy analyzer.11 
The analyzer was also used to measure accurately the 
density in the perturbations as a function of time and 
distance from the grid. Measurements were made at 
different velocity distribution functions of the main 
plasma obtainable in Q machines." 
In Sec. II of this paper we give the theoretical cal-
culations. The experimental set-up is described in 
Sec. Ill and the results of the measurements are given 
in Sec. IV. The conclusions and discussion are found 
in Sec. V. 
n. THEORY 
In this section we present a calculation of the propa-
gation properties of a short density pulse through a 
plasma with known ion velocity distribution function. 
Most of the work described in this section has been re-
ported in more detail elsewhere."1* 
The experimental situation is as follows: The plasma 
is generated at the hot plate of a single-ended Q ma-
chine. It flows from the hot plate along a constant mag-
netic field through a biased grid at x=0. At grid po-
tential <p» the one-dimensional ion velocity distribution 
function for the downstream plasma is /o(»), and at 
grid potential <pt+&v the velocity distribution function 
>s /o(t) + j(») • The flux of ions with velocity r passing 
the grid when it is biased to «* is, therefore, r/,(r), 
and when the grid is biased to vt+Aip the flux is 
«£/•(»)+$(»)]- I" *"»' experiment the grid is kept at 
«*, but during short pulse, At, changed to *vfA*>. 
During these pulses the flux of ions with velocity r pass-
ing the grid is therefore changed by tg(v). In the ex-
periments to be reported here g(t) is small compared 
with /o(»)- Therefore, we can solve the problem by 
using the linearized Vlasov equation. In the calcula-
tion we assume the electrons to behave as an isothermal 
fluid. Further, we shall assume that quasineutrality 
prevaib at all times. With these assumptions the 
linearized Vlasov equation (1) and Poisson's equa-
tion (2) are reduced to 
3f(x,t,t) Sj(x,v,t) 
at dx 
'Ci 
tdMt)dn(x,t) 
dt 9x 
(3) 
where /(*, t, t) is the perturbed ion distribution func-
tion, n(x, t) is the relative density perturbation, /0(») 
is the normalized zero-order velocity distribution, and 
t . , =«r , /« i . A detailed discussion of the validity range 
for Eq. (3) is given by Mason." 
The short pulse, At, applied to the grid allows us 
to treat the problem as an initial-value problem with 
the initial condition 
J(x,v,t**0)=Atvi(i)6(x). (4) 
We can thus solve Eq. (3) by applying a Laplace 
transformation in time and Fourier transformation in 
space. Doing this we get the well-known result 
lk V - , (u/k)—V I J-„(u/k)—V I 
ik \kl (5) 
The usual way of solving Eq. (5) is to find the funda-
mental mode. As shown by Gould14 there are certain 
shortcomings in the simple approach, c will use a more 
rigorous solution. 
Instead of finding the inverse Laplace transform from 
(5) we follow the procedure used by Mason" and cal-
culate 
— n(k,u) exp(iibr). 
. 2* (6) 
w in (5) and (6) is a complex number with a positive 
imaginary part, given by the proper path of integration 
in the inverse Laplace transform. For k<0 the imagi-
nary part of u/k is negative, and the integration path 
along the real v axis runs above the pole at v=u/k._ 
Similarly for *>0, where Imw/A>0, the path of inte-
gration runs below the pole at v=ufk. We therefore 
split (6) up into two parts 
(° dk 
n(x,a)-J — «](*,») exp(»'**) 
f'dk 
+ / - « , ( * , « ) exp(ifcr), (7) 
where 
«,.,(*, «) =* - r^ ( / - - - - - - - dt / \ + c? / / - . v . — dv) . (8) 
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Branch«) 
kitt/v 
FIG. 1. Fourier in version contour »long branch cut. 
Die symbol d means that the integration path runs 
above the pole and Ji that it runs below. 
«,(*, u) is defined for k values to the left of the line 
k=»u/» (f real) in the complex k plane shown as region 
1 in Fig. 1. In this half-plane the numerator and the 
denominator in (8) are analytic functions. »»(*, «•>) is 
defined in region 2 to the right of *=«/», and its numer-
ator and denominator are analytic functions. Thus, 
«i and M| are analytic functions in their respective 
regions of definition except for possible k values for 
which their denominators equal zero. 
The denominator in tit is the classical dielectric func-
tion for the plasma. A simple Nyquist analysis as per-
formed, for instance, by Jackson" shows that for "well-
behaved" distribution functions the dielectric function 
has no zeros for * values in the half-plane where ih(k, a) 
is defined. A similar Nyquist analysis of the denomina-
tor in »i (it, u) which makes use of the fact that 
I dv=\ f rf»>) for x real, 
J,z~v Vjx—» / 
shows that this denominator has no zeros in the half-
plane where n, is defined. "Well-behaved" distribution 
functions in the sense used here are functions that have 
only a stable or damped solution to a normal Landau1 
treatment of wave propagation. Although unstable, 
not "well-behaved" functions can be produced in Q 
machines,1* a in this paper we shall restrict ourselves 
to treating "well-behaved" ones. 
Because «i(*. u) is analytic to the left of the branch 
cut k—w/r in Fig. 1, and ih(k, ») is analytic to the 
right of this cut, we can change the integration paths 
to run close to the cut as indicated in the figure. By 
introducing k^w/t into (7) and (5) for x > 0 we get 
The inverse Laplace transformation of n(x, u) is easily 
performed. We get 
which may be integrated to give 
or 
n(x, t) - - r 1 Jmffi 
••0-7*0-
(11) 
(12) 
In the last step we have used the already mentioned 
fact that Ht(r) = Bi*(r). From (12) wc notice that the 
solution to n(x, t) is of a self-similar type, a charac-
teristic which may already be observed from Eq. (3)." 
Instead of just knowing n(x, i) it is more interesting 
to know the perturbed velocity distribution function 
f(x, t>, /) , which can be measured by modern tech-
niques.17* To obtain /(*, v, t) we integrate (3) over 
unperturbed orbits and obtain 
/ ( x , M ) . / « . , ^ 0 ) + / ^ V ^ ^ , 
(13) 
where x" and t are related to x and / through / - i * 
e(f*—/). If we insert the density given by (12) and the 
initial condition given by (4), (13) yields 
f{x, t, t) - A/»j(r)a(*-»i) + - f.» — - — . 
t dv v— [x/t) 
(14) 
For this equation to be self-consistent we must require 
that 
£/(*.».«>*-y * $ • <«) 
In order to satisfy this relation we must prescribe 
how to integrate over the singularity of the second term 
in (14). This we have done by replacing tg(r) by some 
arbitrary function, \{t), and taking the principal value 
of the second term. X(») is determined by solving (15). 
We then obtain as the final results 
(16) 
where 
Experimentally,/(x, v, I) is measured with an electro-
static analyzer" " with a finite resolution. The signal, 
•Si.U, »)> which we may obtain on the analyzer when 
it is adjusted to measuring at a velocity, v., is thus given 
by 
At Cm / *\ S,.{x,t) »r . - 1 / »/(*, c, t) T(v, t«) dv, 
» ( * , / ) - - - . / » - ' [ » i ( » ) - * , M ] » ( / - - ) * , (10) ' • 
(18) 
where Tiv', v.) is a transfer function taking into ac-
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count the finite resolution of the experimental set-up. 
11 the numerical calculations we have assumed this 
transfer function to be a Gaussian in », i.e., 
T(v, I.) a txp Rv)1 (19) 
Equation (18) shows that we must insure a suffi-
ciently narrow resolution, rr, of the analyzer to prevent 
the second term of (16) from becoming embedded in 
the Gaussian term originating from the i function. 
Figure 2 shows the computed results for a situation 
where/o(r) is a drifting Maxwellian of the form 
/,(t) oc exp[ - ( » - W « « ) 1 (20) 
and g(v) a truncated, displaced Maxwellian of the form 
g{v) oc exp[ - ( r - W e . ) ' ] ^ »>0. 
= 0 for t<0, (21) 
where c,*= 2«7y«i. 
In the special cases shown in Fig. 2 Ti=T„ vr=\c„ 
g(n)>0 for «>0. In Fig. 2(a) »ij»»«/ci=l and w»i= 
W c = l , in Fig. 2(b) mo=0.5 and «i = 1.0, and in 
Fig. 2(c) »«o= 1-0 and «i = 0.5. The full curves shown 
in the figures represent the ion flux 
(TV*-)*) 
or the ion-saturation current measured on a plate im-
mersed perpendicularly to the plasma column. The four 
c/> 
Fic. 2. Examples of <-»^ "!»ted S,. and flux curves, (a) WK-I, 
mi-1; (b) in.-0.5, . i, (c) « « - ! , mi-0.5. In all three 
cases Tt- T,, tf-Jcj. The full curvet represent the flux. Curves 
1-4 are S,, curves. Kor (1) r.-8"«c,. For (2) t.-2c,. For (3) 
t>.-2"V,. For (4) ».-c,. 
Htl ^ B WMPW ^ * _ 
} » ' s FT 3 1 «»-*• 
***•«* J JLJ* ,-Æ i**% 
FIG. 3. ?.\,f Imental set-up used for S,, measurements. 
curves 1-4 represent Su curves to be expected at four 
different »« values. 
For experimental verification of wave-particle inter-
action the second term in (16) offers a very good op-
portunity. This term does not exist for a free-streaming 
situation (7\=0). It appears from curves 1 and 2 in 
Fig. ? that a resolution of »,= \c, is sufficiently good to 
reveal the undershoot originating from the wave-
particle interaction. 
A computer program has been developed that cal-
culates curves such as the ones in Fig. 2 for /o(ti) and 
g(v) as drifting Maxwellians of the types (20) and (2i) . 
Input parameters that can be changed are T,/Ti, m^, 
«i, and tv-
in. EXPERIMENTAL SET-UP 
A schematic drawing of the single-ended Q device 
used in this experiment is shown in Fig. 3. The plasma 
is produced by surface ionization of a beam of cesium 
atoms from Cs oven A on the hot tantalum plate 
(~2500°K) and is confined radially by a uniform, 
axial, magnetic field of an intensity up to 1 T. The 
plasma column is 3 cm in diameter, and in the experi-
ments to be described in this paper it ends at an ion-
energy analyzer. A short copper tube, 5 cm in diameter, 
is placed around the plasma near the hot tantalum plate. 
This tube is connected with Cs oven B and indirectly 
heated from the hot plate and provides a spatially 
limited region with high neutral Cs pressure in the 
plasma column. The vacuum system consists of a stain-
less-steel tube (not shown in Fig. 3) which is cooled to 
— 20°C in order to reduce the Cs background pressure. 
In operation the pressure is below 10~' Torr. 
The plasma perturbations studied in this paper were 
induced by a grid placed in the column at *=0 , 30 cm 
from the hot plate. The grid consists of a thin nickel 
mesh with 400 0.SX0.S mm holes per cm'. The optical 
transparency of the mesh is about 90%. 
The ion velocity distribution function is measured 
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994 A N D K K S I N . C H RI S l'O I i K KS I. N , J K N S K N , M I C H ; I. S K N , A N D N I K L S K X 
1 1 1 — — — I L-Z. *. 'em/wc) 
in 13 IB 20 
minimum velo< itv, t,,,,.,, accepted by the collector is 
gi'-t-n by iwj-„,,„'2 = fiiir,1 —v,,i). 
When the analvzer was used for determination of 
the time-inc.ependent velocity distribution function 
fait) (see S.-c. H i , it was coupled to an electric circuit 
as described in Ref. 13. The circuit differentiates (22) 
with resp' et to c\, and can thus display 
___ / 2 < M y „ - ^ , i i y -
\ m, I 
dinctly on a si ope as a iunction of
 v v In order to cal-
cuiatc (»' ~'< from oscilloscope face , y',,i has to be known. 
,A**<A«~ .- —'.<4»-m ' 
d) 
Vic 4. i a) /O[T = If *„ —^p »H.i1-]. O.T \ ' lariic division. 
n»XXlfl,cm~*. ib' A/ pulse applied tu trriil, 5 V, l a w division, 
•c-f) Measured tl xa. r„. ti rurvt^ in arbitrarv units. <i) :„ = 
2.t)XI0» cm see.' 'd> !•„= I.KxIO5; id u=Ox.\(f. if) ;•„ = 
1 0x10«, J-«-10 em. 'g> Measured total tins, l n ' i r ) 20 jisee 
large division, hi Calculated p'sults. The letters on the curves 
correspond to ixpcrimcnlal curves e g. 
with an electrostatic analyzer1'1 placed at .r = .ru. The 
analyzer consists of a tine copper mesh behind which a 
collector plate is placed. The mesh potential, VW-A, i* 
negative with respect to the plasma potential, <?»!• 
in order to retiect (he electrons. The distribution of ion 
velocities parallel to the magnetic field lines is deter 
mined by measurement of the current voltage charac-
teristic of the collector plate. As a function of the col-
lector potential, y-rJ, the collector current is given by 
/<*.) 
^ •».in 
! i i </f, (22) 
where A is the ellc live mesh area, itn is the ion density, 
a n d / ! * ) is the ion velocilv distribution function. The 
a) 
*W ! ~*> x-OO'cm/s«:) 
I 1 i i i l 
1.0 1.3 18 2.0 
. / » ^ ^ 
lie;. 5. iaW.4.1 ™ 2r;v>„-»?,,i) >»,)"']. 0.5 \'.'large division; 
B----4X Uf i m '. lb! At pulse applied t" grid. 2 V/large division. 
Y) 'fi Measured (• *„, r„, I) curves in arbitrary units, (c) p . -
2.0X10* cm, see, id) r.~ 1.8x10V (e) t . -UXIO*. if) r .« 
I.0XI0V r«" 10 cm (The curve in f is amplified by a factor of 2 
wilh respect to curves c through e.) !g) Measured total flux. 
'!•) -(g) 20 „see large division. In) Calculated results. The letters 
on the curves correspond to experimental curves c-g. 
- 4 0 -
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In the present work we have used the same technique 
as in Ref. 13 for determination of v?Pi-
The experimental procedure is as follows: First, the 
undisturbed ion velocity distribution in which the ex-
periment is to be performed is obtained by adjustment 
of the temperature of the hot plate and of Cs oven A." 
The grid potential, <po, is chosen equal to the floating 
potential, and the velocity distribution function /0(r) 
is measured by means of the technique mentioned 
above (recordings in Figs. 4-6). The grid potential is 
then changed to vo+tVf <V<0), and the corresponding 
velocity distribution function,/c(r)-f git), is measured. 
The function g(t) can now be obtained by subtraction 
of the first curve from the last one. 
Now, the grid is connected to a pulse generator as 
shown in Fig. 3. The grid potential is ^0, but during 
short time intervals, M, it is changed to <fo+hf whereby 
density perturbations are released. The velocity dis-
tribution function, / (* , r, t), of the particles in the 
perturbations is measured by means of the analyzer 
which is now coupled to the circuit shown in Fig. 3. 
This circuit is designed in such a way that for a chosen 
velocity, va, the perturbed velocity distribution func-
tion, f(xa, r„, t), is displayed on an oscilloscope as a 
function of time, t« is related to <?a through 
f ^ O ^ - ^ p i ) / « , ] " 2 . (23) 
In detail the circuit works as follows: The generator 
runs continuously, applying the M pulses to the grid 
at a frequency of about 1 kc/sec. Each time a A/ pulse 
is applied, a flip-flop is triggered. The flip-flop adds 
or subtracts a small voltage, Ay„(^;0.05 V), to the 
plate potential, <pt. Consider a case where the flip-flop 
is in the -f \<pa position after a pulse is released. The 
current to the analyzer plate is given by 
r+(l)=enA f" vj(v,l) dv. (24) 
This current is measured by its voltage drop over the 
1-kil resistor. This voltage signal is amplified by a factor 
—a by the ac amplifier and sent to the Princeton Ap-
plied Research waveform eductor. When the next A/ 
pulse is released, the flip-flop is triggered to the — Ay:,, 
position and the amplifier to the +a position. The cur-
rent to the plate is now given by 
fJl)=eni f* vj(t,t) dv. (25) 
^ 'ma-
in (24) and (25) 
ilmin± = [2e(y,±A. r-„-*V!)/ 'H,] l / 2 . (26) 
The voltage drop over the 1-kfl resistor corresponding 
to the current (25) is now amplified by a factor -\-a 
and sent to the waveform eductor. The signal stored 
in the eductor is therefore 
S.Jt) « / . - ( / ) - / t ( /> «/(t'», 0- (27) 
" I • . . . '<>no5t"''«*c> 
F-'ic. (i. (a! fa[v= fZe(*>« — „^ii w j 1 ! ] - 0.5 V large division; 
rr^lO* cm"-1, lb) A/ pulse applied to grid. 5 V'large division. 
(c)-if) Measured /(.r„, r0, /) curves, r) t\,= 1 9X101 cm/sec. 
1 arbitrary unit large division, (d) t'«=l.7x10s cm'sec. 2 arbi-
trary units large division. !e) r„ = 1.4X10* cm sec. 4 arbitrary 
units large division, (f) r.-l.OXlO* cm sec. 4 arbitrary units/ 
large division, (g) Measured total flux, (bl-fg) 20 jjsec/large 
division, (h) Calculated results. The let lers on the turves cor-
respond toexpyrimetal curves e g 
For improvement of the signal noise ratio many 
(lO'-lO6) pulses are analyzed, and the averaged signal 
is obtained by means of the waveform eductor. Ex-
amples of S,Jt) curves are shown in Figs. 4-6. 
Also the total flux of ions in the pulse was measured 
by the analyzer. This was simply done by setting 
<Pa = <fpi and measuring the current pulse to the analyzer 
plate with the flip-flop disconnected. 
In the experiments reported here the grid potential, 
iff,, was equal to the floating potential, and negative 
A/ pulses were applied to the grid. In choosing these 
conditions wc found that the noise level in the plasma 
was minimized. With negative \l pulses the grid releases 
- m -
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O) 
' A ^ 
b) 
c) 
FIG. 7. (a) /«[>-(2«(,i.-*>.,,,)/»»i)"*]• O.S V/largc division; 
»=»3X10» cm"', (b) Upper trace: <M pulse applied to grid. 2 V/ 
Urger division. Lower trace: Measured/{i.- 10 cm, t.» 1.7X 10* 
cm/sec, I) curve. 20 Msec,large division. !c) Upper trace: M pulse 
applied to grid. 2 V/large division. Lower trace: Measured 
/(*•— 25 cm, j .« 1.7X 10* cm, sec, I) curve. 50 usee large division. 
negative density perturbations. The theory based on the 
linearized Vlasov equation, of course, applies to nega-
tive as well as to positive perturbations. The theoretical 
curves showed in Fig. 2 are obtained for positive per-
turbations. In an earlier oublication17 where preliminary 
results were reported we used positive A/ pulses. A 
simple physical picture of the wave-particle inter-
action similar to the ore discussed for positive density 
perturbations in Ref. 17 can be shown to apply to 
negative perturbations too. 
IV. RESULTS 
In this section we report measurements taken at 
three different velocity distribution functions, /o(t'), 
and compare the results with calculations. In all three 
cases the analyzer position, xa, was 10 cm and the 
width of the A/ pulsus applied to the grid 10 psec. The 
amplitude of the pul ses in each case was chosen as small 
as possible; just large enough for the signal/noise ratio 
to be acceptable. Ir all three cases we found no change 
in the /o(») functions when the grid was biased to 
<fio+&fi(£.it<Q). For determination of the shape of 
g(v) the grid potential was, therefore, lowered further 
until the amplitude of the distribution function began 
to decrease. It was found that the shape of the distribu-
tion was unchanged, and it was therefore concluded 
that g',t) has the same shape as/o(r). 
The results of the first series of measurements are 
shown in Fig. 4. The plasma density was » o ^ X 10* 
cm"'. Figure 4(a) shows the undisturbed ion velocity 
distribution function, 
/„{t>=r>(v^.-*[,I)/*.]1/,), 
obtained with </><> being the floating potential. Figure 
4(b) shows the At pulse applied to the grid, and Figs. 
4(c)-(f) show/U., va, /> at four different r. values. 
Finally, the measured total flux of ions in the pulse b 
shown in Fig. 4(g). From measurements on Fig. 4(a) 
it was observed that/0( t) and g(v) correspond to dis-
placed Maxwellians with a temperature ratio 7 y ? \ = 
0.74 (T.= 7*h„t Puu measured by a pyrometer) and with 
a drift velocity tno=mi=lJ. These numbers together 
with our best estimate of the analyzer resolution r,=ev'4 
were inserted into the computer program. The results 
of the calculations for the four t« values used in Figs. 
4(c)-(f) are shown in Fig. 4(h). 
Figure 5 shows results similar to those of Fig. 4, but 
obtained in a Maxwellian distribution function with 
a lower ion temperature and a higher drift velocity. 
This distribution function was obtained by lowering 
the density to «o*4X 10* cm"1 and increasing the tem-
perature of the hot Ta plate." From Fig. 5 (a) we deduce 
7 y r , = 0.87 and m0-mi = 2A. The curves in Figs. 
5(b) -(h) correspond to the curves in Fig. 4. 
The third series of experiments was performed in 
the/o function shown in Fig. 6(a). This function was 
obtained by lowering the density to n^MP cm"1 and 
by increasing the plate temperature even further. The 
plasma potential in this case was obtained as described 
in Ref. 13, namely, by ions formed by charge exchange 
in a neutral cloud in the copper tube in Fig. 3. The 
contribution of these ions is seen as the small peak on 
the left-hand side of the curve in Fig. 6(a). During 
the pulse measurements the copper tube was removed 
whereby the small peak disappears. Curves (b)-(g) 
correspond to the same curves in Figs. 4 and 5. Although 
/<, is not a displaced Maxwellian in this case," we 
have estimated from Fig. 6(a) that T,/T,= \.i and 
m0=mi = 2.9. With these figures used in the computer, 
program we obtain the curves in Fig. 6(h). 
The theory predicts that the density pulses and 
J(x, v, t) propagate in a self-similar manner [see Eqs. 
(12) and (16)]. This property was tested experimentally 
in several cases. Figure 7 shows an example. The den-
sity was »oSsJXlO", and the / , function obtained with 
the analyzer is shown in Fig. 7(a). The upper trace in 
Fig. 7(b) shows the 10-usec M pulse applied to the 
grid, and the lower trace shows/(r0, ta, t) obtained with 
the analyzer in position x,= 10 cm and adjusted to 
the velocity i'«=1.7X10t cm/sec. The sweep in Fig. 
7(b) is 20 usee/large division. Figure 7(c) was obtained 
with the analyzer moved to x„= 25 cm, but still ana-
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lyzing at ra=l."X105 cm/sec. Here, the sweep is SO 
i»sec large division. The length of the At pulse shown 
in this upper trace was increased to 25 (»sec. Therefore, 
according to Eq. (16) we expect the picture of the ana-
lyzer signal to look exactly as the one in Fig. 7(b). This 
signal is shown in the lower trace in Fig. 7(c). 
V. CONCLUSION AND DISCUSSION 
The most interesting feature of the calculated curves 
is the overshoot seen, for instance on curves 1 and 2 in 
in Fig. 2. As shown in a simplified physical picture'7 
this overshoot is caused by the acceleration of ions in 
the main plasma as they iiiteract with the propagating 
density pulse. We take the general agreement between 
the calculated and experimentally obtained curves and 
especially the overshoot on the curves in Figs. 4 7 as 
clcarcut experimental proof of the wave-particle inter-
action as described by the third term in the Vlasov 
equation 1.3). Also the self-similar pulses found in the 
experiment are in accordance with the Vlasov equation. 
In connection with the discussion of whether earlier 
reported experiments1-8 on propagation of ion-acoustic 
waves in Q machines do actually show Landau damp-
ing, i.e., collective interaction, or just phase mixing of 
freely streaming particles,15 our results show that at 
least for pulses both are of importance. By comparing 
Figs. 2(a) and fc) we see the effect of changing of 
»fri, i.e., the effect c '. changing the contribution of the 
freely streaming particle term. Similarly, comparison 
between Figs. 2(a) and (b) shows the effect of chang-
ing of/o(f), i.e., the effect of changing the contribution 
of the collective interaction. The fact that our results 
are self-similar shows the interesting feature that the 
ratio between the contribution of collective interaction 
and tl at of freely streaming particles is independent of 
the dis.ince from the grid. 
Experiments on propagation of short.grid generated 
pulses tl rough plasn.as have been reported in two 
earlier publications.12" In both publications it was con-
cluded that the ions in the pulses move as freely stream-
ing particles with no or negligible interaction with the 
main plasma. These conclusions are in agreement with 
our results because in both experiments the charac-
teristic velocity of the ions in the pulse generated at 
the grid is very different from that of the ions in the 
main plasma (m„ very different from nt\). For such 
cases our calculations show that the interaction is 
negligible, i.e., the ions move as freely streaming 
particles. 
Some discrepancies between the calculated and ex-
perimental curves in Figs. 4-7 can be noted. We believ -
that these discrepancies can be explained by the follow-
ing: 
(1) For convenience/o(t) has been assumed to be 
a displaced Maxwellian in the calculations. This is an 
approximation which is permissible at high densities, 
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but certainly not at lower densities as in the case of 
Fig. 6." Performance of the calculations for the mea-
sured /o(t) functions in Fig. 6 would require tedious 
work, and we believe the change in the results would 
be minor. 
(2) We have measured g(r) as the difference be-
tween the distribution functions at the two grid po-
tentials <fa and iA)+A<r. It is well known that when the 
potential on a grid in a plasma is changed within a 
time that is short compared with the ion plasma period, 
a burst of high-velocity particles is generated.24-1'1 The 
number of ions in the burst is essentially equal to the-
number of ions in a sheath with a thickness of a few 
Debye lengths. In the experiment we have kept the 
time interval, A/, so long (10-100 ion plasma periods) 
that the predominant part of the ions in the pulse is 
released while the potential is -^o+Ayr. Therefore, we 
can neglect the relatively small number of ions released 
during the change in the grid potential. As a matter of 
fact, by shortening A/ to about one plasma period the 
signals received by the analyzer approach those dis-
cussed by Ikezi and Taylor.14 
Another reason why the distribution function in the 
pulse might deviate from that obtained by our dc 
measurements is that when the potential on the grid 
is changed, a density pulse is reflected toward the hot 
plate.12 This density pulse might interact with the 
plasma flow from the hot plate toward the grid and 
thus cause the distribution function in the downstream 
pulse to differ from that obtained by dc measurements. 
Because the interaction between the reflected pulse 
and the upstream plasma is very weak,"-"-" we believe 
that our dc measurements of git) represent the dis-
tribution function in the pulse very well. 
Finally, in the calculations we have approximated 
g(v) to a displaced Maxwellian. We believe that this 
approximation is rather good fjef. the discussion of 
/n(r) in (1) above]. 
(3) In the calculation reported in this paper we 
assumed the analyzer resolution to be a Gaussian in 
velocity [see Eq. (19]. We know of no direct way of 
measuring the resolution properties of the atialyzcr 
except at very low velocities.1,1 In the preliminary pub-
lication17 we assumed the resolution to be a Gaussian 
in energy rather than in velocity. Because we have ob-
tained better agreement between experimental and 
calculated 5„. curves, especially at low t-„ values, in 
this paper than in Ref. 17, we now believe that the 
analyzer resolution is closer to a Gaussian in velocity 
than in energy. We have found that the calculated 
results are in best agreement with the experimental 
ones when we assume that v,=c,/4. 
(4) Also the fact that the A( pulse applied to the 
grid has a finite width may cause some of the discrep-
ancies between the theoretical and the experimental 
curves. Especially at high v, values, the experimental 
S,J() curves would tend to broaden, and their am-
- 43 -
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plitudes would decrease. This effect has been noted in 
many of our experimental data. 
(5) In the derivation of (27) we have neglected 
the change in the plasma potential associated with the 
pulse. This change is given by 
A * , « ) - ( « i y « ) i i ( 0 , (28) 
where n(t) is the relative density perturbation, and it 
causes an additional contribution to Eq. (27). Rigor-
ously, the signal, S,.(t), displayed in Fig. 3 is written 
as 
i/K o dv 
- • l a -
-f. ' » • + 4 » . - [»»1+A», l( I) 1 w . -a» . - [»Bi+A», id)] [/•(») +/(*, 0 ]<fc 
*2Afe (/o(*>) + / ( * , 0 - ^ AvUO 
m* t) AvpiW) • U ° ) 
»pi 
The first term in the bracket is time-independent and 
thus not seen on the oscilloscope. The second term cor-
responds to the change in the velocity distribution 
function, i.e., it is the term given by Eq. (27). The third 
term is the additional signal caused by the change in 
the plasma potential. Finally, the last term is a second-
order term which can be neglected. 
From (28) and (29) we first notice that for ip values 
for which dfi,(ifi)/dii><0 the third term has the same 
sign as n{t). We can thus conclude that this term cannot 
cause the overshoot on the experimental curves. 
To compare the magnitude of the second and thirc 
terms we use 
/ ( ? , 0 / / o ( * ) * » ( 0 . (30) 
By irtcans of (28) and (30) the third term is written 
/(*>). Mv) 
From Figs. 4, 5, and 6 we see that 
dfaM/difi 
(31) 
IM 
<1K-'. 
By using T,KQ.2 eV we can calculate that the mag-
nitude of the third term in (29) can at worst amount 
to 20% of that of the second term. 
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Investigation of ion acoustic waves in collisionless plasmas 
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The Green's functions for the linearized ion Vlasov equation with a given boundary 
value are derived. The propagation properties of ion acoustic waves are calculated by 
performing convolution integrals over the Green's functions. For T,/T less then about 
3 it is concluded that the collective interaction is very weak and that the propagation 
properties are determined almost completely by freely streaming ions. The wave 
damping, being due to phase mixing, is determined by the width of the perturbed 
distribution function rather than by the slope of the undisturbed distribution function 
at the phase velocity as concluded from normal mode calculations. 
I. INTRODUCTION 
During the last ten years many experiments on ion-
acoustic waves propagating through steady state, colli-
sionless plasmas have been performed". The aim of most 
of this work has been to compare the results with 
calculations based on the linearized Vlasov equation and 
thereby verify the validity of that equation and the 
methods used to solve it. For the propagation of ion 
waves along the magnetic lines of force, the linearized 
Vlasov equation for the ions is 
9/(*.M) , 3/U.I/.Q E(x,t)qdU(v) 
di " <)x m, dv • K> 
where fo(v) is the zero-order ion velocity distribution 
function, and f(x,v,r) is the perturbed ion velocity distri-
bution function, q and m, are the charge 2nd the mass of 
the ions, respectively. 
By assuming that the electrons behave as an isothermal 
fluid and that quasi-neutrahty prevails we get thai the 
electric field is given by 
Here, K is Boltzmann's constant, and T, is the electron 
temperature. n0 is the zero-order density given by n0 
= rMv)dv. 
Combining (1) and (2) gives tiie ion Vlasov equation in 
the form 
where 
^ )(x,v,t)dv, c] = nT./m,. (4) 
The term on the right-hand side of Eq. (3) is the most 
interesting term since it describes the collective interac-
tion between the electric field associated with a density 
peiturbation [see Eq. (2)] and ions in the background 
plasma with the velocity distribution function f-,(v). The 
two terms on the left-hand side alone describe ions 
streaming freely through space without any interaction 
with the plasma. The collective interaction term is pecul-
iar to plasmas: a similar term is not found in the 
Boltzmann equation used to describe other many-body 
systems (normal gases, neutrons in a fission reactor, etc.). 
The technique normally used in solving Eq. (3) for 
propagation of ion acoustic waves was given by Landau.' 
In this technique the dielectric function, e(A;,w), is calcu-
lated from the Vlasov equation, and the dispersion rela-
tion is then given by the equation e(k, u) = 0. From Eqs. 
(3) and (4)' we obtain 
«(*,«) = 1 - rf- f " So{v)„du, (Im u/k > 0). (5) 
l o y - . v — u/k 
A solution (u',k') to the dispersion relation indicates 
that the plasma can transmit a wave which is often called 
a natural mode or normal mode of the type exp[i(«/r 
- k'x)]. This wave is damped (Landau damping) or 
grows depending on the sign of the imaginary part of u' 
or k'. 
Quantitative agreements between experiments with 
grid excited ion-acoustic waves in a Q machine and 
calculations based on the procedure mentioned here were 
first reported by Wong et al> Because e(Ac,u)< as given in 
(4), depends on fo(v), a quantity which only appears in 
the collective term in the Vlasov equation, the results of 
these experiments we.e taken as indications of the impor-
tance of this term. 
Calculations of the propagation properties of waves 
based on i.he technique just mentioned have been criti-
cized by various authors."-" Hirschfield and Jacob" 
showed that "the interpretation of experiments on the 
spatial Landau damping is complicated by the contribu-
tion of the free-streaming, initially perturbed particles". 
They considered an electrostatic wave excited by a grid in 
a steady-state plasma. By assuming a simple interaction 
mechanism between grid and plasma they calculated the 
velocity distribution function in the density perturbation 
at the grid. With this distribution as the boundary value 
they solved the Vlasov equation without the collective 
interaction term and found that the wave propagates and 
damps away very much the same way as when calculated 
by the normal mode method described above. In this case 
the damping is caused by phase mixing of the freely 
streaming particles in the perturbation excited at the grid. 
The normal mode technique ignores this effect [the 
boundary value does not appear in tf|e expression for 
rik,u)\. Therefore, the experimental results cannot be 
taken as proof of collective interaction. 
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The difference between the normal mode method and 
that of Hirschfield and Jacob can most readily iie clari-
fied as follows: A formal solution of Eqs. (3) and (4) for 
a case where a wave is excited at x = 0 can be obtained 
by using the "method of characteristics", i.e., by integrat-
ing along the unperturbed orbits x' - x = v(t' - t) in a n 
{x',t') diagram. For the perturbed velocity distribution 
function w e get 
f(x.vj) = g{x' =0.v.r) + dj- l-fiiv) [ d^~^dx\ 
1*0 V Jo OX 
(v > 0). (6) 
f(*,v,t)=c;lnln(v)['d^pdx-, {v<0). 
The perturbed density is obtained by inserting Eq. (6) 
into Eq. (4). In EH- (6). g(x' - Q,v,i) is the distribution 
function in the perturbation generated by the exciter at 
x = 0. The particles in the g function move freely in the 
x direction and, therefore, also contribute to the pertur-
bation for x > 0. The integral terms in Eq. (6) clearly 
stem from collective interaction. 
The normal mode technique neglects the g function 
and only considers the collective interaction terms in Eq. 
(6). Hirschfield and Jacob neglect the last terms and show 
(hat the g term alone gives results very similar to those 
obtained from a normal mode treatment. Offhand, one 
cannot say which term is the most important one in an 
actual experimental situation. In the limit of very low 
electron temperature (c, -* 0). the integral terms disap-
pear and the normal mode technique is evidently incor-
rect. At high electron temperature the collective forces 
become strong [see Eq. (2)Jand the g term will become 
unimportant. For an actual case one has to calculate 
solutions to Eqs. (3) and (4); such calculations require 
knowledge of/0(t) as well as of g{x = 0,i\/). 
In this paper we report on exact calculations of wave 
properties obtained for situations realizable in single-
ended Q machines and some other steady-state plasmas. 
W; also present experimental results which agree with 
theory. The work presented here is essentially a continua-
tion of an earlier work" in which we solved Eqs. (3) and 
(4) for an initial value where the perturbed velocity 
distribution function at / = 0 has the form g(v)å(x); i.e., 
we found the Green's function for the equations with a 
given initial value. This situation was approximated 
experimentally by applying short pulses to a grid in a 
single-ended Q machine. Measurements of J(x, v, i) and 
n{x, t) showed very good agreement with the calculations. 
It was concluded that in Q machines where I * 7J, the 
freely streaming g term is much more important than the 
collective :erm: a clear-cut signature of the last term for 
v > 0 in Eq. (6) could only be seen in measurements of 
the perturbed velocity distribution function, f(x, v, t). 
In the case of waves treated in this paper, g(x = 9. v. I) 
is an oscillating function of the type g(i/)cxp(/wr).- We 
obtain the solution to the wave problem by calculating 
the Green's functions for Eqs. (3) and (4) with a given 
boundary value and then by performing a norma) convo-
lution integration over time. The solutions of the equa-
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tions for Q machine plasmas (T. a= X) again show that 
the contribution from the collective term is very weak 
and scarcely noticeable in any experiment. Only if T. 
> 377. can collective effects be expected to be seen in 
measurements of f(x,v.t), and not in density measure-
ments Cur experimental results agree with the calcula-
tions. 
The paper is organized as follows. In Sec. II w e present 
the mathematical procedure used to solve the equations. 
A few theoretical results are shown in Sec. I l l , where we 
also give a brief discussion of the physical mechanisms 
explaning these results. Section IV describes the experi-
mental setup and the results obtained. Finally, in Sec. V 
w e g ive a general discussion and present our conclusions. 
Fragments of the work described in this paper have 
been described elsewhere.1* • 
II. THEORETICAL RESULTS 
The experimental situation is as follows: The plasma is 
generated a t the hot plate of a single-ended Q machine. 
It flows from the plate along a constant magnetic field 
through a biased grid at x = 0. At grid potential, <£o. the 
one-dimensional ion velocity distribution function for the 
downstream plasma, as measured b y an electrostatic 
energy analyser," is /o(i>). W h e n the grid potential is 
changed by a small amount, A<J>,tne velocity distribution 
function is f0(v) + g(v). For sufficiently small values of 
<i$, the shape of g(v) is independent of &4> while the 
amplitude is proportional to A$." Therefore, it is c!;ar 
that both/0(f) and g{v) equal zero for v < 0. In our case, 
then the integral term for v < 0 in Eq. (6) vanishes. 
However, from a mathematical point of view it simplifies 
the analysis if g{v) and/0(t/) are analytic functions in the 
whole complex v plane. This means, of course, that g(v) 
and/oU') cannot be equal to zero for all negative i/s, but 
we assume that the values of the two functions for v 
negative are so small that for physical reasons they can 
be neglected. Drifting Maxwellians of the type exp[-(f 
- ifc)J/c?l with Vi S 2.5c, fulfill this requirement. The 
numerical calculations reported in the next section are 
performed for such/0(f) and g(v) functions. 
At this point we would point out that we cannot 
specify g(v) for v < 0 because we also have to satisfy the 
condition that no particles are coming from infinity 
[j{x -» oo,n < 0,r) = 0). If however /0(i>) is small for 
v < 0, it follows thatg(c) must also be small for negative 
K'S. 
In the experiment the wave is generated by superim-
posing an oscillating potential tøexp(-iwt) on the dc 
voltage <po of the grid. The boundary value for which we 
have to solve Eqs. (3) and (4) is therefore, 
f(x = 0 , i u ) = g(i/)exp(-/w/) (7) 
and 
n{x = 0,0 = cxp(-iwt) f°lg(v)dv. (8) 
Here, we integrate from - <» to » but in accordance with 
the preceding remarks the contribution to the density 
from particles moving with negative velocity is negligible. 
In this way the calculation is reduced to a pure boundary 
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value problem. The general case wher f,(v) # 0 for 
r < 0 is more complicated, but can, tor instance, be 
solved as a mixed initial value-boundary value problem 
as done by Weitzner.10 
The use of the linearized equation is justified by the 
fact that in the experiment n(x = 0, t) « *>. 
In the calculations we use a Green's function technique 
and first calculate the time and space dependence of 
perturbations generated by short pulses, [6(/)J. applied to 
the grid, and then perform r* convolution integration over 
time to obtain the response to an oscillating potential on 
the grid. 
We introduce the fl function as follows 
6(0 = lim - -r-^— 
+1' 
(9) 
To find the Green's function for the density, nc(x, /), and 
that for the distribution function, fG(x.i\t), we solve Eqs. 
(3) and (4) with the boundary conditions 
M* = 0.i.O = gd) 
ir a' + r 
(10) 
and 
„ c U = 0 . 0 = f , ( „ ) ! _ " * , , „ I _£L , , , ) j-x v a + t v a + t 
and let a -* 0 in the solutions. In solving the equations 
we apply a Laplace transformation in space. f{k) 
= J" exp{ikx)f(x)dx, and a Fourier transformation in 
time,/(w) = £^ exp(-ioit)f(t)dt. Doing this we find the 
results 
%k \ no J-m v - u/k i~m v - u/k / \ n« L» v - u>/k J 
5«P<--M>*(i). 
and 
(12) 
/ . « . . . « , - i . W ( - . M ) ( | » ( i ) ^ _ Pg(P) CJT, _ / o 0 0 
I — u/k Ho t> -u/k) 
^exp( -a |« | ) | 
a(») 
•»(») c? /«(«) 
_ f" g(p) 
y* <fo 
— u/k tht> — u/k 
1-lcJ/n.) r & J ! ( » ) / | f - ( « / * ) ] . 
Aexp( -«H)M ( « , ? ) . (13) 
To transform n0(Jfc, u) and j0(k, v, J) back to time and 
space variables we have to perform the integrations 
nc (*-') = r i / expH**) 
X I exp(iusl)nc(k,u)dudk (14) 
ana 
Mx,v,t) =* T3 I txpl-ikx) 
X f exp(iw/)/c(A,i-,u>)<W*, (15) 
where 8 is a positive number assuring that the integration 
path in the k plane runs above all singularities in rtG(k,v) 
and in fG(k, v, w). Since u. only takes real values in the 
integrations in Eqs. (14) and (IS), it is clear that nG(k,u) 
and fc(k, v, u) are singular on the reai k axis. However, by 
denning no(k,u) and fe(k,v,u) for real k values by the 
analytic continuation of the functions, we can avoid the 
singularities on the real axis. Furthermore, n0{k,u) and fG(k, v, w) also have singularities in the positive imaginary 
part of the k plane if there exist k values in this plane for 
which the denominator of N{u/k) equals zero. We as-
sume that the denominator of N{u/k) has no zero for 
Jm k > 0; later, we shall show that this assumption 
holds as long as we confine oursr!v?s to treat f„(v) 
functions which only have stable solutions in a normal 
mode treatment of the wave problem,*" 
The v integrations in N(u>/k) have poles for v = u/k. 
For Im k > 0, the pole lies above the real v axis if u < 0 
and below if u > 0. Therefore, the analytic continuation 
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of nt:(k.u)) and /^(jfc.r.u) for real it is obtained by 
prescribing that the ;• integration path shall run below 
the pole for u < 0 and above for u > 0. We therefore 
define 
v« n / ' v ' ( w / ' it) for w < 0 
it) for w > 0 
and 
M(v. «, A.) fM,(t ' ,«A 
\ JW.U ' .W/A 
) for u < 0 
) for to > 0, 
(16) 
(17) 
where the subscript b indicates that the v integration path 
runs below the pole and the subscript a indicates that it 
runs above the pole. 
Having defined the analytic continuations of nG(k.u) 
and/c(A,r.<j), we can go to the limit 8 = 0 in Eqs. (14) 
and (15) and rewrite Eq. (14) in the form 
ndx.t) = 
Am'i 
0- /-0 
\dudk X I I r <"xp('"' + au — ikx)\tl -r J. 
+ / / rexp(/«r - au - ikx)N.l -r )i 
+ | I -rexp(/«/ 4 ou - ikx)Sb[ -r h 
+ I I ^exp(Vu.r .»to iA.*)A/.f ~\dudk . (18) 
«WJt 
«W* 
By substituting k = «/M after some simple algebra we 
get 
nc(x,i)= - ~ { [ -Nb(u) 
x I exp -iwl + ia - 11 I rfou/'/ 
- I - S.iu) I exp - i u l - - ia - t\ \dudu >. (19) 
Performing the w integration we immediately get 
"
rAx
-'
]
 - MTTHLNM(U- rhi) du 
To proceed we note that A/„(M) is analytic in the half-u 
plane in which Im u < 0 and Nt(u) is analytic for 
Im u > 0. This is assured by the analytic continuation of 
the function as described here and because the denomi-
nators in N, and A» are assumed to have no zeros in the 
half-planes where the two functions are defined. The 
denominator in ,V» is the classical dielectric function for 
the plasma [see Eq. (5)]. This function is known12 to have 
no zeros in the half-plane in which i\ is defined for/o(i) 
functions which are stable in a normal mode treatment. 
/ m i r a t i o n ronlnuf 
l o i 1"" integral m Eq!K> 
FIG. 1. Integra-
tion contours. 
Similarly, as also shown in Ref. 12. the denominator of 
A« has no zeros in the half-plane where it Is defined as 
long as we only consider Landau-stable/od) functions. 
Finally, it is clear from the definitions of the S functions 
in Eq. (12) that N.j,{u) -» 0 for \u\ -» ao in the two half-
planes where the A7 functions are defined. Thus in-
calculating the integrals in (20) v,c «.<.•• u^e Jon'un's 
lemma and change the integration paths to closed half-
circles as indicated in Fig. 1. The integrand in the first 
integral in (20) has a pole at u = x/t + ia, i.e., within the 
integration contour; similarly, the integrand in the last 
integral has a pole at u = x/t — ia within the integration 
contour for this integral. Using residue calculations we 
thus get 
n,ix,t) « ' [ » * ( _ £ , - ) - ' * ( ^ _ ) 1 
2zi\^t + la \t + mj t - ta \ / - < a / J 
(21) 
By going to the limit a -» 0 we get 
- ^ - S - J K O - M T ) ] (22) 
ind because N.(x/t) = N'(x/t) for real x/t we get 
(23) 
Equation (23) is the Green's function for the perturbed 
density obtained from Eqs. (3) and (4) with the boundary 
conditions (10) and (II). Equation (23) differs from the 
corresponding function [Eq. (12)J in Ref. 12 only by the 
term 
nt, ) J -a V - U, 
dv 
in the definition of N in Eq (12). This difference is caused 
by the fact that in Ref. 12 the Green's function was found 
for an initial value problem, while here it is for a 
boundary value problem. The case treated here is more 
relevant to grid-excited perturbations in Q machines. 
To calculate f,,{x, v. I) from (15) we proceed in a way 
similar to that used in the n0ix,t) calculations. Thus, we 
obtain, in analogy with Eq. (21) 
f,,(x,v,l) -- ,--. ;---.- MAV.------) 
2m [_ / + ta \ I + in ) 
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function of x. Similarly, the argument of the integral is 
'^ ' the phase of the wave measured with respect to the phase 
of the wave exc:ter. 
By inserting the M functions given by Eqs. (!7) and A similar calculation of the perturbed ion velocity 
(13) into Eq. (24) we get distribution in a wave gives 
/< (x «//) = — £fi(„)(N-{x/,+ ia) - W ' - * > \ f(x.v,t) = exp(-iui)(exp(i«^ 2iri/io \vt + iav - x vt - iav - x J \ \ v / 
_
 VM( ! ! _ _ ^ X (*<"> ~ Ci J/i(f)[Re W + ll) 
2m \vt + tav - x vt - iav - x J *- J 
t rJ / 1 1 \ rf.„ , 1 „ f 1 Im AT»(r) / i \ , \ 
+ _L£i t lf'iI /W ! ! 1 (25) --fo(v)-Pl — expliu-</•>). (30) 2mnoVj°{ '\vt +iav-x vt - iav - x J {ZJ' *> ' * Jo * v - v v \ v) J y > 
After some simple algebra we go to the limit a = 0 
and use the definition of the S function in Eq. (9) and the 
well-known definition of the principal value 
1 y -a P = lim
 / 4. 
y - a .-o (y - af + a2 
(26) 
Doing this we get 
(27) 
Equation (27) is the Green's function for the perturbed 
ion velocity distribution function. The difference between 
this function and the corresponding one derived in a 
somewhat different way in Ref. 12 is again caused by 
different choices of initial conditions. 
Having the Green's function for the perturbed density 
and ion velocity distribution function, it is simple to 
calculate the response for any signal applied to the grid. 
Here, we consider the case where an oscillating potential 
as exp(—tut') is applied to the grid and calculate the 
propagation properties of the wave generated thereby. 
The density, n(x, (), in the wave as a function of x and 
t is given by 
n(x,t) = J
 xexp(-/'w/')rtcU,/ - t')dt', (28) 
which, with the substitution / - /' = T and with the use 
of (23), can be rewritten 
n(x,t) = -exp (-/«/) I —exp(/wr)Im NA - jdr 
= exp(-/u/)- I -expl iu- J Im N*(v)dv. (29) 
To obtain the last term in Eq. (29) we have introduced 
v = x/t. Inspection of Eq. (12) shows directly that 
N*(v) -» 0 for »• -» 0; therefore, there is no problem at the 
lower limit of ;he integral in Eq. (29). The same expres-
sion for n(x, t) was derived by using different arguments 
elsewhere." The modulus of the complex integral in Eq. 
(29) gives the amplitude of the density in a wave as a 
Again, the modulus of the complex term in the large 
parenthesis in Eq. (30) represents the amplitude of the 
perturbed ion velocity distribution function and the 
argument gives the phase. The same formula (oij(x,v,t) 
was obtained in Ref. 15. 
A computer code has been produced which allows us 
to calculate the Green's functions (23) and (27) and the 
amplitude and phase of the wave function (29) and (30). 
The code calculates the quantities mentioned for cases 
where/o(f) and g(v) are drifting Maxwellians of the form 
and 
/.(*)ccexp[-(¥-i/,)7cfl 
g(v) aexp{- ( f - v*)2/cl\. 
(3D 
(32) 
c, is related to the ion temperature through r,2 = IxT./m, 
and similarly c,2, = luT^/m,. The propagation properties 
can be calculated for various values of the parameters 
T./T., vj/c, vj,/c, and T/T,. 
III. DISCUSSION OF NUMERICAL RESULTS 
In this section we show and discuss a few results 
obtained from calculating the Green's functions given in 
Eqs. (23) and (27), and the wave propagation properties 
in Eqs. (29) and (30). We have chosen to present the cal-
culations for a situation where the parameters in Eqs. (31) 
and (32) have the following values: Vt/d = 3, vd,/Ci = 3, 
and Ti/Ti, = 1. Such values can be obtained in single-
ended Q machines." To show the effect of changing the 
electron to ion temperature ratio we have performed the 
calculations for various values of T./T,. In an experiment-
performed in order to check the Green's functions12 one 
can apply short pulses to a grid and measure the response 
as a function of time from a probe at some fixed position. 
We therefore present the calculated Green's function as 
a function of the dimensioriless time, tc/x, rather than as 
a function of distance. The Green's functions, fr,{x,v,t), 
as given in Eq. (27) are singular for x — vt. Experimen-
tally, these functions can be measured by means of an 
electrostatic energy analyzer12 which necessarily has a 
finite resolution. The signal SG(x,v.,t) which we obtain 
from the analyzer when it is adjusted to measure a 
velocity v„ is therefore given by 
I (" S„(x,v.,t) or - | vfrAx, v, 0exp[ 
I-'« Jo 
(v- v.f/v}]dv. (33) 
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FIG. 2. Propagition through plasma with cold electrons, XIT, = 0. (a) 
The Green's function Tor the density, (b) The analyzer signal S c(*.- . . ' ) 
|see Eq. (33)] calculated for various p. values, (c) Amplitude and phase 
of wave density, (d) Amplitude and phase of perturbed ion velocity 
distribution function in a wave. 
FIG. 3. Propagation through plasmas with XJT, = 2. (a) The Green's 
function for the density, (b) The analyzer signal SeU.v.J) [see Eq. 
(33)]calculated for various v. values, (c) Amplitude and phase of wave 
density, (d) Amplitude and phase of perturbed ion velocity distribution 
function in a wave. 
This equation is obtained under the assumption that the 
resolution of the analyzer is a Gaussian of the type 
exp [- (v- v,)'/vi\. The functions, So, shown in Figs, 2-4 
are obtained for the tise where v, = r,/4. 
The curves amp, and <f>. showing the amplitude and the 
phase of the density, respectively, arc calculated directly 
from Eq. (29) as functions of the dimensionless parame-
ter ux'c,. Similarly, the amplitude amp,and the phase«)/ 
of the perturbed distribution function in a wave are 
calculated from Eq. (30), also as functions of wx/c. 
Figure 2 shows the results obtained for the case of 
freely streaming ions where T,/T, - 0. In Fig. 2(a) we 
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present the Green's function, n,,, for the density and in 
Fig. 2(b) the Sa function calculated for three v. values. 
Figures 2(c) and (d) show the amplitude and the phase of 
the density and of the distribution function in a wave, 
respectively. The wave damping in this case is clearly 
caused by phase-mixing of freely streaming ions. 
In Fig. 3 we show the corresponding curves obtained 
for the case T,jT. — I. We notice that the most significant 
difference between the curves in Fig. 2 and the ones in 
Fig. 3 is the undershoot seen on the 5,, curves in Fig. 3(b). 
This undershoot, which is a clear-cut signature of the 
collective interaction term in Eq. (3), was demonstrated 
experimentally in Rcf. 12 and a physical explanation was 
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FIC. 4. Propagation through plasmas with C/7 ~ 2. (a) The Green's 
function for the density, (b) The analyzer signal Sc(x, v„ l) {see Eq. (33)] 
calculated for various v. values, (c) Amplitude and phase of wave 
density, (d) Amplitude and phase of perturbed ion velocity distribution 
function in a wave. 
given in Ref. 20. The curves in Fig. 3(c) and (d), showing 
the wave characteristics, are so similar to the correspond-
ing ones in Figs. 2(c) and (d) that it seems unlikely that 
collective interaction in ion-acoustic waves can be dem-
onstrated experimentally if Z S 71. The damping is, in 
this case, of course, partly due to phase mixing and partly 
to collective interaction. 
The curves in Fig. 4 are calculated for %/T, = 2. Here, 
we note a tendency in the nc curve to show two maxima. 
This is a significant change in comparison with the 
corresponding results in Fig. 2(a) and 3(a). The physical 
reason for this splitting up has been discussed in some 
detail in Ref. 16. The two maxima in the nG curve are 
responsible for the tendency of the amp. curve in Fig. 4(c) 
'o's 10 « 
, 
20 
1 
u 10 IS 
1 I 
T 
4« *.» " 
FIC. 5. Curves showing the amplitude of the perturbed ion velocity 
distribution function at various positions calculated for a plasma where 
Z/T - 3. v, - v„ - 2.5c„ and TJX, - 1. 
to oscillate with distance. This oscillation can be under-
stood physically as a beating between two damped waves 
propagating with velocities corresponding to trie velocity 
of the two maxima in the na curve.1*17 We also note 
a clear difference between the amp, curve in Fig. 4(d) and 
that in Fig. 2(d). This difference is also a clear sign of 
collective interaction. In Fig. 5 we show examples of amp, 
curves calculated as functions of v/c, at various ux/c, 
values for the case where JC/77 = 3, tv = c 4 = 2.5o, and 
TJX, — 1. The very characteristic oscillations of the 
curves are explained physically in Refs. 17 and 18. An 
experimental observation of these oscillations would con-
stitute a clear-cut sign of collective interaction in ion 
acoustic waves. 
More extensive discussions of the physical mechanism 
explaining the results obtained by calculating the Green's 
functions and the wave characteristics are given in Refs. 
15-18, and 20. It should be noted that the calculations in 
Refs. 16 and 20 are based on the Green's functions of 
Ref. 12 which were obtained for an initial value problem. 
A comparison between the Green's functions of Ref. 12 
and those obtained for a boundary value problem in this 
paper shows that the functions are very similar and ;hat 
they have the same characteristic dependences of the 
parameters. Therefore, the discussions given in Refs. 16 
and 20 are also valid for waves treated as a boundary 
value problem. 
IV. EXPERIMENTAL RESULTS 
In this sectioi we describe measurements of (he per-
turbed ion velocity distribution in ion waves in a single-
ended Q machin.. The experimental setup is shown 
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FIG. 6: Experimental set up. 
schematically in Fig. 6. The plasma is produced by 
surface ionization of a beam of cesium atoms from the Cs 
oven on the hot tantalum plate ( » 2500°K) and is 
radially confined by a ur, orm, magnetic field of an 
intensity up to 1 T. Thi
 r<asma column is 3 cm in 
dian.eter and it ends at an electrostatic ion energy 
analyzer1' at x = JC„. In the experiments to be described 
here the plasma density. «<,, is less than 10'cnr5 , i.e., the 
plasma can be considered as heing collisionless. The 
vacuum system consists of a stainless steel tube (not 
shown in Fig. 6) which is cooled to - 2 0 ° C to reduce the 
Cs background pressure. In operation the pressure is 
below 10"' Torr. The plasma waves studied in this work 
were excited by a grid a t x - 0. The grid consists of a 
thin nickel mesh with 400 0.5 X 0.5 a m 1 holes per cm2 . 
The experimental procedure is as follows: First, the 
desired undisturbed ion velocity distiibution function, 
/o(r), is Htained by adjusting the temperature of the hot 
plate an J '..e density of the Cs beam. The grid is biased 
to a potential fo which is close to the floating potential 
and fo(v) is measured by the analyzer by using the 
technique described in Ref. 19. The grid potential is now 
changed by a small amount A<J> to <fr> + A<f> and the 
velocity distribution / 0 ( f ) + g(v) is measured. The func-
tion giv) -.an then be obtained by using the technique 
described in Ret. 14. 
N o w the grid is connected to the oscillating signal 
[exp(/wf)J of a lock-in amplifier as shown in Fig. 6. 
Thereby a wave with frequency u is launched; this wave 
is analyzed by the electrostatic analyzer. For the meas-
urements of the perturbed velocity distribution function, 
the circuit shown in Fig. 6 was used. The analyzer grid is 
biased negatively with respect to the plasma potential </»,* 
in order to reflect all electrons. The collector plate is 
connected to a sweep-box which varies the plate potential 
if. slowly and linearly with time as indicated in the figure. 
The time varying pait of the ion current to the collector 
plate, when biased to <J>„, is given by 
3»; Phys. Fli'icjj, Vol. 17, No. 2, February 1974 
/(<#.„ ,t) = qA £ vj(x. ,v,t)dv, (34) 
*l ic ic imva„ = q{q>. — 9pt) and A is the effective mesh 
area. By changing the variable: v2 = (2q/m)($ - <>pi). 
Eq. (34) becomes 
/ ( * . . ' ) 'I const I /(*«,<(>, 0<*p; (35) 
this is the signal led from the sweep-box to the lock-in 
amplifier in Fig. 6. The lock-in amplifier amplifies the 
part of this signal which oscillates with the frequency u 
and thus produces a signal 
const C /*90 
= -fifl exp(/(w* - 0„)]dt J^f(x„ <p, t)d<t>. (36) 
$0 is a phase angle adjustable on the amplifier. £(<>.) is led 
to the differential unit and differentiated with respect to 
time. The output signal, which is led to the y plates of the 
scope and displayed as a function of <>., is 
tftø.)
 = dS(<f>.) d$. 
dt dé. dt 
const dp. fiT ...
 A , . . . , 
= - -£f -jj I exp [t(U - So) ] /(a-., <t>a - *pi, 
•i '[--r^m 
t)dt 
X e x p M Ø t ø . - < ? „ ) - f t , ] } . (37) 
d<l>a(i)/dt is a constant because <>«(/) as generated by the 
sweep-box is proportional to time. The electric circuit 
only works the way discussed if the time constants for 
differentiation, integration, voltage sweeping, and for the 
wave are chosen properly. 
Experimental measurements of amp, = \f(x.,v 
= (lq($. - ^p,) /m)" s) |and of <f>, = Øtø. - <(>„) are ob-
tained by varying 0o on the lock-in amplifier until amp, as 
displayed on the oscilloscope reaches its maximum value 
for a given £ , . As seen from Eq. (37) it is possible to 
convert the measured quantities, amp, and <Jy, into func-
tions of velocity only if the effective analyzing potential, 
<p„ - <ppi, is known. Experimentally, we have determined 
<>pi by utilizing the technique described in Ref. 19. 
In Fig. 7 we show experimental results obtained for a 
situation where f0(v) and g(v) were found to be close to 
Maxvellian distribution functions with drift velocities 
tv = v+ = /.5c,, T, = T, = 0.35 eV, and T./T, a 0.6. The 
density tu> m 10* cm"' and the frequency, w/2w, applied to 
the exciting grid was 80 kc/sec. The phase velocity and 
FIG. 7. Experimental result« 
• ,o i. obtained in measurement« on an 
Urn acoustic wave with frequency 
80 kc/sec. (a) The amplitude of 
the perturbed ion velocity 
distribution function measured 
at various positions, (b) The 
phase delay of f(x„ r) measured 
at various positions. 
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the damping of the wave density were determined in the 
conventional way by measuring the amplitude and the 
phase of the ion saturation current «>a = <ppl) to the 
analyzer collector at various positions. The phase velocity 
was found to be i> = 2.3 x 10'cm/sec corresponding to 
a wavelength X = 2.9cm. The wave amplitude damps 
with an e'1 - folding length of approximately one wave-
length. 
In Fig. 7(a) we present measurements of amp,.,, as 
functions of v obtained at various analyzer positions. 
Figure 7(b) shows experimentally obtained phase rela-
tions. At different x. positions we have found those r 
values for which/(.*„, i ) is delayed n x r with respect to 
the phase of the exciter (n is an integer). The results 
shown in the figure constitute an experimental verifica-
tion of the phase relation exp(»w.tu.'Vj). which is obtained 
directly from Eq. (30) by going to the limit c. = 0, i.e.. in 
the limit where collective interaction can be ignored. The 
small discrepancy ( = 10%) between the phase relation 
obtained from Eq. (30) and the experimental points can 
be explained by the uncertainty in the experimental 
determination of $#. which causes an uncertainty in the 
calculation of v [see Eq. (37)]. 
According to Eq. (30), amp,,,, should be equal to giv) 
and independent of v„ if c, = 0. The experimental results 
in Fig. 7(a) show a strong damping of amp,,,, with 
distance A„ especially for low tr values. By using the 
following arguments based on freely streaming ions this 
damping can be explained by the finite resolution of the 
analyzer The ions are released from the grid with the 
velocity distribution function g(t)cos ui. At x = xa the 
analyzer measures amp,(l%) at the time /„ = xjv.. At this 
time however, there are also ions present at A« with the 
velocity v, and they are partly accepted by the analyzer 
because of its finite resolution expressed by exp[-(t> 
~ <-'«)2/V]- The ions with velocity v were released from 
the grid at / = /, - xjv. Therefore, the analyzer adjusted 
to measure at the velocity v. gives a signal 
s
-
 a
 f0 i » W « J ~ - * ) exp[-(r - i;)2/v?]dv. 
(38) 
By assuming v, to be small compared with c,. rg(i') can be 
considered as a constant and t>~' — v~' ~ (v — t„)/i*. 
After some simple algebra one gets 
This expression explains the very strong damping meas-
ured at low v. values. 
Measurements such as the ones described here have 
been performed at various frequencies and densities, and 
with different f0(v) and %(v) functions. The conclusions 
from all the measurements are that no sign of collective 
interaction could be demonstrated. This is what would be 
expected from the theoretical work of Sees. II and IV. It 
should be mentioned that similar measurements leading 
to the same conclusions were reported by Ikczi and 
Taylor.11" 
Further, we have heated the clectrons in order to reach 
a 1, T, value around 3. The heating technique used has 
been described by Christoffersen and Prahm.2' At these 
high-temperature ratios the characteristic osciiiation in 
ampMl> shown in Fig. 5 can be expected. We were not able 
to detect these oscillations experimentally. We believe 
that the reason is that the resolution of the analyzer is not 
sufficiently good. 
V. DISCUSSION AND CONCLUSIONS 
In this paper we have calculated the Green's functions 
for the linearized ion Vlasov equation for a known 
boundary value problem. The Green's functions for the 
density as well as for the perturbed velocity distribution 
function are obtained, and they are always found to take 
the self-similar form. «,../,; = (\/t)h„ ,(x/t). The func-
tions. hn,{x t), depend on the boundary value, g[v). and 
on the dielectric properties of the plasma, which in turn 
depend on T, and on the undisturbed ion velocity distri-
bution function Mi')-
The Green's function for the density, ndx.t). varies 
weakly with 7,', T, as long as T, T, S 3 (see Figs. 2. 3, and 
4). Furthermore, it should be noted that the Green's 
function for the density obtained for the case where 
T, 4- 0 could also be obtained for T, = 0 if another g(r) 
was assumed. The g(i) function needed in order to 
produce a n(,(.v,i) function of a given form for a case 
without collective interaction can be calculated from Eqs. 
(12). (16), and (23) with T, = 0. It is therefore clear that 
to demonstrate collective effects in a measurement of 
n,,(x.t) would require a detailed knowledge of the bound-
ary value function g(v). In an actual experimental situa-
tion such knowledge is very difficult to obtain and it can. 
therefore, be concluded that it is very unlikely that 
collective effects can be demonstrated in measurements 
of n,,(xj). 
For T, * 0. the Green's functions for the perturbed 
velocity distribution function. fr,{x,v.t) show the same 
characteristic features [the undershoots seen in Figs. 3(b) 
and 4(b)] which are clearly caused by collective interac-
tion. The experimental observations of these features 
reported in Ref. 12 are therefore a clear demonstration of 
collective effects. 
The propagation characteristics for locally excited ion 
acoustic waves were calculated by performing convolu-
tion integrals of ihe Green's functions. The calculations 
show that waves are. in general, damped. For T, — 0. the 
damping is clearly caused solely by phase mixing of 
freely streaming ions and therefore the ratio. rt/A. be-
tween the damping length and the wavelength is roughly 
given by t>/At» where Ar is the width of the g(v) function. 
For T, =4 0, collective interaction plays a role in the wave 
damping. It should, however, be noted that by assuming 
the proper g(v) function, one can get the same Green's 
function for the density for T, = 0 as the one we get for 
T, *• 0. We can also obtain the same amp, curve for the 
case where T. = 0 as the one we obtain for T, ^ O.We 
may therefore conclude that density measurements in a 
wave arc equally unlikely to demonstrate collective inter-
action as are measurements of n,{x,t). We can further 
point out that for the case /,' ¥= 0. the damping ratio, S/\, 
is roughly determined by the width of the n,.(x,t> ^unc-
tion divided by the phase velocity of the wave. This 
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statement is in contradiction to the results obtained in a 
normal mode treatment where it is found that the damp-
ing is determined by the slope of the Mi') function at 
i- = i,*. Our results suggest that some calculations of 
stability problems based on a normal mode treatment 
probably ought to be reconsidered. In this respect it 
should be noted that by using the Green's functions 
obtained in this work it has been possible to show 
rigorously that an exponentially damped wave of the 
normal mode form exp[-i(wr - t.r)](Im k > 0) is not a 
possible solution to the Vlasov equation (3) for all values 
of r.24 Further, it should be noted that EstaDrook and 
AlexefP' have recently integrated the Vlasov equation 
numerically and found results that confirm our statement 
that collective interaction in ion acoustic waves is neglec-
table. 
Our calculations of the perturbed velocity distribution 
function in a wave show that the effect of collective 
interaction is very weak unless T, S 37J. At these rela-
tively high values of the electron temperature, character-
istic oscillations in amp /w, as seen in Fig. 5, occur. These 
oscillations have not been seen experimentally, but the 
observations of them would constitute a clear signature 
of the collective effect in ion acoustic waves. 
As a last remark it should be emphasized that in our 
treatment we have assumed the perturbed velocity distri-
bution function at the boundary to take the form 
g(t')exp(-/u>.'). We believe that this assumption holds for 
grid-excited waves in single-ended Q machines as long as 
u «u}J . At higher frequencies the potential around the 
grid varies significantly during the transit time for an ion 
moving through the sheath around the grid. Therefore, 
the g function will most likely also become a function of 
time, i.e., take the form g[c,exp(;ur)], which means that 
higher harmonics are generated. As long as we are only 
concerned with the fundamental mode this will not 
change the main features of our results. 
The experimental results reported in this paper are in 
agreement with our statement that collective effects are 
negligible in ion-acoustic waves if T, < 37T. 
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A Vlasov plasma with a double-humped, unstable ion velocity distribution function is con-
sidered. A 8 function in space is assumed as the initial perturbation and the plasma response 
to this perturbation is calculated, i.e., the Green's function for the problem is found. The 
response can be divided into two parts: a self-similar, damped part of the form t~xh(x/t), 
and an unstable, exponentially growing part. The conditions for absolute and convective 
growth of the latter are discussed. 
I. INTRODUCTION 
During the past fifteen years great interest has been 
shown in the problem of growing waves in unstable plasmas. 
Sturrock'-' has performed pioneer work in this field by 
classifying the possible types of instabilities as evanescent, 
convective, or nonconvective (absolute) and by discussing 
the conditions under which the various types can be ex-
pected. Many authors'-7 have considered unstable waves 
and described in detail various mathematical techniques 
used to treat the problem. In a recent paper, Rognlien and 
Self* include a review chapter on most of the work in this 
field; in their work references to many other interesting 
papers can be found. 
Our interest in this problem is caused by the possibility 
of creating, in Q machines, a plasma with a double-humped 
ion velocity distribution function which is unstable to the 
ion acoustic wave mode.* This plasma provides the unique 
experimental possibility of following in detail the develop-
ment in time and space of an instability which stir led as a 
narrow perturbation at (x, I) = (0,0). In this paper we 
present calculations based on the linearized Vlasov equation 
of the development of such a perturbation in an unstable 
plasma of the type obtainable in Q machines, i.e., we cal-
culate the Green's function for the equations describing 
wave propagation through the plasma. 
As is often found in this kind of treatment, some parts of 
the wavelength or frequency spectrum of the wave mode 
under consideration are unstable (growing) and other parts 
are stable (damped). In most treatments only the growing 
waves are considered because they are argued to be the 
predominant ones in the limit of large times or distances 
where experiments are most readily performed. We show 
that in a Q machine plasma it should be possible to detect 
the contribution from the stable waves and that from the 
unstable waves separately. The contribution from the stable 
waves dies away in a self-similar fashion as t'h(x/l) as de-
scribed elsewhere.1M1 The contribution from the unstable 
waves is found to be absolutely unstable in some frames of 
reference and convective in others, and normally convective 
in the frame which follows the bulk of the self-similar stable 
wave contribution, as well as in the laboratory frame. We 
show that our results are in qualitative agreement with the 
experimental results of Baker"" and that they therefore 
constitute an alternative explanation of his observations. 
II. ANALYSIS 
As in previous calculations10'' we describe the iens by 
their linearized Vlasov equation. We choose to model the 
electrons by a massless isothermal fluid. The electrons and 
the ions are coupled through the Poisson equation, and we 
consider a one-dimensional situation. Thus, our starting 
equations are 
df(x, v, 1) dj(x, v, t) c} dn,(x, t) df, (v) 
T v 
di dx n0 dx 
d*n.(.x, t) 
W = «.(*, 0 - n,(x, 0. 
dx1 
and 
».(*, 0 = f /(*. *, >)dv. 
Here, 
c? = KT,/m„ «o = / fo(v)dv 
dv 
(1) 
(2) 
W 
is the uniform unperturbed density for both ions and elec-
trons, Ao = (t0nT./noe')> is the electron Debye length, and 
n.(x, t) is the perturbed electron density. 
Let us consider the response of the system to an initial 
perturbation with an ion velocity destribution 
/(*, v, 1 = 0) = g{v) 
1 
rx'+a1 
(4) 
where J is a scale length representing the size of the initial 
percurbation. This form of the initial perturbation is chosen 
for mathematical convenience since »"^(a2 -f **)-1 is a 
normal representation of a delta function, *(*), in the limit 
of a going to zero. 
We use a standard Laplace-Fourier transform technique 
to solve (l)-(3) with initial condition (4). The transforn is 
defined 30 that 
>'(*,«) = f cxp(-i**)J e p( — ikx) / exp(L>l)F(x, 1) dl dx 
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and where 
F(x. () = (2TV 1. exp(ijbr) 
1 f f- 1 
/
»..(jr. 1) = — Im / / -
expf-JuOfOt.uOJuxi*. 2»» A J-„kl 
/ («/*) 
where f ( i , /) can be any of the three functions: / ( x , i', /) , 
*,(r, /) , or »,(x, /). The integral contour in the u plane 
indicated by the index a runs above any of the poles of 
F(*,u>). The following relation can be shown, in general, 
from the reality condition, i.e., from the condition that 
F(x, t) has to be a real quantity. 
F(-k\-u*) = lF(k,w)T, 
where the asterisk (*) denotes the complex conjugate. With 
this relation it is easy to prove that 
F(x, t) = — Re / / F(k, « ) exp(-i<W + ikx)dw dk. 
2* J0 L 
Re stands for the "real part of." 
Straightforward algebra leads to the relation 
if /(w/A) \ 
A\l + (k\B)'-Pfak)/ 
where l(w/k) is .related to the initial condition through 
\A/ . /_ .» - («/*) 
-«/», (5) 
and where P(u>/k) is related to the plasma properties through 
(6) 
For n,(x, 0 we get 
W «0 J-*v - («/*) 
1 , - f 1 
"«(*, 0 = — Im / / -
2^ •/<, J.k 
/(«/*) 
(7) 
* 1 + (*XD)5 - />(«/*) 
Xexp( — iut + ikx — ak)(L) dk, 
where Im represents the "imaginary part of." 
In Ref. 10 we obtained an expression similar to (7) except 
for 'he (AXD)1 term. This term only enters here because of 
our use of the Poisson equation (2) rather than the quasi-
ncutrality condition assumed in the former work. In Ref. 
10 we considered stable plasmas, i.e., plasmas for which the 
equation 
1 + (*AB)» - P(u/k) = 0 (8) 
has no solutions in the complex u> plane for which Imu > 0. 
By using this we could m o v the w integration path down to 
the real axis, and we found that the density always took 
the self-similar form t~lh(x/t). In this paper we consider 
unstable plasmas for which (8) has only one solution, u(k), 
with Imoi > 0 for a fixed A. This solution is found for * 
values in the interval 0 < k < A* and lm«(0) = Imui(Am) 
= 0.' Using this we can write (7) in the form 
n.(x, t) = n„(x\ 0 + «.„(*, 0 , (9) 
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+ (A\0)! 
Xexp(—unt + ikx — ak)du> dk 
P(w/k) 
(10) 
and 
1 
*.„(*, 0 = Re-
•* Jo 
f T - - — — _ 1 
7o LkldP(ui/k)/dw']L-^k .ktdPWk)/i 
Xexp[-«u(A)/ + ikx - ak]dk. (ID 
In (11) the function «(A) is to be determined by (8). The 
stable contribution, n„(x, *), is essentially of the form ob-
tained in Ref. 10. The unstable contribution, « . . (* , t), is 
of the general type treated by several authors.1_> In the 
following we discuss the two contributions separately. 
A. The stable contribution 
Since P{u/k) and /(w/A) are known functions as given 
by (5) and (6), n„(x,t) can be calculated by numerical 
computation from (10). This computation, however, is 
rather involved because we have to perform a triple integra-
tion over A, u>, and v for each (x, 0 value for which we want 
to calculate it... Rather than performing such integrations, 
we show that in the limit of large I, where experiments are 
most likely to be possible, the (AX©)1 term in the denomi-
nator is of no importance and can therefore be neglected, 
which simplifies (10) considerably. To neglect the (A>B) ' 
term is equivalent to assuming quasineutrality rather than 
using (2)."1 
In (10) we substitute «, = u/k and find 
»„(*, 0 = — Im 
2»» u:-+ /w (k\Dy - p(vp) 
XexJ -iktfv, J Ut,dk. 
(12) 
This form suggests an asymptotic expansion of n«(x, /) in 
terms of r ' . We substitute y = kl and expand n.,(k,v,) 
- / (»» ) [ ! + (**»)' - P{*,)Y in terms of r 1 as follows: 
«..(*, «,) = H«»(0, »,) + 'A*
 dn
-
/(»,) 0 \D>: 
«(**) 
'W 
1 -/>(*,) W ~ [1 -/>(*,)? 
Equation (12) can now be rewritten as 
P{vr) 
H„(X, t) = — Im / / — 
2**t J, J _ l 
r / x + »a\-| 1 \D' 
Xexp -iyitp 1 Idv, dy -\ 
i d> / • - / • - I(v,) 
Xlm — / / 
Xexp[-»>|»| - l—^JJrf^rfyj + o ( -J . 
(13) 
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In writing the second term in (U) we made use of the fac. 
that 
/ (y,t)2 exp(iyjf l)dy 
Jo 
can be replaced by 
- 3 7 d*2 J exp(i>r '/)<(>. 
Jo 
Performing the y integration we obtain 
1 
n„(x, t) = 
2w*t 
J-.11 - P(v,mt, - Ux + ia)/t]) 
i \D* /a« 
+ Iml — 
2T* / Var5 
x / rf*,) 
A. . [1 - P(vp)Ji{v, - [(* + w)/«]J / 
0 
(14) 
+0 
By closing the t> integration paths around the upper half 
of the v, plane we get, by means of residue calculations, 
-
(
-'
)
-fO+xiF'0+o0-
where 
FA - I = lim - Im( 
W — » \ l - P [ ( * + «o)/0 
/(«,) 
{«, - [(* 4- fc)/ «])/"(«•,)/' 
and 
i i <? r /[(* + w)/o 0 1  F  = l im-Im 
- ° T U(x/0JL {1 - />[(* 4- *»)//])' 
/ _ ! d Kv,) \ HI 
In these equations up is defined by the solution to the equa-
tion 1 - P(up) = 0. 
It is seen that in the limit of long time (<»u>,r'), the 
first term in (14) is the predominant one. Since we shall only 
be interested in this limit, we write 
1 1 / ' [ ( * + »)/<]   'i(x-
n„(x, i) = - lim - Iml 
l«"r \ l - /'[( > + ic)iq 
This equation, which will be used for numerical calculations, 
'•s identical to what we would have obtained if we had as-
sumed quasineutralitv rather than introduced the Poisson 
equation, (2). We have thus shown lhat the quasineutralitv 
assumption is good in the limit where t» w,,"1. 
n„(x, t) as given by (IS) takes a self-similar form as t~l 
times some function of (x/l); this is a property which was 
found for stable distribution functions in Ref. 10. The first 
term in the large parentheses of (IS) is equal to the expres-
sion obtained in Ref. 10. The last term is an extra con-
tribution caused by the pole in the upper half of the vp 
plane. It could be argued that this contribution should 
rather be included in the unstable part of n,(x, t) [Eq. (9)]. 
We decided to keep it as part of n„(x,t) because of its 
self-similar form. 
B. The unstable contribution 
In order to calculate n,,{x, t) from (11) we need to find 
the spectrum of unstable waves, u(k), from (8). The wave-
number, km, of the marginally stable wave is determined by 
1 + (k^D? / dv = 0. 
n0J-mv - [ui(*„)/A„] 
(16) 
We introduce v9 = u(k»)/km, which is the phase velocity of 
the marginally stable wave. As va is a real number we have, 
directly from (16), 
/o'(t>o) = 0. (17) 
An appropriate formula for u(k)/k can be obtained by a 
Taylor expansion of (8) around to 
«(*) 
= »0 + 2 (18) 
/<."(*) et C /o'(») c? f ,"(»
1 + (kXo)1 / dv - 2— / dv=0. 
no / - . v — So «o J-« f — »o (19) 
From (16), (18), and (19) we get 
kJ - *2 
*(*) = *L +: -A (r.) ]• (20) 
where wpt is the ion plasma frequency and where A (t0) is 
defined by 
A tø- lim «o-1 / dv. /_«, v — v0 — it 
(21) 
«,)/ { « , - [ ( * 4- ia)/f])P'(uf, 
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Equations (11) and (20) constitute the basis for the 
numerical calculations of n,u(x, t) reported in the next 
section. 
The instability under consideration is triggered at (x, t) 
= (0,0). An observer moving through the plasma with a 
velocity within a certain interval, v_ to t+, will find that 
the instability grows at all times, i.e., that the instability 
is absolute. For velocities outside this interval the in-
stability is convective. In finding *f and i we roughly 
follow the procedure given by Baldwin and Rowlands,7 
Jensen, Michelsen, and Hsuan 2210 
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We insert (20^ into (11) and get 
1 /(t„) 
M,«(T, t) = - Re 
T r(v0) 
f0(v)ondg(v) 
I exp ikx - ikl\ r« -f A(t0) \\<lk (22) 
Equation (22) is obtained by going to the limit a — 0 and 
by assuming that the quantity in the bracket in (11) varies 
insignificantly with k in the interval 0 to i . ; this assumption 
certainly holds for weakly unstable plasmas where A« « Xo"'. 
We want to calculate n„(x, t) as felt by an observer moving 
through the plasma with the velocity, r, i.e., at the position 
xfj) = it. Thus, we get 
». .(x(i) .O 
/"'" I T *• ~ *' I I 
= Re const / expuÆl r — r0 A(v0) ¥t<ik 
•r = Re const / exp[5(*)/}te. (23) 
To determine for which velocities v the instability is 
absolute and for which it is convective we look for a curve 
in the complex k plane which connects k — 0 with k = 4«, 
and on which Re5(£) = 0. If such a curve exists, we can 
change the integration contour into this curve; it is then 
clearly seen from Riemann's lemma that « , . goes to zero 
for large /, i.e., that the instability is convective. If such 
a curve does not exist, the instability is absolute. For 
further discussion of this procedure, see Ref. 1. 
In the appendix we describe a relatively simple procedure 
to determine for which v values we have absolute instability, 
and for which the instability is convective. We find that for 
v close to to the instability is absolute, while v values very 
different from io lead to convective instability. The limiting 
values, iv and r_., are shown to be determined by the condi-
tion that Re.S'(£«) = 0. k, are the * values for which S(k) 
has saddle points. 
I'l. NUMERICAL RESULTS AND DISCUSSION 
Most authors who consider unstable waves are interested 
in growth rates and as\ .ptotic expansions. Our Eq. (11) 
can also be used for this kind of analysis by leading to an 
expression for the density growth. Such an expansion, how-
ever, is of limited value because in an experiment a growing 
perturbation '*iii soon reach a level where nonlinearities are 
important and an asyrv.ptotic expansion based on the results 
,'rom the linear equation« (1) to (3) becomes invalid. We 
study th<; initial linear growth of perturbations by per-
forming numerical calculations of the stable as well as the 
unstaM:: contribution discussed in the p. vious section. 
Wc first consider thi growing pert of the solution, i.e., 
the expression in (il,1 which with tne assumption (/fc„Xc)2 
« 1 can be reducH to (22). For simplicity, we shall assume 
that the ion velocity distribution functions /o(r) and g(t) 
are symmetrical around « - (.' in some frame of reference. 
We shall solve the equations in thir. frame where from (17) 
we get ir, = 0. , 
FIG. 1. The shape of the ion velocity distribution functions, fait) and 
e (»), used in the numerical calculations. 
/ . ( • ) « f(») • e x p [ - ( t - t ^ c . ' ] + e x p [ - ( v + H ) T V ] 
is an example of such a distribution function; this function, 
which is shown in Fig. 1 for vt = l.Sci is used in the numeri-
cal calculations. From (21) we get that *4(0) is a purely-
imaginary quantity. From (22) we obtain the simplified 
integral 
1 / (0 ) 
n„(x,t) = --
w P(0) 
/•*- r l m / l ( 0 ) -] 
X / cos** expl / — * ( * - 1 - AJ) Ilk. (24) 
J« L u„ : J 
Because the integrand has a maximum for k = 'r*km, the 
wave with this wavenumber will have the largest growth 
rate, which can be found to be 3-'2*„' ImA (0)wpr'. This 
growth rate is in agreement with our numerical calculations 
of the expression (24) presented in Fig. 2. In the figure we 
show n..(x) calculated for various values of the dimension-
less time parameter, r = 1mA (0)*«,'«,,^. For I = 0, we 
notice that n.u(x, t) « s,inkmx/kmx which is not the initial 
condition given by (4). This is, of course, because we have 
not included the term giving the stable contribution^ 
Using the procedure mentioned at the end of Sec. II on 
our simplified case we get, after straightforward algebra, 
t t = ±v3/&„' ImA (O/w,,"'. Also, this is in agreement with 
the numerical results shown in Fig. 2. From these results 
we get that an observer moving with a velocity in the interval 
between »_ and v+ will see a growing perturbation, i.e.., an 
absolute instability, while an observer with a velocity out-
!%< 
•TG. 2. Unstable contribution, i . , ( i) , at various times, versus dis-
tance xkm. The dimension less time r written on the curvet it given by 
r = 0»» \mA (0)«,,-«. 
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FIG. 3. The stable contribution, k(x/t), for the case where T./T. = 4 
plotted as a function of x, c,<. 
sidt this interval will see a damped perturbation for suffi-
ciently large /, i.e., a convective instability. 
Let us now consider the stable part of the solution. This 
part is given by (15) and it can be written in the self-similar 
form n..r>, 0 = r'h(x/t). We have calculated k(x/t) nu-
merically for a case where the ion velocity distribution func-
tions, f0(v) and g(v), again are the double-humped, sym-
metric.! functions shown in Fig. t. In order to insure that 
the plasma is unstable we have chosen T,/T, = 4." In Fig. 
3 we show the results as a function of x/dt, where c* 
= 2KT,/m,. 
We note that the stable contribution contains a positive 
pulse whose maximum moves through the plasma with a 
velocity about equal to td + c.. Since in most cases this 
velocity is greater than i t l which is the characteristic 
velocity of the front of the unstable contribution, it should 
be possible to experimentally observe the two contributions 
separately. Therefore, if the instability is observed 
at a fixed position in that frame of reference 
where »o •= 0, the fast self-similar pulse from 
the stable contribution will arrive first and then the growing 
contribution from the unstable part will arrive and even-
tually dominate. The relative strength between n,u(x, I) 
and n„(x, I) depends on all the plasma parameters involved: 
J»{v),l(v), 7V7\,and also on time and position of observation 
[see Eqs. (15) and (22)]. Since n,u(x, I) normally starts at 
a low level and n.,(x, I) goes as /"', the latter term will in 
many cases be the predominant one at small times. 
Baker" has examined the propagation of pulses excited 
by a grid in an unstable Q machine plasma with an ion 
velocity distribution function oi the kind considered here. 
He actually sees two contributions: a fast damped pulse 
followed by a slower growing one. The main features of his 
observations are in agreement with our calculations. In 
order to claim that the Baker work constitutes an experi-
mental verification of our theoretical results more detailed 
experimental work has to be performed. One feature that 
is likely to complicate such work is the fact that the propaga-
tion of the stable part of the pulse, «„(x, I), is independent 
of plasma density, while the unstable part, nn(x, I), prop-
agates in a way that depends on n-, [n0 enters into (22) 
through «,(*]. Therefore, in a Q machine plasma where there 
is necessarily a radial density gradient, the propagation of 
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the unstable part will depend on radius, while the stable 
part propagates independently of radius. 
The solution to Eqs. (1) to (3) with another initial con-
dition, e.g., a wave, can, in principle, be found from our 
results by performing a convolution of the Green's function 
with the given initial condition. Although this method may 
be unnecessarily complicated, it can give us some informa-
tion about the propagation of waves from our knowledge 
of the Green's function. For stable plasmas, the Green's 
function only contains the self-similar part, and a wave is 
known to be damped." We may therefore conclude that in 
cases where we consider unstable plasmas and find that the 
self-similar part of the Green's function predominates over 
the unstable part, a wave will decay. It has been discussed 
that for small times the self-similar part can predominate ; 
in such cases a wave will start out as a decaying wave and 
only begin to grow when the unstable part of the Green's 
function becomes the predominant one. An effect of this 
kind, but for a boundary value problem, was observed 
-xpcrimentally by Christoffersen and. Prahm." Physically, 
the damping can be interpreted as a phase mixing of the 
particles in the initial density perturbation with the dis-
tribution function g(v) j only that part of g{x) which corre-
sponds to the distribution function in an unstable wave will 
grow. 
To summarize, in this paper v have reported on a cal-
culation of the development of a narrow perturbation in a 
plasma, unstable to an ion beam instability, i.e. we have 
found the Green's function for this problem. Our results are 
valid in a time period from a few times w,Cl until the in-
stability reaches a nonlinear level. We have determined in 
which frames of reference the instability is absolute and in 
which it is convective. In many cases a damped pulse will 
propagate faster than the region of instability, and this pulse 
can in the initial phase, depending on the excitation, have 
a considerable amplitude. 
APPENDIX 
We consider the complex function S(k) of the complex 
variable, k [see Eq. (23)] 
T -1 (to) "I 
S(k) = i\k(v - t0) -k(km> - k-)\ 
and want to discuss for which t values there exists a curve 
connecting k = 0 with k = (±Am, 0) on which ReS(k) = 0, 
We substitute 
M = V — to 
and 
0 « M (•»)/«„* (Al) 
and get 
S(k) = *[0(*J - *„') + ««]. (A2) 
The equation 
ReS(k) = Re{*[0(*2 - kJ) + »«]} = 0, (A3) 
being of third order in k, describes three curves in the com-
plex k = k, + ik, plane; these rurves are obviously sym-
Jenseri, Michelsen, and Hauan 2212 
/ \ 
i - 4 * » *• f * -i * •- --( +---» 1 1-
FIG. 3. The stable contribution. *( i <), for th« case where T.i T. = 4 
plotted as a function of x, cxt. 
side this interval will see a damped perturbation for suffi-
ciently large t, i.e., a convective instability. 
Let us now consider the stable part of the solution. This 
part is given by (15) and it can be written in the self-similar 
form n„(x, t) = t-lh{x/t). We have calculated k(x/t) nu-
merically for a case where the ion velocity distribution func-
tions, /oM and |(«), again are the double-humped, sym-
metrical functions shown in Fig. 1. In order to insure that 
the plasma is unstable we have chos.n T./T, = 4." In Fig. 
3 we show the results as a fur.ctioi of x/dt, where c,' 
= ?«7\/«.. 
We note that the stable contribution contains a positive 
pulse whose maximum moves through the plasma with a 
velocity about equal to v* + c,- Since in most cases this 
velocity is greater than tv, which is the characteristic 
velocity of the front of the unstable contribution, it should 
be possible to experimentally observe the two contributions 
separately- Therefore, if the instability is observed 
at a fixed position in that frame of reference 
where va «= 0, the fast self-similar pulse f'om 
the stable contribution will arrive first and then the growing 
contribution from the unstable part will arrive and even-
tually dominate. The relative strength between n„(x, t) 
and n„(x, I) depends on all the plasma parameters involved: 
/oW.g'Mi r,/7\,and also on time and position of observation 
[see Eqs. (15) and (22)]. Since »..(*, I) normally starts at 
a low level ard n„{x, t) goes as t~\ the latter term will in 
many cases be the predominant one at small times. 
Baker" has examined the propagation of pulses excited 
by a grid in an unstable Q machine plasma with an ion 
velocity distribution function of the kind considered here. 
He actually sees two contributions: a fast damped pulse 
followed by a slower growing one. The main features of his 
observations are in agreement with our calculations. In 
order to claim that the Baker work constitutes an experi-
mental verification of our theoretical results more detailed 
experimental work has to be performed. One feature fhat 
is likely to complicate such work is the fact that the propaga-
tion of the stable part of the pulse, n„(x, I), is independent 
of plasma density, while the unstable part, n,.(x, t), prop-
agates in a way that depends on «o [«a enten into (22) 
through «,i']. Therefore, in a Q machine plasma where there 
is necessarily a radial density gradient, the propagation of 
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the unstable part will depend on radius, while the stable 
part propagates independently of radius. 
The solution to Eqs. (11 to (3) with another initial con-
dition, eg., a wave, car., in principle, be found from our 
results by performing a convolution of the Green's function 
with the given initial condition. Although this method may 
be unnecessarily complicated, it can give us some informa-
tion about the propagation of waves from our knowledge 
of the Green's function. For stable plasmas, the Green's 
function only contains the self-similar part, and a wave is 
known to be damped." We may therefore conclude that in 
cases where we consider unstable plasmas and find that the 
self-similar part of the Green's function predominates over 
the unstable part, a wave will decay. It has been discussed 
that for small times the self-similar part can predominate , 
in such cases a wave will start out as a decaying wave and 
only begin to grow when the unstable part of the Green's 
function becomes the predominant one. An effect of this 
kind, but for a boundary value problem, was observed 
experimentally by Christoffersen and. Prahm." Physically, 
the damping can be interpreted as a phase mixing of the 
particles in the initial density perturbation with the dis-
tribution function g(t); only that part of g(r) which corre-
sponds to the distribution function in an unstable wave will 
grow. 
To summarize, in this paper we have reported on a cal-
culation of the development of a narrow perturbation in a 
plasma, unstable to an ion beam instability, i.e., we have 
found the Green's function for this problem. Our results are 
valid in a time period from a few times a>,,~' until the in-
stability reaches a nonlinear level. We have determined in 
which frames of reference the instability is absolute and in 
which it is convective. In many cases a damped pulse will 
propagate faster than the region of instability, and this pulse 
can in the initial phase, depending on the excitation, have 
a considerable amplitude. 
APPENDIX 
We consider the complex function S(k) of the complex 
variable, k [see Eq. (23)] 
r ••«(«.) i 
S(k) = i k(t - r.) *(*„» - k~) 
L a,,,1 J 
and want to discuss for which » values there exists a curve 
connecting k = 0 with * = (±.km, 0) on which ReS(k) = 0. 
We substitute 
U = t — »0 
and 
fl-M (*,)/«„' (Al) 
and get 
S(k) = A[0(*» - A„a) + in]. (A2) 
The equation 
ReS(*) - Re{*rj3(*» - kJ) + i«]} = 0, (A3) 
being of third order in k, describes three curves in the com-
plex k = kr+ ik, plane; these curves are obviously sym-
Jansan, Michalaan, and Hsuan 2212 
- 60 -
.Metrical around i = II. In the general case where Re5(ia) 
?* 0 [ i , being those k values for which (A2) has saddle 
points] the three curves cannot cut each other. 
Before proceeding we note: 
(a) km* is a real positive number depending only on the 
properties of the plasma under consideration. 
(b) 0 is a complex number depending only on the plasma 
properties. From (21) and (Al) it follows that for un-
stable distribution functions where /§"(»•) > 0, the real 
part of 0 is negative, i.e., if we write 0 = |0 | exp(tf«), 
then 
(T/2) + 2»» < »f < (5r/2) + 2*», n = 0, 1, 2, . . . . 
(c) u is a real parameter to be varied from —<*> to + * . 
For | Jfe[ —*ac the curves described by (A3) asymptotically 
approach the straight lines through * = 0 which are de-
termined by Re (0A.*) = 0. In a polar system of coordinates 
this equation is written 
IØII*.'! cos(30. + 0,) =0 
and is satisfied for 
6. = (r/6) - (8,/3) + H*/i), p = 0, 1, 2, . ... (A4) 
We note that for p = n = 0 we have - T / 3 < 9. < 0, 
and we further note that 0. only depends on the plasma 
properties and not on the chosen u value. 
Because the left-hand side of (A3) is a third-order poly-
nomial, any straight line in the k plane can only cut the 
curves defined by this equation in three points. From this 
it follows that the only point of intersection between the 
ssvmptntes and the curves is the origin of the k plane. There-
fore, in the general case we o n only have the three situa-
tions shown in Fig. 4. In situation (a) the three points, 
k = (0,0) and k = (± t„ , 0) lie on three different curves, 
which corresponds to absolute instability. In situations (b) 
and (c) the three points lie on the same curve, which guar-
antees that the instability is convective. It is clear that a 
shift from one situation to another which can be obtained 
by varying u, will only occur for u values for which Re5(t.) 
= 0. 
To determine which situation holds for an actual case we 
only have to determine the slope at k = (0, 0) of the curve 
which passes through this point. If the slope is such that the 
curve falls within that 60° angle between the asymptotes in 
which the real k axis is situated, then we have situation (b) 
or (c). If it falls outside this angle, we have situation (a). 
Around \k\ = 0 (A3) can be approximated by 
Ke(-pUk f iuk) = 0 . 
From this we get that the slope at k = 0 is determined by 
dk, _ ØJJ 
dk, H,k„> - U 
which for u = 0 is written 
, — k r 
i — Kf 
dk, 
dk. 
a. (A5) 
FIG. 4. The three drawings »how the three possible general shapes 
of the curves whicn are described by KeS(k) « 0. In situation (a) the 
three points * - 0 and * - ±*„ do not lie on the same curve; this 
corresponds to absolute instability. In »tuition« (b) and (c) the three 
points lie on the same curve and, therefore, the instability is convectivc. 
Simple analysis based on (A4) and (AS) shows that the 
line given by k, - *<0(/0r falls outside that 60° angle be-
tween asymptotes in which the real h axis is situated. There-
fore we have, as expected, an absolute instability for it — 0. 
To rind the limiting value, u+ and u-, between absolute and 
convective instability we only have to find that u value for 
which Re5(A.) = 0. The saddle points are determined by 
30k.1 - 0km> + iu - 0. 
Inserting k, determined by this equation into (A3) allows 
us to determine for which values of u Re5(A.) - 0. 
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7. ADDITIONAL REMARKS ON CHAPTERS THREE THROUGH SIX 
The papers presented as reprints in the four previous chap-
ters differ in notation. To facilitate reading a few remarks 
about notation are given in the following subsection, which also 
contains a list of misprints found in the articles. 
The four reprint chapters all contain discussions. However, 
after publication a few further problems arose concerning details 
of the Green's functions. In the lattjr part of this chapter we 
discuss these details. A general discussion and conclusions con-
cerning the entire work, seen in the light of the list of prob-
lems mentioned in chapter 2, are left to the next chanter. 
7.1. Notation, Corrections and Misprints 
Essentially the same notation is used in the four preprint 
chapters as in the rest of the present treatise. The fol.owing 
two exceptionr, are mentioned here in order to facilitate reading. 
1) Throughout this report except in chapter 3 the unper-
turbed ion velocity distribution function is denote 1 
f (v); in chapter 3 this function is called f(v). 
In all chapters except chapter W, f (v) is defined so 
that the unperturbed density is given by n = / f (v)dv. 
— 00 
.« 
In chapter 4 f (v) is normalized so that 1 = J f (v)dv. r
 o  o 
—oo 
Therefore, if all terms containing f (v) in chapter 4 
ar<2 divided by n we obtain consistency concerning this 
po;'.nt throughout the present report. 
2) The temperature is denoted-by T and measured in K in all 
chapters except chapter 3, where it is measured in energy 
units. Therefore in order to obtain consistency T in chap.-
ter 3 should be replaced by <T, where < is the Boltzmann 
constar.t. 
In ,the four reprint chapters there are a number of inaccura-
cies ar.u' misprints, and the following correction's should be made 
(the page numbers in the list below refer to the pagination of 
the journal in question): ' 
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Chapter 4 
Page 992, line 11 below Fig. 1: 
This paragraph should start: Except for a factor (kXn) , 
where X is the Debye-length, the denominator in the parenthesis 
of the expression for n„ in Eq. (8) is the classical ... etc. 
Page 993, line 4 below Fig. 3: 
For (16) read (14) 
Page 998, first column, last line: 
For T read KT . 
e e 
Chapter 5 
Page 390, Eq. (5): 
2 
For e(k,oj) read (kX ) e(k,u). 
Page 390, second column, line 3 below Eq. (5): 
For exp i(w't-k'x)] read exp [-i(w't-k'x)] 
Page 390, second column, line 11 below Eq. (5): 
For (4) ref.d (5). 
Page 3 95, Fig. 3, in the figure caption: 
For T /T. = 2 read T /T. = 1. 
e i e i 
Page 397: 
The drawings in Figs. 6 and 7 should be interchanged. 
Page 398, formula (38): 
xa x '». r For cos u'. — - — j\ read cos I u i_ \ va v h L w, v h' 
7.2. Comments on the Green's Functions 
In chapter 4 the Green's functions for Eqs. (1.11) and 
(1.12) are derived for the initial condition 
f(x,v, t = ,0 ) = At v g(v) 5(x) (7.1) 
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The experimental situation is, however, such that it is the 
boundary condition 
fQ(x=0,v,t) = g(v) 6(t) (7.2) 
which is known. Although the arguments in chapter 4 for inter-
preting the situation as an initial value problem seem reason-
able, it is beforehand not clear how similar are the Green's 
functions obtained with condition (7.1) to those obtained with 
condition (7.7). In chapter 5 the Green's functions derived 
fro7! the basic equation with the boundary condition (7.2) are 
obtained. Numerical calculations of the Green's functions ob-
tained with the two conditions have been compared, and it is 
found that the difference between them is scarcely noticeable. 
Therefore no errors of any importance are introduced by solving 
the equations with the initial condition (7.1) rather than with 
the boundary condition (7.2), and all conclusions drawn in chap-
ter 4 hold good. 
Arguments may also be put forward against the mathematical 
procedure used to obtain the Green's functions (12) and (16) in 
chapter 4 because of the use of 6-functions. It is, however, re-
latively easy to show that, if we introduce the 6-functions in 
the traditional and mathematically more correct way as 
5(y) = lim — —55 jr 
a - 0 * ct2
 + y
2 
and perform the analysis in a manner similar to that used in 
chapter 5, then we recover the Green's functions (12) and (16) 
of chapter 4. 
The Green's functions in the previous chapters were de-
rived from experimental situations, such as in single-ended Q-
machines, where no particles move in the negative x-directioii. 
Only because the mathematical procedure requires the distribu-
tion functions to be analytic for all v, have we approximated 
the measured f (v) and g(v) functions by drifting Maxwellians 
of the type exp[-(.v-v.) /c.]. Obviously such functions do not 
vanish for v < 0, but if v, is sufficiently large compared to 
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c then there are so few particles moving in the negative di-
rection that, based on physical reasons, we can argue that they 
are of very little importance for the phenomenon under consider-
ation. For the cases presented in the previous chapters, where 
v, 2 2c, such arguments certainly apply. 
It is of interest to discuss to what extent the Green's 
function technique developed in this work can be used for the 
general case where the distribution function does contain par-
ticles with negative velocities. For the initial value problem 
treated in chapters 4 and 6 there is no problem in calculating 
the Green's functions, also for cases where f (v) and g(v) are 
non-vanishing for v < 0. These Green's functions can then be 
used to calculate the propagation properties of a wave set up 
at t = 0 in an infinite plasma. Such a problem is, of course, 
only academic in the sense that it cannot be examined experi-
mentally. 
The problem is more difficult for the experimentally re-
alizable situation of a finite plasma perturbed by an oscillat-
ing exciter at some position. If, in this case, there are par-
ticles moving towards the exciter their contribution to the per-
turbation will depend on the position and on the condition of 
the end of the plasma column. Therefore, the problem is not de-
termined alone by the boundary conditions at the exciter; and 
the Green's function technique developed in this report can only 
solve the problem approximately. 
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8. GENERAL DISCUSSION AND CONCLUSIONS 
A list of the problems and deficiencies that remained for 
a detailed understanding of ion acoustic waves around the year 
197 0 was given in the introduction. The aim of the study de-
scribed in this report was to contribute to a clarification of 
these problems. In this chapter an attempt is made to discuss 
to what extent this study has succeeded in improving the situ-
ation. Emphesis is placed upon presenting simple physical argu-
ments explaining the various phenomena under discussion. 
The discussion and conclusions in this chapter contain ma-
terial which has been published earlier by the author and col-
laborators. Part cf this material is only of limited interest 
for the main purpose of the study as described above and in more 
detail in the introduction. This part of the work has been per-
formed mainly in order to improve on various details of the 
studies presented in the preprint chapters, or it constitutes 
by-products of these studies. This material is described verj-
shortly here and it is only included in this treatise in order 
to make the present description of the work performed by the 
author in the Q-machine field more complete. Details of this part 
of the work car. be found in the publications. 
There are two main features in the work described in this 
paper which are new in the study of the ion acoustic wave prob-
lem. The one is the development and use of the electrostatic 
ion energy analyzer for determination of the unperturbed and 
the perturbed ion velocity distribution function. The other is 
the use of Green's functions in the theoretical as well as in 
the experimental study of the ion acoustic wave problem. 
8.1. The Analyzer 
The development and construction of the electrostatic ion 
energy analyzer made it possible to measure f (v), g(v), and 
the time and space dependence of the distribution function 
f(x,v,t) in a propagating density perturbation. Within the limi-
tations of the performance of the analyzer we have therefore 
contributed to rectifying the deficiencies under points 3), 4) 
and 5) in the list given in1chapter 1. l 
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One of the two most serious limitations of the analyzer 
:e is that it can only measure the velocity distribu-
tion function of particles moving in one direction. This im-
plies that the plasma column must be terminated at the analyzer. 
Because all ions move away from the hot plate in a single-ended 
Q-machine operated in the collisionless regime, this limitation 
is of no consequence for the work described i:. this paper. In 
the more general case one would be interested in measuring the 
velocity distribution function for ions moving in both directions 
at various positions within the plasma. The analyzer cannot be 
used for this purpose. 
The other serious limitation is that the energy resolution 
of the analyzer cannot be determined with satisfactory accuracy. 
As mentioned when describing the experimental set-up in chapter 
3, an indication of the resolution can be obtained from the posi-
tive slope of the charge-exchange peak on the analyzer charac-
teristics. This procedure, however, only gives an indication of 
the resolution at very low energies. There is no direct way to 
determine the resolution around 2 eV corresponding to the energy 
of most of the ions. Only the shapes of the measured character-
istics can give some idea of the upper limit of the resolution. 
It is clear from the results of chapter 4 that the resolution is 
good enough to reveal the undershoot on the f(x ,v ,t) curves, 
cl cl 
i.e. to demonstrate the existence of collective interaction in 
propagating pulses. It is, however, also clear from the results 
of chapter 5 that better resolution is needed to demonstrate 
collective effects in ion acoustic waves. 
Simultaneously with the development of our analyzer a some-
• • 15 
what similar analyzer was constructed by the French group . The 
main difference between the two analyzer techniques is that the 
French group determines the position of $ , on the abcissa of 
the analyzer characteristics by calculations based on work func-
tions and contact potentials of the various conductors in the 
electrical system connected to the analyzer. As the work func-
tions and the contact potentials are poorly known, our direct 
method using the charge exchange technique gives a more accurate 
determination of <{> . . 
r p l 
A shortcoming of the charge exchange technique for d e t e r -
r. ination of <J> , , as descr ibed in chapter 3 , i s t h a t i t r e q u i r e s 
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that the plasma potential is constant over the volume occupied 
by the neutral Cs-cloud; i.e. the spatial resolution of this 
method is rather limited. In order to increase this resolution 
another technique, essentially based on the same idea, was de-
ne 
veloped . This technique utilizes an electrically heated molyb-
denum wire immersed in the plasma column at the place where $ , 
is to be determined. The potential of the wire can be varied with 
respect to the plasma potential. When the wire potential is close 
to the plasma potential a small peak similar to the charge ex-
change peak seen in Fig. 3 of chapter 3 appears on the analyzer 
characteristic. This peak is believed to be caused by ions which 
have hit the wire and which are then re-emitted into the plasma. 
Since some of these ions are re-emitted with very low parallel 
velocity they are accepted by the analyzer when $ = <J> . If the 
cL pX 
wire potential is above the plasma potential, no ions can pen-
etrate up to its surface and the peak therefore disappears. At 
wire potentials below the plasma potential none of the ions that 
have hit the wire have enough energy to penetrate back into the 
plasma, and the peak disappears again. The procedure in deter-
mining the plasma potential by this method is thus: the potential 
of the wire is varied until the small peak reaches its maximum 
value. The left-hand side of this peak then determines the plas-
ma potential in exactly the same way as for the charge exchange 
case described in chapter 3. 
As a by-product of the work with the method used for deter-
mination of the plasma potential by means of the charge exchange 
peak on the analyzer characteristics, a new technique for meas-
urements of charge exchange cross sections at low energies (^ 2 
eV) was developed. The technique was used to measure the cross 
section for the process Cs + Cs •* Cs + Cs at 2 eV . The idea 
behind this technique is to let the plasma column pass through 
a neutral cloud of Cs with known length, 1, and with known densi-
ty, n , and use the analyzer to measure the ratio of the flux, I, 
of ions which have passed through the cloud to the flux, AI, of 
ions having suffered charge exchange in the cloud. When condi-
tions are arranged such that ÅI << I the charge exchange cross 
section is simply determined by 
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17 ) 
The result of the measurements described in is 
a = 0.6«10~13 cm2 ± 20% . 
c.e 
8.2. The Green's Function Technique 
To the best of our knowledge the Green's technique has not 
been used for a comprehensive study of the ion acoustic wave 
problem before. The result of our Green's function study adds 
to the clarification of the five problems mentioned in the in-
troduction. 
One of the main objectives of the work described in this 
report was to evaluate the importance of the collective inter-
action described by the term on the right-hand side of the Vlasov 
equation (1.11) as compared to freely streaming effects described 
solely by the left-hand side terms of Eq. (1.11). It would be of 
special interest to demonstrate experimentally some clear-cut 
features which can only be explained by the collective interac-
tion term. It was hoped that such a demonstration would clarify 
13 
some of the questions raised by Hirschfield and Jacob , and 
mentioned under point 2) in the introduction. 
As described in chapter 4 the overshoot on the calculated 
Sv -curves and the demonstration of this overshoot on the expe-
a 
rimental curves in Figs. 4 through 7 in chapter 4 constitute an 
obvious sign of collective interaction. In chapter 4 the argu-
mentation that the overshoot is caused by collective effects is 
based on an inspection of Eq. 14 that shows that the last collec-
tive term in this equation changes sign for t = x/v. It is also 
18 possible to base the argumentation on simple physical reasoning 
Before these arguments are presented a few remarks about the 
linearized Vlasov equation are helpful. 
In the nonlinear forn.s (1.1) and (1.5) the Vlasov equation 
expresses Liouville's theorem, which states that for a conserva-
tive system F. (x,v,t) is constant along a dynamical trajectory, 
i ,e 
If, however, we prefer to consider F. on a line 
i ,e 
x-x' = v(t-t') (8.1) 
(1.5) can be written 
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dF (x,v,t) e.
 o 3F. (x,v,t) 
"^Tt = " ^  E<*-> - ^ • (8'2) 
i.e 
i.e. we can consider the collective interaction term as a source 
or a sink for F. (x,v,t) as we move through the plasma with i ,e 
velocity v. 
Derived from the l i n e a r i z e d form ( 1 . 8 ) , Eq. ( 8 . 2 ) i s 
wr i t t en 
df j .e<*»v.*) _ - i , e e^ 
E ( x , t ) f» (v) . ( 8 . 3 ) dt " m- ^ * » L ' ^ Q . 
i , e i , e 
From this equation it is evident that the linearization implies 
that we neglect the collective interaction between particles in 
the perturbation distribution function f. (x,v,t) and the elec-
l ,e 
trie fields in the plasma. It is also clear that the requirement 
that the linearization be acceptable is that |df (v)/dv| >> 
°i,e |9f. (x,v,t)/8v| for all v. This last requirement is somewhat i,e 
more rigorous than the more commonly used requirement that 
f (v) >> If. (x,v,t)|, which is stated in connection with 
o^
 e ' i ,e ' 
Eq. (1.7). 
By writing Eq. (1.11) in the same form as Eq. (8.2) and 
(8.3) we get 
c2 df(x,v,t)
 = _e 8n(xtt) f l ( v ) ( 8 U ) 
at n_ dx o 
o 
Eq. (13) in chapter 4 was obtained by integrating Eq. (8.4) 
along the line given by (8.1). 
To understand the physical mechanism causing the overshoots 
on the Sv -curves in chapter 4, we consider the (x,t)-diagram 
shown in Fig. 2. A density pulse of the type discussed in chap-
ter 4 is released at (x,t) = (0,0) and it propagates in the x-
direction with the self-similar form t" h(x/t). The ion energy 
analyzer i$ placed at x = x. and is adjusted to measure the per-
turbed ion velocity distribution function at v = v as a function 
i a 
pf time, i,e. it measures a signal proportional to f(x ,v ,t), 
a a 
The broken l i n e through ( 0 . 0 ) in F ig . 2 r e p r e s e n t s the pos-
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ition of the maximum of the density pulse as a function of time. 
The velocity of this maximum is denoted v , therefore the slope 
of the broken line is v__„. It follows from Eq. (1.10) that the 
E-field associated with the density pulse is positive in front 
of the density pulse and negative behind the pulse. The small 
arrows in Fig. 2 indicate the direction and the magnitude of 
the E-field. 
Since the analyzer is adjusted to measure f(x ,v ,t) it is 
Cl Cl 
only sensitive to particles whose orbits in the (x,t )-diagram 
have the slope v when they cross the line x = x . A t t = t = r
 a a a 
x /v those particles wirh velocity v , which were part of the 
a a a 
pulse released at (x,t) = (0.0), will appear at x and be de-
cl 
tected by the analyzer. This contribution corresponds to the 
first term on the right-hand side of Eq. (13) in chapter 4, and 
it is clearly a free-streaming contribution. As a function of 
time the output signal Sv (t) corresponding to this contribu-
tion is determined by the analyzer resolution and it will pre-
sumably take a Gaussian-like form around t = t , as indicated 
el 
by the dotted curve in Fig. 3. 
At times t / t_ the analyzer will only receive contribu-
a 
tions caused by collective interaction in the plasma and given 
by the last term on the right-hand side of Eq. (13) in chapter 
1. The physical mechanism causing these contributions is simple: 
Let us consider a case where v > v„,„. Particles which arrive 
a max 
at x = x with velocity v at times earlier than t have been 
a a a 
running in front of the pulse all the time from t = 0, and thus 
they have been accelerated by the E-field. Hence their orbits are 
curved as that labelled a in Fig. 2. Since these particles were 
in the background plasma with velocity distribution function 
f (v) at t = 0, and as they had a velocity smaller than v at 
that time, they will cause a positive contribution to the ana-
lyzer signal if f'(v ) < 0 and a negative one if fLCv ) > 0. 
° o a a o a 
In most experimental cases fl(va) < 0» and we therefore get a 
positive signal from the analyzer as indicated by the broken 
curve in Fig. 3. For times t > t „ = x /v similar arguments 
° max a max ° 
show that the particles that appear at x= with velocity v have 
been decelerated by the E-field in the plasma and have followed 
orbits curved as that labelled b in Fig. 2. These particles 
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cause negative signals from the analyzer if f'(v.) < 0 and posi-
O a 
tive ones if f'(v ) > 0. Again in most cases f'(v ) < 0, and we 
o a ° o a ' 
therefore expect a negative signal as also indicated by the 
broken curve in Fig. 3. In the time interval between t and t 
the analyzer receives particles that have crossed the maximum of 
the pulse and have therefore been subjected to an acceleration 
as well as a deceleration. Thus the collective contribution in 
this time interval is more difficult to predict, but it is clear 
that the curve drawn for t < t must join the one for t > t 
a J max 
approximately as shown in Fig. 3. The final signal, S (x ,v ,t), 
v a a 
from the analyzer is the sum of the free-streaming contribution 
and the collective contribution; this sum is indicated in Fig. 3 
by a full line. It is clear that the undershoot on the S(x ,v ,t) 
a a 
curves for t > t is a characteristic feature that is caused by 
cl 
collective interaction. Our claim to have demonstrated collective 
interaction is based on our experimental verification of this un-
dershoot, as seen in Figs. 4-7 of chapter 4. 
In Sec. V of chapter 4 the effects of various possible sources 
of error were discussed, especially regarding the problem of 
whether these sources could produce such overshoots as seen on 
the Sv -curves in plasmas without collective interaction, thus 
a 
invalidating our claim to have demonstrated collective interac-
tion experimentally. 
After the publication of the paper in chapter 4, some further 
questions were raised about the problems discussed under point 
(2) in Sec. V. One question was: Could the real g(v)-function de-
viate so much from the results of the static measurements de-
scribed at the beginning of Sec. II of chapter 4 that the over-
shoot could be explained by freely streaming effects alone? Es-
pecially, would a change in sign in g(v) cause an overshoot on 
the S„ -curves in a freely streaming case? As a matter of fact, 
a 
it has been demonstrated experimentally by G. Christoffersen (see 
ref. 14 in chapter 5) that g^v)-functions with a change in sign 
can be produced. 
To discuss this question, we consider a positive density 
pulse with a velocity distribution proportional to vg(v) re-
leased at t = 0,into a plasma without collective interaction. We 
assume that g(v) = 0 for v = 'v , that g(v > v ) > 0 and that 
g(v •: v ) < 0. Let the analyzer at x = x be adjusted to measure 
o a 
— 7«* -
a Sv (t)-curve for a velocity, v , which is slightly greater 
3. 
than~v . The analyzer starts to produce a positive signal at 
t r x /v +v , where v_ is the width of the analyzer resolution 
a o r* r 
function. The signal increases with time, runs through a maximum 
and decreases again. If va"vr < v "the signal will pass through 
zero and produce a negative overshoot during the time interval 
x
 /v < t < x /v -v because g(v -v ) < 0. Thus an overshoot a o *v 'v a a r ° a r 
may be produced in a plasma without collective interaction if 
g(v) changes sign. This cannot, however, be the explanation of 
the overshoots seen in Figs. 4 through 7 in chapter 4, because 
it is clear from the above discussion that if v is decreased 
to below v then we get Sv (t)-curves that have negative values o *a 
for all t. This is not seen in the figures in chapter 4; on the 
contrary, even the overshoot disappears for lower v -values. We 
a. 
may therefore conclude that a g(v)-function, which changes sign 
for some value of v, cannot be the explanation for the overshoots 
seen in the figures. 
A further question that was raised again was whether the 
overshoot could be caused by the acceleration or deceleration 
of ions present within a few Debye-lenghts from the grid during 
the short time intervals when the grid potential is changed. 
Here we give a few arguments against this possibility in addi-
tion to those presented under (2) in Sec. V of chapter 4. If the 
overshoots were indeed produced by ions accelerated or deceler-
ated by the changes in grid potential, the measured Sv -curves 
would depend strongly on the shape of the electrical pulses ap-
plied to the grid. Tc examine this point, we applied bell-shaped 
2 2-1 pulses of the form (t +a ) to the grid rather than square pulses. 
With the area of the two kinds of pulse kept equal, there was no 
notable change in the measured Sv -curves. This shows that the 
deceleration or acceleration of ions as a result of changing grid 
potential is of little importance and not responsible for the 
overshoots. 
Curves b) and c) in Fig. 7 of chapter 4 constitute another 
experimental indication that the acceleration 6r deceleration of 
ions during intervals when the grid potential is changed are not 
responsible for the overshoots. The similarity of the two curves 
shows that the amplitudes of the Sv -curves are proportional to 
the width of the square pulses applied to the grid. If the am-
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plitude of the S -curves was determined by the intervals during 
a. 
which the grid potential is changed (the amplitude being equal 
for the two cases in Fig. 7), the amplitude of curve c) would 
only be 40% of th^t of curve b). 
It should be stressed at this point that measurements of 
the perturbed density in a pulse can only demonstrate collective 
effects if the function g(v) is well known. Any shape of the 
density, t h(x/t), can be obtained by free-streaming contribu-
tions alone. For the initial value problem treated in chapter 4 
a g function fulfilling the condition £ g(r-) * h(x/t) would in 
-1 the free-streaming case generate the density shape t h(x/t). 
The corresponding condition for the boundary value problem of 
chapter 5 is g(x/t) * h(x/t). Therefore, in order to be able to 
claim to have seen collective effects in density measurements, 
one has to demonstrate deviations from the conditions for g(v) 
mentioned above. Such demonstrations have never been reported. 
8.3. Collective Interaction in Ion Acoustic Waves 
The propagation properties of ion acoustic waves are deter-
mined by integrals over the Green's functions as shown in Eqs. 
(29) and (30) of chapter 5. Therefore arguments about collective 
interaction contra free-streaming effects, similar to those 
raised for the pulses in Sec. 8.2, apply to the wave problem. 
First of all it is evident that because any shape of the 
Green's function for the density can be obtained by a free-
streaming contribution alone, we also know that any wave form 
obtained by performing integrals over such Green* s functions 
can be explained by free-streaming effects alone. In the same 
way as for the pulse case discussed in Sec. 8.2, one can only 
claim to have seen collective effects in measurements of the 
wave density if one lias measured the g(v)-functions and demon-
strated that the corresponding free-streaming density deviates 
from the measured one. 
Such demonstrations have never been reported. We base our 
claim that collective interaction has never been demonstrated 
experimentally in measurements of the density in ion acoustic 
waves on the arguments given above. 
When discussing the perturbed ion velocity distribution 
function in a propagating pulse we found that this distribution 
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Slope V« -I 
Fig. 2. Schematics of pulse propagation. 
Analyzer signals 
Free-streaming Contribution 
Collective Interaction Contribution 
S(x0.va,t). Pinal Signal. 
Fig. 3. Indications of the shapes of the various contributions 
to the analyzer signal, when measuring the velocity 
distribution in a pulse. 
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function exhibits a characteristic feature, the undershoot, which 
is an obvious sign of collective interaction. If we turn to the 
perturbed ion velocity distribution function in a wave we find 
a similar feature also caused by collective interaction. 
Examples of the amplitude of the ion velocity distribution 
functions calculated from F,q. (30) of chapter 5 are shown in 
Fig. 5 of chapter 5. The amplitude of the perturbed distribution 
function is equal to g(v) at x = 0. As we move away from x = 0 
we see that the amplitude deviates from g(v) by some character-
istic oscillations. The wavelength in velocity space of these 
oscillations decreases with increasing distance from the ex-
citer. From the following arguments it is easy to see that these 
oscillations are caused by collective effects '"" . In Fig. 4 
a wave is generated by a signal, exp(-iwt), on a grid at x = 0. 
Wave density maxima are released for t - 2irn/u, where n is an 
integer running from -<*> to *<». The wave propagates in the x di-
rection with a phase velocity v , . The full lines represent the 
position of the wave density maxina as functions cf time, i.e. 
the slope of these lines is /", . The electric fields associated 
ph 
with the wave are indicated by small arrows. It is clear that 
without collective interaction, i.e. without the electric fields, 
the c'.mplitude of the perturbed distribution function as measured 
at any position :i = x would be equal to g(v). The effect of 
collective interaction in tne wave case is somewhat more compli-
cated than in the pulse case discussed in Sec. 8.2. A particle 
in the background plasma, vrhich has a velocity that is slow com-
pared to the phase velocity, will be overtaken by several wave 
maxima as it moves from x = 0 to x = x and will therefore be 
subjected to several accelerations and decelerations. A particle 
with velocity close to v . will more or le&s fellow the same 
wave between x = 0 and x = x . while a fast particle will over-
take a number of waves and again be subject to several acceler-
ations and decelerations. The net effect of these accelerations 
and decelerations on the amplitude of the perturbed distribution 
function at x = xg is difficult to predict in detail. One would, 
however, expect the effect to be about the same for particles 
that have crossed 1, 2, 3 or k, etc., wavelengths between x = 0 
and x = xa. Therefore we expect to see a periodicity in the am-
plitude of the perturbed distribution function at x = x with 
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t 
N 
E - fieids 
- Wave maxima 
- Orbits tor particles crossing 
N wavelengths between 
x = 0 and x=xa 
Fig. 4. Schematics of wave propagation. 
a period in v-sp^ .ce that is determined by -he velocity of those 
particles which have crossed an entire number, N, of wavelengths 
between x = 0 and x = x . An ion with velocity v^ has crossed N 
wavelengths if 
N pn ph a 
-1 (8.5) 
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where N i s subject to the condition 
- x U)/2TTV , < N < + « 
'i pn — — ( 8 . 6 ) 
In the x -v diagram in Fig. 5 curves given Dy Eq. (8.5) are 
3. 
shown for various N-values. It is easy to see that the curves in 
Fig. 5 coincide with the oscillations on the curves in Fig. 5 of 
chapter 6. These very characteristic oscillations should in prin-
ciple be very easy to detect experimentally. However, as dis-
cussed in chapter 6, such a detection would require an electro-
static energy analyzer with a resolution much better than that 
of the one we have built. 
765 A 3 2 1 0 =N 
Fig. 5. Cuf."?r calculated from Eq. 'ft. 5) for eight N-valu=s. 
The various parameters used in the calculations were 
the same as these used in the calculations of Fig. 5 
of chapter 5. 
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The conclusion of this section is that collective interac-
tion in ion acoustic waves has not been demonstrated unambigu-
ously up to now. The best chance for detecting this interaction 
seems to be to improve the resolution of the electrostatic ion 
energy analyzer and then to use it to measure the characteristic 
oscillations in the amplitude of the perturbed ion velocity dis-
tribution function in the wave. 
8.U. Landau Damping 
One of the problems encountered in the study of ion acoustic 
waves in collisionless plasma (and also in the study of high fre-
quency electron oscillations) that has caused most discussion 
during the last few decades is the physical mechanism responsible 
for the damping of the waves. Such damping was first predicted 
5 
by Landau in his theoretical treatment (briefly summarized in 
the introduction). 
Although the discussion about Landau damping has lasted 
for more than twenty years, there is still disagreement about 
the physical mechanism that causes this damping. Some claim that 
the damping is caused by phase mixing, i.e. that the damping oc-
curs because particles in a wave-crest having a spread in vel-
ocity tend to move to the nearby troughs and thereby diminish 
the wave amplitude. It is clear that this mechanism is respon-
sible for the damping in a case where collective interaction can 
12 
be neglected. The work of Hirschfield and Jacob mentioned un-
der 2) in the list of unsolved problems in the introduction 
clearly concerns a case where the damping is caused by phase 
mixing. 
Other authors concentrate on exponential Landau damping. 
They claim that Landau damping is caused by a resonance effect 
between the wave and particles in the background plasma that 
move with a velocity close to the phase velocity of the wave. 
Two different mechanisms for such a resonance effect have been 
suggested. To explair one of these mechanisms only particles in 
the background plasma that move with a velocity so close to the 
phase velocity that they are trapped in the troughs are consid-
ered. If there are mor-e of these particles having a velocity 
below the phase velocity than there are of trapped particles 
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having a velocity above the phase velocity, i.e. if df /dv < 
0, then the wave must give away energy to the particles and 
thus it damps. The main argument in favour of this physical ex-
planation of Landau damping is that if Landau technique is 
used to calculate the propagation properties of a wave, one 
finds that the exponentially damped mode given by Eq. (1.20) has 
a damping rate proportional to df (v)/dv. . If this explana-
o v-vph 
tion is correct, it would certainly imply that exponential Landau 
damping is a collective effect since no particles can be trapped 
without collective interaction. 
The other resonance mechanism suggested for explaining Lan-
dau damping is also based on energy arguments, but not on trapped 
21 
particles. It can be shown that when a wave with a nearly con-
stant amplitude propagates through a plasma, it will transfer a 
net energy to the particles and thus damp. The main part of the 
energy is transferred to plasma particles with velocity close to 
the phase velocity. 
The results of the study presented here help to clarify the 
discussion about the physical mechanism responsible for Landau 
damping. We first present arguments against the trapped particle 
mechanism. As already mentioned in connection with Eq. (8.2), 
linearization of the Vlasov equation implies that changes in the 
perturbed ion velocity distribution function are obtained by in-
tegration along unperturbed orbits. Therefore there are no trapped 
particle effects in the linearized equations and solutions to the 
equations cannot be explained by such particles. It is, of course, 
correct that trapped particles will absorb energy from the wave 
if df (v)/dv < 0 for v = v , , but this can only be seen in a non-
o ph J 
l i n e a r t r e a t m e n t of t h e e q u a t i o n . 
In o r d e ^ t o -how more s p e c i f i c a l l y t h a t t h e damping of a 
wave does n~t j n i y depend on df ( \ / ) /dv f o r v = v . and -hereby 
a l s o t o Y\avf ;* f u r t h e r argument a g a i n s t Landau damping heirig 
caused by T.ergy a b s o r p t i o n of trappc-d p - r i .c len, we havp uspr; 
our G r e e n ' s fur.evlor. t e c h n i q u e (Eq. (29 ) cfcsptr; ' ) e a l -
o u l a t c t h e pi c . - ' -gat ion pxoper-r !*»:, r.\.>r r-jtiv"-.?. x o" m- ion acr • i<nic 
V3.v*> .,anerar.--C a . ~ » 0 _"3 propag^t. ;r,g t r o u g h d plasma whrsrn 
:.vj c a l c u J v. * r \*-u J:or ** ca se where 
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g(v) = n c"1 w~* exP[-(v-2.5 c^/c?] , (8.7) 
f (v) = n c"?*"* exp[-(v-2.5 c)2/c?)l (8.8) 
O O l 1 1 "* 
and 
T. = T . (8.9) 
i e 
The dotted curve marked I in Fig. 6 represents the shape of the 
g(v) and the f (v) functions. The curves marked I in Fig. 7 show 
the calculatrd amplitude and phase of the wave as functions of 
XOL)/C. We deduce from the phape curve that the phase velocity is 
very close to 4.05 c . 
To study the effect on the damping of changing the slope of 
f (v) at v , .the calculations are repeated for a case where f (v) 
o ph' r o 
is changed into 
f (v) = n jc"1^'^ exp[-(v-2.5 c.)2/c2 ] 
o o ( i l i 
+ 0 . 0 2 0 5 ( c / / 1 5 ) ' 1 T r " ^ e x p [ - ( v - 4 . 0 S c i ) 2 1 5 / c ? ] ( 8 . 1 0 ) 
- 0 . 0 2 0 5 ( c i / / i 5 ) " 1 w " i e x p [ - C v - 3 . 5 5 c £ ) 2 l 5 / c ? ] J , 
wh ile g(v) and T /T. are unchanged, e i 
This fQ(v)-function is marked II ir. Fig. 6. It only differs 
from (8.3) around v = v , where the derivative equals zero. The 
results of the calculations of amplitude and phase for this caae 
are marked II in Fig. 7. We note that the phase velocity h,-*;-> 
now changed to 3.3 c., which is th" ,v=l^ c:;. ty u' wiioh -'(v>4 ;\c 
g' '-rT. '.n Eq. (8..L0), equals zero. The curves showing x'rw ampli-
tude of the wave follow each other olossiy up tr, xai/c '•' 60 
(about 3 wavelengths). Tvor ;h;<r, on 't;,3 ^ :iiplitvd? fa nw .'r3.rt + 
case is rather independent of x up no sjxic. - ISu, v;V ;rs it-
starts to decrease again. 
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Uv).g(v) 
Fig. 6. Shape of the f ( v ) arid g ( v ) f u n c t i o n s . 
Units 
0f2n 
Fig. '>. Amplitude in>J phas«; ol vw/n c i l c i aicniated for t'i« two 
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We conclude from these results that it is not a sufficient 
condition for an ion acoustic wave in a collisionless plasma to 
be undamped that f'(v) = 0 at v = v .. Thus the damping cannot 
be caused by trapped particles; it depends on the gross struc-
ture of the velocity distribution function rather than just on 
its slope at v = v ,. Further evidence for this last statement 
will be given on the following pages. 
We now return to the other two explanations of Landau damp-
ing. We first notice that, when used for the case without col-
lective interaction, Fqs. (28) and (2 9) of chapter 5 are just 
the mathematical expression for a wav?. damped by phase mixing in 
the sense discussed above. When collective interaction is active 
the equations show that phase mixing is not alone responsible 
for the damping of the waves. The collective forces change the 
propagation properties and thereby the damping. Nevertheless, it 
should again be stressed that any wave pattern obtained from 
Eqs. (28) and (29) of chapter 5 for a case with collective in-
teraction can also be obtained with free-streaming alone; one 
must just choose the proper g(v)-functions, as discussed in 
Sec. 8.3. This indicates that, at least for low T II.-values 
e i 
where collective interaction is relatively unimportant, the 
phase mixing arguments describe the damping mechanism quite well. 
If we consider the Green's functions of the self-similar 
type found in chapters 4 and 5 
nG(x,t) = \ h(|) , (8.11) 
and 
fQ(x,v,t) = i k(|,v) , (8.12) 
we see that first-order quantities such as the total number of 
ions in a pulse 
00 
NT = / i h(|) dx , (8.13) 
o 
the to t j ' l ;iiuiiient of the ions in a pulse 
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Uj. « / dx / £ k(£,v) dv , (8.11) 
o o 
and the total ion kinetic energy in a pulse 
OD OD 2 
Ekin " I dx / F~ k ( £ ' v ) dv (8.15) 
o o 
are conserved as the pulse moves through the plasma. If we cal-
culate corresponding first-order quantities in a wave by means 
of expressions like Eq. (29) in chapter 5, we see immediately 
that they vary with the time as exp(-iuit) and therefore vanish 
when averaged over one period. If we look at the potential en-
ergy, which is a second-order quantity proportional to the square 
of the density perturbation, it is clear that this energy is not 
conserved in a pulse as it moves through the plasma; to obtain 
energy conservation the work done by the expanding pulse on the 
electron fluid of the background plasma has to be included. It 
is, however, interesting that in the wave case the small ampii-
21 
tude theorem, as used by Dawson for high frequency oscilla-
tions, shows that the wave damping is accompanied by a transfer 
of potential wave energy to second-order kinetic energy of the 
ions in the background plasma; the transfer takes place in such 
21 
a way that the total amount of energy is conserved. Dawson 
discussed the physical mechanism of the damping of nearly un-
damped, high frequency, electrostatic waves and found that a 
wave would transfer energy to the plasma electrons with a vel-
ocity very close to the phase velocity, in such a way that it 
would damp according to the results of a Landau treatment of the 
problem. Rather than performing a very complicated analysis, we 
obtain a strong indication that second-order energy is conserved 
in ion acoustic waves by applying a somewhat simplified version 
21 
of Dawson's method. 
Although as stated in chapter 5 and as will be shown later 
in more detail, a strictly exponentially damped ion wave is not 
a solution to the Vlasov equation with given boundary conditions, 
we shall, for convenience, approximate the electric field by 
E = E oe i ( k x- u t ) , > (8.16) 
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where k = k + i k - , k . > 0 and k > 0. 
r i * i r 
We calculate the change in velocity, Av, of an ion entering 
at x = 0 at t = t with velocity v by integrating Newton's second 
law 
™
 d v
 - „r „i(kx-ut) (Q
 17\ 
mi at • e E o e ( 8 - x 7 ) 
along the unperturbed orbit 
x = v ( t - t ) (8 .18) 
o 
from x = 0 to x ->• «° and get 
eE » i(kvt-d)T-kvt^) i eE^ " i a i o 
Av = - -2 / e ° dt = -s—S i t ,
 lA . ( 8 . 1 9 ) 
m. i m. (kv-w) 
1 t o 
From this we get 
9 i « i ( e E o ) 2 i 
<Av > = i C A v Av") = ± 7 * * • (8 .20) 
i r i 
Here < > stands for a c -average over a period of 2ir/u, and x 
means complex conjugate. 
The change in kinetic energy of the particle as it moves 
through the wave region is 
AE,. s i n . {(v+Av)2 - v2} s i n . {Av2+2Avv} . (8.21) kin 2 i 2 i 
Averaging over one period in t gives 
<AE, . > km j mi<Av
2> (3.22) 
The rate at which energy is delivered from potential energy in 
the wave to kinetic energy in the background plasma is per unit 
area of a cross-section of the plasma column 
- a i -
, (eE ) 2 » vf (v) 
W, . = i 2 / ° _ dv (8.23) 
i o (k v-w) +(k-v) 
r i 
Averaged over a wavelength, the potential energy density in 
an ion acoustic wave is 
E
 S - £ S - , (8.2*) 
^ o 
where n is the wave amplitude. Thus the rate at which potential 
energy is fed into a unit area of the wave at the grid is given 
by 
KT 2 
W = -r-S- IL. v , , (8.25) 
P 4 nQ ph ' 
which, by means of the electron fluid equation (1.10), can be re-
written in the form 
(eE ) 2 n 
j o o to 
p H<T ,2 F" * 
^ k r 
(8.26) 
For the general cases as those treated in chapter 5, where 
the damping is not exponential, it is difficult to show that 
W . equals W . It is, however, easy to make plausible that they 
are equal by evaluating W, . from the approximate expression 
(8.23). 
As an example we take the situation treated in Fig. 3 of 
chapter 5. For this case the unperturbed distribution function 
n„ -{(v-3c.)2/c^} 
f (v) = — £ ~ e i i (8.27) 
o r~ 
/TTC . 
and 
T = T. (8.28) 
e i 
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By taking the first wavelength as representative of the 
propagation properties, we deduce from the figure the following 
approximate values 
v . = £- = 4 c and k-/k = 1/5 (8.29) pn k i i r r
 r 
The denominator in the integrant of Eq. (8.23) constitutes 
the absorption spectrum of energy from the wave. By inserting 
the values of (8.29) into this spectrum, we find that it has a 
maximum at v = 3.85 c. and half-value points at v = 3.08 c. and 
v = 4.62 c.. Because a great number of the particles in the un-
disturbed distribution (8.27) lies between these half-value 
points, we may conclude that for relatively heavily damped waves, 
such as ion acoustic waves, wave energy is transferred to the 
bulk of the particles in the background plasma rather than just 
to the resonance particles, as is the case for weakly damped 
21 
wave s 
By i n s e r t i n g ( 9 . 2 7 ) , ( 8 . 2 8 ) and ( 8 . 2 9 ) i n t o ( 8 . 2 3 ) we ge t 
n (eE ) 2 n » , , - ( u - 3 ) 2 
k l n
 n/v ^ 7 ^ 7r Ph o ( u - 4 ) 2 - ( £ ) 2 
By graphical evaluation, the integral in (8.30) is found to 
be very close to 5, thus we get 
, (eE ) 2 n 
"Wn • II "ET- ? S" • U-31) 
e kr r 
This is about 40% of W given in (8.26). The agreement is 
acceptable taking into account that the damping of the wave is 
substantially smaller than the assumed exponential damping at 
large distances from the grid. As a matter of fact, if the damp-
ing had been evaluated one wavelength from the grid the agree-
ment would have been within 10%. Complete agreement is not ex-
pected because the energy absorbed or delivered by the ions in 
the perturbed distribution functions g(v) at x = 0 gives a con-
tribution to Wj. that was not taken into account. Because the 
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19) 
wave propagation depends on g(v) , it is clear that this con-
tribution is not negligible, but a rough estimate indicates 
that it is relatively small for most choices of g(v). 
Accepting that W, . and W are equal we may draw the fol-r
 ° k m P 
lowing conclusion from this discussion of Landau damping of ion 
acoustic waves: trapped particles are not responsible for linear 
Landau damping. The damping can best be described as a phase 
mixing of almost freely streaming particles; the deviation from 
pure free streaming is caused by collective interaction acting 
in such a way that the potential energy lost by the wave per 
time unit is transferred to the ions in the background plasma. 
The energy absorption spectrum is centered around the phase vel-
ocity of the wave, but in the case of the relatively strongly 
damped ion acoustic waves, the spectrum has a rather wide shape 
so that energy is absorbed by the bulk of the ion distribution 
function. It is a matter of taste whether one explains Landau 
damping as a phase mixing effect subject to energy conservation 
between waves and particles, or whether one prefers to explain 
it by xhe transfer of wave energy to the particles - there is no 
conflict between the two interpretations. 
From Eq. (29) in chapter 5 we can gain deeper insight into 
the propagation properties of an ion acoustic wave, especially 
regarding the behaviour relatively close to the exciter wher-e 
most experimental results are obtained. Tc do so we rewrite the 
equation in the form 
n(x,t) = exp(-iwt)A(x) . (8.32) 
Here A(x) i s a complex q u a n t i t y . | A ( x ) | r e p r e s e n t s t h e a m p l i t u d e 
of t h e wave, w h i l e t h e argument of A(x) r e p r e s e n t s t h e phase of 
t h e wave a s a f u n c t i o n of x . A(x) i s g iven by 
A(x) = TT / expdw*.) v _ i Im N. (v ) dv . ( 8 . 3 3 ) 
By inspecting the definition of Nh(v) given in Eq. (12) of chap-
ter 5, we note that 
v"1 Im N (v) -* 0 for v + « , (8.34) 
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t h a t 
Im N fc(v) -• 0 f o r v -• 0 + , ( 8 , 3 5 ) 
and t h a t N. ( v ) i s l i m i t e d in t h e i n t e r v a l 0 < v < » . 
b
 - 1 
We s u b s t i t u t e y = v i n t o Eq. ( 8 . 3 3 ) and g e t 
00 
A(x) = TT"1 / e x p ( i u x y ) G(y) dy ( 8 . 3 6 ) 
c 
where 
G(y) 5 y " 1 Im N ^ y " 1 ) . ( 8 . 3 7 ) 
From Eqs. (8.34) and (8.35), we get G(0) = 0 and G(y) •* 0 for 
y -*• °°, and we also know that G(y) is limited in the interval 
0 <_ y < oo. The shape of G(y) depends on the functions g(v) and 
f (v) and on T . The properties mentioned above guarantee that 
G(y) is integrable in the interval 0 ^  y < », and thereby we 
can use Riemann's lemma for further discussion of Eq. (8.36). 
First of all, Riemann's lemma tells us that |A(x)| •*• 0 as 
x -»• w, which means that the wave does damp to zero, but there is 
no reason to believe that the damping is exponential. Riemann's 
lemma says nothing of the dependence of |A(x)| for small x, and 
there might be intervals in which |A(x)| increases. As a matter 
19 ) 
of fact, examples of numerical calculations reported in show 
cases where A(x) oscillates for small x. It is interesting to 
note that such amplitude oscillations were seen experimentally 
23 
by Kawai and Ikegami . These authors claim that the oscilla-
tions are caused by non-linear effects. Our results show that 
such oscillations can be easily explained in a linear theory; 
they can, as we have seen, even occur in situations where col-
lective interactions are neglected. 
Furthermore, there is no reason to believe that the argu-
ment of A(x), as given in Eq. (8.36), increases linearly with 
14) 
x. In fact the calculations in show that it generally does 
not. This means that the wavelength, and thereby the phase vel-
ocity of the wave, depends on x. This fact gives evidence against 
exponential Landau damping being caused by a trapped particle 
resonance effect between the wave and particles in the background 
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plasma moving with a velocity close to the phase velocity. Be-
cause no constant phase velocity exists, it is difficult to 
imagine that such a resonance effect is responsible for the 
damping. 
It was found above that infinitely many amplitude patterns, 
|A(x)|, can be obtained from Eq. (8.36) just by varying G(y). 
As much experimental work on ion acoustic waves in collisionless 
plasmas has been performed in order to show that the waves are 
exponentially damped, it is of interest (perhaps only of aca-
demic interest) to shew that among the infinitely many patterns 
obtainable from Eq. (8.36) there are none that are strictly ex-
ponentially damped. The proof of this statement is as follows 
Let us assume that an exponentially damped wave exists; if that 
is the case then 
A(x) « exp(-iax) , (8.38) 
where a = a + i o . i s a complex number with a. i 0. We s u b s t i t u t e 
r i i 
p = -iojx in to Eq. (8 .36) and get 
00 
A(x=ip/w) = / exp(-py) G(y) dy , (8 .39) 
o 
which shows that A(x=ip/co) can be obtained as the Laplace trans-
form of G(y) evaluated on the imaginary axis of the p-plane. The 
properties of G(y) discussed in connection with Eq. (8.37) above 
guarantee that the Laplace transform (8.39) exists and that it 
is convergent and analytic in the half-plane Re. p >_ 0. Our re-
quirement that A(x) should take the form exp(-iax) is equivalent 
to requiring that the Laplace transform should take the form 
exp(ap/u). This function, however, is not convergent on the im-
aginary p-axis if a. i 0. Hence we have indirect proof that an 
ion acoustic wave, strictly exponentially damped in space, can-
not exist-
8.5. Fluid Description contra Kinetic Description 
Many theoretical treatments of problems ir plasma physics 
are based on fluid equations rather than on Vlasov equations. 
Fluid equations can be derived from Vlasov equations by apply-
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1 b. 
ing various simplifying assumptions and approximations . Be-
cause the variable quantities in the fluid equations are func-
tions only of space and time, and not of velocity, these equa-
tions are in general much easier to use than the Viasov equa-
tions. It has been wi*«ly discussed for some time to what ex-
tent one can rely on results obtained from fluid equations. Our 
Green's function study provides us with a few new arguments in 
this discussion. In the most commonly used form the linearized 
fluid equations for the ion acoustic wave problem discussed in 
14 this paper are : 
The continuity equation 
|f • p0 jj - 0 , (8.40) 
the momentum equation 
and the adiabatic equation 
F
o o 
In these equations n is the particle density, p (s nm.) is the 
mass density, v is the fluid velocity, and p (= 2n icT) is the 
plasma pressure. The symbols p , p , n and T represent the 
conditions in the undisturbed plasma while the perturbations 
are represented by the same symbols without indices. Y is the 
adiabatic ratio. From Eqs. (8.40), (8.41) and (8.42) it is easy 
to derive the dispersion relation for ion acoustic waves de-
scribed by the fluid equations: 
0 2 2Y*Trt 
where u and k are real numbers. This equation shows that the 
phase velocity is independent of frequency, which again means 
93 
that a plasma as described by the fluid equations is dispersion-
less. Therefore, if we calculate the Green's function for the 
fluid equations we find that this function retains its 6-func-
tion shape as it propagates through the plasma. 
The fact that the Green's function, as described by the 
1 x fluid equations, does not take the self-similar form ^ h<f) 
shows serious flaws in a fluid treatment. Fluid equations can-
not be used for a detailed study of a problem, but only to ob-
tain rough estimates of some gross properties of the plasma. 
8.6. Unstable Plasmas and Future Work 
The theoretical results obtained for the unstable plasma in 
chapter 6 have not been verified so far. Verifications of these 
results would be very interesting as they would constitute a de-
tailed experimental investigation of the rise of an instability 
growing from a low level. During the last few months the Risø 
Q-machine group has been involved in an attempt to study experi-
mentally the development of an instability of the kind treated 
in chapter 6. The preliminary results obtained so far are not 
very encouraging, as they more or less only constitute a reprti-
25 tion of the results obtained by Baker • It seems to be difficult 
to resolve the oscillations in the exponentially growing part of 
the pulse, whereas acceptable agreement with theory has been ob-
tained for the self-similar part. One of the reasons for the 
difficulties with the growing part is that the propagation vel-
ocity of this signal depends on the density of the background 
plasma, and therefore varies across the plasma column. 
A natural, long-term continuation of the work described in 
this paper would be a study of non-linear effects in unstable 
plasmas. Such an investigation would eventually turn into a 
study of plasma turbulence, which is a field of utmost import-
ance in fusion research. The Q-machine group intends to follow 
these lines in the future work. 
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Dansk resumé af 
NOGLE UNDERSØGELSER AF DET ION-AKUSTISKE BØLGEPROBLEM 
I KOLLISIONFRI PLASMAER 
I den foreliggende afhandling beskrives eksperimentelle og 
teoretiske undersøgelser af udbredelsesforhold for ion-akustiske 
bølger i et kollisionsfrit plasma. Undersøgelserne er udført på 
Risø i tiden 1969 til 1974. 
I indledningen gives et kort resumé af det arbejde, der var 
udført inden for dette felt indtil 1969, og der opregnes en ræk-
ke problemer, som ikke var afklarede. 
Kapitel 2 indeholder en kort beskrivelse af Risøs Q-maskine 
og der gives nogle karakteristiske størrelser for de plasmaer, 
der kan produceres i den. 
Kapitlerne 3 til 6 er genoptryk af artikler, som omhandler 
forskellige dele af arbejdet, og som er publicerede i The Physics 
of Fluids. I artiklen i kapitel 3 beskrives de resultater, som 
er opnået med en elektrostatisk energianalysator, der er udvik-
let for at bestemme ionhastighedsfordelingsfunktionen i plasmaet 
i Risøs Q-maskine. 
I kapitel 4 beregnes Green's funktionerne til det sæt lig-
ninger, der benyttes til at beskrive udbredelsen af ion-akusti-
ske bølger. Eksperimentelt simuleres Green's funktionen ved at 
indsætte et elektrisk forspændt gitter i plasmasøjlen og påtryk-
ke det en kortvarig elektrisk puls. Der findes god overensstem-
melse mellem beregningerne og de opnåede eksperimentelle resul-
tater. Ved disse målinger er der påvist sikre tegn på kollektiv 
vekselvirkning i et plasma. 
I artiklen i kapitel 5 er Green's funktionerne benyttet til 
at beregne udbredelsesforhold for ion-akustiske bølger under for-: 
skellige forhold. Målingerne er i god overensstemmelse med ' z 
teoretiske resultater. Det konkluderes i dette kapitel, at kol-
lektiv vekselvirkning i en ion-akusti sk bølge, der udbreder sig 
i et plasma, hvor elektron- og iontemperaturen er næsten lige 
store, er så svag, at den ikke kan detekteres. 
I kapitel 6 præsenteres en teoretisk behandling af et plasma 
med en ustabil ionhastighedsfordelingsfunktion af den type, som 
kan opnås i Q-maskiner. Ved hjælp af Green's funktionerne vises 
det, at en påtrykt tæthedsperturbation i et sådant plasma nor-
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malt vil starte ned at formindskes og først begynde at vokse 
efter en vis tid. 
Enkelte kommentarer cg korrektioner til kapitlerne 3 til 6 er 
givet i kapitel 7. 
Endelig diskuteres de fire artikler under eet i kapitel 8, 
og der præsenteres en række konklusioner, som er baserede på 
det udførte arbejde. Der er i dette kapitel lagt vægt på at vise, 
i hvilket omfang det er lykkedes at medvirke til en afklaring af 
den række problemer, der blev opregnet i kapitel 1. Specielt 
præsenteres der her bidrag til diskussionen om den fysiske for-
tolkning af den mekanisme, der forårsager Landau dæmpning. Dette 
kapitel indeholder også en diskussion af betydningen af Vlasov 
ligningens kollektive vekselvirkningsled. Endelig fremføres der 
også i dette kapitel nogle argumenter i forbindelse med diskus-
sionen om fluidligningernes egnethed til at beskrive et plasma. 
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