Abstract-In this paper we consider the variation of eigenvalues and eigenvalue sums across the frequency bins of a MIMO OFDM system. In particular, we consider the changes in the ordered eigenvalues and the eigenvalue sum or link gain between two distinct frequency bins. The size of such changes has an important effect both on system performance and design. In addition these results have applications in other areas, including temporal variation, feedback delay and channel estimation. Novel results presented include distributions and moments for changes in link gain and the maximum eigenvalue and autocorrelation functions for the link gain and maximum eigenvalue. Furthermore, some very simple approximate results for the ordered eigenvalue differences are presented and the accuracy of the analysis is verified by Monte Carlo simulations.
I. INTRODUCTION
In this paper we consider a multiple-input multiple-output orthogonal frequency division multiplexing (MIMO OFDM) system operating over frequency selective channels. In particular, we focus on the eigenvalues of the complex Wishart matrices defined for each OFDM subcarrier and investigate their variation across frequency. Since the throughput and performance of such a system are heavily dependent on the eigenvalues, the results and analysis presented have many applications. Examples include the performance of beamforming systems which is governed by the maximum eigenvalue and the link gain which is characterized by the sum of the eigenvalues.
Specifically, we consider the differences between eigenvalues and between eigenvalue sums across the OFDM frequency bins in both Rayleigh and Rician fading channels. This leads us to consider eigenvalue autocorrelation functions (ACFs) and various joint distributions in frequency. The main contributions of the paper are the following:
• Maximum eigenvalue results including the joint probability density function (PDF) of the maximum eigenvalue in two frequency bins, the ACF of the maximum eigenvalue, the distribution and variance of the difference between the two maximum eigenvalues.
• Link gain results including the PDF, the cumulative distribution function (CDF) and variance of the link gain difference, and the ACF of the link gain.
• Simple approximations to the ACF of the maximum eigenvalue and to the variance of the maximum eigenvalue difference.
Although the focus of this work is on the variation over frequency, exactly the same approach can be used to characterize changes in eigenvalues over time or space. For example, the frequency ACFs developed can be converted to temporal ACFs by replacing the channel ACF over frequency with the channel ACF in time. This leads to work on the time varying nature of the eigenvalues [1] , [2] . Such temporal variation is important in the analysis of adaptive MIMO systems with feedback delay [3] , [4] . Another example is channel estimation where the effects of imperfect channel state information can be modeled by channel estimates which are correlated with the true channel values. Again, the correlation between the true and estimated channels can be used to replace the frequency correlation and lead to useful results on channel estimation [5] , [3] . Finally, many limited feedback OFDM systems have been proposed to decide a single transmission strategy for a contiguous block of frequency bins. A simple way to decide the number of carriers to include in a block would be to compare the width of the block with the standard deviation of the eigenvalue differences. This gives a good indication of how widely the eigenvalues will vary across the block for wireless fading channels [6] , [7] . This paper is organised as follows. In Sec. II we define the MIMO OFDM system model. In Sec. III we introduce the particular eigenvalue metrics we study in this paper. In Sec. IV we analytically derive the distributions and moments for certain of these metrics for MIMO OFDM systems in Rayleigh and Rician fading channels. In Sec. V we discuss our simulation results and draw our conclusions in Sec. VI.
II. MIMO OFDM SYSTEM MODEL
Consider a standard MIMO OFDM system where H i represents the n R × n T channel matrix for the i-th subcarrier, n R is the number of receive antennas, n T is the number of transmit antennas and there are N subcarriers. We assume zero spatial correlation, so the entries of H i are independent. Furthermore, we assume independent and identically distributed (i.i.d.) Rayleigh or Rician fading with normalized power so the entries of H i , denoted h 
where K is the Rician K-factor and H i,sp and H i,sc are unit power specular and scattered matrices, respectively [8] .
Across the frequency bins we denote the auto-correlation function (ACF) of the channel coefficients by
rs 
where h
rs indicates the rs-th channel coefficient in bin b. If the frequency spacing between adjacent bins is denoted by Δf , the two carriers in (1) are separated by kΔf . The delay spectra considered in this paper include the classic Jakes model [9] , a Gaussian power delay profile (PDP), a double-spike power delay profile and a uniform power delay profile [10] . These models give the ACF results specified in Table I [10] . The parameter, τ 0 , is the root mean square delay spread.
The performance of a MIMO OFDM system is largely governed by the eigenvalues of the channel correlation matrices, H i H † i , where † represents the conjugate transpose. We denote these eigenvalues by λ
III. EIGENVALUE METRICS
In this paper we are concerned with the variation in eigenvalues across the frequency domain. In particular we consider two frequency bins in the OFDM system and investigate the difference Z = X − Y , which measures the change in some eigenvalue metric across frequency. Specifically, we look at the following cases
These cases give, respectively, the differences between the maximum eigenvalues, minimum eigenvalues, j-th eigenvalues and the total link gains. For ease of notation, the dependence of the Z metrics on k is not shown. In all cases we have E [Z] = 0, since the channel process is stationary across frequency. Hence, the key summary measure of interest is the variance, E Z 2 . Note that
, so that the correlation between X and Y is given by
In all cases of interest, X and Y are identically distributed and corr(X, Y ) is the ACF of each eigenvalue metric over frequency, denoted by ρ k . Hence, we have
Now the marginal statistics, such as E [X] and var(X), can be computed using standard results [11] , [12] , [13] , [14] . Thus, we can find the ACF from var(X − Y ) and vice-versa. In addition to the variance, var(Z), and ACF, ρ k , we also consider the PDF and CDF of Z and the joint distributions of the eigenvalues in the two bins.
IV. ANALYSIS
Here, we focus on Z sum and Z max since analytical progress is possible for these random variables. Note that the techniques used for the maximum eigenvalue difference, Z max , can also be applied to the minimum eigenvalue case. Such extensions are straightforward and are mentioned only briefly.
A. Z sum : Rician Fading
In this section, we consider the variable
where (H) i,j denotes the (i, j)-th entry of matrix H. Note that Z sum /m is the average eigenvalue difference and Z sum is the difference between the link gains. For convenience we consider the variable q = (1+K) Z sum . From (5) we see that q is a quadratic form in complex Gaussian random variables. Such a quadratic form has been studied in [15] including its PDF, CDF, mean and variance. Invoking the results in [15] , we can derive the following PDF for q ∈ (−∞, ∞)
where
where the function R(·) is defined by
with (10) The CDF is also of the form given in (7) with
The tail probabilities have an even simpler form. Using the series expansion for Γ(mn − r, α|x|) for large values of α|x|, we have the result [16] R
For values of α|x| large enough that terms in (α|x|) −1 are negligible, the tail probabilities are well approximated by the simple result
From (9), the variance is
Note that relative changes are of the form
. Hence, the distribution of Z rel is given by a very similar calculation to that required for Z = X − Y as outlined in [15] .
C. Z max : Rayleigh Fading
The joint density of (λ
) is derived in [11] . This provides a general framework for the exact calculation of the moments, PDFs and CDFs associated with the Z metrics in (2). In practice, however, this often leads to multiple numerical integrals and may not be a practical approach. Hence, special cases and approximate solutions are worth pursuing. Special cases of interest include the maximum eigenvalue and the minimum eigenvalue.
In [17] the joint distribution function of (λ
1 , λ
) was derived as
and |A ij (x, y)| represents the determinant of the m × m matrix A(x, y) with (i, j)-th element
In (16)
and incomplete gamma function γ(α, β) = β 0 t α−1 e −t dt. To obtain the ACF of the maximum eigenvalue or find var(Z max ), it suffices to compute
). It is straightforward to show that
1 < x) is given in [12] , [14] . Hence, using (15) and results in [12] , [14] , we have the ACF of the maximum eigenvalue via a double numerical integral.
A very similar approach can be used for the minimum eigenvalue. Distributional results for these two cases can also be obtained with similar complexity. For example, the probability
requires a double numerical integral over the joint density. Note that f k (x, y) is not reported in [17] but is simple to obtain as follows. Differentiating (15) with respect to x gives
where (A (r) ij (x, y)) is the matrix (A ij (x, y) ) after differentiation of row r with respect to x. Similarly, differentiating (20) with respect to y gives
where the s-th column has been differentiated with respect to y. The elements, A (r,s) ij (x, y), are defined by 
V. SIMULATION RESULTS In Fig. 1 we show the four types of channel ACF over frequency corresponding to the exponential (Exp.), Gaussian (Gauss.), double-spike (DS) and uniform (Uni.) power delay profiles [10] . In all cases the product of Δf and the rms delay spread τ o is set to 0.03125 which matches the HyperLan 2 standard. The DS ACF is fundamentally different to the decaying nature of the other models and is used to model hilly terrain [18] . Of the other ACFs, the exponential power delay profile results in the slowest decay rate over frequency.
For these four models the variance of Z max is plotted against frequency spacing in Fig. 2 for a (4,4) system. Rayleigh fading is assumed for Figs. 2-5. As expected, the DS scenario oscillates, and the exponential case is the slowest to rise of the remaining three models. The variance curves level off around 30 which is 2 var(λ (1) max ). Also shown in Fig. 2 is an approximate variance result, discussed in more detail below. Figure 3 shows the effect of system size on var(Z max ) for an exponential power delay profile. There are no surprises here with the larger systems being more variable, and the trends are all very similar. Figure 4 shows the ACFs of the four ordered eigenvalues in a (4,4) system for the exponential power delay profile. The dominant eigenvalues take longer to decorrelate, but in all cases, ρ k ≤ 0.5 after a separation of seven or more bins. Also plotted in Fig. 4 is the squared magnitude of the channel ACF, |ρ h (k)| 2 . It is interesting that this simple expression gives a tight bound on the ACF of the maximum eigenvalue and progressively weaker bounds on the ACFs of the lesser eigenvalues. The motivation for considering this bound is the following. Some simple calculations show that |ρ h (k)| 2 is the exact ACF for Z sum and, since λ max dominates Z sum , it might be expected that the ACF of Z max is similar. Using this approximate ACF for λ max in (4) gives a simple approximation to var(Z max ). This is shown for the exponential case in Fig. 2 . Figures 2 and 4 show that this simple approximation gives extremely good results for both the ACF of λ max and var(Z max ). Similar results have been obtained over all four power delay profiles and over a range of system sizes. Figure 5 shows this bound applied to var(Z max ) and var(Z j ) in a (4,4) system.
The Rician case is displayed in Fig. 6 for Z sum . Results are for a (2,2) system with three levels of K-factor. Using (9), the analytical results are shown and verified by simulation. Note that var(Z sum ) = σ K increases.
Figures 7 and 8 demonstrate that simple approximations are also possible for the CDFs of Z max , Z min and Z sum . In (19) a CDF was given for Z max , but this involves double numerical integration. The CDF of Z min can be computed similarly, but the general case, Z j , is more awkward. Hence, approximate results are of interest. Figure 7 shows the CDFs of Z max , Z min and Z sum for a (4,4) MIMO system in Rayleigh fading with an exponential power delay profile and a frequency spacing of k = 7 bins. The CDF for Z sum is given by (7) and (11) with the remaining CDFs obtained by simulation. As expected, the CDF of Z min is very sharp and the CDF of Z sum is the broadest. In Fig. 8 the same scenario is considered, but the variables Z max and Z min are scaled so they have the same variance as Z sum . The new CDFs in Fig. 8 show a reasonably good agreement. Hence, approximate CDFs can be obtained for Z max , Z min and therefore for Z j by a simple scaling of the analytical CDFs given for Z sum .
Finally, in Fig. 9 , we further verify the simple ACF approx- imation and show analytical ACF results obtained from (18) . A (2,2) system in Rayleigh fading is considered with an exponential power delay profile. We observe that |ρ h (k)| 2 provides a close bound, and the analysis is verified by simulation.
VI. CONCLUDING REMARKS
In MIMO OFDM systems, eigenvalue variation across frequency affects both performance and system design. Such frequency variation also has counterparts in time and space and, although this paper focuses on OFDM, applications also occur in feedback delay and channel estimation problems. We have shown that eigenvalue and link gain changes in frequency can be analyzed and have presented novel results on the distributions and moments of such changes. We have also given expressions for the ACFs of the maximum eigenvalue and the link gain. Of particular interest is the very simple approximation to the ACF of the maximum eigenvalue. This leads to accurate closed-form approximations to the variance and CDF of the eigenvalue differences.
