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We show that many-body localization (MBL) effects can be observed in a finite chain of exchange-
coupled spin qubits in the presence of both exchange and magnetic noise, a system that has been
experimentally realized in semiconductors and is a potential solid-state quantum computing plat-
form. In addition to established measures of MBL, the level spacing ratio and the entanglement
entropy, we propose another quantity, the spin-spin correlation function, that can be measured
experimentally and is particularly well-suited to experiments in semiconductor-based electron spin
qubit systems. We show that, in cases that the established measures detect as thermal “phases”,
the spin-spin correlation functions retain no memory of the system’s initial state (i.e., the long-time
value deviates significantly from the initial value), but that they do retain memory in cases that the
established measures detect as localized “phases”. We also discover an interesting counterintuitive
result that increasing charge noise could lead to the enhancement of the thermal phase in semicon-
ductor spin qubits. The proposed experiments should be feasible in the existing semiconductor spin
qubit systems.
I. INTRODUCTION
One of the main platforms of current theoretical and
experimental interest for quantum computation is the
semiconductor-based electron spin qubit. The main ad-
vantages of this semiconductor platform are its fast gate
operation time and its eventual scalability, with the main
drawback being that the current state-of-the-art systems
still have only 1–3 operational qubits at most. All such
systems consist of individual electrons confined to quan-
tum dots that are defined by gate voltages. Even though
much progress has been made in improving these sys-
tems, they continue to lag behind other platforms in
terms of fidelity of single- and two-qubit gates. While
single-qubit gate fidelities of 99.9% have been reported1,
two-qubit gate fidelities have only gone as high as 98%,
which is well below the error correction threshold2. These
modest fidelities, unfortunately, were only achieved with
the qubit(s) being operated in isolation—no other qubits
were present. In these systems, the only sources of error
are magnetic (Overhauser) noise and electronic charge
noise affecting the exchange couplings between electrons.
Experimental systems with more than two quantum dots
also exist3–6, but the coupling of multiple qubits be-
yond the qubit(s) being operated on introduces crosstalk,
which causes further degradation of fidelity. The invari-
able presence of noise and the modest number of oper-
ational qubits have hindered progress in spin qubits al-
though its promise as a quantum computing platform,
because of the fast gate operation and efficient scalabil-
ity, remains viable. An important question in this con-
text is whether anything worthwhile can be done with a
few spin qubits beyond demonstrating their isolated gate
operations.
The presence of Overhauser and electronic noise, how-
ever, should enable the study of MBL effects in these sys-
tems, as they are analogous to tight-binding chains with
random on-site potentials and randomized tight-binding
couplings. In this sense the existing spin qubit systems
enable an almost ideal emulation of MBL in disordered
Heisenberg spin chains, which would demonstrate the vi-
ability of spin qubits as a solid state dynamical quan-
tum simulator. Such dynamical studies can be performed
now in current experimental semiconductor-based elec-
tron spin qubit systems, as one is only concerned in this
case with measuring the natural evolution of the system
and not with precise control of spins as in quantum com-
putation. One simply needs to prepare the system in
a given state, let it evolve naturally, and then measure
the spins. Since the decoherence time is rather long in
the already-existing spin qubit systems, carrying out a
dynamical MBL study is timely and could serve as an
important milestone in the progress of the subject. In
this context, we mention that so far the only quantum
simulations successfully achieved in semiconductor quan-
tum dot spin qubit platforms are static ground state
emulations of Mott-Hubbard physics7–9 and quantum
ferromagnetism9–11. Simulating MBL or even just An-
derson localization, which has so far only been achieved
in atomic quantum gas systems12–14 would therefore be
an important experimental achievement for solid state
spin qubit platforms. In the current work, we point out
a rather convenient way of studying MBL in spin qubit
systems which should be feasible in the existing few qubit
semiconductor quantum dot platforms.
Ever since the work of Anderson15 and especially of
Basko, Aleiner, and Altshuler16,17, the topic of many-
body localization has come to be of great interest in
physics. Even though the former discussed the role of
interactions in the localization physics described therein,
the latter sparked great interest in the topic, consid-
ering dynamical aspects including the whole spectrum
not limited just to the ground state localization ques-
ar
X
iv
:2
00
9.
04
45
7v
1 
 [c
on
d-
ma
t.m
es
-h
all
]  
9 S
ep
 20
20
tion. Since then, many works, both theoretical and
experimental, have addressed the topic of many-body
localization14,18–36. Many-body localization is the sur-
vival of some remnant of Anderson localization in the
presence of interactions. In particular, it relates directly
to the question of whether a disordered interacting many
body system can self-thermalize when inter-particle in-
teractions are turned on even when the corresponding
noninteracting system is localized. While this was orig-
inally considered in the context of particles in a tight-
binding chain, such effects may also be explored in a
chain of exchange-coupled spins, which is mathematically
equivalent via a Jordan-Wigner transformation. It is this
system that we will focus on in this work.
Semiconductor spin qubits are particularly well-suited
for studying MBL in a solid state system for several
reasons: (1) The interqubit exchange coupling can be
controlled rather accurately; (2) the system Hamiltonian
is well-approximated by a nearest-neighbor Heisenberg
chain37,38, where disorder-tuned MBL in an interacting
one-dimensional system is well-established; (3) the sys-
tem is well-isolated from the surrounding thermal bath
in the sense that the dissipative energy relaxation is very
small, with very long spin relaxation times; (4) the rel-
evant disorder from the Overhauser magnetic noise of
the nuclear spin bath can be controlled to a reasonable
extent; (5) the system Hamiltonian is dynamically well-
controlled due to the all-electrical gate operations; (6)
various fast measurements allow defining the spin states
of the system rather accurately as a function of time;
(7) individual spins can be initialized suitably to create
well-defined initial states; (8) final spin states after time
evolution through various unitary operations can be mea-
sured at various times, allowing a comparison between
initial and final states.
A number of measures have been proposed for detect-
ing many-body localization. The two standard theoret-
ical measures are the average level spacing ratio and
the long-time entanglement entropy. While they are
of great theoretical value, these metrics are difficult, if
not impossible, to measure experimentally. As a re-
sult, another metric, proposed in the context of spin
systems39 related to the spin-spin correlation length and
measurable via NMR techniques in nuclear spin systems,
was recently suggested. We propose here yet another
metric that is particularly well-suited to MBL studies
on semiconductor-based quantum dot electron spin sys-
tems, the disorder-averaged spin-spin correlation func-
tion, [〈Sj,zSk,z〉](t), where j and k label the spatial po-
sitions of two electron spins in the chain. The utility
of this metric for such systems in particular is due to
the fact that one can measure individual spins, and con-
sequently directly obtain the spin-spin correlation func-
tions. We will be working with a dimensionless version
of this measure, [〈σj,zσk,z〉](t), where σj,z is the σz Pauli
matrix acting on spin j. This consideration is motivated
by the fact that localization affects the spatial spread of
the wave function of the electron spin over time. We thus
expect that the spin-spin correlation function should de-
viate significantly from its initial value if the system is in
a thermal “phase”, but should remain close to its start-
ing value in the localized “phase”. Experimentally, this
quantity can be directly measured dynamically in a semi-
conductor quantum dot based spin qubit platform, and
therefore, the thermal and MBL phases could be distin-
guished. To provide an illustration, we will consider the
case in which we initialize the spin chain in the state in
which the leftmost spin is up, but the rest are down, i.e.,
|ψ(0)〉 = |↑↓ · · · ↓〉. In this case, at t = 0, the leftmost
spin is perfectly anticorrelated with the other spins, i.e.,
〈σ1,zσk,z〉 (t = 0) = −1 for all k > 1.
We calculate all three of the above metrics for chains of
spins of lengths L = 2 to 8 (i.e., a spin chain containing
2–8 localized electron spins in quantum dots arranged in
a one dimensional array with controllable inter-spin cou-
pling). We assume quasistatic electronic and Overhauser
noise, which appear as noise in the exchange couplings
and the magnetic field, respectively. The quasistatic
noise approximation is valid here since the typical gate
operations times are much faster than the time scale for
any dynamical noise fluctuations. We assume that the
exchange interactions in the presence of noise follow a
Gaussian distribution of mean J0 and standard deviation
σJ , truncated to positive values of the exchange (because
the exchange coupling cannot change sign in quantum
dot based systems), and that the magnetic field fluctu-
ations, arising from background slow nuclear dynamics,
also follow a Gaussian distribution, with zero mean and
standard deviation σh. The Gaussian random noise ap-
proximation is widely used for spin qubits, and should
be well-valid given the unknown random nature of the
background noise fluctuations. For the two metrics that
depend on time, the entanglement entropy and the spin-
spin correlation function, we determine both at the time,
J0t = 100. Most of this work must be done numeri-
cally, though some analytic expressions can be obtained
for L = 2. We demonstrate that the results for the spin-
spin correlation function indeed behave as we expect—we
find that they stay close to their initial values in cases
that the level spacing ratios and entanglement entropy
indicate localization, while they deviate significantly in
cases where the other two metrics would indicate a ther-
mal “phase”. We also note that the functions initially
oscillate, but are damped out over a time scale TS . We
determine TS by inspecting the calculated spin-spin cor-
relation results; we find that TS decreases with increas-
ing σh for fixed σJ in the thermal “phase”, but becomes
constant in the localized “phase”. We believe that the
currently existing semiconductor spin qubit systems with
only a few dots should enable a direct observation of the
predicted saturation of TS , thus indicating MBL.
The rest of the paper is organized as follows. In Sec. II,
we state the model that we use in our calculations. We
review and calculate the standard MBL measures in Sec.
III. We then determine the spin-spin correlation function
in Sec. IV. Finally, we conclude in Sec. V.
II. MODEL
The model that we consider here is a one-dimensional
array of quantum dots with localized electrons represent-
ing a chain of spins, all spin 12 as appropriate for semi-
conductor spin qubits, of length L (with L corresponding
to the number of quantum dots containing localized elec-
trons) coupled by nearest-neighbor Heisenberg exchange
couplings:
H = −
L−1∑
k=1
Jk~σk · ~σk+1 +
L∑
k=1
hkσk,z, (1)
where ~σk is the vector of Pauli matrices acting on spin k.
Eq. (1) represents the well-established Hamiltonian for
the semiconductor spin qubit array with exchange spin
coupling controlled by tunnel barriers between the dots.
We assume that, ideally, all exchange couplings are equal
(i.e., all Jk = J0) and that there is no magnetic field (i.e.,
all hk = 0). However, we assume, as appropriate for
the experimental situation, the presence of quasistatic
electronic and Overhauser noise in the system, so that
there will be a k dependence in Jk and hk 6= 0. We
consider L from 2 to 8. Throughout this work, we model
the quasistatic noise as random Gaussian distributions of
Jk,
fJ(J) ∝ e−(J−J0)2/2σ2J , (2)
where J ∈ [0,∞) (i.e., truncated so that the Jk are al-
ways positive), and of hk,
fh(h) ∝ e−h2/2σ2h . (3)
We will also take σJ = 0.1J0 in all calculations in
which we vary σh. Similarly, when we vary σJ , we fix
σh = 0.1J0. These disorder choices are typical for semi-
conductor spin qubit systems, but changing these noise
variances to other reasonable values do not change any
of our conclusions.
While we must, in general, do our calculations numer-
ically, it is possible to obtain some analytic results in the
case of L = 2. This is due to the fact that the Hamilto-
nian conserves total Sz = S1,z + S2,z and is thus block
diagonal in the basis, |↑↑〉, |↑↓〉, |↓↑〉, and |↓↓〉, decom-
posing into two 1 × 1 blocks and a 2 × 2 block. In this
basis, the Hamiltonian is
H =
2h¯− J 0 0 00 ∆h+ J −2J 00 −2J −∆h+ J 0
0 0 0 −2h¯− J
 , (4)
where h¯ = h1+h22 and ∆h = h1 − h2. The energies are
E↑↑ = 2h¯− J, (5)
E↓↓ = −2h¯− J, (6)
EST0,+ = J +
√
(∆h)2 + 4J2, (7)
EST0,− = J −
√
(∆h)2 + 4J2, (8)
and the corresponding wave functions are
|ψ↑↑〉 = |↑↑〉 , (9)
|ψ↓↓〉 = |↓↓〉 , (10)
|ψST0,+〉 =
1√
2
√
1 +
∆h√
(∆h)2 + 4J2
|↑↓〉
− 1√
2
√
1− ∆h√
(∆h)2 + 4J2
|↓↑〉 , (11)
|ψST0,−〉 =
1√
2
√
1− ∆h√
(∆h)2 + 4J2
|↑↓〉
+
1√
2
√
1 +
∆h√
(∆h)2 + 4J2
|↓↑〉 . (12)
III. ESTABLISHED MBL MEASURES
Before we present our results for the spin-spin corre-
lation functions, we first review the standard MBL mea-
sures, namely, level spacing ratios and the entanglement
entropy, and present results for them in order to more
clearly demonstrate the utility of spin-spin correlations as
an alternative MBL measure. We emphasize that there is
no possibility of ever measuring level spacing and entan-
glement entropy in semiconductor spin qubits, but mea-
suring the spin-spin correlator should be straightforward
in existing systems containing 2 or more qubits. Thus,
Subsections III A and III B below are provided for com-
pleteness, and in order to connect with the standard MBL
theoretical literature in the context of spin qubit physics.
Neither the level spacing statistics nor entanglement en-
tropy is ever directly measured in any MBL laboratory
experiments.
A. Level spacing ratios
We first consider the level spacing ratios, which are
defined as
r(n)α =
min[δ
(n)
α , δ
(n+1)
α ]
max[δ
(n)
α , δ
(n+1)
α ]
, (13)
where δ
(n)
α = E
(n+1)
α − E(n)α is the gap between energy
levels n and n+1 (we assume that the levels are sorted in
ascending order, so that E
(n+1)
α ≥ E(n)α ) and α labels a
given realization of disorder. We are in particular inter-
ested in the disorder and level average of this ratio, which
is denoted by [r
(n)
α ]. In the thermal “phase”, the level
spacings follow a Gaussian Orthogonal Ensemble (GOE)
distribution, yielding a disorder- and level-averaged level
spacing ratio of [r
(n)
α ] ≈ 0.53. On the other hand, in
the localized “phase”, the level spacings have a Poisson
distribution, which gives [r
(n)
α ] = 2 ln 2− 1 ≈ 0.39.
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FIG. 1: Disorder-averaged level spacing ratios [r
(n)
α ] as a func-
tion of σh/J0 for L = 2 to 8 and σJ/J0 = 0.1.
Because, even for L = 2, which admits analytic ex-
pressions for the energy eigenvalues and wave functions,
the integrals giving [r
(n)
α ] cannot in general be done ana-
lytically in the presence of random disorder, we evaluate
this ratio numerically. We use 50, 000 realizations of dis-
order in our calculation and average over all energy levels
(not just over those for a specific value of Sz). We de-
termine [r
(n)
α ] as a function of σh/J0 and plot the results
in Fig. 1. We see that, with increasing Overhauser noise,
there is a clear difference between the thermal and MBL
“phases” of this system for most lengths, though the av-
eraged ratios most clearly tend to the GOE and Poisson
values in the thermal and MBL “phases”, respectively,
for L = 8. This crossover happens for larger values of σh
for shorter chain lengths. For example, we see a crossover
between these two “phases” at σh ≈ 0.3 for L = 6, but at
σh ≈ 0.09 for L = 8. Thus, it should be easier to induce
MBL in systems with larger number of qubits, but it is
interesting to note that the MBL effectively manifests it-
self in Fig. 1 even for L = 2 although the corresponding
thermal phase with the “correct” GOE value of 0.53 is
only apparent in Fig. 1 for L > 4. Since semiconductor
spin qubit platforms with 2–5 spins are already available,
we believe that our proposed MBL experiments can be
carried out in semiconductor quantum dot arrays.
We note that, for L = 2 and 3, [r
(n)
α ] actually seems
to increase with σh, in contrast to the other cases. In
particular, we see that, for L = 2, [r
(n)
α ] appears to go
to zero as σh tends to zero. This is because, for σh = 0
and L = 2, the Hamiltonian reduces to just a Heisen-
berg exchange coupling, H = −J~σ1 · ~σ2. This Hamilto-
nian yields a triplet of degenerate energy levels, all with
total spin S = 1. As a result, r
(n)
α is always zero triv-
ially by symmetry in the L = 2 case without Overhauser
noise. In general, the systems that we are studying are
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FIG. 2: Disorder-averaged level spacing ratios [r
(n)
α ] as a func-
tion of σJ/J0 for L = 2 to 8 and σh/J0 = 0.1.
small, and we do not expect [r
(n)
α ] to tend precisely to the
GOE or Poisson values for such system sizes due to the
small number of energy levels present. But our reason for
studying small systems is deliberate as we are interested
in addressing the question of doing some useful dynamical
physics in the existing, and not hypothetical, spin qubit
systems, and the current semiconductor spin qubit plat-
forms have L = 1–6 coupled spins at most. Therefore,
the theoretical situation in the thermodynamic limit, or
even for L = 20, is not relevant for our consideration.
We want to know what can be done with the existing
spin qubit systems (L < 8 for sure) in semiconductor
quantum dots.
We also do the same calculation, but with σh fixed and
varying σJ ; we present our results in Fig. 2. Here, we find
the opposite scenario for L = 8 as in the case in which
we fixed σJ instead—we see that the system appears to
go from neither clearly localized or thermal to clearly
thermal as we increase σJ . This is likely because noise
in the exchange couplings is more likely to increase the
absolute value of the exchange coupling than to decrease
it. This results in the spins interacting more strongly,
thus hindering localization. This rather interesting, and
somewhat surprising, result is specific to semiconductor
spin qubits where charge noise is capable of randomly en-
hancing the interaction effect by increasing the exchange
coupling because of the coupling being constrained to
be positive. This happens due to the fact that charge
fluctuations could cause a random suppression of the
tunnel barrier between two dots, thus randomly increas-
ing the wave function overlap, and hence, the exchange
coupling40,41. An experimental observation of the ap-
parent enhancement of the thermal phase in spin qubit
systems with increasing charge noise will be an interest-
ing counter-intuitive discovery. We note that this effect
is already observable for L = 2.
B. Entanglement entropy
We next consider the entanglement entropy. The long-
time entanglement entropy is simply the long-time limit
of the von Neumann entropy of a subsystem A of the full
system S after the environment B (i.e., the parts of S
not contained in A) is traced out:
SE = −TrA ρA ln ρA, (14)
where ρA = TrB ρ is the density matrix of A and ρ is
that of S. This measure, unlike the level spacing ratio,
is time-dependent, but saturates to a constant value at
long times in the presence of disorder. In the thermal
“phase”, the entanglement entropy follows a volume law
(i.e., it depends on the size of the “bulk” of the system,
in our case the number of spins L in the chain), while
it follows an area law (i.e., it depends on the size of the
“surface”, which is just two points in our one-dimensional
case) in the localized “phase”.
For our purposes, we define the right-hand half of our
system as the subsystem A and the other half as the
“environment” B. We initialize the system in the state
in which the leftmost spin is up and the rest down, i.e.,
|ψ(t = 0)〉 = |↑↓ · · · ↓〉. We are interested in the disor-
der average of this quantity after a long evolution time,
which we take to be J0t = 100. In general, all of these
calculations must be done numerically, but we can obtain
the per-realization entanglement entropy as a function of
time analytically in the L = 2 case. We find that it is
SE = −x lnx− (1− x) ln(1− x), (15)
where
x =
4J2
(∆h)2 + 4J2
sin2[(J +
√
(∆h)2 + 4J2)t]. (16)
We use 20, 000 realizations of disorder in this calculation,
and present the results in Fig. 3. We note that the entan-
glement entropy is much larger, and increases with chain
length, for σh/J0 = 0.1 than it is for σh/J0 = 10, for
which value the entanglement entropy decreases slightly
with length. This again shows that the system is clearly
in the thermal “phase” for σh/J0 = 0.1 and in the MBL
“phase” for σh/J0 = 10.
We repeat this calculation, this time fixing σh and
varying σJ ; we plot these results in Fig. 4. In this case, we
again see no clear signs of localization; while SE plateaus
for longer chains, it does not change much when σJ is in-
creased. Again, as for Fig. 2, this situation is specific
to semiconductor spin qubits where charge noise could
enhance interaction effects in the system instead of only
enhancing disorder effects.
IV. SPIN-SPIN CORRELATIONS
We now look at spin-spin correlations, which are ex-
perimentally relevant in spin qubit systems in contrast to
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FIG. 3: Plot of the entanglement entropy SE of the spin chain,
with one half of the chain designated as the subsystem and the
other as the “environment” as a function of spin chain length
for σh/J0 = 0.1, 1, and 10, at J0t = 100 and σJ/J0 = 0.1.
2 3 4 5 6 7 8
0.40
0.45
0.50
0.55
0.60
▲
❙
❊
✛
❏
❂ 
✵
✁✿✶
✶
✶✁
FIG. 4: Plot of the entanglement entropy SE of the spin chain,
with one half of the chain designated as the subsystem and the
other as the “environment” as a function of spin chain length
for σJ/J0 = 0.1, 1, and 10, at J0t = 100 and σh/J0 = 0.1.
level spacing statistics and entanglement entropy consid-
ered above. We focus specifically on two-point equal-
time correlations, 〈σj,zσk,z〉 (t) = 〈ψ(t)|σj,zσk,z |ψ(t)〉,
and once again initialize the system so that the left spin is
up and the rest down, |ψ(t = 0)〉 = |↑↓ · · · ↓〉. We predict
that, in the thermal “phase”, the correlation functions
should change significantly with time, while, in the MBL
“phase”, there should be little change. For reference,
in the initial state, all other spins should be anticorre-
lated with the leftmost spin, i.e., 〈σ1,zσk,z〉 (t = 0) = −1
for any k 6= 1. We numerically calculate the disorder-
averaged spin-spin correlation functions [〈σj,zσk,z〉](t) us-
ing 20, 000 realizations of disorder, and present results for
L = 8 as a representative case in Fig. 5; the results for
other values of L ≥ 3 are qualitatively similar. In the
L = 2 case, the two spins remain perfectly anticorrelated
for all times t regardless of disorder; we may see this from
the fact that the Hamiltonian conserves total Sz, and
thus, because we start purely in the Sz = 0 sector, we re-
main there for all times t. This L = 2 system is a trivial
case of symmetry induced MBL, where the spins have no
freedom to thermalize no matter how strong (weak) the
interaction (disorder) is. We see that, for σh/J0 = 0.1,
the correlation function becomes positive for all positions
j after a long time, indicating that all of the spins are sig-
nificantly affected by interactions, direct or indirect, with
the leftmost spin. However, if σh/J0 = 10, then we find
that the correlation functions deviate little from their ini-
tial values, even at long times, indicating little influence
from the leftmost spin. Thus, for σh/J0 = 0.1 (10), the
L = 8 system is thermal (many-body-localized).
We also notice that the spin-spin correlation functions
achieve their long-time steady-state values over a time
scale, which we will denote by TS , that depends on the
value of σh/J0. More specifically, we note that, for
σh/J0 = 0.1 and L = 8, the correlation functions sat-
urate at a time J0t ≈ 37, while, for σh/J0 = 10 and the
same L, they saturate at J0t ≈ 5. We plot this saturation
time TS as a function of σh for L = 8 in Fig. 6. We note
a sharp drop from σh/J0 = 0.1 to σh/J0 = 0.7, above
which the plot remains mostly flat.
In the case in which we fix σh and vary σJ , however,
it is more difficult to identify a single time TS at which
oscillations cease, as different spins stop oscillating at dif-
ferent times. We plot our results in this case in Fig. 7. We
also note that there is hardly any signature for localiza-
tion for any value of σJ in this case. This is not surpris-
ing, as we found that, from the level spacing ratios, the
system never tends (see Fig. 2) toward clear localization
for any value of σJ because of the effective enhancement
of interaction (i.e., exchange coupling) when the charge
disorder increases. Thus, Figs. 2 (level statistics), 4 (en-
tanglement entropy), and 7 (spin correlator) are consis-
tent with each other establishing that increasing charge
disorder in the system may not lead to MBL in the spin
qubit systems in contrast to increasing the field disor-
der (Figs. 1, 3, and 5) which would induce MBL with
increasing disorder. This inconsistency between charge
and field disorder is intrinsic to spin qubits and is an
important new finding of our work.
Spin correlation results for other values of L (4–7) are
similar to those shown in Figs. 5 and 7, and are therefore
not shown here.
V. CONCLUSION
We propose an experimentally relevant metric by
which one may determine whether or not a semicon-
ductor spin qubit system is in an MBL or a thermal
“phase”, the (dimensionless) disorder-averaged spin-spin
correlation function [〈σj,zσk,z〉](t). We calculated this
along with the level spacing ratio and long-time entan-
glement entropy, both standard metrics for establish-
ing the presence or absence of localization, for a finite
chain of Heisenberg-coupled spins of lengths L = 2 to
8 in the presence of field and charge noise as arising
in semiconductor spin qubit systems. In determining
the entanglement entropy and spin-spin correlation func-
tions, we assumed that the system was initialized so
that the leftmost spin was up and the rest down, i.e.,
|ψ(0)〉 = |↑↓ · · · ↓〉. We determined these quantities as
functions of σh for fixed σJ , and vice versa. We demon-
strated that the behavior of the spin-spin correlation
function works well as a metric for identifying the ther-
mal and localized “phases”, providing results consistent
with those obtained from the more standard level statis-
tics and entanglement entropy studies—we find that the
spin-spin correlator deviates significantly from its initial
value if the system is in the thermal “phase” according
to the other metrics, while it stays close to its initial
value in the localized “phase”. We also note that, when
varying σh with σJ held constant, the spin-spin corre-
lation function [〈σ1,zσk,z〉](t), independent of k, achieves
its steady-state value over a time scale TS . We determine
this time and plot it as a function of σh, and find that it
decreases with increasing σh in the thermal “phase” and
remains roughly constant in the localized “phase”. These
findings do not change if the chosen initial state is dif-
ferent from the specific choice we made in our work, and
our choice (of one spin up and the rest down) is inspired
entirely by its convenient experimental realization.
The advantage of the spin-spin correlation function
over the other two metrics considered here is that it is
particularly well-suited to the study of MBL effects in
existing experimental semiconductor-based electron spin
qubit systems. While much progress has been made over
the last several years in spin qubit systems, single- and
two-qubit gates in these qubits have not yet achieved
the fidelities (at least 99.9%) required for error-correcting
techniques to be effective. In addition, in contrast to the
superconducting qubits and ion trap qubits, the number
of operational qubits at this stage in the semiconductor
system is rather low (L = 2–8 at most). It is therefore
premature to discuss quantum computing or quantum
supremacy using semiconductor qubit platforms, and the
only concrete achievements so far have been ground state
many body simulations with 2–4 qubits10,11. However,
such systems can be used to realize MBL effects, as
the very effects (i.e., noise) that are detrimental to the
use of these qubits for quantum computing make them
well-suited to the study of such effects. Our proposal
for studying MBL using spin correlators will be a sig-
nificant achievement for semiconductor qubits since the
study would be dynamical with disorder and noise along
with the exchange coupling playing key roles. A chain of
exchange-coupled electron spins subject to Overhauser
(magnetic) and electronic (exchange) noise is analogous
(in fact mathematically equivalent) to a one-dimensional
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FIG. 5: Disorder-averaged spin-spin correlation function [〈σ1,zσk,z〉](t) for L = 8 as a function of time for σh/J0 = 0.1 (left), 1
(center), and 10 (right). In each plot, colors from black to red represent k = 1 to 8.
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FIG. 6: Plot of saturation time TS as a function of σh for
L = 8.
tight-binding chain model with a random on-site poten-
tial and randomized tight-binding hopping terms. For
this purpose, one does not need precise control over the
spins in order to perform these experiments; one only
needs to measure the system after its natural evolution.
The spin-spin correlation function may then be obtained
simply from measurements of the individual spins’ states
as a function of time. The only source of error in such
an experiment would come from the preparation of the
initial state and readout of the final state. A thermal
“phase” is then characterized by significant change in the
correlation function as a function of time, in our example
a long-time value differing greatly from −1 for two differ-
ent spins, while a localized “phase” would, again in our
example, be characterized by the correlation functions
staying negative with absolute values of order unity (say,
not much less than 0.5). While we presented this new
measure in the context of a spin chain, there is nothing
that, in theory, limits the use of this measure to such a
system. In fact, one could easily adapt this measure to
charge qubits as well.
Finally, we point out an interesting finding of our work,
which is specific to exchange-coupled spin qubits in semi-
conductor quantum dots, where the Heisenberg coupling
is of a fixed sign (always positive). This makes the Over-
hauser field noise and electronic charge noise have qual-
itatively different effects on the many body localization
dynamics of the system. While increasing the field noise
necessarily leads to any body localization in a given sys-
tem, increasing the charge noise generically does not. In
fact, charge noise may even enhance the thermal phase!
This happens because the charge disorder effectively en-
hances the Heisenberg exchange coupling in the system,
and therefore, increasing charge noise often is equiva-
lent to increasing interaction in the system, leading to
enhanced thermalization. This peculiar effect of charge
noise helping thermalization in spin qubits could be di-
rectly experimentally tested in existing spin qubit sys-
tems.
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