Smart city initiatives rely on real-time measurements and data collected by a large number of heterogenous physical sensors deployed throughout a city. Physical sensors, however, are fraught with interoperability, dependability, management, and political challenges. Furthermore, these sensors are unable to sense the opinions and emotional reactions of citizens that invariably impact smart city initiatives. Yet everyday, millions of dwellers and visitors of a city share their observations, thoughts, feelings, and experiences, or in other words, their perceptions about their city through social media updates. This paper reasons why "human sensors", namely, citizens that share information about their surroundings via social media can supplement, complement, or even replace the information measured by physical sensors. We present a methodology based on probabilistic language modeling to extract and visualize such perceptions that may be relevant to smart cities from social media updates. Using more than six million geo-tagged tweets collected over regions that feature widely varying geographical, social, cultural, and political characteristics and tweet densities, we illustrate the potential of social media enabled human sensing to address diverse smart city challenges.
Introduction
A "smart city" is a strategic initiative that improves the economic and political efficiency of a city, and enables its social, cultural, and urban development by leveraging information and communication technologies [11] . The knowledge that can be extracted from large data sets and measurements across an urban landscape lie at the core of this smart city concept. The technologies that leverage and respond to the insights obtained from such data sets make the city appear as automatically making "smart" decisions [32] that adapt to an ever-changing environment [39] . These decisions may help resolve a broad range of problems such as planning and management, infrastructure monitoring, and public works and services [25] .
Currently, the data sets that smart cities rely upon are collected via physical sensors that are deployed to monitor and transmit real-time feeds using sophisticated communications technologies. Not only do these sensors identify disruptive events quickly but they can also reveal temporal and spatial patterns by consistently collecting data over time. For example, smart city sensors installed in buildings automatically control door locks and thermostats [64] , and self configure to lock or change room temperatures based on human activity patterns. Similarly, sensors that automatically monitor traffic and road conditions [37] may find patterns of daily traffic flows across intersections and of arrivals and departures to and from parking lots.
The costs associated with a large-scale deployment of heterogenous physical sensors across a city is enormous. Moreover, these sensors pose interoperability, management and reliability challenges that the city must be prepared to handle in order to turn "smart". Finally, although the data collected by physical sensors can capably identify important events, it seldom explains the underlying reasons behind such events. In other words, physical sensors can identify what happens, but may be unable to explain why or how specific events occur or patterns emerge. Understanding the reasons underlying these events and patterns is necessary for a city to develop viable response strategies, mainly because these reasons may be rooted in "soft factors", i.e., in the feelings, emotions, and reactions of people when they use a city's resources and services as they go about their daily lives. For example, physical sensors may identify lightly used bus routes by tracking passenger volume, but they cannot identify qualitative factors that may be leading to this underutilization, such as the route's cleanliness, its safety, and whether it serves unpopular neighborhoods.
Our initial work [23] suggests that social media updates shared by the citizens of a city can serve as a complementary or a supplementary source of information that can shed light into why and how the events and patterns measured by physical sensors emerge. They may even serve as an alternative source of information, should a city be unable to afford an infrastructure of physical sensors or should such physical sensors experience failures. This hypothesis is based on the observation that social media services, which are deeply rooted in our society, provide citizens with seamless opportunities to share their thoughts and opinions about their surroundings. Indeed, through the world, citizens habitually turn to social media platforms including Twitter, Foursquare, Yelp, and Sina Weibo to share both routine, mundane updates as well as out of the norm situations. For example, people may share about traffic congestion, vehicle damage due to road hazards, overflowing parking lots, locations of crimes, fires, and other public safety hazards, and buildings that may be experiencing flooding or power loss. Thus, these posts can convey eyewitness accounts that collectively describe activities and events of interest within a city. Citizens may also opine about their city's services, its government and policies via social media. Thus, social media provides cities with the potential to harness the collective, crowdsourced intelligence of its citizens, using them as "human sensors". Enabled by social media, these human sensors provide a 24/7 real-time data stream at virtually no cost.
In this paper, we present a methodology that can harness the potential of human sensors to support smart city initiatives. Our methodology partitions an entire city into non-overlapping sub-regions, and for each sub-region, trains probabilistic language models over its social media posts. This ensemble of models can then be queried with a phrase that defines a perception for a specific topic of interest. Our methodology computes the relative probabilities of the queried perception across different sub-regions. These relative probabilities can then be discretely compared across subregions, or they can be fit to a non-parametric density function that visualizes their diffusion or spread. Using four months of Twitter feeds from regions with widely varying sizes, population densities, geographical characteristics, and cultural and social norms, we demonstrate how social media enabled human sensors can identify the locations of events and issues relevant to various smart city initiatives.
Sensing for Smart Cities
The central theme of smart cities is their ability to self monitor and respond to real-time feeds from sensors. In this section, we use real-life examples to illustrate the different types of smart, physical sensing technologies that cities have already deployed. Subsequently, we discuss the challenges associated with such physical sensing, and reason how social media enabled human sensors can alleviate these challenges. Finally, we differentiate the information shared by human sensors against information provided by existing locationbased online services.
Smart City Initiatives
Already, many cities across the world have turned "smart" by deploying different types of physical sensors to support several initiatives [28] . Some of these example smart city initiatives are presented below.
Utilities Management
Cities deploy smart meters to measure, monitor, and optimize the consumption of their utilities including power, water, and gas. Songdo, Korea features fully automated buildings, street lighting that turns on upon sensing movement and smart power meters that can transmit usage information to utility companies [64] . Fujisawa Sustainable Smart Town in Japan will include smart meters in all homes to improve load prediction [44] . Vienna, Austria also plans to place sensors to generate a holistic view of the energy system for efficient delivery of power [26] .
Traffic Management
Road vibration sensors monitor traffic flows and analyze the structural integrity of streets and bridges [37] . Lyon, France uses real-time sensor data for traffic forecasting and streetlight optimization [48] , and Santander, Spain features intelligent parking systems to alert citizens when lots are full [2] .
Environmental Awareness
Cities deploy sensors [55] to monitor both social and ecological factors that may affect their citizens. For example, Liverpool, England extensively uses CCTV cameras to locate crime [16] . CCTV cameras are also deployed in secondary schools across the UK, to study students' social behaviors and to help resolve confrontations among the students [67] . Environmental sensors used in Sandanter, Spain monitor levels of ambient light and noise in city centers [2] . CO and CO 2 sensors deployed across Kean University in Union, New Jersey correlate poor air quality to traffic patterns on campus [41] . In the San Joaquin River Basin, sensors examine water and salinity mass balances [49] and share water quality data publicly.
Economic Development
Smart cities often network businesses into their infrastructure in order to collect information for their economic development. Norfolk, UK has a pilot project to collect customer profiles to target business services to specific citizens and to develop better marketing campaigns [1] . Porism, UK also has pilot studies on building customer profiles to improve outreach and marketing to segmented groups [3] .
Physical vs. Human Sensing
The above examples illustrate how smart cities require a variety of different types of sensors; generally, each initiative requires specific types of sensors to monitor and collect data. However, the collection of these sensors, which have different technical requirements, must operate together within the same environment. Therefore, for smaller cities with limited budgets, these costs and overheads associated with deploying and managing such sensors may make smart city initiatives all but impossible to implement [15] . Human sensors do not incur such costs, overheads, and interoperability challenges. They may also not pose reliability and political challenges as discussed next.
Sensor Interoperability
Heterogeneous sensors, with widely varying requirements, must seamlessly operate on a shared infrastructure [34, 36] because each sensor forms an integral component of the overall smart city concept. Technical and policy considerations, however, threaten this sensor interoperability.
Technically, to foster harmonious integration, sensors must utilize interoperable communication protocols, data formats, and security standards. Some standards, however, may be more suited than others for specific sensors [65, 28] . For example, Near-field communication [76] (NFC) technology may support compactly deployed sensors that can relay information to each other. This technology, however, is not suitable for devices that must send data over extended distances. Sensors endowed with Long-Term Evolution [58] (LTE) communication technology can deliver data across a wide range, but LTE requires a completely different supporting infrastructure compared to NFC and a tremendous amount of power in comparison. Finally, custom middleware solutions that can process, store, and analyze large, heterogeneous data streams may need to be implemented depending on the city's deployed sensors and intended data analytics [38] . For example, some cities may poll its citizens about their parks and then choose to correlate these polls with the feeds provided by the physical sensors within these parks. This monitoring and correlation analysis of parks may be specific to the geographic landscape of that city. Therefore, it may not be relevant to other cities, and hence, it does not justify a generalized middleware implementation.
To utilize human sensors, cities do not need to invest in any special or additional infrastructure. In fact, in-formation can be collected from human sensors at virtually no cost. This is because human sensors share social media updates via Wi-Fi, 3G, and LTE technologies that are already deployed by Internet and cellular providers. Moreover, geo-tagged public updates on a variety of popular social media services such as Twitter and Facebook can be programmatically harvested via their APIs [22] . These APIs return data in standard formats such as XML and JSON, which are among the most interoperable data interchange formats on the Internet [72] and are supported by a huge number of existing platforms and tools [42] .
Sensor Dependability
Consistent monitoring of an urban environment is subject to the dependability of physical sensors. Sensor dependability, in turn, is a function of their ability to provide accurate measurements, to be resistant to environmental factors and events, and to properly transmit these measurements [69] . Currently, only limited research has been devoted to smart sensor architectures that incorporate fault detection and isolation [20, 77] , thus present sensor deployments may have only moderate dependability. Dependability may also be threatened because sensors cannot be equipped with a direct, permanent source of power [61] . Instead, physical sensors must manage their limited power by minimizing the total amount of time they spend online. In one strategy, sensors may switch to low performance operation modes that use less power [36] when necessary. Alternative methods of harvesting power, like wind energy [62, 28] , electric fields [73, 70] , kinetic energy from vibrations and movement [74] , and solar power [10] can be explored. Such sensors may have high cost and maintenance requirements [36] .
Human sensors do not suffer from such environmental and power-related dependability issues. These sensors, however, may pose dependability issues of their own because there is no control over the frequency, accuracy, and authenticity of "at will" information shared by humans. Numerous sociological studies, however, explain why we can reliably count on this human stream of information. First, social media posts that people share continuously as they observe the world around them are likely to be authentic and truthful, otherwise users stand to lose credibility within their offline social networks, which may include their friends, family, and co-workers [29, 40] . Moreover, there is convincing evidence that people across the board, irrespective of their ethnicity, age, and income share over social media services; and this is especially popular in urban settings [24] . Thus, false information provided by a few is unlikely to lead to misleading inferences because of the truthful information shared by an overwhelming majority.
Policies and Sensor Management
Cities must enact appropriate policies and management plans to ensure that the physical sensors are properly financed, maintained, deployed, and used and also offer a good return on the investment. This requires standards and policies both at the societal [56] and agency [36] level. Without societal policies for deployment and data acquisition, deployments of sensors may occur with little input from citizens, may lead to a runup of costs, and can lead to long-term data privacy and misuse. At the agency level, policies must define how sensor data can be securely shared, stored, and utilized between various city agencies, such as public works or transportation in meaningful ways. For example, there may be a need for public safety and health departments to share information during emergencies, but needlessly sharing data with other departments may strain the city's infrastructure.
Such policies related to finance, maintenance, and deployment of physical sensors are not necessary to harvest updates shared by human sensors. Furthermore, human sensors share information publicly, and are cognizant that their posts may be collected and analyzed by third parties. Presently, data shared by humans can be freely harvested. However, in the future, cities may gain access to such data via simple opt in from users, eliminating the need to develop elaborate data privacy and retention policies. Finally, although some policies governing the use of such data within and across agencies may be necessary, the common interchange format and easy access to social media data make it possible for agencies to define their own collection and analysis rules.
Because human sensors are not burdened with the same problems that physical sensors face, we argue that they may serve as a complementary, supplementary, or an alternative source to physical sensors. At the simplest level, human sensors can supplement or augment the readings from existing physical sensors. Second, if physical sensors fail or malfunction due to environmental or other factors [69] , or if a city government cannot afford physical sensing hardware, they can turn to human sensors as a back up or as an alternative source. Finally, human sensors may serve as a complementary source by the virtue of providing emotionally driven, qualitative information about activities that are modulated by citizens' feelings, beliefs, and individual observations. For example, while physical sensors at two different locations in the city can identify heavy traffic at one intersection, human sensing can trace the cause to confusion about a rotary, street signs, or other markings on the road and at the other intersection it can suggest the cause to be frustration over heavy, multi-lane merging at the other. Human sensing can thus produce actionable insights to explore the reasons behind the findings of physical sensors. Other examples of human insights and emotions include opinions on restaurants, safety of neighborhoods, and citizens' trust in their city government and its initiatives.
Comparison with Location-based Services
In some cases, online location-based services (e.g. FourSquare, Yelp!, or TripAdvisor) may offer similar can also offer complementary information for physical smart city sensors. For example, Yelp! and TripAdvisor reviews about a restaurant with data about the quality of the food and its busiest times may be corroborated with heavy traffic patterns around city restaurants detected by physical sensors. However, social media powered human sensors may be used to represent people?s emotional responses or reactions to the features of a city en masse, compared to local-based services where a small number of self-selected users choose to share their specific opinion about a place (e.g. TripAdvisor) or service (e.g. Yelp!). Furthermore, social media powered human sensors share reactionary responses to places or events, which represent an 'in the moment? perspective rather than an 'after the fact? review. Finally, human sensors can offer insights to a virtually unlimited number of activities and places (e.g., traffic on 42nd street in New York City), compared to a small number of registered locations (e.g. restaurants listed on Yelp!, or landmarks and tourist attractions on TripAdvisor or FourSquare).
Mining Perceptions
We define human "perceptions" as observations noted by individuals, but modulated by their personal feelings, beliefs, and perspectives. We hypothesize that many such perceptions that are relevant to smart city initiatives may be contained within social media posts. These perceptions, as they relate to specific neighborhoods within a city, can be extracted from updates shared via smartphones and other mobile devices that tag these updates with GPS coordinates. In this section, we further motivate why social media posts may be ripe with perceptions relevant to smart cities and formulate a methodology to mine these perceptions.
Modeling Perceptions
People's perceptions about events and issues they encounter in their daily lives are often embodied in the words, terms and phrases that compose their spoken language. In the recent years, these thoughts have also made their way into social media posts. Many of these perceptions may be influenced by inherent regional characteristics. They may also be further modulated by specific local features or situations that surround a person. For example, although people across New York City are plagued with traffic, and hence, may frequently post about congestion and delays, those strolling in Central Park are unlikely to find traffic concerning. Because such topics and their associated perceptions can be virtually unlimited, it is impossible to exhaustively define all of them. Therefore, we propose a flexible approach that first divides a region into nonoverlapping sub-regions and then models the language within all social media posts from each sub-region probabilistically based on the distribution of n-grams, which is an ordered sequence of n words (w 1 , ...., w n ) that appear in the posts. These language models can then be queried with multi-word phrases that define a perception for a specific topic to identify how strongly it is represented in various sub-regions. For example, to identify sub-regions with strong perceptions of stressful or congested traffic, the language models can be queried with phrases "hate traffic" or "traffic is slow".
Extracting Perceptions
This section formulates an approach based on probabilistic language modeling to extract perceptions from social media posts. We split the region covering an entire city L into non-overlapping sub-regions i , and define a language model for each sub-region. Because the language model must be trained over non-intersecting corpuses of social media posts to prevent correlations among them, the city must be divided into nonoverlapping sub-regions. This is because training models over overlapping corpuses would include intersecting unigrams and bigrams, resulting in language models with correlated features. When such correlated language models are queried, the resulting predictions can be ambiguous.
The maximum likelihood estimate of an n-gram, computed over a corpus of social media posts within i ∈ L, is given by [5] :
where c(g) is the number of times the n-gram g appears across all posts. The probability that a sub-region generates a phrase T = (w 1 , ..., w k ) is computed as the product of the probabilities of the n-grams that comprise T :
Contextual information increases with n as higher order sequences of words are considered. However, because social media posts may be very short and may carry limited information, the frequency with which progressively larger sequences of words appear across a corpus of such posts gets increasingly smaller. To combat this problem, prevalent language models over social media posts generally restrict themselves only to the lowest order unigrams that model distinct words independent of their order [13, 35] . While the distributions of unigrams can be estimated easily, we argue that these unigrams cannot adequately capture perceptions, which must be understood in the context of some topic or a subject. For example, unigrams trained over posts "I love driving" and "I hate driving" can only identify the concepts of "love" and "hate", and cannot associate them with the topic of "driving". By considering bigrams over unigrams, however, we can identify that a subject loves/hates ("I love"; "I hate"), or a positive/negative connotation of driving ("love driving"; "hate driving"). A bigram model can thus identify a subject's emotion, or an emotion associated with a subject, which offers much richer information compared to unigrams.
The richness of information captured by bigrams make them attractive as a basis of a language model. However, estimating their distribution is difficult due to the short length and unique, informal language used in social media posts. For example, it is likely that a sizable yet finite number of bigrams end with the word "York" (e.g. "New York"), making the estimation of their relative frequency easy. However, estimating the distribution of bigrams that end with the emoticon ":)" is difficult because practically an infinite number of such bigrams may appear in social media posts. Thus, to benefit from the rich contextual information offered by bigrams while alleviating some of the estimation difficulties, we consider a tradeoff where the language model of a sub-region consists of an interpolation of both bigram and unigram distribution of words. Through this interpolation, we compensate for the observed low count of a given bigram, by incorporating the expected higher count of the unigram that completes it. For example, if the unigram "driving" is used frequently in a training corpus, we should expect that bigrams completed by this word (e.g. "hate driving") are more likely to be seen even if such bigrams do not appear often. Thus, for a sub-region i , the probability of observing the bigram (w j−1 , w j ) is given as:
where λ 1 + λ 2 = 1, |W ( i )| is the number of distinct words in all posts in i and c(w j )/|W ( i )| is the estimate of the unigram that completes the bigram [5] .
We also incorporate smoothing in our approach, which diverts some of the probability of bigrams seen frequently across a training corpus to those that have never been observed [14] . We use the Modified Kneser-Ney (MKN) smoothing algorithm [33] because in practice it is shown to offer superior performance across interpolated language models such as our combined bigram/unigram model [14] . This algorithm diverts probability mass by subtracting a constantd number of observations from the bigrams within a training corpus. To estimate the likelihood of a bigram (w j−1 , w j ), the algorithm first estimates the probability of the unigram w j that completes it by considering only the number of distinct bigrams that w j completes:
P c (w j ) is then weighted by the probability mass λ(w j−1 ) that was diverted by subtractingd from the counts of known bigrams:
The probability of observing a bigram thus becomes:
Note how if (w j−1 , w j ) was never seen in the training corpus, its probability is given by λ(w j−1 )P c (w j ), and if it is known, its probability is given as a linear interpolation of the modified bigram and unigram estimates. Also note that the modified unigram estimate P c (w j ) is superior to c(w j )/|W ( )| because under P c (w j ), words that appear frequently but within few distinct contexts will not strongly influence the probability of the bigram. We estimated to maximize the log-likelihood that the model generates a given bigram:
This has a closed form approximation depending on whether c(w i−1 , w i ) is equal to 1, 2, or ≥ 3 [66] . Using these approximations, we setd equal to d 1 , d 2 , or d 3 respectively:
where n i is the number of bigrams with frequency i.
For each sub-region, we use the language model to estimate the probability that its social media posts contain a query q = (w 1 , ...w k ) that represents a perception of interest. Based on these absolute sub-region probabilities, we then compute the relative probability that the perception represented by q is exhibited within subregion i using Bayes rule:
P( i ) is the prior probability that a social media post is from sub-region i and is given by
is the number of posts in i and N(L) is the total number of posts in the entire city L. Finally, we define P(q| i ) as:
Past studies suggest that sarcastic, ironic, and intentionally misleading social media posts are rare, because people voice their thoughts in clear and direct language much more frequently compared to using sarcastic tones [51, 50, 52, 68] . As a result, we believe that such posts will not interfere with our ability to extract honest perceptions. Finally, to respond to the dynamically changing environment within a city, it is necessary to collect and query people's perceptions in near real time. Our language model can be used to collect such perceptions in real time by defining a sliding window that captures the k most recent posts across each sub-region. Once the ensemble of language models P( i |q
Higher values of k may increase the size of the training corpuses, but at the expense of admitting old perceptions that may no longer be relevant. Similarly, low values of α could keep the language models highly current, but expend significant computational resources to frequently re-train the models.
Visualizing Perceptions
The concentration of a perception q is given by the relative probability that the language model for that sub-region generates q. We may visualize the distribution of these sub-region probabilities in a discrete fashion by generating a regional heat map that shades subregions according to their relative probabilities. To account for the fact that a q need not be confined to discrete sub-regions, we also develop a continuous representation of q that captures its relative spread over the entire region. In this continuous representation, we fit a non-parametric densityf h (x) across the relative probabilities to smoothly model the regional spread of this perception. Such a non-parametric density takes the form [71] :f
with
and Φ as a multivariate kernel function that defines the shape of the density estimate. H = diag(h i ) is a positive definite 2 × 2 bandwidth matrix that controls how the length and width of the kernel function may be affected by the probabilities. Without prior information about how the concentration of perceptions may change as we move farther away from sub-regions with high probability, we use a Gaussian kernel function that is symmetric about its center and exhibits a smooth exponential decay with distance:
We define the components of H using a wellestablished heuristic [60] for choosing the bandwidth matrix with a multivariate Gaussian kernel:
where σ i is the standard deviation and R i is the range of the interquartile values distributed along dimension i (latitude or longitude). We note that in practice perceptions may not decrease in a smooth, continuous fashion from high concentration sub-regions. However, the continuous representation allows us to estimate the "reach" or spread of a perception broadly based on the position of the high concentration sub-regions. Depending on the type of the query and the intention of analysis, either the discrete or the continuous representation may more suitable. Because the continuous representation allows us to view the broad diffusion or spread, it is suitable for understanding perceptions that are relevant to the entire region. In contrast, the discrete representation identifies specific "pockets", and hence, is more suitable for perceptions that are of interest to specific positions and sub-regions.
To illustrate the choice of discrete vs. continuous representation, we consider the concentrations of the perception "traffic alert" across a specific region, labeled as Region #1 in Figure 1 . Usually, traffic alerts are shared 1 only from specific positions, and not pervasively through the region. For example, in Figure 1 (a) we see traffic alerts originating from locations that mostly fall on or around major bridges and U.S. Routes and Interstates. Figure 1(b) shows a continuous representation of the same perception. Because traffic alerts are patchy through the region, the fitted density extends across many sub-regions with no specific reported instances. Thus, in this case, using a continuous representation obfuscates our ability to identify those subregions where traffic alerts are really relevant. The discrete representation appears more suitable to represent traffic alerts. On the other hand, Figure 2 shows the results of querying "traffic" across another region, labeled Region #2, that is more uniform and densely populated. Figure 2(a) shows that the perception of traffic is strong throughout this second region, with a higher concentration in the center of its lower and upper parts. The continuous representation in Figure 2 (b) better conveys this widespread perception, and highlights the radius of its two foci. Thus, we use a discrete representation for perceptions that pertain only to specific sub-regions, and turn to a continuous representation for perceptions that may be broadly applicable.
Data Collection and Preprocessing
To illustrate our perception mining approach, we harvested a large collection of geo-tagged feeds from Twitter between June 11th and and September 12th, 2013 across three regions, namely: (i) Manhattan region of New York City (NYC), (ii) greater Kansas City (KC); and (iii) the state of Connecticut (CT). The approximate number of tweets from each region are listed in Table 1 . These three regions were chosen carefully because they include major cities that stand to benefit from smart city initiatives, yet show widely varying regional characteristics and tweet densities. For example, NYC region is the densest in terms of both population and social media usage, with an incredible 40, 873 tweets per square kilometer. The KC region, centered on top of another major city in the United States (Kansas City, Missouri), also includes many suburban towns and roadways that surround the city limits. The tweet density of KC is significantly lower than NYC as seen in Table 1 . Finally, the CT region covers an entire state, featuring pockets of large cities and population hubs but is mostly composed of rural farmlands, forests, and coastal regions. With just 317 tweets/km 2 , the use of Twitter across CT is even less prevalent compared to the KC region.
To build our language models, we divided each region using a 15 × 15 lattice, resulting in 225 subregions that are all the same size. We chose to keep the number of sub-regions per region to evaluate how our methodology performs when sub-regions are of varying size and contain different densities of social media posts. NYC sub-regions with an area of 0.23 km 2 cover one or two city blocks, KC sub-regions with an area of 8.56 km 2 correspond to different city districts. Finally, CT sub-regions have an area of 22.68 km 2 encompassing entire towns and cities. Figure 3 illustrates the partitioning and distribution of tweets across each of the three regions and their respective sub-regions. NYC has a large and relatively uniform distribution of tweets throughout Manhattan, with pockets of low concentration by Brooklyn and across the Hudson and East Rivers. The distribution of tweets across KC is less uni- form, and contains just a small number of sub-regions composed of farmlands that have little to no Twitter activity. However, tweets are densely concentrated within the Kansas City metro area, populated suburban towns and districts, and major roadways. Finally, tweets in CT are mostly concentrated in major towns and cities in the state, which lie on the shoreline or around the capital city of Hartford.
Partitioning into an equal number of sub-regions allow us to understand the types of perceptions shared across the three regions with diverse geographical and social characteristics and at different geographical resolutions. For example, given the small size and high tweet density of NYC, the language model can identify perceptions to within a couple of kilometers. Thus, perceptions at a hyper-local or block-level may help a city in enhancing specific activities, events, and services that the citizens utilize. The larger size of the subregions over the KC region will reveal perceptions affecting entire districts or at the "district level". Such aggregate observations may include spots with tendencies for traffic congestion, neighborhoods that may be dirty or unsafe, and opinions regarding the regional public education system. Such coarser district-level perceptions may thus be used to compare the conditions in different boroughs, suburbs, and other parts of a wider region. Mining over the CT region, where subregions contain entire towns or cities, can reveal how different cities across a state react to a specific political issue. We may thus use city-wide perceptions to compare the views and effectiveness of new initiatives and programs across the cities in a state.
We pre-processed the tweets from every region by eliminating non-english words, hashtags (words starting with "#"), and usernames (words starting with ""). We also transformed all the words to lowercase and stripped away all the punctuation and links to Web pages. We also eliminated the 200 most frequently used words from the tweets in each region. This set typically contained words such as "at", "the", and "or", which lack contextual information, and hence, introduce noise in the estimation of useful bigrams. The size of our stopword list was chosen to be approximately equal to 0.5% of the number of distinct words across New York City, which is our largest corpus. We also include a "catch-all" unigram "<misc>" to aggregate the probability of words that occur only once. This term thus accounts for the many miscellaneous, shorthand, mis-spelled, and other user-specific notations that are common on Twitter. Across the three data sets, only a small percentage (2-3%) of words were mapped to this catch-all unigram, suggesting that we can control this source of distortion without impacting the fidelity of the model.
Illustrations
In this section, we illustrate how social media can support smart city initiatives by extracting perceptions from the tweets over NYC, KC and CT regions. Generally, the information retrieved from any knowledge extraction technique must be quantitatively or objectively verified against the ground truth. However, because perceptions are inherently subjective because they represent people's reactions to the events and activities that occur around them. Thus, quantitative verification of perceptions revealed by our language model does not make sense. Instead, we evaluate our approach by verifying the events and activities that are revealed in the mined perceptions against the publicly available sources including online databases, citywide and national reports, local news stories, and public opinion surveys. We further correlate this offline, public information with common knowledge about regional geography and landscape to reason why the extracted perceptions may ultimately correspond to actual on-the-ground conditions. Thus, while we cannot validate people's reactions, this two-pronged approach approach convincingly identifies associations between the uncovered perceptions and actual on-the-ground conditions in all our illustrations.
NYC: Block-level Perceptions
We begin by studying block-level perceptions across the NYC region, which is a dense urban environment. An overwhelming number of NYC residents, commuters, and visitors rely on public transportation, and hence, information that can improve the quality of these transportation services can significantly benefit both the city and the riders. NYC is also home to a wide variety of restaurants, which are frequented by locals and tourists alike. There is a chance, however, that eating at some of these restaurants can lead to foodborne illnesses due to unsanitary conditions. We illustrate how mining perceptions from social media can help the city address both these concerns. 
Public Transportation
The Metro Transit Authority (MTA) is charged with managing rail, subway, and bus service across NYC, and is the largest transportation network in North America 2 . It operates and manages a subway system that annually serves over 5.4 million riders. Given the sheer volume of riders, it may be difficult to maintain the trains on schedule and to collect information about late or delayed trains by surveying customers. It is commonly known that systemic factors such as snow storms and severe weather can cause simultaneous, widespread delays on several routes. Moreover, scattered local issues introduce variable and cascading delays at stations within a small area. For example, a crowded station during the rush hour may delay a train, and this delay may propagate to downstream stations until the conductor finds an opportunity to make up. Additional factors causing spotty or isolated delays in-2 http://web.mta.info/mta/network.htm clude road or track segments with speed restrictions, increased foot traffic at some stations, and proximity to businesses and corporations where all the employees commute at similar times. Given that an isolated issue at a station can cascade to many neighboring stations, we visualize the perceptions of transportation delays using a continuous representation in Figure 4 . Figure 4 shows queries for the perceptions "MTA late", "subway late", and "bus late". We find that such perceptions are concentrated in midtown Manhattan and cover Grand Central, Penn Station, and the Port Authority Bus Terminal, which are the busiest commuter rail and bus stations in the city 3 . Perceptions about MTA delays only extend south of the Port Authority Bus Terminal and end at Washington Square Park, which is by New York University (NYU). Thus, generally NYU students, who ride subways or buses 3 http://www.panynj.gov/press-room/press-item.cfm? headLine_id=932 may express this frustration. Late buses can be found in similar areas in Figure 4 (c), but these are concentrated in a radius around the Port Authority Bus Terminal, and do not extend as far downtown like perceptions about the subway. Finally, perceptions about late and delayed subways are often co-located with most subway stops, in the heart of the city, as shown in Figure 4(b) . Taken together, these figures suggest that transportation improvements concentrated around central hubs of traffic will yield greater benefit than enhancements spread across the entire city. The MTA also may improve its overall public opinion by devising special or additional transportation options for riders around NYU.
Restaurants and Illness
Similar to any other city, restaurants in NYC are inspected by public health officials, who may then close these establishments due to violations or multiple reports of food poisoning from customers. While inspecting every eatery periodically is a laudable goal, resource constraints may force these officials to prioritize the inspection of some restaurants over others. We illustrate how health officials may turn to social media posts mentioning sicknesses to narrow down those restaurants that may be serving food of questionable quality. Since this illustration searches for correlation between users' posts that report illnesses and locations of restaurants, we use a discrete visualization in Figure 5 to show where people share perceptions about "stomach ache", a common symptom of food poisoning that emerges just hours after a meal.
We searched through the NYC Department of Health and Mental Hygiene's public database of restaurant inspection results 4 , which was updated just prior to our data collection (May 2013). We found a strong correlation between the sub-regions where this perception runs strong and locations of low-rated or closed restaurants. For example, Figure 5 highlights the location of 7 such restaurants in the Theater District by Times Square. In the figure, yellow markings identify multiple critical health code violations while red markings show the position of closed restaurants. These markings are located within or in a close vicinity of the strongest cluster of perceptions of stomach sickness in NYC. Our findings also corroborate the results of recent systems that tracked the spread of illness across social media due to restaurant food [54] .
KC: District-wide Perceptions
In this section, we study district-wide perceptions across the KC region, which is significantly larger than Manhattan and features a suburban sprawl surrounding the city limits of Kansas City. Residents of these suburbs are thus affected by the activities and initiatives pursued within the city, whether they are daily commuters or occasional visitors. These suburban dwellers are mostly families, with parents commuting daily to the city for work and children attending local schools. Such families may be concerned about the safety of the area in which they reside; the incidence of crime being a prime measure of safety. They may also worry about the well-being of their children at school, one factor affecting this well being is the incidence of bullying. We illustrate how human sensors can collect useful information to alleviate both these concerns.
Crime Reporting
Although criminal activity may be pervasive and sometimes unavoidable, different districts of a city may be more prone to crime than others. Citizens may seek such information to determine what areas they should avoid. On the other hand, city officials may find such data valuable to re-direct police patrols and to plan for initiatives to fight crime. Figure 6 shows a discrete visualization of the perception "crime" across the KC region. To validate that the districts that produced these perceptions are consistent with on-the-ground conditions, we explored the CrimeReports database 5 to identify the locations and the numbers of crimes that occurred in the sub-regions during our data collection period. These reports indicate that crime is largely concentrated in the band of blocks between Interstate 35 and Route 71 in the center, which correlates to the band between the two roads where the perception of crime runs strong. Thus, the information shared via social media corroborates the locations which are flagged as crime prone within the region. In addition, it also identifies additional subregions that are not as high in crime, but still show such concerning perceptions. For example, sub-regions by Gladstone and Grandview show strong perceptions of crime, however, the total number of reports in these regions is low (300-400 incidents per month) compared to the stretch by Interstate 35 and Route 71 (1700-1900 incidents per month). Thus, to promote growth, the city may enact initiatives that increase the awareness about the relative safety of these areas, which may encourage citizens to visit and relocate to these sub-regions. 
School Bullying
Bullying in public schools has become a major social issue over the past half decade. Residents of many cities and towns across the United States have demanded that city officials enact anti-bullying measures, to which some cities have responded with tough laws 6 . Bullying is a significant problem in schools across Kansas state, to which the KC region belongs. A 2009 survey of superintendents in Missouri found bullying to be an "occasional" problem in 54% of its districts and a "frequent" problem in 14% of them [17] . Furthermore, 48% of all students surveyed stated that they have bullied another student at least once. 6 http://www.stopbullying.gov/laws/ Data quantifying the number of bullying incidents that occur per year is difficult because most incidents go unreported. Alternatively, students may report such incidents to a teacher or a parent who addresses the problem individually. Students, however, may use social media to share if and where they are being bullied because this segment of the population is more inclined to use this medium to voice their personal problems [6] . Moreover, youth may believe that they can remain anonymous while sharing through social media. Figure 7 plots the discrete sub-regions where perceptions about being "bullied" may be found. Although just a few sub-regions exhibit this perception, their distribution through KC coincides with locations that have a high concentration of public schools. In par- 
CT: City-level Perceptions
We next consider broad, state-wide perceptions across the state of Connecticut, which boasts a substantial population of over 3.5 million citizens and is the fourth most densely populated state in the United States 7 . We illustrate how the state's government may be interested in understanding how hot-button political issues and laws are viewed across different sub-regions of its state by examining perceptions of major healthcare reform. Moreover, departments within the state government that have limited resources may also be interested in finding inexpensive, alternative ways to collect data so they can make informed decisions for allocating these resources. We thus also mine perceptions to demonstrate how the state can collect free informa-7 http://www.census.gov/2010census/ 
Public Healthcare
As of January 2014, a new federal law in the United States now requires all of its citizens to be enrolled in a health insurance plan [43] . To help its citizens purchase health insurance, the state of Connecticut has its own online marketplace called the "Connecticut Health Insurance Exchange" 8 . State leaders are charged with the responsibility to disseminate information about the new federal law and to keep track of statistics regarding enrollment. Human sensors, as they share their thoughts, may serve as proxies to identify pockets where the information dissemination has been adequate, and where the state still needs to focus its efforts.
In Figure 8 , we use the query "health exchange" to identify those areas with a high concentration of health-care related discussion. Rather than identifying specific positions through discrete visualization, we use a continuous density to identify the broad, general areas where citizens are more likely to be aware and participate in the state's health insurance exchange. We find that most of the discussion is centered around Hartford, which is the state's capital, in the major cities of Waterbury and Hartford, and at the University of Connecticut in Storrs. Corroborating this concentration with a 2013 County Health Rankings report, we find that these discussions generally fall within counties that contain the largest population of individuals under 65 who do not have health insurance 9 . Social media activity thus suggests that CT officials may have adequately raised awareness about the new health care laws within its most needy sub-regions. 
Hiking and Nature Preservation
Connecticut attracts outdoorsmen and tourists interested in nature, thanks to its famous hiking trails [57] . As a result, many of its popular, most traveled and historical trails are protected and well maintained. However, a state's parks department usually will not have the resources to collect data on the use of trails that are not as popular or well traversed because it may require an extensive survey or hiring of experts that can evaluate the conditions of these trails. Thus, the department cannot determine if any lesser known trails are gaining popularity, and hence, should fall under the department's protection and care.
Instead, the department may turn to Figure 9 , which identifies local areas where the "hiking" perception runs high. The figure shows that this perception is scattered in different sub-regions across the city, and covers popular destinations such as Bear Mountain in Sailbury and the Selden Neck Campground routes in Lyme. However, the strongest perceptions for hiking can be found north of New Haven, where the small but increasingly popular Sleeping Giant trail is located. Although this trail system bears little historical significance, citizens in the state show strong preference for it, and hence, it may be necessary for the state to prioritize the protection and preservation of this trail.
Related Research
Research along three dimensions, namely, (i) use of social media for smart cities; (ii) extracting emotion and sentiment from social media; and (iii) sensing in smart cities is relevant to our work. We compare and contrast contemporary work along these dimensions in this section.
Social Media for Smart Cities
Understanding the dynamics of city life through the lens of social media has been the subject of numerous recent works [18, 21, 75] . However, such works mainly monitor temporal and mobility patterns using the time and positions of social media posts, but rarely focus on the content of these posts. On the other hand, this paper extensively utilizes the content of social media posts and argues for its viability as a source of sensor data for smart cities.
Research towards analyzing the content of social media posts employ language modeling techniques for several purposes; for example, Dirichlet smoothing to retrieve content from Wikipedia articles [4] , predicting the point-on-interest of a tweet using unigram models [35] , and to estimate the city from which tweets emanate by comparing KL-divergences [31] . Models for the semantic annotation of language data have also been explored [59] in support of smart cities. Our language model is distinct from these previous approaches because of its ability to capture contextual information using an interpolation of bigram and unigram terms. Moreover, while most language models are designed to assess specific topics, which are pre-determined, our model provides the flexibility to query and locate general perceptions.
Mining Emotion and Sentiment in Social Media
Researchers now recognize how social media can serve as a raw source of information about people's instant emotions at a scale never seen before. Thus, a growing body of research is devoted to extracting and quantifying people's emotional reactions shared via social media. Sentiment extraction techniques collect features from post text based on emoticons [27] and ontologies [53] or dictionaries [9] of words with quantified levels of emotion. They then employ a variety of machine learning algorithms to quantify the sentiment in a given post [63, 45, 8, 12] . More recent work goes beyond simply quantifying the polarity to identifying the actual emotional state (e.g. depression or psychopathy) by studying emotional cues within a user's posts. Based on in person interviews with study participants, researchers identify the features of posts for predicting various emotional states [47, 46] . Stepwise logistic regression models may also be used to detect postpartum depression based on a person's social media posts [19] . Rather than trying to quantify the degree to which a social media post reflects the psychological state of a user and its positivity or negativity, the language model developed in this article seeks to extract perceptions that are driven by such emotions. It stands out from these works by aggregating and modeling a population's emotional response to any type of landmark, event, or unexpected activity within a city, rather than focusing on an individual user or post. Such emotional responses may be highly nuanced and cannot be easily classified into strictly 'positive' or 'negative' classes.
Sensing for Smart Cities
Research in sensing for smart cities focuses on defining policies [11, 7] , and exploring the role of physical sensors, associated technologies [7, 28, 36] , and supporting infrastructure [30, 65] . While these works remark on the potential of citizens as a source of data for specific initiatives, to the best of our knowledge, this paper, for the first time, discusses its feasibility and presents a novel and working methodology for extracting and leveraging this crowdsourced intelligence.
Conclusions and Future Work
In this paper, we motivated and illustrated the potential of human sensing enabled by social media to support smart city initiatives. We contrasted the advantages of human sensors against physical sensors with respect to costs, interoperability, and dependability. We then introduced a sophisticated language modeling approach for extracting citizens' perceptions from their social media updates. A series of illustrations using discrete and continuous visualizations demonstrate how these perceptions, queried across regions with varied sizes, geographies, and cultural norms can yield important insights for a range of smart city initiatives.
Our future research will focus on further enhancements to our language model, such as word disambiguation and integration of queries across related perceptions. We will also study the degree to which the sentiment of a post and the perceived emotional state of users' can be integrated into the probabilistic model. Specific applications for smart cities, including the integration of data from human and physical sensors for emergency management and response, optimization of city services, and utility management will be studied.
