ABSTRACT Computational thinking has become a required capability in the student learning process, and digital games as a teaching approach have presented promising educational results in the development of this competence. However, properly evaluating the effectiveness and, consequently, student progress in a course using games is still a challenge. One of the most widely implemented ways of evaluation is with an automated analysis of the code developed in the classes during the construction of digital games. Nevertheless, this topic has not yet been explored in aspects such as incremental learning, the model and teaching environment and the influences of acquiring skills and competencies of computational thinking. Motivated by this knowledge gap, this paper introduces a framework proposal to analyze the evolution of computational thinking skills in digital games classes. The framework is based on a data mining technique that aims to facilitate the discovery process of the patterns and behaviors that lead to the acquisition of computational thinking skills, by analyzing clusters with an unsupervised neural network of self-organizing maps (SOM) for this purpose. The framework is composed of a collection of processes and practices structured in data collection, data preprocessing, data analysis, and data visualization. A case study, using Scratch, was executed to validate this approach. The results point to the viability of the framework, highlighting the use of the visual exploratory data analysis, through the SOM maps, as an efficient tool to observe the acquisition of computational thinking skills by the student in an incremental course.
I. INTRODUCTION
The influence and impact of technology in the present social context has provoked debates regarding the educational process, seeking to address what skills will be required for professionals in the 21st-century [1] . Previous works such as [2] and [3] claim that deep knowledge of Computer Science principles and practices should be an integral part of the educational process, regardless of the professional activity that the student will choose in the future.
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In addition, [4] suggested that a subset of skills related to Computer Science, defined as Computational Thinking, should be developed from the beginning of the students' academic life. Computational Thinking addresses concepts that can help students identify problems and find the best way to solve them using computational resources, i.e., produce a diagnosis and a computational solution.
One of the ways to implement Computational Thinking is through the construction of classes involving the development of digital games, as reported by the works of [5] and [6] through experiments with high school and undergraduate students of courses related to Computer Science.
Teaching strategies based on digital games aimed at developing Computational Thinking skills have generated promising results from an educational point of view [7] . Environments such as Scratch have contributed to such results. Scratch uses a block-based syntax and is available in an online web page or as downloadable application. Initially designed for children over 6 years of age, Scratch is currently the most widely used tool for programming education in the world [8] and is being employed not only for children as an extracurricular activity but also for high school and undergraduates students in the area of Computer Science [9] - [11] .
Nevertheless, this approach lacks a proper evaluation method that makes it possible to measure the development of competences and skills related to Computational Thinking in students in a more precise manner. In general, teachers and researchers use techniques related to the qualitative paradigm, such as ethnographic observation and surveys, as well as specific tests and quizzes [12] . In addition, there are systems to analyze code, aiming at identify usage statistics of programming commands [13] and structural analyses of the code [14] - [16] . Furthermore, in [1] it is argued that it is necessary to evaluate the skills and competencies of Computational Thinking in educational environments. The proposed goal is to determine the efficacy of the teaching method through learning gains, reflecting the progression over time of students.
Previous works such as [17] propose to measure the acquisition of skills and competencies of Computational Thinking oriented by a framework based on the curriculum of Exploring Computer Science and Advanced Placement Computer Science Principles [18] . The research started with an analysis of artifacts generated in the Scratch environment available in the online community, using approaches such as structural code analysis, artifact-based interviewing and development of source code improvement activities. This research has influenced other initiatives for automated Scratch code analysis. For example, [14] presents Hairball, a system based on plug-ins with the objective of extracting several characteristics through Scratch code analysis; [19] propose to identify code features that address the use of good and bad programming practices; and [20] introduces a surveys of works that analyze the structures present in an algorithm code.
In complement to the above mentioned works, there are initiatives in literature such as [15] , [21] , [22] that focus on evaluation rubrics generated from Scratch code through Hairball plug-ins [14] for analysis of the generated artifacts with the goal of supporting teachers on the evaluation of students. The most important result from this initiative is available on the web with the name of Dr. Scratch, which consists of a tool for automatic code analysis based on the proposed rubric for Computational Thinking skills.
However, a gap is still identified in the literature regarding the following: (1) the validity of the evaluation methods to use as a comparative analysis among the students and (2) the use of validity approaches when applied to more structured educational activities that happen during a period of time, as it commonly occurs in a course that lasts, for example, one semester [23] .
Motivated by the above mentioned two gaps, this work proposes a data mining framework to discover students' patterns and behaviors that refer to the acquisition of Computational Thinking skills by using Scratch to develop digital games. The analysis of data from game development is supported by the use of the self-organizing maps (SOM) neural network [24] . The main contribution of this framework is to support the teacher in the evaluation of the practical effects produced in the class throughout the execution period and to evaluate the learning method and rubric developed when an incremental teaching model is adopted, in which problems with increasing complexity are presented.
The specific objectives are based on aspects to support the teacher in an exploratory analysis method consisting of the following:
• detecting patterns of students that reveal the evolution of Computational Thinking skills and competencies along the participation in classes of digital game building workshops;
• evaluating the practical effect of the teaching methodology adopted for the development of Computational Thinking skills and competencies during the workshop application. Thus, a framework for the application of analytical methods of educational data is presented, detailing the activities and practices adopted. The framework was evaluated using real data from case studies based on the application of a digital Scratch Games Workshop, with 130 students from 3 courses and 2 different levels. All activities and the results achieved are described in the following stages: collection of generated codes for each Scratch activity; preprocessing of data involving code structuring, summarization of activities and elimination of outliers; data analysis with application of descriptive statistics and the SOM neural network; and finally, data visualization, including additional information on classroom practices, class assignments, and the results to be achieved by the student with those inferred from the code analysis.
The results obtained demonstrate the feasibility of using the proposed data mining framework, highlighting the use of visual exploratory analysis of the data through the SOM neural network. The findings emphasize the following key aspects related to the development of skills and competencies of Computational Thinking: the topological distribution of the artifacts generated by the students on the SOM network lattice allowed identification of the problem-solving pattern; the weights resulting from the training of the SOM network allowed identifying the realization of the strategy of increasing complexity; and these weights also allowed verification of adherence, deviations, and points of attention linked to the application of the education rubric.
The paper continues as follows. Section II discusses some relevant works related to measuring the acquisition of the knowledge that constitutes Computational Thinking.
Section III presents the proposed data mining framework. Section IV presents and discusses the main results, and finally, Section V exposes the conclusions and future work.
II. DATA MINING FRAMEWORK TO ANALYZE THE EVOLUTION OF COMPUTATIONAL THINKING SKILLS
The works introduced above to evaluate the computational rubrics developed using data generated in Scratch are based on specific interventions of game workshops provided by teachers [15] , [17] , [21] , [22] . In general, the works selected artifacts of only one game, predominantly those generated at the end of the workshops. Nevertheless, they have a generic use purpose for the validation of Scratch environment artifacts available in the online community. The analyses are based on statistical techniques such as the mean, median, standard deviation, histograms, and hierarchical clustering. More specifically, the studies of [16] , [25] , [26] that analyze data generated by the Dr. Scratch tool from artifacts available in the Scratch online community have limited results due to the use of the duplicate code, employment of bad programming practices and the various nature of the files (stories, animations and games) as shown by [10] , [27] , [28] . In addition, the analysis of artifacts indicates their complexity, i.e., it has limitations in the process of measuring the acquisition of Computational Thinking. The authors indicated as possible causes the following problems in the proposal of the workshop: activities of increasing complexity, an educational rubric structure and the long term [10] , [27] , [28] .
The absence of dominion over the data generation environment and the learning track that addresses the complexity of the artifacts is presented in [29] as a gap to be addressed. The study reinforces that the purely data-driven analysis obtained in ready-made artifacts in an online database, without the knowledge of the construction process and the teaching method adopted, can generate information that does not reflect the real progress on Computational Thinking skills in the student. This fact was also identified in the works of [1] and [30] .
Another aspect to be noted in these studies is the analysis of data produced through artifacts available in the online community from Scratch. Studies such as [1] , [10] , [27] - [30] have shown that the absence of knowledge about how the artifacts were generated can provide information that does not reflect the real progress in Computational Thinking skills in the student.
In light of the above, the framework addressed in this paper for measuring Computational Thinking competencies is based on educational data mining, specifically with the use of cluster analysis through the SOM neural network. The choice of SOM was based mainly on providing the visual analysis of the clusters, in addition to generating the mapping of high-dimensional data for a two-dimensional view.
The framework structure was designed following the concept of elements of analysis adopted in modeling systems of software engineering. The meaning of this concept is that when designing a system from its requirements, it must be considered from different views (perspectives): functional, structural and behavioral [31] , [32] , exploring all aspects involved in the system development. Based on this principle, the framework proposed in this study has a structure based on views. The intention is, similar to the modeling of systems, to know all the perspectives that are involved in the measurement of acquisition of the Computational Thinking competencies.
Thus, the proposed framework is composed of 4 views that will be guiding the activity of measuring the skills: view teaching learning, structural view, process view, and cluster analysis view, as shown in Figure 1 .
The framework also proposes the establishment of guidelines that will conduct the elaboration of the other views. Entitled information needs, these guidelines are the questions that must be answered at the end of the process of measuring Computational Thinking skills and competencies. Information needs is represented by circular arrows in Figure 1 and is intended to indicate the guiding role that it performs for the other views.
Each of the views and the information needs structure that compose the proposed framework are presented in detail throughout this section.
A. INFORMATION NEEDS
According to the work of [33] , it is fundamental to define a priori questions to be answered at the end of the process so that the application of data mining tasks can achieve an effective result.
As it is an activity that involves considerable subjectivity, we propose in this work the instantiation of the Practical Software Systems Measurement (PSM) guide, a structural model for measurement activities of a software project [34] . The PSM has as an auxiliary proposal to specify the measures to be used in a given problem and how to conduct the measurement process.
One of the fundamental concepts of the PSM is the so-called information need, which has the purpose of directing the selection of measures and analysis techniques to generate the necessary information for decision making.
In the proposed framework, it is established that the information needs are to focus on the search facts that identify the practical effect of the teaching methodology during application of the digital games workshop. It is the information needs, as already discussed, that will guide the work to be carried out in the other views.
B. TEACHING LEARNING VIEW
The purpose of this view is to organize the model of the teaching-learning process so that it is possible to identify the student's development through the generated code structure.
To identify the practical effects of the teaching methodology during the execution of the digital games workshop, it is proposed to analyze the predominant code structures in each game by identifying how they are specified in the teaching rubric and how they were used by the students in the execution of the workshop.
Therefore, it is necessary to establish a standard for the teaching rubric structure, identifying which Computational Thinking skills and competencies are being developed in each workshop game. The command structures to be used by the student to solve the proposed problem should be detailed, and the skills and abilities to be developed should be linked to those structures.
In this way, the model of the teaching-learning process that is generating the data to be analyzed can be known, with necessary details.
C. STRUCTURAL VIEW
This view is responsible for defining the structure of the database that will be generated and then analyzed.
To organize the formation of the database structure, another PSM concept called model information [34] is used. It aims to define the metrics used by setting the structure to be collected and the information generated. It has the following composition:
• Information Attribute: characteristics of the artifact or process to be measured.
• Base Measure: quantification of a single attribute.
• Derivative measure: value resulting from the application of a calculation, function or algorithm in two or more base measures.
• Indicator: base or derived measure with decision criteria. In this study, only the first three concepts are used.
The framework proposes to identify and quantify each command (information attribute) used in the programs, organized by the syntax category of the programming language employed in the digital games workshop.
In the composition of the information model, facts should also be considered that can direct deviations in the acquisition of Computational Thinking knowledge, such as the use of bad programming practices. The study proposes the identification and accounting of dead code, that is, occurrences of commands present in blocks of code that will not run at runtime.
The result of the interpretation will be the basic measures of the information model. The database will contain two variables by programming language category of each game developed in the workshop: one representing the total number of commands utilized, and another containing only the total number of commands present in dead code blocks.
Another basic measure to be generated is the total number of commands used by the student in game development. It is a derivation of the size-oriented software measurement metric in software engineering called LOC (lines of code) [31] , which measures the number of lines of code in a program.
All derived measures will have their specifications guided to the satisfaction of information needs. Using a top-down approach to knowledge structuring, this study proposes the fulfillment of information needs using two different types of structure of the derived measures:
• the first one is composed of variables containing the sum of the occurrences of all the commands present in each category of programming language syntax. The sum VOLUME 7, 2019 of the occurrences of commands present in dead code blocks must also be generated by category. The goal is the reduction in the data set dimension, caused by the large number of types of commands in programming languages.
• the second contains binary variables that address the predominance of the use of programming language syntax commands. In addition, the study proposes the creation of derivative measures related to software engineering product metrics. The objective is to use them as support tools to find patterns that identify the student's difficulty in solving the proposed problem.
D. CLUSTER ANALYSIS VIEW
Cluster analysis aims to uncover patterns and behaviors that refer to the acquisition of Computational Thinking. Among the set of algorithms used for cluster analysis are selforganizing maps (SOM) [24] . The adoption of this algorithm is justified in this work by performing a mapping of the multidimensional data space in a two-dimensional plane, preserving the topology of the data and mainly allowing the graphical visualization of the relationships between data clusters, contributing to the discovery of knowledge. SOM are used to solve problems involving data clustering, visualization, and abstraction in multivariable correlation studies, converting complex nonlinear statistical relationships to simple geometric relations [24] . SOM have been applied in studies of several research areas such as economics [35] , health [36] , image analysis and recognition [37] , and education [38] .
The clustering in the SOM network is performed by calculating a measure of similarity. Commonly, the Euclidean distance is used. Thus, exemplars that are considered as similar are grouped in the same units of the SOM map, while the distance between units indicates the degree of disparity between exemplars contained in each of the units.
The similarity is measured in two moments in the algorithm: during the (1) training and in the (2) mapping of exemplars to the map. Therefore, these phases are complementary to each other. Firstly, each exemplar x i represents an artifact generated in the workshop activity, described by features from its source code (as provided in Structural View). Therefore x i = {x 1 , x 2 , x 3 , ..., x n } represents a exemplar of the data set, that is compared with each synaptic weight w u of the SOM network, which in general is initialized randomly in the training phase. Being the unit u of the map defined as w u = {w u1 , w u2 , w u3 , ..., w un }. In this way, the Euclidean distance is described as:
The shortest distance, obtained from comparing a exemplar with all map units during training, defines the winning neuron and the adjustment of weights occurs in order to preserve the topology of data. In this way, artifacts with similar features will have the same neuron as the winner and, as the features are differentiated, the exemplars are represented by adjacent neurons, as defined in [24] .
The second time of Euclidean distance is used is in the exemplar mapping phase. In this moment, the synaptic weights are adjusted and the exemplars are mapped to the SOM network neurons. Therefore, the same operation of ''(1),'' is applied to associate each artifact produced in the digital game workshop on the map. In practical terms, this is performed by assigning a new identification to the exemplar, that is the neuron number in which it is being mapped (u) and, analogously, the artifact information (which can be the identification of the game that was developed) is mapped on the map, thus making visual explorations possible and, at the same time, allowing the identification of the original students data.
As already discussed, this study proposes the use of the topdown approach to knowledge structuring. Thus, the analysis of clusters through the SOM neural network seeks to meet the information needs from a more general view (data by programming language syntax categories), arriving at the specificity of using the commands. Therefore, the cluster analysis will be carried out through the training of the SOM network using the derived measures established by the structural view.
This view is also responsible for ensuring that only relevant information is presented for the knowledge discovery process. The three different approaches of visualization of the SOM map that will be described next are intended to present the features and the relationship of the clusters formed, allowing the assertive interpretation of the data generated by the digital games workshop.
The feature vector visualization map ( The topology distribution map ( Figure 6 , 9 and 11) presents the correlation of data from the database records, which was not included in the training, with the clustering performed. Its analysis has the objective of identifying trends, seeking to meet the established information needs.
E. PROCESS VIEW
This view is responsible for the execution of the activities that elaborate the other views. It has a set of steps that allow the collection of data, where the structure of the teaching rubric is defined and carries out the application of digital games workshops; the preprocessing of the collected data, involving the interpretation of codes generated in the application of digital games workshops, their structuring in dimensions of analysis (variables) and data cleaning; and finally, the cluster analysis discovered from the training of the SOM network, with emphasis on visual interpretations of results. This process is depicted in Figure 2 , with its details summarized in pseudocode in Table 1 and described in detail in this section.
1) DEFINE INFORMATION NEEDS
This stage of the process is responsible for defining the information needs that should guide the knowledge generated by data mining, that is, the information needs that should be set to detect student patterns that indicate the evolution of Computational Thinking skills and abilities.
2) DATA EXTRACTION
This stage is responsible for generating the file repository containing each generated code artifact in the execution of the digital games workshop. It is composed of the activities: (1) structure the workshop and (2) generate file repository.
The activity (1), structure the workshop, contemplates the application of the workshop for groups of students. It involves the following tasks:
• Define the teaching rubric structure for each game of the digital games workshop. It is worth mentioning that the proposal of a digital games workshop is not part of the scope of this paper, but rather the proposition of a structural standard for the teaching rubric.
• Define the level of education (basic, high school or undergraduate), course (complementary activity, technical, technologist or engineering) and its subject matter (with or without Computer Science), in addition to the discipline in which it will be applied.
• Establish the number of students, structure the teaching environment, the period of execution and the schedule and duration of each meeting, respecting the sequence defined in the workshop design.
• Execute the workshop following the established method, that is, the sequence of activity games developed. The activity (2), generate file repository, consists of storing all artifacts generated at each meeting in a central repository.
3) DATA PREPROCESSING
This stage of the process is composed of the following activities: (1) process the files of the generated artifacts, (2) data clearing, (3) data aggregation, and (4) data transformation. This stage intends to build the database that will be analyzed, including its structure, such as composition of rows and columns, following the proposed information model.
The activity (1), process the files of the generated artifacts, is the processing of files collected using static code analyzers. Guided by the information needs, data extraction should be performed that is relevant to the analysis of the predominance of code structures in each game.
The result of the interpretation is exported in files with a .csv extension, consisting of raw data (without additional processing). It must be organized to have in each line an artifact generated in the workshop, which, for the data analysis, is considered as being a record. In addition, each column is a variable that represents the basic measures of the database.
The activity (2), data clearing, involves the removal of records that represent the database outliers. For this action, the mean is used as the position measure and the standard deviation as the dispersion measure of the variable representing the total number of commands used by the student in the game development (basic measure). The objective is to remove the files with extreme aspects in the composition, obtaining a sample that preserves the real context of the artifacts generated in the workshop.
Records that were above and below the established limit (mean +/− standard deviation of the variable representing the total number of commands used) must be removed from the database to be evaluated in isolation.
At the end of the cleaning activity, it has a set of data corresponding to the records that will be used in the analysis cluster.
The activities (3) data aggregation and (4) data transformation must also be guided by the information need. Both have the purpose of generating derived measures that comprise the data to be analyzed in the clustering, as established in the information model. The first activity is responsible for the production of the variables containing the sum of the command occurrences by category of programming language syntax. The second activity is accountable for generating the binary variables that address the predominance of the command's usage.
In the end, the database is generated with the basic and derived measures, in addition to the information attributes referring to the game, class and year of workshop application.
4) CLUSTERING DATA ANALYSIS
In this stage, the two forms of cluster analysis (general or specific) provided in cluster analysis view are performed. The activities of (1) define the training attributes, (2) training, and (3) analyze the quality of training are performed.
The activity (1), define the training attributes, must be carried out taking into consideration the forms of analysis. In the most general view, the derived measures must be used as training attributes with the sum variables of the use of the commands of each category of the programming language syntax. For those specified, the training attributes must be the set of derived measures with the binary values that indicate the occurrence of using the command.
For the activity (2), the training is executed with the information defined by the previous activity, the cluster analysis and the existing correlation between the data through the R language and its Kohonen package [39] with the parameterized ''som'' function are presented in Table 2 .
Activity (3), analyze the quality of training, evaluates each result generated by the SOM network training. It can be realized through two criteria: the first represents the intensity of similarity between the elements that are clustered in the same neuron, denominated compactness [41] or cohesion [40] . The second corresponds to the objective of finding clusters that minimize the similarity between the exemplars and maximize the dissimilarity between the clusters, called separability [41] or dispersion [40] . These measures can be generated using external criteria, which use knowledge about the structure of the data set and the clusters it represents, or the internal ones that use only the information generated by the algorithm during the clustering process.
To validate the quality of the training, this work uses the internal criteria, using the graphs shown in Figures Another way of validating the quality of the clustering is related to the number of copies mapped in each neuron, also represented in Figure 3 in the graph called Number of Exemplars at each Neuron. The smaller the number of nulls with no record is, represented by the gray color, the better the quality of the cluster mapping.
At the end, the R object of the SOM algorithm is generated and will be used in the data postprocessing stage.
5) DATA POSTPROCESSING
This stage is responsible for addressing the knowledge discovery process. The SOM map view approaches established by the cluster analysis view are generated by performing the initial activity of this step: generate SOM network maps. This activity will be responsible for the generation of the three types of maps: feature vector visualization map, heat map of the features vector and topology distribution map. It must be executed whenever a new type of visualization is required (using data from the database records as well as the density of each of the features present in the cluster) to meet the information needs.
III. CASE STUDY
In this section, a study of the application of the proposed framework on data generated in the execution of a digital games workshop is presented. Its description is structured through the stages of the view process, as it is responsible for the implementation of the activities that address the other views.
Although the workshop is not the focus of the work, it is necessary to discuss it in terms of the Computational Thinking skills to be explored.
A. THE DIGITAL GAMES WORKSHOP
The Workshop on Digital Game Production used in this study [5] , [42] , was designed with the objective of promoting the development of Computational Thinking skills related to process automation and algorithm construction.
The workshop's structure proposes challenges of increasing complexity in which participants are invited to explore concepts related to game development (sprites animation, collision, keyboard and mouse control) and programming fundamentals (variables, conditional structures, loops and messages). The challenges are, most of the time, related to building real digital games.
The workshop's activities are distributed over 12 weeks, with each session lasting approximately two and a half hours. Each activity seeks to develop Computational Thinking through the construction of a game. The proposal is that each of the skills and competence is carried out incrementally and progressively by mobilizing those already developed as new topics that are explored by the students.
The workshop learning trial is composed of 10 games: As established in the teaching learning view, the teaching rubric of each game defined by [43] was adapted to a new structural pattern, which maps blocks of commands with Computational Thinking skills to be developed. This 7 of the appendix demonstrated this teaching rubric.
B. DEFINE INFORMATION NEEDS
As defined in the proposed process, this stage is responsible for defining the information needs that should guide the generated knowledge, aiming to discover patterns in the students that point out the evolution of the Computational Thinking skills and competencies.
Following the top-down approach to knowledge structuring, two sets of information needs were established and organized to be attended in two stages called Phase 1 and Phase 2. The objective is to address aspects that indicate the practical effect of the teaching methodology during the application of the digital games workshop.
For Phase 1, which uses the information obtained from the syntax categories of the Scratch language, the following information needs were defined:
• N1. Identify which code structures and categories of the Scratch environment predominate in the execution of the workshop and its relation to teaching methodology.
• N2. Identify which structures and categories of the Scratch environment predominate in each game and its relation to the teaching rubric. For Phase 2, which uses the predominance information of the commands present in each category, the following information needs to be satisfied:
• N1. Identify which Scratch commands predominate in the generated artifacts in each category.
• N2. Know which Scratch commands predominate in the games generated in the workshop, as well as their relationship with the teaching rubric.
• N3. Discover which Scratch commands are influencing the calculation of the cyclomatic complexity and what effect they have on the execution of the workshop (applies only to the Control category).
C. DATA EXTRACTION
In the scope of this study, four offers of the workshop were selected. It was offered in 2013 to 31 students in the technical course of high school of the São Paulo Federal Institute, who were enrolled in the discipline of Programming Logic over 12 weeks. In the same year, the workshop was also applied to 18 incoming students of the Informatics Engineering course as a complementary activity to the regular activities of the course at the University of Valparaíso, Chile.
In the first semester of 2017 and 2018, the Workshop was again proposed at the São Paulo Federal Institute in the discipline of Programming Logic for students of the technical course integrated with the high school, comprising 40 participants in 2017 and 41 in 2018.
For the composition of the repository, a total of 940 Scratch code files were collected, and everything was generated in the four proposals of the Digital Games Workshop.
D. DATA PREPROCESSING
This stage is responsible for generating the database containing the information extracted from the 940 files in the repository.
Following the script presented for the activity (1) process the files of the generated artifacts, a file with the .csv extension was produced with the information produced by the Hairball tool plug-ins [14] , without any additional treatment and respecting the structure presented in Tables 3 and 4 . The first table contains the basic measurements extracted by the code analyzers for the Scratch environment, and the second one contains the information attribute with identification data of the executed workshops. Next, the activity (2) data clearing was performed for the removal of data representing the outliers of the database. For this, we used the mean and standard deviation of the TotalCommands variable of Table 3 . As established in the proposed process, this is the case study variable that represents the number of Scratch command blocks used in the artifacts, a derivation of the software engineering LOC metric.
The records that were above and below the established limit (mean +/− standard deviation of the variable TotalCommands) were then removed. After completing the cleaning process, the database was composed of 861 files with 205 attributes.
After the activity (3) data aggregation was executed, generating the derived measures to meet the information needs established for Phase 1 of this case study. In this way, we created a set of 10 variables ''(2)'' containing the sum of occurrences of the commands by Scratch categories: Motion, Looks, Sound, Pen, Data, Events, Control, Sensing, Operators and More Blocks. Again, this process was performed using only the occurrences of commands present in blocks that are not executed at runtime (dead code), creating 10 other variables ''(3)''.
Next, the data transformation activity (4) was performed, generating the variables that are used to meet the information needs of Phase 2 of this study. New derived measures are created in the database, containing the binary conversion of the values of all (nxc) attributes representing the Commands nc variable. For this, the rule defined in the framework was applied: values greater than zero were assigned a value of 1, and the others remained as zero ''(4)''.
The derived measure representing the cyclomatic complexity metric was also generated. The form of calculation ''(5)'' described in [44] was employed, using the commands with conditional characteristics of the Scratch environment: if %s then %s, if %s then %s else %s, repeat until %s and wait until %s. This measure was used to engage the third Phase 2 information need.
All derived measures are presented in Table 5 .
E. CLUSTERING DATA ANALYSIS
This section aims to present how the database generated by the previous step will be submitted to cluster analysis to meet the information needs established for the first and second phases of the proposed method. Again, it is emphasized that for Phase 2, the activities of this step should be performed for all 10 Scratch categories. In this study, this stage is configured to perform the cluster analysis only of the Control category.
As established in the activity (1), define the training attributes, the variables were extracted from the database structure to be submitted to the training algorithm:
• For Phase 1, the 22 variables that met the derived measures: Sprites, Costumes, Backdrops, SumCommands c and SumCommandsDead c , are presented in Tables 3 and 5 . • For Phase 2, the 11 columns that met the derived measures were extracted from the database structure: . The other variables of each record are not included in the training. However, those that represent the cyclomatic complexity and the game of the workshop were analyzed for the identification of trends, seeking to meet the established information needs.
Then, the data belonging to the variables of both phases were sent to the existing clustering and correlation analysis using the R language and its Kohonen package with the parameterized ''som'' function as presented in Table 6 , following the guidelines established by the activity (2) training.
The analysis of the quality of the clustering generated for each execution of the SOM function was carried out using the criteria established in the activity (3) , analyze the quality of training. Thus, the graphs of Figures 3 and 4 represent the objects resulting from the training process with:
• short Average Distance of Exemplars mapped on Neuron, that is, more similarity between the elements that are clustered in the same neuron. • larger Distance of Neighborhood Neuron, that is, less similarity among the elements represented in each cluster.
• Number of Exemplars at each Neuron larger than zero, that is, no neurons in the map have the gray color.
F. DATA POSTPROCESSING
This step seeks to meet the established information needs. This is conducted by visualizing the relationships between the clusters and the knowledge provided by the SOM map, which allows the presentation of the features of the neurons. To fulfill this purpose, this work uses the maps described in the cluster analysis view of the proposed framework, and the obtained results are presented in the results section below.
IV. RESULTS
This section is structured in two parts, demonstrating the results obtained to meet the information needs established for Phases 1 and 2.
A. PHASE 1
This section presents the analyses performed using the SOM maps proposed in the cluster analysis view, aiming to meet the established information needs for Phase 1.
1) FIRST INFORMATION NEED
Initially, we present the results obtained that meet the first information need of this phase, namely, ''Identify which code structures and categories of the Scratch environment predominate in the execution of the workshop and its relation to teaching methodology''. The map containing the vector of resulting weights of SOM training ( Figure 5 ) and the map with the topological distribution of games ( Figure 6 ) were created to identify which code structures and Scratch category were most frequently employed in offering the workshop.
From the analysis of Figure 5 , it is possible to identify the weight of each category of the Scratch environment in each neuron, both in the global context of the code and in the dead code, represented by the segments highlighted in the legend: All Code Lines and Exclusive Dead Code Lines (snippets of code that will not run at runtime).
Analyzing both Figures 5 and 6 , it can be identified that the behavior approaches the realization of the strategy showing that the activities of increasing complexity are related to the acquisition of Computational Thinking skills and competencies. Analyzing the weights assigned to each category of the Scratch environment in neurons and the topological distribution of games identifies a relationship between the growth of the weight values and the learning trial followed by the workshop.
The visual limitation due to the spread of the artifacts caused by the dead code intensity can lead to the student's difficulty in solving proposed problems and consequently to the development of Computational Thinking skills. In this way, identifying the categories in which this behavior predominates helps the teacher to know the limitations of the students regarding the correct understanding of how to use the commands of these categories.
For this, the heat map of the 10 Scratch categories was generated, shown in Figure 7 . The graph visualization enables identifying which categories have a higher trend for this behavior. In this case, the predominance occurred in the categories Looks, Control, Sensing and Operators, indicating that through application of the workshop, the students had the highest difficulty in understanding and practicing the correct use of their commands.
Another way to help the teacher understand the spread of artifacts caused by dead code is the identification of which games in the workshop dominate this behavior.
Analyzing the concentration of the dead code in the neurons of the right region of the map shown in Figure 7 and of the artifacts present in this area in Figure 6 , it is possible to identify that the games with the greater amount of dead code are 2. Fishing, 4. Air Battle Simulation, 5. Manual Rock-Paper-Scissors, and 6. Automatic Rock-Paper-Scissors, where the last two had numerous occurrences. This fact can demonstrate the difficulty that some students had in determining which commands to use to generate one solution to the proposed problem and, consequently, problems encountered in the evolution of the skills and competencies of Computational Thinking.
2) SECOND INFORMATION NEED
This section will present the analysis performed to meet the second need of Phase 1: ''Identify which structures and categories of the Scratch environment predominate in each game and its relation to the teaching rubric.''
The set of artifacts generated for each game was evaluated in the analysis, aiming to understand the process of the development of Computational Thinking realized in the execution of the workshop, at the time of its elaboration.
The joint analysis of the maps of Figures 5 and 6 , in conjunction with the table with the teaching rubric of the workshop 4, identifies the categories of the Scratch environment defined for each game and the related Computational Thinking skills and competences. In this way, it is possible to check how adherent the execution of the workshop was to the design.
Taking as an example of this analysis the game 5. Manual Rock-Paper-Scissors and its teaching rubric present in Table 7 , the following remarks are made:
• 1. The Scratch categories directly linked to the Computational Thinking skills and competence indicated by the teaching rubric of this game were those that have higher weights: Motion, Looks, Events, Control, Operators and Sensing. This makes it possible to infer that these skills and abilities were directed, at least in a broader context.
• 2. It is also possible to identify the high presence of dead code in the categories mentioned in item 1, a fact that can address some weaknesses in the approach used for this game and, consequently, issues that affect the development of the Computational Thinking skills and competencies proposed.
• 3. The structure that directs the creation of the new sprite of the teaching rubric is present in the neurons where this game concentrated, but weighing slightly below those mentioned in item 1.
• 4. The weight of categories Sound, Pen, Data and More Blocks do not have weights in the neurons of this game, as predicted in the teaching rubric. In light of the above, it is evident that throughout the construction of game 5. Manual Rock-Paper-Scissors, the Scratch categories representing the structures designed by the teaching methodology were used. However, some students were generating code that would not run at runtime (dead code). Regarding the development of Computational Thinking skills and competencies described in the teaching rubric of this game, the analysis demonstrates that the code structure of the artifacts generated in the workshop was adherent to the specified one. However, the high number of dead code occurrences can indicate some divergence in this process that, if during the workshop offering is identified, allows the teacher to make some kind of adjustment.
B. PHASE 2
To meet the information needs established for Phase 2 of this study, this section presents the analysis activities to discover the influence of the code instructions of a Scratch category in the digital games workshop application. This stage must happen for all 10 Scratch categories. This study presents the analyses uniquely in the Control category.
1) FIRST INFORMATION NEED
Knowing which Scratch commands in the Control category were the most frequently used in the workshop's artifacts meets the following information need: ''To Identify which Scratch commands predominate in the generated artifacts in each category.'' Thus, in response to this need, the map shown in Figure 8 containing the weight vector resulting from the SOM training was generated. Analyzing Figure 8 , it is possible to observe that the commands: forever%s, if%sthen%s, if%sthen%s else%s, repeat%s%s, repeat until %s%s, stop%s, wait %s secs and wait unti%s, are the most used commands during the workshop and are present in the teaching rubrics. Additionally, in this figure, the predominance of the if%sthen%s command is identified, which may indicate the excessive use of this command by the students during the workshop.
The create clone of %s, delete this clone and when I start as a clone commands are less frequently used in running the workshop. This behavior adheres to the teaching methodology, since only the teaching rubric of the game 4. Air Battle Simulation has these commands, as can be observed in Table 7 .
2) SECOND INFORMATION NEED
Satisfying the second information need concerns the following: ''Know which Scratch commands predominate in the games generated in the workshop, as well as their relationship with the teaching rubric.'' The evaluation of this need utilized the map of Figure 9 , which shows the topological distribution of the games workshop for mapping the code instructions of the Control category.
To verify the frequency of category commands under study, the heat map was utilized for each instruction used in the offering of the discipline, as shown in Figure 10 .
Analyzing Figures 9, 10 and Table 7 (the command structures of the Scratch environment) can identify whether the code instructions in the Control category were defined for each game and, consequently, the Computational Thinking skills and competencies attached to them (''Abstraction'' and ''Algorithms'') that were utilized during the workshop.
Taking again as an example for this analysis the game 5. Manual Rock-Paper-Scissors and its rubric presented in Table 7 where, in the Control category, the commands used were forever%s, wait unti%s and if%sthen%s, as related to the development of Computational Thinking and competence regarding ''Algorithms'', the following is identified:
• three artifacts of 5. Manual Rock-Paper-Scissors game are located on the last neuron present on the right side of the map's top row map, where the weight in the feature related to the command if%sthen%s does not exist. However, it has a large concentration of if%sthen%s else%s, indicating that this command was utilized by the students to solve the problem proposed.
• neurons located in the upper and lower right region of the map have no weight in the forever%s feature, but there is a large concentration of the game artifacts. In this area, the textit repeat%s%s and repeat until %s%s commands have a presence, though discrete. This case directs the teacher to consider that some of the students were using another format of loop to solve the proposed problem, which may show a deviation in the workshop operation process.
• in relation to the command wait unti%s, no other type of behavior was found than expected. In light of the above, it is evident that throughout the construction of game 5. Manual Rock-Paper-Scissors, some commands that were designed to be developed by the teaching methodology were not used. Considering that the method of teaching adopted poses challenges of increasing complexity, this aspect can indicate a gap in the strategy that directs the acquisition of knowledge, but precisely in the competence shown regarding ''Algorithms'' in Computational Thinking.
Another consideration is related to the commands create clone of %s, delete this clone and when I start as a clone, which are present just in 4. Air Battle Simulation, to develop the ''Abstraction'' competence. It was identified that only part of this game's artifacts that were produced have these commands, leading us to infer that this ability may not have been developed by all students.
3) THIRD INFORMATION NEED
To meet the third information need from the Phase 2 cluster analysis ''Discover which Scratch commands are influencing the calculation of the cyclomatic complexity and what the effect is on the execution of the workshop (applies only to the Control category)'', this need was examined again in game 5. Manual Rock-Paper-Scissors.
Before analysis of the topological distribution of this game's cyclomatic complexity, the average and standard deviation of the value of this metric was calculated in the game artifacts. The purpose was to identify which are above and below the established limit to make two plots: one with the topological distribution of the cyclomatic complexity of the artifacts within the boundary (mean +/− standard deviation of the Complexity variable of Table 5 ) and another above and below the limit, as shown in Figure 11 . In this way, it is possible to isolate the artifacts that have discrepant values, from both higher and lower cyclomatic complexity, by projecting these cases on the map of the topological distribution, as shown in Figure 11 .
It is possible to identify neurons containing only artifacts with values within the mean and standard deviation and others only with discrepants (lower region of the map). However, the neurons present in the two upper region lines of the map have artifacts in both cases. This is because clustering considers the predominance of commands, not quantity. However, the presence of artifacts with discrepant values in these clusters indicates, directly, that they have some anomaly in the structure of their code.
Analyzing the topological distribution of the cyclomatic complexity values presented in Figure 11 , it was possible to identify neurons containing only artifacts with values within the mean and standard deviation and others only with discrepants (lower region of the map). Nevertheless, the neurons present in the two upper region lines of the map have artifacts in both cases. This was because clustering considers the predominance of commands, not quantity. However, this scenario indicates that the codes may contain some anomaly in their structure. Examining the artifacts with values above the mean/standard deviation was identified:
• the presence of if%sthen%s, if%sthen%s else%s, repeat until %s%s and wait unti%s commands in dead code blocks.
• use of duplicate code to solve the problem of costumes change of the Sprite proposed by the mechanics of the game.
• excessive use of commands, especially if%sthen%s. On the other hand, the artifacts with values below the mean/standard deviation were found to have no executable code to meet the proposed problem, providing evidence that the student did not perform the required activity.
In general, the following is emphasized: the ability to use SOM in different analyses, including scenarios of phased approaches; the selection of the maps of this proposal that allow evaluation of the incremental development of Computational Thinking skills and competencies; and finally, discoveries that allowed identifying the students' difficulties in the elaboration of each game of the workshop, addressing adjustments in future.
V. DISCUSSION
This research was motivated by the need to identify the evolution of the acquisition of Computational Thinking, taking into account all the aspects involved in the learning process that address the complexity of the artifacts. In light of the above, a framework for educational data mining is presented, containing a structure based on views that direct the activity of measuring skills, and the use of the SOM network for cluster analysis and identification of patterns and behaviors. The framework usefulness was evaluated, and data generated using the Scratch code artifacts produced in 4 applications of a digital games workshop were used. The objective was to verify its viability through the results obtained, aiming to meet the objectives that guide this research.
Regarding the first objective of the research, ''To detect patterns of students that show the evolution of Computational Thinking skills and competencies along with the participation in classes of construction of digital games'', the result of the application of the process and other proposed views in the framework made it possible to identify the realization of the strategy regarding activities of increasing complexity in the development of Computational Thinking skills and competencies. It also allowed verifying how the Scratch categories environment was defined for each game, and how the commands that constitute them and the Computational Thinking skills and competencies were associated and developed throughout the workshop. In this way, it was possible to indicate the adherence, the deviations and the attention points linked to the teaching rubric.
To meet the second objective of this study, ''To evaluate the practical effect of the teaching methodology adopted for the exposition of Computational Thinking skills and competencies during the workshop application'', the framework application result discovered a relation between the weights of the growth features of the clustering and the trial of games followed by the workshop. This allows knowing the categories, structures, and commands of the Scratch environment (designed by the teaching methodology) that were truly used during the workshop by the students. It also enabled identifying deviations in the artifacts elaboration, such as the dead code presence and repeated multiple codes, indicating a possible irregularity in the execution of the workshop or the method of teaching adopted. The advantage of visualizing the SOM maps allowed the detailing of this behavior, identifying which games had the highest incidence of these deviations. This approach enables the teacher to further enhance the adopted digital games workshop model. In the same way that the visual exploratory analysis of weights of each neuron in the map allows identifying the improper use of commands, it is also possible to detect positive scenarios of command usage, since the weight of the features vector will also be different. In this way, it is possible to identify disparate solutions carried out by the students. Although this scenario was not observed in the case study, this type of discovery may be addressed in further works. The obtained results also present the cyclomatic complexity metric as a support tool to evaluate the practical effect of the teaching method adopted. By indicating the high commands use, in this specific case of the Control category of the Scratch environment, it helps the teacher to identify programming ''habits'' acquired by the students throughout the application of the digital games workshop.
Specifically, on the Kohonen SOM map, the results show that, considered in a joint manner, the analysis of the weights of the features that compose each neuron, the topological distribution of the elements of the data set implemented in the map (including the student's personal identification, if necessary), and the advantage of visualization provided by this neural network addressed the specific objectives of the study.
VI. CONCLUSION
This article presents a framework for educational data mining, based on the use of the SOM network for the analysis of groups and identification of patterns and behavior that address the evolution of the acquisition of Computational Thinking. A case study was carried out using Scratch code artifacts produced in a Digital Games Building Workshop, structured with didactic activities of increasing complexity and with a minimum duration of 12 weeks. The analysis of the data presented in the artifacts allowed identifying how the Computational Thinking skills and competencies were being developed based on the pattern of problem-solving adopted by the students and presented in the generated code structure.
The main findings of the research up to that point indicate the feasibility of the proposed data mining framework. Its structure of 4 views (teaching learning view, structural view, cluster analysis view, and process view) guided by information needs, the practices adopted (the PSM model and the cyclomatic complexity of software engineering metric) and the analysis of clusters through the SOM neural network provided the fulfillment of the specific established objectives: (1) detecting student patterns that point to the evolution of Computational Thinking skills and competencies throughout participation in a game building workshop; and (2) evaluating the practical effect of the teaching methodology adopted for the exposition of Computational Thinking skills and competencies during the workshop application.
Some limitations to the validity of the study should be emphasized, such as the complexity present in the use of the SOM algorithm and the interpretation of the results generated, such that its use may be limited to teachers with experience in the area of data mining. However, it is possible to perform the automation of the evaluation process, creating an analysis guide to help the teacher in the application of the said workshop.
Considering the potential and limitations of the present study, the following lines are proposed as future work: (i) to incorporate other software engineering metrics into the mapping process that, similar to cyclomatic complexity, can be used as support tools to identify the evolution of the acquisition of Computational Thinking; (ii) to propose the implementation of a tool to automate part of the proposed process in the framework; (iii) to define a learning analytics method to evaluate the Computational Thinking skills and competencies in students based on the knowledge acquired through the application of the proposed educational data mining framework; and (iv) to adopt the framework in the analysis of teaching activities that use distinct approaches compared to the one used in this case study (e.g. gamification techniques [45] , [46] , unplugged activities [21] , among others) in which a teaching rubric of Computational Thinking skills and competences can defined, as well as tangible evidence can be collected throughout its execution, such as narrative texts, robotic artifacts, among others [47] . 
