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In this paper, we study the existence and multiplicity of nontrivial solutions for the
following fourth-order elliptic equations△2 u−△u+ λV (x)u = f (x, u), in RN
u ∈ H2(RN ).
via variational methods. Two main theorems are obtained.
© 2012 Elsevier Inc. All rights reserved.
1. Introduction and preliminaries
Consider the following nonlinear fourth-order elliptic equations△2 u−△u+ λV (x)u = f (x, u), in RN
u ∈ H2(RN). (1.1)
There are a number of papers concerned with the Eqs. (1.1). For example, see [1–12]. In [2], An and Liu use the Mountain
Pass Theorem to get the existence results for the following problem△2 u+ c△u = g(x, u), inΩ,
u = △u = 0, on ∂Ω, (1.2)
where Ω ⊂ RN(N > 4) is a smooth bounded domain, c ∈ R. In [10], Wang et al. use linking approaches to obtain at least
three nontrivial solutions for (1.2). In [11], Yang and Zhang consider the existence of positive, negative and sign-changing
solutions for (1.2). In [6], Chabrowski and Marcos do Ó studied the existence of two solutions for the following fourth-order
elliptic problems△2 u− λg(x)u = f (x)|u|p−2u, in RN
u ∈ D2,2(RN) \ {0}, (1.3)
where λ > 0, p = 2NN−4 . In [12], Yin andWu use variationalmethods to get the high energy solutions and nontrivial solutions
for Eqs. (1.1), where λ = 1, V (x) is satisfying the following condition
✩ Supported partly by the Natural Science Foundation of Yunnan Province (Grant No: 2009CD042) and the National Natural Science Foundation of China
(10961028).∗ Corresponding author.
E-mail addresses: jiuliu2011@163.com (J. Liu), gxmail@126.com (S. Chen), wuxian2001@yahoo.com.cn (X. Wu).
0022-247X/$ – see front matter© 2012 Elsevier Inc. All rights reserved.
doi:10.1016/j.jmaa.2012.05.063
J. Liu et al. / J. Math. Anal. Appl. 395 (2012) 608–615 609
(V1) V ∈ C(RN , R), infx∈RN V (x) ≥ a > 0 and for each M > 0, meas{x ∈ RN : V (x) ≤ M} < ∞, where a is a constant and
meas denote Lebesgue measure in RN .
In the present paper, we will research the existence andmultiplicity of nontrivial solutions for problem (1.1) under large
λ > 0 and the condition
(V2) V ∈ C(RN , R), infx∈RN V (x) ≥ a0 > 0, where a0 is a constant. Moreover, there exists a constant b > 0 such that the set{x ∈ RN : V (x) ≤ b} is nonempty andmeas{x ∈ RN : V (x) ≤ b} <∞, wheremeas denote the Lebesgue measure in RN .
Remark 1.1. It is obvious that (V2) is weaker than (V1). There is a function V (x) = arctan |x| + π2 , which satisfies (V2) but
does not satisfy (V1).
We need the following preliminaries. Let
H = H2(RN) := {u ∈ L2(RN) : |∇u|,△u ∈ L2(RN)}
with the inner product and norm
⟨u, v⟩H =

RN
(△u△v +∇u · ∇v + uv)dx, ∥u∥2H = ⟨u, u⟩H .
By ∥ · ∥p we denote Lp-norm. Set
Eλ =

u ∈ H :

RN
(|∆u|2 + |∇u|2 + λV (x)u2)dx <∞

.
Then Eλ is a Hilbert space with the following inner product and the norm
⟨u, v⟩Eλ =

RN
(∆u∆v +∇u · ∇v + λV (x)uv)dx, ∥u∥2Eλ = ⟨u, u⟩Eλ .
We use C to denote various positive constants. In order to deduce our statements, we need the following assumptions
(f1) f ∈ C(RN × R, R), F(x, u) =
 u
0 f (x, s)ds ≥ 0 and |f (x, u)| ≤ C(1 + |u|p−1) for some p ∈ (2, 2∗), 2∗ = 2NN−4 if N > 4;
2∗ = ∞ if N ≤ 4.
(f2) f (x, u) = o(|u|) as |u| → 0 uniformly for x ∈ RN .
(f3) There exists µ > 2 such that µF(x, u) ≤ uf (x, u),∀(x, u) ∈ RN × R.
(f4) c1 = infu∈R,|u|=1 F(x, u) > 0.
(f5) There exists µ > 2 such that u → f (x,u)|u|µ−1 is increasing on (−∞, 0) and (0,+∞).
(f6) f (x,−u) = −f (x, u),∀(x, u) ∈ RN × R.
Now we are ready to state our main result.
Theorem 1.1. If (V2) and (f1)–(f4) hold, then problem (1.1) has at least one nontrivial solution for large λ > 0. Further, if the
condition (f6) is added, then the problem (1.1) has infinitely many distinct pairs of nontrivial solutions.
Theorem 1.2. If (V2), (f1)–(f2) and (f4)–(f5) hold, then problem (1.1) has at least one nontrivial solution for largeλ > 0. Further,
if the condition (f6) is added, then the problem (1.1) has infinitely many distinct pairs of nontrivial solutions.
Remark 1.2. Under the assumption (V1), motivated by Lemma 3.4 in [13], we can prove the embedding E1 ↩→ Ls(RN) is
compact for any s ∈ [2, 2∗), where E1 =

u ∈ H : RN (|∆u|2 + |∇u|2 + V (x)u2)dx <∞. Hence, the corresponding results
have been obtained by using the variational techniques in a standardway. But (V2) is weaker than (V1), the embedding lacks
the compactness, we have to overcome the difficulty.
Remark 1.3. Obviously, it follows from (V2) that the embedding Eλ ↩→ Ls(RN) is continuous for each s ∈ [2, 2∗) if λ ≥ 1.
Hence, for any s ∈ [2, 2∗), there is a constant as > 0 independent on λ such that ∥u∥s ≤ as∥u∥Eλ for all u ∈ Eλ.
It is well known that a weak of problem (1.1) is a critical point of the following functional
I(u) = 1
2

RN
(|△u|2 + |∇u|2 + λV (x)u2)dx−

RN
F(x, u)dx.
Under the above assumptions, it is easy to know that I ∈ C1(Eλ, R) and
⟨I ′(u), v⟩ =

RN
(△u△v +∇u · ∇v + λV (x)uv)dx−

RN
f (x, u)vdx, ∀u, v ∈ Eλ.
The following lemmas are our main tools.
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Lemma 1.1 ([14, Theorem 2.2]). Let E be a real Banach space and I ∈ C1(E, R) satisfying (PS) condition. Suppose I(0) = 0 and
(I1) there are constants ρ, α > 0 such that I∂Bρ (0) ≥ α, and
(I2) there is an e ∈ E \ Bρ(0) such that I(e) ≤ 0,
then I possesses a critical value η ≥ α.
Lemma 1.2 ([14, Theorem 9.12]). Let E be an infinite dimensional Banach space, I(0) = 0, I ∈ C1(E, R) be even and satisfy (PS)
condition. Assume that E = V X, where V is finite dimensional, and I satisfies
(I3) there are constants ρ, α > 0 such that I∂Bρ (0)

X ≥ α
and
(I4) for each finite dimensional subspaceE ⊂ E, there is an R = R(E) > 0 such that IE\BR(0) ≤ 0.
Then I possess an unbounded sequence of critical values.
2. Proof of main results
To complete the proof of our main theorems, we need following lemmas.
Lemma 2.1 ((See [15] or [16])). Let Ω be an open set in RN and f ∈ C(Ω × R, R) a function such that |f (x, u)| ≤ C1(|u|r +|u|s)
for some C1 > 0 and 1 ≤ r < s < ∞. Suppose that s ≤ p < ∞, r ≤ q < ∞, q > 1, {un} is a bounded sequence in
Lp(Ω) ∩ Lq(Ω), un → u in Lp(Ω ∩ BR) ∩ Lq(Ω ∩ BR) for all R > 0 and un(x) → u(x) a.e. in x ∈ Ω . Then, passing to a
subsequence, there exists a sequence {vn} such that vn → u in Lp(Ω) ∩ Lq(Ω) and
f (x, un)− f (x, un − vn)− f (x, u)→ 0,
in L
p
s (Ω) + L qr (Ω), where vn(x) = χ

2|x|
Rn

u(x), χ ∈ C∞(R, [0, 1]) be such that χ(t) = 1 for t ≤ 1, χ(t) = 0 for t ≥ 2,
Rn > 0 is a sequence of constants with Rn →∞, as n →∞, the space Lp(Ω) ∩ Lq(Ω) with the norm
∥u∥p∧q := ∥u∥p + ∥u∥q
and the space Lp(Ω)+ Lq(Ω) with the norm
∥u∥p∨q := inf{∥v∥p + ∥w∥q : v ∈ Lp(Ω), w ∈ Lq(Ω), u = v + w}.
Lemma 2.2. If un ⇀ u in Eλ, then, passing to a subsequence, there exists a sequence {vn} such that vn → u in Eλ and
I(un) = I(un − vn)+ I(u)+ o(1) (2.1)
and
I ′(un) = I ′(un − vn)+ I ′(u)+ o(1). (2.2)
Particularly, if {un} is a (PS)c sequence, then, passing to a subsequence, one has I(un − vn)→ c − I(u) and I ′(un − vn)→ 0 as
n →∞.
Proof. Let χ ∈ C∞(R, [0, 1]) be a cut-off function such that χ(t) = 1 for t ≤ 1, χ(t) = 0 for t ≥ 2 and set
vn(x) = χ

2|x|
Rn

u(x), where Rn > 0 is a sequence of constants with Rn → ∞ as n → ∞. Then vn → u in Eλ. Indeed,
u ∈ Eλ implies that for any ε > 0, there is a corresponding ρ1 = ρ1(ε) > 0 such that
RN\Bρ1
|△u|2dx < ε,

RN\Bρ1
λV (x)u2dx < ε,

RN\Bρ1
|∇u|2dx < ε,
where Bρ1 := Bρ1(0). Thus,
∥vn − u∥2Eλ =

RN
(|△(vn − u)|2 + |∇(vn − u)|2 + λV (x)|vn − u|2)dx
=

RN
△χ 2|x|Rn

u− u
2 + ∇ χ 2|x|Rn

u− u
2 + λV (x) χ 2|x|Rn

u− u
2

dx
≤ 4

RN
χ 2|x|Rn

− 1
2 |△u|2dx+ 64R2n

RN
χ ′ 2|x|Rn
2 |∇u|2dx
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+ 16(N − 1)
2
R2n

RN
χ ′  2|x|Rn 2
|x|2 u
2dx+ 64
R4n

RN
χ ′′ 2|x|Rn
2 u2dx
+ 2

RN
χ 2|x|Rn

− 1
2 |∇u|2dx+ 8R2n

RN
χ ′ 2|x|Rn
2 u2dx
+

RN
λV (x)
χ 2|x|Rn

− 1
2 u2dx
≤ 4

Bρ1
χ 2|x|Rn

− 1
2 |△u|2dx+ 64R2n

RN
χ ′ 2|x|Rn
2 |∇u|2dx
+ 16(N − 1)
2
R2n

RN
χ ′  2|x|Rn 2
|x|2 u
2dx+ 64
R4n

RN
χ ′′ 2|x|Rn
2 u2dx
+ 2

Bρ1
χ 2|x|Rn

− 1
2 |∇u|2dx+ 8R2n

RN
χ ′ 2|x|Rn
2 u2dx
+

Bρ1
λV (x)
χ 2|x|Rn

− 1
2 u2dx+ Cε
≤ 4

Bρ1
χ 2|x|Rn

− 1
2 |△u|2dx+ 64α2R2n

RN
|∇u|2dx
+ 64α
2(N − 1)2
R4n

RN
u2dx+ 64β
2
R4n

RN
u2dx
+ 2

Bρ1
χ 2|x|Rn

− 1
2 |∇u|2dx+ 8α2R2n

RN
u2dx
+

Bρ1
λV (x)
χ 2|x|Rn

− 1
2 u2dx+ Cε,
where α = max1≤t≤2 |χ ′(t)|, β = max1≤t≤2 |χ ′′(t)|. Hence, using the Lebesgue dominated converge theorem, we obtain
∥vn − u∥Eλ → 0
as n →∞. Now, set L := △2−△+ λV (x). Then
I(u) = 1
2
⟨Lu, u⟩2 −

RN
F(x, u)dx,
where ⟨·, ·⟩2 denote inner product in L2(RN). By vn → u in Eλ and un ⇀ u in Eλ, we have
⟨Lun, vn⟩2 = ⟨Lvn, un⟩2 → ⟨Lu, u⟩2
and
⟨Lun, un⟩2 = ⟨L(un − vn), un − vn⟩2 + ⟨Lu, u⟩2 + o(1)
and
⟨un, ϕ⟩Eλ = ⟨un − vn, ϕ⟩Eλ + ⟨u, ϕ⟩Eλ + o(1)
for each ϕ ∈ Eλ. Note that
⟨I ′(u), ϕ⟩ = ⟨u, ϕ⟩Eλ −

RN
f (x, u)ϕdx, ∀ϕ ∈ Eλ.
Hence, in order to prove (2.1) and (2.2), we only need to prove
A.

RN F(x, un)dx =

RN F(x, un − vn)dx+

RN F(x, u)dx+ o(1)
and
B. sup∥ϕ∥Eλ=1

RN (f (x, un)− f (x, un − vn)− f (x, u))ϕdx = o(1).
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The proof of A: Since un ⇀ u in Eλ, passing to a subsequence, we can assume that un → u in Ltloc(RN) for each t ∈ [2, 2∗)
and un(x)→ u(x) a.e. in RN . By (f1) and (f2)we know that for any ε1 > 0 there is a constant C(ε1) > 0 such that
|f (x, u)| ≤ ε1|u| + C(ε1)|u|p−1, ∀(x, u) ∈ RN × R, (2.3)
and
|F(x, u)| ≤ ε1
2
|u|2 + C(ε1)
p
|u|p, ∀(x, u) ∈ RN × R. (2.4)
Taking r = 2, s = p, and q = 2 in Lemma 2.1, we know that
RN
F(x, un)dx =

RN
F(x, un − vn)dx+

RN
F(x, u)dx+ o(1).
The proof of B: Taking r = 1, s = p− 1, and q = 2 in Lemma 2.1, we know that
gn(x) := f (x, un)− f (x, un − vn)− f (x, u)→ 0, in L2(RN)+ L
p
p−1 (RN).
Hence, for each ϕ ∈ Eλ with ∥ϕ∥Eλ = 1, by Hölder’s inequality and Sobolev’s embedding, one has
RN
gnϕdx
 ≤ ∥gn∥2∨p′∥ϕ∥2∧p ≤ C∥gn∥2∨p′ ,
where p′ = pp−1 . Consequently,
sup
∥ϕ∥Eλ=1

RN
(f (x, un)− f (x, un − vn)− f (x, u))ϕdx = o(1).
This completes the proof of (2.1) and (2.2).
Moreover, if {un} is a (PS)c sequence, that is, I(un)→ c and I ′(un)→ 0 as n →∞, then
I(un − vn) = c − I(u)+ o(1).
Now, we prove I ′(un − vn)→ 0 as n →∞.
By (2.2) and I ′(un)→ 0, it is sufficient to prove that ⟨I ′(u), ϕ⟩ = 0 for all ϕ ∈ Eλ. Since un → u in Ltloc(RN) for t ∈ [2, 2∗),
by (f1) and Theorem A.2 in [17], we have
f (x, un)→ f (x, u), (2.5)
in L
p
p−1
loc (R
N). Further, for any ε2 > 0, there exists ρ2 > 0 such that
RN\Bρ2
|ϕ|pdx
 1
p
< ε2. (2.6)
It follows from (2.3), (2.5), (2.6) and Hölder’s inequality that
RN
(f (x, un)− f (x, u))ϕdx
 ≤

Bρ2
|f (x, un)− f (x, u)|
p
p−1 dx
 p−1
p

Bρ2
|ϕ|pdx
 1
p
+

RN\Bρ2
(ε1(|un| + |u|)+ C(ε1)(|un|p−1 + |u|p−1))ϕdx
≤

Bρ2
|f (x, un)− f (x, u)|
p
p−1 dx
 p−1
p

Bρ2
|ϕ|pdx
 1
p
+ ε1

RN\Bρ2
|ϕ|2dx
 1
2
(∥un∥2 + ∥u∥2)+ C(ε1)ε2(∥un∥p−1p + ∥u∥p−1p ).
Hence

RN (f (x, un)− f (x, u))ϕdx → 0 as n →∞, and hence, for each ϕ ∈ Eλ, we have
⟨I ′(un)− I ′(u), ϕ⟩ = ⟨un − u, ϕ⟩Eλ −

RN
(f (x, un)− f (x, u))ϕdx → 0.
Therefore, ⟨I ′(u), ϕ⟩ = 0 for all ϕ ∈ Eλ. This completes the proof. 
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Lemma 2.3. Let (f1) and (f2) be satisfied. Then |f (x,u)|
τ
|u|τ ≤ 12uf (x, u)− F(x, u) := g(x, u) for some τ ∈

max

1, N4

,
p
p−2

and
all (x, u) with |u| large enough.
Proof. By (f1) and (f2), we know that we have di > 0, i = 1, 2 such that
|f (x, u)| ≤ d1|u| + d2|u|p−1
for all (x, u) ∈ RN × R. We note that pp−2 > max

1, N4

because p ∈ (2, 2∗). Fix τ ∈

max

1, N4

,
p
p−2

, if |u| ≥ 1, then
|f (x, u)| ≤ (d1 + d2)|u|p−1. Choose R ≥ 1 so large that 1µ ≤ 12 − (d1+d2)
τ−1
|u|p−(p−2)τ whenever |u| ≥ R. Then, for |u| large enough,
0 ≤ F(x, u) ≤ 1
µ
uf (x, u) ≤

1
2
− (d1 + d2)
τ−1
|u|p−(p−2)τ

uf (x, u)
≤

1
2
− |f (x, u)|
τ−1
|u|τ+1

uf (x, u)
and it follows that |f (x,u)|
τ
|u|τ ≤ 12uf (x, u)− F(x, u) = g(x, u). This completes the proof. 
Lemma 2.4. Let (V2) and (f1)− (f3) be satisfied. Then there isΛ > 0 such that for each c ∈ R, I satisfies (PS)c condition for all
λ > Λ.
Proof. Let {un} be a (PS)c sequence. Then, by (f3), we have
1+ c + ∥un∥Eλ ≥ I(un)−
1
µ
⟨I ′(un), un⟩
=

1
2
− 1
µ

∥un∥2Eλ +

RN

1
µ
unf (x, un)− F(x, un)

dx
≥

1
2
− 1
µ

∥un∥2Eλ
for large n. This implies {un} is bounded in Eλ. Hence, passing to a subsequence, we may assume that un ⇀ u in Eλ.
Furthermore, Lemma 2.2 implies that, passing to a subsequence, there exists a sequence vn → u in Eλ such that
I(un − vn)→ c − I(u)
and
I ′(un − vn)→ 0
as n →∞. It follows from (V2) andwn := un − vn ⇀ 0 in Eλ that
∥wn∥22 =

{x∈RN :V (x)>b}
w2ndx+

{x∈RN :V (x)≤b}
w2ndx
≤ 1
λb

RN
λV (x)w2ndx+

{x∈RN :V (x)≤b}
w2ndx
≤ 1
λb
∥wn∥2Eλ + o(1). (2.7)
Moreover, for τ in Lemma 2.3, set s = 2τ
τ−1 , then 2 < p < s < 2∗. Given q ∈ (s, 2∗), then by (2.7) and Hölder and Sobolev
inequalities,
∥wn∥ss ≤ ∥wn∥
2(q−s)
q−2
2 ∥wn∥
q(s−2)
q−2
q ≤ a
q(s−2)
q−2
q

1
λb
 q−s
q−2 ∥wn∥sEλ + o(1). (2.8)
By Lemma 2.3, we know that for large R > 0, |f (x,u)|
τ
|u|τ ≤ g(x, u) holds for all (x, u) with |u| ≥ R. By (2.3), we have
|f (x, u)| ≤ (ε1 + C(ε1)Rp−2)|u| = C |u| for all (x, u)with |u| ≤ R. It follows from (2.7) that
|wn|≤R
f (x, wn)wndx ≤ C

|wn|≤R
w2ndx ≤
C
λb
∥wn∥2Eλ + o(1).
By I(wn)→ c − I(u) and I ′(wn)→ 0, we have
I(wn)− 12 ⟨I
′(wn), wn⟩ =

RN
g(x, wn)dx → c − I(u).
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Therefore, there isM > 0 independent of λ such that

RN g(x, wn)dx
 ≤ M . Using (2.8) and Hölder’s inequality, we obtain
|wn|>R
f (x, wn)wndx ≤

|wn|>R
|f (x, wn)|τ
|wn|τ dx
 1
τ

RN
|wn|sdx
 1
s

RN
|wn|sdx
 1
s
≤

|wn|>R
g(x, wn)dx
 1
τ
∥wn∥2s
≤ M 1τ ∥wn∥2s
≤ C

1
λb
θ
∥wn∥2Eλ + o(1),
where θ = 2(q−s)s(q−2) > 0. Therefore,
o(1) = ⟨I ′(wn), wn⟩ = ∥wn∥2Eλ −

RN
f (x, wn)wndx
≥ ∥wn∥2Eλ −
C
λb
∥wn∥2Eλ − C

1
λb
θ
∥wn∥2Eλ + o(1)
=

1− C
λb
− C

1
λb
θ
∥wn∥2Eλ + o(1).
SetΛ > 0 be so large that the term in the brackets above is positive for all λ ≥ Λ. Then wn → 0 in Eλ for all λ ≥ Λ. Since
againwn = un − vn and vn → u in Eλ, un → u in Eλ. This completes the proof. 
Proof of Theorem 1.1. By (2.4) and Sobolev’s embedding theorem, for 0 < ε1 < 1a22
and small ρ > 0, we have
I(u) ≥ 1
2
∥u∥2Eλ −
ε1
2
∥u∥22 −
C(ε1)
p
∥u∥pp
≥ 1
2
∥u∥2Eλ −
ε1
2
a22∥u∥2Eλ −
C(ε1)
p
app∥u∥pEλ
≥ 1
5
(1− ε1a22)∥u∥2Eλ
for all u ∈ Bρ(0), where Bρ(0) = {u ∈ Eλ : ∥u∥Eλ < ρ}. Therefore
I∂Bρ (0) ≥
1
5
(1− ε1a22)ρ2 := α > 0.
Since Eλ ↩→ L2(RN) and L2(RN) is a separable Hilbert space, Eλ has a countable orthogonal basis {ej}. Set Ekλ =
span{e1, e2, . . . , ek} and Zk = (Ekλ)⊥. Then Eλ = Ekλ

Zk, Ekλ is finite-dimensional and I∂Bρ (0)∩Zk ≥ α > 0. Moreover, for
any finite-dimensional subspaceE ⊂ Eλ, there is a positive integral number m such thatE ⊂ Emλ . Since all norms are
equivalent in a finite-dimensional space, there is a constant β > 0 such that ∥u∥µ ≥ β∥u∥Eλ for all u ∈ Emλ . By (2.4) and
(f3), (f4), there exists C(ε1) > 0 such that
F(x, u) ≥ C |u|µ − C(ε1)u2, ∀(x, u) ∈ RN × R.
Hence
I(u) ≤ 1
2
∥u∥2Eλ − C∥u∥µµ + C(ε1)∥u∥22
≤ 1
2
∥u∥2Eλ − Cβµ∥u∥µEλ + C(ε1)a22∥u∥2Eλ
for all u ∈ Emλ . Consequently, there is a large R > 0 such that I < 0 onE \ BR. Thus, there is an e ∈ Eλ with ∥e∥Eλ > R such
that I(e) < 0. Finally, obviously, I(0) = 0 and P.S. condition was proved in Lemma 2.4. Hence I possesses a critical value
η ≥ α by Lemma 1.1, i.e. the problem (1.1) has a nontrivial solution in Eλ. Moreover, obviously, (f6) implies I is even. Hence,
the second conclusion follows from Lemma 1.2. This completes the proof. 
Proof of Theorem 1.2. It is sufficient to prove that (f5) implies (f3). In fact, when u > 0,
F(x, u) =
 1
0
f (x, ut)udt =
 1
0
f (x, ut)
(ut)µ−1
uµtµ−1dt ≤
 1
0
f (x, u)
uµ−1
uµtµ−1dt = 1
µ
f (x, u)u.
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When u < 0,
F(x, u) =
 1
0
f (x, ut)udt
= −
 1
0
f (x, ut)
(−ut)µ−1 (−u)
µtµ−1dt
= −
 1
0
f (x, ut)
|ut|µ−1 |u|
µtµ−1dt
≤ −
 1
0
f (x, u)
|u|µ−1 |u|
µtµ−1dt
= 1
µ
f (x, u)u.
It shows that (f3) holds. This completes the proof. 
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