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Abstract 
In t his thesis, two main problems are solved and then applied to a geophysical prob-
lem. First , we identify the symmetry class of an elasticity tensor, if it exhibits a 
symmetry. Second, if the tensor is generally anisotropic, we find the closest symmet-
ric elasticity tensor of a given class among all possible orientations of the coordinate 
systems. Using these results, we suggest a method to find the symmetry class that is 
the "best" choice to represent the given anisotropic elasticity tensor. 
For an application of these methods and results, we investigate the closest symme-
try class of a medium that is obtained by combining two differently oriented planar 
structures. More precisely, we combine two transversely isotropic (TI) media that 
may correspond to layering and cracks in a subsurface, and whose rotation axes are 
neither parallel nor perpendicular to each other. Then, we find the closest symm try 
class of the combined medium as the angle varies between their orientations. We give 
several examples for the case of two TI media where the angle between their rotation 
axes are small ( < 15°), intermediate (40° - 65°) and large (> 75°). We see that if 
the angle is large enough (> 75°), then the combination can be approximated as an 
orthotropic medium. If the angle is small ( < 15°) then the resultant medium is clos 
to TI symmetry. However, intermediate angles between the structures may or may 
not give the symmetry of the combined medium close to a higher symmetry class 
than monoclinic. 
Moreover, we investigate the velocities of the waves propagating in a combined 
medium that has more than one planar structure. We find that the fastest velocity 
direction of the waves is not aligned with any of the orientations of the TI media that 
composes the medium. 
Tom asure closeness in the space of elasticity tensors, we use the Euclidean norm 
for defining a distance function. The nonlinearity and existence of several extrema 
makes it difficult to find the absolute minimum of the distance function among all 
coordinate systems. Fortunately, in the case of monoclinic and TI symmetry, the 
parameters of the distance function reduce to two; there arc three for other symmetry 
classes. Thus, one can plot the monoclinic- and TI-distance functions on the surface 
of the two-dimensional sphere. 
We prove that the symmetry of the ela ticity tensor is also a symmetry of the 
monoclinic-dist ance function and vice versa. Furthermore, we show that the monoclinic-
distance function vanishes along the normals of the mirror planes of the medium. 
Therefore, by observing the plot one can infer the symmetry of a given elast ici ty 
tensor. The plot also allows us to guide a search for finding the absolute minimum of 
the monoclinic-distance function. 
We prove that the value of the orthotropic-distance function for any coordinate 
system is half of the value of the sum of monoclinic-distance functions along particular 
directions. These directions correspond to three mutually perpendicular vectors that 
are t he normals of the mirror planes of orthotropic symmetry. This relation allows us 
to use the plot of the monoclinic-distance function to determine the closest orihotropic 
elasticity tensor. 
Furthermore, we present examples of other symmetry classes, namely trigonal, 
tetragonal and cubic. We see that the orientations of the closest tetragonal, trig-
onal and cubic elasticity tensors are either the same as, or as close as 1 o, to the 
orientation of the minimum of the sum of monoclinic-dist ance functions along some 
particular directions. These part icular directions are aligned with the normals of the 
ii 
mirror planes of the corresponding symmetry class. Thus, one can usc the plot of the 
monoclinic-dist ance function to infer about the closeness to any symmetry class. 
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Chapter 1 
Introduction 
The branch of mechanics in which materials are treated a continuous i known as 
continuum mechanics. In thi th ory a body, or a medium, is compos d of infinite~:;­
imal v lumes that are r f rr d to as mat rial points. While studying a material 's 
response to seismic waves, we use the continuum mechanics approach. According to 
this approach a medium is composed of sufficiently closely spaced material points so 
that its descriptive functions , such as position, displacement velo it or temperature 
can be considered as continuous. In other words, we choose to disregard the atomi 
structure of matter and the expli it interactions among th atoms; this approximation 
simplifies th mathematical description of the medium and the motion within it. 
Elastic I havior, or a respons of a material to str ss that may be caused by 
wave propagation, is described by its lasticity tensor, under th assumption that 
deformation is small and the material returns to its original position after the stre s 
is removed. 
The main focus of this thesis is on the symmetries of the elasticit tensor that char-
acterizes a given material. Since the elasticity tensor finds appli ations in different 
branches of physics, geophysics, mineralogy and engineering the methods describ d 
in th thesis can be used in many applications r gardless of th way that the tensor 
1 
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is obtained. Within earth sciences, the elasticity tensor can represent a subsurface 
region of Earth studied seismically. It can also represent a crustal or a mantle rock 
or a mineral. Symmetry of a medium provides information about its structure, and 
its elasticity tensor allows us to obtain quantitative descript ion for studying the sym-
metry. 
In this chapter, we first introduce previous work done on identifying the symmetry 
of an elasticity tensor and on determining the closest tensor belonging to a particular 
symmetry class. Then, we give basic tensor notations that are used throughout 
the text. Finally, we present t he eight symmetry classes of elasticity tensors by 
introducing the symmetry group of each dass and the form of the elasticity matrix 
when both are introduced in their natural coordinate systems. 
1.1 Literature Review 
Identifying the symmetry classes of elastic media is studied by many researchers, 
such as Lord Kelvin [34], Love [35], Voigt [47], Fedorov [19], Backus [4], Rychlewski 
[42], Walpole [48], Cowin and Mchrabadi [13], Sutcliffe [45], Slawinski ct al. [8, 9], 
Helbig [26], Forte and Vianello [20] and Chadwick ct al. [12]. In pra.ctice, it is 
important to identify the symmetry class of a given medium because its symmetries 
and orientations are generally not known before the experiment takes place. 
There are several ways to solve the problem of identifying t he symmetry class of 
the medium and the orientation of its symmetry axes. The harmonic decomposition 
of an elasticity tensor is one of the methods. The necessary coordinate-free condit ions 
in using this method are discussed by Backus [4], Boehler [6], Forte and Vianello [21], 
Baerheim [5] and Rychlewski [43] . The two associated second-rank tensors, namely 
dilatation and Voigt tensors, are also used for finding these conditions. This approach 
is used by Cowin and Mehrabadi [13], Helbig [26], Chadwick et al. [12] and Bona et 
2 
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al. [9] . 
Studying the eigensystems of a given elasticity tensor is another approach for 
identifying its ·symmetry class. This approach was used by Fedorov [19], Walpole [48], 
Rychlewski [13], Cowin and Mehrabadi [36], Sutcliffe [45], Helbig [26], and Yang et al. 
[49]. These authors find the necessary conditions for identifying the symmetry class 
of an elasticity tensor by considering the eigenvalues and eigenspaces of the dilatation 
and Voigt tensors. Thus, their method is coordinate independent. Rychlewski [41] 
provides sufficient conditions to check whether or not an elasticity tensor belongs 
to the transversely isotropic class, given that the rotation axis is known. Cowin 
and Mehrabadi [36] discuss the monoclinic symmetry in a coordinate-independent 
way. Sutcliffe [45] focuses on t he spectral decomposition of elasticity ten ors for 
all symmetry classes. Yang et a!. [49] identify the symmetry classes of an elastic 
materia.ls by considering numerical examples. Bona et a!. [8] follow the eigensystem 
approach to formulate both the necessary and sufficient coordinate-free conditions for 
identify ing the symmetry class of a given elasticity tensor and to find the symmetry 
axes of the medium. 
In this thesis, we use a new approach for identifying the symmetry of a medium. 
We plot the distance function of an elasticity tensor to the monoclinic symmetry class 
and determine its symmetry by observing t he plot . We also find t he orientations of 
the normal of the symmetry planes of the medium. There are several advantages to 
this method. First, t he computations are more straightforward, as compared to other 
methods. Since calculations are guided by the plot, they are easier to follow and check. 
Prior to this work, there had been no computer programme to identify symmetries of 
a medium by tensor-algebra method mentioned above. Thus, we provide for the first 
time a complete algorithm for calculating the symmetry class of a given set of elastic 
moduli. 
The second advantage of the visualizing method is that it may sugg st to which 
3 
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symmetry class a given elasticity tensor is the closest. If an elasticity tensor is ob-
tained without an a priori assumption of any symmetry, then it is evaluated as gen-
erally anisotropic. Hence, it becomes important to ask about the closeness, rather 
than belonging, to a particular symmetry class. 
The third chapter is a continuation of t he work of Cowin, Gazis et al. , Fedorov, 
Moa.kher et.al. , Norris et.a.l. , Slawinski et.al and Voigt [14, 23, 19, 38, 37, 32, 33, 47]. 
These researchers have examined the notion of an effective tensor and distance in 
the space of elasticity tensors. In general, the problem is solved if the projection is 
restricted to one coordinate system. However, in applications, it is more desirable 
to find t he orientation of the coordinate system that gives the close t ten or, which 
is the "effective" tensor of a given symmetry class. For all symmetry classes except 
TI and monoclinic, searching for the best orientation is a nonlinear minimization 
problem in a three-dimensional manifold. This problem can be reduced to a two-
dimensional minimization problem for monoclinic and TI symmetries. Reducing by 
one parameter allows us to plot the distance function. In this way, one can usc the 
plot of distance function to guide the search for the minimum. Slawinski ct al. [32, 33] 
used a similar method; namely, using the plot of the distance functions, for solving the 
orientation of the closest TI and monoclinic tensors. Then, they suggest an orientation 
to search for the minimum of orthotropic-distance function by considering the plot 
of TI- and monoclinic-distance functions. The authors state that their method works 
for the elasticity tensors that are close to orthotropic symmetry. In this t hesis, we 
introduce a theorem that states a relation between an orthotropic-dista.nce fm1ction 
and sum of monoclinic-distance functions for three perpendicular directions. Thus, 
the theorem shows where to achieve the minimum of orthotropic-distance function by 
considering its monoclinic plot whether the given tensor is close or not close to the 
orthotropic symmetry. Then, we generalize this approach for finding the minimum of 
other distance functions , namely trigonal-, tetragonal- and cubic-distance functions. 
4 
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Dellinger [17] suggests a discrete search algorithm for finding the minimum of 
transversely isotropic-distance function among all coordinate system. The author ad-
mits that the result is not guaranteed to be the absolut minimum. Kochetov and 
Slawinski [32] formulated the minimization problem in terms of polynomial functions 
on the unit sphere in the three-dimensional space. With this, they plot the trans-
versel:y isotropic and monoclinic-distance functions and examine the local extrema 
on the projected sphere. However, their formulation permits finding the orientation 
of the closest orthotropic elasticity tensor if the given anisotropic tensor is close to 
orthotropic symmetry. 
Arts et al. [2] use the transversely isotropic and monoclinic symmetries to search 
for the orientation of the closest orthotropic tensor. However, they are not using 
a distance function ; instead they consider the average of the closest eigenvectors of 
the dilatation and Voigt tensors as the x3-axis that describes the orientation of the 
orthotropic approximation of an elasticity tensor. In general, the orientation they 
find does not give the minimum of the distance between the elasticity tensor and its 
orthotropic approximation. Kochetov and Slawinski [33] propose to usc the mirror-
plane normal of the closest monoclinic tensor or the rotation-symmetry axis of the 
closest transversely isotropic tensor as an initial guess for the search of the closest 
orthotropic tensor. They also prove that if an elasticity tensor is a small perturbation 
of an orthotropic one, then the mirror plane normal of the closest monoclinic tensor 
is in a neighbourhood of one of the axes of the closest orthotropic tensor. 
1. 2 Tensor Notation 
In continuum mechanics, a seismic wave is assumed to propagate in a continuous 
medium which is called a continuum. A continuum is formulated mathematically in 
terms of continuous functions representing the average properties of many microscopic 
5 
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objects forming the actual material. In this context, all the associated quantities be-
come scalar, vector or tensor [44]. Examples of these physical quantities are the st ress 
tensor, which is used for describing the state of stress in the medium; the strain tensor, 
which is a measure of deformation occuring during the passage of a seismic wave; the 
elasticity tensor, which describes the elastic response of the medium; and the wave 
vector, which indicates the direction of the wave propagating in the continuum. In 
fact , scalars and vectors can be regarded as zero- and first-rank tensors, respectively. 
Thus, we begin the thesis by defining and introducing the basic properties of a t ensor 
which is the mathematical structure of the concepts listed above. The notation of the 
tensors introduced in this section will be used throughout the text. 
Definition 1 An n-th rank tensor in Euclidean space of dimension d is a collection 
of real numbers 
assigned to each orthonormal coordinate system. The collections of numbers repre-
senting the same tensor in different coordinate systems are related as follows: 
d 
r;d2 ... in = L Tj) ... j n AJJ i l .. . A jn in > 
j ) ... j ,. 
(1.1) 
where A is any orthogonal transformation that transforms a coordinate system to an-
other one and T:1 k .. i n is the tensor represented in the transformed coordinate system . 
Now, we introduce the summation convention, i.e., whenever an index is repeated, 
it is a dummy index indicating a sununation running through the integral numbers 
1, 2, ... , d. This convention is known as Einstein's summation conventjon. Thus, 
we can write Equation 1.1 by using Einstein's summation convention as 
From now on, whenever an index is repeated in one side of the equation, it should 
imply that Einstein 's summation convention is used. In this thesis, we shall always 
6 
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let d = 3. 
A second-rank tensor can be regarded as a linear t ransformation on the space 
of vectors. Let T be a transformation map, which transforms any vector in 3D to 
another vector in 3D. If T transforms a1 into bl> then we write 
If T has the following properties, called linear properties, 
T(a1) + T (a2 ), 
a T(a1 ), 
where a1 and a 2 arc any two vectors in 3D and a is any scalar, then T is called a 
linear transformation. It is also called a second-rank tensor . 
Let e1, e2 and e3 be unit vectors in the direction of the x-, y- and z-axes, respec-
tively, of a rectangular Cartesian coordinate system. In this system, 
e 1 (1 ,0, 0), 
e2 (0, 1, 0), 
e3 (0, 0, 1). 
Then, the Cartesian components of a vector a are given by 
where · corresponds to dot product. In short , one can write the above equations as 
ai ·= ei ·a for all i E {1 , 2, 3}. 
Equivalently, the vector a may be represented in terms of its components as 
(1.2) 
7 
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and in short, this equation can be expressed as 
(1.3) 
where we usc the Einstein 's summation convention. 
Now, we consider a linear transformation T and show how to represent it in a 
matrix form. am ely, we will define the tensor components denoted by T;.j. For a 
vector a , assume that T maps it to b. Thus 
where the summation convention is used in the last equa1ity and the second equality 
is due to the linearity ofT: Then, we can write the components of b as 
b1 b · e1 = a1e1 · T(el) + a2e1 · T (e2 ) + a3e1 · T (e3), 
b2 b · e2 = a1e2 · T(e1) + a2e2 · T (e2 ) + a3e2 · T (e3) , 
b3 b · e3 = a1e3 · T(e1) + a2e3 · T (e2 ) + a3e3 · T (e3) , 
or by using the summation convention, we can express these three equalities by the 
following equation: 
(1.4) 
We shall agree to write t he dot product, ei · T ( ej ), as components of tensor T , 
formally defining 
(1.5) 
Then Equation 1.4 can be written in component form as 
(1.6) 
The above equations, namely 1.6, can be written in matrix form as 
8 
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I ~ I I Tu T12 T"l a, I T21 T22 T23 0,2 (1. 7) T31 n 2 T33 0,3 
Here, the matrix 
Tn T12 
T" l T21 T22 T23 
T31 T32 T33 
is called the m atrix of the tensor T with respect to the orthogonal coordinate 
system { e1 , e2 , es} . 
In the view of t he definition of the tensor components expressed in Equation 1.5, 
it is obvious that the components ofT, namely 7ij , depend on the coordinate system 
{ell e2 , e3 } in which T is expressed. This is analogous to how the components of a 
vector change with the different coordinate systems. A vector does not depend on 
any C<?ordinate system, even though its components do. Similarly a tensor does not 
depend on any coordinate system even though its components do. Thus, a tensor 
has infinitely many matrix representations- one for each set of unit base vectors. If 
{ e1, e2, e3 } and { e~ , e~ , e;} are two different bases, then we denote the components 
of tensor T by 7ij and Tfj for each of the basis vectors, respectively. 
Now, we show how to obtain an orthogonal transformation, A, for rotat ing t he 
coordinate systems. Suppose { e1, e2 , e3 } and { e~ , e~ , e;} are unit vectors correspond-
ing to two Cartesian coordinate systems. Then, {e~ , e~ , e;} can be obtained from 
{ e1 , e 2 , e3 } by a rigid rotation if both systems are same handed. That is, { e1, e2, e3 } 
and { e~ , e~ , e;} are related by an orthogonal transformation tensor, denoted by A, 
t hrough the equations 
(1.8) 
9 
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More precisely, 
e~ An e1 + A21 e2 + A31 e3 
e; A12e1 + A22e2 + A32e3 
e~ A13e1 + A23e2 + A33e3 , 
where the components of A can be obtained by using the definition of the components 
of a tensor, expressed in Equation 1.5. Explicitly, 
(1.9) 
where "' is the angle between e/ and em. Note that an orthogonal transformation is 
a linear transformation for which the transformed vectors preserve their lengths and 
the angle between them. This property of the orthogonal tensors gives the following 
equation: 
AT A= AAT = I , for any A E 0 (3), (1.10) 
wher 0(3) is the space of orthogonal transformation tensors in 3D and I 
denotes the 3 x 3 identity matrix. The space of rotation tensors will be denoted 
by S0(3) which is a subgroup of 0 (3). 
Euler's rotation theorem states that a rotation matrix can be decomposed as 
a product of three elementary rotations. By using this theorem, one can find the 
rotation matrix that transforms the coordinate system, { e1 , e2 , e3 } , to the coordinate 
system { e~ , e; , e~}. One may define three sets of coordinate axes with their origin in 
common in such a way that each one of them differs from the previous fram by an 
elementary rotation. See Figure 1.1. In these conditions, any target can be r ach d by 
performing three simple rotations. The first two rotations determine the new e3 -axis, 
namely e 3', and the third rotation will obtain all the orientation possibilities that e 3 ' 
allows. To obtain e3 ' , firstly one applies a rotation around the e3 -axis of the original 
10 
1.2. TENSOR NOTATION 
reference frame, that is 
cos 'lj; - sin 'lj; 0 I 
zl = sin 'lj; cos 'lj; 0 . 
0 0 1 
This rotation is followed by a rotation around the rotated e1-axis, namely 
1 0 0 
z2 = 0 cos ¢ - sin ¢ 
0 sin ¢ cos¢ 
(1.11) 
(1.12) 
Thus, Z1Z2 rotates the e 3-axis to e3 '-axis. ow, it remains to rotate intermediate e1-
and e2-axes to their final configuration, namely e1 '- and e2 '-axes. The last elementary 
rotation matrix is around e3 '-axis and in the form 
(1.13) 
Thus, the rotation matrix A E S0 (3) that rotates the coordinate system { el> e 2, e3} 
to the coordinat e system { e~ , e~ , e~ } is achieved by three elementary rotations: 
A = Z1Z2Z3 (1.14) 
[ 
cos 1/; cos () - sin 1/; cos 4> sin .e - cos 1/; sin () - sin 1/; cos¢ cos () 
sin 1j;cos8 + cos1j;cos¢sin 8 - sin 1j;sin8 + cos1j;cos¢cos 8 
sin ¢sin () sin ¢cos () 
sin lj;sin ¢ 1 
- cos lj;sin¢ . 
cos¢ 
The geometry of the transformation A can be seen in Figure 1.1. Note that 
the rotation matrix A, which is expressed in Equation 1.14, is in accordance with 
Equation 1. 9, namely 
For example, consider e~ . It is possible to observe from Figure 1.1 that 
e~ = ( - cos 'lj; sine - sin 'lj; cos¢ cos e, - sin 'lj; sine + cos 'lj; cos¢ cos e, sin ¢ cos e). 
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Then 
A12 = e1 · e~ = - cos 't/J sin()- sin 1j1 cos¢ cos e. 
Now, consider a vector v. The components of v with respect to { e1, e2 , e3 } and 
{ e~ , e~ , e~} are vi = e1 · v and v; = e1 1 • v , respectively. Since 
I I A 
'U; = el . v = mi.em . v ) 
we have 
(1.15) 
In matrix form, the above expression 1.15 can be written 
(1.16) 
or, in short, 
(1.17) 
Equations 1.15 and 1.17 are the transformation laws. The former is expressed 
in tensor form and the latter in mat~ix form, relating the components of the same 
vector with respect to different coordinate systems. 
Next, consider a linear t ransformation T. The components ofT with res.pect to 
{e1 , e2 , e3 } and {e~ , e~ , e~} are 1ii = ei · T(ej) and Tij = ei1 • T (e/), respectively. 
Since 
we obtain 
(1.18) 
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e 
2 
Figure 1.1: Three elementary transformations arc applied to rotate the coordinate 
system { e1, e2 , e3 } to { e~ , e; , e~}. The first transformation is a rotation of 't/J degrees 
around e3-axis and rotates the red coordinate system to the green one. Note that 
since e3 remains the same, so does its color. The second transformation is around 
the rotated e1-axis for ¢ degrees and it transforms the green to the blue coordinate 
system. These two transformations determine the location of e~-axis. The last one is 
around e~-axis for 0 degrees. It determines the locations of e~- and e;-a.xes. 
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The transformation rule for second-rank tensors, expressed in Equation 1.18, can be 
written in matrix form as 
[ T{, T{2 ~' ] [A, A21 A,][ T, T12 T, ][Au A12 A, 1 T~~ T~2 T~3 ·= . A12 A22 A32 T21 T22 T23 A21 A22 A23 ,(1.19) 
T3t T32 T33 At3 A23 A33 T31 T32 T33 A31 A32 A33 
or, in short, 
T' = ATT J\. 
Notice that in Equation 1.18, there are two components of the orthogonal transforma-
tion matrix A appearing in every term of the summation. This is due to the fact that 
two subindices are associated with the tensor T. Thus each A is transforming one of 
the subindices. These subindices correspond to directions when a tensor represents a 
physical quantity. 
Similarly, one can show the transformation rule for a higher-order tensor, in par-
ticular for the elasticity tensor. Generalizing Equation 1.18, the transformation rule 
for the fourth-rank elasticity tensor is 
(1.20) 
where A E 0 (3) is an orthogonal transformation and c is the elasticity tensor ex-
pressed in the coordinate system {ell e2 , e3 } . Then, c' is expressed in the rotated 
coordinate system, namely {A(e1 ), A(e2 ), A(e3 )} . A fourth-rank tensor is associated 
with four directions. The number of directions needed for defining a tensor det r-
mines its rank. Thus, one uses four rotation matrices to express a fourth-rank tensor 
in a different coordinate system. 
The second chapter of the thesis solves the problem of recognizing if a given 
elasticity tensor, which is represented in any coordinate system, belongs to a particular 
symmetry class. More precisely, the problem is to determine the rotation matrix that 
transforms the coordinate system of the given elasticity tensor into another coordinate 
14 
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system so that one can identify to which symmetry class it belongs by considering 
the form of the tensor. 
1.3 Eight Material-Symmetry Classes of Elasticity 
Tensor 
An important property of tensors is the transformation law under rotationt> which is 
expressed in Equation 1.1. Due to this property a tensor can be described in any 
coordinate system. Although it is the same tensor, its parameters d pend on the 
orientation of the coordinate system in which it is expressed. 
Observe that in Equation 1.20, the rule is expressed in fourth-rank tensor notation, 
not in the matrix notation. In Appendix A.3.3, we show how a fourth-rank tensor in 
3D is represented as a second-rank tensor in 6D. Thus, in order to usc the transfor-
mation rule for 6 x 6 matrices, we convert the orthogonal transformation matrix from 
3D to a matrix in 6D. To do so we use the Kelvin notation of the elasticity matrix and 
6D vectors of stress and strain expressed in Equation A.45. Refer to Appendix A.3.4 
for how to obtain the 6D-orthogonal transformation matrix. In th rest of the thesis, 
we use the notation, e.g. A , for denoting the orthogonal transformations in 3D. The 
transformations in 6D that rotate the coordinate system of an elasticity matrix 
will be denoted with a bar, e.g. A E S0(6) . 
In Appendix A.3.2, we sec that there are twenty-one independent parameters of 
the elasticity tensor because of the symmetries expressed in Equations A.33, A.34 and 
A.37. All these symmetries result from physical laws like balance of angular mom n-
tum and existence of strain-energy function. Thus, any elasticity tensor possesses 
these symmetries. In this section , we show that an elasticity tensor, repr senting 
a particular material, can be more symmetric and therefore it bas fewer indepen-
dent parameters depending on the intrinsic symmetries of the material. For example, 
15 
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bedding, or other layers in the sedimentary rocks, introduce an orientation in the 
structure. Then, the medium is approximated as transversely isotropic. Likewise, 
any oriented feature in a subsurface and their combinations affect the symmetry of 
the medium, e.g. cracks, faults and minerals with preferred orientations that persist 
over long distances. 
We sa:y that an elasticity tensor is sym metric with respect t o an orthogonal 
transformation A if one rotates the tensor by A and gets the same elasticity tensor. 
We call the orthogonal transformation matrix A E S0(3) a symmetry e lem ent of 
C if C is symmetric with respect to A. This is mathematically expressed as: C is 
symmetric with respect to an orthogonal transformation A if 
C' = .iFcA = C, ( 1.21) 
where A and A are 3 x 3 and 6 x 6 orthogonal t ransformation matrices, respectively. 
Thus, C' and C are the elasticity matrices represented in the transformed and the 
original coordinates, respectively. 
The set of all symmetry elements of an elasticity tensor C is called the symmetry 
group of C and denoted by Gc . Thus 
Ge = {A E 0 (3) I C = .iF CA} , (1.22) 
where 0 (3) denotes the set of all orthogonal transformations in 3D. 
Now, we define an equivalance relation in the space of elasticity tensors. According 
to this definition, two elasticity tensors, C1 and C2, arc in the same class if their 
symmetry groups, Ge1 and Ge2 , are conjugate. The conjugacy means that there 
exists a rotation A E S0(3) such that 
Geometrically, the conjugate of a symmetry group Ge1 corresponds to representing 
it in a different coordinate system. For example; consider a rotated elasticity tensor 
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· ;/fTCA, for some rotation tensor A E S0(3). Then the symmetry group of CArcA is 
conjugate of Cc. More precisely, 
Since we represent ifT 'A in a rotated coordinate system, namely in 
{A( ei), A( e2 ), A( e3 )}, the symm.ctry clements of the tensor arc also expressed in the 
rotated coordinate system. 
In the literature, there ar s v ral nonequivalent definitions of th symmetric of · 
the elasticity t nsor. In accordanc with the definition of conjugate symmetry groups, 
there ar eight symmetry classes as shown by Forte and Vi an llo [20] , had wick et 
al. [12] and Bona et al. [9]. These eight symmetry classes of elasticity tensor are 
isotropic, cubic, transversely isotropic, tetragonal, trigonal, orthotropic, monoclinic 
and generally anisotropic. Now, we present the form of elasticity tensor belonging 
to each symmetry class. These forms arc the matrix representations of the elasticity 
ten or with respect to its natural basis. 
D efinition 2 We call the basis { e 1 , e 2 , e 3 } the natural coordinate axes for the 
elasticity tensor C if the symmetry directions of C , like its rotation axis and normal 
of symmetry planes, are either aligned with th~ directions e1 , e2 , e 3 or lie in any of 
the coordinate planes, e. g. e1 e2 -plane. 
The isotropic elasticity tensor is of the form 
44 + 12 c12 c12 0 0 0 
c12 c44 + c12 C23 0 0 0 
c12 c12 c44 + C12 0 0 0 C = 
0 0 0 c44 0 0 
0 0 0 0 c44 0 
0 0 0 0 0 44 
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The symmetry group of an isot ropic elasticity tensor is Cc = 0(3). Note that the 
form of the isot ropic tensor does not change for any coordinate system since its 
symmetry group is all orthogonal transformations. Thus, any coordinate system is 
natural for isotropy. 
For cubic symmetry, the natural basis for t he elasticity tensor is the coordinate 
axes which are aligned with 4-fold rotation axes of the cube. Moreover, the diagonals 
should be aligned with the three-fold rotation axes. With respect to that coordinate 
system, the symmetry group of a cubic elasticity tensor is 
cCubic = {A E 0(3) I A(ei) = ±ej, for any i,j E {1, 2, 3}}. 
The matrix representation of this tensor with respect to the natural coordinate axes 
is 
Cn c12 c12 0 0 0 
c12 Cu c12 0 0 0 
c12 c12 Cu 0 0 0 C= 
0 0 0 c44 0 0 
0 0 0 0 c44 0 
0 0 0 0 0 c44 
Note that there are three independent parameters for cubic elasticity tensors whereas 
there are two for isot ropic media . 
An elasticity tensor has a transversely isotropic (TI) symmetry if it is invariant 
under an n-fold rotation, where n > 4. Herman [28] showed that this is equivalent 
to the invariance under any rotation around a fixed axis. If e3 is parallel to the axis 
of rotation, then { e1 , e2, e3 } is the natural coordinate axes for a TI elasticity tensor. 
Note that the orientations of e1 and e2 do not matter . The symmetry group with 
respect to this coordinate system is 
cTJ = {±1, ±Ro,es o ±Mv I e E [0, 27r), for all v lying in ele2-plane} , 
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where I is the identity element of 0 (3), Ro.es denotes a rotation bye around e3-axis 
and Jltfv denotes reflection about the planes whose normal is any v in the e 1 e2-plane. 
Note that we have not writ ten down llfes as an element of err although it is, because 
of the fact that 
- Ro,es = Mea. 
Since - Ro,e3 E GTI so is Mes· 
V·le choose the notation M for reflection t ransformation because this plane is also 
called a mirror plane. The subscript of M shows the normal direction of the mirror 
plane. 
The matrix representation of a tensor with TI symmetry wit h r spect to a natural 
basis is 
Cn c 12 C13 0 0 0 
cl2 Cn cl:l 0 0 0 
C1:l C13 c3a 0 0 0 C= (1 .23) 
0 0 0 c44 0 0 
0 0 0 0 c44 0 
0 0 0 0 0 Cn- C12 
An elasticity tensor, C , has a tetragonal symmetry if it is invariant under a four-
folq rotation. If e3 is parallel to t he axis of rotation , then t here exists a natural basis, 
{ e1, e2, e3 } , of C where e1 and e2 ar~ parallel to the normal of any two ort hogonal 
symmet ry planes. The symmetry group with respect t o this basis is 
Here, Jllfe1 , A f e2 , M(l ,1,o) and A1(1,- 1,o) are reflections about four planes t hat contain 
e3-axis and the angle between any two planes is either ~ or %- Mes is perpendicular 
to all of these planes. 
The matrix representation of a tetragonal elasticity tensor with respect to the 
natural basis is 
19 
1.3. EIGHT MATERIAL-SYMMETRY CLASSES OF ELASTICITY TE SOR 
11 12 13 0 0 0 
' 0 0 0 12 ll 13 
c13 ' c33 0 0 0 
C = 13 (1.25) 
0 0 0 c44 0 0 
0 0 0 0 c44 0 
0 0 0 0 0 ' 66 
An elasti ity t nsor, C. has trigonal symm try if it is invariant und r a three-fold 
rotation. If e3 is parallel to the axis of rotation then there exi is a natural basis of 
C, name! { e1 e2 . e3 } , where either e1 or e2 is aligned with a normal of one of the 
symmetry planes. Its symmetr group i 
cTrigo = {±l,±Rl"e ,±R_~e , ±Me1 ·±M(cosl!..sinl!;O)·±M(cos ~ in 5"o)}. (1.26) 3 I 3 3 I 3 1 6 6 I ' 6 1"- 6 ) 
Here, Afe1 M(c -ij ,sin -ij ,O) and 1\f(cos ~,sin 5; ,o) are reflections about three planes that 
contain e3 -axis and the angle between any two planes is j . 
The matrix representation of an trigonal elasticity tensor with respect to the 
natural basis is 
Cn c12 13 14 0 0 
c12 Cn ' -C14 0 0 13 
G\3 G'l3 G'33 0 0 0 (1.27) 
C14 -G\~ 0 c44 0 0 
0 0 0 0 c44 ...j2 14 
0 0 0 0 . ...J2c14 Cu - 12 
An elasticity tensor, C, has orthotropic symmetry if it is invariant under three 
reflections around three mutually orthogonal planes. Note that if a tensor is sym-
metric with respect to any two mirror planes orthogonal to each other, then it must 
20 
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be symmetric around another plane which is perpendicular to the first two planes. 
The natural coordinate system of C is obtained whenever the normals of the mirror 
planes are aligned with e11 e2 and e3 . Its symmetry group with re pect to thi basis 
is 
(1.2 ) 
The matrix representation of an orthotropic elasticity tensor with respect to its 
natural basis is 
Cu c12 C13 0 0 0 
c12 c22 C23 0 0 0 
C13 C23 c33 0 0 0 C= (1 .29) 
0 0 0 C44 0 0 
0 0 0 0 Css 0 
0 0 0 0 0 c66 
An elasticity tensor, C, has monoclinic symmetry if it is invariant under a reffec-
tion around a plane. The natural coordinate system of C is obtained whenever e3 
is aligned with t he normal of the mirror plane. Vie can choose any two orthonormal 
vectors for the e 1 - and e 2-axis. Its symmetry group is 
Then the matrix representation of a monoclinic elasticity tensor is 
Cu c12 C13 0 0 cl6 
c12 c22 C23 0 0 C26 
c13 C13 C33 0 0 c36 C= 
C\6 C26 c36 c44 c4s 0 
0 0 0 c4s Css 0 
0 0 0 0 0 c66 
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According to the symmetry groups presented above, we can put an order among 
the symmetry classes of elasticity tensors by considering their subgroup relationships. 
For example, the symmetry group of monoclinic, GMono = { ±1, ±111e8 } , is a subgroup 
of the orthotropic group, cortho = . { ±1, ±ll1e1 , ±Me2 , ±Mes}. All the subgroup 
relations are shown in Figure 1.2. The lines between the symmetry classes imply that 
the symmetry group of t he corresponding class is a subgroup of the class which lies 
above. As shown in Figure ·1.2, there is no order relation between the trigonal and the 
orthotropic groups. Observing the symmetry group of the trigonal class, expressed 
in Equation 1.26, the symmetry planes of a trigonal elasticity tensor contain no three 
planes that are mutually orthogonal to each other. However, the symmetry planes 
of the orthotropic group, expressed in Equation 1.28, are three mutually orthogonal 
planes. Thus one is not a subgroup of the other group. An important feature of 
the order relation referred "from Figure 1.2 is that monoclinic symmetry class is the 
subgroup of all symmetry classes except generally anisotropic symmetry. 
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Isotropic 
Cubic TI 
Trigonal Tetragonal 
Monoclinic 
General Anisotropic 
Figure 1.2: Order Relation of the Eight Symmetry Classes of Elasticity Tensors 
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Chapter 2 
Identifying the Symmetry Class of 
an Elasticity Tensor 
In this chapter, we solve the problem of identifying the symmetry of a medium, if it 
has any. The medium, that its elasticity tensor is measured , can be different materials 
depending on the application. It may be a mineral , a rock or a region of earth. If it 
is a mineral, one generally assumes the symmetry of the tensor before measuring its 
components. However, if the medium is a rock or a subsurface region of Earth, then, 
in general, there is no a priori assumption about the syrrimetry of the medium. Thus, 
the directions in which the measurements are done generally do not align with the 
symmetry directions of the medium. Therefore, the resulting elasticity tensor is ex-
pressed in some coordinate system other than its natural coordinate axes. Unlik the 
form of elasticity tensor whenever it is r'epresented in its natural coordinate system, 
the elasticity matrix hides the symmetry of the medium whenever it is represented 
in an arbitrary coordinate system. Therefore, a method is needed for identifying the 
symmetry of the tensor. We propose a method to determine the symmetry class of an 
elasticity tensor which is represented in an orthogonal coordinate system of arbitrary 
orientation. 
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Previously, the identification of the symmetry of the elasticity tensor was done by 
finding its eigenvalues and eigenvectors in the work of Cowin et al., Slawinski et al. 
and Helbig [8, 13, 25]. According to their method, each symmetry class is character-
ized by relationships among its eigenvectors and eigenvalues should be satisfied for 
a given tensor. However, checking these relationships is a vast amount of work and 
involves nontrivial relations. Refer to Section 1.1 for reference to the previous works 
done on identifying the symmetry of a given elasticity tensor. 
In this chapter, we present a more efficient method for recognizing the symmetry 
class of an elasticity tensor. Our method is based on plotting the distance function 
of the tensor to the monoclinic symmetry class. Based on the observations made in 
the plot, the symmetry of the tensor can be determined. 
In Section 2.1 , we introduce basic definitions and formulations of th distance 
function. We present theorems about the symmetry classes for which their distance 
functions can be plotted . We also state properties of the plot of distance functions. 
In the rest of the sections of this chapter, we give examples for each symmetry class 
on how to determine the transformation matrix that rotates the tensor to its natural 
coordinate so that its symmetry becomes apparent. 
2.1 Formulation of the Distance Function 
The problem of representing a region or a material with fewer parameters gives rise 
to the question of how to find the "closest " elasticity tensor with a high r symmetry 
than the measured one. As we pointed out previously, the elasticity t nsor, which 
is obtained by inverting geophysical data., is found to be generally anisotropic. This 
implies t hat there are 21 independent parameters to represent the medium. However, 
seismic modeling generally requires fewer parameters. Equivalently, it requires higher 
symmetry of the medium. Thus, a distance function is needed by which one can 
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find the closest elasticity tensor that belongs to a given symmetry class. We usc this 
function to determine the closest symmetric tensor in the next chapter. However , in 
this chapter we use the distance function to determine which symmetry class does 
the medium belongs to. In other words, we are looking for an orientation where the 
distance function vanishes. Thus, all t he examples presented in this chapter does 
belong to one of the symmetry classes of elasticity tensor. 
A natural definit ion for distance is achieved by defining Euclidean norm in the 
space of elasticity tensors. Vlc define the norm of an elasticity tensor as 
(2.1) 
where the summation convention is used. The norm can be defined in ihe matrix 
form as 
(2.2) 
where Tr is the t race of a 6 x 6 matrix and cr denotes th t ranspose of the elasticity 
matrix C . 
ate that the defini t ion of the norm of an elasticity tensor is analogous to the 
norm defined in the three-dimensional vector space. In other words, the concept of 
norm defined in the space of on.e-rank tensors is generalized to the space of fourth-rank 
tensors. 
After we define the norm, a natural definition of distance in the space of elastic-
ity tensors can be generalized from the three-dimen ional vector space, too. Recall 
that the distance between a ·vector, v , and a linear subspace in 3D, d noted by £ , 
is achieved by considering t he orthogonal projection of the vector, pr (v) , onto the 
linear subspace £ . See Figure 2.1. The orthogonality of the projection guarantees 
minimization of the distance between t he vector and the linear subspace. In the 
space of elasticity tensors, a similar definit ion is used for the distance between a 
given elasticity tensor C and a linear subspace of elasticity tensors. We denote the 
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..:;___ ___ __..., pr(v) 
L 
Figure 2.1: The projection of v onto the linear space .C in 3D. Note that the difference 
of v - pr ( v ) is perpendicular to pr ( v). 
linear subspace of elasticity tensors which are expressed in the coordi-
nate system { e1 , e 2 , e3 } and belong to a particular symmetry cla s by ,esym , 
where ym is one of the seven symmetry classes. Herein , we exclud the g nerally 
anisotropic symmetry class since all the elasticity tensors belong to that class. Then, 
the distance between C and ,esym is defined by the following minimization process: 
min II c - C' II . 
C'E£.•1fm 
(2.3) 
The subspace of elasticity tensors ,esym being linear guarantees the uniqueness of this 
minimization process. Thus, the minimum value of II C- C' II for all C' E ,esym gives 
the distance between C and ,esym . 
Mor ov r , this unique point, wher the minimum is attained, is a projection. 
Gazis et al. [23] prove that the orthogonal projection of an elasticity ten or C onto 
the linear space ,esym, is expressed as the average given by 
prsym(C) := { (JTCG , 
J GEG•11m 
(2.4) 
where PTsym(C) is the projection of c onto the subspace ,esym and csym is the symme-
try group of ,esym . The symbol f cEG•IIm denotes the averaging over the group csym 
i.e. summation and/or integration divided by t he volume of the group. It is proved 
in [23] that the projected elasticity tensor, prsym(C) , is clos st to the tensor C among 
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all the tensors in the subspace t:, sym. Herein, the closest refers to the minimum of the 
norms of the difference between C and any tensor in t:,sym. This minimum is achieved 
for prsym(C) E _Lsym. We formally state this as 
min II C- C' 1=11 C- PTsym(C) II · 
C ' EC•Ym 
(2.5) 
Note that the closest elasticity tensor to C in the subspace t:,sym, namely prsym(C), 
is expressed in its natural coordinate system, namely { e1 , e 2 , e3 }. This is because in 
Equation 2.4, the average is taken over the symmetry group csym which is defined 
in its natural coordinate system. Thus, the tensor p1·sym (C) is evaluated on the 
coordinate system { e1 , e 2 , e3 } . If the projection is taken in any other coordinate 
system, then it is not equal to the prsym( C) expressed in Equation 2.4. 
The integral above reduces to a finite sum for t he symmetry classes whose sym-
metry groups are finite; that is, for all classes except isotropy and TI. However, one 
can always find a finite subgroup of isotropy and TI such that the projection can 
be evaluated on this finite subgroups which is showed by Kochetov and Slawinski 
[32]. Furthermore, it is shown by Gazis et al. [23] that if C is positive defini te then 
PTsym( C) is also positive-definite, which is required for elasticity tensors representing 
real media due to the existence of the strain-energy function. From now on, we will 
denote prsym(C) by csym. 
One drawback of this approach is t hat while it minimizes the Euclidean distance 
between the original and projected elasticity tensor, it does not give the same distance 
for the original and projected compliance tensor (the inverse of elasticity tensor). A 
medium can be equivalently represented by either its elasticity tensor or the inverse of 
it , namely compliance tensor. In physics, it is generally expected t hat the distance of 
a tensor to a particular symmetry class remains the same for t he inverse of the tensor 
as well. Some papers consider another formulation of a distance function based on 
non-Euclidean norms such as the Riemannian or log-Euclidean metrics which do not 
have this deficiency [1, 38]. More precisely, these distance functions provide a unique 
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projection for t he value of the distance whether one uses the elasticity tensor or the 
compliance tensor [40]. 
However, using the Euclidean projection is physically appealing since it seeks to 
approximate acoustical properties of the material. As it is proven by Norris [40], the 
question of which elasticity tensor, belonging to a particular symmetry class, is the 
best acoustic fit to a given anisotropic material is equivalent to finding the Euclidean 
projection of C onto £SYm. This provides a well-grounded acoustical basis for using 
the Euclidean projection as a natural way to simplify ultrasonic or acoustic data. 
Acoustic wave speeds and polarizations of the waves are primarily related by 
the Christoffel Matrix which is not linear with respect to the components of the wave 
vector. However, the Christoffel Matrix can be written in a form such that it b comes 
linear in the components of the wave vector. To do so, th related fourth-rank tensor, 
C* , is defined by Norris and Slawinski [40, 7] by 
c:jkl := ~ (Cikjl + Citjk) · (2.6) 
Then, the Christoffel matrix can be introduced as a second-rank tensor with respect 
to the wave vector n as 
(2 .7) 
Fedorov's approach to get the best fitting isotropic elastic moduli to a given C is 
to find the minimum of the difference between Q( C, n ) and Q( C', n ) for all directions 
n E JR3 where C' represents isotropic elasticity tensors. This approach is generalized 
to any symmetry class by Norris in [40]. More precisely, he considers the acoustical 
distance function f : 
1 i27T i 1T f( C, C') := 47T d't/J sin ¢ IIQ( C,n )- Q(C' , n)ll2d¢, 
. 0 . 0 
(2.8) 
where n = (cos?j;sin ¢ , sil1'tj;sin ¢,cos¢). The function f gives the distance between 
the acoustical tensors Q(C, n ) and Q(C', n) which is averaged over all orientations n . 
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Thus, the minimum off is the best fit in the sense that it minimizes the orientation-
averaged squared difference of the acoustical tensors. The main result in [40] is the 
proof of the equivalence of t he following minimization problems: 
min f (C, C') = min IIC'- C'l l = IIC'- csymll, 
C' EL 6Y"' C' E[ 8 YTI'I 
for a given elasticity tensor C. Hence, it is concluded that the Euclidean projection 
is ident ical to Fedorov's approach. 
As far as applications are concerned, the Euclidean Projection Method is one of 
the most common methods used to determine the closest elasticity tensor as it is used 
by Helbig, Browaeys et a!. and Gangi [27, 10, 22] . The theoretical background of 
how to calculate the closest elasticity tensor is introduced by Gazis et a!. [23] and by 
Fedorov [19] using a different approach. However , Norris [40] has showed that these 
two approaches are equivalent. 
In the papers cited in above paragraph , the projection of a given elasticity ten-
sor , which is expressed in Equation 2.4, is calcul ated in the coordinate system that 
the tensor is expressed in. Thus, the closest symmetric elasticity tensor is found in 
the coordinate system { e1, e2 , e3 }. However, restricting the projection to only one 
coordinate system, namely to { e1 , e2 , e3 } , has a major drawback. Even if a tensor 
C belongs to a particular symmetry class, say transversely isotropic (TI), and is ex-
pressed in a diff rent coordinate 1:>ystem than its natural coordinate system, then the 
dist:;tnce of C to £ TI does not vanish. In other words, the value of the distance be-
tween C and .cr1 is non-zero whenever C is expressed in a coordinate-system other 
than its natural coordinate system. This undesirable resul t is due to restricting the 
projection to the coordinate system { e1 , e2 , e3 } . In order to resolve this, in this thesis 
we examine the closest elasticity tensor in all possible orientations of the coordinate 
systems. 
Before generalizing the distance function to all coordinate systems, we state the 
explicit forms of the projected tensors to some symmetry classes. Recall that for the 
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coordinate system { e1 , e 2 , e3 } , the closest tensor belonging to a particular symmetry 
class is given by the projection operator defined in Equation 2.4. Explicit expressions 
for the projections in all symmetry classes are obtained by applying Equation 2.4 
in [23, 37] and for the monoclinic, TI and orthotropic symmetry classes in [32, 33]. 
Then, the projection of C onto .cmono , namely cmono, is founq_ as 
Cn c12 C13 0 0 C16 
c12 c22· C23 0 0 C26 
C13 C23 C33 0 0 c36 (2.9) cmono = 
0 0 0 c44 c4s 0 
0 0 0 C4s Css 0 
cl6 C26 c36 0 0 c66 
cmono is the closest monoclinic elasticity tensor to C in the coordinate system { e 1 , e 2 , e3 } 
and the normal of the symmetry plane of cmono is parallel to ea . 
Similarly, the projection of C onto .cr1 , namely CTI, is given in [37, 32] as 
crl 
ll cTI 12 crl 13 0 0 0 
crJ 12 cTI 11 crl 13 0 0 0 
CTI CTI crl 0 0 0 
crJ = 13 13 :33 
0 0 0 crl 0 0 44 
(2.10) 
0 0 0 0 cri 44 0 
0 0 0 0 0 crl - crl 11 12 
where 
crJ 1 
11 8(3Cn + 3C22 + 2C12 + 2C66), 
cTI 1 12 S(Cu + C22 + 6C12- 2C66), 
crl 1 13 2(cl3 + c23), 
crl 
33 C:n, 
crl 44 ~(C44 + G\fi). (2.11) 
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CT1 is the closest T I elasticity tensor to C in the coordinate system {e1,e2 , e3 } and 
the normal of the symmetry plane of crt is parallel to e3 . 
Since csym is the Euclidean projection of C onto the linear sub pace c sym, 
C - csym and csym are perpendicular to each other. Then we have the following 
equality which is by Moakher and Norris [37] 
(2.12) 
Note that Equation 2.12 is analogous to Pythagoras theorem in 3D. 
Based on the Equation 2.12 we can redefine the distance, which is expressed in 
Equation 2.5, of an elasticity tensor to the space of tensors belonging to a. particular 
symmetry class as 
Definit ion 3 The distance of C to c sym is 
(2.13) 
where csym E c sym is the projection of C onto c sym and ym is one of the seven 
symmetry classes of elasticity tensors. 
Note that we choose to consider the square of the Expression 2.5 for the definition of 
distance. Using Definition 3 and the projected matrix cmono in Expression 2.9 , we 
can write the distance to monoclinic symmetry in the coordinate system {e1, e2 , e 3 } 
in terms of the components of a general anisotropic tensor C as 
Similarly, we obtain the distance to TI as 
d(C, t:P ) = Cf3 + Ci3 + C12C66- C44C55 + 2(Ct5 +Cf4 
+~+~+~+~+~+~+~+ ~+~ 
+Ci6- C13C23) + ~(cf2 + c~4 + c;5 + cl6- c22C66 
(2.14) 
- CnC12 - CnC66 - C12C22) + ~(Cf1 + Ci2) - ~CnC22· (2.15) 
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In this thesis, we define the dist ance function in such a way t hat it becomes a 
function of the rotation matrix so that it gives the value of the dist ance of the rotat ed 
c, namely xrcx, to £ SYm , where X E 80(3). More precisely, we generalize the 
definition of the distance as follows: 
Definition 4 The distance function of X maps xrcx to £ sym by the following 
equation: 
IIXTCXI I2 -I I(Xrcxyymll2 , 
IICII2 - II (.Xrcx )syml l2 since IICII = IIXTCXII , (2.16) 
where X E 80(3) and X E 80(6) . 
Note that xrcx is expressed in the coordinate system {X(e1 ) , X (e2 ), X (e3 )}. It is 
important to note that the norm of the projected C , namely IICsymll, is not invariant 
whenever C is expressed in a rotated coordinate system. In other words, in general, 
IICsymll I= II(XTCX)symll for any X, where X is not a symmetry element of C. 
Therefore, the value of t he expression for the distance in Definition 4 changes as X 
changes. 
To find the best approximation for C in the space of monoclinic tensors, we 
minimize the value of d(XTCX, ~.:mono) over all rotat ion tensors X E 80(3). To do so, 
firstly we calculate C' = XCXT as a function of X E 80(3) and find the projection 
of C' by substituting the resulting entries of C' in Equation 2.14. Then, we minimize 
the resulting expression. It is a very long expression and highly nonlinear. Thus, 
even for a computer programme, it is difficult to compute the absolute minimum of 
it because of many local extrema. 
However, the distance function to monoclinic and transversely isotropic s~rmme­
tries are special cases among other distance functions. Both of the distance functions, 
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namely d(C, .cmono) and d(C, .CT1 ) , are invariant under the rotations around the e 3-
axis. This is formally stated as 
Theorem 1 Let C' be an ela ticity matrix. Let A E S0(3) such that it rotation axis 
is e3 . Then 
where sym is either monoclinic or TI. 
Before proving Theorem 1, we will state some lemmas that are used in the proof 
of the theorem. 
Lemma 2 Let C be an. elasticity matrix and let A E S0(3) be any orthogonal trans-
formation . Then we have the following equality: 
(2.17) 
where sym is one of the seven symmetry classes. 
PROOF. Note that .A.csvmjj"T is the space of elasticity tensors which belong to the 
symmetry class, sym, but are expressed in the coordinate system {AT( e1 ) , J1T (e2 ), AT(e3)} . 
Thus, the closest tensor to C in that coordinate system is found by averaging over 
the group Acsym AT) where csym is the group expressed in the basis { el ) e2 ) es}. In 
formal terms, the closest tensor to C in the linear space .A.csvm .AT, which we d note 
by csym) is found by the following equations: 
csym = r X:Tcx 
J X EAG•YmAT 
f (AGATfC'(AGiF ) 
J G EG•Ym 
r ACT .ATc.Ac.AT 
J G EG•Ym 
.A ( r cT ATe A" c ) 1F . 
.JG EG•Ym 
(2.18) 
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Now, the left-hand side of Equation 2.17 can be written as 
lliFCAII2 - II(ATCA)symll 2 
IICII2 - II(ArCA) ymW since IICII = II (ArCA)W 
IICII2 - lllEG•IIm GT ATCAGW. (2.19) 
In order to find the right-hand side of Equation 2.17, namely d( ', A.L:sym .AT) , 
one should consider the norm of the closest elasticity tensor to C in the linear space 
A.L:symifT. Thus, by using Equation 2.1 , we get 
d(C, A£symAT) IICII2- II sym ll2 
= IICII2 -IIA ( r (;T J1TcJ1c) ATII 
J GEG•11m 
= IICW- II r (;T ATcifG'II· (2.20) 
J cEG•Ym 
Since xpressions 2.20 and 2.19 ar equal. we have th desired result . 
• 
Lemma 3 Let A E 50(3) be any orthogonal transformation such that i ts rotation 
axis is e3 . Then 
A£mono AT = £mono 
' 
where A E 50(6) is the 6D orthogonal transformation of A E 50(3). 
PROOF. Note that C E A.L:mono ifT means that if X E Acmono AT then 
J(Tcj( = c where 
' 
I cosO A = si~ B -sinO cosB 0 ~I , for any 0 E [0,2n) 
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and cMono = {± ! ±M } where c , es , 
(2.23) 
In order to show c mono = .Ac mono i fT , assume that C E c-mono . Then we get the 
following logical sentences: 
since A and ll1e3 commutes so does A and Ailes. 
<===::} (Allles_,FfC(AlliiesiF) = C. (2.24) 
Thus, C E Ac mono iF since AMe3 AT E Acmono AT and similar relations hold for 
the other symmetry elements of cmono, namely - !1193 , ±I. The inverse also follows 
because of the if and only if statements in Expressions 2.24. • 
Now, we can prove Theorem 1 by using the above lemmas. 
PROOF. Note that the result of Lemma 3 trivially holds forTI symmetry. More 
precisely, we have 
(2 .25) 
where A E S0(3) be any orthogonal transformation such that its rotation axis is e3. 
That is because A E en. 
Now, consider the following equations: 
d(C, ACSYm}F) by Lemma 2 
d( C, £8Ym) by Lemma 3 
(2.26) 
(2.27) 
Thus, we get the equalities that we want to show, namely d(ATCA,c sym) = 
rl(C, c sym) where .sym is either monoclinic or TI. • 
Theorem 1 leads to the following corollary. 
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Corollary 4 Let C be an elasticity tensor and A E 80 (3) be any rotation matrix 
such that A = Z1Z2 Z:3 where Z1 , Z2 and Z:l are defined in Equations 1.11, 1.12 and 
1.13, respectively. Then, 
- r - s m - - - T - - - s m - - T - - s m d(A CA, .C Y ) = d(( Z1Z2Z3) C(Z1Z2Z3) , .C Y ) = d((Z1 Z2) C (Z1Z2) , .C Y ), 
(2.28) 
where sym is either TI or monoclinic. 
In Corollary 4, Z3 is the orthogonal transformation whose rotation axis is e3 . 
This property of monoclinic and TI symmetries allows us to reduce one parameter 
in the formulation of d(.iF CA, .csym) . This reduction is due to the omission of one 
of the Euler angles that is used to express the rotation tensor A. As ment ioned 
in Section 1.2, according to Euler 's rotation theorem any rotation tensor in 3D can 
be decomposed as a product of three elementary rotations, namely around e3 - , e 1 -
and e3 -axes. The two first elementary rotations determine the new e3 -axis, namely 
e~-axis , and the third elementary rotation will obtain all the orientation possibilit ies 
that this e~-axis allows. Due to the Corollary 4, one can omit the third elementary 
rotation since it does not change the values of d(ATC.A, .cmono) and d(.ATc.A, .cr1 ) . 
Theri, the rotation tensor A has one fewer parameter, as do the distance functions 
d(ATCJ\ , .cmono) and d(ATCA, .cTI). 
The reduction of a parameter for m011oclinic and TI symmetry allows us to plot 
the distance function d(xrc x , .csym) on a two-dimensional sphere in 3D, namely 
onto the surface of the sphere. Points on the unit-sphere represent a vector in 3D, 
more precisely each point is the vector X (e3 ) , which is the z-axis of xrcx . The 
color associated with the vector X ( e3 ) represents the value of the distance function 
of j(T(j j( to monoclinic or TI symmetry class. ote that the spherical coordinates 
ofthe vector X (e3 ), where X is in the form 1.14, can be written as 
X (e3 ) = (cos('lj; - ~)sin ¢, sin( 'I/; - ~ ) sin ¢, cos ¢) . (2.29) 
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Figure 2.2: The plot of the distance function d(xrcx , £71) for a generally 
anisotropic C. The orange spot locates the orientation of the z-axis of the ela -
t icity tensor where it is closest to TI symmetry, in other words, it is the orientation 
where the minimum of TI-distancc function achieved. 1.0 locates the orientation of 
t he coordinate system ( el> e2 , e3 ). 
Refer to Figure 2.2 to examine the plot of a distance function. The scale of the colors 
are shown in Figure 2.3 . We will examine the applications of plotting in the n xt 
sections. 
Note that the distance function takes equal values at antipodal points on the 
sphere. Thus, three views of a plot show all there is to sec without distortion ncar 
boundary of projection. 
Plotting the di tance function makes the minimization problem of th nonlinear 
expression, namely d(xrcx , .cmono) and d(xrcx , .cr 1) solvabl . This is becaus , 
after obs rving the plot, one restricts the search for th minimum to a subset of the 
two-dimensional sphere. Then, a computer programme can calculate the minimum of 
the distance function. In this restricted region, not only the value of the distance of 
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Ot"ange Yellow 
Figure 2.3: The scale of colours in the plot of monoclinic- and TI-distance functions. 
Orange indicates the minimum and red indicates the maximum of the function. 
C to monoclinic or TI is calculated, but also the orientation of the closest monoclinic 
or TI tensor is achieved. For example, to obtain the exact value of the distance 
function of TI, one first determines the orientation of the orange region from Figure 
2.2. It is possible to do that by using the plotting options of the omputer programme 
in which the plot is drawn. Then, one can use the minimizat\on command for the 
distance function d(XTC.X , c_TI) around the orange region. 
Th fundam ntal reason for the r duction of the parameters in the case of mono-
clinic and TI symmetry is that both of the symmetry classes are represented by one 
symmetry plane. Hence their natural-coordinate system can be represented by one 
axis, namely the normal of the symmetry plane. Thus, two Euler angles of a rotation 
tensor is enough to rotate the coordinate system of C to any other orientation since 
z-axis of C determines the coordinate system. 
2.2. IDENTIFYING SYMMETRIES OF ELASTICITY TENSOR 
2.2 Identifying Symmetries of Elasticity Tensor 
In this section, we show how the plot t ing of t he distance function d( xrc X, c mono) 
can help us to ident ify the symmetries of an elasticity tensor. 
The plots of t he distance functions to monoclinic and TI, namely d(xrc x , c mon.o) 
and d(xrc x , cr1 ) , reflect the symmetry of the medium. Thus, if the tensor has 
a tetragonal symmetry, one observes that the plot has a four-fold symmetry, five 
symmetry planes where four of t hem contain the rotation axis and t hey are 45 degrees 
apart from each other and t he ot her symmetry plane is perpendicular to the rotat ion 
axis. Furthermore, the monoclinic-distance function vanishes in the directions of the 
normal of each symmetry plane. Hence, one can determine the orientations of the 
normals of the symmetry planes by determining the zeros of the distance function . 
Now, we will prove t hese statements. 
Theorem 5 Let C be an elasticity tensor which is expressed in any coordinate system 
and assume that C belongs to one of the seven symmetry classes. Then, the distance 
function, namely d(xrc x , c sym) , is symmetric with respect to any elements of Gc . 
More precisely, 
for any X E S0(3) and A any symmetry element of C . 
PROOF. Since A E Gc , we have C = j\TCA. Then 
• 
rl(X r 1FCAX ), c sym) 
d(X rCX), c sym) . 
(2.30) 
Since the distance functions are symmetric so are their plots. Thus, plots reflect 
the symmetry of a tensor if it has any. Another important t heorem that we use to 
determine the symmetry class of C from the monoclinic plot is the following: 
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Theorem 6 Let C be an elasticity tensor and assume that C has a rnirror symmetry 
with respect to a plane whose normal is 11. Then the distance function of C to mono-
clinic symmetry vani hes whenever C is represented in a coordinate sy tem whe1·e its 
z-axis is aligned with 11. In other word , 
d(iFCA, ,emono) = 0, (2.31) 
for {A E S0(3) I Jl(e3) = 11}. 
PROOF. Since C has one symmetry plane then it is at least monoclinic. Thus, the 
monoclinic-distance function of C vanishes whenever C is expressed in a coordinate 
system where z-axis is aligned with the normal of the symmetry plane. Thus, 
d(ATC.ii , ,emono) = 0 for A E S0(3) such that A(e3) = n. • 
By using Theorem 6, we determine the orientations of the normals of the mir-
ror planes by locating the zeros of the monoclinic-distance function from its plot. 
Theor m 5 implies that one can determine the symmetry of the elasticity tensor by 
recognizing the symmetric pattern of the plot of its distance function . 
2.2 .1 Identifying TI Symmetry 
Now, we introduce examples of ela ticity tensors belonging to different symmetry 
classes. These tensors can be represented in any coordinate system and we show 
how to id ntify their symmetry class by using the plot of their distance functions. 
For an isotropic medium, any coordinate axes is a natural coordinate system for 
its elasticity tensor. In other words, the form of the tensor is invariant under an 
orthogonal transformation. Thus, the problem of identifying the s mmetry class of 
an isotropic tensor is trivial. 
We start with TI elasticity tensor. The form of TI tensor is presented in Equation 
1.23 whenever it is expressed in its natural-coordinate system, namely e3 is parallel 
to the rotation axis of C. Figur 2.4 shows the plot of the Tl-distance function , 
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Figure 2A: The plot of the distance function d(xrc x ,cr1 ) for C expressed in 
Equation 2.32. Three coordinate axes intersects the sphere at points 1.0 seen on the 
plot. The rotation axis of Cis aligned with e3 . The graph has infinitely-fold rotation 
around its rotation axis. The TI-distance function vanishes along e3 -dircction, namcl)' 
d( C, £T1) = 0. 
d(x rcx , £ T1) for all X E 50(3) , for the elasticity tensor C expressed in t he following 
matrix. 
104.12 31.09 36.62 0 0 0 
31 .09 104.12 36.62 0 0 0 
36.62 36.62 82.49 0 0 0 
C= (2 .32) 
0 0 0 52.84 0 0 
0 0 0 0 52 .84 0 
0 0 0 0 0 73.02 
Observe that just as C has the infinite-fold rotat ion symmetry about the e 3-
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Figure 2.5: Th plot of the distance function d( _XT C X, .cmono) for C xpressed in 
Equation 2.32. The function vanishes along e3-direction and any direction perp n-
dicular to e3 as can be inferred from th orange color. 
axis, so does the plot of its distance function which is a result of Theorem 5. The 
distance function vanishes for the orientation e3 , namely d( ' . .cr1 ) = 0. This is 
expected because C, which is expressed in Equation 2.32, has TI symmetry. Thus 
the distance function must vanish in the direction of the rotation axis of . However, 
for any other direction the distance function does not vanish which can be seen from 
Figur 2.4. 
Ob erve th plot of the distance fun tion of the elasticity matrix, C to the mon-
oclinic symmetr from Figure 2.5. 
As expected the graph has a TI s mmetry. The main differ n e of this plot from 
the TI-plot 2.4 is the number of directions where the distance function vanishes. The 
distance function to TI, namely d(XTCX, .cr1 ), vanishes only in the direction of the 
rotation axis whereas monoclinic distance function, d(xrcx, .cmono) , vanishes in the 
direction of the normals of the symmetry planes which is a result of Theorem 6. 
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Recall that in TI symmetry group, there is one symmetry plane whose normal is 
the rotation axis and infinitely many planes that contain the rotation axis. Thus, 
monoclinic-distance function vanishes in any direction that is perpendicular to the 
rotation axis. 
One can determine the orientation of the rotation axjs of a TI elasticity tensor, 
which is represented in any coordinate system, by observing the plot of its distance 
function. Now, lei us consider ihe elasticity tensor C' , which is the TI tensor C 
rotated by an orthogonal transformation A E S0(3), namely C' = .ifTCA. Equation 
2.33 is the expression of the elasticity tensor C' . 
91.71 33.91 3 .40 1.13 - 7.61 - 1.32 
33.91 103.68 33.99 -1.78 3.93 -1.75 
C' 38.40 33.99 91.38 -1.32 -7.53 1.13 (2.33) 
1.13 -1 .78 - 1.32 62.74 - 1.06 - 9.82 
-7.61 3.93 -7.53 -1.06 56.87 -1.11 
-1.32 -1 .75 1.13 -9.82 -1.11 63.04 
104.12 31.09 36.62 0 0 0 
31.09 104.12 36.62 0 0 0 
_AT 36.62 36.62 82.49 0 0 0 A, 
0 0 0 52.84 0 0 
0 0 0 0 52.84 0 
0 0 0 0 0 73.02 
where A is the 6 x 6 matrix obtain d by applying Equation A.51 to the 3D rotation 
matrix 
_.:{1 sin 4n 
2 9 
_.:{1 COS 47r 
2 9 
v'2 
2 
fl sin 4n I 2 9 
J2 COS 47r • 2 9 
fl 
2 
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Figure 2.6: The plot of th distance function d(XTC'X , CP ) for C' express d in 
Equation 2.33. The rotation axis of ' is not aligned with e3-axis. In other words, 
it is noL expressed in its natural. coordinate system. However, the ploL reveals the 
s mmetries of C. 
The TI symmetry of C' is not obvious because C' is nol expres ed in its natural 
coordinate system, namely its rotation axis is not parallel to e3 . Thus, by observing 
the elasticity matrix it is impossible to understand its symmetry lass. However, the 
plot of its distance function, d(XTC'X , .cr1 ) , reveals its symmetry class. See Figure 
2.6. 
Mor over one can determine th xact orientation of th rotation axis of C' from 
the plot. Figure 2.6 is the orthogonal projection of the sphere onto th plane whos 
normal is the vector (1, 1, 1) . In other words, the plot is the view of the sphere from 
(1 , 1, 1) direction . Similarly, all the other plots are orthogonal projections onto some 
plane. The orientation of the rotation axes of the elasticity tensor can be located 
using the point locater function of the omputer program Maple, which is used for 
plotting the dist~nce function. Tim , one can determin.e the location of any point on 
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the sphere by using the point locator option. To view the sphere from different points 
of view, one can turn the plot in any direction by dragging the mouse. This option 
of Maple makes the determination of the symmetry of the medium easier . 
A more precise m thod to locate the exact orientation of the rotation axis is that 
after determining the direction of the axis by using the point locater one makes a 
restricted search for the minimum of ihe distance function . By r stricied search , we 
mean to minimize the distance function in a small region around the direction of the 
rotation axis. As we have mentioned earlier, since the distance function is highly 
nonlinear the minimization over the unit sphere docs not, in general, give the correct 
value. However, restricting the region for finding the minimum works if there are not 
everal extrema in that region. Observing the graph of the distance function enables 
us to choose such a region. The dir ction, where the Tl-distance function vanish s, 
is the orientation of the rotation a.xis. 
2.2.2 Identify ing Cu hie Symn1etry 
Now, we consider a cubic elasticity tensor: 
3 2 2 0 0 0 
2 3 2 0 0 0 
Cc-ttbic = 2 2 3 0 0 0 (2.34) 
0 0 0 8 0 0 
0 0 0 0 8 0 
0 0 0 0 0 
The plot of the distance function of c cubic to monoclinic symmetry can be seen in 
Figure 2.7 and 2.8. 
Recall that the symmetry group of the cubic elasticity tensor is 
cCubic = {A E 0(3) I A(ei ) = ±ej for any i,j E {1, 2, 3} }. (2.35) 
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Figure 2.7: The plot of the distan e function d(X TC.X, .cmono) for cubic expressed in 
Equation 2.34. The three-fold rotation axis can be observed from the diagonal view 
of the sphere. The function does not vanish along the diagonal-axis sine there is no 
symmetry plan p rpendicular to t his direction. 
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Figure 2.8: The plot of t he distance function d(Xrcx , .cm.ono) for c cubic expressed in 
2.34. The four-fold rotation axis can be observed from the e3-axis view of the sphere. 
The function vanishes along e3-axis since t here is a symmetry plane perp ndicular to 
this direction. As expected in cubic symmetry, the coordinate axis is aligned with a 
four-fold rotation axis. 
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More explicitly, the symmetry clements of the cubic group can be written as 
c Cubic =< cTetra U GTI'igo > 
' 
(2 .36) 
which can be inferred from Figure 1.2. Thus, one can observe both tetragonal and 
t rigonal symmetries in a cubic medium. More precisely there arc three four-fold 
rotation axes in cubic symmetry where they arc parallel to the coordinate axes and 
four three-fold axes which arc parallel to the four diagonals of the cube. The relation 
between the mirror planes and rotation axes in the groups of QTetra and QT1"igo iS 
also valid in the cubic group, namely c c ubic . In other words, to visualize all the 
symmetry planes in a cubic medium, one first determines the rotation ax s and th n 
substitutes the symmetry planes associated with each of the rotation ax s. Consider 
Figure 2.8 which is a view of the distance function plot along e3-axis. Since e3-axis 
is one of the three four-fold rotation axes, it is associated with four symmetry planes 
t hat contain the axis and the angle between any two planes is either % or ~ · Since 
the views from other coordinate axes arc identical to e3 -axis view one can observe 
these mirror planes associated with e2-axis from Figure 2.8. The rotation axis is also 
associated with a symmetry plane whose normal is e3 . Figure 2.7 is the diagonal vi w 
of the sphere. As xpected, one can observe one of the four three-fold axes from th 
figure. The associated symmetry planes of this rotation axis are the mirror planes 
of a trigonal medium, namely three plane~ that contains the three-fold rotation axis 
with angle between any two planes being j. Note that the three-fold symmetry axis 
is not a normal of a symmetry plane. Thus, we do not observe a minimum along the 
rotation axis. The other three diagonals have identical views. 
Similar to a TI medium a rotated cubic elastic tensor can be identifi d from 
its plot. Let us rotate the cubic tensor c cubic, expressed in Equation 2.34, by any 
orthogonal transformation A E S0(3), with A( e3 ) = (sin ~ cos~ . sin ~ sin ~ . cos %) . 
Then, t he entities of the rotation matrix can be found by applying Equation 1.9 or 
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Equation 1.14 as 
A= 
- co 7rr - .il sin 71f .!. sin 71f I 18 2 18 2 1 
sin 71f - v'3 cos 71f .!. cos 71f • 
1 2 1 2 18 
0 .!. .il 
2 2 
Note that this is not the only A that satisfies A(e3 ) = (sin~ cos~ sin~ sin~ ' cos ~) . 
After finding the 6 x 6 rotation matrix which can be obtained by applying Equation 
A.51 to the 3D rotation matrix A, one rotates the elasticity tensor cc"bic to find C': 
6.49 0. 2 -0.31 0.65 1.7 - 1.38 
0.82 4.4 1.69 0.08 0.23 2.57 
C' -0.31 1.69 
5.62 -0.73 -2.01 -1.19 (2.37) 
0.65 0.08 -0.73 7.38 - 1.68 0.33 
1.78 0.23 -2.01 -1.68 3.36 0.91 
-1.38 2.57 -1.19 0.33 0.91 5.65 
3.00 2.00 2.00 0 0 0 
2.00 3.00 2.00 0 0 0 
.iF 2.00 2.00 3.00 0 
0 0 A. (2.38) 
0 0 0 8.00 0 0 
0 0 0 0 8.00 0 
0 0 0 0 0 .00 
The plot of the distance function of the C' looks similar to 'cubic except that it is 
rotated. Sec Figure 2.9. 
Ob erving the sphere by dragging the mouse in Maple, one can see the symmetry 
planes and the rotation axes of th cubic medium. The orientation of th se featur s 
can be obtained by using the point locater in the Map! Plot and then making a 
restricted search around those directions. 
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Figure 2.9: The plot of the distance function d.(X TC'.X . .cmono) for C' expressed in 
Equation 2.37. The four-fold rotation axis can be observed along t he dir ction that 
is 30° to e3 . Note that the symmetry directions are not aligned with the coordinate 
axes { e1 , e2 , e3} . 
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Figure 2.10: The plot of the distance function d(xrcx , cmono) for C xpressed in 
Equation 2.39. The symmetry directions are not aligned with the coordinate axes 
{ e1 , e2 , e3 }. The plot suggests that C may have a tetragonal symmetry. 
2.2.3 Identify ing Tetragonal Symtnet ry 
Now, we consider elasticity tensor C expressed in Equation 2.39: 
5.70499 1.52344 1.62834 -0.65988 -1.56095 0.91892 
1.52344 5.03989 1.64179 -1.18797 0.77658 -1.40593 
1.62834 1.64179 3.66794 0.03736 0.01585 0.00984 
C = (2.39) 
-0.65988 -1.18797 0.03736 3.33133 -0.09854 0.91711 
-1.56095 0.77658 0.01585 -0.09854 3.52165 -1.35995 
0.91892 -1 .40593 0.00984 0.91711 -1.35995 3.73418 
Figures 2.10, 2.11 and 2.12 show the plot of the monoclinic dista.nce function of 
the above C. 
By observing the plots one can see that the elasticity tensor C has a tetragonal 
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1. 
Figure 2.11: The plot of the distance function rl(Xrcx , £mono) for C expressed in 
Equation 2.39 viewed from t he four-fold rotation axis. Existence of a mirror plane, 
whose normal is along t his direction, can be inferred from the orange color which 
implies a zero of the distance function. 
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Figure 2.12: The plot of the distance function d(XTCX, £ mono) for expressed in 
Equation 2.39 viewed from a direction perpendicular to the rotation axis. Existence of 
the mirror planes along this direction and 45° apart in either way from this direction 
can b obs rved. These mirror planes ar expected in a tetragonal symmetry. 
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symmetry. By using the point locater in Maple, we roughly determined the location 
of the rotation axis from the plot as (sin 35n cos 65n sin 35n sin 65n cos 35n ) In order 
' 180 180 , 1 0 180 ' 180 . 
to obtain the exact orientation of the rotation axis, we minimize the distanc function 
d(XTCX, .cmono) , around the 10° neighbourhood along this vector. We find that th 
distance function vanishes along the direction (sin ~4~ cos ~7~ , sin ~4~ sin ~7~ . cos ~4; ). 
Note that in tetragonal symmetry the four-fold rotation axis is also a normal of one 
of the symmetry planes which is stated in Equation 1.24. Thus, the distance function 
vanishes in the direction of the four-fold rotation axis for tetragonal symmetry. In 
general, this coincidence of the rotation axis being a normal of a symmetry plane holds 
except for three-fold rotation axes which exist in trigonal and cubic symmetries. V\~ 
discuss the method of how to lo ate the three-fold axis in a trigonal symmetry in th 
next section. 
ext, we find the orthogonal transformation that rotates the coordinates of the 
elasticity matrix C so that the tensor is expressed in its natural coordinate system. 
More precisely, we arc seeking Jl E S0(3) such that G'' = .~Fcil is in its natural 
coordinate system, i.e. it has the form of the matrix 1.25. Note that since tetrago-
nal symmetry has two sets of two orthogonal directions where all directions lie in a 
symmetry plane and orthogonal to the rotation axis, it ha two natural oordinate 
systems. Vlithout loss of g nerality, we can choose one of the two sets. Although the 
entities of the elasticity matrix d pend on our choice, they both repr s nt the same 
tetragonal medium. 
Figure 2.12 shows the coordinate axes that we have chosen for the tetragonal 
tensor C. By minimizing the distance function around the region shown in the 
enter of Figure 2.12, it is found that the function vanishes along the direction 
(sin 124n cos 67n sin 124n sin 67n cos 124n ) Similarly the other coordinate axis can be 180 180 , 180 1 0 , 180 . , 
found as (cos\~; , sin 1;~; , 0). Now, we will find the rotation matrix that trans-
forms the coordinate system formed by the four-fold rotation axis and two directions 
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which arc aligned with the normals of the symmetry planes to the coordinate system 
{e1 , e2,e3}. We formally write this as 
( 
1241!" 671r 1247T 677T 1247T) 
A(ei) sm 180 cos 180 ' sm 180 in 180 cos 180 ' 
( 
1577T 1577T ) A(e2 ) = cos 180 ,sin 180 , 0 , 
( 
347T 671r 347T 677T 347T) 
A(e3 ) sm180 cos 180 ' s111 180 sm180'cos 180 ' 
where A E 80(3). To find the entries of such an orthogonal tran formation A, one 
can use Equation 1.9 or solve th above linear equations for A. Th n, A i obtained 
by writing th above vectors as the columns of it: 
I sin 12411" cos 6711" cos 15711" sin 3411" cos 6711" I 180 180 180 180 180 A = sin 12411" sin 6711" sin 15711" sin 3411" sin 6711" 180 180 180 180 180 cos 12411" 0 cos 3411" 1 0 1 0 (2.40) 
After finding the 6D rotational matrix of A by applying equation A.51. we can express 
C in its natural coordinate system as 
C' .,Fe A 
5.00000 3.00000 1.00000 0.00000 0.00000 0.00000 
3.00000 5.00000 1.00000 0.00000 0.00000 0.00000 
1.00000 1.00000 4.00000 0.00000 0.00000 0.00000 (2.41 ) 
0.00000 0.00000 0.00000 2.00000 0.00000 0.00000 
0.00000 0.00000 0.00000 0.00000 2.00000 0.00000 
0.00000 0.00000 0.00000 0.00000 0.00000 7.00000 
where A that acts on C in the above equation is a 6D-rotational matrix of A in 
Equation 2.40. In this example, we consider five decimal points. However, the om-
putations done in a computer. can be made by considering as many digits as possible 
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depending on how much accuracy is wanted. For the example that arc given in rest 
of the thesis, the calculations are performed by using eighteen-digit precision mode, 
even though we write only two decimal points. 
Note that one can equivalently choose one of the coordinate axes of C as the 
vector which is goo rotated from the one shown in Figure 2.12. Then the orthogonal 
transformation matrix A', which is used to represent C in its natural coordinate 
system, will be different than J1 in Equation 2.40. More precisely, A' is of the form: 
I -cos 2311" - sin 2311" cos 3411" sin 2311" sin 3411" 180 180 180 180 180 A' = sin 2311" -cos 2311" cos 34 11" cos 2311" sin 3411" 180 . 180 180 180 180 0 sin 3411" cos 3411" 180 180 (2.42) 
However, the elasticity matrix expressed in its natural coordinate system will be 
the same since C is invariant under goo rotation around its four-fold rotation axis. 
This is explicitly stated as 
C" (A')TCA' 
5.00000 3.00000 1.00000 0.00000 0.00000 0.00000 
3.00000 5.00000 1.00000 0.00000 0.00000 0.00000 
1.00000 1.00000 4.00000 0.00000 0.00000 0.00000 
0.00000 0.00000 0.00000 2.00000 0.00000 0.00000 
0.00000 0.00000 0.00000 0.00000 2.00000 0.00000 
0.00000 0.00000 0.00000 0.00000 0.00000 7.00000 
ote that one can also express the elasticity tensor in a coordinat system that is 
45° rotated around the four-fold rotation axis. Then, it is e:>..-press d in its natural 
coordinate system but the parameters of t he tensor will be different than Equation 
2.41. 
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In this example, we introduce a trigonal elasticity tensor. According to the definition 
of Huo and Del Piero [31], there are ten symmetry classes in the space of elasticity 
tensors. In their calculations, they divide S0(3) into equivalence classes rather than 
the space of elasticity tensors. Then, they prove that there arc ten such clas cs 
[31]. The two additional symmetry classes, according to the definit ion of Huo and 
Del Piero, are subgroups of trigonal and tetragonal symmetry. More precisely, they 
are claiming that there are additional trigonal and tetragonal classes that have no 
mirror planes but only three- and four-fold rotation axes, respe tiv ly. Thus, for 
trigonal symmetry they introduce anoth r subclass of elasticity ten ors which are in 
the following form: 
Cu c12 C1a C14 -C1s 0 
c12 Cn C1a -Cl4 C1s 0 
C13 C13 C33 0 0 0 C = (2.43) 
C14 -C14 0 c44 0 v'2C1 s 
-C1s C1s 0 0 c44 /2C14 
0 0 0 /2C1s v'2C14 Cn- 12 
Not that the difference between th above form and the trigonal form that we 
introduced in Equation 1.27 is the nonzero term C15 . They claim that the symmetry 
group of the above form consists of a three-fold rotation axis aligned with e 3-axis but 
without the mirror planes Meu 111(cos i ,sinfi,O} M(cos 2[- ,sin~ ,o) · We are going to give an 
example of an elasticity tensor having the form of Equation 2.43 and show that it has 
a trigonal form that has the symmetry group expressed in Equation 1.26 (with mirror 
planes). However, we will show t hat the tensor is expressed in a different coordinate 
system than its natural bases. 
Consider the elasticity tensor 
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Figure 2.13: The plot of the distance function d(.XTC.X , .cmono) for C expressed in 
Equation 2.44. The symmetry directions are not aligned with the coordina.te axes 
{ e1 , e 2 , e 3 }. The plot suggests that C may have a trigonal symmetry. 
5 3 1 12 22 0 
.../2 -..;z 
3 5 1 12 22 0 
-..;z 
.../2 
1 1 4 0 0 0 
C= (2.44) 
12 12 0 7 0 22 
.../2 -..;z 
22 22 0 0 7 12 
-v'2 
.../2 
0 0 0 22 12 2 
F igures 2.13, 2.14 and 2.15 show the plot of t he monoclinic-distance function of 
C which is expressed in Equation 2.44. 
In Figure 2.14, one can observe the three-fold symmetry. The existence of the 
mirror planes in every 60° degrees can be observed from Figure 2.15 which is a view 
perpendicular to the rotation axis. This suggest that C has a trigonal symmetry. In 
order to prove it, we minimize the distance function d(XTC.X , .cmono) to find wh re 
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Figure 2.14: The plot of the distance function d(xrcx . .cmono) for C expressed in 
Equation 2.44. The plot is viewed from its three-fold rotation axis. 
it vanishes, or equivalently, to find the normal of the mirror planes of C. Then we 
check if the mirror planes are 60° degrees to each other. 
An important difference between the infinite-fold (in TI-symmctry), four-fold (in 
cubic and tetragonal symmetry) rotation axes and the three-fold (in cubic and trigonal 
symmetry) rotation axis is that three-fold rotation axis is not aligned with a normal of 
a mirror plane whereas the others are. Thu , the distance function rl(Xrcx , .cmono) 
does not vanish along the three-fold rotation axis as it is seen in Figure 2.14. In ord r 
to find it , we first determine the normals of mirror planes and then find a direction 
which is orthogonal to these normals since three-fold rotat ion axis is orthogonal to 
the normals. 
Figure 2.15 shows that the normal of mirror planes arc neither aligned with e1 
nor e 2 . Thus, the elasticity tensor in Equation 2.44 is not expressed in its natural 
coordinate system. 
The roots of the distance function d(xrc X , .cmono) are found by minimizing the 
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Figure 2.15: The plot of the distance function d(XTC.X, .cmono) where it is viewed 
from a direction perpendicular to its rotation axis. Three mirror planes, whose lo-
cations are characterized by the orange color, are 60° apart. Note that the other 
minima do not represent mirror planes since d( xrc X , .cmono) does not vanish along 
those directions. 
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function around its extremum directions. These directions are obtained from the 
monoclinic-plot as· (cos 20.4631f sin 20.4631f 0) (cos so.4GJ7T sin 80·4631f 0) and 
G • 180 l 180 ' l 180 ' 180 1 
(cos 140AGa1r sin 140·46:l1r 0) Thus t he normals lie in the e e -plane and the difference 180 , 180 : . , 1 2 
between them is 60° degrees. Hence the elasticity tensor has trigonal symmetry. In 
t his part icular example, it is easy to find that the three-fold rotation axis is along 
e3 -axis since normals of symmetry planes lie in the e1 e2-plane. 
In order to represent C in its natural coordinate system, it remains to find the 
orthogonal t ransformation matrix A E S0 (3) that rotates C to its natural coordinate 
system. We arc looking for A E S0 (3) such that. it satisfies the following equations: 
( 
. 907r 20.4637r 907r 20.4637r 907r ) 
sm 180 cos 180 , sin 180 sin 180 , cos 180 , 
( 
. 907r 110.4637r . 907r . 110.4637r 907r ) 
sm 180 cos 180 ' sm 180 sm 180 ' cos 180 ' 
(2.45) 
The same remarks that we made about choosing the natural coordinate system for 
tetragonal elasticity t ensor can be repeat ed for trigonal t ensor. More precisely, t he 
normal of any mirror plane can be chosen as the e 1-axis to represent C in it natural 
coordinate system. The representat ion of C is not going to be same component-wise 
unless the chosen axes are 120° apart , whereas it is 90° for tetragonal symmetry. 
To find the entries of such an orthogonal transformation A E S0(3) that satisfies 
2.45, one can use Equation 1.9, or simply, solve the above linear equations for A . 
Then, A is obtained as 
I cos 20.4631f cos ll0.46a1f 0 I 180 180 A = sin 20.4631f sin. n o.4631f 0 180 180 0 0 1 
After finding the 6D rotational matrix of A by applying equation A.51, we can 
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express C in its natural coordinate system as 
C' iFCA 
5 3 1 17.72 0 0 
3 5 1 -17.72 0 0 
1 1 4 0 0 0 
17.72 -17.72 0 7 0 0 
0 0 0 0 7 25.06 
0 0 0 0 25.06 2 
Thus, we see that the trigonal elasticity tensor C, expressed in Equation 2.44, is 
not another subgroup of trigonal symmetry but just rotated 20.463° from its natural 
coordinate system. 
2.2.5 Identifying Orthotropic Symmetry 
We consider elasticity tensor C expressed in the following equation: 
42.03 32.49 26.42 5.79 9.94 21.33 
32.49 36.72 34.85 -5.22 -35.37 -23.60 
26.4.2 34.84 31.72 12.17 3.77 10.24 
C = (2.46) 
5.79 -5.22 12.17 32.84 20.98 2.36 
9.94 -35.37 3.77 20.98 -22.64 -9.71 
21.33 -23.60 10.24 2.36 -9.71 11.32 
Figures 2.16, 2.17 and 2.18 show the plot of the monoclinic-distance function of C , 
which is expressed above. 
By examining the plots one can see that the elasticity tensor C has an orthotropic 
symmetry since three mutually perpendicular mirror planes are the only observed 
symmetry elements. By using the point locater in Maple, we roughly determined the 
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Figure 2.16: The plot of the distance function d(Xrcx , ,emono) for C expressed in 
Equation 2.46. The symmetry directions are not aligned wit h the coordinate axes 
{e1 , e2 , e3 } . We can observe the normal of a mirror plane from the plot. 
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Figure 2.17: The plot of the distance funct ion d(Xrcx , c mono) for C expressed in 
Equation 2.46 viewed from a direction perpendicular to a normal of a mirror plane. 
This normal is also perpendicular to the normal shown in Figure 2.16. 
location of the normals of the mirror planes as (sin 1307r cos - 1s1r sin 130tr sin - l Str cos 1307r) 
' 180 180 , 180 180 , 180 , 
( . . s01r 64tr . so1r ,. 64tr so1r ) d ( · 40tr - 34tr · 40tr · - 3411' 40tr ) I sm 180 cos 180 , sm 180 sm 180 , cos 180 an sm 180 cos liiO , sm 180 sm 180 , cos 180 . n 
order to obtain the exact orientation of t he normals, we minimize the distance func-
t ion d(xrcx, .cmono), around the 10° neighbourhood of the above vectors which are 
the approximate orientations of the normals. We find that t he distance function van-
ishes along the directions 
( 
. 130.487!' - 14.457!' ' 130.487!' . - 14.457!' 130.487!' ) 
sm 180 cos 180 ' sm 180 sm 180 ' cos 180 ' 
( 
. 80.687!' 67.497!' ,' 80.687!' . 67.497!' 80.687!' ) 
Slll 180 COS 180 'Slll 180 Slll ~~COS 180 ' 
( 
' 427!' -337!' . 427!' . -337!' 427!' ) 
sm 
180 
cos 180, sm 180 sm 180, cos 180 . 
It is easy to check that these directions are perpendicular to each ot her since the dot 
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Figure 2.1 : The plot of the distance function d(Xrcx , .c:nono) for C expressed in 
Equation 2.46. This normal is also perpendicular to the normal shown in Figure 2.16 
and 2.17. 
product of any of the two is zero. 
Next, we find the orthogonal transformation that rotates the coordinates of the 
elasticity matrix C so that the tensor is expressed in its natural coordinate system. 
More precisely we are seeking A E S0(3) such that C' = iF C A is in its natural 
coordinate system i.e. it has the form of the matrix 1.29. ote that in order to 
represent C in its natural coordinate system, one ·can choose { e~, ez , e3} axes as any 
of the normals of the symmetry planes as long as they form a right-handed system. 
Although the entities of the elasticity matrix depend on our choice, they all represent 
the same orthotropic medium. 
Figure 2.17 shows the e1-axis that we have chosen for the orthotropic tensor C. In 
order to find the rotation matrix that transforms the coordinate system { e1 , ez , e3} 
to the coordinate system formed by the three mutually perpendicular normals, one 
should solve the following linear equations: 
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( 
. 130.487T - 14.457T . 130.487T . - 14.457T 130.4 7T ) A(e1 ) sm 180 cos 180 , sm 180 sm 180 , cos 1 0 , 
( 
. 0.687T 67.497T . 0.687T . 67.497T 0.687T ) 
A(e2 ) sm ~cos 180 , sm 180 sm 180 , cos 180 , 
( 
427T - 337T 427T - 337T 427T ) 
A(e3 ) = sin 180 cos~, sin 180 sin~, cos 180 , 
where A E S0(3). Then, A is obtained as 
I sin l :l0.48rr cos - 14.45rr sin 80.6 rr cos 67.49rr sin 42rr cos - 33rr I 1 0 1 0 180 180 180 1 0 A = sin 130.48rr sin - 14.45rr sin o.68rr sin 67.49rr sin 42rr sin - 33rr 180 180 • 180 180 180 180 COS 130 .48rr COS 80.68rr COS 42rr 1W 1W 1W (2.47) 
V•.,Te are not going to give an example for identifying a monoclinic elasticity tensor 
since a:ll of the xamples are special cases of monoclinic symmetry. Thus, similar 
approach should be followed to represent a monoclinic lasticity tensor in its natural 
coordinate system. Note that in monoclinic symmetry the choice of x- and y- axes 
changes tho parameters of elasticity tensor. However, if e3 axis is aligned with tho 
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normal of the mirror plane then it is considered to be expressed in its natural co-
ordinate system. This is because the symmetry group of the monoclinic tensor still 
remains the ame, namely GMono = {±l,±ll1e3 }. 
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Chapter 3 
Determining the Closest 
Symmetric Elasticity Tensor 
In this chapter, given an elasticity tensor we solve the problem of determining th 
closest tensor which belongs to a particular symmetry class. The given elasticity 
tensor may be obtained by inverting the velocit ies and polarizations of th waves 
propagating in arbitrary directions through the medium. Since a Hookean solid is an 
idealizat ion, the elasticity tensor, evaluated without a priori assumption of symme-
try, is found to be generally anisotropic. Furthermore, the oriented structures that 
causes anisotropy are not perfectly symmetric but they might get slightly perturbed 
or curved as they extend to the deeper parts of the region. Hence, all of these effects, 
as well as the errors in the measurements make the medium's symmetry generally 
anisotropic. Therefore, it is important to understand which symmetry class a given 
elasticity tensor is closest to. 
When modeling a subsurface, one needs to know the number of parameters that 
represents the medium. This number depends on the structure, and thus, the sym-
metry of the medium. Isotropic models of a subsurface use two parameters, whi h arc 
called Lame's parameters. There are five independent parameters for a transversely 
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isotropic medium. TI-symmetry class generally represents a layering in the medium 
such as associated with the bedding structure in the sedimentary rocks. Alternatively, 
planar cracks aligned in a particular direction in an isotropic medium can result in a 
TI medium [16]. A family of parallel faults , which occur due to tectonic stresses, can 
also change the symmetry of an isotropic medium to TI. Note that all these examples 
are planar structures that have particular orientations. 
Furthermore, these geological structures generally exist together in a subsurface. 
Combination of these structures reduces the symmetry of the medium. Thus, several 
planar elements, whose orientation may be different from each other, can be combined 
to result in a Jess symmetric medium. If two TI media whose symmetry axes are 
perpendicular to each other are combined, then an orthotropic medium results. If 
they are neither parallel nor perpendicular then the combination is monoclinic. The 
union of three TI media, where t heir orientations are not parallel results in generally-
anisotropic medium. 
In this chapter, we propose a method to determine the closest symmetry class. 
This method is based on the observations that arc made in the plot of the monoclinic-
distance function of the elasticity tensor representing the medium. In every section, 
we present examples illustrating how to find the orientation of the closest tensor 
belonging to a particular symmetry class and then determine the closest tensor in its 
natural coordinate system. In each section, a generally anisotropic elasticity tensor is 
introduced. One of these tensors was obtained from field data; the rest is perturbed 
from a symmetrk elasticity tensor to make it generally anisotropic. It is proved by 
Kochetov and Slawinski [33] that if an elasticity tensor C is a small perturbation 
of an orthotropic tensor, then the symmetry directions of the closest orthotropic 
tensor, namely corthv, is close to the symmetry directions of the original orthotropic 
tensor. They do not give a proof for the other symm~try classes, however , they state 
that it can be achieved similarly for the other symmetry classes. In terms of error 
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analysis, this result has a practical importance since one may want to know if a 
measured elasticity tensor falls into one of the seven symmetry classes within a given 
error range. One can also check by using the method in t his chapter , if a measured 
elasticity tensor can be close to several symmetry classes within the range of error. 
However, we leave the error issue as a future study, and ignore it in t his thesis. 
3.1 Determining the Closest TI-Elasticity Tensor 
The minimization of the TI-distance function among all orientations solves the prob-
lem of finding the symmetry axis of the closest-TI elasticity tensor. More precisely, 
t he minimization process 
min d(Xrcx , £7 1) 
X ES0(3) 
gives not only the minimum distance of C to £ T1 among all coordinate systems but 
also finds the Euler angles of X E 5 0 (3) which t ransforms the coordinate system 
to the one where the minimum distance is achieved. In other words, X rotates the 
coordinate system of C in such a way that it becomes closest to TI symmetry in that 
coordinate system. In Chapter 2, we used this feature of the distance function in 
order to identify a symmetric elasticity tensor expressed in any coordinate system. 
In this section, we use the distance function in order to determine the symmetry axis 
and t he parameters of the closest TI tensor. 
A geophysical application of this result can be the determination of the orient ation 
of the symmetry axis of a tilted and layered subsurface which is generally close to TI 
symmetry. 
In this section, we propose a method to find whether a given generally-anisotropic 
elasticity tensor is close to TI symmetry or not. In the literature, there arc various 
ways and methods that evaluate the distance of C to TI symmetry [17, 32, 23, 37]. 
In some works, the closeness problem is solved by considering a unique coordinate 
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system [23, 37], whereas in some other works, the closest TI tensor is found among 
all coordinate systems [17, 32]. In this thesis, by using the plot of the monoclinic-
distance function, we seek to find if TI symmetry is a good approximation for a given 
elasticity tensor. In other words, t he method that we propose may suggest if TI 
symmetry can be chosen to model the medium. If it is not then one can check for the 
other symmetry classes. This is the content of the next sections. 
Now, we introduce an example that is generally anisotropic and calculate how 
close it is to TI symmetry. Moreover we will find the elasticity parameters and the 
orientation of the symmetry axis of the closest-TI elasticity tensor to '. In order 
to obtain these results, we will consider the plots of the distan e functions of C and 
discuss what kind of information we can obtain from them about th close t symmetry 
class to C. 
Consider the following elasticity tensor: 
C = 
88.84 32.53 36.81 1.69 5.90 2.00 
32.53 107.86 33.29 -0.79 -0.42 2.70 
36.81 33.29 99.40 - 0.48 6.44 - 0.53 
1.69 - 0.79 - 0.48 67.72 2.40 7.07 
5.90 - 0.42 6.44 2.40 54.50 - 0.54 
2.00 2.70 -0.53 7.07 - 0.54 5 .10 
(3.1) 
The plot of the TI-distance function of C from different points of views can be een 
in Figures 3.1, 3.2, 3.3. After considering the figures, one can observe the symmetr 
axis of the closest-TI elasticity tensor to C , which is the bullseye. To det rmine the ex-
act orientation of the bullseye, one can usc the same approach that is explained in the 
last chapter. More precisely, first, the orientation of the bullseye found by the point 
locater in Maple as (sin 6311' cos 17011' sin 6311' sin 17011' cos~) Then one minimizes the 180 180 ' 1 0 180 ' 1 0 ° 
distance function around the 10° neighbourhood of this vector to find the exact orien-
tation of the svmmetry axis which is (sin 62·3111' cos 171.5711' sin 62·31 11' sin 171.5711' cos 62·3111' ) 
• 180 180 ' 1 0 180 , 1 0 ° 
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Figure 3.1: The plot of the distance functi~n d(xrcx, .cr 1 ) of C expressed in Equa-
tion 3.1 viewed from a direction where one can observe all the haracteristic features 
of the function. Two extrema can be en which are almost perpendicular to ach 
other. The minimum which is clos to zero is represented by the orange color. The 
direction of the rotation axis of t h losest TI tensor is along the bull ye. 
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Figure 3.2: The plot of the distance function d(Xrcx, .cr1 ) of expressed in Equa-
tion 3.1 vi wed from a direction of the symmetry axis of the closest TI ten or. The 
contours are not circular, but p rturbed slightly which ma r sugg st that is los 
to TI symmetry. 
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Figure 3.3: The plot of the distanc function d(XTC.X, .cr1 ) of C expressed in Equa-
t ion 3.1 viewed from a direction perpendicular to the symmetry axis of the closest TI 
tensor. Th noncircularity of the contours are apparent from this direction. 
ow, we will determine the rotation matrix, X 0 E S0(3), that rotates C into the 
coordinate system where the minimum distance is achieved. The angles that give the 
minimum value of the distance function arc the Euler angles of the rotation matrix 
X 0 E S0(3) . The minimizing command in Maple gives the Euler angl s as follows: 
(3.2) 
To find the rotation matrix, X 0 , we substitute these values into Equation 1.14, 
where e = 0 since the third rotation docs not change the value of the TI distance-
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function. Then, we get the following result: 
Xo = 
-0.146 0.459 
-0.989 -0.068 
0 0.885 
-0.8751 
0.129 0 
0.464 
(3.3) 
Thus, we can transform C into the coordinate system where the new e3 -axis is 
the symmetry axis of the closest TI-tensor by XifCX0 . Then, we get 
108.23 32.85 33.12 0.59 -1.11 -0.48 
32.85 103.33 37.58 0.86 -0.09 -0.87 
-r - 33.12 37.58 82.68 - 1.22 0.92 -1.27 X 0 C Xo = (3.4) 
0.59 0.86 -1.22 55.56 -0.26 0.77 
- 1.11 - 0.09 0.92 - 0.26 54.55 -0.18 
-'0.48 - 0.87 -1.27 0.77 -0.18 72.06 
Thus, {X0(el),Xo(e2),X0 (e3)} is the coordinate system that minimizes the distance 
of C to .cr1 whenever C is expressed in that coordinate system. The plot of the 
TI-distance function of XifCX0 can be seen in Figure 3.4. 
The closest-TI tensor can be achieved for the elasticity tensor X if C Xo by applying 
Formula 2.10 as 
105.57 33.07 35.35 0 0 0 
33.07 105.57 35.35 0 0 0 
(XifCXo)TI = 35.35 35.35 82.68 0 0 0 (3.5) 
0 0 0 55.05 0 0 
0 0 0 0 55.05 0 
0 0 0 0 0 72.50 
The tensor (X'[CX0 )T1 belongs to the TI symmetry class and it is represented in its 
natural coordinate system, namely (XifCX0)T1 E £Tl 
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Figure 3.4: The plot of the TI-distance function d(xrcx, .cr1 ) of X[CX0 expressed 
in Equation 3.4. Note that the symmetry axis of the closest TI-tensor is aligned with 
es-axis. 
The distance of the elasticity tensor X[CX0 to .cr1 is 
d(XTCX LTI ) 0 o, II.Xfc.XoW -II(.Xfc.Xof1W 
IICII2 -II(XJ'C.Xof1 ll2 
48.4113, 
which is the minimum distance of xrcx to .cri among all X E 80(3). 
(3.6) 
By considering the distance function, we have found the closest-TI tensor among 
all coordinate systems. However, one should be caref~.!l about choosing the closest 
symmetry class to a given elasticity tensor. Note that the figures of the Tl-distance 
function of C also suggest that it is close to the orthotropic symmetry class. Indeed, 
since every TI medium is also orthotropic, a generally-anisotropic medium is closer to 
the orthotropic class than it is to TI class. Thus, when trying to find which symmetry 
class is the closest, one should not make the decision upon considering the small st 
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Figure 3.5: The plot of the monoclinic-distance function d(.XTC.X , .cmono) of C ex-
pressed in Equation 3.1. The existence of the equatorial plane is apparent. The 
orange color implies that t he value of t he monoclinic-distance function is close to 
zero around that plane and along the rotation axis. 
value of the distances to .cT I and c ortho. This is because t he distance of c to c ortho 
will be always smaller than or equal to the distance of C to .cTI . 
In order to solve this problem, one should consider the plot of the monoclinic-
distance function of C . As stated earlier, the monoclinic plot gives more information 
on t he d o eness to being a· normal of a mirror plane for a particular direction. Thus 
if a given generally anisotropic elasticity tensor is close to TI symmetry t hen it is 
expected t hat there exists an equatorial plane appearing in the monoclinic plot . For 
all orientations lying in t he equatorial plane, the distance to .cmono should be almost 
equivalent and close to zero. This is because inTI symmetry there are infinitely many 
planes whose normals are perpendicular to its rotation axis. 
Figures 3.5, 3.6 , 3.7 show the plot of t he monoclinic-distance function of C ex-
pressed in Equation 3.1. 
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Figure 3.6: The plot of the distance function d(XTCX, .cmono) for C expressed in 
Equation 3.1 viewed from a direction of the symmetry axis of the closest-TI tensor. 
It is apparent that the plot does not have infinite-fold symmetry. Thus, the tensor 
does not belong to TI-symmetry class. The plot from this view may also sugg st that 
C is close to the orthotropic symmetry. 
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Figure 3.7: The plot of the distance function d(Xrcx, cmono) of C eA"})rdssed in 
Equation 3.1 viewed from a direction perpendicular to the symmetry axis of the 
closest-TI tensor. This view of the plot sugg sts that C should be approximated as 
a Tl tensor but not orthotropic. This is because the equatorial plan do s not exist 
for orthotropic medium unle it is lose to TI. 
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3.2. DETERMINING THE CLOSEST MONOCLINIC ELASTICITY TENSOR. 
Similar to TI plot, monoclinic plot also suggest s t hat C is close to both TI symme-
try and orthotropic symmetry. However, there exists an equatorial plane such that 
any direction in that plane yields almost equal distances to monoclinic symmetry. 
This can be inferred from the fact that these directions lie between the same con-
tour curves and similar colours. Hence, we conclude that TI symmetry is a better 
approximation for C, which is expressed in Equation 3.1 , than ortbotropic symmetry. 
3.2 Determining the Closest Monoclinic Elasticity 
Tensor 
In this section , we consider the problem of closeness to monoclinic symmetry class. 
Since we can plot the distance function to monoclinic symmetry, the method to find 
the orientation of the closest monoclinic elasticity tensor is similar to t he method 
that we have used in the previous section. Thus, the problem is reduced to finding 
the absolute minimum of d(xrcx , .cmono) among all X E S0(3) from its plot. After 
determining the orientation of the minimum of d(xrcx, .cortho ), one rotates the 
tensor by X 0 , where X 0 is the orthogonal transformation for which the minimum is 
achieved. Then, one evaluates the parameters of t he closest monoclinic tensor in the 
coordinate system whose z-axis is X 0 ( e3 ). To find the parameters of the monoclinic 
elasticity tensor, one uses Equation 2.9. 
To give an example of the procedures that are described in the above paragraph, 
we will use the same elasticity tensor which is expressed in Equation 3.1. Figures 
3.5, 3.6 and 3.7 show the plot of d(xrcx , .cmono) from different points of views. In 
order to determine t he minimum of the function , we made two searches where the 
first search is restricted around the closest-TI direction that can be seen in Figure 
3.6. The second search is around the equatorial plane which can be observed in 
Figure 3.7. The minimum distance of C to the monoclinic symmetry around the 20° 
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3.2. DETERMINING THE CLOSEST MONOCLI IC ELASTICITY TENSOR 
neighbourhood of the closest-TI direction is found as 
min (d(XTCX, ..cmono)) = 10.186, 
XES0(3) 
(3.7) 
where the minimum is attained for the orthogonal transformation A with Euler angles 
¢ = 61.50° 'lj; = 172.207° + goo. Recall from Equation 2.2g that the relation between 
the Euler angles of the rotation matrix and· the new z-axis of the elasticity tensor is 
that their 'lj; values have goo difference. Thus, the direction of the. one of the local 
minimum distance to monoclinic is achieved along the vector 
_ ( . 61.50n 172.207n . 61.50n . 172.207n 61.50n) 
vl - sm 180 cos 180 sm 180 sm 180 ' cos 1 0 . (3.8) 
The other search for the minimum distance to the monoclinic symmetry around 
the equatorial plane gives the minimum as 
min (d(XTCX, ..cmono)) = 8.286, 
XES0(3) 
(3 .9) 
where the minimum is achieved for the orthogonal transformation B eith Euler angles 
¢ = 83.81 o, 't/J = -g4.53° + goo. Thus, the direction that gives the minimum is achieved 
along the vector 
( 
. 83.817r -g4.53n . 83.817r . -g4.53n 83.817r) 
v 2 = sm 180 
cos 
1 0 
, sm ~ sm 
180 
, cos 180 . 
(3.10) 
Hence the closest-monoclinic tensor to C is achieved along v 2 direction since 
rl(BTCB, ..cmono) < rl(}FCA, ..cmono). In other words, the normal of the symmetry 
plane of the clo est monoclinic tensor is v 2 . To find the parameters of the closest 
monoclinic tensor. first, we express C in the coordinate system where its z-axis is 
along v2 , namely we find BTCB. Then, we apply Equation 2.g to BTCB and get 
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88.41 37.01 32.40 0 0 5.99 
37.01 99.45 33.31 0 0 6.64 
(BTCB)mono = 32.40 33.31 108.09 0 0 -0.60 (3.11) 
0 0 0 68.12 7.14 0 
0 0 0 7.14 58.18 0 
5.99 6:64 -0.60 0 0 54. 16 
which is the closest-monoclinic tensor to C. 
The closest-monoclinic tensor to C, which is ev1;1.luated in a particular coordinate 
system, is unique for any rotation of C around its z-axis. ·However, the projected 
C's do not have the same entities. In other words, they are represented in different 
coordinate systems but it is the same tensor. More precisely, 
(3.12) 
where the rotation axis of X is e3 , but there exist Y E S0(3) such that 
(3.13) 
Thus, Equation 3.13 shows that cmono and (xrcx)mon.o are the same tensors but 
expressed in a different coordinate system. To see that Equation 3.13 holds, take 
y = X and use Equation 2.4 to get the expressions of (.XTC.X)mono and cmono. 
Hence, Equation 3.13 implies t hat although the parameters of 3.11 may change if 
one uses a different t ransformation than B , it is the same tensor once the orientation 
of the symmetry plane is fixed . 
Note that the z-axis of the closest-TI tensor, which is 
(sin 62·:n1r cos 171.5711" sin 62·3111" sin 171.5711" cos 62·31 11" ) is not aligned with v but is as 180 180 ) 180 180 ' 180 1 ' 
close as 2°. This is expected since the minimum direction to monoclinic symmetry 
measures how far t hat direction is away from being a normal of a symmetry plane, 
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' 
whereas the minimum direction to TI symmetry measures its distance to infinite-fold 
rotation axis. 
3.3 Determining the Closest Orthotropic Elastic-
ity Tensor 
In this section , we consider the probl m of clos ness to orthotropic symmetry class. 
Recall that the distance function can be plotted for only TI and monoclinic sym-
metries. This is the case because the space of TI-and monoclinic- lasticity tensors, 
namely £ T I and £ mono , are invariant under the rotations around e3-axis which is 
proved in Theorem 1. However, the invariance of the space of orihotropic elasticity 
tensors, namely c ortho, under all rotations around e3 -axis docs not hold . Thus, in 
order to find the closest orthotropi elasticity tensor among all coordinate systems, we 
need a different approach. This approach is based on the equality of the orthotropic-
distance function to the half of th sum of thr e monoclinic-distance functions for the 
direction that ar mutually perpendicular to each other. 
First, we introduce the closest orthotropic tensor, nam ly cm·tho which is evaluated 
in its natural coordinate system, to a given elasticity tensor C: . Let C be any elasticity 
tensor, 
Cu 12 13 C14 C1s C16 
c12 c22 C23 C24 C2s c26 
C= cl3 23 C33 c34 C3s c36 (3.14) 
C14 C24 C34 c44 C4s c46 
C\s C2s G'3s c4s Css Cs6 
cl6 C26 G'36 c46 Cs6 c66 
Then, the closest orthotropic elasticity tensor can be found in the coordinate 
system e1 , e 2 , e3 by projecting C onto c ortho_ The projection function which is 
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defined in Equation 2.4, is 
(3.15) 
since 
where Me1 is the reflection around th plane whose normal is ei for i E {1 , 2, 3}. 
Hence. cortho can be found as 
Cu C12 13 0 0 0 
c12 c22 23 0 0 0 
c01·tho = C13 C23 c33 0 0 0 (3.16) 
0 0 0 c44 0 0 
0 0 0 0 Css 0 
0 0 0 0 0 (/66 
as it is stated in [33]. It is easy to see that cortho. expr ssed in Equation 3.15, is 
orthotropic since 
ii~corthoM01 if~ (~(C+Af~CMe1 +!IIJ~CMe2 +M~ '11/Jes)) !l-fe1 
1 -r - -r -:r , - - -r -;r , - -
= 4(Me1 CMe1 I llfe1 !1fe1 Cllfe1 Me1 +M0 1 llfe./-' Me2fl1e1 
+ !1/J~ if~ C flfe3 flfe1 ) 
1 -r ,- , - T - - T> -4(!1fe
1
CMe1 I C -f (-llfe3 } C(- llfc3 ) -f (-Me2) C(-Me2)) 
since lllfeJ'~1a1 = r, Nie2 111e1 = -JIIfos and Me3 Me1 = -li/Jc2 
1 -r - , - r - - r , -
= 4(JI/e1 C!l/e1 -f I !lfe3 C!Ifes + !If 2 C!Ife2) 
= cortho. (3.17) 
Equation 3.17 can be shown for t he oth r symmetry elements of G0 '·tho, namely for 
Me2 and Mes. Thus, cortho is orthotropic which is also prov d by Gazis t al. [23]. 
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In order to find the distance of a given C to the space of orthotropic elasticity 
tensors represented in its natural coordinate system, one applies Equation 2.13 to get 
(3.18) 
If one wants to find the orientation of the closest orthotropic tensor among all coordi-
nate sy tems, then the distance function should be used which is defined in Definition 
4. Applying the definition for the orthotropic symmetry, we get 
(3.19) 
Note that the orientations of the coordinate axes matter for evaluating the projected 
tensor (xrcx)ortho. More precisely, in orthotropic symmetry, unlike TI and mono-
clinic symmetry, one axis does not give a unique value for the distance function. The 
rotation of th elasticity tensor around its z-axis gives different values for the distance 
function , i.e. Theorem 1 does not hold for orthotropic symmetry. Thus, X is in the 
form of Equation 1.14, namely X = Z1 Z2 Z3 . Note that Z3 , which is a function of 
0 expressed in Equation 1.13, cannot be simplified from Equation 3.19. Hence, one 
cannot plot the distance function to orthotropic symmetry since its plot is a surface 
in 4D space, namely three independent variables for expressing the coordinate system 
and one dependent variable for the value of the distance function . Because we can-
not plot the orthotropic-distance function , the minimization of th distance function 
among all coordinate systems cannot be achieved in the same way as it is done for TI 
and monoclinic symmetries.' Generally, a computer program cannot find the absolute 
minimum of a highly nonlinear function with several variables. 
In order to solve this nonlinear minimization problem and to find the orienta-
tion of the closest orthotropic tensor among all coordinate systems, we make usc of 
the monoclinic plot of the elasticity tensor. We already stated that extrema of the 
monoclinic-distance function show how close a part icular direction is to being a nor-
mal of a symmetry plane. This may suggest that for finding the orientation of the 
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closest orthotropic tensor, one should restrict the search around the three almost per-
pendicular extrema if t hey exist. If the three almost perpendicular directions do not 
exist in t he monoclinic plot t hen it can be done around any of the extrema. However, 
such a case may imply that the tensor under consideration is not close to orthotropic 
symmetry. 
Before giving examples on finding the orientation of t he closest orthotropic tensor, 
we state a theorem which gives a relation between the monoclinic- and orthotropic-
dist ancc functions. 
Theorem 7 Let C be an elasticity tensor. Let R%,e2 E S0(3) and R%,e1 E S0(3) 
denote the rotation matrices that are around e 2 an d e1 by 90°, respectively. Then the 
following equation holds: 
d(C c ortho) = ~ (d(C c mono) + d(R! c RJ!. c mono) + d(R! c RJ!. c mono)). 
' 2 ' 2 ,e 2 2 ,e 2 ' 2 ,el 2 ,e l ' 
(3.20) 
Explicit expressions of R%,e2 and R~,e1 are as follows: 
0 0 1 
RJ!.e = 2 ' 2 0 1 0 
-1 0 0 
1 0 0 
R!!.e = 2 ' 1 0 0 1 
0 - 1 0 
PROOF. To calculate the left-hand side of Equation 3.20, we substitute Equation 
3.15 into Equation 3.18 and obtain 
(3.21) 
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Simplifying Expression 3.21 , we get 
as 
Similarly, each of the terms in the right-hand side of Equation 3.20 can be written 
d(C, .cmono) = IIC-Cmonoll2 
= IIC- ~(C + i1.;:cJife8 ) 112 
II~(C- A1.;: c Aifes)W (3.23) 
and 
d(R~ ,e2 C R'i ,e2 , .cmono) IIR~,e2 C R'i ,e2 - ( R~ ,e2 C R'i ,e2 )mono ll2 
-y , - 1 -y , - - T -y , - - 2 IIR~e C R~e2 - -2 (R~e C R~e2 + Me (R~e~ C R~e2 )Me3 )l l 2 ' 2 2' 2 ' 2 2 ' 8 2 : • 2 ' 
- -y - 1 -y - - T -y -
= IIR~ e2 (R~ e CR~ e2 - - (R~ e CR~ e2 + Me8 (R~ e CR~ e2 ) 2 ' 2 ' 2 2' 2 2 : 2 2 ' 2 ' 2 2 ' 
- -y 2 
+ Mes) )R'i,e2 ll 
since rotating a tensor does not change the value of the norm, 
- -y - -y 1 - -y - -y 
= IIR~ e~R~ e,CR~ e2 R~ e - - (R~ e·R~ e2CR~ e·R~ e 2 2 1 .. 2 : • 2 ' 2 ' 2 2 2 ' · 2 ' 2 ' · 2 ' 
+R'i ,e2 if.;: (R~ ,e2 C R !j ,e2 )Mes R~ ,e2 ) 11 2 
1 - - T -y T - - -y 2 
= IIC - - (C + (R~ e2 Me R~ e ) C(R~ e2 A1e8 R~ e. )) II 2 2 ' s 2 ' 2 2 ' 2 ' . 
IIC- ~(C + AiZ:CAfe2 )ll2 
. - - - y -
smcc R~ e 2 Nfe8 R~ e = Afe2 , 2 ' 2 ' 2 
= J J~(C- A1JZ:CAfe2 )JI 2 (3.24) 
Similarly, one can show that 
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Now, we evaluate the norms of the matrices appearing in Equations 3.23, 3.24 and 
3.25. Rotating the coordinate system of C by fi/Jea, we get the following equality 
Cu c 12 C13 -Cl4 -C1s C 16 
c 12 c22 C23 -C24 -C2s C26 
-r , - C13 C23 C33 -C34 -C3s c:36 (3.25) fl!{es C fifes = 
-C14 -C24 -C34 c44 c4s -C46 
-C1s -C2s -CJ, c4, c"'"' -C56 
C16 C26 c36 -C46 -Cs6 c6s 
where C is the matrix expressed in Equation 3.14. Note that a negative sign is 
introduced for t he entries of flfJs C fifes, which has an odd number of 3's in t heir 
fourth-rank tensor notat ion. For example, the entity C:14 = c112~ is multiplied with 
-1 when fl/fea acts on C . Then, ~(C -llfJsCfllfes) can be written as 
0 0 0 C14 C1s 0 
0 0 0 c24 C2s 0 
1 ' - T - 0 0 0 c34 C3s 0 2(C- j\;JesCMes) = (3.26) 
C14 C24 c34 0 0 c46 
C1s C2r, C:ls 0 0 Css 
0 0 0 c46 Cs6 0 
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Similarly, the other matrices can be found as 
0 0 0 C14 0 c l6 
0 0 0 C24 0 C26 
~(C- iiF C J\1 ) 0 0 0 c34 0 c36 (3.27) 
2 e2 e2 C14 c24 c34 0 c4s 0 
0 0 0 c45 0 Cs6 
c l6 C26 c36 0 Cs6 0 
0 0 0 0 C1s C16 
0 0 0 0 C2s C26 
1 - T - 0 0 0 0 c35 c36 
2 (C - Me1 C MeJ (3.28) 
0 0 0 0 c4, c46 
C15 C2s c3!'i c4!i 0 0 
c l6 026 c36 c46 0 0 
The matrix appearing in Equation 3.22, namely 
3 1 - r - - r - -r -
4C- 4(Me1 C Me1 + Me2 CMe2 + Me8 CMe8 ), 
can be evaluated by summing Equations 3.26, 3.27, 3.28 and then dividing the sum 
by 2 as 
0 0 0 C14 C15 cl6 
0 0 0 C24 C2s C26 
0 0 0 c34 c3s c36 (3.29) 
C14 C24 c34 0 C4s c46 
C1s C25 c 35 C45 0 Cs6 
.016 C26 c36 c 46 c56 0 
Then, the square of its norm, namely d( C, c ortho) , is equal to 
2(C?4 + c ?s + c ;6 + C~4 + C~5 + C~6 + C:~4 +Cis + Ci6 + C%5 + C%6 + c;6). (3.30) 
) 
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The sum of the square of the norms appearing in the right-hand side of Equation 3.20 
can be achieved by summing the square of the norms of the matri es in Equations 
3.2 , 3.27, 3.26 and we get 
= 4(C'2 c2 C'2 C'2 .2 + C'2 + C2 + .2 + c•2 14 + 15 + 16 + 24 + 25 26 34 35 36 (3.31 ) 
+C.:15 + C16 + c;6). 
Note that th above expres ion, which is 
is twice th expression d( C, £_ortho) expressed in Equation 3.30. Hence, Equation 3.20 
holds. • 
Theorem 7 enables us to determine the orientation of the closest orthotropic tensor 
from the plot of a monoclinic-distance function. To determine the distance of C to 
orthotropic symmetry class for any orientation of the coordinate system, one should 
sum three monoclinic-distance functions directed along the axes of th coordinate 
system and divide the sum by two. 
ow we introduce a field data example where the medium 's elasti ity t nsor 
is evaluated by inverting the pha e velocities and polarizations for some directions 
which are not necessarily aligned with symmetry axes or planes. The evaluation of 
the elasticit tensor is explained in [18]. · 
The elasticity tensor in [18] is inverted from a multiazimuth, multicomponent VSP 
data set acquired in Vacuum field , New Mexico. There was no a priori assumption 
about the symmetry of the medium when the geophy ical data was inverted to find 
the elasticity matrix C. The elasticity matrix in [18] is r pre ented in th following 
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Figure 3.8: The plot of the distance function d(XTCX, .cmono) for C expressed in 
Equation 3.32. There is no apparent symmetry observed from the plot.· This sug-
gests that C is generally anisotropic. However, three minimum extrema near to the 
coordinate axes may imply that C is close to the orthotropic symmetry since those 
extrema are mutually perpendicular. 
equation: 
7.82 3.45 2.57 0.19 0.08 0.17 
3.45 8.13 2.36 0.11 0.10 0.24 
2.57 2.36 7.09 -0.13 0.40 0.23 
C= (3.32) 
0.19 0.11 - 0.13 3.33 -0.15 0.21 
0.08 0.10 0.40 -0.15 4.13 -0.30 
0.17 0.24 0.23 0.21 -0.30 4.85 
The plot of the monoclinic-distance function of the generally anisotropic elasticity 
tensor C is shown in Figures 3.8, 3.9, 3.10, 3.11. 
From the plot of the monoclinic-distance function of C, one can determine the 
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Figure 3.9: The plot of the distance function d(XTC X , .cmono) for C in Equation 3.32 
viewed from the z-axis, where it is close to a minimum extremum. No symmetry can 
be observed from this point of view. 
exact locations of the three minima of the funct ion which are shown in Figure 3.8 as: 
( 
. 4.927!' 192.3271' . 4.9271' . 192.3271' 4.927!') 
v 3 sm 1:80 cos 180 , sm 1:80 sm 180 , cos 180 , 
( 
.· 87.5871' 56.3571' . 87.587!' . 56.3571' 87.587!') 
v 2 sm 180 
cos 180 , sm ~ sm 180 , cos 180 , 
( 
. 87.8371' -10.0771' . 87.8371' . - 10.077!' 87.837!') 
v 1 = sm 180 cos 180 , sm ~ sm 180 , cos 180 , 
where v 3 , v 2 and v 1 are the directions of the minima that are close to e3-, e 2- and 
e1-axis, respectively. Note that the angle between v 3 and v 1 is 92.38°, v3 and v2 is 
91.12°, v 2 and v 1 is 66 .37°. The values of the monoclinic distance function in tho e 
directions are 
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Figure 3.10: The plot of the distance function d(Xrcx ,£mono) for C in Equation 
3.32 viewed from they-axis, where it is close to a minimum extremum. No symmetry 
can be observed but some correlations among the colors and among the shapes of the 
contours can be seen with respect to the equatorial plane. 
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Figure 3.11 : The plot of the distance function d(XTC.X , .c;nono) for C in Equation 
3.32 viewed from the x-axis, where it is close to a minimum extrema. It is similar 
to y-axis view in terms of being symmetrical with respect t o the equatorial plan 
However , the extremum is closer to the x-axis when compared with they-axis. 
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d(X[CX3 , cmono) = 0.281 , where X 3 E S0(3) and X3(e3) = v3 
d(XJCX2 ,cmono) 0.453, where X 2 E S0(3) and X2 (e3 ) = v2 
d(X[CX1 , cm.ono ) 0.353, where X 1 E S0(3) and X1(e3 ) = v 1 . 
In order to find the orientation of the coordinate system of the closest orthotropic 
elasticity tensor, we can usc Theorem 7. The theorem implies that the orientation of 
the closest orthotropic tensor is determined by the orientation of the three mutually 
perpendicular directions which gives the minimum value for the sum of their mon-
oclinic distance functions. Thus, one should search for the minimum around v 3 , v 2 
and v1 directions because those are the three minima of the function. To solve this 
optimization problem, we are restricting the search of coordinate systems in the 20° 
neighbourhood of v 3 , v2 and v 1 . Note that specifying two axes determines the other 
axis of the coordinate system. Figure 3.8 suggests that the minimum can be achieved 
whenever one of the axis of the coordinate system is aligned with v 3 since the remain-
ing two directions will be in the equatorial plane region whose distance to monoclinic 
is close to zero. However, the choice of x-axis should be made after finding the values 
along the equatorial plane. The first directions to be searched are along v 1 and v 2 
vectors. However, if there are not many extrema along t he equatorial plane then on 
can make the search all over the plane. In this particular example, we show all the 
cases for the restriction of the search where x-axis will be in the neighbourhood of v1 
vector, v 2 vector and also in all directions in the equatoria:l plane. 
The orthogonal transformation that maps e1 and e 3 to the 20° neighbourhood of 
v 1 and v 3 , respectively, is given by 
A 
cos'lj;cos O- sin 'lj;coscf>sinO - cos'lj;sinO- sin 'lj;coscf>cosO 
sin 'lj; cos e + cos 'lj; cos 4> sin (J - sin 'lj; sin (J + co 'lj; cos 4> cos e 
sin 4> sine sin 4> cos e 
sin 'lj;sin cf> 1 
-cos 'lj; sin 4> (3.33) 
cos cf>. 
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where 
¢ E [ 1; 0 ( 4.9235 - 20) , 1; 0 ( 4.9235 + 20)] , 
VJ E [ 1;0 (192.318 - 20 + 90) , 1; 0 (192.318 + 20 + 90)] ' 
(} E [ 1; 0 (68.07- 20) , 1; 0 (68.07 + 20)]. 
Recall t hat the relation between the Euler angle 7/; of a rotation matrix and the vector 
that the matrix maps e3 to new z-axis is given in Equation 2.29. Thus, we present 
7/; in the form of +90° to make its geometrical location clear. The minimum distance 
of C, in the above neighbourhood of the Euler angles, to t he orthotropic symmetry 
is found as 
min (d(xrcx, ,cortho)) = 0.600933, 
XES0(3) 
(3.34) 
where the minimum distance is achieved for the transformation B. Euler angles of B 
Similarly, the orthogonal transformation that maps e 2 and e 3 to the 20° neigh-
bourhood of v 2 and v 3 , respectively, is Equation 3.33 but the restrictions are changed 
as 
¢ E [ 1; 0 (4.9235 - 20), 1; 0 (4.9235 + 20)] , 
't/J E [ 1; 0 (192.318- 20 + 90), 1; 0 (192.318 20 + 90)] , 
0 E [ 1; 0 (134.07- 20), 1; 0 (134.07 + 20)] . 
Note that the only parameter that has changed is (} since v 3 remains the same but the 
search is now restricted near the v 2 direction instead of v 1 . Th minimum distance 
of C , in the 20° neighbourhood of v 2 and v 3 , to the orthotropic symmetry is found 
as 
min (d(jFCA, ,cortho)) = 0.600920, 
X ES0(3) 
(3.35) 
where the minimum distance is achieved for the transformation A. Euler angles of A 
are¢ = 3.57°, 7/; = 203.54° + 90° and(} = 137.23°. 
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Lastly, we restrict the search for the minimum along the equatorial plane and v3 . 
Then the restrictions become 
¢ E [
1
;
0
(4.9235- 20), 
1
;
0
(4.9235 + 20)] , 
4J E [
1
;
0
(192.318 - 20 + 90), 
1
;
0
(192.318 + 20 + 90)] , 
() E [0, 27r]. 
Note that () ranges from 0 .. 21r since it covers the equatorial plane. Since there arc not 
many extrema along the plane, Maple gives the minimum as 
min (d( iFCA, ,eortho)) = 0.600920, 
X ES0(3) 
(3.36) 
where the minimum distance is achieved for the transformation 11. Euler angles of A 
are ¢= 3.57°, 't/J = 203.54° +goo and() = 137.23°. 
As expected the minimum is achieved near one of those vectors, which is v2 in this 
example. Hence, the orientation of the coordinate system of the closest orthotropic 
elasticity tensor to C is 
I ( • 3.577T 203.547r . 3.577T . 203.547r 3.577T) 
e3 s11118() cos 180 , s11118() s111 180 , cos 18() , 
( 
. 92.627T 160.711T . 92.621r . 160.711T 92.627r) e~ s111 180 cos 180 , s111 ~ s111 180 , cos~ , 
( 
. 87.577T 70.857r . 87.577T . 70.857r 87.577T) e~ s111 180 cos~~ sm ~ sm 180 , cos~ . 
Thus, z-axis of the closest orthotropic elasticity tensor has only changed 3.57° 
from its original orientation. And t he x-axis is close to the extremum which is near 
the e2-axis that can be seen from Figure 3.10. Note that the extremum near e2-axis 
is located 56.35° from e 1-axis, whereas the orientation of the x-axis of the closest 
orthotropic tensor is 70.85° from eraxis. 
To find the closest orthotropic tensor in its nat ural coordinate system, first one 
rotates t he elasticity tensor by A and get ATcA, then finds (ATcfi) o'· tho by using 
Equation 3.16. We obtain 
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8.38 3.36 2.49 0 0 0 
3.36 7.77 2.43 0 0 0 
(ArCA)ortho = 2.49 2.43 7.08 0 0 0 (3.37) 
0 0 0 4.16 0 0 
0 0 0 0 3.30 0 
0 0 0 0 0 4.66 
Note that although the orientat ion of (iF C A)ortho is tilted with respect to the 
orientation of C , its z- , y- and x-axis is considered to be { e1 , e2 , e3 }. In this way, we 
can express cort.h.o in its natural coordinate system. However, to express (fi'TC A)0 '·tho 
in the coordinate system where C is expressed in, then it should be rotated back to 
its original coordinate system, namely one gets A(ATCA)ortho iF . 
3.4 Determining the Closest Tetragonal Elasticity 
Tensor 
In this section, we consider the problem of closeness to the tetragonal symmetry class 
for a given elasticity tensor. The approach presented in this section is very similar 
to finding the closest orthotropic elasticity tensor which is presented in the previous 
section. However, we will not introduce a theorem which relates the tetragonal-
distance function to the sum of monoclinic-distance functions for some direct ions 
as we did in Theorem 7. The equality between those distance functions does not 
hold for tetragonal symmetry because the symmetry group of tetragonal docs not 
only consist of mirror planes but also it contains a four-fold rotation . Recall that 
monoclinic-distance function can be used for determining the normal directions of 
mirror plane of a medium. Nevertheless, the location of extrema of t he tetragonal-
distance function and the sum of monoclinic-distance functions for some particular 
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directions give values that arc either equal or close to each other. These particular 
directions are aligned with the normals of the mirror planes that exist in a tetragonal 
medium. More precisely, there are four mirror planes which are lies in a plane that 
are 45° apart and another mirror plane along the normal of that plane. It seems that 
although the functions are different, the roots of their first-partial derivatives have 
some relationship since their extrema are close. This result may be expected since 
existence of mirror planes, whose normals are 45° apart lying in a plane, implies a 
four-fold rotation around the normal of that plane. 
Before int roducing an example of finding the closest-tetragonal elasticity tensor, 
we will formulate the tetragonal-distance function. In order to do that, firstly, we 
determine th projection of any elasticity tensor onto the spa e of tetragonal-elasticity 
t nsors, namely onto c tetra_ The projection function, which is defined in Equation 
2.4, is 
ctetra 
(3.38) 
since 
where R~ . R-~ arc clockwise and counter-clockwise rotations around e3-axis by 1!:2 2 ' 2 
rad.ians, respectively. ote that we only consider eight elements of cretra to find 
tet1·a. This is because of C being an even-rank tensor. More precisely, when an 
orthogonal t ransformation acts on an even-rank tensor, then it has the same eff ct as 
the negative of t hat orthogonal t ransformation has. Formally stating: 
gTCg = ( -g)TC ( -g) , for any g E 0 (3) 
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The form of ctetra can be found by using Equation 3.38 as 
~(Cu + Czz) c12 t(Cl3 + Cz3) 0 0 0 
cl2 HCu + Czz) t(C13 + Cz3) 0 0 0 
ctet-ra = cl3 C23 C33 0 0 0 
0 0 0 ~(C44 + Css) 0 0 
0 0 0 0 ~(C44 + C55) 0 
0 0 0 0 0 c 66 
(3.39) 
In order to find the distance of a given C to the space of tetragonal-elasticity 
tensors represented in their natural coordinate systems, one applies Equation 2.13 to 
get 
(3 .40) 
If one wants to find the orientation of the closest tetragonal tensor among all coordi-
nate systems then the distance function, which is defined in Definition 4, should be 
used. Applying the definition for the tetragonal symmetry we get 
(3.4.1) 
Note that the projected tensor, namely (x rcx)tetra, depends on the orientations of 
the coordinate axes. More precisely, as the coordinate system changes so docs the 
tensor (.XTc.X)tetra , which is also the case in orthotropic symmetry. 
Consider the following elasticity tensor 
17 1 -16 0 0 2J2 
1 17 6 0 0 -2J2 
-16 6 31 0 0 3J2 
c = (3.42) 
0 0 0 10 0 0 
0 0 0 0 10 0 
2J2 -2J2 3J2 0 0 16 
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Elasticity tensor C is chosen in such a way that it allows more symmetric wavefronts 
than its symmetry class. The form of C implies that it has a monoclinic symmetry 
class whereas its wavefronts hav a four-fold rotational symm try around e3 -axis. 
The param ters of elasticity tensor in Equation 3.42 satisfy the following relations: 
' c22 (3 .43) ]] 
C13 -C23- c44 
26 -CJ6 
c45 = 0. 
The above relationships must be satisfied for a monoclinic elasticity tensor that allows 
the pa age of more symmetric wavefronts as is stated in [7]. Then, it is proved in 
[7] that the symmetries of the wavefronts are R:!fx and fifes , where the latter is the 
element of th monoclinic-symmetry group. The higher symmetry of wavefronts can 
be viewed as an example of Curie's Principle which states that r suits are at 1 ast 
as symmetric as the causes. Below, we use the method develop d in this thesis, 
to examine the case for which the material symmetry is lower thaD the wavefront 
symmetry. 
The plot of monoclinic-distance function of C is shown in Figures 3.12, 3.13, 3.14, 
3.15. 
It can be shown that C is monoclinic since the monoclinic-distance function along 
e3 vanishes. We formally write this as 
d(C, [.mono)= 0. 
Moreover , the medium is not more symmetric than monoclinic since the distance func-
tion along the other two extrema near e1-axis and eraxis does not vanish. Searching 
for t h minimum around the 20° neighbourhood of e 1-axi giv s 
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Figure 3.12: The plot of the distance fun ction d(X rcx, c mono) for C expressed in 
Equation 3.42. This view suggests that there is a direction near y-axis that can be 
close to being a four-fold rotation axis. This is also supported by the xistence of 45° 
apart minima which lie in the plane almost perpendicular to y-axis. 
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Figure 3.13: The plot of the distance function d(Xrcx, _cmono) for expressed 
in Equation 3.42 viewed from y-axis, where it is clos to a minimum extremum. 
This vi w se ms clos to having a four-fold rotational symmetry. Thus, the clos st 
tetragonal tensor should be sear h d around this direction. 
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Figure 3.14: The plot of the distance function rl(Xrcx ,cmono) for expressed in 
Equation 3.42 viewed from a direction perpendicular to the rotation axis of the clo est 
tetragonal t nsor. The angles betwe n minima are around 45° apart which is expect d 
in tetragonal ymmetry. 
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Figure 3.15: The plot of th distance function d(Xrc x , c mono) for ' expressed in 
Equation 3.42 viewed from a dire tion p rpendicular to the rotation axis of the clo est 
tetragonal tensor. These minima ar al o oriented 45° apart. 
min (d(xrcx , c mono)) = 22.07, 
X ES0(3} 
where the restriction for Euler angles of X are 
¢ E [ 1; 0 (90 - 20), 1; 0(90 + 20)] , 
1/J E [ 1; 0 (0 - 20 + 90), 1; 0 (0 + 20 + 90)]. 
Then, Euler angles that the minimum value is achieved for d(Xrcx, ~mono) arc 
¢ = 90.00°, 1 = -9.33° + goo. Hen c, the minimum distan c to mono linic symmetry 
is achieved along the vector 
( 
- 9.33rr . - 9.33rr ) 
v 1 = cos 1 0 
, sm 
180 
, 0 . (3.44) 
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The minimum around e 2 -axis is 
min (d(1FCiL £ mono)) = 22.07, 
X ES0(3) 
where the restriction fot Euler angles of X are 
¢ E [
1
; 0 (gO - 20) , 1; 0 (go + 20)] , 
'1/J E [
1
;
0
(go - 20 +go), 
1
;
0
(gO + 20 + go)] . 
Then , Euler angles that give t he minimum value for d(xrcx, ,emono ) are ¢ = 
go.ooo, 'lj; = 80.67° + goo. Hence, t he minimum distance to monoclinic symmetry 
is achieved along t he vector 
( 
80.6711" 80.6711" ) 
v 2 = cos 180 
, sin 
180 
, 0 (3 .4.5) 
Now, we find t he orientation of other local extrema that are between er and 
e3-axis and appear as a green region in the figures. Thus , the restrictions for Euler 
angles around one of those regions are 
¢ E [ 1; 0 (45- 20) , 1; 0 (45 + 20)] , 
't/J E [
1
; 0 (-10 -20 + g0), 1; 0 (-10 + 20+go)] . 
Then the minimum for d(xrcx, £_mono) is 
min (d(xrcx , c_mono)) = 172.56, 
X ES0(3) 
where it is attained for Euler angles ¢ = 44.82°, 'lj; = -3.46° + goo. Hence, the 
minimum distance to monoclinic symmetry is achieved along the vector 
- ( ' -3.461!" . 4.4.8211" . - 3.4611" . 44.8211" 44.8211" ) 
v3 - cos 180 sm 180 , sm 180 sm 180 'cos 180 . (3.46) 
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For the other green region the minimum for d(.XTc .X, _cmono) is 
min (d(XTC.X, _cmono)) = 172.56, 
XES0(3} 
which is achieved along the vector 
- ( 176.547T . 44.827T . 176.547T . 44.827T 44.827T) 
v4 - cos 180 sm 180 , sm 180 sm 180 ' cos 180 . . (3.47) 
Hence, we see that the directions of four extrema, namely e3 , v 1 , v3 , v4 that are 
almost perpendicular to v2, but they do not lie in the same plane. This may also be 
observed from Figure 3.15. 
The plot of d( 1iF C A, _cmono) suggests that the coordinate system of the closest 
tetragonal elasticity tensor to C may be around { - v 1 , e3 , v2} or {v4 , v3 , v2}, where 
in either case v2 should be the z-axis of ctet.-a. Note that the minus sign is put in front 
of v 1 to make the coordinate system right-handed. Thus, we search for the minimum 
around those coordinate systems. For doing a search around 20° neighbourhood of 
the coordinate system { -v~> e3 , v2}, the restrictions for Euler angles arc 
¢ E [1; 0 (90-20) , 1; 0 (90+20)] , 
V; E [ 1; 0 (80- 20 + 90), 1; 0 (80 + 20 + 90)] , 
e E [ 1; 0 (o - 2o) , 1; 0 (o + 2o)] . 
Then, the minimum for d(xrcx, _ctet•·a) can be found as 
min (d(xrc x , _ctetra )) = 187.70. 
X ES0(3} 
This minimum is achieved for Euler angles ¢ = goo, 'ljJ = 173.11 o and B = oo. Hence, 
the coordinate axes of the closest tetragonal tensor around thi neigbourhood are 
x - axi (cos 17~~~17T , sin 17~~~17T , 0) , 
y-ax1. (0, 0, 1) , 
z - a.rcis ( 
83.117T 83.117T ) 
cos 180 , sin 18()• 0 . (3.48) 
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Note that the z-axis of the closest tetragonal elasticity tensor to C is not aligned with 
. v2 but is as close as 2o. 
The search around t he coordinate system { v 4 , v 3 , v 2 } gives the minimum for 
d(C,ctet>·a) as 
min (d(xrcx, ctetra)) = 187.70. 
X ESO(:l) 
The coordinate axes of the closest tetragonal tensor in the neighbourhood of { v 4 , v 3 , v 2 } 
are 
x- axts ( 
173.1ln 45n 173.11n 45n 45n ) 
cos 180 sin 180 ' sin 180 sin 180 , cos 180 ' 
y- axis ( 
-6.89n . 45n . -6.89n . 45n 45n ) 
= cos 180 sm 180' sm 180 sm 180 ' cos 180 ' 
z - ax·is ( 
83.11n . 83.11n o) 
COS 180 ' Sll1 180 ' . · (3.49) 
Note that the minimum values for the search around the two coordinate systems 
are equal. This is because the coordinate systems, expressed in Equations 3.48 and · 
3.49, of the closest tetragonal tensor are 45° apart. 
It can be shown that the value of the tetragonal-distance function of C is equal to 
the value of the function of the tensor rotated 45° around its z-axis. More precisely, 
where R!!. is a 45° rotation around z-axis. 
4 
Now, we compare the distance function d(C, £_tetra ) with the sum of monoclinic-
distance function s. In order to do that we repeat the same searches for the minimum 
of the sum of monoclinic-distance functions that we did for d( C, c tet,·a). The sum of 
monoclinic-distance functions is denoted by 6. in the following equation: 
d(R-T CR- r mono ) + d(R-T CR- r mono) + t ,(1,1,0) t ,(l.l,O), '- t ,(- 1,1,0) t ,(-1.1,0)> '- ' 
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where 90(l ,J,o) and 90(- 1,1,o) arc 90° rotations that transform e 3 to (1 , 1, 0) and e3 to 
( -1, 1. 0) , respe tively. 
Making a earch for the rninimum of 6. around the coordinate sy t m { -v1 , e 3 v2 } 
gives the clo est coordinate system as 
x- axis ( 
112.211r . 112.211r o) 
cos 180 ' sm 180 ' ' 
y- a.'l:i. (0, 0, 1) , 
Z- aX1S ( 
. 82.217T . 82.217T o) 
cos 1 0 .sm~, . 
The value of 6. function for this coordinate ystcm is 399.65. 
Similarly, the search around {v4 . v 3 • v 2 } gives the coordinate system for the min-
imum as 
x- a:r·is ( 
172.217T 4511' 172.217T 457r 457r) 
cos 180 sin 180 , sin 180 sin 180 ' cos 180 , 
y- rtXIS ( 
- 7. 79n 45n -7. 7911' 457r 45n) 
cos 180 sin 180 , sin 180 sin 180 ' cos 180 , 
z- n..ri ( 
s2.211r . 82.2111' o) 
cos 1 0 'sm 180 ' . 
The value of the minimum of 6. in this coordinate systems is 399.65, too. otc 
that the difference between the closest coordinate systems found by minimizing the 
functions d( C , _ctetm) and 6. is around 1 o. 
Now, w arch for the closest tetragonal tensor around a different orientation, 
namely around the coordinate systems whose z-axis is e 3 . Th n, the minimum of 
d( ', _ctetra) is found in the coordinat.e syst.em 
x- axis ( 
-22.49n . -22.49n o) 
cos 180 ' sm 180 ' 
y- axi = ( 67.4911' . 67.4911' o) COS 180 , Sll1 ~~ 
z- axis (0, 0, 1) . (3.50) 
The valu of the minimum is 520. 
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We obtain the minimum of 6. function also in the same coordinate system that 
is expressed in Equation 3.50. Recall that it was 1 o close in the previous example. 
These two examples may imply that there can be a relation among the roots of the 
first-partial derivatives of 6. and d( C, £ tetra) since their extr rna are clos nough. 
The plot of t he monoclinic-distance function has already suggested that the coor-
dinate system of the closest tetragonal elasticity tensor can be achieved around the 
coordinate system {-vl>e3 , v 2 }. Thus, it is expected that the value of d(C, £ tetra ) 
for the coordinate system expressed in Equation 3.48, which is 187.70, is smaller t han 
t he value for the coordinate system expressed in Equation 3.50, which is 520. 
To find the closest elasticity tensor to C , one should rotate the coordinate system 
to where the absolute minimum of the tetragonal-distance function is achieved. This 
corresponds to the coordinate system expressed in Equation 3.48. Then, we find the 
rotated Cas 
16.07 - 16.39 1.92 0 -2.50 0 
- 16.39 31.00 6.39 0 -0.42 0 
iFCA= 
1.92 6.39 16.07 0 2.50 0 
0 0 0 10 0 0 
-2.50 -0.42 2.50 0 17.84 0 
0 0 0 0 0 10 
where A E S0 (3) that transforms the coordinate system to the one that is express d 
in Equation 3.48. Now, the closest tetragonal elasticity tensor can be evaluated by· 
applying Formula 3.39. We obtain the closest tetragonal tensor as 
!(16.07 + 31) - 16.39 ! (1.92 + 6.39) 0 0 0 
- 16.39 !(16.07+ 31) ! (1.92 + 6.39) 0 0 0 
(rFCA )tetra = !(1.92 + 6.39) ~ (1.92 + 6.39) 16.07 0 
0 0 0 ! (10 + 17.84) 
() 0 
0 0 
0 0 0 0 ~ (10 + 17.84) 0 
0 0 0 0 0 10 
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3.5. DETERMINING THE CLOSEST TRIGONAL AND CUBIC ELASTICITY 
TENSORS 
Even though at the present t ime, the available criterion is provided by expressions 
3.43, the presented method appear to offer another criterion to distinguish between a 
generic form of a monoclinic tensor and a particular form that allows for propagation 
of tetragonal wavefronts. Further investigations of this topic are a subj ct of future 
work. 
In summary, the plot of the monoclinic-distance function can help to find the 
orientation of the closest tetragonal tensor. This is because of the relation between 
tetragonal-distance function and the sum of monoclinic distance functions along par-
t icular directions. Although we could not prove how close the extrema of the functions 
are, we see in the example that they are either equal or 1 o close to each other. Hence, 
by obs rving the plot of monoclinic-distance function of a tensor , one can decide 
where to search for the closest tetragonal tensor. 
3.5 Determining the Closest Trigonal and Cubic 
Elast icity Tensors 
In this section , we consider the problem of closeness to the trigonal ·ymmetry class 
for a given elasticity tensor. The approach presented in this section is very similar 
to finding the closest tetragonal elasticity tensor which is presented in the previous 
section. We will not introduce a theorem which relates the t rigonal-distance function 
to the sum of monoclinic-distance functions for some directions as we did in Theorem 
7. The equality between those distance functions does not hold for trigonal ymmetry 
because the symmetry group of trigonal does not only consist of mirror plan s but 
it also contains a three-fold rotation. Nevertheless, the location of extrema of th 
trigonal-distance function and the sum of monoclinic-distance functions , for directions 
which are 60° apart and lie in a plane, give either equal or close values to each other. 
Thus, it seems that alt hough the functions are different , the roots of t heir first-
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partial derivative have some relationship since extrema arc close. This result may 
be expected since existence of mirror planes whose normals arc 60° apart and lie in a 
plane implies a three-fold rotation around the normal of that plane. 
Now, we will formulate the trigonal-distance function. In order to do that, 
firstly, we determine the projection of any elasticity tensor onto th space of trigonal-
elasticity tensors, namely onto .ctrigo_ The projection function , which is defin d in 
Equation 2.4, takes the form of the following equation when it is applied for trigonal 
symmetry: 
1 -r , - -r -
= -(C + Me C llfel + M (co :!!: sin:!!:O)CM(cos :!!: sin:!!:O) 6 1 6 ' 6 ' 6 ' 6 ' 
- r , - -r - -r , -
+M( s .. . :!': O)CM(cos ~ sin :!!:o) + R:!!: R;r.+ R_:!!:CR_:!!:) , cos 6 ,stn 6 , 6 , 6 : 3 3 3 s (3 .51) 
since 
R~, R_~ arc clockwise and counter-clockwise rotations around e3 -axis, respectively 
and llf(cos i ,sin i ,o), JIJ(cos 5; ,sin ¥ ,o) are mirror planes whose normals are shown in their 
subscripts. 
In order to find the distance of a given C to the pace of trigonal- lasticity tensors 
represented in its natural coordinate systems, one applies Equation 2.13 tog t 
(3.52) 
If one wants to find the orientation of the closest trigonal tensor among all coordinat 
systems, then the distance function should be used which is defined in D finit ion 4. 
Applying the definition for the trigonal symmetry we get 
(3.53) 
Note that the projected tensor, namely (.XTc.X)trigo , depends on the orientations of 
the coordinate axes. More precisely, as the coordinate system changes so docs the 
tensor (XTC.X)trigo_ 
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In this section, we arc not going to consider a detailed example as was done for 
the tetragonal symmetry in the previous section. Instead, we introduce an elasticity 
tensor and its plot of monoclinic-distan e function. Then we briefly state if it is clos 
to the trigonal symmetry and which orientation is proper to choose to find the closest 
3.1 . In Figure 3.17 one an observe an almost thr e-fold symm try of the plot. 
Figure 3.1 shows some extrema which are approximately 60° apart and lie in a plane 
perpendicular to the rotation axis. These extrema imply that these directions arc 
close to being a normal of a mirror plane which is expected in a trigonal symmetry. 
Thus, the closest trigonal elasticity tensor should be searched around the coordinate 
sy tern whose z-axis is along the three-fold rotation axis. Then, :r-axis can be chosen 
in the plane perp ndicular to z-axi and along any of the dir tions in which an 
extrema take place. This is b cause the trigonal-distan e function take the arne 
valu in every 60°. 
In the plot of monoclinic-distance function of C , ther are many extr rna which 
can be seen in the figures . After observing the plot, one can sec that there arc 
several such triangular features. Then, one should make a search around all of these 
triangular features to find the orientation of the closest trigonal tensor. Two of those 
triangular features can be ob erved in Figure 3.19. Another triangle an be seen in 
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Figure 3.16: Th plot of mono linic-distance function of C expr ssed in Equation 
3.54. This is a general view that shows t he coordinate axes. There are many extrema 
in the plot suggesting that it may belong to a high symmetry class. 
Figure 3.20. In total, there ar four triangular features in on of th hemi pheres. 
Four of them can be observed in Figure 3.21. 
Now, we state the orientations and the value of the distances of ' to the trigonal 
symmetry class around t hese triangular features. Then, we can decide which of these 
orientations give the absolute minimum value to the trigonal class. Making a search 
around the triangular feature shown in Figure 3.17 gives the minimum for the trigonal-
distan e function as 
min d(XT X, £ Trigo) = 90.89, 
X ESO{:l) 
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Figure 3.17: Observe the almost three-fold symmetry in the figure. Note that in 
trigonal symmetry three-fold rotation axis i not a normal of a mirror plane. Thus, 
along th rotation axis which is in th middle of the triangular f ature, there is no 
local minimum close to zero. 
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Figure 3.18: This view of the plot is perpendicular to the rotation axis of the triangular 
feature shown in Figure 3.17. '\lllc sec two extrema, which arc around 60° apart, in 
the centeral region of the plot. This is also expected in trigonal symmetry and thus 
in a m dium clo e to the trigonal symmetry class. 
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where the minimum is achieved for the Euler angles: 
0 
7r 
35.36180 , 
7r 
159.15180' 
7r 
179.6180. 
For the searches around the two triangular features shown in Figure 3.19, the one in 
the left-hand side of the figure gives the minimum as 
min rl(X TCX , t:_Tdgo) = 136.72 XeSO~) . ' 
where the minimum is achieved for the Euler angles: 
¢ 7r 88.51180 ' 
4) 7r 34.27180 ) 
0 7r 9.57 180 " 
For the on that is in t he right-hand id of Figure 3.19, we get 
min d(XT 'X , £ Trigo) = 95.20, 
X eS0 (3) 
where the minimum is achiev d for the Euler angles: 
¢ 7r 9
• 
0 180 ' 
7r 
7/J - 75.77-. 1 0 
0 7r 151.6010. 
The minimum of the t rigonal-distance function around the triangular feature shown 
in Figure 3.20 is 
min d(x rcx , £ Trigo) = 118.72, 
X eS0(3} 
118 
r-----------------------------------------------------------------------------
where the minimum is achieved for the Euler angles: 
7r 
33.67 180 ' 
1f 
-21.34- . 
180 ' 
7r 
181.04180 . 
Thus, the absolute minimum is achieved around the triangular feature shown in 
Figure 3.17. To find the closest trigona] elasticity tensor, first, one should rotate 
the tensor to this coordinate system then, take the projection of it onto the space of 
t rigonal elasticity tensors. 
In addition to t hese observations, Figure 3.21 shows an almost four-fold symmetry 
axis. The plane perpendicular to this axis is shown in Figure 3.22. All of these 
figures suggest that C is close to a higher symmetry class t han t rigonal, namely cubic 
symmetry. In cubic symmetry, one expects to see three four-fold axes, which are 
aligned with the coordinate-axes and four three-fold axes which are aligned with the 
diagonals of a cube. Since C is generally anisotropic, none of the extrema is zero. 
Thus, they are neither rotation axes nor normals of a mirror plane but close to them. 
Without loss of generalizat ion, one can choose any of the combinations of the 
three four-fold rotation axes to make a search for the orientation of the closest cubic 
tensor: This is because all of these searches will give t he same number. 
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Figure 3.19: Two triangular features can be observed from this view of the monoclinic 
plot. Thus in order to determine the orientation of the closest trigonal tensor, one 
should make a search around both of these triangles. 
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Figure 3.20: Another triangular feature can be observed from this view of the mono-
clinic plot. The three-fold rotation axis i in the center of th triangle. 
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Figure 3.21: Almost a four-fold symmetry is observed from this view. Th rc arc three 
orientations where an almost four-fold symmetry axis exists whi h implies that the 
elasticity tensor is close to the cubic symmetry. From this point of view, one canal o 
observe four triangular features which are associated with violet and red colours 1 ring 
in each ide of the four-fold symmetry axis. 
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Figure 3.22: This view · is perpendicular to the four-fold rotation axis shown in the 
previous figures. As expected, we see extrema where they almost lie in a plane and 
45° apart. 
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Chapter 4 
Oriented Cracks in a Layered 
Medium 
In this chapter, we investigate the properties of the combination of two oriented 
features in a medium. In a rock, two oriented features can be a foliation and paTallel 
cracks. In a subsurface, this may correspond to sedimentary rocks with bedding and 
cracks oriented in a particular direction . All of these features are planar structures. 
Thus, the medium has an effective TI symmetry when either of these features exists 
alone in a subsurface [26]. However, the combination of them reduces the symmetry 
of the medium in which they are present together. In this chapter, we combine two 
TI media. We consider the closest symmetry class of the combined medium. Then, 
we determine how the closest symmetry cla s of the medium changes as the angle 
between the oriented features varies. 
The planar structures, like cracks, layering, foliation, are assumed individually to 
cause a TI symmetry in the medium. However, there is generally a. small deviation 
from perfect TI symmetry. This deviation may have several reasons. First of all , 
there is no Hookca.n solid which behaves perfectly clastic as is assumed in the theory. 
Thus, one should expect to obtain an elasticity tensor of a real material which docs not 
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belong to any symmetry class but is close to it. Another reason for such a deviation 
from TI s mmetry may be due to these structures not being perfectly planar. In 
practice, there is always a distribution of orientations for the stress-aligned cracks 
leading to greater or smaller perturbations of the TI ani otropy [16]. Since the media 
that are to be combined are not p rfectly TI but close to it thi will make a deviation 
in the symmetry class of the resultant medium. The method that we have presented 
in the previous chapter enables one to take tills effect into account. 
4.1 Combination of Two Planar St ructures 
In this section, we illustrate some examples of combining two TI media with different 
orientations of rotation axes. Then, we consider the closest symmetry class of the 
resulting medium. Before illustrating the examples let us prove to which symmetr 
class the resulting medium belongs if the angle between the planes are oo, goo and 
any value between them. 
If the rotation axes of TI tensors C1 and C2 , are align d along any vector, say v 
then C1 + C2 is a TI tensor with rotation axis along v since 
where Ro.v E 0(3) is a rotation matrix ar~und vector v by any angle 0. 
For the TI tensors whose rotation axes are goo apart, we will show that th 
resulting medium is orthotropic. Assume that the rotation axe of two TI t nsors, 
and C2 , are along the vectors v 1 and v 2 where· they are perpendicular to one another. 
Then, we show that C1 + C2 has three mirror planes whose normals are along v1: v2 
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and v3 , where v 3 is perpendicular to v 1 and v2 . Consider the following equations: 
- r - - r -flfv1 C1Mv1 + flfv1 C2fltfv1 
C1 + C2, since ll-1v1 is a symmetry element of C1 and C2 . 
That is because a TI tensor has infinitely many mirror planes whose normals are 
perpendicular to its rotation axis and another mirror plane along its rotation axis. 
Similar equalities hold for llfv2 and Mv3 . 
For the last case, we consider two TI media whose rotation axes are neither parallel 
nor perpendicular to one another. Then, the result ing medium is monoclinic with 
mirror plane along the vector that is perpendicular to both rotation axes. That is 
because the two TI media have a mirror plane along that direction. Formally, 
- r - -r -Mv C1Mv + Mv C2Mv 
C1 + C2 since lllrv is a symmetry element of C1 and C2 . 
Now, consider a TI elasticity tensor which is expressed in its natural coordinate 
system: 
56.27 21.20 12.54 0 0 0 
21.20 56.27 12.54 0 0 0 
12.54 12.54 24.16 0 0 0 
Cl = (4.1) 
0 0 0 12.72 0 0 
0 0 0 0 12.72 0 
0 0 0 0 0 35.07 
Let us assume that this tensor represents a layered medium. Also consider the elas-
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ticity tensor of a cracked medium: 
83.47 25.48 17.17 0 0 0 
25.48 83.47 17.17 0 0 0 
17.17 17.17 51.54 0 0 0 
c2 = (4.2) 
0 0 o . 46.48 0 0 
0 0 0 0 46.48 0 
0 0 0 0 0 58.32 
This is an effective elastic tensor for wave propagation through parallel cracks (normal 
to z-axis) in an isotropic solid with density p = ·2.6gjcm:l and velocities a = 5.8 
km/ s and /3 = 3.349 km/s. The elastic constants are derived from the theoretical 
formulations of Hudson [29, 30] interpreted by Crampin [16]. 
Before adding these tensors, we make a further simplification. We assume that 
these two tensors have equal norms. Otherwise, the tensor with the greater norm. 
can dominate the result and the combined medium becomes closer to that. tensor. 
Evaluating the norms of the tensors, we get 
100, 
163.69. 
(4.3) 
(4.4) 
In order to make the .norms of C2 and C\ equivalent, we multiply the tensor C2 by 
100 d t 163.69 an ge 
51.00 15.56 10.49 0 0 0 
15.56 51.00 10.49 0 0 0 
10.49 10.49 31.48 0 0 0 
c~ = (4.5) 
0 0 0 28.39 0 0 
0 0 0 0 28.39 0 
0 0 0 0 0 35.63 
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where 11q 11 = 100. It is known that if two TI tensors whose rotation axes arc along 
the z-axis arc added t hen the result is a TI tensor with a rotation axis aligned in 
the same direction. This is because £ T 1 is a linear space. Instead, we change the 
orientation of cracks by rotating the elasticity tensor q. 
In our first example, we consider cracks oriented 75° to the rotation axis of the 
C1, namely to the z-axis. Rotating q by an orthogonal transformation matrix A E 
S0(3) , whose Euler angles are ¢= 75° and 7/J = 78° + 90°, we get CJ5o = ~FqA as 
50.03 11 .00 15.03 -1.68 -0.89 -3.19 
11.00 33.13 10.98 -2.73 -0.05 -2.12 
c7so- 15.03 10.98 49.39 - 4.08 -0.87 -1.27 2 - (4.6) 
- 1.68 -2.73 -4.08 29.25 - 1.25 0.08 
·-0.89 -0.05 - 0.87 - 1.25 34.87 -1.67 
-3.19 -2.12 - 1.27 0.08 - 1.67 29.21 
The plot of the monoclinic-distance function of CJ5o can be seen in Figure 4.1. Adding 
CJ5o and C1 , one gets the elasticity tensor of the combined medium as 
106.30 32.20 27.58 - 1.68 -0.89 -3.19 
32.20 89.41 23.52 -2.73 - 0.05 -2.12 
c7so = 
27.58 23.52 73.56 - 4.08 -0.87 - 1.27 (4.7) 
-1.68 -2.73 -4.08 41.97 -1.25 0.08 
-0.89 -0.05 -0.87 -1.25 47.60 -1.67 
-3.1Q -2.12 - 1.27 0.08 - 1.67 64.29 
Now, let us observe the plot of the monoclinic-distance function of C 75o to consider 
which symmetry class the combined medium is closest to. See Figure 4.2 for the plot. 
Recall that in orthotropic symmetry one expects to have three mutually perpendicular 
directions where the monoclinic.,distance function vanishes. Similarly, one can observe 
from Figure 4.2 that there are three local minima which are close to zero and almost 
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Figure 4.1: The plot of the monoclinic-distance function of CI5o . The rotation axis 
is 75° away from the z-axis and its proj ction onto the xy-plane is 78° away from 
the x-axis which can be inferred from the choice of the Euler angles. 
perpendi<:;ular to each other. By using the methods that are introduced in Chapt r 
3 one can find the orientation of the closest orthotropic tensor and .then the tensor 
itself. Then, it turns out that the orientation of the closest orthotropic tensor is 
x- axv:; ( 
-127T -127T ) 
cos 180, sin 180, 0 , 
y- O.X1S ( 
787T 3.367T 787T 3.367T 3.367T) 
cos 
180 sin 180, sin 180 sin 180, cos 180 , 
z - axis ( 
787T . 93.367T . 78?T . 93.367T 93.367T) 
cos 180 sm 180 ' sm 180 sm 180 'cos~ . ( 4. ) 
The value of the absolute minimum of the orthotropic-distance function , that is 
obtained in this coordinate system, is 53.23. Similarly, the minimum distance of C 75o 
to TI symmetry can be found as 250.06 for the coordinate system whose z-axis is 
(cos '!....JI. sin s.o11r sin 787T sin s.o11r cos 5·077r) 180 180 ' 1 0 180 ' 180 . 
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Figure 4.2: The plot of the monoclinic-distance function of the combined medium 
of two planar structures 75a apart. The plot suggests that it is close to orthotropi 
symmetry since there exist t hree local minima which are almost perpendicular to each 
other. 
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Since the sum of two TI medium, whose rotation axes arc perpendicular, results in 
an orthotropic medium, it might be expected that the resultant tensor is close to the 
orthotropic symmetry because 75° angle is close to being perpendicular. Calculating 
the value of th monoclinic-distance function for C75a for the three local minima 
shown in the plot, we see that it vanishes along one of the the minimum directions 
which is close to the x-axis as shown in Figure 4.2 . More precisely, t he function 
vanishes .along the vector (cos -1~~ , sin ~1~ , 0). Thus, C75o belongs to the monoclinic 
symmetry class where the normal of the mirror plane is along the vanishing direction 
of the distance function. Note that the direction of the normal of the mirror plane 
is perpendicular to both of the rotation axes of the two TI tensors, namely to the 
normal of cracks and layers. 
ow, we change the direction of the crack orientation with respect to the layering. 
Thus, we rotate C~ by an orthogonal transformation matrix A E S0(3) ,whose Euler 
angles are <P = 61 o and 1/; = 78° + goo. Note t hat we have only changed the angle 
between the z-axis and the normal of cracks when compared to the previous example. 
We fonnally state this as 
Then, we added the rotated crack tensor to the vertical TI, namely C1 , which is 
expressed in Equation 4.1 and we get 
c610 61° 
cl + C2 
106.48 33 . 26.78 -2.88 -1.51 -2.61 
33 92.07 24.01 -5.08 - 0.17 - 1.91 
26.78 24.01 69.72 -6.45 - 1.37 - 0.87 ( 4.9) 
-2.88 -5.08 -6.45 42.97 -0.78 0.00 
-1.51 -0.17 - 1.37 - 0.78 46.48 -2.86 
-2.61 -1.91 -0.87 0.00 -2.86 65.38 
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Figure 4.3: The plot of the monoclinic-distance function of the combined medium 
of two planar structures 61 o apart. The plot suggests that it is close to orthotropic 
symmetry since t here exist three local minima which are almost perpendicular to each 
other. 
Observe the plot of the monoclinic-distance function of C61o in Figure 4.3. 
Similar to the plot of C75o, we observe three local minima which are almost 
perpendicular to each other. The vanishing direction of the distance function is 
along the same direction as it was in the previous example, namely along the vector 
(cos -1~~7r , sin -1~~7T , 0). Thus, the normal of the mirror plane of C61 o has not changed 
when compared with C75o . However, locations of the other two minima has shifted 
away from the z- and y-axis. The main difference when compared with the plot of 
C75o is that an equatorial plane has started to form as the angle between the two TI 
media gets smaller. This may suggest t hat it is getting closer to TI symmetry. We 
find t he orientation of the closest orthotropic tensor as 
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X - 0/CV:; ( 
. 78n . 100.97n ,· 78n . 100.971r 100.971r) 
cos 180 sm 180 ' sm 180 sm 180 ' cos 180 ' 
y- ax1.s · ( 78n 10.971r 78n 10.971r 10.971r) cos 180 sin~' sin 180 sin 180 , cos 180 , 
z - axis ( 
- 121r - 121r ) cos~, sin~, 0 . (4.10) 
The value of the absolute minimum of the orthot ropic-distancc function, which is 
obtained in t his coordinate system, is 92.27. Similarly, the minimum distance of C61o 
to TI symmetry can be found as 203.6 for the coordinate system whose z-axis is 
(cos 7871' sin 10·8:l1r sin 7871' sin 10·8371' cos 10·8371' ) Thus we see that as the angle between 180 180 ' 180 180 ' 180 . ' 
the two TI media gets smaller , the distance of the combined medium to TI becomes 
smaller and its dist ance to orthotropic becomes greater. 
ow, we investigate another example where the crack orientation with respect to 
the layering is 40°. In order to obtain such an angular relation, we rotate C~ by an 
orthogonal t ransformation matrix A E S0 (3) ,whose Euler angles arc ¢ = 40° and 
·tj; = 78° + goo. More precisely, 
Adding the rotated cracks to the layering, we obt ain an elasticity tensor whose plot 
is shown in Figure 4.4. 
The plot suggests that the combined medium i close to TI-symmetry. Calcu-
lating t he absolute minimum of the TI-distance function, we get 77.96. Comparing 
this number with the previous examples, where the crack orientation is gr at er with 
respect to the layering, we see that the combined medium is getting closer to the 
TI-symmctry as the angle between the two orientations decreases. The value of t he 
orthotropic-distancc function is found to be 47.96 whereas it was 92.27 in the pre-
vious example. It seems t hat t he combined medium's symmetry is getting closer 
to orthotropic symmetry as welL However, recall t hat a TI elasticity tensor is also 
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Figure 4.4: The plot of the monoclinic-distance function of the combined medium of 
two planar structures 40° apart. The plot suggests that it is close to TI symmetry since 
there exist a:n equatorial plane where the value of the monoclinic-distance function 
along any direction in that plane is almost zero. 
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an orthotropic tensor. Thus, it should be expected to have maller values for the 
orthotropic-distance function as the angle between the orientations decreases. Even 
though t he absolute minimum of the orthotropic-distance function is smaller than 
the TI-distance function, one should consider the TI-symm try class as the approxi-
mation of this medium. It is normal to hav smaller values fOJ.· orthotropic than TI 
becaus of the same reason stat d abov , namely orthotropic symm try is a super-
set of TI symmetry class. This phenomenon shows one of the main advantages of 
the plott ing of the distance functions. In other words, numbers can be misleading 
because of the subgroup relations among the symmetry classes. However , the plot 
shows whi h symmetry class should be chosen to approximate a medium. 
Finally, we consider the elasticity tensor which is obtained by combining layering 
and era ks that are 10° away from each other. Observe Figure 4.5 for the plot of the 
monoclinic-distance function of such an ela ticity tensor. 
Th absolut minimum of th Tl-di tanc function is achieved in the coordinate 
svst m whose z-axis is (cos 78n sin 2·9n sin 78n sin 2·9n cos 2·9n) The value of the func-
.J ' 180 l 0 ) 180 180 ' 180 . 
tion is 3.37. Thus, it is also obvious from these values that this medium is very close to 
TI-symmetry class. The value of the orthotropic-distance function is 3.2. As we have 
mentioned in the last example, it is natural to have a number for the orthotropic-
distance function smaller than Tl-distance function. However, TI-symmetry class 
should be chosen to approximate this combined medium. Thus, we see that if the 
orientations of the two TI media are close to each other th n, the symmetry of the 
combined medium is almost TI. 
Up to now, we considered two TI-elasticity tensors that represent different struc-
tures. We have only changed the angle between these planar features. However , if 
we consider different TI-elasticity tensors than C1 and C2 , it is possible to obtain 
different results for the closest symmetry class of the combined medium. In other 
words, he plot of the monoclinic-distance function may have diff rent f atur s. ow, 
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Figure 4.5: The plot of the monoclinic-distance function of the combined medium 
of two planar structures which arc 10° apart. It is very close to TI symmetry since 
there exists an equatorial plane where the value of the mono lini -distance function 
along any dire tion in that plane is almost zero. Al o obs rv th minimum that is 
perpendi ular to the equatorial plane. It is very close to b ing an infinite-fold rotation 
axis. 
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we change tensors and investigate the plot of the monoclinic-distance function of the 
combined medium. 
onsider the two elasticity tensors in the following equations: 
(4.11) 
(4.12) 
Both of these tensor belong to Tl-symmetry class and are express d in their natural 
coordinat systems. Furthermore, we choose C3 and C.j in su h a way that their 
norms are equivalent. 
ow, we investigate the combination of the e two tensors for different orientation 
of '3 . More precisely, "e consider the monoclinic-distance plots of the elasticit 
tensors 
where i E { 1' 2, 3}. Each Ai for i E { 1' 2, 3} transforms the rotation axi of cl to a 
direction thai i 10°, 41 o and 75° awa from e3 respectively. Consid r Figures 4.6 
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Figur 4.6: The plot of the monoclinic-distance function of th combined medium of 
two planar tructures which are 10° apart. It is very close to TI symmetry since ther 
exist an equatorial plane. 
4.7, 4. for the plot of the monoclinic-di tance functions of the ombined lasticity 
tensors for different orientations. 
·Figure 4.7 shows that the combination of the ~vo TI media whose orientations 
arc around 45° apart may not be close to a higher symmetry class. This lack of 
closeness may depend on the parameters of the TI elasticity tensors. However, it is 
generally th ca e that if the two orientation are almost perpendi ular to each other 
then th symm try of the combined medium is close to orthotropic. Similarly if the 
orientation of the TI media are clo e then the resultant m dium can generally b 
approximat d as a TI medium. 
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Figure 4.7: The plot of the monoclinic-distance function of the combined medium 
of two planar structures which arc 41 o apart. The orientation of the normal of the 
mirror plane can be observed from the orange region in the figure. This monoclinic 
t nsor doe · not seem to be close to a higher symmetry class. 
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Figure 4. : The plot of the monoclinic-distance function of the combined medium of 
two planar stru turcs which arc 75° apart. The plot suggests that the corresponding 
elasti ity tensor is clo e to the orthotropic ymmetry class. This is be ause of the 
fact that th re are three minima that ar almost perpendicular to ach other. 
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COMBINED MEDIUM 
4.2 Velocity Variations In the Symmetry Plane of 
a Combined Medium 
In the previous section, we showed that the combination of two TI m dia is at least 
monoclinic. In this section, we investigate th velocities of S-waves propagating in 
the mirror plane of the monoclinic medium. The velocity variations are well known 
in a cracked isotropic medium. If parallel-oriented cracks are formed in an isotropic 
medium, then it becomes TI. It is generally assumed that the velocity of the S-wave 
propagating and polarizing piuallcl to the cracks is faster than the other S-wave 
polarizing perpendicular to the cracks [16]. Moreover, the fastest velocity for the 
S-waves is achieved for the wave propagating and polarizing parallel to the cracks 
in a crack d isotropic m dium [16] . How v r, in this section, we will show that this 
may not be the case for a medium which has more than one planar structure, e. g. 
cracks in a layered medium. Consider the elasticity tensor which is expressed in 
Equation 4.9 and whose plot of th monoclinic-distance function is shown in Figure 
4.3. Recall that this tensor is a combination of two TI media one of which represents 
parallel oriented cracks while the other one represents layering. The angle between 
the rotation axis of these two structures is 61 o . We showed in the last section that the 
normal of the mirror plane of the combined medium is perpendicular to the both of 
the rotation ax s of TI medi~. In oth r words, the mirror plan contains the rotation 
axes. 
We evaluate the velocities of the waves propagating in the mirror plane of the 
monoclinic elasticity tensor. To do that, first , . we find the Christoffel matrix for 
every two degrees along the direction lying in the mirror plane. Then eigenvalues 
of Christoffel matrices give the velocities of the P-wave and S-waves propagating 
along each of the directions which are two degrees apart. The ode that evaluates 
all these matrices and eigenvalues is presented in the Appendix. According to these 
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calculations we obtained the minima and maxima velocities of the S-waves as follows : 
Min (SV) 
.Max(SV) 
and 
Min (SH ) 
Jlf a:r ( S II) 
For P-wave we get 
Min( F ) 
llfax (P) 
28.50 at 24°, 
32.62 at - 66° 
26.68 at 74° and - 120, 
27.93 at 32° and -60°. 
7 4.88 at 42°, 
91.56 at - 40°. 
(4.13) 
(4.14) 
(4.15) 
(4.16) 
(4.17) 
( 4.1 ) 
ate that the z-a.xis is at oo and the norma:ls to the cracks is at 61 o. Thus, cracks 
are parallel to -29°. It seems that the maximum velocity dire tion of SV-waves is not 
aligned with the crack orientation. This suggests that whenever there are more planar 
structures in the medium the maximum velocity direction of the SV-wave, which is 
polarizing parallel to the cracks, may not aligned with the crack orientation. This 
feature prevents us from decomposing a given elasticity tensor into its components 
namely into two TI media. More precisely, given a monoclinic elasticity tensor we 
cannot find two TI media whose sum is the monoclinic medium by using the method 
of maximum velocity directions. 
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Chapter 5 
Conclusion and Future Work 
5.1 Conclusion 
The research presented in this dissertation solves two main problems. The first is 
identifying th symmetry class of a medium when it belongs to a particular symme-
try cla s. Second, if the medium is generally anisotropic, then we develop a method to 
determine which symmetry class it is closest to. Moreover, we find the closest elastic-
ity tensor thai belongs to that symmetry class. The latter problem is more. applicable 
since the elasticity tensor of a medium, which is obtained by inverting geophysical 
data, turns out to be generally anisotropic. Thus, instead of onsidering the problem 
to which symmetry class does the medium belong, the problem of determining the 
closest symmetry class for the medium 1 ecomes more important. 
In Chapt r 1, we begin by presenting th basic tensor properti s and notations 
that are used throughout the text. Then, we introduce the eight symmetry classes 
of elasticity tensors. We present the form of the elasticity matrix for each symmetry· 
class and the corresponding symmetry group whenever they arc expressed in their 
natural coordinate systems. 
In Section 2.1, we formulate the projection of a fourth-rank tensor onto the linear 
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space of elasticity tensors belonging to a particular symmetry class. This projection, 
which was first introduced by .Gazis ct al. [23], gives the closest symmetric elasticity 
tensor to a given generally anisotropic tensor. However, in this formulation the closest 
tensor is found in a particular coordinat system. In this s ction, we define the 
distanc fun tion in order to find the clo est tensor among all coordinate systems. 
This function is highly nonlinear so that it is not possible to find its absolute minimum 
for all orientations of coordinate systems by using computer programmes. However, 
forTI and monoclinic symmetries specification of the z-axis of the coordinate system 
gives a unique value for the distance function. In other words, the other axes, namely 
x- and y-axcs, do not change the value of the function as is proved in Theorem 1 and 
Corollary 4. This property of the distance function for monoclinic and TI symmetries 
enabl s us to plot their distance functions. 
By analyzing the plot of the monoclinic-distance function, we present a new 
method for recognizing the symm tries of an elasticity tensor. This method , when 
compared with the existing methods, is more efficient and direct for identifying the 
symmetry class of a tensor. In other methods, one needs to check some algebraical 
· conditions on the invariants of a tensor, namely its eigenvalues ~nd eigenvectors. 
However, our method enables one to sec the symmetry by examining the plot. 
The given elasticity tensor may be obtained by inverting the velocity and polar-
ization of waves propagating in arbitrary directions through the medium. In other 
words, thes dir ctions are not necessarily aligned with the symm try directions of the 
medium. This makes it more difficult to detect which symmetry class th elasticity 
tensor belongs to, since it is not defined in its natural coordinate system. 
Based on the observations made in the plot of the monoclinic-distance function , 
one can prove the symmetry of a tensor belonging to any symmetry class. This is 
b·ccausc the monoclinic symmetry, which contains only one mirror plane, is a subclass 
of all oth r symmetry classes. Th orem 6 states that the monoclinic-distance fun tion 
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vanishes along the normal of a mirror plane. Then, by plotting the monoclinic-
distance function of a tensor, we determine the orientations of any mirror planes 
that exist in the medium. Since the locations of the mirror planes are known for all 
symmetry cla es, in order to determine the symmetry of a medium it remains only 
to detect the orientations of th directions where the monoclinic-distance function 
vanishes. Theorem 5 states that if the elasticity tensor ha a symmetry, so does the 
plot of its monoclinic-distance function. More precisely, the symm try elements of a 
tensor are also symmetries of the plot. This property of the plot gh es an efficient way 
to detect any symmetry that a medium may have. In the rest of Chapter 2 we present 
an example from each symmetry class showing how to determine the symmetry of a 
medium by considering its plot. Also, we find the rotation matrix that transforms 
the elasticity tensor into its natural coordinate system. 
In Chapter 3, given an elasticity tensor w solve the probl m of determining the 
closest elasticity tensor belonging to a particular symmetry class. Since a Hookean 
solid is an idealization, the elasticity tensor, which is obtained by inverting the geo-
physical data, is found to be generally anisotropic. This is also the case when there 
are several planar structures in a region that exist together and thus combining them 
reduces the symmetry of the medium. Furthermore, those structures do not remain 
planar, but they get slightly curved as they extend to the deeper parts of subsurfa e. 
Hence. all of these effects and the errors in the measurements make the medium's 
symmetry gen rally anisotropic. Thus, the question of which s rmmetry class an elas-
ticity tensor belongs to can be modified to which symmetry class it i closest to. B 
observing the plot of the monoclinic-distance function of a tensor, we also propose an 
answer to the closeness problem. 
In the rest of Chapter 3, we consider examples of how the plot of the distance 
function of a tensor can be used to solve the problem of which symmetry class the 
tensor is losest to. The plot of monoclinic-distance function i a new and powerful 
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method in the sense that it gives information on the closeness to any higher symmetry 
than monoclinic . Since it is based on visualization, it is efficient and can easily guide 
the search for the absolute minimum of the distance function . 
For elasticity tensors close to TI symmetry, one expects to see an equatorial plane 
in the plot of the monoclinic-distance function of the tensor. This is because in TI 
symmetry t here are infinitely many mirror planes all of whose normals are perpendic-
ular to the rotation axis. For the directions lying in the equatorial plane the values 
of the distance function are almost zero. Moreover, since it is possible to plot the 
TI-distancc function, we can easily determine the location of the rotation axis of the 
closest TI tensor simply by observing the plot. After determining the orientation of 
the rotation axis of the closest TI, what remains is rotating the tensor in such a. way 
that the rotation axis becomes z-axit; of the tensor. Then, we project the tensor onto 
the linear space of TI elasticity tensors in this coordinate system. 
For elasticity tensors close to orthotropic symmetry, one expects to see in the plot 
three mutually almost perpendicular directions whose values of monoclin ic-distance 
functions arc close to zero. It is proved in Theorem 7 that in order to determine the 
distance of a. tensor to orthotropic symmetry class for any orientation of a. coordinate 
system, one can sum three monoclinic-distance functions directed along the axes of 
the coordinate system and divide the sum by two. This theorem enables us to find the 
orientation of the closest-orthotropic tensor for a given anisotropic elasticity tensor 
from its monoclinic-distance function plot. Hence, one should make a search for 
the closest coordinate system around the neighbourhood of t hree almost mut ually 
perpendicular extrema directions if such three extrema exist. Non-existenc of such 
extrema implies that the tensor under consideration may not be close to orthotropic 
symmetry. 
In Section 3.4, we int roduce a generally anisotropic elasticity tensor whose mon-
oclinic plot suggests that it may be close to the tetragonal symmetry. Unlike or-
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thotropic symmetry, we arc not stating a theorem that relates the tetragonal-distance 
function to the sum of monoclinic-distance function~ along some particular directions. 
This is because tetragonal symmetry does not only consist of mirror planes but it also 
contains a four-fold rotation. Note that monoclinic-distance function det rmines only 
the location of mirror plane but not rotation axis. Thus, there is no linear relation 
between those two functions. However, the existence of such mirror planes implies 
the existence of a four-fold rotational symmetry. In fact , multiplication of two mirror 
planes that are 45° apart results in a four-fold rotation. Thus, there may be a nonlin-
ear relat ion among those functions. In the example introduced in this section, we see 
that the restricted searches for the tetragonal- and the sum of monoclinic-distance 
functions give either the same orientation or as close as 1 o . This suggests that the 
roots of their first-partial derivatives are close to each other and so are their extrema 
orientations. 
The last example of Chapter 3 is about finding the orientation of the closest 
trigonal medium . We see that there are four t riangular features that exist in the 
monoclinic plot of the given tensor. Thus, one should search for the absolute mini-
mum around four triangular features to find the closest orientation. The existence of 
many extrema in the monoclinic plot indicates that one should look for the closeness 
to higher symmetries. Then, we find three orientations which are almost mutually 
perpendicular and close to being a four-fold rotation axis. This implies that the giv n 
tensor may be close to the cubic symmetry where three- and four-fold rotations ar 
aligned with the diagonals and the coordinate axes of the cube, respectively. 
We conclude that the plot of the monoclinic-distance function does not only iden-
tify the symmetry of a medium but it also determines which symmetry class the 
medium is closest to and its orientation. Then, one can calculate the closest symmet-
ric elasticity tensor in that coordinate system, 
In Chapter 4, we apply the methods that we· have introduced on finding the 
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closest symmetry class to media which have several structures. More precisely, we 
combine two TI-media, which may correspond to bedding and cracks in a subsurface. 
Herein , combining refers to adding their elasticity tensors as done by Hudson [29]. We 
showed that adding two TI media results in a mono lini medium if their rotation 
axes are neither parallel nor perpendicular. Thus, w investigat to which higher 
symm try class the combined medium is closest. The main result is that if the angl 
between the orientations of the two TI media is small ( < 20) then the resultant 
medium is close to TI symmetry. Similarly, if the angle between them is close to 
being perpendicular (> 70), then the combined medium can be approximated as an 
orthotropic medium. Lastly, if the angle is around 45° then the medium may or may 
not be close to any higher symmetry class. Since the combination is always monoclinic 
we can easily determine the orientation of the normal of the mirror plane from the 
plot of monoclinic-distance function. W find that the direction of the normal is 
perpendicular to both rotation axes of TI media. In other words, the rotation axes 
of TI media lie in the mirror plane of the resultant monoclinic medium. 
In the last section of Chapter 4, we find the maximum and minimum velocity 
directions lying in the mirror plane of the combined medium. Our intent ion is to 
find the crack orientation by locating the maximum velocity dire tion of the SV wave 
propagating and polarizing parallel to the cracks. Note that in a cracked isotropic 
medium, the maximum velocity of the SV wave is aligned with crack orientation 
[16] . However, we show that it is not the case for a m dium with more than one 
~rientation , e.g. a layered medium with cracks. More precisely, if a tensor is obtained 
by adding two TI media. in different orientations then , in general, the maximum 
velocity directions are not aligned with the orientation of any of the TI media. 
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5.2 Applications and Future Work 
There may be s veral practical significant results of this thesis. The method of plot-
ting the distan e function can find various applications in different bran hes of science 
where the elasticity tensor of a medium is considered. For exampl , there are some 
experiments that are made to calculate the elasticity tensor of rocks in the laborato-
ries. Furthermore, the tensor of a subsurface is also calculated by inverting velocity 
and polarization data of seismic waves in situ . These inversions arc generally made 
to determine the structures in the medium or to come up with the number of param-
eters for modelling the medium. Furth rmore, there is no a priori symmetry that is 
assumed for the m dium before the exp riment takes place. Thus, the inverted t n-
sor has generally anisotropic symm try. The closest symmetry class to the medium 
determines how many parameters to use for representing it in modelling. As we have 
pointed out in the last chapter, it may also show Lhe number of structures that exist 
in the medium. Thus, finding the closest symmetry class is necessary for representing 
the medium with fewer parameters, or equivalently, with implcr structures. The 
plotting method is easy to implement compared to algebraical methods in the liter-
ature. Thus, in th future it can be used in any applications in which the elasticity 
tensor is th issue. 
As a futur work, we hope to apply these methods to a specific region where in-
situ anisotropy is estimated by using seismic techniques. We would like to consider 
the causes of anisotropy by decomposing the elasticity ten or of a subsurface. It can 
be introduced as a forward problem by starting with initial guesses obtained from 
the geology of the region. More precisely, the number of the planar stru turcs and 
their orientation can be derived from the previous work in the region. Then, this 
knowl dge can be used a an init ial guess for the forward problem. Combining the 
~edia and comparing the result with the measured elasticity ten. or of th subsurfa e, 
one can understand the causes of anisotropy. Plotting the distance functions of the 
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elasticity tensors can show how close the results arc and how to change the orientations 
to get closer values. 
Recall that one result described in the last chapter is that the combination of two 
TI media, where their rotation axes are around 45° apart, may or may not be close 
to a higher symmetry class. We hope to characterize the situations when it is close 
to a higher symmetry class. We believe that whenever two TI tensors that are to 
be combined are .close to each other, then the resulting tensor is close to a higher 
symmetry class. 
Another area of future work is proving the relation between the sum of the 
monoclinic-distance functions for some particular directions and the trigonal- , tetra-
gonal-, cubic-distance functions. Since the minimum of those functions is achieved 
either in the same or very close coordinate systems, there can be a relation between 
the roots of their first-partial derivatives. First, we hope to investigate how close 
their partial derivatives are. We believe that since the existence of the mirror planes 
in tetragonal and trigonal media implies their rotational symmetries, not only are the 
roots of these derivatives close but so are t he derivatives themselves. 
Another application of the plotting method for finding the closest symmetry class 
can be in mineralogy or physics. To study the effect of phase transition on elastic 
parameters of a mineral, its elasticity tensor is found before and after the transition. 
However , most of these applications assume a priori symmetry of the mineral befor 
calculating its tensor by ult rasonic measurements. This a priori assumpt ion is ob-
tained by making an x-ray or neutron experiment on the mineral to determine its 
symmetry class. Now, one can calculate the tensor without any a priori assumption 
of its symmetry class, and measure the velocities and polarizations of the waves in 
any direction. Then, by using the plott ing method that we have introduced in the 
thesis, its closest symmetry class and orientation can be obtained. 
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A.l Deformation 
Let us suppose that a body having a particular configuration at some reference time 
t0 has another configuration at time t. Sec Figure 1. A material point P undergoes 
a displacement u , thus has the position 
x = X + u(X,t) . 
At this point, we would like to mention what x and X are. Refer to Figure (1) for 
their geometrical meanings. In continuum mechanics, one can describe the change of 
tensor quantities (temperature, velocity, stress) either by a material description or a 
spatial description. If we describe a tensor, say T , by a function of X 
then this representation is called the material description because (X1, X2 X3) 
identifies the different particles of the body. To make the distinction between the 
material and the spatial description more clear, consider two vectors, (X1, X2, X:l) 
and (X{, X~ , X~) which are representing different particles of the body. We cannot 
infer about the positions of the particles at a particular time by using the material de-
scription. However, by using a spatial description of a tensor, one xpr sses the value 
of a tensor with respect to a position in t he body. Spatial description correspond to 
151 
A.l. DEFORMATION 
Figure 1: Geometry of a displacement that is associated with a deformation in a 
continuum 
expressing a tensor by a function of x: 
T = T (x1 , x2, X:l), 
where x = (x1 , x2 , x3 ) is the function of a position in the body. More precisely, the 
relation between x and X can be given as 
x = x(X, t) with X = x(X, to) , (A.1) 
where t 0 is considered to be the initial time. Thus, Equation A.1, which describe 
x , gives the path line or trajectory of the particle X as time t changes. Hence, the 
changes of tensor quantities can be considered either with respect to the particles in 
the body or with respect to the positions in the body, which are called material and 
spatial descriptions of a tensor, respectively. The transformation between these 
two variables are expressed by Equation A.l. 
Now, we define the strain tensor to measur~ the amount of a deformation. To 
this end, we will derive the formulation of the displacement tensor by refering to 
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the geometry represented in Figure 1. As shown in Figure 1, displacement function , 
·u, maps one point to another point where points arc referring to the positions of a 
parti le before and after the deformation. However, the displa ement tensor, which 
is derived from th displacement function 11 maps a given v ctor dX to th vector dx 
where it is displaced to after the deformation. 
Referring to the figure, a neighboring point Q at X + dX arrives at x + dx -
X +dX+ u(X+dX ,t). Soweget 
dx = dX + u(X + dX . t)- u(X, t). 
By using th definition of gradient of u , denoted by V' u , we may write thi 
equation as 
dx = dX + Y' u (dX), (A.2) 
where V' u is known as the displacem ent gradient . Whatever deformation there 
is, it is included in the displa ement gradient V' u . Thus, we d fin the strain t nsor 
which is mbodied in the displacement ten or. 
ote that Lhe gradient of a vector-valued function u is d fined Lo be the s cond-
rank t nsor which, when operating on dX , gives t he cliff renee of u at X + dX and 
X. That is, 
du = u(X + dX) - u(X) := Y' u(dX). 
The compon nts of V'u by using Cartesian coordinates is 
in matrix notation, 
au; 
(Y'u);j = ax.' 
J 
(Y' u) = 
I 
fu fu 
ax1 ax2 
3 fu 
ax1 ax2 
£!& £!& 
ax1 ax2 
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Observe from Figure 1 that if the displacement were a rigid rotation then Vu :I 0 
but there is no deformation in the material. In general, the displacement gradient, 
Vu , contains a rigid rotation in its formulation. Thus, every displacement can be 
regarded as a combination of a deformation and a rotation. This can be seen wh n 
we decompose the second-rank tensor, Vu , into the sum of its symmetric and skew-
symmetric part, which can be done for all second-rank tensors. Obviously, a rigid 
rotation is not a form of deformation , so we should separate rigid rotations from Vu. 
In fact , 
~ (a"!_i +a~) ·+ ~ (a~;_ a~) 
2 axj axi 2 axj axi 
Eij + Wij, 
(A.3) 
(A.4) 
where the symmetric part Cij of the displacement gradient is called strain tensor 
a.nd skew-symmetric part Wij describes a rigid rotation [44]. Thus, the strain tensor, 
denoted by Cij , is formulated as 
1 ( Du; aui) 
Eij = 2 axj + a xi · 
Now, let us consider the physical meaning of the strain tensor. More precisely, we 
how how it gives the measure of deformation . To do so, we derive the tensor from the 
geometrical consideration of the particles in a body. In order to measure deformation, 
one has to consider two vectors and their angular relations after deformation. This is 
mainly because considering one ve tor may not reveal whether the displacement is a 
rigid rotation or not , as we have already pointed out. Thus, the amount of strain can 
be measur d by the change in the angle between two vectors or the change in 1 ngth 
when the two vectors are equal to each other. 
Hence, the m asure of deformation can be calculated by taking the dot product 
of dx1 and dx2, where they correspond to difference between two neighboring points 
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after deformation. Through the displacement u , dX1 becomes dx1 and dX2 becomes 
dx2 by Equation A.2. So we get 
dX1 + v u(dX1 ) 
dX2 + v u(dX2 ). 
Taking the dot product of dx1 and dx2 , we get 
By using a property of the transpose operation, we get the following equalities 
dX2 · V' u (dX1 ) 
V' u (dX1 )· V' u (dX2 ) 
Thus, Equation A. 7 becomes 
dX1 · v ur(dX2 ), 
dX1 · V' uT(vu (dX2 )). 
Let us denote the tensor appearing in the formula above by E* . More precisely, 
Then we can rewrite Equation A.8 as 
(A.5) 
(A.6) 
(A.9) 
Observe from equation A.9 that if c• = 0, then lengths and angle betwe n measure-
ment axes remain unchanged. In other words, the second-order tensor c* characterizes 
the deformation in the neighborhood of the particle P. The components of E* with 
respect to Cartesian coordinates arc given by 
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where summation over k is implied. 
The magnitudes of the components of the displacement gradient arc much smaller 
than unity, so the product terms appearing in E* can be negle ted. Then, for small 
deformations w have 
(A .lO) 
where 
Remark that E is the symmetri part of 'il u which is expressed in Equation A.3. 
Thus, wheMver 'il u is skew-symmetri = 0. It mean that displacement chara -
terizes a rigid body rotation in th n ighborhood of the parti le P . The Cartesian 
coordinates of E, which are represented in orthogonal-coordinate system {e1, e2, e3} , 
are given by 
1 8u· 8u · 
Cij = -(
8 
_t + 
8
..!) for any i , j E {1 , 2, 3}. 
2 xj X; 
In matrix notation , 
~ 
ax1 1(~+3) 2 ax2 ax1 l(~ + 3.) 2 axs ax, 
E = 1(~+3) 2 ax2 ax1 3 ax2 1(3 + 3.) 2 axs ax2 (A.ll ) 
1(~ + ~) 2 8Xs 8X1 1(3 + ~) 2 axs ax2 3 axs 
Let us interpret the physical m aning of diagonal elem nts of th matrix E. on-
sider a material particle dX1 = dX2 = (d )ell where e1 is a unit vector in the 
direction of the x-axis that the strain tensor is expressed in. Let d = ldxl, where it 
represents the deformed length of dX1 . Then Equation A.lO gives 
2(dS)2el·E(el) 
= 2( dS)2~: 11 , 
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Figure 2: Uniaxial deformation. 
where Eu = e 1 · c(e1 ). Now, for small deformations we can a sum that 
(rl. )2 - (dS)2 = (rl. + rlS )(d. - dS) ~ 2dS'(rl. - dS') . 
Thus, 
rls- rlS 
dS = En . 
In other words the first diagonal elemen of the strain ten or, namely E11 , represents 
the change of length per unit 1 ngth, kn wn as unit elongation, or normal strain. 
Refer to Figure 2 for its geometrical meaning. Similarly, c22 , c33 give unit elongation 
in the x 2 - and x3 - directions, respectively. 
To interpret the off-diagonal clements of the strain matrix, we should consider 
two basis vectors which are perpendicular to each other since the components of the 
tensor arc defined according to the equation Eij = ei· E(ej ) . Let dX1 = (dS1)e1 and 
rlX2 = ( dS'2)e2. where e1 and e 2 are unit vectors in the dir ction of x-ax.i and y-axis 
resp ctiv ly. Th n Equation A.lO give 
(A.l3) 
where () is the angle between dx1 and dx2 . If we define() = ¥- /, then 'Y will measure 
the small decrease in the angle between dX1 and dX2 , which is known as shear strain. 
Refer to Figure 3. Since 
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6 X, 
Figure 3: Shear strain. 
II . 
cos(2 --y) = sm -y 
and for small strain sin "'= -y, ~ = ~ = 1, then Equation A.13 becomes 
Thus, 2t:12 gives the decrease in the angle between two axes, namely x-axis and y-axis 
after the deformat ion. Similarly, 2t:13 gives the decrease in the angle between x-axis 
and z-axis. 
A.2 Stress 
In the previous section, we considered a kinematical description of the motion of 
a continuum wi thout any consideration of t he forces that causes the motion and 
deformation. In this section, we formally define the forces in the interior of a body. 
In classical cont inuum theory, the i.nternal forces are int roduced through the concept 
of body forces and surface forces. Body forces are those that act thrQughout a volume 
by a long-range interaction with matter (e.g. gravity, magnetic, clectrostati forces). 
Surface forces act on a surface separating parts of the body. It will be assumed that 
a stress vector is adequate to describe the surface force at a point of a surfac . This 
assumpt ion is one of the basic axioms of classical continuum mechanics, and is known 
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as Cauchy' stress principle. We shall prove that the stress tensor is sufficient to 
evaluate the stress vector for any direction that represents normal of a surface at a 
point. In other words, stress tensor will be defined as a second-rank tensor which 
relates the normal of a surface to a stress vector. 
Let S d note a surface passing through the point P . L t 6 F be the resultant 
force acting on a small area 6S containing the point P on the surface S. Then th 
stress vector at P is defined as 
(A.l 4) 
where n denote the normal vector of 68. If the normal of the tangent plane is -n, 
then by N wton's law of action and r action, Ln will be th str v ctor acting on 
the same plan at the same point but in the opposite dir ction of tn . That is, 
'Ne now state Cauchy's stress principle: The value of a stress vector at any point 
is unique up to its normal with specified orientation. In other words, the limit in 
Equation A.l4 exists, henc it is unique, for any small area 6 containing the point 
P. 
Consid r an element of a continuum in the form of a tetrahedron with the point 
P as one of its vertices. See Figure 4. 
The size of the tetrahedron will ultimately be made to approach zero b ' taking the 
limit so that the inclined plane will pass through the point P. We wish to determine 
the stress vector acting on the oblique face whose normal is n. Assuming that the 
tetrahedron is subjected to both surface and body forces , using N wton' econd law 
we write 
dv 
6 F + 6 F e1 + 6 F e~ + 6 F es + f 6\1 = p6 V dt , (A.l5) 
where 6 F is the surface force acting on the oblique face, 6 F e, is the surface force 
acting on the orthogonal face normal to xi-axis and f refers to the body force acting 
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Figur 4: auchy's Tetrahedron that is used to find the stress vector in an oblique 
surface. 
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on the tetrahedron with volume LV, mass density p and velocity v. Thus, the left-
hand side of Equation A.15 gives the sum of forces , while the right-hand side is the 
product of mass and average acceleration of the particle. Since we have not taken the 
limit of the tetrahedron yet, we an write the stress vector d fined in Equation A.14 
without considering the limit as 
(A.16) 
Substituting the above equation into Equation A.15, we get 
(A.17) 
where LS is the area of the oblique face and LSi is the ar a of an orthogonal face 
normal to the xi-axis. Note that th orthogonal faces have unit-oubNard normals 
parallel and opposite in sign to the unit vectors of the coordinate axes ei. Hence, in 
the view of Newton's law of action and reaction, we put the negative signs in Equation 
A.17. 
To make more simplification in Equation A .17 we introduce a relation between 
the surface areas of the tetrahedron, namely LS' and LSi. The area of the ~bliqu 
face is related to the orthogonal fac s by the following equation 
where n i are the components of th unit vector n which is normal to the oblique fac . 
And the relation between the LV and LS can be stated as 
where h is the height and the oblique face, L S , is the base of the tetrahedron. 
Substituting the above relations to Equation A.17, we obtain 
(A.18) 
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Dividing both sides of the above equation by L.S 
(A.19) 
For describing the state of stress at a point within the continuum, we let h ---t 0 in 
other words, the finite-size of th tetrahedron reduces to infinitesimal tetrahedron at 
point P. Thus, after taking the limit the equation A.l9 simplifies to 
tn = t e1 'nJ + t e2 n2 + t e3 n3. (A.20) 
Th ab ve equation can be explicitly written in matrix notation as 
t~ I t!. I nJ+ t!2 I I t!.I t;l = t2 t~2 n, + :;: "' CJ 
t;l "l t:2 t,~. I t!, t!2 t!. I n, I t2 t2 t~3 n2 (A.21) C) c2 
t~. t:2 3 te3 n:l 
= an (A.22) 
where a denotes the stress tensor which is xplicitly given in th above xpression . 
From now on, we will denote the 3 x 3 matrix in th quation above by a and 
denote its entities by a ;j, more preci ely we define a by the following equation I un a12 al3 tl tl t!s CJ c2 
a21 a22 a23 ·- t~. t~2 t~3 (A.23) 
a31 a32 a33 t~. t~2 t~3 
Then Equation A.21 can be expressed in matrix notation as 
tn = an, (A.24) 
where n denotes the normal of the oblique surface of the tetrahedron that tn is acting 
on. Hence, we see that the transformation relating the normal of a surface at a 
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point to the stress vector, namely a , is linear. Thus, a is a second-rank tensor. It is 
clear that if the stress tensor is known, then the stress vector on any inclined plane is 
uniquely determined from Equation .24. In other words the state of stress at a point 
i completely characterized by th stres t nsor a. Moreov r any a expressed in a 
particular coordinate system is a representative of all a's expressed in any coordinate 
system sine any of them can be obtained by transforming the coordinate system by 
an orthogonal transformation. 
A.3 Stress-Strain Relation: Elasticity Tensor 
In the previous sections, we have derived formulations of two physical quantities, 
namely stress and strain tensors, which arc both indcpend nt of the material's in-
trinsic properties. These formulations are valid for any continuum irrespective of its 
constitut ion. In other words, th y do not explicitly account for distinctive properties 
of a parti ular material. However. in this section we will consider a characteristic 
prop rty of a material which describes the elastic behaviour or response of it when 
it is subjected to the stress. These equations are based on experimental observa-
tions of materials. It is assumed to be valid only for small deformations occurring 
in the material. Thus, an clastic continuum is defined by the consitutivc equations 
which state that forces arc linearly related to small deformations. At any point of a 
three-dim nsional continuum, Hooke's law, which linearly relates each stress-tensor 
component aij , to all strain-tensor component, Eij can be written as 
3 3 
a;i = L L CijktCkt , for any i , j E {1, 2, 3}, 
k= l 1= 1 
(A.25) 
where Cijkt arc the components of a tensor which is known as the elasticity tensor. 
We rewrite t he above expression by u ing the summation convention as 
a ii = ijktEkt, for any i ,j E {1 , 2, 3}. (A.26) 
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Every clastic medium, which is also called a Hookcan solid has an unique elasticity 
tensor which completely defines its clastic behaviour. 
The elasticity tensor is a fourth-rank tensor since it relates two second-rank ten-
sors, namely stress and strain. The rank of a tensor indicates the number of directions 
involv€d for d fining the corresponding physical quantity. For exampl , temperature 
is a zero-rank tensor since it is represent d by a scalar valu , hence no dir ction is 
associated with temperature. Force, which is represented by a vector, is a one-rank 
tensor. Stress and strain tensors that we have defined in the last sections, arc second-
rank tensors because two directions arc needed for defining those quantities. In other 
words, they relate two vectors. Stress tensor expresses a relation between the normal 
of a surface and the stress-vecto~· applied to that surface. Strain tensor relates two 
directions in three-dimensional spa e which gives the valu of th chang of angle be-
twe n them after a deformation takes place. If the given two directions are the same, 
then th corresponding. value of the strain tensor is a m asure of the relative change 
of its length , as it is shown in A.l. Thus elasticity tensor is a fourth-rank tensor 
where two· of the four directions associated with the stress tensor and the remaining 
two are due to the strain tensor. 
A.3.1 Strain-Enel.·gy Function 
For the compl te specification of any state of the body one should know the configura-
tion and the temperature of every part of the body. Unless the body is in equiHbrium 
under the action of external forces such as body forces and surface tractions, it will 
move from one configuration to another configuration. As this happens, the external 
forces , in general, do some work. 
In mechanics, the total energy of any portion of t he body is the sum of its kinetic 
energy and its intrinsic energy. Then the total energy of the whole body can be 
evaluated by adding the total energi s of the parts into which it is divided. This 
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property of the energy function makes it an exact differential, meaning that the 
integral (or sum) of the differential is independent of the path taken in the space of 
the parameters of the energy function. This is mathematically stated as 
If dU = U(f)- U(i), 
where U denotes the energy state of the medium. 
The First Law of Thermodynamics states that the increase in the internal energy 
of a system is equal to the amount of energy added by heating the system minus the 
amount lost as a result of the work done by the system on its ·urroundings. This can 
be expressed by the formula 
dU = oQ- ow, (A.27) 
where oQ is the infinitesimal amount of heat added to the system and oW is t he 
infinitesimal amount of work done by the system. The infinitesimal heat and work 
are denoted by 6 rather than d because, in mathematical term , they are not exact 
differential . 
As seismic waves pass through the material, we can expect that motion takes plac 
too quickly to lose or gain any significant quantity of heat. Thus, we can assume that 
oQ = 0 in Equation A.27. Hence the differential of the work function becomes exact 
since it is equal to the energy of the system. It can be proved that if the work done in 
the system is independent of the displacement-path then stress must be a derivative 
of some function which is called potential function. This is mathemati ally stated as: 
There exists a function W that gives the value of the potential energy of the body 
and it has prop rties expressed by the equations 
(A.28) 
where Eij and aij arc components of the strain and stress tensors, respectively and 
i , j E {1.2, 3}. The function W , which has the properties xpressed by Equations 
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A.28, is called the strain-energy function. The existence of such a function implies 
that the work done by the stress is independent of the path of the strain. So in order 
to evaluate the work done to the body by the stress, it is enough to consider the final 
and the initial configuration of the body. 
Another assumption that is used in the theory of seismi wave-propagation is that 
as the wav pass s through the material, any portion of the body executes small 
vibrations. Since the body is slightly trained, we can assume that stress components 
arc linear functions of strain components, in other words Hooke's Law holds. Also, as 
we stated in the above paragraphs since no heat is gained or lost during the passage 
of a seismic wave, components of the stress tensor are partial differential coefficients 
of the function W of strain components which can be expressed by Equations A.28. 
ow, substituting Hooke's law, expre ed in Equation A.26 for aii in Equation A.28 
we g t 
aw ~ = CijktEkt , i , j E {1 , 2, 3}. 
UCij 
(A.29) 
Then, int grating with respect to f ij , we find that the strain en rgy function is a 
homogen ous quadratic function of strain components and it is in th form 
+2C 1312E13E12 
+ 1212Ei2 · 
(A.30) 
or, we can show it in tensor notation and using Einstein 's summation onv ntion a 
For an clastic medium, we assume that all the expended energy is stored in the 
strained medium as a potential energy. In other words, we are dealing with a conser-
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vativc system. A conservative system means that the total energy of the medium is 
preserved during the physical phenomena that take place. An equivalent statement 
is that no heat is lost or gained in the system. 
It is n ces ary to expend energy in order to deform a material. In other words, 
if energy is not expended, the material remains stable in its und formed state. This 
constraint on the strain-energy function is called th stability condition. In general 
energy is a positive quantity. Thus, the strain-energy function must be a positive 
quantity that vanishes only in the undeformed state. Mathcmati ally, the stability 
conditions arc equivalent to the positive-definiteness of the elasticity tensor. A fourth-
rank tensor is positive-definite if 
CijktEijEkt 2:: 0, for every f.. 
Then the corresponding fourth-rank tensor may correspond to the elasticity tensor of 
a real material since it means that one needs energy to deform the material, where 
deformation is represented by f. . 
A.3.2 Intrinsic Symmetries of Elasticity Tensor 
In this s ction, we will consider the symmetries of the elasticity tensor. Since the 
elasticity tensor, Cijkl where i , j , k , l E {1 , 2,3} , has four subscripts, i t has 34 = 1 
components. However, due to the symmetries of stress and strain tensor, the num-
ber of independent components decreases to thirty-six as will be shown below. The 
number of independent parameters is important in applications because in modelling 
one want to know how many param ters is enough to represent the m dium under 
con ideration. 
It can be shown that in view of balan e of angular mom ntum the stress tensor is 
symmetric, namely, aii = O'ji· Also, the strain tensor, which is expressed in Equation 
A.ll , is symm tric by definition , Cij = Cji · Considering the symmetry of the stress 
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tensor, one can write stress-strain Equation A.26 as 
CijktCkt = CTij = CTji = CjiktCkt , i , j E { 1 2, 3}. (A.31 ) 
Subtracting the first double-summation term from the second one, we get 
(A.32) 
where i , j E {1 , 2, 3}. Thus, for this equation to be satisfied for all strain tensor 
components we require 
Cijkt = Cj i kt , for all i , j , k , l E {1 , 2, 3}. (A.33) 
Hence, due to the symmetry of the stress tensor, the elasticity tensor is invariant 
under permutations in the first pair of subscripts. Note that the order of k and l has 
no effect on stress-strain Equation A.26 since they are summation indices. Thus, the 
following equation holds 
CijktEkt = C;jtkEtk , i , j E {1 2, 3} . 
Considering the symmetry of strain tensor, we can interchange the indices of strain 
tensor and the above equation becomes 
CijklEkl = Ci.jlkEkt , i , j E {1, 2, 3} , 
which can be also stated as 
where i , j E {1, 2, 3}. For this equation to be satisfied for all strain tensor components, 
we require 
Cijkl = Cijlk , for all 'i , j , k , l E {1 , 2, 3}. (A.34) 
Hence, due to the symmetry of the strain tensor, the elasticity tensor is invariant 
under permutations in the second pair of subscripts. 
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In view of Equalities A.34 and A.33, the number of components of the elasticity 
tensor is thirty-six. 
Furthermore, by considering the existen e of the strain-energy function , it can be 
found that the elasticity tensor is invariant under permutations of subs ripts ij and 
kl which reduces the number of param ters of the tensor to twenty-one. This can be 
derived in th following manner. Let us remember Equation A.29 
fJW 
-8 = CijklEkl, i, j E {1, 2, 3}. 
Cij 
(A.35) 
Differentiating both sides of these equations with respect to <'kt , w obtain 
82W(c) . . 
fJ fJ = Cijkl , t , ] ,k, l E {1,2, 3}. 
Ckl Cij 
(A.36) 
Now, let us invoke the equality of mixed partial derivatives, which states that , if 
W has a continuous derivative then the order of differentiation is interchangeable. 
Since W i a quadratic polynomial as expr ssed in Equation A.30, it has a continuous 
derivativ . Then, Equation A.36 implies that 
Cijkl = Cklij · (A.37) 
Hence, we conclude that the elasticity tensor is invariant under permutations of pairs 
of subscripts ij and kl. 
A.3.3 Matrix R epresentation of Elasticity Ten sor 
Due to the symmetries of stress and strain tensors, the constitutive equations, which 
are expressed in Equations A.26, can be conveniently written in a matrix form , con-
taining six independent equations. This form allows us to express elasticity tensor 
as an elasticity matrix. The thirty-six independent components of the elasticity ten-
sor can be written as entities of a 6 x 6 elasticity matrix, d noted by Cmn and it 
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relates each independent stress-tensor components to the six independent strain com-
ponents. To construct this matrix, in view of symmetries A.33 and A.34, it is enough 
to consider the pairs of (i , j) and (k , l ) fori S: ·j and k S: l , respectively. 
Consider such pairs (i,j), where i , j E {1. 2 3}. Let us an·ang th min the order 
given by 
(1, 1), (2, 2), (3, 3), (2, 3) , (1, 3), (1, 2). 
Now, we can replace each pair by a single number m that give the po ition of the 
pair in th above list, thus m E { 1, ... , 6}. In other words we make the following 
r plac ment (i,j) ~ m: 
(1, 1) ~ 1, (2,'2) ~ 2, (3, 3) ~ 3 
(2, 3) ~ 4, (1, 3) ~ 5, (1 , 2) ~ 6. 
We can formally write this replacement map as 
m, ·i if 'i = j 
m 9 - ('i + j) if i # j , 
where i , j E {1 , 2, 3}. Considering the analogous pairs (k , l ), wh re k, l E {1 , 2,3} , 
one can have the identical replacements. Consequently, we can r place Cijkl , where 
·i, j, k, l E {1 , 2, 3} by Cmn , where ·m, n E {1, ... , 6} to obtain the elasticity matrix 
given by 
Cn c12 C13 C14 C1s C16 
c21 c22 C23 C24 C2s C26 
C = 
C31 C32 33 C34 C3s c36 (A.3 ) 
C41 ' c44 c4s 42 43 46 
G's1 Cs2 Cs3 Cs4 Css Cs6 
c61 c62 G'63 c64 C6s c66 
Furthermore, by using the symmetry of elasticity tensor due to the existence of strain-
energy function, we see that Cijkt = Cktij which implies that Cmn = Cnm since switching 
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i j with kl is equivalent to switching m with n . Hence, the above elasticity matrix 
A.38 turns out t o be a symmet ric 6 x 6 matrix which can be expressed by 
Cn cl2 C13 C 14 C 1s C16 
c12 c22 C'23 C24 C2s c26 
C= 
C13 C23 C'33 C34 C3s c36 (A.39) 
C 14 C24 C'34 c44 c4s c46 
C'ts C2s c3s (,'45 Css Cs6 
C16 C26 c36 c46 Cs6 c66 
Hence, stress-strain Equation A.26 for a general elastic continuum that obeys Hooke's 
law can be written in matrix form as 
au C n c12 C13 C14 C1s C16 cu 
a 22 c12 c22 C23 C24 C2s C26 (22 
a33 C 13 C23 c33 c34 c3s (,'36 C33 (A.40) 
a 23 C14 c24 c34 c44 C4s c46 2E23 
au C15 C2s c35 C4s C'ss Cs6 2E13 
a12 C16 C26 c36 c46 Cs6 c66 2E12 
where the stress and the strain tensor components are mapped to the corresponding 
matrix entries in the following way 
an En 
a 22 E22 
an 0'12 013 1 I <n E12 '13 ] a33 €33 ( A .41) a 12 0'22 a 23 ---? , €] 2 E22 E23 ___. 
a 23 2E23 
a 13 0'23 a33 E13 E23 €33 
a 13 2c13 
0'12 2cl 2 
The above representation of the t ensors is called Voigt notation. Remark that since 
stre ·s and strain tensors are symmetric, they have only six independent components. 
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This allows us to represent those second-rank tensors as a vector in six-dimensional 
(6D) space. However, the 6D-vector space for representing the stress tensor is not 
equivalent to the 6D-vector space of strains because of the factor 2 appearing in 
the last three rows of strain vector. Treating stress and strain differently prevents 
construction of an isomorphism between th se two spaces and furth rmore, the elas-
t icity tensor cannot be regarded as a lin ar transformation on a. 6D-vector spac . 
Thus, many advantages of tensor algebra are lost . In particular, these vectors do 
not obey the transformation rule when they are represented by Voigt notation . The 
only condition for the new representation to be a tensor is that the representation 
mapping should preserve the norm. Note that the maps in A.41 do not preserve the 
norm, where norm is defined as the square root of the sum of the squares of the com-
ponents of the corresponding entity. In order to make the representation mapping 
norm-pr serving, we can chang it as 
au En 
a22 f22 
[ au 
a12 013 1 [ 'u €12 
'" ] a33 fJJ (A.42) a12 a22 a23 ---; €]2 E22 E23 ---; .J2a23 .J2c23 
a13 a23 a33 
.J2a13 
(jJ (23 (33 
v'2c13 
.J2a12 .J2c12 
Then, according to the new representation, the stress-strain equation can be writt n 
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as 
O'n CJ J 11 c u22 Cn;tl J2c1123 v'2c nl3 v'2cllJ2 cu 
0'22 C2211 c2222 c2233 J2c2223 J2c2213 J2c2212 € 22 
0'33 C3311 C3322 C3333 v'2c3323 v'2c33J3 J2c3312 €33 
\1'20'23 v'2cm3 v'2c2223 J2c3323 2c2323 2c23J3 2 c2312 v'2c:23 
\1'20']3 J2c m 3 J2c2213 J2c3313 2 c23I3 2cl313 2 c J312 v'2c: l3 
)20'12 J2cm2 J2c2212 J2c33J2 Zc2312 2c13J2 2 c1212 v'2c: l2 
(A.43) 
The above representation of the tensors is called Kelvin notation. Note that the 
elasticity matrix in this representation has the same norm as the original tensor has. 
Thus, it becom a second-rank tensor in 6D since it connects two 6D vectors, inst ad 
of a fourth-rank tensor in 3D. Also, in this r presentation, the vector spaces of t rain 
and stress are isomorphic to each other and the second-rank tensors have the sam 
norm as the vectors in 6D. The numerical values of the components of the 6D stress-
strain-vectors and elasticity matrix differ from the components of 3D second- and 
fourth-rank tensors whereas their norms are equivalent. This enables us to use tensor 
algebra for t he matrix representations in 6D. Kelvin notation is also more convenient 
for investigating the eigensystem of the elasticity matrix. Investigating eigensystem 
enables us to gain insight into the invariants of the stres -strain equations. 
We will use a further simplification in Kelvin notation. As a matter of fact , w 
will use the representation t hat we have introduced in Equation A.3 for the strain 
and stress vectors denoted by Kelvin notation in Equation A.43. B doing this 
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simplification, we get rid of J2's in the equation. We apply the following mapping: 
au al en CJ 
a22 a2 (22 (2 
a 33 a3 C33 (3 (A.44) ---t ---t 
J2a23 a 4 J2E23 C4 
J2a13 as J2En E5 
J2(j12 a6 J2fl2 f6 
otc that we have not changed the numerical values of any components of the vectors 
above but only renamed them so t hat it looks simpler. Thus the norm of vc tors 
above are equal to each other. Hence, we did not lose the tensorship of the vectors. 
We will use the arne trick for the elasti ity matrix appearing in Equation A.39: 
CJJ 1J CJ J22 C1J33 J2cu23 J2cu13 J2cu12 JJ 12 C13 C14 15 
C2211 C2222 C2233 J2c2223 J2c2213 J2c2212 c22 c23 C24 C 2s 
C33 11 C3322 C3333 J2c3323 J2c3313 J2c3312 ] 3 23 C33 c34 C 3s 
---t 
v'2cu23 J2c2223 J2c3323 2c2323 2c23J3 2c2312 24 c34 C44 C4s 
J2c1113 J2c2213 J2c33I3 2C2313 2c13J3 2CJ312 ' c ,l.> C :.s ] !l 25 3 fi 
J2c1112 J2c2212 J2c33I2 2c2312 2Cl312 2c1212 16 26 c36 c,lfi C s6 
ote that the above notation is as the same as the Voigt notation introduced in Equa-
tion A.39. However, they arc not equal component-wise. Since in the rest of this the-
sis, we arc going to usc the simplified Kelvin notation, whenever an elasticity-matrix 
appears it hould be understood that it is presented in simplified Kelvin notation and 
not Voigt. 
W can write down the stres -strain relation by using the simplifi d Kelvin nota-
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t ion as 
0'1 ell c 12 ' C14 C1s C16 EJ 1:! 
0'2 c12 22 23 C24 C2s C26 E2 
0'3 C 13 23 ' 33 C34 c3s c36 (3 (A.4.5) 
0'4 C 14 C24 c34 c44 C4s c46 E4 
0'5 C 1s 
l 
c45 c55 c56 C5 25 35 
0'6 C16 26 c36 c46 C55 c66 (6 
In the main part of the thesis, we use t h abov elasticity matrix which is represented 
in Kelvin notation, to study the symmetry classes of the lasticity ten or. 
A.3 .4 Obtaining the Orthogonal Transformation for the Elas-
ticity Matrix 
In this ection, we derive th formula for obtaining the orthogonal transformation in 
6D from it corresponding 3D transformation. R call that in the previous section we 
represent the lasticity tensor b r a 6 x 6 matrix. Thus, it b comes a s cond-rank 
ten or in 6D instead of a fourth-rank tensor in 3D. 
Therefore, we should also convert an orthogonal transformation in 3D to a trans-
formation in 6D in order to express the elasticity matrix in a different coordinate 
system. To do so, one should consider where the basis clements of a 6D-vcctor spa e 
' 
are transformed by the orthogonal transformation in 3D. The basis elements of 6D-
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vector space, where strain and stress tensors are defined arc 
at - (1 0. 0. 0, 0, 0). 
a2 .- (0, l, 0, 0 0,0). 
a3 ·- (0, 0, 1 0,0,0) 
a4 - (0, 0, 0, 1, 0, 0) , 
a"' ·- (0, 0, 0, 0, 1, 0) , 
a6 ·- (000, 0,01). 
Then th se elements are tran formed by an orthogonal transformation in 6D by th 
following formula 
a~ = Aai , for any i E {1 , ... , 6} , (A.46) 
where i1 is any orthogonal transformation in 6D, namely i1 E 50(6). To find the 
entries of we find where each of the ai is transformed by it. Then th transformed 
element namely a~ will become the ith column of the A E S0(6). 
First let us consider a 1 . a 1 represents a second-rank t nsor which is r presented 
by the following matrix 
Thus it is transformed according to the transformation-law whi h is represented in 
matrix notation in Equation 1.19 as 
Then , we can compute a~ in terms of the components of the orthogonal transformation 
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J1E 0(3) as I Au A, A,. I ~ 0 0 I I Au A12 A,, I I A12 A22 A:~2 0 0 21 A22 A23 (A.47) 0'1 A13 A23 A33 0 0 A31 A32 A33 I AnAn AuA21 AuA31 I 
A uA21 A21 A21 A21A31 (A.48) 
A uA31 !121 A32 A31A31 
Since w denote the second-rank tensor in 3D as a vector in 6D the transformed 
tensor can be written as 
Au Au 
A21A21 
I A31A:n (A.49) (J'l = 
v'2A21A31 
v'2AnA31 
v'2AuA21 
otc that we usc the norm-preserving representation-mapping defined in Equation 
A.42 to chang th second-rank tensor from its matrix r pr sentation to the vector 
repr s ntation. Thus, the first column of the A is 0'~. Similarly, on can calculate th 
s cond and th th ird coloumn by transforming the basis vectors 0'2 , 0'3 , respectively. 
To find the fourth column of A, we u e 0'4 = (0, 0, 0, 1, 0, 0) which is quivalent in 
matrix notation to 
u ~ ~ ~ i ;I 
since we usc the norm-preserving representation-mapping defined in Equation A.42. 
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Then, using Equation A.47 for the tensor above, the fourth column turns out to be 
a' = 
.J2A12A13 
"/2A22A23 
.J2A32A33 
A22Jl33 + A23A32 
A12A:n + A13A32 
A12A23 + A13A22 
(A.50) 
Analogously, we compute the fifth and the sixth column of A by evaluating a~, a~ , 
respectively. 
Now putting together the six columns of A, we obtain 
A-11 A11 A12 A12 AI3AI3 J2A12A1 3 J2A11A1 3 J2AuA12 
A21A21 A22A22 A23A23 J2A22A23 J2A21A23 J2A21A22 
A = A31A31 A32A32 A33 A33 J2A32A33 J2A31A33 J2A31A32 
J2A21A31 J2A22A32 J2A23A33 A22A33 + A 23 A32 A21A33 + A23A31 A21 A32 + A22A31 
J2AuA3l J2A12A32 J2A13A33 A12A33 + A13A32 AuA33 + A13A31 AuA32 + A12A31 
J2AuA21 J2A12A22 J2A13A23 A12A23 + A1 3A22 A11A23 + A 13A21 AuA22 + A12A21 
By using the 6 x 6 rotation transformation matrix, namely A which is expressed 
above, we can find the transformed elasticity tensor. In Section 1.2, we have intro-
duced the t ransformation law for a fourth-rank tensor in Equation 1.20. However, 
we are working with a 6 x 6-elasticity matrix, which is a second-rank tensor in 6D 
instead of a fourth-rank tensor in 3D. Thus, we use the transformation law, which is 
expressed in the matrix form in Equation 1.19, for the second-rank tensors. Namely, 
the transformed elasticity matrix is achieved by the following formula 
C' = ATCA 
' 
(A.51) 
where A is the 6 x 6 orthogonal transformation matrix, C' and C arc the elasticity 
matrices represented in the transformed and original coordinates, respectively. 
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A.4 Maple Codes 
In this appendix, we present the codes that are used throughout the thesis. 
Plotting the Monoclinic- and Tl-distance Functions 
We introduc the packages that are going to be used in th code. 
restart; 
with(LinearAlgebra); 
with(Optimization); 
The rotation matrix that transforms e3 to the new z-axis. 
AEuler :: Matrix([[cos(psi), - sin(psi), 0], [sin(psi), cos(psi), 0], [0, 0, 1]]) . 
Matrix([[1, 0, 0], [0, cos(phi), -sin(phi)], [0, sin(phi), cos(phi)]])); 
Vie do not take into account of the locations of x-axis and y-axis since for TI- and 
monoclinic-distance functions their orientation does not change the result . 
Rot : : IdentityMatrix (3); 
A ::Rot. AEuler; 
Expressing A E S0(3) in 6D since it is going to act on the elasticity tensor. 
Atilde : : simplify(Matrix([[A[1, 1]-2, A[1, 2]-2, A[1, 3] - 2, sqrt(2)*A[1, 2]*A[1, 3], 
sqrt(2)*A[1, l]*A[1, 3], sqrt(2)*A[1, 1]*A[1, 2]], [A[2, 1] - 2, A[2, 2] - 2, A[2, 3] - 2, 
sqrt(2)*A[2, 2]*A[2, 3], sqrt(2)*A[2, 1]*A[2, 3], sqrt(2)*A[2, 1]*A[2, 2]], 
[A[3, 1] - 2, A[3, 2] - 2, A[3, 3] - 2, sqrt(2)*A[3, 2]*A[3, 3), sqrt(2)*A[3, 1] 
*A[3, 3], sqrt(2)*A[3, 1]*A[3, 2]], [sqrt(2)*A[2, 1]*A[3, 1], sqrt(2)*A [2, 2]*A[3, 2] ," 
sqrt(2)*A[2, 3]*A[3, 3], A[2, 3]*A[3, 2]+A[2, 2]*A[3, 3], A[2, 3]*A[3, 1]+ 
A[2, 1]*A[3, 3], A[2, 2]*A[3, 1]+A[2, 1]*A[3, 2]], [sqrt(2)*A[1, 1]*A[3, 1], 
sqrt(2)*A[1, 2]*A[3, 2], sqrt(2)*A[1, 3]*A[3, 3], A[1, 3]*A[3, 2]+A[1, 2]*A[3, 3], 
A[1, 3]*A[3, 1]+A[1, 1]*A[3, 3], A[1, 2]*A[3, 1]+A[1, 1]*A[3, 2]], 
[sqrt (2) *A [1, 1] *A [2, 1] , sqrt (2 ) *A [1, 2] *A [2, 2] , sqrt (2) *A [1, 3] *A [2, 3] , 
A[1, 3]*A[2, 2]+A[1, 2]*A[2, 3], A[1, 3]*A[2, 1]+A[1, 1]*A[2, 3], A[1, 2]*A[2, 1]+ 
A[1, 1]*A[2, 2]]])): 
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Introducing the elasticity matrix C in its general form. 
C := Matrix(6, symbol= c, shape= symmetric); 
This line is for changing the Voigt notation to Kelvin or vi e versa. Herein, since 
we represent it in Kelvin notation , we do not change anything. 
c [.1 . . 3' 4 . . 6] : = c [1 . . 3' 4 . . 6] ; 
c [ 4 . . 6' 4 . . 6] : = c [ 4 6, 4 .. 6]; 
Introducing the parameters of elasticit matrix. 
c := Matrix(6, 6, {(1, 1) = 42.03357978, (1' 2) = 32.49305220, 
( 1' 3) = 26.42291512, (1, 4) = 5.799531000, (1, 5) = 9.938160420, 
(1, 6) = 21.33549018, (2, 1) = 32.49305219, (2, 2) = 36.72218489, 
(2, 3) = 34 . 84774953, (2, 4) = -5.221667422, (2, 5) = -35.36967653, 
(2, 6) = -23.60019509, (3, 1) = 26.42291511, (3, 2) = 34.84774954, 
(3, 3) = 31.71680164, (3, 4) = 12.16688779, (3' 5) = 3.767088965, 
(3, 6) 10.24209672, (4, 1) = 5.799531000, (4, 2) = -5.221667442, 
(4, 3) 12 . 16688780, (4, 4) = 32.84181099, (4, 5) = 20.98631307, 
(4, 6) = 2.36291613, (5, 1) = 9.938160440, (5, 2) = -35.36967653, 
(5, 3) = 3.767088965, (5, 4) = 20.98631308, (5, 5) = -22.64105584, 
(5, 6) = - 9 . 709913499, (6, 1) = 21.33549018, (6, 2) = -23.6001951 0, 
(6, 3) 10.24209672, (6, 4) = 2.36291613, (6, 5) = -9.709913499, 
(6, 6) 11.32667859}); 
Expr ssing the elasticit} matrix C in all coordinat tems by rotating it with a 
generic orthogonal tran formation that i introduced in the above lin . 
R := evalf((Transpose(Atilde) .C.Atilde); 
Evaluating the monoclinic-distance function, namely d(AtildeTCAtild , _cmono) 
Dist := simplify(2*(R[1, 4]A2+R[1, 5]A2+R[2, 4]A2+R[2, 5]A2+R[3, 4]A2+ 
R[3, 5]A2+R[4, 6]A2+R[5, 6]-2)); 
Evaluating the TI-distanc function, nam ly d(Atilderc tild .cr1) 
1 0 
A.4. MAPLE ODES 
Delta:= $simplify(R[l, 1]-2+R[2, 2]-2+R[3, 3]-2+R[4, 4]-2+R[5, 5]-2+R[6, 6]-2+ 
2•(R[l, 2] -2+R[l, 3]-2+R[2, 3] - 2+R[l, 6]-2+R[2, 6]-2+R[3, 6]-2+R[4, 5] - 2+ 
R[l, 4]-2+R[l, 5]-2+R[2, 4]-2+R[2, 5]-2+R[3, 4]-2+R[3, 5]-2+R[4, 6] - 2+ 
R[S, 6]-2)-(3/S)•R[l, 1]-2-(3/2)•R[l, 2]-2-R[l, 3)-2-(3/8)•R[2, 2]-2-
2•R[l, 3]•R[2, 3]-R[2, 3]-2-R[3, 3]-2-(1/2)•R[4, 4]-2-R[4, 4]*R[5, 5]-
(1/2)•R[5, 5]-2-(1/2)*R[1, 2]•(R[2, 2]-2•R[6, 6])-(1/2)*R[2, 2]•R[6, 6]-
(1/2)•R[6, 6]-2- R[l, 1]*((1/2)•R[l, 2]+(3/4)•R[2, 2]+(1/2)•R[6, 6])); 
Plotting the function Dist onto th ~:>urface of a sphere. 
plot3d([sin(phi)•cos(psi-(1/2)*Pi), sin(phi)•sin(psi-(1/2)*Pi), cos(phi)], 
phi = 0 .. Pi, psi = (1/2)•Pi .. 2•Pi+(1/2)•Pi, style= patchnogrid, color= Dist, 
axes= normal); 
Plotting the function Delta onto the surface of a sphere. 
plot3d([sin(phi)•cos(psi-(1/2)•Pi), sin(phi)•sin(psi-(1/2)•Pi), cos(phi)], 
phi= 0 .. Pi, psi= (1/2)•Pi .. 2•Pi+(1/2)•Pi, style= patchnogrid, color= Delta, 
axes= normal); 
aming the 3D plot as 81. 
Sl : = 'l. 
Introducing the transformations that maps Euler angles onto the surface of the 
sphere 
u := (phi, psi) ~ sin(phi)•cos(psi-(1/2)•Pi): 
v := (phi, psi) ~ sin(phi)•sin(psi- (1/2)•Pi): 
w := (phi, psi) ~ cos(phi): 
Plotting Packages 
with(plots); 
with(plottools); 
Plotting the contours of the function Dist on a plane. 
Tl := transform((phi, psi) ~ [u(phi, psi), v(phi, psi), w(phi, psi)] ; 
contourplot(Dist, phi = 0 . . Pi, psi = (1/2)•Pi .. 2•Pi+(1/2)•Pi, color= black, 
grid = [100, 100]); 
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Naming t he contour plot as Al. 
A1 := 'l. 
Displa ing the 3D plot with the contours 
display (S1, T1(A1)); 
In ord r to find a local minima ,which may be observed from the plot, around 
some neighborhood, one should use the line: 
Min_data := Minimize(Dist, phi = 30•(1/180)•Pi 
psi= (1/180)•(90-44)•Pi .. (1/180)•(90-24)•Pi); 
ow, we present the code that valuates the orthotropic-, t tragonal- , trigonal-
distance functions around some neighborhood. Moreover, we present th sum of 
monoclinic-distance functions along some particular directions for orthotropic, tetrag-
onal, trigonal s rmmetrics. Thu one can compare the result of the e functions and 
determine how close they arc. 
Orthotropic-distance function 
restart; 
with(LinearAlgebra); 
with(Optimization); 
The rotation matrix that tran forms e3 to the new z-axis. 
AEuler := Matrix([[cos(psi), -sin(psi), 0], [sin(psi), cos(psi), 0], [0, 0, 1]]) . 
Matrix([[1, 0, 0], [0, cos(phi), -sin(phi )), [0, sin(phi), cos(phi)]])); 
Since the orientations of x-axis and y-axis matter when calculating t he distance 
of C to orthotropic symmetry in some coordinate syst m we hould multiply AEul r 
with anoth r 1 mentary transformation. This elementary tran formation determin 
the orientations of x-axis and y-axis. 
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Rot: = Matrix([[cos(theta), - sin(theta), O], [sin(theta), cos(theta), 0], [0, 0, 1]]); 
A := AEuler.Rot.; 
Expressing A E 80(3) in 6D since it is going to act on the elasticity t nsor. 
Atilde := simplify(Matrix([[A[1, 1]~2, A[1, 2]~2, A[1, 3]~2, sqrt(2)*A[1, 2]*A[1, 3], 
sqrt(2)*A[1, 1]*A[1, 3], sqrt(2)*A[1, 1]*A[1, 2]], [A[2, 1r2, A[2, 2]~2, A[2, 3]~2, 
sqrt(2)*A[2, 2]*A[2, 3], sqrt(2)*A[2, 1]*A[2, 3], sqrt(2)*A[2, 1]*A[2, 2]], 
[A[3, 1]~2, A[3, 2]~2, A[3, 3r2, sqrt(2)*A[3, 2]*A[3, 3], sqrt(2)*A[3, 1] 
*A[3, 3], sqrt(2)*A[3, 1]*A[3, 2]], [sqrt(2)*A[2, 1]*A[3, 1], sqrt(2)*A[2, 2]*A[3, 2], 
sqrt(2)*A[2, 3]*A[3, 3), A[2, 3]*A[3, 2)+A[2, 2)*A[3, 3), A[2, 3]*A[3, 1)+ 
A[2, 1]*A[3, 3), A[2, 2)*A[3, 1)+A[2, 1)*A[3, 2)), [sqrt(2)*A[1, 1)*A[3, 1), 
sqrt(2)*A[1, 2)*A[3, 2), sqrt(2)*A[1, 3)*A[3, 3), A[1, 3]*A[3, 2]+A[1, 2]*A[3, 3), 
A [1, 3] *A [3, 1) +A [1, 1) *A [3, 3) , A [1, 2) *A [3, 1] +A [1, 1) *A [3, 2)] , 
[sqrt(2)*A[1, 1]*A[2, 1), sqrt(2)*A[1, 2)*A[2, 2], sqrt(2)*A[1, 3)*A[2, 3), 
A[1, 3]*A[2, 2]+A[1, 2]*A[2, 3), A[1, 3]*A[2, 1]+A[1, 1)*A[2, 3], A[1, 2]*A[2, 1]+ 
A[1, 1]*A[2, 2]]])): 
Introducing the elasticity matrix C in its general form. 
C := Matrix(6, symbol= c, shape= symmetric); 
This line is for changing the Voigt notation to Kelvin or vice versa. Herein, since 
we represent it in Kelvin notation , we do not change anything. 
c [1 . . 3' 4 . . 6] : = c [1 . . 3' 4 .. 6] ; 
C[4 6, 4 .. 6] := C[4 .. 6, 4 6); 
Introdu ing the parameters of elasti ity matrix. 
c := Matrix(6, 6, {(1, 1) = 42.03357978, (1, 2) = 32.49305220, 
(1, 3) = 26.42291512, (1, 4) = 5.799531000, (1, 5) = 9.938160420, 
( 1 ' 6) = 21 . 33549018, (2, 1) = 32 . 49305219, (2, 2) = 36.72218489, 
(2, 3) = 34.84774953, (2, 4) = -5.221667422, (2, 5) = -35.36967653, 
(2, 6) = - 23.60019509, (3, 1) = 26.42291511, (3, 2) = 34 . 84774954, 
(3, 3) = 31 .71680164, (3, 4) = 12.16688779, (3, 5) = 3.767088965, 
(3, 6) = 10.24209672, (4, 1) = 5.799531000, (4, 2) = -5.221667442, 
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(4, 3) = 12.16688780, (4, 4) = 32.84181099, (4, 5) = 20 . 98631307, 
(4, 6) = 2 . 36291613, (5, 1) = 9.938160440, (5, 2) = -35.36967653, 
(5, 3) 3 .767088965, (5, 4) = 20.98631308, (5, 5) = -22.64105584, 
(5, 6) -9.709913499, (6, 1) = 21.33549018, (6, 2) = -23.60019510, 
(6, 3) 10 . 24209672, (6, 4) = 2.36291613, (6, 5) = -9.709913499, 
(6, 6) 11.32667859}); 
Expressing the elasticity matrix ' in all coordinate systems by rotating it with a 
generic orthogonal transformation that is introduced in the above lines. 
R := evalf((Transpose(Atilde).C.Atilde); 
Evaluating the orthotropic-distance function , namely d(Atild T ';Hilde, c_ortho) . 
ote that th is function cannot be plotted because it is a 4-dimensional function. 
Delta-ortho := evalf(2*(R[1, 4]-2+R[1, 5]-2+R[1, 6]-2+R[2, 4]-2+R [2 , 5]-2+ 
R[2, 6]-2+R[3, 4]-2+R[3, 5]-2+R[3, 6]-2+R[4, 5]-2+R[4, 6]-2+R[5, 6]-2)); 
In ord r to find a local minima which may be ob erved from the plot of the 
monoclini di tance function around som neighborhood one should use th line: 
Min_data := Minimize(Delta-ortho, phi = 30*(1/180)*Pi 
psi = (1/180)*(90-44)*Pi .. (1/180)*(90- 24)*Pi); 
Su m of monoclinic-dist a nce functions a long t he normal of t h e m irror 
pla n e of orthotropic sym metry 
restart; 
with(LinearAlgebra); 
with(Optimization); 
Th rotation matrix that tran forms e3 to the new z-awxis. 
AEuler := Matrix([[cos(psi), - sin(psi), 0], [sin(psi), cos(psi), 0], [0, 0, 1]]). 
Matrix([[l, 0, OJ, [0, cos(phi), - sin(phi)), [0, sin(phi), cos(phi)]])); 
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Since the orientations of x-axis and y-axis matter when calculating the distance 
of C to orthotropic symmetry in some coordinate system, we should mult iply AEuler 
with another elementary transformation . This elementary transformation determines 
the orientations of x-axis and y-axis. 
Rot:= Matrix([[cos(theta), - sin(theta), O], [sin(theta), cos ( theta), O], [0, 0, 1]] ) ; 
A: = AEuler . Rot.; 
Expressing A E 50(3) in 6D since it is going to act on the elasticity tensor. 
Atilde : ~ simplify(Matrix([[A[1, 1]~2, A[1, 2]"2, A[1, 3)"2, sqrt(2)*A [1, 2]*A[1, 3] , 
sqrt(2)*A[1, 1]*A[1, 3], sqrt(2)*A[1, 1]*A[1, 2]], [A[2, 1] "2, A[2, 2] "2, A[2 , 3] "2, 
sqrt(2)*A[2, 2]*A[2, 3], sqrt(2)*A[2, 1]*A[2, 3], sqrt (2)*A[2 , 1]*A[2, 2]], 
[A[3, 1] " 2, A[3, 2]"2, A[3, 3] " 2 , sqrt(2)*A[3, 2]*A[3, 3], sqrt(2) *A[3, 1] 
*A[3, 3], sqrt(2)*A[3, 1]*A[3, 2]], [sqrt(2)*A[2, 1]*A[3, 1], sqrt (2)*A[2, 2]*A[3, 2], 
sqrt (2) *A [2, 3] *A [3, 3] , A [2, 3] *A [3, 2] +A [2, 2] *A [3, 3] , A [2, 3] *A [3, 1] + 
A[2, 1]*A[3, 3], A[2, 2]*A[3, 1]+A[2, 1]*A[3, 2]], [sqrt(2)*A[1, 1]*A [3, 1] , 
sqrt(2)*A[1, 2]*A[3, 2], sqrt(2)*A[1, 3]*A[3, 3], A[1, 3]*A[3, 2]+A[1, 2]*A[3, 3], 
A[1, 3]*A[3, 1]+A[1, 1]*A[3, 3], A[1, 2]*A[3, 1]+A[1, 1]*A [3, 2]], 
[sqrt (2) *A [1, 1] *A [2, 1] , sqrt (2) *A [1, 2] *A [2, 2], sqrt (2) *A [1, 3] *A [2 , 3], 
A[1, 3]*A[2, 2]+A[1, 2]*A[2, 3], A[1, 3]*A[2, 1]+A [1, 1]*A [2, 3], A[1, 2]*A[2, 1]+ 
A[1, 1]*A[2, 2]]) ) ): 
Introducing the elasticity matrix C in its general form. 
C := Matrix(6, symbol= c, shape = symmetric); 
This line is for changing the Voigt notation to Kelvin or vice versa. Herein, since 
we represent it in Kelvin notation, we do not change anything. 
C[1 
C[4 
3, 4 
6, 4 
6] : = C[1 
6] : = C[4 
3, 4 
6, 4 
6] ; 
6] ; 
Introducing the parameters of elasticity matrix. 
c := Matrix(6, 6, {(1, 1) = 42.03357978, (1, 2 ) = 32 . 49305220, 
(1, 3) = 26 . 42291512, (1, 4) = 5.799531000, (1, 5) = 9.938160420, 
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(1, 6) = 21.33549018, (2. 1) 32.49305219, (2, 2) = 36.72218489, 
(2, 3) = 34.84774953, (2, 4) -5 . 221667422, (2, 5) = -35.36967653, 
(2, 6) = -23 . 60019509, (3, 1) = 26.42291511, (3, 2) = 34.84774954, 
(3. 3) = .31.71680164, (3, 4) = 12.16688779, (3, 5) = 3.767088965, 
(3. 6) 10.24209672 , (4, 1) = 5.799531000, (4, 2) = -5.221667442, 
(4. 3) 12.16688780, (4, 4) = 32.84181099, (4, 5) = 20.98631307, 
(4. 6) 2.36291613, (5, 1) = 9.938160440, (5, 2) = -35.36967653, 
(5. 3) 3.767088965, (5, 4) = 20 . 98631308, (5, 5) = - 22.64105584, 
(5, 6) -9.709913499, (6, 1) = 21 . 33549018, (6, 2) = -23.60019510, 
(6. 3) 10.24209672, (6, 4) = 2.36291613, (6 , 5) = -9.709913499, 
(6, 6) 11.32667859}); 
Expressing the elasticit~r matrix C in all coordinate systems by rotating it with a 
generic orthogonal transformation that is introduced in the above line::;. 
R := evalf(Transpose(Atilde).C .Atilde); 
This line evaluates the distance of C to monoclinic along the z-axis of the rotated 
C: 
Dist := evalf(2*(R[1,'4]-2+R[1, 5]-2+R[2, 4]-2+R[2, 5]-2+R[3, 4]-2+R[3, 5]-2 
+R[4, 6]-2+R[5, 6]-2)): 
In order to rotate the z-axis of C to the x-axis, we introduce 90° rotation: 
ninetyx := Matrix([[O, 0, 1], [0, 1, 0], [-1, 0, OJ]); 
Ax := A.ninetyx; 
Expressing the above orthogonal transformation in 6D so that it act::; t he elasticity 
tensor 
Atildex := simplify (Matrix ([ [Ax[1, 1]-2, Ax[1, 2]-2, Ax[1, 3]-2, sqrt(2)* 
Ax[1, 2]*Ax[1, 3], sqrt(2)*Ax[1, 1]*Ax [1, 3], sqrt(2)*Ax[1, 1]*Ax[1, 2] ], 
[Ax[2, 1]-2, Ax[2, 2]-2, Ax [2, 3]-2, sqrt(2)*Ax[2, 2]*Ax[2, 3], sqrt(2)* 
Ax[2, 1]*Ax[2, 3], sqrt(2)*Ax[2, 1]*Ax[2, 2]], [Ax[3, 1]-2, Ax[3, 2]-2, 
Ax[3, 3]-2, sqrt(2)*Ax[3, 2]*Ax[3, 3], sqrt (2)*Ax[3, 1]*Ax[3, 3] , sqrt (2) * 
Ax [3, 1] *Ax [3, 2]], [sqrt (2) *Ax [2, 1] *Ax [3, 1], sqrt (2 ) *Ax [2, 2] *Ax [3, 2] , 
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sqrt(2)*Ax[2, 3]*Ax[3, 3], Ax[2, 3]*Ax[3, 2]+Ax[2, 2]*Ax[3, 3], Ax [2, 3]* 
Ax[3, 1]+Ax[2, 1]*Ax[3, 3], Ax[2, 2]*Ax[3, 1]+Ax[2, ' 1]*Ax[3, 2]], 
[sqrt(2)*Ax[1, 1]*Ax[3, 1], sqrt(2) *Ax[1, 2]*Ax[3, 2], sqrt(2) *Ax [1, 3]*Ax[3, 3], 
Ax[1, 3]*Ax[3, 2]+Ax[1, 2]*Ax[3, 3.], Ax[1, 3]*Ax[3, 1]+Ax[1, 1]*Ax[3 , 3], 
Ax[1, 2]*Ax[3, 1]+Ax[1, 1]*Ax[3, 2]], [sqrt(2)*Ax[1, 1]*Ax [2, 1], 
sqrt(2)*Ax[1, 2]*Ax[2, 2], sqrt ( 2)*Ax[1, 3]*Ax [2, 3], Ax[1, 3]*Ax[2, 2]+ 
Ax[1, 2]*Ax[2, 3], Ax[1, 3]*Ax[2, 1]+Ax[1, 1]*Ax[2, 3], Ax[1, 2]*Ax[2, 1]+ 
Ax[1, 1]*Ax[2, 2]]])): 
Atildex acts th elasticity matrix in order to express it in a coordinate system 
where its new z-a:xis is the x-axis. 
Rx := evalf(Transpose (Atildex) .C . Atildex); 
This line evaluates the dist ance of C to monoclinic along the x-axis of t he rotated 
C: 
Distx : = evalf(2*(Rx[1, 4]-2+Rx[1, 5] - 2+Rx[2, 4] - 2+Rx[2, 5]-2+ 
Rx[3, 4]-2+Rx[3, 5]-2+Rx[4, 6]-2+Rx[5, 6] - 2)): 
Now, we repeat the same procedure for y-axis: 
ninetyy := Matrix([[1, 0, 0], [0, 0, 1], [0, - 1, 0]]): 
Ay := A. ninetyy; 
Atildey := simplify (Matrix ( [(Ay[1, 1]-2, Ay [1, 2]-2 , Ay [1, 3]-2, 
sqrt (2) *Ay [1, 2] *Ay [1, 3] , sqrt ( 2) *Ay [1, 1] *Ay [1, 3], sqrt (2 ) *Ay [1, 1] * 
Ay[1, 2]], [Ay[2, 1] - 2, Ay[2, 2r 2, Ay[2, 3]-2, sqrt(2) *Ay[2, 2]*Ay [2, 3] , 
sqrt(2)*Ay[2, 1] *Ay [2, 3], sqrt ( 2)*Ay[2, 1] *Ay[2, 2]], [Ay[3, 1] -2, 
Ay[3, 2]-2, Ay[3, 3] - 2, sqrt(2)*Ay [3, 2]*Ay[3, 3], sqrt ( 2 ) *Ay[3, 1]*Ay [3, 3], 
sqrt(2)*Ay[3, 1]*Ay [3, 2]), [sqrt(2) *Ay[2, 1]*Ay[3, 1], sqrt(2) *Ay[2, 2]* 
Ay[3, 2], sqrt(2)*Ay [2, 3]*Ay[3, 3], Ay [2, 3]*Ay[3, 2]+Ay [2 , 2] *Ay [3, 3], 
Ay[2, 3]*Ay[3, 1]+Ay[2, 1]*Ay[3, 3], Ay[2, 2]*Ay[3 , 1]+Ay [2 , 1]*Ay [3, 2]], 
[sqrt(2)*Ay [1, 1]*Ay[3, 1], sqrt (2)*Ay [1, 2]*Ay [3, 2], sqrt(2) *Ay [1, 3] * 
Ay[3, 3], Ay[1, 3]*Ay[3, 2]+Ay[l, 2] *Ay[3, 3], Ay[ 1 , 3]*Ay [3, l ]+Ay [1 , 1]* 
Ay[3, 3], Ay[1, 2]*Ay[3, 1]+Ay[1, 1] *Ay[3, 2]], [sqrt (2)*Ay [1 , 1]*Ay [2, 1] , 
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sqrt(2)•Ay[1, 2]•Ay[2, 2], sqrt(2)•Ay[l, 3]•Ay[2, 3], Ay[1, 3]•Ay[2, 2]+ 
Ay[1 , 2]*Ay[2, 3], Ay[1, 3]*Ay[2, l]+Ay[1, 1]•Ay[2, 3], Ay[1, 2]*Ay[2, 1] 
+Ay[1, 1]•Ay[2, 2]]])); 
Ry := evalf(Transpose(Atildey) .C.Atildey); 
Disty := evalf(2•(Ryt1, 4)"2+Ry[1, 5]"2+Ry[2, 4]"2+Ry[2, 5]"2+Ry[3, 4]"2+ 
Ry[3, 5]"2+Ry[4 , 6]"2+Ry[5, 6]"2)); 
Evaluating the sum of monoclinic-distance functions along the three perpendicular 
directions which are aligned with the coordinate axes: 
Distal! := Dist+Distx+Disty 
For minimizing the Distal! function around some restricted region 
Mindata := Minimize (Distall, phi= 0 ... 10•(1/180)•Pi, 
psi = (1 /2) •Pi .. 2•Pi+(l/2)•Pi, theta = 0 .. 2*Pi) 
·Tetragonal-distance function 
restart; 
with(LinearAlgebra); 
with(Optimization); 
The rotation matrix that transforms e3 to th new z-axis. 
AEuler : = Matrix ( [[cos (psi) , -sin (psi) , O], [sin (psi) , cos (psi), 0], [0, 0, 1]]) . 
Matrix([[1, 0, O], [0, cos(phi), -sin(phi)], [0, sin(phi), cos(phi)]])); 
Since the orientations of .r-ax.is and y-axis matter when calculating the distance 
of ' to orthotropic symmetry in some coordinate system, we should multiply AEuler 
with another elementary transformation . This elementary transformation determines 
the orientations of x-axis and y-axis. 
Rot: = Matrix([[cos(theta), -sin(theta), O], [sin(theta), cos(theta), 0], [0, 0, 1]]); 
A := AEuler.Rot .; 
Expressing A E 80(3) in 6D since it is going to act on the elasticity tensor. 
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Atilde := simplify(Matrix([[A[1, 1]"2, A[1, 2]"2, A[1, 3]"2, sqrt(2)*A[1, 2]*A[1, 3], 
sqrt(2)*A[1, 1]*A[1, 3], sqrt(2)*A[1, 1]*A[1, 2]], [A[2, 1]"2, A[2, 2]"2, A[2, 3]"2, 
sqrt(2)*A[2, 2]*A[2, 3], sqrt(2)*A[2, 1]*A[2, 3], sqrt(2)*A[2, 1]*A[2, 2]], 
[A[3, 1]"2, A[3, 2]"2, A[3, 3]"2, sqrt(2)*A[3, 2]*A[3, 3], sqrt(2)*A[3, 1] 
*A[3, 3], sqrt(2)*A[3, 1]*A[3 , 2]], [sqrt(2)*A[2, 1]*A[3, 1], sqrt(2)*A[2, 2]*A[3, 2], 
sqrt(2)*A[2, 3]*A[3, 3], A[2, 3]*A[3, 2]+A[2, 2]*A[3, 3], A[2, 3]*A[3, 1]+ 
A[2, 1]*A[3, 3], A[2, 2]*A[3, 1]+A[2, 1]*A[3, 2]], [sqrt(2)*A[1, 1]*A[3, 1], 
sqrt(2)*A[1, 2]*A[3, 2], sqrt(2)*A[1, 3]*A[3, 3], A[1, 3]*A[3, 2]+A[1, 2]*A[3, 3], 
A[1, 3]*A[3, 1]+A[1, 1]*A[3, 3], A[1, 2]*A[3, 1]+A[1, 1]*A[3, 2]], 
[sqrt(2)*A[1, 1]*A[2, 1], sqrt(2)*A[1, 2]*A[2, 2], sqrt(2)*A[1, 3]*A[2, 3], 
A[1 , 3]*A[2, 2]+A[1, 2]*A[2, 3], A[1, 3]*A[2, 1]+A[1, 1]*A[2, 3], A[1 , 2]*A[2, 1]+ 
A[1, 1]*A[2, 2]]])): 
Introducing the elasticity matrix C in its general form . 
C := Matrix(6, symbol= c, shape= symmetric); 
This line is for changing the Voigt notation to Kelvin or vice vcr a. 1-l rein , sin e 
we r pr s nt it in K lvin notation, we do not change anything. 
C[1 
C[4 
3, 4 
6, 4 
6] := C[1 
6] := C[4 
3, 4 
6, 4 
6] ; 
6 ] ; 
Introducing the parameters of elasticity matrix. 
c := Matrix(6, 6, {(1, 1) = 42.03357978, (1, 2) = 32.49305220, 
(1, 3) = 26.42291512, (1, 4) = 5.799531000, (1, 5) 9.938160420, 
(1, 6) = 21.33549018, (2, 1) = 32.49305219, (2' 2) 36 . 72218489, 
(2' 3) = 34.84774953, (2, 4) = -5.221667422, (2, 5) = -35.36967653, 
(2' 6) = -23.60019509, (3, 1) = 26.42291511, (3, 2) = 34.84774954, 
(3, 3) 31.71680164, (3, 4) = 12.16688779, (3, 5) 3.767088965, 
(3, 6) 10 .24209672, (4, 1) = 5.799531000, (4, 2) -5 . 221667442, 
(4' 3) 12.16688780' (4, 4) = 32.84181099, (4' 5) 20.98631307, 
(4' 6) 2.36291613, (5, 1) = 9 . 938160440, (5, 2) = - 35.36967653, 
(5, 3) 3.767088965, (5, 4) = 20.98631308, (5, 5) = - 22 .64105584, 
(5' 6) - 9.709913499, (6 , 1) = 21 .33549018, (6, 2) = -23.60019510, 
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(6, 3) 10.24209672, (6, 4) 2.36291613, (6, 5) - 9 .709913499, 
(6, 6) 11 . 32667859}); 
Expressing the elasticity matrix C in all coordinate systems by rotating it wilh a 
g neric orthogonal t ransformation that is introduced in the above lines. 
R := evalf((Transpose(Atilde).C.Atilde); 
Introducing the s~rmmetry group of tetragonal class for taking the projection of 
an elasticity tensor onto the tetragonal space 
Me3 := Matrix ( [ [1, 0 , 0], [0, 1, 0], [0 , 0, -1]]) ; 
Me2 : = Matrix ( [ [ 1 , 0, O], [0, - 1, OJ, [0, 0, 1]]); 
Mel:= Matrix ( [[- 1, 0, O], [0, 1, 0], [0, 0, 1]]); 
Meff := Matrix([[O, -1, 0], [-1, 0, OJ, [0, 0 , 1]]); 
Mehff := Matrix([[O, 1, 0], [1, 0, 0], [0, 0, 1]] ) ; 
Mcomb1 : = Matrix([[O, - 1, 0], [1 , 0, O], [0, 0, 1]]); 
Mcomb2 : = Matrix([[O, 1, 0], [-1, 0, OJ, [0, 0, 1]]); 
Expressing the above orthogonal transformations in 6D 
Me3tilde := simplify (Matrix ( [[Me3[1, 1]-2, Me3[1, 2]-2, Me3[1, 3] - 2, 
sqrt (2) *Me3 [1, 2] *Me3 [1, 3] , sqrt (2) *Me3 [1, 1] *Me3 [1, 3] , 
sqrt(2)*Me3[1, l]*Me.3[1, 2]], [Me3[2, 1] - 2, Me3[2, 2] - 2, Me3[2, 3r2, 
sqrt(2)*Me3[2, 2]*Me3[2, 3], sqrt(2) *Me3[2, 1]*Me3 [2, 3], sqrt (2)* 
Me3[2, 1]*Me3[2, 2]], [Me3[3, 1] - 2, Me3 [3, 2] - 2, Me3[3, 3] - 2, sqrt (2 ) * 
Me3 [3 , 2] *Me3 [3, 3] , sqrt (2 ) *Me3 [3, 1] *Me3 [3, 3] , s qrt (2 ) *Me3 [3, 1] * 
Me3 [3, 2]] , [sqrt (2) *Me3 [2, 1] *Me3 [3, 1] , sqrt (2 ) *Me3 [2, 2] *Me3 [3, 2] , 
sqrt(2)*Me3 [2, 3]*Me3[3, 3], Me3[2, 3]*Me3[3, 2]+Me3[2 , 2 ]*Me3 [3, 3], 
Me3 [2, 3] *Me3 [3, 1] +Me3 [2, 1] *Me3 [3, 3] , Me3 [2, 2] *Me3 [3, 1] + 
Me3[2, l]*Me3[3, 2] ] , [sqrt (2)*Me3[1, 1]*Me3[3, 1], sqrt(2) *Me3[1, 2]* 
Me3 [3, 2] , sqrt (2 ) *Me3 [1, 3] *Me3 [3, 3] , Me3 [1, 3] *Me3 [3, 2] +Me3 [1, 2] * 
Me3[3, 3], Me3[1, 3] *Me3[3, 1]+Me3 [1, 1]*Me3[3, 3], Me3[1, 2]* 
Me3[3, 1]+Me3[1, 1]*Me3[3, 2]], [sqrt(2)*Me3[1, 1]*Me3 [2, 1], sqrt (2 ) 
*Me3[1, 2]*Me3[2, 2] , sqrt(2)*Me3[1, 3]*Me3[2, 3], Me3[1, 3]*Me3[2 , 2]+ 
Me3 [1, 2] *Me3 [2, 3] , Me3 [1, 3] *Me3 [2, 1] +Me3 [1, 1] *Me3 [2, 3], 
Me3[1, 2]*Me3[2, 1]+Me3[1, 1]*Me3[2, 2]]] )) ; 
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Me2tilde := simplify(Matrix([[Me2[1, 1]-2, Me2[1, 2]-2, Me2[1, 3]-2, 
sqrt(2)*Me2[1, 2] *Me2 [1, 3] , sqrt (2) *Me2 [1, 1] *Me2 [1, 3] , 
sqrt(2)*Me2[1, 1]*Me2[1, 2]], [Me2[2, 1]-2, Me2 [2, 2]-2, Me2[2, 3] - 2, 
sqrt(2)*Me2[2, 2]*Me2[2, 3], sqrt(2)*Me2[2, 1]*Me2[2,3], 
sqrt(2)*Me2[2, 1]*Me2[2, 2]], [Me2[3, 1] -2 , Me2[3, 2]-2, Me2[3, 3r2. 
sqrt(2)*Me2[3, 2]*Me2[3, 3], sqrt(2)*Me2[3, 1] *Me2 [3, 3] , 
sqrt(2)*Me2[3, 1]*Me2[3, 2]], [sqrt(2)*Me2[2 , 1]*Me2[3, 1], sqrt(2)* 
Me2[2, 2]*Me2[3, 2], sqrt(2)*Me2[2, 3]*Me2[3, 3] , Me2 [2, 3] * 
Me2[3, 2]+Me2[2, 2]*Me2[3, 3], Me2[2, 3]*Me2[3, 1]+Me2[2, 1]* 
Me2[3, 3], Me2[2, 2]*Me2[3, 1]+Me2[2, 1] *Me2 [3, 2]], [sqrt(2)* 
Me2[1, 1]*Me2[3, 1], sqrt(2)*Me2[1, 2]*Me2[3, 2], sqrt(2)* 
Me2[1, 3]*Me2[3, 3], Me2[1, 3]*Me2[3, 2]+Me2[1, 2]*Me2[3, 3], 
Me2[1, 3]*Me2[3, 1]+Me2[1, 1]*Me2[3, 3], Me2[1, 2]*Me2[3, 1] + 
Me2[1, 1] *Me2 [3, 2]], [sqrt(2)*Me2[1, l]*Me2[2, 1], sqrt(2)*Me2[1, 
Me2[2, 2], sqrt(2)*Me2[1, 3]*Me2[2, 3], Me2[1, 3]*Me2[2, 2]+ 
Me2 [1, 2] *Me2 [2, 3] , Me2 [1, 3] *Me2 [2, 1] +Me2 [1, 1] *Me2 [2, 3] , 
Me2[1, 2]*Me2[2, 1]+Me2[1, l]*Me2[2, 2]]])); 
Meltilde := simplify(Matrix([[Mel [ l , 1]-2, Mel[l , 2]-2, 
Mel[l, 3]-2, sqrt(2)*Mel[l, 2]*Mel[l, 3], sqrt(2)*Mel[l, 1]* 
2] * 
Mel[l, 3], sqrt(2)*Me1[1, l]*Mel[l, 2]], [Me1[2, 1] - 2, Me1[2, 2] -2, 
Mel[2, 3]-2, sqrt(2)*Me1[2, 2]*Me1[2, 3], sqrt(2)*Me1[2, l]*Me1[2, 3], 
sqrt(2)*Me1[2, 1]*Me1[2, 2]], [Me1 [3, 1] -2 , Me1[3, 2] -2, Me1[3, 3] -2, 
sqrt(2)*Mel[3, 2]*Me1[3, 3], sqrt(2)*Mel[3, l]*Mel[3, 3], sqrt(2)* 
Me1[3, l]*Me1[3, 2]], [sqrt(2)*Me1[2, 1]*Me1[3, 1], sqrt(2)* 
Me1[2, 2] *Mel [3, 2] , sqrt (2) *Mel [2, 3] *Me1[3, 3] , Mel [2, 3] * 
Me1[3, 2]+Me1 [2, 2]*Me1[3, 3], Me1[2, 3]*Me1[3, 1]+Mel[2, 1]* 
Me1[3, 3], Me1[2, 2]*Me1[3, 1]+Me1[2, 1]*Me1[3, 2]], [sqrt(2)* 
Me1[1, 1]*Me1[3, 1], sqrt(2)*Me1[1, 2]*Me1[3, 2], sqrt(2)*Me1[1, 3]* 
Me1[3, 3], Mel[l , 3]*Me1[3, 2]+Me1[1, 2]*Mel[3, 3], Mel[l, 3]* 
Me1[3, 1]+Me1[1, 1]*Me1[3, 3], Me1[1, 2]*Me1[3, 1]+Me1[1, 1]* 
Me1[3, 2]], [sqrt(2)*Me1[1, l]*Me1[2, 1], sqrt(2)*Me1[1, 2]*Me1[2, 2], 
sqrt(2)*Me1[1, 3]*Me1[2, 3], Me1[1, 3]*Me1[2, 2]+Me1[1, 2]* 
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Me1[2, 3], Me1[1, 3]*Me1[2, 1]+Me1[1, 1]*Me1[2, 3], Me1[1, 2]* 
Me1[2, 1]+Me1[1, 1]*Me1[2, 2]]])); 
Mefftilde := simplify(Matrix([[Meff[1, 1]-2, Meff[1, 2]-2, Meff[1, 3]-2, 
sqrt (2) *Meff [1, 2] *Meff [1, 3], sqrt (2) *Meff [1, 1] *Meff [1, 3], sqrt (2) * 
Meff[1, 1]*Meff[1, 2]], [Meff[2, 1]-2, Meff[2, 2]-2, Meff[2, 3]-2, sqrt(2)* 
Meff[2, 2]*Meff[2, 3], sqrt(2)*Meff[2, 1]*Meff [2, 3], sqrt(2)* 
Meff [2, 1] *Meff [2, 2]], [Meff [3, 1] -2, Meff [3, 2] -2, Meff [3, 3] -.2, 
sqrt (2) *Meff [3, 2] *Meff [3, 3] , sqrt (2) *Meff [3, 1] *Meff [3, 3] , sqrt (2) * 
Meff [3, 1] *Meff [3, 2]], [sqrt (2) *Meff [2, 1] *Meff [3, 1], sqrt (2) * 
Meff[2, 2]*Meff[3, 2], sqrt(2)*Meff[2, ~]*Meff[3, 3], Meff [2, 3]*Meff[3, 2]+ 
Meff [2, 2] *Meff [3, 3] , Meff [2, 3] *Meff [3, 1] +Meff [2, 1] *Meff [3, 3] , 
Meff [2, 2] *Meff [3, 1] +Meff [2, 1] *Meff [3, 2]] , [sqrt (2) *Meff [1, 1] *Meff [3, 1] , 
sqrt(2)*Meff[1, 2]*Meff[3, 2], sqrt(2)*Meff[1, 3]*Meff[3, 3], Meff[1, 3]* 
Meff [3, 2] +Meff [1, 2] *Meff[3, 3] , Meff [1, 3]*Meff[3, 1]+Meff[1, 1]* 
Meff [3, 3], Meff[1, 2]*Meff[3, 1]+Meff[1, 1]*Meff[3, 2]], [sqrt (2 ) *Meff [ 1, 
Meff [2, 1], sqrt(2)*Meff[1, 2]*Meff[2, 2], sqrt(2)*Meff[1, 3]*Meff[2, 3], 
Meff [1, 3] *Meff [2, 2]+Meff[1, 2J*Meff[2, 3], Meff[1, 3]*Meff[2, ·1] + 
Meff [1, 1] *Meff [2, 3], Meff[1, 2]*Meff[2, 1]+Meff[1, 1] *Meff [2, 2] J]) ) ; 
Mehfftilde := simplify(Matrix([[Mehff[1, 1]-2, Mehff[1, 2] -2, 
Mehff[1, 3]-2, sqrt(2)*Mehff[1, 2]*Mehff[1, 3], sqrt(2) *Mehff[1, 1]* 
1] * 
Mehff[1, 3], sqrt(2)*Mehff[1, 1]*Mehff[1, 2]], [Mehff[2, 1]-2, Mehff[2, 2] - 2, 
Mehff[2, 3]-2, sqrt (2)*Mehff[2, 2]*Mehff[2, 3], sqrt(2) *Mehff[2, 1]*Mehff[2, 3], 
sqrt (2) *Mehff [2, 1] *Mehff [2, 2]], [Mehff [3, 1] -2, Mehff [3, 2] -2, 
Mehff[3, 3]-2, sqrt (2)*Mehff[3, 2]*Mehff[3, 3], sqrt(2) *Mehff[3, 1]* 
Mehff [3, 3] , sqrt (2) *~ehff [3, 1] *Mehff [3, 2]] , [sqrt (2 ) *Mehff [2, 1] * 
Mehff[3, 1], sqrt(2)*Mehff[2, 2]*Mehff[3, 2], sqrt(2)*Mehff[2, 3]*Mehff[3, 3], 
Mehff[2, 3]*Mehff[3, 2]+Mehff[2, 2]*Mehff[3, 3], Mehff[2, 3]*Mehff[3, 1]+ 
Mehff[2, , 1]*Mehff[3, 3], Mehff[2, 2]*Mehff[3, 1]+Mehff [2, 1]*Mehff[3, 2]], 
[sqrt(2)*Mehff[1, 1]*Mehff[3, 1], sqrt(2)*Mehff[1, 2]*Mehff[3, 2], 
sqrt(2)*Mehff[1, 3]*Mehff[3, 3], Mehff[1, 3]*Mehff[3, 2]+Mehff[1, 2]* 
Mehff[3, 3], Mehff[1, 3]*Mehff[3, 1]+Mehff[1, 1]*Mehff[3, 3], Mehff[1, 2]* 
Mehff[3, 1]+Mehff[1, 1]*Mehff[3, 2]], [sqrt (2)*Mehff[1, 1]*Mehff[2, 1], 
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sqrt(2)*Mehff[1, 2]*Mehff[2, 2], sqrt(2)*Mehff[1, 3]*Mehff[2, 3], 
Mehff[1, 3]*Mehff[2, 2]+Mehff[1, 2]*Mehff[2, 3], Mehff[1, 3]*Mehff[2, 1]+ 
Mehff[1, 1]*Mehff[2, 3], Mehff[1, 2]*Mehff[2, 1]+Mehff[1, 1]*Mehff[2, 2)]])); 
Mcomb1tilde := simplify(Matrix([[Mcomb1[1, 1]-2, Mcomb1[1, 2]-2, 
Mcomb1[1, 3]-2, sqrt(2)*Mcomb1[1, 2]*Mcomb1[1, 3], sqrt(2)* 
Mcomb1[1, 1]*Mcomb1[1, 3], sqrt (2) *Mcomb1[1, 1]*Mcomb1[1, 2]], 
[Mcomb1[2, 1]-2, Mcomb1[2, 2]-2, Mcomb1[2, 3]-2, sqrt(2)* 
Mcomb1[2, 2]*Mcomb1[2, 3], sqrt(2)*Mcomb1[2, 1]*Mcomb1[2, 3], 
sqrt(2)*Mcomb1[2 , 1]*Mcomb1[2, 2]], [Mcomb1[3, 1r2, 
Mcomb1[3, 2]-2, Mcomb1[3, 3]-2, sqrt(2)*Mcomb1[3, 2]*Mcomb1[3, 3], 
sqrt(2)*Mcomb1[3, l]*Mcomb1[3, 3], sqrt(2)*Mcomb1[3, 1]*Mcomb1[3, 2]], 
[sqrt(2)*Mcomb1[2, 1]*Mcomb1[3, 1], sqrt(2)*Mcomb1[2, 2]*Mcomb1[3, 2], 
sqrt(2)*Mcomb1[2, 3]*Mcomb1[3, 3], Mcomb1[2, 3]*Mcomb1[3, 2]+ 
Mcomb1[2, 2]*Mcomb1[3, 3], Mcomb1[2, 3]*Mcomb1[3, 1]+Mcomb1[2, 1]* 
Mcomb1[3, 3], Mcomb1[2, 2]*Mcomb1[3, 1]+Mcomb1[2, 1]*Mcomb1[3, 2]], 
[sqrt (2) *Hcomb1 [1, 1] *Mcomb1 [3, 1] , sqrt (2) *Mcomb1 [1, 2] *Mcomb1 [3, 2] , 
sqrt(2)*Mcomb1[1, 3]*Mcomb1[3, 3], Mcomb1[1, 3]*Mcomb1[3, 2]+ 
Mcomb1[1, 2]*Mcomb1[3, 3], Mcomb1[1, 3]*Mcomb1[3, 1]+Mcomb1[1, 1]* 
Mcomb1[3, 3], Mcomb1[1, 2]*Mcomb1[3, 1]+Mcomb1[1, 1]*Mcomb1[3, 2]], 
[sqrt(2)*Mcomb1[1, 1]*Mcomb1[2, 1], sqrt(2)*Mcomb1[1, 2]*Mcomb1[2, 2] , 
sqrt(2)*Mcomb1[1, 3]*Mcomb1[2, 3], Mcomb1[1, 3]*Mcomb1[2, 2]+ 
Mcomb1[1, 2]*Mcomb1[2, 3], Mcomb1[1, 3]*Mcomb1[2, 1]+Mcomb1[1, 1] 
*Mcomb1[2, 3], Mcomb1[1, 2]*Mcomb1[2, 1]+Mcomb1[1, 1]*Mcomb1[2, 2]]])); 
Mcomb2tilde := simplify(Matrix([[Mcomb2[1, 1]-2, Mcomb2[1, 2] - 2, 
Mcomb2[1, 3] -2 , sqrt(2)*Mcomb2[1, 2]*Mcomb2[1, 3], 
sqrt(2)*Mcomb2[1, 1]*Mcomb2[1, 3], sqrt(2)*Mcomb2[1, 1]* 
Mcomb2[1, 2]], [Mcomb2[2, 1]-2, Mcomb2[2, 2] - 2, Mcomb2[2, 3]-2, 
sqrt(2)*Mcomb2[2, 2]*Mcomb2[2, 3], sqrt(2)*Mcomb2[2, 1]* 
Mcomb2[2, 3], sqrt(2)*Mcomb2[2, 1]*Mcomb2[2, 2]], [Mcomb2[3, 1] -2, 
Mcomb2[3, 2]-2, Mcomb2[3, 3]-2, sqrt(2)*Mcomb2[3, 2]*Mcomb2[3, 3], 
sqrt(2)*Mcomb2[3, 1]*Mcomb2[3, 3], sqrt(2)*Mcomb2[3, 1]*Mcomb2[3, 2]], 
[sqrt(2)*Mcomb2[2, 1]*Mcomb2[3, 1], sqrt(2)*Mcomb2[2, 2]*Mcomb2[3, 2], 
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sqrt(2)*Mcomb2[2, 3]*Mcomb2[3, 3], Mcomb2[2, 3]*Mcomb2[3, 2]+ 
Mcomb2[2, 2]*Mcomb2[3, 3], Mcomb2[2, 3]*Mcomb2[3, 1] + 
Mcomb2[2, 1]*Mcomb2[3, 3], Mcomb2[2, 2]*Mcomb2[3, 1] + 
Mcomb2[2, 1]*Mcomb2[3, 2]], [sqrt(2)*Mcomb2[1, 1]*Mcomb2[3, 1], 
sqrt(2)*Mcomb2[1, 2]*Mcomb2[3, 2], sqrt(2)*Mcomb2[1, 3]*Mcomb2[3, 3], 
Mcomb2[1, 3]*Mcomb2[3, 2]+Mcomb2[1, 2]*Mcomb2[3, 3], 
Mcomb2[1, 3]*Mcomb2[3, 1]+Mcomb2[1, 1]*Mcomb2[3, 3], 
Mcomb2[1, 2]*Mcomb2[3, 1]+Mcomb2[1, 1]*Mcomb2[3, 2]], 
[sqrt(2)*Mcomb2[1, 1]*Mcomb2[2, 1], sqrt(2)*Mcomb2[1, 2] * 
Mcomb2[2, 2], sqrt(2)*Mcomb2[1, 3]*Mcomb2[2, 3], Mcomb2[1, 3] * 
Mcomb2[2, 2]+Mcomb2[1, 2]*Mcomb2[2, 3], Mcomb2[1, 3] * 
Mcomb2[2, 1]+Mcomb2[1, 1]*Mcomb2[2, 3], Mcomb2[1, 2]*Mcomb2[2, 1] 
+Mcomb2[1, 1]*Mcomb2[2, 2]]])); 
Evaluating the closest tetragonal elasticity tt>nsor in the rotated coordinate sys-
tem: 
Ctetrar := evalf(1/8*(R+Transpose(Me3tilde). R.Me3tilde+ 
Transpose(Me2tilde) .R.Me2tilde)+Transpose(Meltilde.R.Me1tilde)+ 
Transpose(Mefftilde.R.Mefftilde+Transpose(Mehfftilde.R.Mehfftilde)+ 
Transpose(Mcombltilde) .R. Mcomb1tilde)+ 
Transpose(Mcomb2tilde) .R. Mcomb2tilde) 
Evaluating the norm of Ctetrar and C to calculate distance to tetragonal. 
Nctetrar := Norm(Ctetrar, Frobenius)-2; 
Nc := Norm(C, Frobenius)-2 
Evaluating the tetragonal-distance function, namely d(Atild rcAtild , .ctetra ). 
Note that this function cannot be plotted because it is a 4-dimensional function. 
Delta-tetra:= evalf(Nc-Nctetrar): 
In order to find a local minima ,which may be observed from the plot of the 
monoclinic distance function, around some neighborhood, one should use the line: 
Mindata := Minimize(Delta-tetra, phi = 30*(1/180)*Pi . . 50*(1/lSO)*Pi, 
psi= (l/180)*(90-44)*Pi .. (1/180)*(90-24)*Pi); 
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Sum of monoclinic-distance functions along the normals of the mirror 
\ 
planes of the tetragonal symmetry 
restart ; 
with(LinearAlgebra); 
with(Optimization); 
The rotation matrix that transforms e3 to the new z-axis. 
AEuler :=Matrix([[cos(psi), - sin(psi), 0], [sin (psi), cos(psi), O], [0, 0 , 1]]). 
Matrix ( [[1, 0, O], [0, cos(phi), -sin(phi ) ], [0, sin(phi), cos (phi ) ]]) ) ; 
Since the orientations of x-axis and y-axis matter when calculating the di tance 
of C to orthotropic symmetry in some coordinate system, w should multiply AEuler 
with another elementary transformation. Thb elementary t ransformation determines 
the orientations of x-axis and y-axis. 
Rot:= Matrix([ [cos(theta) , -sin(theta), 0], [sin (theta), cos (theta) , 0], [0 , 0, 1]]) ; 
A : = AEuler . Rot.; 
Expressing A E S0 (3) in 6D since it is going to act on the elasticity tensor. 
Atilde := simplify(Matrix([[A[1, 1]-2, A[1, 2] - 2, A[1, 3] - 2, sqrt(2)*A[1, 2]*A[1 , 3] , 
sqrt(2)*A[1, 1]*A[1, 3], sqrt(2)*A [1, 1]*A[1, 2]], [A[2, 1]"2, A[2, 2] - 2, A[2, 3]"2 , 
sqrt(2)*A[2, 2]*A[2, 3], sqrt(2)*A [2, 1]*A[2, 3], sqrt (2 ) *A[2, 1]*A[2 , 2]], 
[A[3, 1]"2, A[3, 2]-2, A[3, 3]"2, sqrt(2)*A[3, 2]*A[3, 3], sqrt(2) *A[3 , 1] 
*A[3, 3], sqrt(2)*A[3, 1]*A[3, 2]], [sqrt(2)*A [2, 1]*A[3, 1], sqrt (2)*A[2, 2]*A[3, 2] , 
sqrt(2)*A[2, 3]*A[3, 3], A[2, 3]*A[3, 2]+A[2, 2]*A[3, 3], A[2, 3]*A[3, 1]+ 
A[2, 1]*A[3, 3], A[2, 2]*A[3, 1]+A[2, 1] *A[3, 2]], [sqrt(2) *A[1, 1]*A[3, 1] , 
sqrt(2)*A[1, 2]*A[3, 2], sqrt(2) *A[1, 3]*A[3, 3], A[1, 3]*A[3, 2]+A[1, 2]*A[3, 3], 
A[1, 3]*A[3, 1]+A[1 , 1]*A[3, 3], A[1, 2]*A[3, 1]+A[1, 1]*A [3, 2]], 
[sqrt(2)*A[1, 1]*A[2, 1], sqrt (2)*A[1, 2]*A[2, 2], sqrt (2)*A[1, 3]*A[2, 3], 
A[1, 3]*A[2, 2]+A[1, 2]*A[2, 3], A[1, 3]*A[2, 1]+A[1, 1]*A [2, 3], A[1, 2]*A[2, 1]+ 
A[1, 1]*A[2, 2]]])): 
Introducing the elasticity matrix C in its general form . 
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C := Matrix(6, symbol= c, shape = symmetric); 
This line is for changing the Voigt notation to Kelvin or vice versa. Herein, since 
we represent it in Kelvin notation , we do not change anything. 
c [1 
C[4 
3, 4 
6, 4 
6] := C[1 
6] := C[4 
3, 4 
6, 4 
6] ; 
6] ; 
lntr ducing the parameters of elasticity matrix. 
c := Matrix(6, 6, {(1, 1) = 42.03357978, (1, 2) = 32.49305220, 
( 1 ' 3) 26.42291512, (1' 4) 5.799531000, (1, 5) = 9.938160420, 
(1, 6) 21.33549018, (2, 1) 32.49305219, (2' 2) = 36.72218489, 
(2, 3) 34.84774953, (2, 4) -5.221667422, (2, 5) -35.36967653, 
(2, 6) -23 .60019509, (3, 1) = 26.42291511, (3' 2) 34.84774954, 
(3, 3) 31.71680164, (3' 4) = 12.16688779, (3, 5) 3.767088965, 
(3, 6) 10.24209672, (4, 1) 5.799531000, (4, 2) -5 .221667442 , 
(4' 3) 12.16688780' (4' 4) 32.84181099, (4, 5) 20.98631307, 
(4, 6) 2.36291613, (5, 1) = 9.938160440, (5, 2) = -35 .36967653, 
(5, 3) 3.767088965, (5, 4) = 20.98631308, (5, 5) = -22.64105584, 
(5, 6) -9.709913499, (6, 1) = 21.33549018, (6, 2) = -23.60019510, 
(6, 3) 10.24209672, (6, 4) = 2.36291613 , (6, 5) = -9.709913499, 
(6, 6) 11.32667859}); 
Expressing the elasticity matrix ' in all coordinate systems by rotating it with a 
generic orthogonal transformation that is introduced in the above lines. 
R := evalf(Transpose(Atilde).C.Atilde); 
This line evaluates the distance of C: to monoclinic along the z-axis of the rotated 
C: 
Dist := evalf(2•(R[1, 4]-2+R[1, 5]-2+R[2, 4]-2+R[2, 5]-2+R[3, 4]-2+R[3, 5]-2 
+R[4, 6]-2+R[5, 6]-2)): 
In order to rotate the z-axis of C to the :r-axis, we introduc 90° rotation: 
ninetyx := Matrix([[O, 0, 1], [0, 1, O], [-1, 0, 0]]); 
Ax := A.ninetyx; 
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Expressing the above orthogonal transformation in 6D so that it acts the elasticity 
tensor 
Atildex := simplify (Matrix ([ [Ax[1, 1]-2, Ax[1, 2] - 2, Ax[1 , 3] - 2, sqrt (2) * 
Ax[1, 2]*Ax[1, 3], sqrt(2)*Ax[1, 1]*Ax[1, 3], sqrt (2)*Ax[1, 1]*Ax[1, 2] ], 
[Ax[2, 1]-2, Ax[2, 2]-2, Ax [2, 3] - 2, sqrt(2)*Ax[2, 2]*Ax[2, 3], sqrt (2) * 
Ax[2, 1] *Ax[2, 3], sqrt ( 2)*Ax[2, 1] *Ax[2, 2]], [Ax[3, 1] - 2 , Ax[3, 2] - 2 , 
Ax [3, 3] -2, sqrt (2) *Ax [3, 2] *Ax [3, 3], sqrt (2) *Ax [3, 1] *Ax [3, 3] , sqrt (2) * 
Ax [3, 1] *Ax [3, 2]] , [sqrt (2 ) *Ax [2, 1] *Ax [3, 1] , sqrt (2 ) *Ax [2, 2] *Ax [3, 2] , 
sqrt(2)*Ax[2 , 3]*Ax[3, 3], Ax[2, 3]*Ax[3, 2]+Ax[2, 2]*Ax[3, 3], Ax [2, 3]* 
Ax[3, 1]+Ax[2, 1]*Ax[3, 3], Ax[2, 2]*Ax[3, 1]+Ax[2, 1]*Ax[3, 2]], 
[sqrt(2)*Ax[1, 1]*Ax[3, 1], sqrt(2)*Ax[1, 2]*Ax[3, 2], sqrt(2)*Ax [ 1 , 3]*Ax [3, 3], 
Ax[1, 3]*Ax [3, 2]+Ax[1, 2]*Ax[3, 3], Ax[1, 3]*Ax[3, 1]+Ax[1, 1] *Ax[3, 3], 
Ax [1, 2] *Ax [3, 1] +Ax [1, 1] *Ax [3, 2]], [sqrt (2) *Ax [1, 1] *Ax [2, 1] , 
sqrt(2)*Ax[1, 2]*Ax[2, 2], sqrt ( 2)*Ax[1, 3]*Ax[2, 3], Ax[1 , 3] *Ax[2, 2]+ 
Ax[1, 2]*Ax[2, 3], Ax[1, 3]*Ax[2, 1] +Ax[1, 1]*Ax[2, 3], Ax [1 , 2]*Ax[2, 1]+ 
Ax[.1, 1]*Ax[2, 2]]] ) ): 
Atilrle.'& acts the elasticity matrix in ord r to express it in a coordinate system 
where its new z-axis is the .1:-axis. 
Rx := evalf(Transpose (Atildex) .C.Atildex); 
This line evaluates the· distance of C to monoclinic along the x-axis of the rotated 
C : 
Distx := evalf(2*(Rx[1, 4]-2+Rx[1, 5]-2+Rx[2, 4]-2+Rx[2, 5]-2+ 
Rx[3, 4] -2+Rx[3, 5] - 2+Rx[4, 6]-2+Rx [5, 6]-2)): 
Now, we repeat the same procedure for y-axis: 
ninetyy := Matrix([[1, 0, O], [0, 0, 1], [0, - 1, 0] ]) : 
Ay := A. ninetyy; 
Atildey := simplify (Matrix ( [[Ay[1, 1]-2, Ay [1, 2]-2 , Ay [1, 3] - 2, 
sqrt(2)*Ay[1, 2]*Ay[1, 3], sqrt ( 2)*Ay[1, 1]*Ay[1, 3], sqrt (2 ) *Ay[1, 1]* 
Ay[1, 2]], [Ay[2, 1]-2, Ay[2, 2] - 2, Ay [2, 3r2, sqrt(2) *Ay [2, 2]*Ay [2, 3], 
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sqrt(2)*Ay[2, 1] *Ay[2, 3], sqrt (2) *Ay[2, 1] *Ay[2, 2]], [Ay[3, 1] -2, 
Ay[3, 2]"2, Ay[3, 3] - 2, sqrt(2)*Ay [3 , 2]*Ay[3, 3], sqrt(2)*Ay[3, 1]*Ay [3, 3], 
sqrt(2)*Ay[3, 1]*Ay[3, 2]], [sqrt(2)*Ay[2, 1]*Ay[3, 1], sqrt(2)*Ay[2, 2]* 
Ay[3, 2], ~qr~(2)*Ay[2, 3]*Ay[3, 3], Ay[2, 3]*Ay[3, 2]+Ay[2, 2]*Ay[3, 3], 
Ay[2, 3]*Ay[3, l]+Ay[2, 1]*Ay[3, 3], Ay[2, 2]*Ay[3, 1]+Ay[2, 1]*Ay[3, 2]], 
[sqrt (2) *Ay [1, 1] *Ay [3, 1] , sqrt (2) *Ay [1, 2] *Ay [3, 2], sqrt (2) *Ay [1 , 3] * 
Ay[3, 3], Ay[1, 3]*Ay[3, 2]+Ay[1, 2]*Ay[3, 3], Ay[1, 3]*Ay [3, 1]+Ay [1, 1]* 
Ay[3, 3], Ay[1, 2]*Ay[3, 1]+Ay[1, 1]*Ay[3, 2]], [sqrt(2)*Ay[1, 1]*Ay[2, 1], 
sqrt(2)*Ay[1, 2]*Ay[2, 2], sqrt (2)*Ay[1, 3]*Ay[2, 3], Ay[1, 3]*Ay[2 , 2]+ 
Ay[1, 2]*Ay[2, 3], Ay[1, 3]*Ay[2, 1]+Ay[1, 1]*Ay[2, 3], Ay [1, 2]*Ay[2, 1] 
+Ay[1, 1]*Ay[2, 2]]))); 
Ry := evalf(Transpose(Atildey) .C .Atildey); 
Disty := evalf(2*(Ry[1, 4)"2+Ry[1, 5]-2+Ry[2, 4]-2+Ry[2, 5]"2+Ry[3, 4]"2+ 
Ry[3, 5)"2+Ry[4, 6]-2+Ry[5, 6]-2)); 
V·le repeat th ·arne procedure for the directions which are the nonnals of a mirror 
plane of a tetragonal medium : 
fourtyfive := Matrix([[1/2, -1/2, (l/2)*sqrt(2)], [-1/2, 1/ 2, (l/2)*sqrt(2)], 
[ - (1/2)*sqrt(2), -(1/2)*sqrt(2), 0]]); 
Aff := A.fourtyfive; 
Atildeff := simplify(Matrix([[Aff[1, 1)"2, Aff[1, 2]"2, Aff[1, 3]"2, 
sqrt (2) *Aff [1, 2] *Aff [1, 3] , sqrt (2) *Aff [1, 1] *Aff [1, 3] , sqrt (2) *Aff [1, 1] * 
Aff[1, 2]], [Aff[2, 1]"2, Aff[2, 2]-2, Aff[2, 3r2, sqrt(2) *Aff[2, 2]*Aff[2, 3], 
sqrt(2)*Aff[2, 1]*Aff[2, 3], sqrt(2) *Aff[2, 1]*Aff[2, 2]], [Aff[3, 1]"2, Aff [3, 2r2, 
Aff [3, 3)"2, sqrt(2)*Aff[3, 2]*Aff[3, 3], sqrt(2) *Aff[3, 1]*Aff[3, 3], sqrt(2)* 
Aff[3, l]*Aff[3, 2]], [sqrt(2)*Aff[2, 1]*Aff[3, 1], sqrt(2)*Aff[2, 2]*Aff[3, 2], 
sqrt(2)*Aff[2, 3]*Aff[3, 3], Aff[2, 3]*Aff[3, 2]+Aff[2, 2]*Aff[3, 3], Aff[2, 3]* 
Aff [3, 1] +Aff [2, 1] *Aff [3, 3], Aff [2, 2] *Aff [3, 1] +Aff [2, 1] *Aff [3, 2]], [sqrt (2) * 
Aff [1, 1] *Aff [3, 1], sqrt (2) *Aff [1, 2] *Aff [3, 2] , sqrt (2) *Aff [1, 3] *Aff [3, 3], 
Aff [1, 3] *Aff [3, 2] +Aff [1, 2] *Aff [3, 3] , Aff [1, 3] *Af{[3, 1] +Aff [1, 1] *Aff [3, 3] , 
Aff [1, 2] *Aff [3, 1] +Aff [1, 1] *Aff [3, 2]] , [sqrt (2) *Aff [1, 1] *Aff [2, 1], sqrt (2) * 
Aff [1, 2] *Aff [2, 2] , sqrt (2) *Aff [1, 3] *Aff [2, 3] , Aff [1, 3] *Aff [2, 2] +Aff [1, 2] * 
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Aft [2, 3], Aff [1, 3] *Aff [2, 1] +Aff [1, 1] *Aft [2, 3] , Aff [1, 2] *Aff [2, 1] +Aft [1, 1] * 
Aft [2, 2]]])) ; 
Rff := evalf(Transpose(Atildeff.C.Atildeff)); 
Distff := evalf(2*(Rff[1, 4]"2+Rff[1, 5]"2+Rff[2, 4]"2+Rff[2, 5]"2+ 
Rff[3, 4]"2+Rff[3, 5]"2+Rff[4, 6] "2+Rff[5, 6]"2)); 
hundredfourtyfive := Matrix([[1/2, 1/2, -(1/2)*sqrt(2)], [1/2, 1/2, (1/2) *sqrt(2)], 
[(1/2) *sqrt(2) , - (1/2)*sqrt(2), 0]]); 
Abff : = A.hundredfourtyfive; 
[(1/2)*sqrt(2), - (1/2)*sqrt(2), 0]] ) ; 
Atildehff := simplify(Matrix([[Ahft[1, 1]"2, Abft[1, · 2]"2, Ahft[1, 3] "2, 
sqrt(2)*Ahft[1, 2]*Ahft[1, 3], sqrt(2)*Ahft[1, 1]*Ahft[1, 3], sqrt(2)* 
Ahft[1, 1]*Ahff[1, 2]], [Ahff[2, 1]"2, Ahft[2, 2]"2, Ahff[2, 3]"2, sqrt(2)* 
Ahff[2, 2]*Ahff[2, 3], sqrt(2)*Ahff[2, 1]*Ahff[2, 3], sqrt(2)*Ahff[2, 1]* 
Ahff[2, 2]], [Ahff[3, 1]"2, Ahff[3, 2] "2, Ahff[3, 3] "2, sqrt(2)*Ahff[3, 2]* 
Ahff[3, 3], sqrt(2)*Ahft[3, 1]*Ahft[3, 3], sqrt(2)*Ahft[3, 1]*Ahff[3, 2]], 
[sqrt(2)*Ahff[2, 1]*Ahff[3, 1], sqrt(2)*Ahff[2, 2]*Ahff[3, 2], sqrt (2)* 
Ahff[2, 3]*Ahff[3, 3], Ahff[2, 3]*Ahff[3, 2]+Ahff[2, 2]*Ahff[3, 3], Ahff[2, 3]* 
Ahft [3, 1] +Ahft [2, 1] *Ahft [3, 3] , Ahft [2, 2] *Ahff [3, 1] +Ahft [2, 1] *Ahft [3, 2]] , 
[sqrt (2) *Ahft [1, 1] *Ahft [3, 1], sqrt (2) *Ahft [1, 2] *Ahft [3, 2] , sqrt (2) * 
Abff[1, 3]*Ahff[3, 3], Ahff[1, 3]*Ahff[3, 2]+Ahff[1, 2]*Ahff[3, 3], Ahff[1, 3]* 
Ahft[3, 1]+Ahft[1, 1]*Ahft[3, 3], Ahft[1, 2]*Ahff[3, 1]+Ahff[1, 1]*Ahft [3, 2]], 
[sqrt (2) *Ahff [1, 1] *Ahff [2, 1] , sqrt (2) *Ahft [1, 2] *Ahff [2, 2], sqrt (2) *Ahff [1, 3] * 
Ahff[2, 3], Ahff[1, 3]*Ahff[2, 2]+Ahff[1 , 2]*Ahff[2, 3], Ahff[1, 3]*Ahff[2, 1]+ 
Ahff [1, 1] *Ahft [2, 3] , Ahff [1, 2] *Ahff [2, 1] +Ahff [1, 1] *Ahff [2, 2]]] ) ); 
[(1/2) *sqrt(2) , - (1/2)*sqrt(2), 0]] ) ; 
Rhff : = evalf(Transpose(Atildehff . C.Atildehff)); 
Disthff := evalf(2*(Rhff[1, 4]"2+Rhff[1, 5]"2+Rhff[2, 4]"2+Rhff[2, 5]"2 
+Rhff[3, 4] "2+Rhff[3, 5] "2+Rhft[4, 6]"2+Rhft[5, 6] "2) ) ; 
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Evaluating the sum of monoclinic-distance functions along the normals of mirror 
planes of tetragonal symmetry: 
Distall := Dist+Distx+Disty+Distff+Disthff 
For minimizing t he Distall function around some restricted region 
Mindata := Minimize (Distall, phi= 0 ... 10*(1/180)*Pi, 
psi= (1/2)*Pi . . 2*Pi+(l/2)*Pi, theta= 0 .. 2*Pi); 
Trigonal-distance function 
restart; 
with(LinearAlgebra); 
with(Optimization); 
The rotation matrix that transforms e3 to the new z-axis. 
AEuler : = Matrix([[cos(psi), -sin(psi), O], [sin(psi), cos(psi), OJ, [0, 0, 1]]). 
Matrix([[l, 0, 0], [0, cos(phi ), -sin(phi )], [0, sin(phi), cos(phi ) ]J )) ; 
Since the orientations of x-axis and y-axis matter when calculating the distance 
of C to orthotropic symmetry in some coordinate syst m, we should multiply AEuler 
with another elementary transformation. This elementary transformation determines 
the orientations of x-axis and y-axis. 
Rot: = Matrix([[cos(theta), -sin(theta), 0], [sin (theta), cos(theta), 0], [0, 0, 1]]); 
A := AEuler.Rot.; 
Expressing A E S0(3)' in 6D since it is going to act on the elasticity tensor. 
Atilde := simplify(Matrix([[A[l, 1]-2, A[1, 2] -2, A[l, 3]-2, sqrt(2)*A[1, 2]*A[1 , 3], 
sqrt(2)*A[1, 1]*A[1, 3], sqrt(2)*A[1, 1]*A[1, 2]], [A[2, 1]-2, A[2, 2r2, A[2, 3]-2, 
sqrt (2) *A [2, 2] *A [2, 3] , sqrt (2) *A [2, 1] *A [2, 3] , sqrt (2) *A [2, 1] *A [2, 2)] , 
[A[3, 1] - 2, A[3, 2]-2, A[3, 3r2, sqrt(2)*A[3, 2]*A[3, 3], sqrt(2)*A[3, 1] 
*A[3, 3], sqrt(2)*A[3, 1]*A[3, 2]), [sqrt(2)*A[2, 1]*A[3, 1], sqrt (2)*A[2, 2]*A[3, 2], 
sqrt(2)*A[2, 3]*A[3, 3], A[2, 3]*A[3, 2]+A[2, 2]*A[3, 3], A[2, 3]*A[3, 1]+ 
A[2, 1]*A[3, 3], A[2, 2]*A[3, 1]+A[2, 1]*A[3, 2) ], [sqrt(2)*A[1, 1]*A [3, 1], 
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sqrt(2)*A[1, 2]*A[3, 2], sqrt(2)*A[1, 3]*A[3, 3], A[1, 3]*A[3, 2]+A[1, 2]*A[3, 3], 
A[1, 3]*A[3, 1]+A[1, 1]*A[3, 3], A[1, 2]*A[3, 1]+A[1, 1]*A[3, 2)], 
[sqrt(2)*A[1, 1]*A[2, 1], sqrt(2)*A[1, 2]*A[2, 2], sqrt(2)*A[1, 3]*A[2, 3], 
A[1, 3]*A[2, 2]+A[1, 2]*A[2, 3], A[1, 3]*A[2, 1]+A[1, 1]*A[2, 3], A[1, 2]*A[2, 1]+ 
A[1, 1]*A[2, 2])])): 
Introducing the elasticity matrix C in its general form. 
C := Matrix(6, symbol= c, shape= symmetric); 
This line is for changing the Voigt notation to Kelvin or vi e versa. Herein , since 
we represent it in Kelvin notation , we do not change anything. 
C[1 
C[4 
3, 4 
6, 4 
6] := C[1 
6] := C[4 
3, 4 
6, 4 
6]; 
6] ; 
Introducing the parameter of elasti ity matrix. 
c := Matrix(6, 6, {(1, 1) = 42.03357978, (1, 2) = 32.49305220, 
( 1 ' 3) 26.42291512, ( 1 ' 4) = 5.799531000, (1, 5) = 9.938160420, 
(1, 6) 21.33549018, (2, 1) = 32.49305219, (2, 2) = 36.72218489, 
(2, 3) 34.84774953, (2, 4) = -5 .221667422, (2, 5) - 35.36967653, 
(2, 6) -23.60019509, (3, 1) = 26.42291511, (3, 2) 34.84774954, 
(3, 3) 31.71680164, (3, 4) = 12.16688779, (3, 5) = 3.767088965, 
(3' 6) 10 .24209672, (4, 1) = 5.799531000, (4, 2) = - 5 .221667442, 
(4, 3) 12 . 16688780, (4, 4) = 32.84181099, (4, 5) = 20.98631307, 
(4, 6) = 2.36291613, (5, 1) = 9.938160440, (5, 2) = - 35.36967653, 
(5, 3) = 3.767088965, (5, 4) = 20.98631308, (5, 5) = -22.64105584, 
(5, 6) -9.709913499, ( 6, 1) = 21.33549018, (6, 2) = -23.60019510, 
(6, 3) 10.24209672, (6, 4) = 2.36291613, (6, 5) = - 9.709913499, 
(6, 6) 11.32667859}); 
Expre ·sing the elasticity matrix ' in all coordinate syst m. · b ' rotating it with a 
generi orthogonal transformation that i::; introduced in the above lin s. 
R := evalf((Transpose(Atilde).C.Atilde); 
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Introducing the symmetry group of tetragonal class for taking the projection of 
an elasticity tensor onto the tetragonal space 
Mel:= Matrix([[-1, 0, 0], [0, 1, O], [0, 0, 1]]); 
Mesixty := Matrix([[l/2, - (l/2)*sqrt(3) , O], [-(l/2)*sqrt (3), -1/2, O], [0 , 0, 1] ]) ; 
Mehtwenty := Matrix ( [[l/2, (l / 2 ) *sqrt(3), 0], [(1/2)*sqrt (3), -1/2, 0], [0, 0, 1] ] ) ; 
Mcombl : = Mesixty. Mel; 
Mcomb2 := Transpose (Mesixty.Mel ) ; 
Expressing the above orthogonal transformations in 6D 
Meltilde := simplify (Matrix ( [[Mel[l, 1]-2, Mel[l, 2] - 2, 
Mel[l, 3] - 2, sqrt(2)*Me1[1, 2]*Me1[1, 3], sqrt(2) *Me1[1, 1]* 
Mel[l, 3], sqrt(2) *Me1[1, l]*Mel[l, 2]], [Me1[2, 1]-2, Mel[2, 2] - 2 , 
Me1[2, 3] - 2, sqrt(2) *Mel[2, 2]*Me1[2, 3], sqrt(2 ) *Mel[2, l]*Me1[2, 3], 
sqrt(2)*Me1[2, l]*Mel[2, 2]], [Me1[3, 1] - 2, Me1[3, 2]-2, Me1[3, 3]-2, 
sqrt (2) *Me1[3, 2] *Mel [3, 3] , sqrt (2) *Me1[3, 1] *Mel [3, 3] , sqrt (2 ) * 
Me1[3 , 1]*Me1[3, 2]), [sqrt (2) *Me1[2, 1]*Me1[3, 1], sqrt(2) * 
Me1[2, 2]*Me1[3, 2], sqrt(2) *Mel[2, 3]*Me1[3, 3], Me1[2, 3] * 
Me1[3, 2]+Mel[2, 2]*Me1[3, 3], Me1[2, 3]*Mel[3, 1]+Me1 [2, 1]* 
Mel[3, 3], Mel[2, 2]*Me1[3, 1]+Mel[2, l]*Me1[3, 2]], [sqrt(2) * 
Mel[l, l]*Me1[3, 1], sqrt(2)*Mel[l, 2]*Me1[3, 2], sqrt (2)*Mel [ l, 3]* 
Me1[3, 3], Mel[l, 3]*Mel[3, 2]+Me1[1, 2]*Mel[3, 3], Mel[l , 3]* 
Me1[3, l]+Mel[l, l]*Me1[3, 3], Mel[l, 2]*Mel[3, l]+Mel[l, 1]* 
Mel[3, 2]], [sqrt(2) *Mel[l , l]*Me1[2, 1], sqrt (2 ) *Mel[l, 2]*Mel[2, 2], 
sqrt(2)*Mel[l, 3]*Mel[2, 3], Me1[1, 3]*Me1[2, 2]+Mel[l, 2]* 
Me1[2, 3], Mel[l, 3] *Mel[2, l]+Mel[l, l]*Mel[2, 3], Mel[l, 2]* 
Me1[2, 1]+Mel[l, l]*Me1[2, 2]]))); 
Mesixtytilde : = simplify(Matrix([[Mesixty[l, 1]-2, Mesixty[l, 2]-2 , 
Mesixty[l, 3] - 2, sqrt(2) *Mesixty[1, 2]*Mesixty [l, 3], sqrt(2)* 
Me sixty [1, 1] *Mesixty [1, 3] , sqrt (2) *Me sixty [1, 1] *Mesixty [1, 2]), 
[Mesixty[2, 1]-2, Mesixty[2, 2]-2, Mesixty[2, 3] -2 , sqrt(2) * 
Mesixty[2, 2]*Mesixty[2, 3], sqrt(2) *Mesixty[2, 1]*Mesixty [2, 3], 
sqrt (2) *Me sixty [2, 1] *Mesixty [2 , 2]] , [Mesixty [3, 1] -2, Me sixty [3, 2] - 2, 
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Mesixty[3, 3] ~ 2, sqrt(2)*Mesixty[3, 2]*Mesixty[3, 3], sqrt(2)*Mesixty[3, 1]* 
Mesixty[3, 3], sqrt(2)*Mesixty[3, 1]*Mesixty[3, 2]], [sqrt(2)*Mesixty[2, 1]* 
Mesixty[3, 1] , sqrt(2)*Mesixty[2, 2]*Mesixty[3, 2], sqrt(2)*Mesixty[2, 3]* 
Mesixty[3, 3], Mesixty[2, 3]*Mesixty[3, 2]+Mesixty[2, 2]*Mesixty[3, 3], 
Mesixty[2, 3]*Mesixty[3, 1]+Mesixty[2, 1]*Mesixty[3, 3], Mesixty[2, 2]* 
Mesixty[3, 1]+Mesixty[2, 1]*Mesixty[3, 2]], [sqrt(2)*Mesixty[1, 1]* 
Mesixty[3, 1], sqrt(2)*Mesixty[1, 2]*Mesixty[3, 2], sqrt(2)*Mesixty[1, 3]* 
Mesixty[3, 3], Mesixty[1, 3]*Mesixty[3, 2]+Mesixty[1, 2]*Mesixty[3, 3], 
Mesixty[l, 3]*Mesixty[3, l]+Mesixty[1, l]*Mesixty[3, 3], Mesixty[l, 2]* 
Mesixty[3, l]+Mesixty[1, 1J*Mesixty[3, 2]], [sqrt(2)*Mesixty[1, 1]* 
Mesixty[2, 1], sqrt(2)*Mesixty[1, 2]*Mesixty[2, 2], sqrt(2)*Mesixty[1, 3]* 
Mesixty[2, 3], Mesixty[l , 3]*Mesixty[2, 2]+Mesixty[l, 2]•Mesixty[2, 3], 
Mesixty[1, 3]*Mesixty[2, l]+Mesixty[1, l]*Mesixty[2, 3], Mesixty[1, 2]* 
Mesixty[2, 1]+Mesixty[l, l]*Mesixty[2, 2]]])): 
Mehtwentytilde := simplify(Matrix([[Mehtwenty[l, 1]~2, Mehtwenty[1, 2]~2, 
Mehtwenty[1, 3]~2, sqrt(2)*Mehtwenty[l, 2]*Mehtwenty[1, 3], sqrt(2) * 
Mehtwenty[1, l]*Mehtwenty[1, 3], sqrt(2)*Mehtwenty[1, 1]*Mehtwenty[1, 2]], 
[Mehtwenty[2, 1]~2, Mehtwenty[2, 2]~2, Mehtwenty[2, 3]~2, sqrt(2)* 
Mehtwenty[2, 2]*Mehtwenty [2, 3], sqrt(2)*Mehtwenty[2, 1]•Mehtwenty [2, 3], 
sqrt(2)*Mehtwenty[2, 1]*Mehtwenty[2 , 2]], [Mehtwenty[3, 1] ~2, 
Mehtwenty[3, 2] ~ 2, Mehtwenty[3, 3] ~ 2, sqrt(2)*Mehtwenty[3, 2]* 
Mehtwenty[3, 3], sqrt(2)*Mehtwenty[3, 1]*Mehtwenty[3, 3], sqrt(2)* 
Mehtwenty[3, 1]*Mehtwenty[3, 2]], [sqrt(2)*Mehtwenty[2, 1]*Mehtwenty[3, 1] , 
sqrt(2)*Mehtwenty[2, 2]*Mehtwenty[3, 2], sqrt(2)*Mehtwenty[2, 3]* 
Mehtwenty[3, 3], Mehtwenty[2, 3]*Mehtwenty[3, 2]+Mehtwenty[2, 2]* 
Mehtwenty[3, 3], Mehtwenty[2, 3]*Mehtwenty[3, 1]+Mehtwenty[2, 1]* 
Mehtwenty[3, 3], Mehtwenty[2, 2]*Mehtwenty[3, 1]+Mehtwenty[2, 1] * 
Mehtwenty[3, 2]], [sqrt(2)*Mehtwenty[1, l]*Mehtwenty[3, 1], sqrt(2)* 
Mehtwenty[1, 2]*Mehtwenty[3, 2], sqrt(2)*Mehtwenty[l, 3]*Mehtwenty[3, 3] ' 
Mehtwenty[1, 3]*Mehtwenty[3, 2]+Mehtwenty[1, 2]*Mehtwenty[3, 3], 
Mehtwenty[1, 3]*Mehtwenty[3, 1]+Mehtwenty[1, 1] *Mehtwenty [3, 3], 
Mehtwenty[1, 2]*Mehtwenty[3, 1]+Mehtwenty [1, l]*Mehtwenty[3, 2]], 
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[sqrt(2)*Mehtwenty[1, 1]*Mehtwenty[2, 1], sqrt(2)*Mehtwenty[1, 2]* 
Mehtwenty[2, 2], sqrt(2)*Mehtwenty[1, 3]*Mehtwenty[2, 3], Mehtwenty[1, 3]* 
Mehtwenty[2, 2]+Mehtwenty[1, 2]*Mehtwenty[2, 3] r Mehtwenty[l, 3]* 
Mehtwenty[2, 1]+Mehtwenty[1, 1] *Mehtwenty[2, 3], Mehtwenty[1, 2]* 
Mehtwenty[2, 1]+Mehtwenty[1, 1]*Mehtwenty[2, 2]]])): 
Mcornb1tilde := sirnplify(Matrix([[Mcornb1[1, 1]-2, Mcornb1[1, 2]-2, 
Mcornb1[1, 3]-2, sqrt(2)*Mcornb1[1, 2]*Mcornb1[1, 3], sqrt (2)* 
Mcornb1 [1, 1] *Mcornb1 [1, 3] , sqrt (2) *Mcomb1 [1, 1] *Mcornb1 [1, 2]] , 
[Mcornb1[2, 1] -2, Mcornb1[2, 2]-2, Mcomb1[2, 3]-2, sqrt(2)* 
Mcornb1[2, 2]*Mcomb1[2, 3], sqrt(2)*Mcomb1[2, 1]*Mcornb1 [2, 3], 
sqrt (2) *Mcomb1 [2, 1] *Mcomb1 [2, 2] ] , [Mcornb1 [3, 1] -2 , 
Mcomb1[3, 2]-2, Mcornb1[3, 3]-2, sqrt(2)*Mcomb1[3, 2]*Mcomb1[3, 3], 
sqrt(2)*Mcomb1[3, 1]*Mcornb1[3, 3], sqrt(2)*Mcornb1[3, 1]*Mcomb1[3, 2]], 
[sqrt(2)*Mcomb1[2, 1]*Mcornb1[3, 1], sqrt(2)*Mcomb1[2, 2]*Mcornb1[3, 2], 
sqrt(2)*Mcornb1[2, 3]*Mcomb1[3, 3], Mcornb1[2, 3]*Mcornb1[3, 2]+ 
Mcornb1[2, 2]*Mcornb1[3, 3], Mcornb1[2, 3]*Mcomb1[3, 1]+Mcomb1[2, 1]* 
Mcornb1[3, 3], Mcomb1[2, 2]*Mcomb1[3, 1]+Mcomb1[2, 1]*Mcomb1[3, 2]], 
[sqrt(2)*Mcornb1[1, 1]*Mcomb1[3, 1], sqrt(2)*Mcornb1[1, 2]*Mcomb1[3, 2], 
sqrt(2)*Mcomb1[1, 3]*Mcomb1[3, 3], Mcornb1[1, 3]*Mcornb1[3, 2]+ 
Mcornb1[1, 2]*Mcornb1[3, 3], Mcornb1[1, 3]*Mcomb1[3, 1]+Mcomb1[1, 1]* 
Mcornb1 [3, · 3], Mcornb1 [1, 2] *Mcomb1 [3, 1] +Mcomb1 [1, 1] *Mcomb1 [3, 2]], 
[sqrt(2)*Mcomb1[1, 1]*Mcomb1[2, 1], sqrt(2)*Mcomb1[1, 2]*Mcomb1[2, 2], 
sqrt(2)*Mcornb1[1, 3]*Mcornb1[2, 3], Mcornb1[1, 3]*Mcornb1[2, 2]+ 
Mcornb1[1, 2]*Mcornb1[2, 3], Mcornb1[1, 3]*Mcomb1[2, 1]+Mcomb1[1, 1] 
*Mcornb1[2, 3], Mcomb1[1, 2]*Mcomb1[2, 1]+Mcomb1[1, 1]*Mcornb1[2, 2]]])); 
Mcomb2tilde := simplify(Matrix([[Mcomb2[1, 1]-2, Mcornb2[1, 2]-2, 
Mcornb2[1, 3]-2, sqrt(2)*Mcornb2[1, 2]*Mcornb2[1, 3~, 
sqrt(2)*Mcornb2[1, 1]*Mcomb2[1, 3], sqrt(2)*Mcornb2[1, 1]* 
Mcomb2 [1, 2]], [Mcomb2 [2, 1] -2 , Mcomb2 [2, 2] -2 , Mcomb2 [2 , 3] -2, 
sqrt(2)*Mcornb2[2, 2]•Mcomb2[2, 3J, sqrt(2)*Mcornb2[2, 1]* 
Mcornb2 [2, 3], sqrt (2) •Mcomb2 [2, 1] *Mcornb2 [2, 2]] , [Mcomb2 [3, 1] -2, 
Mcornb2[3, 2]-2, Mcomb2[3, 3]-2, sqrt(2)*Mcomb2[3, 2]*Mcomb2[3, 3], 
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sqrt(2)*Mcomb2[3, 1]*Mcomb2[3, 3], sqrt(2) *Mcomb2[3, 1]*Mcomb2[3, 2]], 
[sqrt(2)*Mcomb2[2, 1]*Mcomb2[3, 1], sqrt(2) *Mcomb2[2, 2]*Mcomb2[3, 2], 
sqrt(2)*Mcomb2[2, 3] *Mcomb2[3, 3], Mcomb2[2, 3]*Mcomb2[3, 2]+ 
Mcomb2[2, 2]*Mcomb2[3, 3], Mcomb2[2, 3]*Mcomb2[3 , 1]+ 
Mcomb2[2, 1]*Mcomb2[3, 3], Mcomb2[2, 2] *Mcomb2 [3, 1]+ 
Mcomb2 [2, 1] *Mcomb2 [3, 2]] , [sqrt (2 ) *Mcomb2 [1, 1] *Mcomb2 [3, 1] , 
sqrt(2)*Mcomb2[1, 2]*Mcomb2[3, 2], sqrt(2) *Mcomb2[1, 3]*Mcomb2[3, 3], 
Mcomb2[1, 3]*Mcomb2[3, 2]+Mcomb2[1, 2]*Mcomb2[3, 3], 
Mcomb2[1, 3]*Mcomb2[3, 1]+Mcomb2[1, 1]*Mcomb2[3, 3] , 
Mcomb2 [1, 2] *Mcomb2 [3, 1] +Mcomb2 [1, 1] *Mcomb2 [3, 2] ] , 
[sqrt(2)*Mcomb2[1, 1]*Mcomb2[2, 1], sqrt(2) *Mcomb2[1, 2]* 
Mcomb2[2, 2], sqrt (2)*Mcomb2[1, 3]*Mcomb2[2, 3], Mcomb2[1, 3]* 
Mcomb2[2, 2]+Mcomb2 [1, 2]*Mcomb2[2, 3], Mcomb2[1, 3]* 
Mcomb2[2, 1]+Mcomb2 [1, 1]*Mcomb2[2, 3], Mcomb2 [1, 2]*Mcomb2[2, 1] 
+Mcomb2[1, 1]*Mcomb2[2, 2]]]) ) ; 
Evaluating the closest t rigonal elasticity tensor in the rotated coordinate system: 
Ctrigor := evalf(1/6*(R+Transpose (Me1tilde ) .R.Me1tilde)+ 
Transpose(Mesixtytilde.R.Mesixtytilde ) +Transpose(Meht wentyt ilde.R.Mehtwentyti l de )+ 
Transpose(Mcombltilde.R.Mcomb1tilde)+Transpose (Mcomb2tilde.R.Mcomb2tilde ) ) ) 
Evaluating the norm of Ctetnr1: and C to calculate distance to triginal. 
NCtrigor := Norm(Ctrigor , Frobenius) "2; 
Nc := Norm(C, Frobenius) "2; 
Evaluating the trigonal-dist ance function , namely d(AtildeTCAtild . £ LTigo) . Note 
that this function cannot be plot ted because it is a 4-dimensional funct ion . 
Delta-trigo := evalf(Nc- NCtrigor ) : 
In order to find a local minima ,which may be observed from th plot of t he 
monoclinic distance fun tion , around some neighborhood, one should use the lin 
Mindata := Minimize (Delta-trigo, phi = 30* (1/180) *Pi 
psi= (1/180)*(90-44)*Pi . . (1/180)*(90-24) *Pi ) ; 
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Sum of monoclinic-d~stance functions along the normals of the mirror 
planes of the trigonal symmetry 
restart; 
with(LinearAlgebra) ; 
with(Optimization) ; 
The rotation matrix that transforms e3 to the new z-axis. 
AEuler : = Matrix ( [[cos (psi) , - sin (psi) , OJ, [sin (psi) , cos (psi ) , OJ, [0 , 0 , 1]]) . 
Matrix ( [[1, 0, O], [0, cos(phi), - sin (phi ) ], [0, sin(phi), cos (phi ) ]] )) ; 
Since the orientations of x-axis and y-axis matter when calculating t he distance 
of C to orthotropic symm try in some coordinate system, we should mult iply AEuler 
with another elementary transformation. This elementary trant>formation determines 
the orientations of x-axis and y-axis. 
Rot:= Matrix([ ( cos ( theta), -sin(theta) , 0], [sin ( thet a), cos (theta) , O], [0, 0, 1]] ); 
A := AEuler . Rot.; 
Expressing A E 80(3) in 6D since it is going to act on the elasticity tensor. 
Atilde := simplify(Matrix([[A[1, 1] - 2, A[1, 2] - 2, A[1 , 3] - 2, s qrt (2)*A[1, 2] *A[1, 3], 
sqrt(2)*A[1, 1]*A[1, 3], sqrt(2) *A [1, 1]*A[1, 2]], [A(2, 1] - 2, A[2, 2] -2 , A[2 , 3]-2 , 
sqrt(2)*A[2, 2]*A[2, 3], sqrt(2) *A [2, 1]*A[2, 3], sqrt (2 ) *A[2 , 1] *A[2 , 2]], 
[A[3, 1]-2, A[3, 2] - 2, A[3, 3r2, sqrt ( 2)*A[3, 2]*A[3, 3], sqrt (2) *A[3 , 1] 
*A[3, 3], sqrt(2)*A[3, 1]*A[3, 2]] , [sqrt(2)*A [2, 1]*A [3, 1], sqrt (2)*A[2 , 2]*A[3 , 2] , 
sqrt(2)*A[2, 3]*A[3, 3], A[2, 3] *A[3, 2]+A[2, 2]*A[3, 3], A[2, 3]*A[3, 1]+ 
A[2, . 1]*A[3, 3], A[2, 2]*A[3, 1] +A [2, 1]*A[3, 2]], [sqrt (2) *A[1, 1]*A[3, 1] , 
sqrt(2)*A[1, 2]*A[3, 2], sqrt(2)*A [1, 3]*A[3, 3], A[1, 3 ] *A[3, 2]+A[1, 2]*A[3, 3] , 
A[1, 3]*A[3, 1]+A[1, 1]*A[3, 3], A[l, 2]*A[3, l]+A[l, l ]*A [3, 2]], 
[sqrt(2)*A[l, l]*A[2, 1], sqrt (2 ) *A[1; 2]*A[2, 2], sqrt (2) *A[1, 3]*A[2 , 3 ] , 
A[1, 3]*A[2, 2]+A[l, 2]*A[2 , 3], A[l, 3]*A[2, 1]+A[1, 1]*A [2, 3], A[1 , 2]*A[2 , 1] + 
A[1, 1]*A[2, 2]]] )) : 
Introducing the elasticity matrix G' in its general form . 
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C := Matrix(6, symbol= c, shape= symmetric); 
This line is for hanging the Voigt notation to Kelvin or vice versa. Herein, since 
we represent it in Kelvin notation , we do not change anything. 
c [1 
C[4 
3, 4 
6, 4 
6] := C[1 
6] := C[4 
3, 4 
6, 4 
6]; 
6] ; 
Introducing the param ters of elasticity matrix. 
c := Matrix(6, 6, {(1, 1) = 42.03357978, (1, 2) = 32.49305220, 
( 1 • 3) = 26.42291512, (1, 4) 5.799531000, ( 1 • 5) = 9.938160420, 
( 1 • 6) = 21.33549018, (2, 1) 32.49305219, (2, 2) = 36.72218489, 
(2 , 3) = 34.84774953, (2, 4) -5.221667422, (2' 5) -35.36967653, 
(2, 6) = -23.60019509, (3, 1) = 26.42291511, (3' 2) 34 . 84774954, 
(3, 3) = 31.71680164, (3. 4) = 12.16688779, (3, 5) = 3.767088965, 
(3, 6) 10.24209672, (4, 1) 5.799531000, (4, 2) = -5.221667442, 
(4, 3) 12.16688780. (4, 4) 32.84181099, (4, 5) = 20.98631307, 
(4, 6) = 2.36291613, (5, 1) = 9.938160440, (5, 2) = -35.36967653, 
(5, 3) = 3.767088965, (5, 4) = 20.98631308, (5, 5) = -22.64105584, 
(5, 6) -9.709913499, (6, 1) = 21.33549018, (6, 2) = -23.60019510, 
(6, 3) 10.24209672, (6, 4) = 2.36291613, (6, 5) = -9.709913499, 
(6, 6) 11.32667859}); 
Expr ssing the elasticity matrix C in all coordinate system by rotating it with a 
generic orthogonal transformation that i::; introdu ed in the above lines. 
R := evalf(Transpose(Atilde).C.Atilde); 
This line evaluates the distance of C: to monoclinic along the z-axis of lhe rotated 
C: 
Dist := evalf(2*(R[1, 4]-2+R[1, 5]-2+R[2, 4]-2+R[2, 5]-2+R[3, 4]-2+R[3, 5]-2 
+R[4, 6]-2+R[5, 6]-2)): 
In order to rotate the z-axis of to the :r-axis, we introduce goa rotation: 
ninetyx := Matrix([[O, 0, 1], [0, 1, 0], [-1, 0, 0)]); 
Ax := A.ninetyx; 
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Expressing the above orthogonal transformation in 6D so that it acts the elasticity 
tensor 
Atildex := simplify (Matrix ( [[Ax[1, 1] "2 , Ax[1, 2]"2, Ax[1, 3]"2, sqrt(2)* 
Ax[1, 2]*Ax[1, 3], sqrt(2)*Ax[1, 1]*Ax[1, 3] , sqrt(2)*Ax[1, 1] *Ax[1, 2]], 
[Ax [2, 1] "2 , Ax [2, 2]"2, Ax [2, 3] "2 , sqrt (2) *Ax [2, 2] *Ax [2, 3] , sqrt (2) * 
Ax[2 , 1]*Ax[2, 3], sqrt(2)*Ax[2, 1]*Ax[2, 2]], [Ax[3, 1] "2 , Ax[3, 2]"2, 
Ax[3, 3] "2, sqrt(2)*Ax[3, 2]*Ax[3, 3], sqrt(2)*Ax[3, 1]*Ax[3, 3], sqrt(2)* 
Ax [3 , 1]*Ax[3, 2]], [sqrt(2)*Ax[2, 1]*Ax [3, 1], sqrt(2)*Ax[2, 2]*Ax [3, 2], 
sqrt(2)*Ax[2, 3]*Ax[3, 3], Ax[2, 3]*Ax[3, 2]+Ax[2, 2]*Ax[3, 3], Ax [2, 3]* 
Ax[3 , 1]+Ax[2, 1]*Ax[3, 3], Ax[2 , 2]*Ax[3, 1]+Ax[2, 1]*Ax[3, 2]] , 
[sqrt (2) *Ax [1, 1] *Ax [3, 1] , sqrt (2) *Ax [1, 2] *Ax [3, 2] , sqrt (2) *Ax [1, 3] *Ax [3, 3] , 
Ax[1, 3]*Ax[3, 2]+Ax[1, 2]*Ax[3, 3], Ax[1, 3]*Ax[3, 1]+Ax[1, 1]*Ax[3, 3], 
Ax[1, 2]*Ax[3, 1]+Ax[1, 1]*Ax[3, 2]], [sqrt(2)*Ax[1, 1]*Ax[2, 1], 
sqrt (2) *Ax [1, 2] *Ax [2, 2] , sqrt (2) *Ax [1, 3] *AX [2, 3], Ax [1, 3] *Ax [2, 2] + 
Ax[1, 2]*Ax[2, 3], Ax[1, 3]*Ax[2, 1]+Ax [1 , 1]*Ax[2, 3], Ax [1 , 2]*Ax[2, 1]+ 
Ax[1, 1]*Ax[2, 2]]])): 
Ahlrle.r acts t he elasticity matrix in order to express it in a coordinate S)stem 
where its new z-axis is the x-axis. 
Rx := evalf(Transpose (Atildex) . C.Atildex); 
This line evaluates the distance of C to monoclinic along the .~:-axis of t he rotated 
C: 
Distx := evalf (2*(Rx[1, 4]"2+Rx[1, 5]"2+Rx[2, 4]"2+Rx[2, 5] "2+ 
Rx[3, 4]"2+Rx[3, 5] "2+Rx[4, 6] "2+Rx[5, 6]"2)): 
Vvc repeat the same procedure for the directions which arc the normals of a mirror 
plane of a trigonal medium : 
sixty := Matrix( [[3/4, -(1/4) *sqrt(3), 1/2], [-(1/4)*sqrt(3), 1/4, (1/2)*sqrt(3)], 
[ - 1/2, -( 1/2)*sqrt(3), 0] ]); 
As ixty : = A.sixty ; 
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Atildesixty := simplify(Matrix([[Asixty[1, 1]-2, Asixty[1, 2] -2, 
Asixty[1, 3]-2, sqrt(2)*Asixty[1, 2]*Asixty[1, 3], sqrt(2)*Asixty[1, 1]* 
Asixty [1, 3], sqrt (2) *Asixty [1, 1] *Asixty [1, 2]] , [Asixty [2, 1] -2, 
Asixty[2, 2]-2, Asixty[2, 3]-2, sqrt(2)*Asixty[2, 2]*Asixty[2, 3], 
sqrt(2)*Asixty[2, 1]*Asixty[2, 3], sqrt(2)*Asixty[2, l]*Asixty[2, 2]], 
[Asixty[3, 1] -2 , Asixty[3, 2]-2, Asixty[3, 3]-2, sqrt(2)*Asixty[3, 2]* 
Asixty[3, 3], sqrt(2)*Asixty[3, 1]*Asixty[3, 3], sqrt(2)*Asixty[3, 1]* 
Asixty[3, 2]], [sqrt(2)*Asixty[2, 1]*Asixty[3, 1], sqrt(2)•Asixty[2, 2]* 
Asixty[3, 2], sqrt(2)*Asixty[2, 3]*Asixty[3, 3], Asixty[2, 3]*Asixty[3, 2]+ 
Asixty[2 , 2]*Asixty[3, 3], Asixty[2, 3]*Asixty[3, 1]+Asixty[2, 1]*Asixty[3, 3], 
Asixty[2, 2]*Asixty[3, 1]+Asixty[2, 1]*Asixty[3, 2]], [sqrt (2)*Asixty[1, 1]* 
Asixty[3, 1], sqrt(2)*Asixty[1, 2]*Asixty[3, 2], sqrt(2)*Asixty[1, 3]*Asixty[3, 3], 
Asixty[1, 3]*Asixty[3, 2]+Asixty[1, 2]*Asixty[3, 3], Asixty[1, 3]*Asixty[3, 1]+ 
Asixty [1, 1] *Asixty [3, 3] , Asixty [1, 2] *Asixty [3, 1] +Asixty [1, 1] *Asixty [3, 2]] , 
[sqrt (2) *Asixty [1, 1] *Asixty [2, 1], sqrt (2) *Asixty [1, 2] *Asixty [2, 2] , sqrt (2) * 
Asixty[1, 3]*Asixty[2, 3], Asixty [1 , 3]*Asixty[2, 2]+Asixty[1, 2]*Asixty[2, 3], 
Asixty[1, 3]*Asixty[2, l]+Asixty[1, 1]*Asixty[2, 3], Asixty[1, 2]*Asixty[2, 1]+ 
Asixty[1, 1]*Asixty[2, 2]]])): 
Rsixty := evalf(Transpose(Atildesixty.C.Atildesixty)); 
Distsixty := evalf(2*(Rsixty[l, 4] -2+Rsixty[1, 5]-2+Rsixty[2, 4]-2 
+Rsixty[2, 5]-2+Rsixty[3, 4]-2+Rsixty[3, 5]-2+Rsixty[4, 6]-2+ 
Rsixty [5, 6r2)) : 
htwenty := Matrix( [[3/4, (1/4) *sqrt(3) , - 1/2], [(1/4)*sqrt(3), 1/4, (1/2) *sqrt(3)], 
[1/2, -(1/2)*sqrt(3), 0]]); 
Ahtwenty := A.htwenty; 
Atildehtwenty := simplify(Matrix([[Ahtwenty[1, 1]-2, Ahtwenty[1, 2] -2 , 
Ahtwenty[1, 3]-2, sqrt(2)*Ahtwenty[1, 2]*Ahtwenty[1, 3], 
sqrt(2)*Ahtwenty[1, 1]*Ahtwenty[1, 3], sqrt(2)*Ahtwenty[1, 1]* 
Ahtwenty[1, 2]], [Ahtwenty[2, 1]-2, Ahtwenty[2, 2]-2, Ahtwenty[2, 3]-2, 
sqrt(2)*Ahtwenty[2, 2]*Ahtwenty[2, 3], sqrt(2)*Ahtwenty[2, 1]* 
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Ahtventy[2, 3], sqrt(2)•Ahtventy[2, 1]•Ahtventy[2, 2]], [Ahtventy[3, 1] -2, 
Ahtventy[3, 2] - 2, Ahtventy[3, 3] - 2, sqrt(2)•Ahtventy[3, 2]* 
Ahtventy[3, 3], sqrt(2)*Ahtventy[3, 1]*Ahtventy[3, 3], sqrt(2)*Ahtventy[3, 1]* 
Aht.venty[3, 2]], [sqrt(2)•Ahtventy[2, 1]•Ahtventy[3, 1], sqrt(2)• 
Ahtventy[2, 2]*Ahtwenty[3, 2], sqrt(2)*Ahtventy[2, 3]*Ahtwenty[3, 3]. 
Ahtventy [2, 3]•Ahtventy[3, 2]+Ahtwenty[2, 2] •Ahtwenty [3, 3], 
Ahtventy [2, 3]*Ahtventy[3, 1]+Ahtwenty[2, 1]•Ahtventy[3, 3], 
Ahtventy[2, 2]*Ahtventy[3, 1]+Ahtwenty[2, 1]•Ahtwenty[3, 2]], 
[sqrt(2)•Ahtventy[1, 1]•Ahtventy[3~ 1] , sqrt (2) •Ahtventy [1, 2] * 
Ahtventy[3, 2], sqrt(2)•Ahtventy[1, 3]•Ahtventy[3, 3], Ahtventy[1, 
Ahtventy[3, 2]+Ahtventy[1, 2]•Ahtwenty[3, 3], Ahtventy[1, 3] * 
Ahtventy[3, 1]+Ahtventy[1, 1]•Ahtventy[3, 3], Ahtventy[1, 2]• 
Ahtventy[3, 1]+Ahtventy[1, 1]•Ahtventy[3, 2]], [sqrt(2)*Ahtventy[1, 
Ahtventy[2, 1], sqrt(2)•Ahtventy[1, 2]*Ahtventy[2, 2], sqrt(2)* 
Ahtventy [1, 3]*Ahtventy[2, 3], Ahtventy [1, 3]*Ahtwenty[2, 2]+ 
Ahtventy[1 , 2]•Ahtventy[2, 3], Ahtventy[1, 3]•Ahtventy[2, 1]+ 
Ahtventy[1, 1]•Ahtventy[2, 3], Ahtventy[1, 2]•Ahtventy [2, 1] + 
Ahtventy[1, 1]•Ahtventy[2, 2]]])) : 
Rhtventy := evalf(Transpose(Atildehtventy.C.Atildehtventy)); 
Disthtwenty := evalf(2*(Rhtventy[1, 4]-2+Rhtwenty[1, 5]-2+ 
Rhtwenty[2, 4]-2+Rhtventy[2, 5]-2+Rhtventy[3, 4]-2+Rhtwenty[3, 5] -2 
+Rhtventy[4 , 6]-2+Rhtventy[5, 6] - 2)): 
3]* 
1] * 
Evaluating th urn of monoclini -distance functions along the normals of mirror 
planes of tetragonal symmetry: 
Distall :=Distx+Distsixty+Disthtventy : 
For minimizing the Distall function around some restricted region 
Mindata := Minimize (Distall, phi= 0 ... 10*(1/180)*Pi, 
psi = (1 /2)•Pi .. 2*Pi+(l/2)•Pi, theta= 0 .. 2•Pi): 
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Finding the velocities of P- and S-waves in the mirror pla ne of a mon-
oclinic ela ticity tensor 
restart: 
with(LinearAlgebra): 
with(Student[LinearAlgebra]): 
The dir ction of the wave ve tor 
n := proc (theta, phi): 
Matrix([[cos((1/180)*Pi*theta)*sin((1/180)*Pi*phi), 0, 0], [sin((1/180)*Pi*theta) 
*Sin((1/180)*Pi*phi), 0, 0], [cos((1/180)*Pi*phi), 0, 0] 1 [0, cos((1/180)*Pi*theta) 
*Sin((1/180)*Pi*phi), 0], [0, sin((1/180)*Pi*theta)*sin((1/180)*Pi*phi), 0], 
[0, cos((1/180)*Pi*phi), 0], [0, 0, cos((1/180)*Pi*theta)*sin((1/180)*Pi*phi)], 
[0, 0, sin((1/180)*Pi*theta)*sin((1/180)*Pi*phi)], [0, 0, cos((1/180)*Pi*phi)]]): 
end proc: 
Introducing the elasticity matrix ' in it general form . 
C := Matrix(6, symbol= c, shape= symmetric); 
This lin i for changing the Voigt notation to Kelvin or vi versa. Since in the 
formulation of th hristofell matrix Voigt notation is used , we chang the Kelvin 
notation to Voigt 
C[1 
C[4 
3, 4 
6, 4 
6] := C[l . . 3, 4 .. 6]/sqrt{2}; 
6] := C[4 . . 6, 4 .. 6]/2; 
Introdu ·ing the parameters of a monoclinic elasticity matrix expr ss d in Equation 
4.9. Note that the below matrix i e:>."})ressed in the natural coordinate system of 
monoclinic symmetry. Thu , it parameter arc not equal to th parameters of the 
tensor expressed in Equation 4.9. However. the ten or are the ame. 
c := Matrix(6, 6, {(1, 1) = 91.50, (1, 2) = 23.88, 
( 1 ' 3) = 32.88, (1, 4) 0, (1' 5) = 0, 
(1, 6) = -5 .10, (2, 1) 23.88, (2, 2) = 69 .72 , 
(2, 3) = 26.91, (2, 4) = 0, (2, 5) = 0, 
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(2, 6) = - 6.59, (3, 1) = 32 .88, (3, 2) = 26.91, 
(3, 3) = 107.27, (3, 4) = 0, (3, 5) = 0, 
(3, 6) = -3.04, (4, 1) = 0, (4, 2) = 0, 
(4, 3) = 0, (4, 4) = 46.65, (4, 5) = -3 .06, 
(4, 6) = 0, (5, 1) = 0, (5, 2) = 0, 
(5. 3) = 0, (5, 4) = '-3. 06, (5, 5) = 65.16, 
(5, 6) = 0, (6, 1) = - 5.10, (6, 2) = -6.59, 
(6, 3) = - 3.04, (6, 4) = 0, (6, 5) = 0, 
(6, 6) = 42.81}); 
lntr clueing the Christofell matrix 
with (linalg) ; 
M := Matrix(1 . . 9. 1 .. 9, shape= symmetric); 
M [1, 1] := C[1, 1] ; M[2, 2] := C[6, 6] : 
M[3, 3] := C[5, 5] ; M[4, 4] := C[6, 6] ; M[5, 5] := C[2, 2] ; 
M[6, 6] := C[4, 4] ; M[7, 7] := C[5, 5]; M[8, 8] := C[4, 4] ; 
M[9, 9] := C[3, 3] ; M[1, 2] := C[1, 6] ; M [1, 3] := C[1, 5] ; 
M [1, 4] := C[1, 6]; M[1, 5] : = c [1, 2]; M [1, 6] := C[1, 4] ; 
M [1, 7] : = c [1, 5]; M [1, 8] : = c [1, 4] ; M [1, 9] := C[1, 3] : 
M[2, 3] := C[5, 6] ; M[2, 4] := C[6, 6]; M[2, 5] := C[2, 6]; 
M[2, 6] := C[4, 6] ; M[2, 7] := C[5, 6] ; M [2, 8] := C[4, 6] ; 
M[2, 9] := C[3, 6] ; M[3, 4] := C[5, 6] ; M [3, 5] := C[2, 5]; 
M[3, 6] := C[4, 5] ; M[3, 7] := C[5, 5] ; M [3, 8] := C[4, 5]; 
M[3, 9] := C[3, 5] ; M[4, 5] := C[2, 6] ; M[4, 6] := C[4, 6]; 
M[4, 7] := C[5, 6] ; M[4, .8] := C[4, 6] ; M[4, 9] := C[3, 6]; 
M[5, 6] := C[2, 4] ; M[5, 7] := C[2, 5] ; M[5, 8] := C[2, 4]; 
M[5, 9] := C[2, 3] ; M[6, 7] := C[4, 5] ; M[6, 8] := C[4, 4] ; 
M[6, 9] := C[3, 4]; M [7, 8] := C[4, 5] ; M[7, 9] := C[3, 5] ; 
M[8, 9] := C[3, 4] : 
ch := proc (theta , phi ): 
evalf(Matrix(MatrixMatrixMultiply(MatrixMatrixMultiply 
(Transpose(n(theta, phi)), M)' n(theta, phi)))) 
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end proc: 
Evaluating th igenvector and eigenvalues of the hristof<'ll mat rix t o find th 
velocities and polarizations of the P- and S-wavcs propagatinp, along th~ direction n 
Evect := proc (theta, phi); 
evalf(Eigenvectors(ch (theta, phi ), output = ' list')) 
end proc : 
Digits := 7 ; phi := 90 ; 
for theta from 0 by 2 to 180 do; 
print(theta, phi ) ; 
print(ch(theta, phi ) ); 
print(Evect(theta, phi )) ; 
end do : 
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