The goal of this paper is to resolve issues in the minimum wage-employment debate by using new factor model econometric methods to control for unobserved heterogeneity. Recent work has shown that traditional methods producing negative and statistically significant minimum wage-employment elasticities are sensitive to adding controls for unobserved heterogeneity, but these controls rely on assumptions that may not be supported by the data. The factor model results suggest that any negative employment effects that do exist are small. Furthermore, simulation results show that unobserved common factors can explain the different estimates across methodologies in the literature. A counterfactual experiment shows that the states that would be affected by a modest federal minimum wage increase are those that are most able to absorb minimum wage increases without experiencing decreased employment. * I would like to thank my advisers, Mohitosh Kejriwal and Kevin Mumford, for their advice and discussion. I would also like to thank Jack Barron, Tim Bond, and Justin Tobias for their helpful comments.
Introduction
Understanding the effect of minimum wages on employment has long been of interest to economists, with empirical work on the subject dating back approximately 100 years (Obenauer and von der Nienburg (1915) ). Despite this long history of attention, economists are still very much divided on this issue 1 . The last two decades, in particular, have produced an abundance of work on the subject, without providing a consensus. The empirical evidence in these studies differs depending on both the datasets used and the methodology 2 . The goal of this paper is to resolve the issues in the minimum wage-employment literature by using new panel data econometric methods that are robust to critiques from either side of the debate. Specifically, I use Pesaran's (2006) common correlated effects estimators and Bai's (2009) interactive fixed effect estimator, and I apply these estimators to two datasets and many specifications that have recently been used in the literature. The factor model methods used in this paper are well suited for a wide variety of empirical studies, although they have not yet received much use.
The evaluation of regional policies, such as minimum wage policies, can be difficult as outcomes are likely to be spatially correlated in addition to the more common issue of serial correlation. There is thus a need to control for this spatial dependence when evaluating regional policies. Dube et al. (2010) and Allegretto et al. (2011) raised this issue with respect to the minimum wage-employment literature. The traditional approach to estimating the minimum wage-employment elasticity with panel data has been to use ordinary least squares with state and year fixed effects, which has produced large and statistically significant 1 In 2013, The University of Chicago based Institute of Global Markets asked 38 economists if they agreed with the following statement: "Raising the federal minimum wage to $9 per hour would make it noticeably harder for low-skilled workers to find employment." Thirty-four percent of the economists agreed, thirty-two percent disagreed, and twenty-four percent were uncertain. 2 The theory is also ambiguous. The monopsony model is commonly used to explain how minimum wages could have no effect on employment and the competitive model is commonly used to predict a negative effect. However, the competitive model can also predict no effect by allowing for other channels of adjustment, such as higher prices, reductions in non-wage benefits, reductions in training, and labor substitution. The institutional model can also predict no effect of minimum wages on employment through costly monitoring of workers, efficiency wages, or a demand stimulus. For an overview of how minimum wages could have little or no effect on employment, see Schmitt (2013) . elasticities in the range of -.1 to -.3 3 . Dube et al. (2010) and Allegretto et al. (2011) add geographic controls, such as census division times period fixed effects, and state-specific linear time trends to address this issue of spatial heterogeneity. Dube et al. (2010) also employ a border discontinuity approach. Using these methods causes the negative effects found using the traditional approach to disappear 4 . However, Neumark et al. (2013) argue that the implicit assumption of these methods that geographically proximate places are better controls is not supported by the data. They also show that Allegretto et al.'s (2011) results are sensitive to extending the linear state-specific time trends to higher order polynomial trends. Neumark et al. (2013) claim that these controls throw out a great deal of valid identify information and conclude that neither the methods nor the results in in Dube et al.
(2010) and Allegretto et al. (2011) are supported by the data 5 .
This factor model setup provides a new way to control for spatial dependence in panel datasets. Factor models are unique not just because they facilitate the control of spatial dependence, but because they allow areas to be close in economic dimensions which depart from geographic proximity. This is the case, for instance, when two areas are affected by the same industry-specific shocks because of industry specialization, even if these two areas are not neighbors. These methods can therefore be seen as a more flexible way of controlling for spatial heterogeneity, as they do not impose any geographic relationship on the spatial dependence a priori. Neumark et al. (2013) argue in favor of the traditional state and year fixed effects approach, but they do propose the use of synthetic controls as a way to address this issue of unobserved heterogeneity while still letting the data speak. They 3 A detailed history of the minimum wage-employment debate can be found in Brown (1999) and Neumark and Wascher (2008) . Past studies on minimum wages and employment are usually either local case studies focusing on employment in a particular low-skill industry or national studies using panel data on teenage or restaurant employment. The national panel data studies typically find statistically significant negative employment effects with minimum wage-employment elasticities in the range of -.1 to -.3, while local case studies usually find no effect. 4 The difference between the two papers is that Dube et al. (2010) analyze a national panel of restaurant employment, whereas Allegretto et al. (2011) use a national panel of teenage employment. 5 Allegretto, Dube, and Reich respond to these criticisms in Allegretto et al. (2013) . Specifically, they refute the interpretation of Neumark et al.'s (2013) evidence that questions the use of geographic controls and linear state-specific time trends and they provide new evidence that supports the use of local controls areas.
3 report significant negative effects, with teenage employment elasticities of -.15. Allegretto, Dube, and Reich applied their own implementation of the synthetic control approach in Allegretto et al. (2013) and found no significant effect of minimum wages on employment 6 .
However, there are drawbacks to this pooled synthetic control approach. It leaves many details to the discretion of the researcher, such as choice of predictor variables and length of the pre-and post-intervention windows, allowing for multiple interpretations of what is an appropriate implementation. It also greatly reduces data availability, particularly when applied to minimum wage variation 7 . Furthermore, the matching of treated units with donor units relies only on observables, leaving no guarantee that treated units and their synthetic control units are also similar with respect to unobserved heterogeneity.
The factor model approach therefore seems perfectly suited to address the methodological The factor model approach also has several advantages relative to the more commonly used synthetic control approach: (1) It has a more straightforward implementation, leaving little up to the discretion of the researcher.
(2) It can use all of the minimum wage variation in the data. (3) It explicitly models timevarying unobserved heterogeneity and controls for it during estimation. In fact, factor model estimators such as Bai's (2009) interactive fixed effects method have actually been shown to outperform the synthetic control approach (Gobillon and Magnac (2013) ). Recent advances in the econometric literature also allow for consistent estimation of factor models when the factors are correlated with the explanatory variables, providing a solution to the possibility 6 Allegretto et al. (2013) argue that Neumark et al.'s (2013) synthetic control approach is flawed due to an inappropriate matching variable, a contaminated sample (in which the minimum wage is rising in postintervention and pre-intervention control periods), and very short pre-and post-intervention windows. They then report results that more properly apply the synthetic control approach and find results that confirm their previous findings. 7 The synthetic control approach requires the availability of control states and the isolation of treatment with clearly defined pre-and post-treatment periods. This makes the use of federal minimum wage variation nearly impossible, as very few states are unaffected. State minimum wage variation is also often discarded because of a lack of long enough pre-and post-treatment windows without additional treatment. Allegretto et al. (2013) are able to use only 19 of 89 state minimum wage changes from 1997q4 to 2007q2. of minimum wages being endogenous with respect to low-skill employment.
The factor model results suggest that any negative effects of minimum wages on employment are small. I first use traditional OLS state and year fixed effects methods and find minimum wage-employment elasticities of -.15 for both restaurant and teenage employment, in line with other estimates in the literature using these methods. I then use the factor model estimators from Pesaran (2006) and Bai (2009) and find minimum wage-employment elasticities of 0 to -.01 for restaurant employment and -.04 to -.10 for teenage employment.
Furthermore, I show that these results are insensitive to adding flexible time trends and narrowing of the identifying information. While the results cannot rule out negative effects on teenage employment that are in the low end of the traditional -.1 to -.3 range, the results as a whole are suggestive that any negative effects of minimum wages on low-skill employment that do exist are small, and the lack of control for unobserved heterogeneity in the traditional OLS state and year fixed effects approach produces spurious negative results. Furthermore, analysis of what is being captured by the factor model shows obvious and interpretable time series and cross-section correlations.
I also use a simulation experiment to asses the relative ability of OLS and the factor model estimators to estimate the minimum wage-employment elasticity under the presence of various types of unobserved heterogeneity and perform a policy relevant counterfactual experiment. The simulation experiment shows that common factors in the true underlying DGP can cause the different estimates seen across methodologies. The counterfactual experiment shows that the states that would be affected by a higher federal minimum wage are states that are more able to absorb minimum wage increases without experiencing a decrease in employment.
The remainder of this paper is organized as follows: Section 2 describes how the variables are constructed and provides summary statistics for the data. Section 3 describes the factor models that the new panel data estimators make use of and then describes the estimators themselves. Section 4 presents the results for the minimum wage-employment elasticity and analyzes what the factor structure is capturing. Section 5 provides the simulation and counterfactual experiments. Section 6 concludes.
Data
This study uses the same datasets as Construction of the variables and summaries of the datasets are provided below. Each dataset is merged with a quarterly minimum wage variable which is always the higher of the federal and state minimum wage.
Restaurant Employment
Quarterly data on restaurant employment is constructed for the years 1990-2010 from the Quarterly Census of Employment and Wages (QCEW). The QCEW provides quarterly county-level payroll data by industry based on ES-202 filings that establishments submit for the purpose of calculating payroll taxes related to unemployment insurance. The countyquarter restaurant employment dependent variable is constructed from both Full Service Restaurants (NAICS 7221) and Limited Service Restaurants (NAICS 7222) and measures the total number of full service and limited service restaurant employees. The control variables are county-quarter total employment and county population. The total employment variable is constructed from the QCEW and the county population comes from the county-level 6 Census Bureau population data which is produced annually 8 . Data is available for the entire time frame of analysis for 1,371 counties 9 . Summary statistics for the dataset of analysis on restaurants are shown in Table 1 .
Teenage Employment
Quarterly data on teenage employment is constructed for the years 1990-2013 from the Current Population Survey Outgoing Rotation Groups. State-quarter observations are constructed by aggregating the CPS-ORG individual level data up to the state-quarter level.
The state-quarter teenage employment dependent variable is the fraction of teenagers (ages [16] [17] [18] [19] that are employed. The control variables are the state-quarter relative size of the teenage population and state-quarter unemployment rate, also constructed from the CPS-ORG. Summary statistics for the dataset of analysis on teenagers are shown in Table 2 .
Methodology
This section will first introduce the factor model setup that the new econometric methods make use of and discuss how the factor model setup relates to the question of the effect of minimum wages on employment. I will then briefly describe and discuss the new factor model estimation methods I will be using.
Factor Models
The factor model setup is based on models in which the error term is characterized by a multi-factor error structure. Specifically, the traditional error term in a regression equation is decomposed into time-specific "common factors" that can affect all cross-sectional units, heterogeneous "factor loadings" that represent how each common factor affects each crosssectional unit, and an idiosyncratic error term. This multi-factor error structure will be applied as an extension to the traditional approach of estimating the effect of minimum wages on employment.
Consider the traditional model for estimating the effect of minimum wages on employment as discussed in Section 1:
where E it is employment in county/state i in period t, M W it is the higher of the federal and state minimum wage, X it is a vector of control variables, α i is a county/state fixed effect, and δ t is a period fixed effect. Employment and the minimum wage are measured in logs so that β represents the minimum wage-employment elasticity. The contribution of this paper is to extend this model by adding a multi-factor structure to the error term. Specifically, the error term in the previous equation takes the form
where f t is an (r x 1) vector of time-specific common factors that affect all cross-sectional units and λ i is an (r x 1) vector of factor loadings that represents how each common factor affects that individual cross-section unit.
The idea of these common factors can be very intuitive. For example, skill-biased technological change could be a common factor affecting both low-skill employment and the minimum wage and could do so heterogeneously across counties and states. Previous work has shown that skill-biased technological change essentially increases competition for teenage jobs by creating job polarization, pushing adults out of middle-skill jobs and into low-skill jobs (Smith (2011) ). Skill-biased technological change could also affect the minimum wage by causing income inequality to rise due to an increased demand for high-skill workers cou-pled with the increased supply of workers into low-skill jobs because of job polarization.
This rising income inequality could then motivate legislators to raise the minimum wage.
Furthermore, the effect of this skill-biased technological change could vary by state or even county, depending on the industrial specialization of the local labor market. This type of a common factor could be captured by the factor model setup described above but would cause negative omitted variable bias in the traditional OLS approach with state/county fixed effects and period fixed effects 10 .
Applying this structure to the error term can be seen as a more flexible way of attempting to control for unobserved heterogeneity than previous methods used in the literature. The traditional state/county and year fixed effects approach can be rewritten as a special case of this factor model setup where f t = (1, δ t ) and λ i = (α i , 1) 11 , as can the state-specific linear time trends and census division times period fixed effects approach (f t = (1, δ t , t, δ t )
. These previous methods assume that these controls fully capture the form of the unobserved heterogeneity, applying a fixed form a priori. The factor model approach allows the data to determine the nature of the unobserved shocks, allowing for an improved ability to control for unobserved heterogeneity if the fixed effects and time trends do not fully capture the true form of the unobserved heterogeneity. This is especially important with respect to spatial heterogeneity. The census division times period fixed effects and the border discontinuity approach assume, a priori, that more proximate places are better controls, while the traditional approach has no controls for spatial heterogeneity other than state fixed effects. The factor model approach allows for spatial heterogeneity, but places no geographic assumptions on the factor structure, allowing the data to determine the nature of the spatial dependence. Factor models are unique not just because they facilitate the control of spatial dependence, but because they allow areas to be close in economic dimensions which depart from geographic proximity. This is the case, for instance, when two areas are affected by the same industry-specific shocks because of industry specialization, even if these two areas are not neighbors.
Recent advances in the factor model literature make the use of these models very appealing. Specifically, new methods allow for consistent estimation when the common factors are correlated with the explanatory variables and under the presence of heteroskedasticity and serial correlation, in addition to the cross-sectional correlation implied by the factor structure itself. These advances therefore offer a solution to the potential issue of minimum wages being endogenous with respect to low-skill employment, which is pervasive throughout the literature 13 . That being said, the factor model approach cannot control for every possible threat to identification. While the factor model does add a lot of flexibility to the error term, it must assume that the factor loadings are time-invariant. The factor model approach therefore does not capture a situation in which states or counties have time-variant responses to common factors that vary differentially across states or counties. Nonetheless, these methods can control for a number of issues that are relevant to the topic of minimum wages and employment. Namely, they allow a more flexible form for the unobserved heterogeneity, they allow for spatial dependence in dimensions other than geographic proximity, and they can address the issue of endogeneity 14 .
Estimation
Two methods for estimation will be used. The first method is Pesaran's (2006) common correlated effects estimators. This method does not attempt to estimate the common factors and factor loadings. Rather, the idea behind this method is to filter the explanatory variables by means of cross-sectional averages of the dependent and independent variables, such that asymptotically the effect of the unobserved common factors is eliminated. This estimator has the added benefit that it can be computed by ordinary least squares applied given the common factors and factor loadings, we can estimate the regression coefficients, and given the regression coefficients, we can estimate the factors and factor loadings using principal component analysis. However, the regression coefficients and factor structure are For this reason, it is worth noting that the factor model presented above can be rewritten to incorporate lagged common factors. In this case, the error term in equation (1) takes the form
x 1) vector of factor loadings, and s represents the number of lagged factors. This setup makes these factor models even more intuitive, as both employment and minimum wage policies may be more likely to have a lagged response to unobserved factors, such as skill-biased technological change, than a contemporaneous response. Importantly, the estimation procedure described in the next section does not require the knowledge of the number of dynamic factors (Kapetanios et al. (2011) ). 15 Selection of the number of common factors, r, for the factor structure is based on the IC p1 criterion from Bai and Ng (2002) .
both unknown in practice. Therefore, Bai (2009) proposes a procedure in which one iterates between estimating the regression coefficients and estimating the factor structure. This iteration continues until the change in the sum of squared residuals is below a specified threshold. A threshold of 10 −9 is used in this paper. Bias-correction for serial correlation, cross-sectional correlation, and heteroskedasticity is performed using equations (23) and (24) in Bai (2009) . Standard errors are calculated using Theorem 4 in Bai (2009) . See Bai (2009) for a more detailed description of this estimator.
The relative merits of these three estimators are mostly unknown in the current state of the econometrics literature 16 . With respect to the two common correlated effects estimators, we would expect the CCEP version to perform better if minimum wages have homogeneous effects over cross-sectional units due to efficiency gains from pooling. Alternatively, the CCEMG version is better suited to handle a situation in which minimum wages effect employment differently in different states or counties, as the CCEMG estimator assumes heterogeneous effects over cross-sectional units. Intuitively, the latter may be more appealing due to spatial differences in industrial specialization or education which would affect the extent to which minimum wages are actually a binding constraint. The simulations in Pesaran (2006) Little is also known about the relative merits of the use of cross-sectional averages as proxies for the factors and the use of principal component analysis to estimate the factor structure. In both cases, consistent estimation requires that N be sufficiently large, as the 16 These estimators have yet to receive much attention in empirical work. In a paper similar in spirit to this one, Kim Table   3 and Table 4 , respectively. In the tables, I first produce results using the methods from each of these three papers for the purpose of illustrating the different results in the literature and to show that updating the two datasets with more recent years does not change the conclusions when using their methods. Shaded regions represent specifications that were used in the paper by the corresponding authors. The primary specification is column 1, which is the traditional state and period fixed effects approach. Columns 2-6 add flexible time trends as a robustness check and because the common correlated effects estimators assume that the common factors are covariance stationary, which would be violated if there are time trends that are not controlled for.
The first row of Table 3 shows Between the three factor model estimators and the six different specifications, 19 The third row of the probit specification, in bold, represents the implied elasticity from the probit estimation, which includes controls for gender, race, age, education, and marital status. The implied minimum wage elasticity is calculated by dividing the probit coefficient by the group employment-to-population ratio. 20 Recall from Section 3.2 that a possible explanation for the factor model estimates showing more variance for teenage employment than restaurant employment is the size of the two datasets. Precise estimation of the factors requires N to be sufficiently large. Because the restaurant employment dataset is measured at the 
Factor Analysis
The previous section showed that controlling for common factors is important for estimation and inference. In this section I focus on the factor structure itself and attempt to shed light on exactly what it is capturing by analyzing the estimated factor structure from Bai's county level, it has a much larger cross-section dimension (N=1371) than the teenage employment dataset (N=51). This small cross-section dimension for teenage employment may be making consistent estimation difficult for the √ N -consistent CCE estimators and the √ N T -consistent IFE estimator. 21 When discussing the use of new methods or specifications, Neumark et al. (2013) state that, "In particular, if these kinds of sensitivity analyses deliver robust results that are insensitive to detrending or to the narrowing of identifying information by restricting the set of control areas, then they can clearly bolster the evidence. (p. 47)" (2009) IFE method. Direct economic interpretation of the estimated common factors is not guaranteed to be possible. Statistically, they are eigenvectors corresponding to the largest eigenvalues of the second moment matrix of the regression coefficient estimation residuals.
Nevertheless, it may be useful for conceptual purposes to see if what the IFE estimator is capturing exhibits any cross-sectional or time-series patterns 22 . The number of factors, r, is estimated using the information criterion in Bai and Ng (2002) . This procedure requires specification of the maximum number of factors allowed. A value of eight was chosen, and the information criterion selected r=8 for the restaurant employment dataset and r=2 for the teenage employment dataset. Given this value of r, Bai's (2009) IFE method is used to simultaneously estimate the factor structure and coefficients 23 . Table 5 shows summary statistics for the estimated restaurant and teenage employment common factors from the traditional specification in Table 3 (all-county sample) and Table   4 that included only state and period fixed effects. The first column shows the fraction of the total variance explained by factors 1 to p, where the total variance is the variance of the second moment matrix of the coefficient estimation residuals. This is given as the sum of the first p eigenvalues of the second moment matrix divided by the sum of all eigenvalues. Table 5 shows that much of the variance can be accounted for by a small number of factors.
For restaurant employment, the first factor accounts for 57% of the variance explained by the 8 factors, and the first four factors account for 89%. In order to illustrate the persistence of each of the factors, column 2 reports the first-order autoregressive (AR(1)) coefficient for each factor. All of the factors are positively persistent, but there is heterogeneity, with some factors being highly persistent (the first factor has a persistence of .99) and others being weakly persistent (the third factor has a persistence of .30). For teenage employment, the first factor explains 52% of the variance and the first and second factors have AR(1) 22 Estimation of the factor structure through principal components allows f t to be serially correlated and λ i to be cross-sectionally correlated, but does not require this to be the case. Additionally, whether or not f t or λ i has zero mean is not an assumption of principal components. 23 The results for the minimum wage-employment elasticity in Section 4.1 were invariant to a wide range of values for r. These results are available upon request coefficients of .41 and .35, respectively. Finally, I can also plot the effect of the common factors on employment, for a single time period. Recalling equation (2), the IFE estimator estimates f t , an (r x 1) vector of periodspecific common factors, for each time period and λ i , an (r x 1) vector of factor loadings, for each cross-sectional unit. Therefore, for a given time period, I can plot λ i f t , a (1 x 1) estimate of the combined effect of the common factors on employment, for each cross-sectional unit. Much of the South and the entire state of Ohio exhibits negative employment effects. This pattern is intuitive, as we would expect differences in various labor market aspects such as industrial specialization or education to cause spatial correlation. The second pattern, visible in Figure 4 , is that the effect of these common factors is fairly stable from one quarter to the next. This is once again intuitive, as the regional labor market differences that are causing heterogeneous effects of these common factors may be unlikely to change much in a span of three months. The third pattern is that, over a longer time span, the spatial correlations do change. This is seen in Figure 5 , which plots the combined effect of the common factors for the first quarter of 2010. Now, much of the South and Northeast exhibit positive employment effects from the unobserved common factors, while parts of the Midwest and much of the West Coast show negative employment effects. Section 4.1 showed that controlling for these common factors is important for estimation and inference of the effect of minimum wages on employment. This section has shown that much of the variance in the data can be explained by a small number of factors, that many of these factors have interpretable time series patterns, and that there are spatial correlations in the effect of these factors on employment. The emergence of these interpretable patterns in the factor structure, despite the fact that the principal components estimation does not require any such time series or spatial correlation, supports the assertion in Dube et al. Table 3 and the error variance is computed using the residuals from this specification. For the teenage employment DGP, the true value of the coefficients and the error variance come from the OLS estimates of the traditional specification in Table 4 . The simulation is performed for 1,000 repetitions for each dataset 25 .
The results of this simulation are shown in Table 6 . Columns (1) and (4) Table 3 and the error variance is computed using the residuals from this specification. For the teenage employment DGP, the true value of the coefficients and the error variance come from the IFE estimation of the traditional specification in Table 4 . The simulation is performed for 1,000 repetitions for each dataset 26 .
The results of this simulation are shown in Table 7 . For restaurant employment, the CCEP, CCEMG, and IFE estimators all perform well. The OLS estimator, however, shows negative bias. In fact, the true value of the coefficient for the minimum wage-employment elasticity is not even in the OLS 95% confidence interval. For teenage employment, the OLS estimator once again shows clear negative bias, with the 95% confidence interval not containing the true value of the minimum wage-employment elasticity coefficient. The CCEP and CCEMG estimator show some bias for the teenage dataset. This is likely due to the small cross-section dimension of the teenage dataset, as discussed in Section 3.2. Two important results emerge from this simulation: First, OLS shows significant negative bias. Second, the pattern of results from this simulation matches the pattern of results seen in Table 3 and 4; the OLS estimates of the minimum wage-employment elasticity are much larger in magnitude than the factor model estimates both in Table 3 and 4 and in simulations with common factors included in the DGP.
In summary, the simulation results show that the CCEP, CCEMG, and IFE estimators all perform well with only state/county and period fixed effects representing the unobserved heterogeneity in the DGP. The OLS estimator, however, exhibits negative bias when there are common factors in the DGP. These results suggest that the presence of common factors in the true underlying DGP could cause the different estimates of the minimum wage-employment elasticity across methodologies seen in Table 3 and 4.
Counterfactuals
This section provides a simple counterfactual experiment designed to assess what impact a further increase in the federal minimum wage would have on employment. The common correlated effects mean group (CCEMG) estimator, described in Section 3, allows for an interesting counterfactual experiment because it estimates a different parameter value for each cross-sectional unit. Thus, while the actual CCEMG estimator reports the average of these individual slope parameters, the individual parameters can be used to assess the differential impact that an increase in the federal minimum wage would have across the United States.
The Fair Minimum Wage Act of 2013 proposed that the federal minimum wage be increased to $10.10 via three consecutive $0.95 raises. Therefore, for this experiment I analyze what effect a $0.95 raise in the federal minimum wage would have had on employment in the last quarter of each of the two datasets 27 . This is done by comparing the fitted level of employment in that quarter, based on the CCEMG individual parameters, to the predicted level of employment had the federal minimum wage been $8.20 rather than $7.25 28 . Table 6 shows the results of this counterfactual experiment by dataset. The table reports 27 This simple counterfactual obviously ignores many relevant issues, such as changes in the overall state of the economy since the last quarter of the dataset and the possibility of lead or lag effects. However, the main purpose of this counterfactual is to illustrate the heterogeneous effects of the increase among the states that would actually be affected. 28 Specifically, using the notation from equations (1) and (2), I first calculated the fitted value of log employment,ln(E it ) =β i ln(M W it )+X itΓi +α i +δ t , and exponentiated to get the fitted level of employment. Note that the parameters are indexed by i because I am using the individual parameters from the CCEMG estimation of the traditional state and period fixed effects approach. Then, I replaced the minimum wage with a counterfactual minimum wage which is the higher of the state minimum wage and $8. This simple conterfactual shows that there is considerable heterogeneity in the effect of minimum wages on employment across different regions. From a policy perspective, this heterogeneity is important because not all states will be directly impacted by a higher federal minimum wage. Recall from column 1 of Table 3 and Table 4 that the CCEMG estimate of the minimum wage-employment elasticity, which averages the individual cross-sectional slope parameters, was -.013 and -.040 for restaurant and teenage employment, respectively. Therefore, a positive mean effect of a federal minimum wage increase on restaurant and teenage employment in the counterfactual experiment means that states where an increase in the federal minimum wage was actually binding were states that are more capable of absorbing minimum wage increases without experiencing a decrease in employment. This also means that states where minimum wages are harmful to employment are the states that tend to have higher minimum wages, while states that do not experience negative employment effects of minimum wages tend to have lower minimum wages. This results seems counterintuitive and is perhaps related to the fact that the determination of state minimum wages is often as much of a political debate as it is an economic debate.
29 Some states have a state minimum wage above $8.20 and are therefore unaffected in this counterfactual. 23 
Conclusion
Despite the fact that empirical studies on minimum wages and employment date back at least 100 years, there is no consensus among economists about the effect that minimum wages have on low-skill employment. Results vary depending on both the methodologies and the datasets used. The current state of the debate is focused on the methodology used for national panel studies. Specifically, the concern is how to control for spatial and time The factor model estimators are unique because they allow the data to determine the nature of the spatial and time series correlation, rather than imposing a specific form a priori, and because they allow areas to be close in economic dimensions other than geographic proximity. This is the case, for instance, when two areas are affected by the same industry-specific shocks because of industry specialization, even if these two areas are not neighbors. Analysis of the factor structure that Bai's (2009) IFE method estimates shows interpretable serial correlation in the common factors and obvious spatial correlation in the effect of these common factors on employment. The factor model estimators also provide a solution to the potential issue of minimum wages being endogenous with respect to low-skill employment. The ability of the factor model estimators to control for these correlations, as well as endogeneity, allows for improved estimation and inference. I first estimate minimum wage-employment elasticities using traditional OLS state and year fixed effects methods and find estimates of -.15 for both restaurant and teenage employment, in line with the previous literature using these traditional methods. I then apply the factor model estimators from Pesaran (2006) and Bai (2009) correlations should be accounted for. The difference between their methods and those used in this paper is that the factor model estimators allow the data to determine the nature of 25 the serial and spatial correlations. Neumark et al. (2013) also argue for this idea of letting the data speak, claiming that the use of geographic controls and linear time trends throws out a great deal of valid identifying information. They propose the use of synthetic controls to accomplish this and report significant negative effects, although Allegretto et al. (2013) have followed up with their own implementation of the synthetic control approach finding no significant effects of minimum wages on employment. The factor model approach has many advantages relative to pooled synthetic controls. These advantages include a more straightforward implementation, the ability to use all minimum wage variation in the data, explicit modeling of and control for time-varying unobserved heterogeneity, and the ability to address the issue of minimum wages being endogenous with respect to low-skill employment. These factor model methods are well suited for a wide variety of empirical studies and should receive more attention in future work.
Figure 1: Plots of the Restaurant Employment Common Factors
This figure plots the eight common factors for restaurant employment estimated from Bai's (2009) interactive fixed effects method, which simultaneously estimates the coefficients and factor structure shown in equations (1)- (2) . Statistically, the common factors are eigenvectors corresponding to the largest eigenvalues of the second moment matrix of the regression coefficient estimation residuals. The number of factors is selected according to the information criterion in Bai and Ng (2002) . Results are based on the traditional state and period fixed effects specification of Table 3 (all-county sample).
Figure 2: Plots of the Teenage Employment Common Factors
This figure plots the two common factors for teenage employment estimated from Bai's (2009) interactive fixed effects method, which simultaneously estimates the coefficients and factor structure shown in equations (1)- (2) . Statistically, the common factors are eigenvectors corresponding to the largest eigenvalues of the second moment matrix of the regression coefficient estimation residuals. The number of factors is selected according to the information criterion in Bai and Ng (2002) . Results are based on the traditional state and period fixed effects specification of Table 4 .
Figure 3: Combined Effect of Restaurant Employment Common Factors on Log Employment -1990q1
This figure plots λ i f t for the specified period, which is the factor structure given in equation (2) . This represents the combined effect of the estimated unobserved common factors on log employment in the given county. The factor structure is estimated from Bai's (2009) interactive fixed effects method, which simultaneously estimates the coefficients and factor structure shown in equations (1)- (2) . f t is an (r x 1) vector of time-specific common factors that affect all cross-sectional units and λ i is an (r x 1) vector of factor loadings that represents how each common factor affects that individual cross-section unit. Results are based on the traditional state and period fixed effects specification of Table 3 ( Significance reported for the IFE estimator is based on the results of a wild cluster bootstrapt procedure. See footnote 18 for more details. Significance levels are as follows: *10 percent, **5 percent, ***1 percent. Following Allegretto et al. (2011) , the probit row estimates the effect of minimum wages on employment by using individual-level data and estimating linear probability models with a dichotomous dependent variable indicating if the individual is employed. Additional controls for the state-quarter unemployment rate and group relative population are included, as well as individual controls for gender, race, age, education, and marital status. The first two rows report the coefficients and standard errors from these models. The third row reports the implied minimum wage elasticity, calculated by dividing the coefficient by the group employment-to-population ratio. This table shows summary statistics for the eight common factors for restaurant employment and two common factors for teenage employment estimated from Bai's (2009) interactive fixed effects method, which simultaneously estimates the coefficients and factor structure shown in equations (1)- (2) . Statistically, the common factors are eigenvectors corresponding to the largest eigenvalues of the second moment matrix of the regression coefficient estimation residuals. The number of factors is selected according to the information criterion in Bai and Ng (2002) . Results are based on the traditional state and period fixed effects specification of Table 3 (all-county sample) and Table 4 . R 2 p is the relative importance of each factor, calculated as the fraction of the total variance of the data explained by factors 1 to p. This is given as the sum of the first p largest eigenvalues of the sample second moment matrix divided by the sum of all eigenvalues. AR1(f pt ) is the first order autocorrelation coefficient for the given factor. This table reports simulation results for the case without common factors in the data generating process. The DGP is y it =βln(M W it )+X itΓ +α i +δ t +v it , where the covariates are the same variables presented earlier, the parameters are from the OLS results for the traditional state and period fixed effects specification reported in Table 3 (all-county sample) and Table  4 , and v it is an idiosyncratic error term whose variance is determined by the variance of the OLS residuals. The number of repetitions is 1,000. This table reports simulation results for the case with common factors in the data generating process. The DGP is y it =βln(M W it )+X itΓ +α i +δ t +λ if t +v it , where the covariates are the same variables presented earlier, the parameters are from the IFE results for the traditional state and period fixed effects specification reported in Table 3 (all-county sample) and Table  4 , and v it is an idiosyncratic error term whose variance is determined by the variance of the IFE residuals. The number of repetitions is 1,000. This table shows summary statistics for a simple counterfactual to assess the affect of an increase in the federal minimum wage on employment. The counterfactual shows the impact that a $0.95 increase in the federal minimum wage would have had on employment in the last quarter of each dataset. I first calculated the fitted value of log employment,ln(E it ) = β i ln(M W it ) + X itΓi +α i +δ t , and exponentiated to get the predicted level of employment. Note, the parameters are indexed by i because I use the CCEMG individual cross-section unit parameters. Then, I replaced the minimum wage with a counterfactual minimum wage which is the higher of the state minimum wage and $8.20 to get the new fitted level of employment,ln(E count. it ) =β i ln(M W count. it ) + X itΓi +α i +δ t , and exponentiated to get the counterfactual level of employment. See Section 5.2 for more details.
