A coherent way to enhance the user acceptance of autonomous vehicles (AV) is to ensure maximum ride comfort along the driven route. This paper proposes a sub-microscopic simulation framework that can be utilized to assess the ride comfort based on data from vehicle dynamics. In a future connected vehicle environment, this work can be used to enable an optimized route and motion planning, by avoiding sections with poor ride comfort and/or adapting the driving style and behavior. The developed methodology proposes a process chain for producing accurate and representative comfort estimates, by utilizing a road surface model, a non-linear model optimization, and Monte Carlo simulations. A case study with three real road sites demonstrates the effective tuning of the framework with real data and achieves high-resolution comfort results. The simulation investigations of the developed framework provide results and insights that justify the importance of enhancing available data sources with ride comfort data.
I. INTRODUCTION
The automotive domain experiences a rising shift of attention towards autonomous vehicles in the last decade. Within a short period of time, a wide range of different Advanced Driver Assistance Systems (ADAS) were developed and applied on the roads. Moreover, the aim of introducing autonomous vehicles (AV) on the market, is often stated to be the future for safe and sustainable mobility. Consequently with the introduction of AVs, the role of the human driver shifts towards the one of a vehicle passenger. As a result, the importance of user acceptance of such technologies arises. Although there exists a broad spectrum of ongoing research (e.g. improvements and development of ADAS), not much attention has been devoted in the area of ride comfort. Nevertheless, recent studies have pointed out that passengers in an AV are more likely to experience deficient ride comfort or motion sickness than passengers in a maneuvering nonautomated vehicle [1] - [3] .
In order to tackle the challenge of mitigating deficient ride comfort, the current work proposes a strategy for determining comfort estimation data. The development of a sub-microscopic simulation environment allows for a costefficient and generic procedure to test and develop the determination concept. The evaluation of ride comfort is based on guidelines from the International Standardization Organization (ISO) ISO-2631 and requires accurate acceleration signals. Hence, a physical vehicle model with accurate implementation of vehicle dynamics has been applied. To minimize the error of simulation outputs, an optimization problem has been solved, utilizing a non-linear model with real-world measurements from three different test sites. Furthermore, Latin Hypercube Sampling (LHS) has been applied in order to generate representative input samples for the simulations.
The remainder of this paper is organized as follows: Previous work and the motivation to extend the state-ofthe-art are presented in Section II. The strategy applied to determine ride comfort estimates is demonstrated in Section III. Sections IV and V explain the architecture of the simulation framework and the model optimization procedure, respectively. Finally, the conducted case study and the obtained results are presented in Section VI. The paper closes with a conclusion and potential future research in Section VII.
II. BACKGROUND AND MOTIVATION
Besides all novel technical methodologies and improvements in ADAS and AV, less attention is paid to human comfort, that will be influenced by AVs [4] . When looking at the number of publications in the automotive domain, the last decade shows an increase, but at the same time the study of the overall comfort of a humans during a vehicle trip, also defined as ride comfort, is a relatively new research field [1] , [5] . When vibrations in a vehicle exceed certain thresholds, the occupants feel a discomfort and the ride quality decreases. Nevertheless, when these vibrations are low the human body feels relatively comfortable, and negative influences on well-being, health or motion sickness are insignificant.
In a non-automated vehicle that is maneuvered by a human driver, the occupant can adjust the driving behavior upon the level of (dis)comfort. However, this is not possible in an AV when a-priori knowledge about the road and traffic conditions are not available and/or sensing systems face difficulties (e.g. weather conditions, covered obstacles, reflections, etc.). Hence, methodologies are available that try to benchmark ride comfort objectively, but currently, they mainly focus on the public transportation sector.
Recent studies aimed at evaluating and improving passenger comfort with methods of different levels of sophistication [6] - [10] . In [10] different thresholds for the acceleration and jerk in public transport are collected, ranging from 1m/s 2 up to 1.47m/s 2 and 0.5m/s 3 up to 0.9m/s 3 , respectively. The study in [11] defines such thresholds for cars ranging from 1.08m/s 2 and 1.47m/s 2 for the acceleration and 2.9m/s 3 as an upper bound for the jerk. The deviation of the jerk threshold can be explained by the fact that the study in [10] considers standing passengers in public transport, whereas [11] takes only sitting passengers into account. A more advanced approach is to analyze the Power Spectral Density (PSD) of a given signal by utilizing the frequency domain with common transformation methods (e.g. Continuous Wavelet Transform (CWT)) [12] . ISO provides the standardization document ISO-2631 that combines the two aforementioned approaches to evaluate human exposure to whole-body vibrations. The guidelines provide a methodology to utilize acceleration signals in order to explore the effect of vibrations on (a) the human health and comfort, (b) the probability of vibration perception, and (c) the emergence of motion sickness. The procedure is explained in details in Section III.
The current work contains three novelties that extend the methodologies that are currently applied for ride comfort determination. First, a generic framework is provided that is based on the work from [13] , allowing for the generation of ride comfort data with arbitrary resolutions based on a userspecified simulation scenario. Monte Carlo (MC) simulations with LHS sampling are applied. This methodology allows for a representative determination of vehicle dynamics by varying lateral vehicle position, weather conditions, and speed profiles. Furthermore, the proposed framework can be considered as a starting point for the evaluation and improvement of available guidelines documents. For further modeling details, the reader is referred to Section IV.
Secondly, a high precision road surface model is utilized that allows for accurate ride comfort estimates based on detailed vehicle dynamics. The data set for the model is measured with laser scanners, providing point data with an accuracy of ±0.03mm and a user-defined equidistant of 0.15m. Moreover, a high precision positioning is ensured with a Differential Global Positioning System (DGPS). Finally, a third novelty is the model optimization with measurement data from test drives on predefined road segments. The well-known Levenberg-Marquardt algorithm is utilized for optimizing the non-linear system in order to minimize the model error of the simulator. This procedure can be easily extended to different test vehicles, new test sites, and/or different driving patterns.
III. RIDE COMFORT DETERMINATION STRATEGY
In order to provide an objective classification for ride comfort, certain frequency ranges of the acceleration signals are utilized; the investigations are based on the ISO-2631 application domains. Low-frequency contents of a signal, i.e. for health, comfort, and perception between 0.5Hz and 80Hz, and for motion sickness ranging from 0.1Hz to 0.5Hz are considered. A frequency weighting technique based on the ISO-2631 is used to examine the different applications and frequency ranges. The frequency weights are chosen upon the passengers position (i.e. standing, sitting or recumbent) and the application (i.e. human health and comfort, probability of vibration perception or occurrence of motion sickness).
The weighting factor is chosen upon the application domain and indicated with the subscript b from ISO-2631, where b = {c, d, e, f, j, k}.
Let a w b be the frequency-weighted acceleration signal by the type b. In order to obtain a w b , a filtering procedure with the corresponding filter design has to be performed. A high pass H h (p), low pass H l (p), acceleration-velocity transition H t (p), and an upward step filter H s (p) are introduced in [14] . The filter functions are defined in the continuous time domain and are given by:
where ω i = 2πf i ; Q i and f i are the inputs for the transfer functions and defined as the resonant quality factors and the corner frequencies, respectively; the index i = {1, 2, 3, 4, 5, 6}; for further details the reader is referred to the guidelines in [14] . Equations (1)-(4) represent the filter equations in the continuous time domain p. For computational reasons, a conversion to the discrete time domain z needs to be done by means of a bi-linear transformation. The methodology and a full list of the rearranged terms required to fulfill the requested form of the filter design can be found in [15] . Finally, the filtering of the acceleration signal can be applied according to the following equation:
Note that there are exceptions where certain filter functions of Equation (5) 
this again depends on the application. For further details the interested reader is referred to [14] . The filtered output signal is evaluated by computing the Root Mean Square (RMS) value, defined as follows:
where a w b ,RMS is the RMS value of a w b and T the duration of measurement of a w b . For the evaluation of comfort, ISO-2631 recommends the separate evaluation of directions x, y, and z, and the combination of the frequency weighted signals according to:
Here a v represents the total vibration value, a w b,x ,RMS , a w b,y ,RMS , and a w b,z ,RMS the frequency weighted RMS acceleration signals, and k x = k y = k z = 1 the corresponding ISO-2631 weighting factors per direction, respectively. The values of k x , k y , and k z diverge from the proposed values only in special designs, i.e. a seated person, affected by vibrations (a) of the backrest, (b) at the feet, or (c) around a rotation axes. The post-processed acceleration signal a v allows for the comfort level determination, according to the recommended threshold levels from [14] listed in Table I . In addition, the guidelines recommend a threshold range for the probability of vibration perception from 0.01m/s 2 to 0.02m/s 2 . Investigations on human health and motion sickness have been neglected in this study as vibrations have to be present for a certain amount of time and with a certain magnitude that is not common in vehicle dynamics (e.g. negative impact on human health at ∼1m/s 2 for four hours [14] ). All the simulation outputs are post-processed with the proposed methodology. Results are presented in Section VI.
IV. ARCHITECTURE OF SIMULATION FRAMEWORK
This section introduces the simulation framework and describes its components. First, the simulation environment with the corresponding parts is introduced, followed by the modeling of the road surface and the MC/LHS techniques.
A. Simulation environment
The presented framework provides a generic and flexible tool that can be utilized to determine ride comfort data. Figure 1 depicts the modular simulation framework with all its components. The inputs for the framework are configured in an XML-file. This provides maximal flexibility when specifying test scenarios and the corresponding probabilistic input parameters (block (1) in Fig. 1 ). The core is implemented in MATLAB/Simulink and provides the automation functionality, the MC/LHS techniques, and the communication interface to the sub-microscopic simulation environment (block (2) in Fig. 1 ). CarMaker from IPG Automotive is used as simulation tool [16] . Here the interface between Simulink and CarMaker is utilized for the set-up, configuration of simulation inputs, as well as for exporting the output data (block (3) in Fig. 1 ). In block (4) in Fig. 1 the data are stored in a database which is used for the ride comfort calculation. The bi-linear transformation, the signal filtering, as well as the final calculation according to the ISO-2631 is applied. Finally, the ride comfort estimation data is stored in a resulting database (block (5) in Fig. 1 ).
It should be noted that due to the generic design of the framework, the input or output blocks can be readily replaced by different representation technologies. Furthermore, the simulation environment CarMaker can be replaced by any other simulator compatible with MATLAB/Simulink and a detailed road surface modeling, as explained in the next section. These changes are not going to deteriorate the performance of the developed framework.
B. Road surface modeling
Given the objective to determine high-resolution ride comfort estimates, the simulation output should be able to represent the real-world interactions between the road infrastructure and the vehicle, as accurately as possible. Due to the fact that the default CarMaker settings for replicating a road surface offer limited complexity, the modeling standard OpenCRG is used in the current implementation. OpenCRG uses a 2D Curved Regular Grid (CRG) for representing elevation data based on a proximal reference line. The reference line is specified with a start/end location as well as heading angles. CarMaker allows importing such road surface files and interprets them with respect to the standard. For the surface integration, a cubic spline interpolation in the directions x, y, and z is used.
C. Latin Hypercube Sampling technique
By default, a simulation run is performed with a vehicle following an idealized trajectory, i.e. in the middle of a road lane segment and a predefined speed profile. Essentially, this is not leading to representative vehicle dynamics that would allow for a reasonable ride comfort determination, as driving styles and speed choice usually diverge. Consequently, stochastic input parameters are introduced. For every simulation run, random input samples are generated in order to collect a representative data set for every road section under investigation. To reduce the computational complexity of the optimization problem, the LHS technique is employed. The method follows the procedure of dividing the Probabilistic Density Function (PDF) of an input into n non-overlapping intervals, where each interval represents an equal probability value. Samples are generated in a random order from every n with respect to the corresponding interval density value [17] . Note that the use of LHS requires a representative number of samples in order to obtain statistically meaningful simulation results. Different works in the literature (see e.g. [18] ) propose guidlines on how to guarantee a certain confidence interval.
V. MODEL VALIDATION AND OPTIMIZATION
CarMaker provides a state-of-the-art modeling for submicroscopic simulation environment of virtual test driving. Although the software models have been tested extensively, validated output data for any case study is not guaranteed. Due to the fact that ride comfort estimation depends heavily on the simulator vehicle dynamics, a model validation procedure has been applied to determine the modeling error. Therefore, three test sites were defined in our case study (Section VI), where vehicle dynamics data have been measured with an Inertial Measurement Unit (IMU). The parameters considered for validation and optimization are: Time vector T (s), velocity v x (m/s), accelerations a x , a y , a z (m/s 2 ), and roll-rate Φ, pitch-rate Θ, and yaw-rate Ψ (deg/s).
To evaluate the performance of the simulation, the Normalized RMS Error (NRMSE) is computed. The residuals can be formulated as follows:
where the function f (x, p) represents the simulation with the vectors x and p as the input and model parameter set, respectively and y(x) is the measurement data from the IMU. The objective function r(x, p) for the optimization problem represents the residuals with respect to x and p. The procedure for optimizing r(x, p) is defined as follows: Starting with an initial parameter guess p i=0 , a simulation is performed for calculating the residuals. Based on the result, the non-linear optimization Levenberg-Marquardt algorithm from [19] is initialized. For every iteration, the residuals are checked against a certain objective tolerance. When the result does not satisfy the postulated accuracy, p i is updated with p i+1 , which is the new gradient-based guess. When the magnitude of the objective function falls below the desired tolerance level, a solution p i,end is returned.
The error is minimized by an optimization procedure described in Figure 2 . Five optimization steps are computed, and the selected parameters are based on a sensitivity analysis from [20] . The parameter values for this work were set based on availability and accessibility in the simulator. The signals I 0 , I end and I OPi in Figure 2 
where K sf and K sr denote the front and rear spring stiffness, respectively, µ T the value of tire friction, K Tr the tire radial stiffness, and d Tr the tire radial damping. The constraints define the corresponding minimum and maximum values for all the parameters. The optimization problem in (9) aims at computing the best parameter values, so as to minimize the error between the simulator and the real data. The obtained set of parameters is used for the case study presented in the next section.
VI. CASE STUDY
The following case study discusses the application of the proposed framework. Demonstration scenarios are configured that consist of three test sites with available data measurements. The model optimization, the stochastic input modeling for the MC simulations, as well as the ride comfort determination results are presented here.
A. Test sections measurements
Data have been collected from three test sites in Austria that differ in length, curvature, elevation profile, and average driven speed. The road characteristics provide a data variety that exploits the robustness of the optimization procedure. The measurements were performed with an IMU capable of tracking high-resolution vehicle dynamics, mounted to the top of the test vehicle and connected to a central unit. Data of the parameters listed in Section V have been collected and used for the model optimization. In order to validate the different models of the simulator, the real data have been compared to the simulation outputs. By averaging the NRMSE values per test site, T s1 shows the highest average error with 0.1455, followed by 0.1305 and 0.1198 for T s2 and T s3, respectively. These values justify the decision to optimize the models on T s1.
B. Model optimization
Given the problem defined in Equation (8), the measurement data are defined as the reference y(x) for the optimization. To constrain the problem, reasonable lower and upper bound values are assumed for the tuned parameters and collected in Table II . In the following, the optimization procedure is performed on the test site T s1. A simulation with standard models is the benchmark (reference) case referred to as Ref. The optimized results are indicated with the abbreviation Opt. The results for T s1 are depicted in Table III . All three directions of accelerations a x , a y , and a z achieve an improvement of 1.22%, 1.02%, and 9.72%, respectively. Note that the acceleration a z , is of particular interest, as it induces forces that mainly originate at the road surface and then transferred to the human body.
To prove the optimization concept, the tuned models obtained from T s1 are tested on test sites T s2 and T s3. Tables IV and V show the corresponding results. Once again, the three error values of the acceleration parameters have decreased. Especially the improvement of 5.79% and 3.40% in the z-direction demonstrates the effectiveness of the optimization procedure. The negative gradient of improvement from T s1 to T s3 can be justified by the different sites' characteristics. Note that by optimizing each test site separately these values could be further improved. 
C. Stochastic simulation set-up
The speed and driving trajectory of human drivers deviate frequently from the idealized trajectories; also, the weather conditions change regularly in reality; all these factors of influence are modeled in our simulations. The lateral lane position of a vehicle l p , the speed profile deviation v dev , and the friction coefficient of the road surface µ rs vary for each simulation run. The corresponding PDFs with the associated parameters are defined as l p ∼ N (0, 0.2), v dev ∼ N (0, 0.2) and µ rs ∼ U (0.6, 1.0), respectively. It should be pointed out that v dev ∼ N (0, 0.2) for the speed deviation of T s3 is shifted, with parameters N (−5, 0.2), resulting mostly in negative speed deviation samples. This modeling approach has been chosen due to the high curvature of the specific test site. Note that positive speed deviations would have led to a high number of vehicles running off the road during the simulations. To this end, 4.000 input samples have been created for every test site and the corresponding simulations have been performed. This results in vehicle dynamics output data from 12.000 simulations in total.
D. Ride comfort results
In order to validate the proposed implementation of comfort evaluation, a frequency weighting add-on from the software DASYLab has been used. In the following, the automated post-processing has been applied to the 12.000 simulation outputs by filtering, integrating, and combining the signals according to the procedure described in Section III. Moreover, the time-dependent signals are transferred to the space domain in order to identify the critical sections. The final frequency-weighted acceleration signals are shown in Figure 3 together with the recommended thresholds from ISO-2631. It can be seen that several signal peaks exceed the corresponding thresholds, thus indicating a negative ride comfort. Furthermore, the signal magnitude is an indicator of the smoothness of the test site. The results show that the average signal magnitude below the threshold level LU is clearly lower on T s3 in comparison to T s2. Note that the threshold for the probability of vibration perception (0.01m/s 2 to 0.02m/s 2 ) is not shown in the results, as the magnitude is higher throughout the investigations, meaning that the perception of vibrations will always be present for the occupant.
To quantify the signal peaks, critical sections are determined per test site and shown in Table VI . Every test site is processed sequentially for critical sections, with a search window defined by an average car length of l cr = 5m. This value has been assumed to be reasonable in order to produce negative ride experiences; nevertheless, this parameter can be changed in the generic framework. It can be shown that T s1 has the highest number of little uncomfortable (LU) sections (54 sections/9.0% of the test site), followed by T s2 and T s3 with 20 and 8 sections, respectively. T s2 has the highest number of fairly uncomfortable (FU) and uncomfortable (U) sections, with 21 (6.6% of the test site) and 8 (2.5% of the test site), respectively. Consequently, the highest ratio of noncomfortable sections is detected on T s2, followed by T s1 and T s3. Note that no sections were classified as very (VU) or extremely uncomfortable (EU). Therefore, Table VI does not include these categories.
VII. CONCLUSION
This paper presented a generic method for deriving ride comfort data to improve the route and motion planning systems in AVs. The proposed methodology provides a general framework for comfort evaluation. The high-resolution outputs can be utilized for additional information to data fusion systems, stimulating an efficient and passenger-oriented development of AVs. In addition, the modular structure of the framework allows for its amplification to software or hardware in the loop tests that are providing vehicle dynamics data as an output. The presented case study demonstrates that the selected test sites indeed show acceleration signal peaks that are critical with respect to comfort. This novel procedure can be implemented in future data fusion systems or added to a digitized map that is utilized by AVs, allowing for more efficient planning of routes and motions and avoidance of negative ride comfort experiences. However, a limitation of the proposed work is the necessity of accurate road data availability that is required in order to model the road surface in the simulation environment.
Future research should investigate the analysis and comparison of different available comfort evaluation methods in terms of application limitations and capabilities. Moreover, the optimization results could be further improved by comparing different available solvers for non-linear problems and conducting more test measurements (different weather conditions, driving styles, etc.). In addition, several methods for finding the optimal start value, or applying a random restart under certain conditions could be considered. Finally, another interesting future research direction would be the application of the obtained ride comfort data to data fusion systems of AVs and assessment of the performance.
